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El disen˜o de algoritmos cada vez ma´s eficientes para resolver problemas complejos (tanto de opti-
mizacio´n como de bu´squeda) ha sido tradicionalmente uno de los aspectos ma´s importantes de la in-
vestigacio´n en Informa´tica. El objetivo perseguido en este campo es, fundamentalmente, el desarrollo de
nuevos me´todos capaces de resolver los mencionados problemas complejos con el menor esfuerzo computa-
cional posible, mejorando as´ı a los algoritmos existentes. En consecuencia, esto no so´lo permite afrontar
problemas actuales de forma ma´s eficiente, sino tambie´n tareas vedadas en el pasado debido a su alto
coste computacional. En este contexto, la actividad investigadora tanto en algoritmos exactos como en
heur´ısticos ad hoc y metaheur´ısticos para resolver problemas complejos de optimizacio´n esta´ creciendo
de forma evidente en estos d´ıas. La razo´n es que continuamente se esta´n afrontando nuevos problemas
de ingenier´ıa, mientras que, al mismo tiempo, cada vez se dispone de mejores recursos computacionales,
como nuevos tipos de ordenadores, redes, y entornos como Internet.
La principal ventaja de la utilizacio´n de algoritmos exactos es que garantizan encontrar el o´ptimo
global de cualquier problema, pero tienen el grave inconveniente de que en problemas reales (que suelen
ser NP-duros en la mayor´ıa de los casos) su tiempo de ejecucio´n crece de forma exponencial con el
taman˜o del problema. En cambio, los algoritmos heur´ısticos ad hoc son normalmente bastante ra´pidos,
pero la calidad de las soluciones encontradas esta´ habitualmente lejos de ser o´ptima. Otro inconveniente
de los heur´ısticos ad hoc es que no son fa´ciles de definir en determinados problemas. Las metaheur´ısticas1
ofrecen un equilibrio adecuado entre ambos extremos: son me´todos gene´ricos que ofrecen soluciones de
buena calidad (el o´ptimo global en muchos casos) en un tiempo moderado.
La Ingenier´ıa del Software, a pesar de su corta edad, es en la actualidad una importante fuente de
problemas de optimizacio´n. Los ingenieros y gestores de proyectos software se enfrentan diariamente a
diversos problemas de optimizacio´n en los que las te´cnicas exactas no tienen cabida por el corto intervalo
de tiempo en que se requiere una respuesta. Cabe la posibilidad, por tanto, de aplicar a estos problemas
algoritmos metaheur´ısticos que ofrezcan al ingeniero una solucio´n de cierta calidad en un breve periodo
de tiempo: un compromiso entre calidad de la solucio´n y rapidez.
1Algunos autores consideran los algoritmos metaheur´ısticos una subclase de los algoritmos heur´ısticos. Por ese motivo
usamos el te´rmino “heur´ıstico ad hoc” para referirnos a los algoritmos aproximados pensados espec´ıficamente para un
problema concreto.
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Es en este contexto donde se enmarca esta tesis doctoral. Nos proponemos aplicar te´cnicas meta-
heur´ısticas a problemas de optimizacio´n surgidos en el seno de la Ingenier´ıa del Software, analizando
distintas posibilidades para sacar el ma´ximo partido a dichas te´cnicas y ofrecer as´ı soluciones de gran
calidad con recursos computacionales al alcance de cualquier institucio´n. Los problemas abordados son
concretamente la planificacio´n de proyectos software, la generacio´n automa´tica de casos de prueba y la
bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes.
Adema´s, estas metaheur´ısticas han sido disen˜adas e implementadas utilizando, a su vez, te´cnicas y
herramientas propias de la Ingenier´ıa del Software con el objetivo de crear software de calidad. De esta
forma, cerramos el c´ırculo: Ingenier´ıa del Software para desarrollar herramientas que resolvera´n problemas
de Ingenier´ıa del Software.
1.2. Objetivos y fases
Los objetivos principales de esta tesis doctoral son: aplicar te´cnicas metaheur´ısticas a problemas de
optimizacio´n de Ingenier´ıa del Software, analizar los resultados para comprender el comportamiento de
estos algoritmos y proponer nuevos me´todos para resolver los problemas de manera ma´s eficaz y eficiente.
Estos objetivos globales han sido descompuestos en objetivos parciales ma´s concretos:
Identificacio´n de problemas de optimizacio´n en Ingenier´ıa del Software.
Descripcio´n y formalizacio´n de varios de estos problemas de optimizacio´n.
Descripcio´n y formalizacio´n de las te´cnicas metaheur´ısticas propuestas.
Aplicacio´n de te´cnicas metaheur´ısticas a problemas de optimizacio´n de la Ingenier´ıa del Software y
ana´lisis de resultados.
Para conseguir estos objetivos se siguen las fases resumidas en la Figura 1.1. Inicialmente revisamos
la literatura en busca de problemas de optimizacio´n en Ingenier´ıa del Software. Posteriormente, selec-
cionamos tres problemas que, de acuerdo a la revisio´n bibliogra´fica realizada, representan a los dominios
de mayor intere´s en el campo de la optimizacio´n de problemas de Ingenier´ıa del Software. Estos problemas
son la planificacio´n de proyectos software, la generacio´n automa´tica de casos de prueba y la bu´squeda
de violaciones de propiedades de seguridad en sistemas concurrentes. En el siguiente paso estudiamos las
te´cnicas metaheur´ısticas y seleccionamos para cada problema aque´llas que puedan resultar ma´s intere-
santes desde el punto de vista de la comunidad cient´ıfica. Las te´cnicas seleccionadas son los algoritmos
evolutivos, la optimizacio´n basada en cu´mulos de part´ıculas y la optimizacio´n basada en colonias de
hormigas. Por u´ltimo, escogidos los problemas y las te´cnicas, aplicamos los algoritmos metaheur´ısticos a
los problemas de optimizacio´n y analizamos los resultados obtenidos.
1.3. Contribuciones
En este apartado se listan las contribuciones de la presente tesis. De forma esquema´tica, estas con-
tribuciones se pueden resumir como sigue:
Modelo formal de metaheur´ısticas secuenciales que extiende al propuesto por Gabriel Luque en su
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resultados
Figura 1.1: Fases seguidas durante la elaboracio´n de esta tesis.
Estudio de la utilidad de las metaheur´ısticas para la planificacio´n de proyectos software con ayuda
de un generador de instancias.
Aplicacio´n por primera vez de dos te´cnicas metaheur´ısticas a la generacio´n de casos de prueba:
estrategias evolutivas y optimizacio´n basada en cu´mulos de part´ıculas. Estas te´cnicas resultan ser
ma´s eficaces que los algoritmos gene´ticos, ampliamente utilizados en la literatura.
Estudio detallado de metaheur´ısticas con poblacio´n descentralizada para la generacio´n automa´tica
de casos de prueba y comparacio´n con metaheur´ısticas con poblacio´n centralizada.
Desarrollo de un nuevo modelo algor´ıtmico de optimizacio´n basado en colonias de hormigas que
permite trabajar con problemas en los que el grafo de construccio´n tiene taman˜o desconocido o
suficientemente grande para que no quepa en la memoria de una ma´quina.
Aplicacio´n del nuevo modelo algor´ıtmico al problema de bu´squeda de violaciones de propiedades de
seguridad en sistemas concurrentes con un enfoque basado en model checking. Se realiza un ana´lisis
detallado de la aplicacio´n explorando alternativas.
Combinacio´n del nuevo modelo algor´ıtmico con una te´cnica propia de model checking, la reduccio´n
de orden parcial, para el problema mencionado en el punto anterior.
Disen˜o e implementacio´n de los algoritmos utilizados en esta tesis siguiendo el paradigma de la orien-
tacio´n a objetos. Estos algoritmos se han incorporado en dos bibliotecas pu´blicamente disponibles:
JEAL y MALLBA.
Adema´s de los puntos ma´s importantes arriba mencionados, se ha realizado una revisio´n y clasificacio´n
de trabajos para identificar problemas de optimizacio´n en Ingenier´ıa del Software. Tambie´n se ha disen˜ado
e implementado un generador de instancias para el problema de planificacio´n de proyectos software. Este
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generador ha permitido analizar los resultados obtenidos con las te´cnicas metaheur´ısticas en proyectos
software ficticios automa´ticamente generados con diferentes caracter´ısticas.
Finalmente, se ha llevado a cabo una importante labor de diseminacio´n del contenido de las investi-
gaciones desarrolladas en este trabajo. Para tal fin, adema´s de las publicaciones aparecidas en revistas
y congresos tanto nacionales como internacionales, se han desarrollado pa´ginas web de dominio pu´blico
con la descripcio´n de los problemas, el generador de instancias y los resultados de las investigaciones.
1.4. Organizacio´n de la tesis
Este documento de tesis se estructura en cuatro partes. En la primera se presentan los preliminares de
las metaheur´ısticas y la Ingenier´ıa del Software, detallando los problemas y las te´cnicas que se utilizan en
la tesis. En la segunda parte se presentan las propuestas metodolo´gicas y los resultados de la aplicacio´n
de las metaheur´ısticas a los problemas de Ingenier´ıa del Software seleccionados. En la tercera parte
mostramos las principales conclusiones que se desprenden de este trabajo, as´ı como las l´ıneas de trabajo
futuro inmediatas que surgen de nuestro estudio. Finalmente, la cuarta parte contiene los ape´ndices con
resultados y estudios secundarios que pueden ser de intere´s tan so´lo a algunos lectores. A continuacio´n
describimos detalladamente el contenido de los cap´ıtulos.
Parte I: Fundamentos de las metaheur´ısticas y la Ingenier´ıa del Software
El Cap´ıtulo 2 introduce los conceptos ba´sicos de Ingenier´ıa del Software. Tras esto, ofrece una breve
revisio´n de problemas de optimizacio´n que surgen en el seno de la Ingenier´ıa del Software y que han
sido abordados en la literatura con te´cnicas de optimizacio´n.
El Cap´ıtulo 3 detalla los tres problemas de optimizacio´n pertenecientes al campo de la Ingenier´ıa
del Software que se han resuelto con te´cnicas metaheur´ısticas en la presente tesis.
El Cap´ıtulo 4 proporciona una introduccio´n gene´rica sobre el campo de las metaheur´ısticas. Poste-
riormente describe con mayor nivel de detalle las te´cnicas metaheur´ısticas concretas que se usan a
lo largo de la tesis.
Parte II: Resolucio´n de los problemas de Ingenier´ıa del Software seleccionados
El Cap´ıtulo 5 describe las propuestas metodolo´gicas empleadas para resolver los problemas selec-
cionados. Se detallan los algoritmos empleados y las modificaciones a e´stos, as´ı como los nuevos
modelos desarrollados especialmente para resolver los problemas.
El Cap´ıtulo 6 presenta los resultados obtenidos al resolver el problema de planificacio´n de proyectos
software. Se resuelven distintas instancias del problema con diferentes caracter´ısticas y se discuten
los resultados para llegar a una comprensio´n profunda del problema que pueda servir a jefes de
proyectos en su trabajo diario.
El Cap´ıtulo 7 muestra y discute los resultados obtenidos tras la aplicacio´n de las te´cnicas meta-
heur´ısticas al problema de generacio´n de casos de prueba. Se analizan distintos algoritmos y se
comparan los resultados con la literatura.
El Cap´ıtulo 8 estudia los resultados obtenidos para el problema de bu´squeda de violaciones de
propiedades de seguridad en sistemas concurrentes. Se analizan distintas configuraciones de los
algoritmos y se evalu´an sobre un gran conjunto de sistemas concurrentes.
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Parte III: Conclusiones y trabajo futuro
Terminamos esta tesis con unas conclusiones sobre todo lo expuesto en el resto del documento.
Asimismo, se describen tambie´n las principales l´ıneas de trabajo futuro que surgen del presente
estudio. Esta parte esta´ redactada tanto en espan˜ol como en ingle´s para cumplir los requisitos
exigidos por la Universidad de Ma´laga para optar a la mencio´n de Doctorado Europeo.
Parte IV: Ape´ndices
El Ape´ndice A presenta un ana´lisis de para´metros de algunas de las te´cnicas empleadas en la tesis
doctoral. Los resultados de este ana´lisis se utilizaron para decidir la configuracio´n de los algoritmos.
El Ape´ndice B describe el tratamiento estad´ıstico utilizado para validar las observaciones realizadas
en los experimentos de la tesis y muestra los resultados de dicha validacio´n.
El Ape´ndice C ofrece una ra´pida descripcio´n de las bibliotecas de algoritmos metaheur´ısticos que
se han usado y disen˜ado durante el desarrollo de la tesis.
El Ape´ndice D presenta la publicaciones del doctorando realizadas durante la elaboracio´n de la
tesis. Estas publicaciones sustentan la calidad de la presente tesis doctoral.
El Ape´ndice E contiene un resumen en ingle´s de la tesis doctoral, necesario para optar a la mencio´n
de Doctorado Europeo.
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Parte I
Fundamentos de las metaheur´ısticas




Problemas de optimizacio´n en
Ingenier´ıa del Software
El diccionario de la Real Academia Espan˜ola [231] define software como un “conjunto de programas,
instrucciones y reglas informa´ticas para ejecutar ciertas tareas en una computadora” mientras que en el
esta´ndar IEEE 610.12-1990 [150] se define la Ingenier´ıa del Software como “la aplicacio´n de un me´to-
do sistema´tico, disciplinado y cuantificable al desarrollo, operacio´n y mantenimiento de software”1. La
Ingenier´ıa del Software2 tiene una corta historia debido a que su existencia esta´ ligada a la de los com-
putadores digitales, que hicieron aparicio´n en la de´cada de 1940. Al comienzo de la era de los ordenadores
el software era relativamente simple y, por tanto, no resultaba complicado asegurar la calidad del mismo.
Con el aumento de las prestaciones de los ordenadores, se abr´ıa la posibilidad al desarrollo de software
cada vez ma´s complejo apoyado en todo momento por lenguajes de programacio´n y herramientas de ma´s
alto nivel. A lo largo de su historia, el desarrollo de software ha pasado de ser una tarea realizada por
una sola persona en pocas horas a convertirse en un conjunto de actividades interrelacionadas que deben
realizarse en grandes equipos de trabajo durante meses. Los procesos de desarrollo de software o ciclos de
vida del software surgieron como una herramienta para poner orden en este conjunto de actividades. Se
han propuesto diversos procesos de desarrollo de software en las u´ltimas de´cadas entre los que destacan
el ciclo de vida en cascada [239] y el ciclo de vida en espiral [39]. Estos procesos de desarrollo de software
determinan un conjunto de actividades y un orden entre ellas.
Un problema de optimizacio´n consiste en escoger una opcio´n de entre un conjunto de ellas que sea
mejor o igual que las dema´s (ve´ase el comienzo del Cap´ıtulo 4). Los problemas de optimizacio´n surgen
en cualquier a´mbito desde la vida cotidiana hasta la industria. A lo largo de la historia se ha dedicado
mucho esfuerzo a encontrar te´cnicas que permitan resolver tales problemas. Es un factor comu´n a todas
las ingenier´ıas la existencia de problemas de optimizacio´n. Un ejemplo son los problemas de disen˜o de
componentes (ala de avio´n, tuber´ıa, antena de telecomunicaciones, etc.). La Ingenier´ıa del Software, a
pesar de ser una ingenier´ıa joven, no es una excepcio´n. De hecho, en la actualidad existe un creciente
intere´s por aplicar te´cnicas de optimizacio´n a problemas de Ingenier´ıa del Software. Una muestra palpable
1Traduccio´n tomada de la wikipedia en la entrada “Ingenier´ıa de software”.
2El te´rmino Ingenier´ıa del Software fue utilizado por primera vez por Fritz Bauer en la primera conferencia sobre
desarrollo de software patrocinada por el Comite´ de Ciencia de la OTAN que se celebro´ en Garmisch, Alemania, en Octubre
de 1968.
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de este intere´s ha sido la creacio´n del te´rmino Search Based Software Engineering , abreviado SBSE, por
parte de Harman y Jones [132] para referirse a este nuevo campo de investigacio´n.
En este cap´ıtulo se presenta una breve descripcio´n de un conjunto de problemas surgidos dentro de la
Ingenier´ıa del Software que han sido planteados en la literatura como problemas de optimizacio´n. No se
trata de una revisio´n exhaustiva de trabajos sino, ma´s bien, de un escaparate en el que se puede apreciar
la diversidad de los problemas que pueden definirse dentro de la Ingenier´ıa del Software. La mayor´ıa
de los trabajos presentados han sido tomados del repositorio de publicaciones sobre SBSE mantenido
por el doctor Afshin Mansouri como parte del proyecto SEBASE (www.sebase.org). Para presentar este
conjunto de problemas de forma ordenada, proponemos una clasificacio´n de los mismos cuyos detalles,
junto con la descripcio´n de los problemas, se encuentran en la siguiente seccio´n.
2.1. Clasificacio´n de los problemas de optimizacio´n en Ingenier´ıa
del Software
La clasificacio´n que proponemos para los problemas de optimizacio´n en Ingenier´ıa del Software se basa
en la fase en la que aparece dicho problema dentro del proceso de desarrollo de software. Las fases que
consideramos son: ana´lisis de requisitos, disen˜o, implementacio´n, pruebas, implantacio´n, mantenimiento
y gestio´n. Todas estas son fases que, bien con el mismo nombre o bien con otro, aparecen en todo proceso
de desarrollo de software. A veces no esta´ claro do´nde colocar un problema en concreto; existen algunos
problemas que se encuentran en el borde entre dos fases y, por tanto, podr´ıan aparecer en ambas. Dentro
de las categor´ıas de mantenimiento y gestio´n hemos realizado una segunda clasificacio´n de problemas,
ya que la diversidad de e´stos suger´ıa tal divisio´n. En la Figura 2.1 mostramos la clasificacio´n completa
aqu´ı propuesta.
Problemas de optimización 








Transformación Análisis de software 
Planificación de proyectos 
Modelos de calidad 
Estimación de costes 
Figura 2.1: Clasificacio´n de problemas de optimizacio´n en Ingenier´ıa del Software.
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2.1.1. Ana´lisis de requisitos
En la fase de ana´lisis de requisitos es donde el ingeniero software y el cliente discuten sobre lo que
tiene que hacer el producto software. Es una etapa fundamental del desarrollo en la que se recoge la
informacio´n del cliente y se plasma en un conjunto de requisitos para la aplicacio´n.
En los procesos de desarrollo software utilizados actualmente se tiende a desarrollar y entregar el
software de forma incremental. Del conjunto total de requisitos se seleccionan algunos y se realiza una
iteracio´n del proceso de desarrollo para, finalmente, entregar al usuario un producto software que cumpla
dichos requisitos. Tras esto, se vuelven a seleccionar algunos de los requisitos no cubiertos y se realiza
otra iteracio´n del proceso de desarrollo. Se sigue de esta forma hasta que el usuario este´ completamente
satisfecho con el producto. La decisio´n de que´ requisitos deben cubrirse en una iteracio´n concreta del
proceso no es algo trivial. Existen numerosas restricciones y prioridades entre los requisitos que afectan
al coste del producto y a la satisfaccio´n del usuario. Por ejemplo, un requisito puede necesitar que
otro requisito previo este´ ya cubierto en el software, o que otro requisito se cubra a la vez que e´l. Es
decir, existen dependencias entre requisitos. Por su parte, el usuario puede necesitar varios requisitos con
urgencia mientras que otros son menos importantes para e´l. A esto se suma el hecho de que cada requisito
tiene un coste de implementacio´n asociado. En definitiva, la eleccio´n de requisitos a implementar en una
iteracio´n concreta del proceso de desarrollo software es una tarea no trivial que puede beneficiarse de las
te´cnicas de optimizacio´n existentes.
Greer y Ruhe abordan el problema de la seleccio´n de requisitos para cada iteracio´n del proceso de
desarrollo software en [116]. Baker et al. [30] resuelven el problema de la “siguiente versio´n”, que consiste
en seleccionar los requisitos que van a implementarse en la siguiente iteracio´n del proceso de desarrollo.
Una versio´n multiobjetivo de este u´ltimo problema, planteada por Zhang, Harman y Mansouri, puede
encontrarse en [297].
2.1.2. Disen˜o
En la fase de disen˜o los ingenieros software desarrollan una solucio´n que cumple los requisitos recolec-
tados en el ana´lisis. En esta fase se decide el disen˜o arquitecto´nico y de comportamiento del software con
suficiente detalle como para que pueda ser implementado, pero sin llegar a ser una implementacio´n.
Cuando, en el desarrollo del software, se usa el paradigma de orientacio´n a objetos, uno de los objetivos
de la fase de disen˜o consiste en proponer el conjunto de clases que formara´n la aplicacio´n. Las clases son
entidades con cierta autonomı´a que colaboran entre ellas. En un buen disen˜o, se espera que el acoplamiento
(dependencia) entre clases sea bajo y la cohesio´n de cada clase (relacio´n entre las tareas de los miembros
de la clase) sea alta. Persiguiendo estos objetivos, Simons y Parmee [256] plantean el disen˜o conceptual
del software como un problema de optimizacio´n. Partiendo de un conjunto de me´todos con para´metros
y atributos que han sido identificados mediante los casos de uso, los autores abordan el problema de
encontrar una asignacio´n de los me´todos a clases que minimize el acoplamiento y maximize la cohesio´n.
Durante el desarrollo del software se generan distintos componentes, clases o mo´dulos que deben ser
integrados conjuntamente para formar el producto final. Estos componentes son testados de forma aislada
(prueba unitaria o unit testing) conforme se desarrollan y, tras integrarlos con el resto de componentes
ya terminados, se prueban de nuevo para comprobar si la interaccio´n entre ellos es correcta (prueba de
integracio´n o integration testing). En este u´ltimo caso, es posible que un componente necesite otro que au´n
no esta´ completo, siendo necesario sustituir el componente incompleto por un componente temporal que
tiene la misma interfaz, conocido como stub. La implementacio´n de estos stubs es costosa y puede evitarse
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o reducirse si se implementan los componentes siguiendo un orden adecuado, que dependera´ fundamen-
talmente del grafo de interrelaciones de componentes. La determinacio´n de este orden es un problema de
optimizacio´n que ha sido abordado en [45]. Hemos colocado este problema en la seccio´n de disen˜o, a pesar
de estar a caballo entre el disen˜o y la implementacio´n, porque el objetivo del problema no es mejorar
ningu´n aspecto de la implementacio´n, sino ma´s bien ahorrar costes del proyecto.
2.1.3. Implementacio´n
En la fase de implementacio´n es donde el disen˜o previamente creado se convierte en co´digo fuente.
Los ingenieros tienen que hacer realidad el disen˜o desarrollado en la fase anterior.
Los problemas de optimizacio´n que se han planteado en la fase de implementacio´n tienen que ver con
la mejora o creacio´n de herramientas que ayuden al programador en su labor. Por ejemplo, Reformat et
al. [235] plantean el problema de la generacio´n automa´tica de clones. Este problema consiste en generar
automa´ticamente un fragmento de co´digo fuente (una funcio´n por ejemplo) que sea equivalente a otro
dado. Esta te´cnica tiene aplicaciones en el desarrollo de software tolerante a fallos.
Los compiladores son herramientas imprescindibles en la implementacio´n del software y, a su vez, una
fuente de gran cantidad de problemas de optimizacio´n que deben abordarse de algu´n modo a la hora de
generar el co´digo objeto. La forma habitual de resolver estos problemas es mediante una heur´ıstica ad
hoc que, si bien no ofrece una solucio´n o´ptima en todos los casos, su tiempo de ejecucio´n es corto, lo cual
es una propiedad deseable para poder incorporarla en un compilador. Stephenson et al. [259] plantean el
problema de optimizar estas heur´ısticas.
En general, las optimizaciones que aplica un compilador no son conmutativas, es decir, diferentes
secuencias de optimizacio´n dan lugar a distintos resultados (co´digo objeto). Cooper et al. [63] abordan el
problema de encontrar una secuencia de optimizacio´n o´ptima para reducir el espacio que ocupa el co´digo
resultante, lo cual tiene una importante aplicacio´n en el desarrollo de software para sistemas empotrados.
Otro problema resuelto de forma no o´ptima es la gestio´n de memoria dina´mica. Del Rosso [74] aborda
el problema de ajustar la configuracio´n del mont´ıculo (heap) para reducir la fragmentacio´n interna en
listas libres segregadas mientras que Cohen et al. [60] aplica te´cnicas de clustering a las hebras con el
objetivo de identificar grupos de hebras que accedan a los mismos objetos. Estos grupos compartira´n un
mont´ıculo, haciendo que el recolector de basura no tenga que detener todas las hebras para llevar a cabo
su labor, sino tan so´lo las del grupo afectado.
Otro interesante problema planteado en el seno de los compiladores es la generacio´n automa´tica de
co´digo paralelo o´ptimo a partir de co´digo secuencial. Este problema ha sido abordado por Nisbet [220],
Williams [290] y Ryan [241].
Dada una unidad de co´digo fuente (funcio´n, clase, etc.) es posible aplicar una secuencia de trans-
formaciones a dicho co´digo que preserva la sema´ntica pero que altera la sintaxis. Esta secuencia de
transformaciones podr´ıa reducir el nu´mero de l´ıneas de co´digo. El problema de encontrar la secuencia de
transformaciones que minimice la longitud del co´digo resultante ha sido abordado en [97] y [98].
2.1.4. Pruebas
En la fase de pruebas es donde el software implementado es testado para descubrir errores y, en caso
contrario, comprobar que se comporta de acuerdo a las especificaciones.
Para testar un me´todo o funcio´n del software es necesario decidir los valores de sus argumentos de
entrada. Un caso de prueba es una combinacio´n concreta de valores de para dichos argumentos. La labor
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del ingeniero de pruebas es crear un conjunto de casos de prueba y testar el software con e´l. Este conjunto
de casos de prueba debe ser tal que maximice la probabilidad de descubrir los posibles errores del objeto
de la prueba. El enfoque ma´s popular para conseguir conjuntos de casos de prueba adecuados es usar
criterios de cobertura: un conjunto de casos de prueba se considera adecuado si consigue cubrir una gran
cantidad de elementos (instrucciones, ramas, predicados ato´micos, etc.) del objeto de prueba. El problema
de la generacio´n automa´tica de casos de prueba es, con diferencia, el ma´s estudiado de todos los problemas
de optimizacio´n relacionados con la ingenier´ıa el software. Desde el primer trabajo de Miller y Spooner
de 1976 [207] hasta nuestros d´ıas, se han propuesto diversas formas de abordar esta tarea. Uno de los
paradigmas empleados, el paradigma estructural, hace uso de informacio´n estructural del programa para
generar los casos de prueba [5, 19, 20, 34, 194, 206]. Esta informacio´n proviene generalmente del grafo de
control de flujo. En numerosos trabajos se han estudiado y propuesto diferentes funciones objetivo [33,
41, 55, 180, 274]. As´ı mismo, para aumentar la eficiencia y eficacia del proceso de generacio´n de casos
de prueba, se han combinado las estrategias de bu´squeda con otras te´cnicas tales como slicing [131],
transformacio´n de co´digo [130, 137, 166, 197], ana´lisis de dependencia de datos [165], uso de medidas
software [169, 170, 243], bu´squeda en dominios variables [244], y otros [198, 200, 292]. Se han propuesto
soluciones para algunos de los problemas principales que surgen en la generacio´n de casos de prueba: la
presencia de flags [31, 32, 40, 129], la existencia de estados internos en el programa [199, 201, 296], las
particularidades del software orientado a objetos [279, 280] y la presencia de excepciones [271]. Entre
las te´cnicas ma´s populares para la resolucio´n del problema se encuentran los algoritmos gene´ticos [103,
152, 153, 191, 224, 237, 238, 261, 291], la bu´squeda tabu´ [70], la bu´squeda dispersa [246] y los algoritmos
de estimacio´n de distribuciones [242, 245]. Tambie´n se han desarrollado herramientas para la generacio´n
automa´tica de casos de prueba usando un enfoque basado en optimizacio´n [71, 267, 268, 269, 281]. La
generacio´n automa´tica de casos de prueba usando informacio´n estructural del software se ha usado con
e´xito para detectar desbordamientos de buffers [72, 73] y comprobar software cr´ıtico [272].
Un segundo paradigma de generacio´n de casos de prueba, denominado funcional, considera el software
como una caja negra [193, 247, 283]. Tambie´n se ha estudiado la generacio´n de casos de prueba para
realizar pruebas de conformidad de ma´quinas de estado finitas [76, 77, 124, 125, 126, 138, 177]. Se han
usado te´cnicas de programacio´n con restricciones [62] y se han evaluado los conjuntos de casos de prueba
usando mutantes [1, 95, 252, 295]. Los mutantes son programas que contienen pequen˜as variaciones con
respecto al objeto de la prueba. Normalmente, las variaciones que se incluyen en los mutantes representan
los errores ma´s comunes que se cometen al programar. En este contexto, un conjunto de casos de prueba
es adecuado si es capaz de distinguir entre el programa original y los mutantes observando u´nicamente
la salida de ambos programas. La evaluacio´n de conjuntos de casos de prueba con esta te´cnica constituye
otro criterio de adecuacio´n alternativo a los criterios de cobertura.
Las pruebas de interaccio´n consisten en comprobar todas las combinaciones posibles de entornos de
ejecucio´n del software: distintos sistemas operativos, distintas configuraciones de memoria, etc. Cuantos
ma´s factores se consideren mayor es el nu´mero posible de combinaciones, creciendo e´ste de forma expo-
nencial. Por este motivo, se han propuesto estrategias basadas en optimizacio´n para reducir este enorme
conjunto de combinaciones [47, 48, 61].
Por otro lado, existe un conjunto de trabajos en el que se comprueban aspectos no funcionales del
software. La mayor´ıa de ellos se centran en el tiempo de ejecucio´n, con aplicaciones a los sistemas en
tiempo real [46, 79, 215, 228, 266, 284, 285, 286]. Algunos trabajos extienden las te´cnicas para abordar
software orientado a objetos y basado en componentes [123, 120]. Tambie´n se han definido medidas que
permiten conocer, tras un examen del co´digo fuente del programa, si la aplicacio´n de te´cnicas basadas en
computacio´n evolutiva es adecuada o no para comprobar las restricciones temporales [119, 121, 122].
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Cuando el software es modificado, es necesario volver a aplicar algunas pruebas para comprobar que
no se han introducido nuevos errores. Esto es lo que se conoce como pruebas de regresio´n (regression
testing). Muchas de estas pruebas pueden reutilizarse de una etapa anterior, cuando el software paso´ por
primera vez la fase de pruebas. El problema de seleccionar las pruebas que se van a aplicar de nuevo ha
sido planteado como un problema de optimizacio´n en dos recientes trabajos de Yoo y Harman [293] y Li
et al. [178].
Por u´ltimo, el problema de verificar software concurrente ha sido tradicionalmente resuelto mediante
model checkers. Este tipo de te´cnicas suele reservarse exclusivamente a modelos de software concurrente
cr´ıtico, y no se aplica al software que se desarrolla en un proyecto de mediana o gran envergadura
por su escasa escalabilidad. Sin embargo, existen algunos trabajos en la literatura que, basa´ndose en la
exploracio´n que realizan los model checkers, tratan de buscar errores en software concurrente planteando
dicho problema como una bu´squeda en un grafo [13, 15, 16, 17, 92, 93, 94, 111]. Este enfoque tiene la
ventaja de que puede escalar ma´s fa´cilmente que el model checking cla´sico, permitiendo su aplicacio´n al
software producido normalmente en la compan˜´ıas. En otros trabajos, el objetivo no es buscar errores,
sino generar casos de prueba para sistemas concurrentes [294].
2.1.5. Implantacio´n
Tras desarrollar y probar el software, procede la fase de implantacio´n en la que el sistema software es
instalado y desplegado en su entorno definitivo, donde sera´ utilizado.
Monnier et al. [214] abordan el problema de la planificacio´n de tareas en un sistema distribuido de
tiempo real. Dado un conjunto de tareas cuyo tiempo de ejecucio´n esta´ acotado y con dependencias entre
ellas, el problema consiste en asignar a cada tarea una ma´quina para su ejecucio´n y planificar los instantes
de tiempo en los que se comunicara´n las tareas usando la red.
2.1.6. Mantenimiento
La fase de mantenimiento es donde el software se modifica como consecuencia de las sugerencias de
los usuarios o, simplemente, con el objetivo de mejorar su calidad. Al igual que ocurr´ıa en la fase de
pruebas, existen muchos trabajos que afrontan problemas surgidos en la fase de mantenimiento usando
te´cnicas de optimizacio´n. Para realizar un clasificacio´n ma´s fina de todos estos trabajos, los dividimos en
dos grupos: ana´lisis de software y transformacio´n.
Ana´lisis de software
Una de las te´cnicas usadas durante la fase de mantenimiento para llegar a una ra´pida comprensio´n de
la estructura y los objetivos de un determinado fragmento de co´digo fuente es la vinculacio´n de conceptos
(concept binding). Esta te´cnica consiste en asignar automa´ticamente a cada segmento del co´digo fuente
una palabra o concepto perteneciente a un mapa conceptual previamente definido. Durante una primera
etapa, se asigna a cada l´ınea o instruccio´n del co´digo fuente un indicador. Estos indicadores sen˜alan la
posible vinculacio´n de un determinado concepto al segmento de co´digo en el que se encuentra el indicador.
La siguiente etapa consiste en asignar conceptos a segmentos de co´digo en funcio´n de los indicadores que
se encuentren. Esta segunda etapa ha sido planteada como problema de optimizacio´n por Gold et al. [113].
Otras te´cnicas utilizadas para extraer automa´ticamente una estructura de alto nivel del software a
partir del co´digo fuente son las te´cnicas de software clustering. La idea detra´s de ellas es agrupar distintos
elementos del software (clases, funciones, etc.) en mo´dulos o subsistemas de acuerdo a su cohesio´n y
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acoplamiento. Este problema, originalmente propuesto por Mancoridis et al. en [188], ha sido investigado
en profundidad en numerosos trabajos [90, 128, 133, 185, 186, 187, 210]. Mitchell et at. [211, 212] proponen
un procedimiento completo de ingenier´ıa inversa compuesto por una primera etapa en la que se aplican
te´cnicas de software clustering seguida de una segunda etapa de reconocimiento de estilos de interconexio´n
entre los subsistemas inferidos en la primera etapa.
La deteccio´n de clones consiste en descubrir fragmentos del co´digo fuente que son ide´nticos o similares
sinta´ctica o sema´nticamente. Sutton et al. [262] resuelven el problema de deteccio´n de grupos de clones
en el co´digo fuente.
Transformacio´n
Basados en la idea del software clustering, Seng et al. [250] plantean el problema de mejorar la
descomposicio´n del software en subsistemas. Se trata de encontrar una particio´n de los elementos del
software (clases o funciones) formando subsistemas de manera que se optimicen una serie de para´metros
como la cohesio´n, el acoplamiento o la complejidad.
Slicing es una te´cnica usada para extraer automa´ticamente un fragmento no contiguo del co´digo que
resulta de valor para una accio´n concreta. Una forma de realizar esta extraccio´n es seleccionar un conjunto
de variables y obtener una proyeccio´n del software (un subconjunto de instrucciones) que posea la misma
sema´ntica que el original con respecto a esas variables. Una variante de esta te´cnica, denominada slicing
amorfo (amorphous slicing), consiste en generar un fragmento de co´digo que preserve la sema´ntica del
programa con respecto a las variables seleccionadas pero sin necesidad de preservar la sintaxis. En [96],
Fatiregun et al. abordan el slicing amorfo como un problema de optimizacio´n.
Refactoring es una te´cnica para reestructurar el co´digo fuente, cambiando su estructura interna, sin
modificar la sema´ntica. La base de esta te´cnica se encuentra en una serie de pequen˜as transformaciones
del co´digo que preservan el comportamiento del software. El objetivo del refactoring es encontrar una
secuencia de transformaciones que den lugar a una estructura ma´s clara, legible y fa´cil de mantener. Este
problema se ha resuelto utilizando te´cnicas de optimizacio´n en numerosas ocasiones [42, 134, 222, 251].
2.1.7. Gestio´n
La gestio´n de un proyecto software es una tarea que debe llevarse a cabo durante todo el proceso de
desarrollo, controla´ndolo en todo momento y realizando los ajustes pertinentes. Para ello, es necesario
medir diversos aspectos del producto y del proceso, y tratar de predecir otros como la calidad del soft-
ware. Asimismo, entre las labores de gestio´n se encuentra la asignacio´n de personal a tareas. De nuevo
aqu´ı dividimos los trabajos en tres categor´ıas: modelos de calidad, estimacio´n de costes y planificacio´n
de proyectos.
Modelos de calidad
Uno de los problemas planteados en la gestio´n de un proyecto software es el de la prediccio´n de la
calidad del software. Bouktif et al. [43] plantean el problema de encontrar un modelo preciso capaz de
predecir la calidad del software en base a una serie de atributos externos e internos de e´ste.
Al equipo encargado de garantizar la calidad de un proyecto software le puede interesar la posibilidad
de obtener una lista de los mo´dulos del software ordenados de acuerdo a su calidad, para as´ı acometer
las acciones de mejora adecuadas. El problema de ajustar un modelo para la obtencio´n de estas listas de
mo´dulos es abordado por Khoshgoftaar et al. en [160] y [159].
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Por otro lado, Vivanco y Pizzi [277] resuelven el problema de seleccionar las medidas adecuadas para
determinar la mantenibilidad de un proyecto software, un aspecto de los modelos de calidad.
Estimacio´n de costes
La prediccio´n del coste de un proyecto software a partir de un conjunto de datos ba´sicos del mismo
es una muy preciada te´cnica que ha sido resuelta mediante algoritmos de optimizacio´n. Sheta en [254]
plantea el problema de ajustar los para´metros de un modelo de prediccio´n ya existente: COCOMO. Por
otro lado, varios autores han abordado el problema de la creacio´n de un modelo desde cero [52, 83, 84,
85, 162, 175, 253, 255].
Planificacio´n de proyectos
Aguilar Ruiz et al. [2, 3] han estudiado el problema de extraer reglas a partir de una simulacio´n de
un proyecto software. Estas reglas ayudan al gestor del proyecto a realizar los ajustes pertinentes para
conseguir reducir el coste y la duracio´n del proyecto.
Chang et al. [54] abordan el problema de asignar empleados a tareas teniendo en cuenta sus habili-
dades, su salario y su dedicacio´n con el objetivo de minimizar el coste y la duracio´n del proyecto. Alba y
Chicano [6, 18] abordan este mismo problema analizando distintos proyectos automa´ticamente generados
con un generador de instancias.
La asignacio´n de work packages (WP) de un proyecto a equipos de programadores con el objetivo
de reducir la duracio´n del proyecto es un problema de optimizacio´n que ha sido abordado por Antoniol
et al. [25, 26]. Los mismos autores ampl´ıan el problema en [24] para optimizar tambie´n la asignacio´n de
programadores a equipos y considerar soluciones robustas que sean capaces de tolerar el posible abandono
de WPs, errores, revisiones e incertidumbre en las estimaciones.
2.2. Conclusiones
Como se ha podido comprobar a lo largo de este cap´ıtulo, la diversidad de problemas de optimizacio´n
que surgen en el seno de la Ingenier´ıa del Software es alta. Los investigadores e ingenieros del software
aplican cada vez ma´s algoritmos de optimizacio´n a tales problemas y, debido a esto, el nu´mero de trabajos
de investigacio´n relacionados ha ido creciendo progresivamente en los u´ltimos an˜os. Para ilustrar esto,
mostramos en la Figura 2.2 el nu´mero de trabajos presentados en este cap´ıtulo ordenados por an˜o. Como
se puede apreciar, existe un aumento casi lineal de trabajos entre los an˜os 1999 y 2004. El descenso que
se observa para el an˜o 2006 puede ser debido a que la revisio´n que hemos hecho no es exhaustiva. Por
otro lado, los u´ltimos trabajos que recogemos en este cap´ıtulo pertenecen a principios de Julio de 2007 y,
por tanto, se espera que el nu´mero de trabajos en 2007 sea aproximadamente el doble del que se refleja
en la figura.
Si bien es cierto que se han abordado problemas de todas las fases del ciclo de vida del software, existe
una fase que ha recibido mayor atencio´n que el resto: la fase de pruebas. En la Figura 2.3 mostramos el
nu´mero de trabajos presentados en este cap´ıtulo ordenados por la categor´ıa en la que lo hemos clasificado.
El nu´mero de trabajos que se enmarcan en la fase de pruebas alcanza casi el centenar (97 desde 1992)
mientras que la segunda categor´ıa con ma´s trabajos es la de gestio´n con 21. La mayor´ıa de los 97 trabajos
de la categor´ıa de pruebas abordan el problema de la generacio´n automa´tica de casos de prueba. Esto da
una idea de las principales preocupaciones en Ingenier´ıa del Software. Como dice Glenford Myers en [217],
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aproximadamente la mitad del tiempo de un proyecto software y ma´s de la mitad de su coste se dedica
a la fase de pruebas, lo cual explica por que´ la mayor´ıa de los trabajos se dedican a mejorar dicha fase.
Esta tesis aborda tres de los problemas arriba presentados: la planificacio´n de proyectos software,
la generacio´n automa´tica de casos de prueba y la bu´squeda de violaciones de propiedades de seguridad
en sistemas concurrentes. Estos problemas pertenecen a las dos categor´ıas que ma´s han interesado a la
comunidad cient´ıfica: pruebas y gestio´n. Con la eleccio´n de dos problemas pertenecientes a la fase de























Figura 2.2: Resumen de los trabajos discutidos en este cap´ıtulo. Nu´mero de trabajos por an˜o.

































Figura 2.3: Resumen de los trabajos discutidos en este cap´ıtulo. Nu´mero de trabajos por categor´ıa.
Cap´ıtulo 3
Problemas abordados
En este cap´ıtulo presentamos con detalle los tres problemas de Ingenier´ıa del Software que se han
escogido para aplicarles te´cnicas metaheur´ısticas. Estos tres problemas son la planificacio´n de proyectos
software, la generacio´n de casos de prueba y la bu´squeda de violaciones de propiedades de seguridad en
sistemas concurrentes.
Es necesaria una buena planificacio´n de los recursos humanos involucrados en un proyecto software
para poder conseguir un ahorro en tiempo y coste a la vez que se asegura que el producto posee una
calidad mı´nima. De esta forma, el tiempo o el presupuesto sobrante puede utilizarse para otros proyectos
o, incluso, para aumentar la calidad del producto software. El problema de planificacio´n de proyectos
software se detalla en la Seccio´n 3.1.
La fase de pruebas del software es siempre una tarea necesaria que consume gran cantidad de recursos
en todo proyecto. Una de las labores ma´s complejas de esta tarea es la generacio´n de casos de prueba
adecuados que permitan detectar posibles errores, comprobar el correcto funcionamiento de la mayor parte
del co´digo generado y, en definitiva, asegurar con alta probabilidad que el software cumple con precisio´n
la especificacio´n inicial. El problema de generacio´n de casos de prueba se detalla en la Seccio´n 3.2.
En los sistemas reactivos, la comprobacio´n del software con casos de prueba no es suficiente para
asegurar su correcto funcionamiento, ya que, debido a la naturaleza concurrente y reactiva del sistema, el
comportamiento del software ante un caso de prueba puede ser diferente en instantes distintos. En estos
sistemas se recurre a te´cnicas formales que comprueban si el software cumple una serie de propiedades en
cualquier posible ejecucio´n del mismo y, cuando no es as´ı, devuelven una ejecucio´n en la que la propiedad
es violada. Los detalles sobre el problema de bu´squeda de este tipo de violaciones en sistemas concurrentes
se dan en la Seccio´n 3.3.
3.1. Planificacio´n de proyectos software
La gran complejidad de los proyectos de software actuales justifica la investigacio´n en herramientas
asistidas por computador para planificar apropiadamente el desarrollo del proyecto. En la actualidad, este
tipo de proyectos demanda normalmente una gestio´n compleja que involucra la programacio´n temporal,
planificacio´n y monitorizacio´n de tareas. Por ejemplo, es necesario controlar los procesos que componen el
proyecto y el personal disponible, y asignar recursos eficientemente para conseguir objetivos espec´ıficos,
a la vez que se cumple un conjunto de restricciones. De forma general, el problema de planificacio´n
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de proyectos software consiste en definir que´ recursos se usan para realizar cada tarea y cua´ndo deber´ıa
llevarse a cabo. Las tareas pueden ser muy diversas: desde mantener documentos hasta escribir programas.
Entre los recursos se incluyen personal, material informa´tico, tiempo, etc. Los objetivos son normalmente
minimizar la duracio´n del proyecto, el coste, y maximizar la calidad del producto [54]. En los proyectos
reales, el gestor del proyecto desear´ıa poder obtener de forma automa´tica planificaciones que reconcilien
en la medida de lo posible estos tres objetivos conflictivos.
En las siguientes secciones definiremos el problema de planificacio´n de proyectos (Seccio´n 3.1.1), lo
ubicaremos dentro de la clasificacio´n de Travassos y Barros [273] de experimentos en Ingenier´ıa del
Software emp´ırica (Seccio´n 3.1.2) y mencionaremos algunos trabajos relacionados (Seccio´n 3.1.3).
3.1.1. Definicio´n del problema
En el problema de planificacio´n de proyectos (Project Scheduling Problem, PSP1), los recursos ges-
tionados son personas con un conjunto de habilidades y un salario. Estos empleados tienen un grado
ma´ximo de dedicacio´n al proyecto. Formalmente, cada persona (empleado) se denota con ei, donde i va
de 1 a E (el nu´mero total de empleados). Sea SK el conjunto de habilidades consideradas en el proyecto
y s j la j-e´sima habilidad con j variando entre 1 y S = |SK|. Las habilidades del empleado ei se denotara´n
con eskillsi ⊆ SK, el salario mensual con esalaryi , y el grado ma´ximo de dedicacio´n al proyecto con emaxdedi .
El salario y la dedicacio´n ma´xima son nu´meros reales. El primero se expresa en una unidad monetaria
ficticia, mientras que la segunda es el cociente entre la cantidad de horas dedicadas al proyecto y las
horas de trabajo de una jornada laboral completa. Las tareas del proyecto se denotan con tk donde k va
de 1 a T (el nu´mero de tareas). Cada tarea tk tiene asociada un conjunto de habilidades requeridas que
denotamos con tskillsk y un esfuerzo t
effort
k expresado en personas-mes (PM). Las tareas deben ser realizadas
de acuerdo al orden establecido por el grafo de precedencia de tareas (Task Precedence Graph, TPG).
E´ste indica que´ tareas debe completarse antes de que una nueva tarea comience. El TPG es un grafo
orientado ac´ıclico G(V,A) con un conjunto de ve´rtices V = {t1, t2, . . . , tT} que coincide con el de tareas y
un conjunto de arcos A ∈ V × V, donde (ti, t j) ∈ A si la tarea ti debe completarse antes de que la tarea t j
pueda iniciarse.
Los objetivos del problema son minimizar el coste y la duracio´n del proyecto. Adema´s, la solucio´n
debe cumplir tres restricciones:
R1: cada tarea debe ser realizada por al menos una persona.
R2: el conjunto de las habilidades requeridas por una tarea debe estar incluido en la unio´n de las
habilidades de los empleados que realizan la tarea.
R3: ningu´n empleado debe exceder su dedicacio´n ma´xima al proyecto.
La primera restriccio´n es necesaria para completar el proyecto: si hay tan so´lo una tarea sin hacer, el
proyecto no se completara´. La segunda restriccio´n requiere una discusio´n ma´s profunda que retrasamos
hasta el final de esta seccio´n. Por u´ltimo, la tercera restriccio´n resulta obvia de acuerdo a la definicio´n de
dedicacio´n ma´xima.
Una vez que conocemos los elementos del problema, podemos pasar a describir los elementos de una
solucio´n al mismo. Una solucio´n se puede representar con una matriz X = (xi j) de taman˜o E × T donde
xi j ≥ 0. El elemento xi j es el grado de dedicacio´n del empleado ei en la tarea t j. Si el empleado ei realiza
1Seguiremos la norma en esta tesis de usar los acro´nimos de los problemas y los algoritmos en ingle´s.
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la tarea t j con un grado de dedicacio´n 0.5, e´ste trabaja durante media jornada laboral en la tarea. Si un
empleado no realiza una tarea tendra´ un grado de dedicacio´n 0 en ella.
Para evaluar la calidad de una solucio´n, tendremos en cuenta tres aspectos: la duracio´n del proyecto,
el coste del proyecto, y la factibilidad de la solucio´n. En primer lugar necesitamos calcular la duracio´n





A continuacio´n se puede calcular el tiempo de inicio y finalizacio´n de cada tarea (tstartj y t
end
j ) teniendo
en cuenta el TPG, con lo cual se obtiene la planificacio´n temporal de las tareas (diagrama de Gantt)2.
Una vez conocidos los tiempos de finalizacio´n de todas las tareas, es inmediato obtener la duracio´n del
proyecto pdur, que se define como el ma´ximo de los tiempos de finalizacio´n de las tareas:
pdur = max
{
tendj |1 ≤ j ≤ T
}
. (3.2)
El coste del proyecto pcost es la suma de las cantidades de dinero pagadas a los empleados por su
dedicacio´n al mismo. Estas cantidades se calculan multiplicando el salario del empleado por el tiempo
dedicado al proyecto, el cual, a su vez, es la suma de la dedicacio´n a cada tarea multiplicada por la






esalaryi · xi j · tdurj . (3.3)
Ahora detallamos co´mo se verifican las restricciones. Para determinar si una solucio´n es factible
debemos comprobar primero que todas las tareas son realizadas por alguien, es decir, ninguna tarea
queda sin hacer (R1). Formalmente esto es:
E∑
i=1
xi j > 0 ∀ j ∈ {1, 2, . . . ,T} . (3.4)




eskillsi ∀ j ∈ {1, 2, . . . ,T} . (3.5)
Antes de formalizar la restriccio´nR3 necesitamos una expresio´n para el exceso de trabajo de los empleados
pover. Definimos la funcio´n de trabajo de cada empleado eworki como:
eworki (t) =
∑
{ j|tstartj ≤t≤tendj }
xi j . (3.6)
Si eworki (t) > e
maxded





ramp(eworki (t) − emaxdedi )dt , (3.7)
2Asumimos que las tareas t j con grado de entrada ge(t j) = 0 en el TPG comienzan en el instante 0.
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donde ramp es la funcio´n definida por:
ramp(x) =
{
x si x > 0
0 si x ≤ 0 . (3.8)




eoveri = 0 . (3.9)
SK = {s1, s2, s3, s4, s5}
s1: Experiencia en programacio´n
s2: Liderazgo
s3: Experiencia en bases de datos
s4: Experiencia en UML
s5: Experiencia en disen˜o Web
eskills1 = {s1, s4} eskills2 = {s2, s3, s4} eskills3 = {s5} eskills4 = {s1, s2} eskills5 = {s4, s5}
emaxded1 = 1.0 e
maxded
2 = 1.0 e
maxded
3 = 0.5 e
maxded
4 = 1.0 e
maxded
5 = 1.2
esalary1 =2000 ¤ e
salary
2 =2500 ¤ e
salary
3 =1700 ¤ e
salary
4 =3000 ¤ e
salary
5 =2200 ¤
Figura 3.1: Plantilla de una compan˜´ıa ficticia.
Consideremos un ejemplo para clarificar los conceptos. Supongamos que tenemos una empresa de
software con los cinco empleados mostrados en la Figura 3.1 que debe desarrollar una aplicacio´n para un
banco. En dicha figura suministramos informacio´n sobre las diferentes habilidades de los empleados, su
ma´xima dedicacio´n al proyecto, y su salario mensual. Por ejemplo, el empleado e2, que gana 2500 ¤ cada
mes, es experto en bases de datos (s3), en UML (s4), y es capaz de liderar un grupo de trabajadores (s2).
Su colega, el empleado e4, es tambie´n capaz de liderar un grupo (s2) y, adema´s, es un gran programador
(s1). Estos dos empleados y el empleado e1 pueden dedicar su jornada laboral completa al desarrollo
de la aplicacio´n (ma´xima dedicacio´n 1). Por otro lado, el empleado e3 so´lo puede dedicar la mitad de
una jornada laboral al proyecto. Podemos encontrar varias razones para este hecho: quiza´ el empleado
tiene un contrato a media jornada, tiene tareas administrativas durante parte del d´ıa, o trabaja en otro
proyecto de la empresa. El empleado e5 puede trabajar ma´s de una jornada completa en el proyecto, su
dedicacio´n ma´xima es mayor que uno (emaxded5 = 1.2). De este modo, podemos modelar las horas extra de
los empleados, una caracter´ıstica del mundo real incluida en la definicio´n del problema. No obstante, el
gestor del proyecto debe tener en cuenta que una sobrecarga de trabajo puede aumentar tambie´n la tasa
de error del empleado y, con ello, el nu´mero de errores del software desarrollado. Esto conduce a una baja
calidad del producto final y, posiblemente, a la necesidad de corregir o desarrollar de nuevo las partes
afectadas. En cualquier caso, la consecuencia puede ser un aumento de la duracio´n del proyecto. Esto no
afecta a la definicio´n del problema, es un asunto de la condicio´n humana de los empleados, pero es una
importante cuestio´n que un gestor de proyecto debera´ tener en cuenta.
En la Figura 3.2 mostramos todas las tareas del proyecto software. Para cada tarea indicamos el
esfuerzo en personas-mes y el conjunto de habilidades requeridas. Por ejemplo, la tarea t1, que consiste
en realizar los diagramas UML del proyecto para usarlos en las siguientes etapas, requiere experiencia en
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t1: Realizar diagramas UML t5: Probar el software
t2: Disen˜ar la base de datos t6: Documentos de disen˜o de la base de datos
t3: Implementacio´n t7: Manual de usuario











































Figura 3.2: Grafo de precedencia de tareas para la aplicacio´n bancaria de ejemplo.
UML (habilidad s4) y cinco personas-mes. En la misma figura mostramos el TPG del proyecto. Podemos
observar, por ejemplo, que despue´s de completar los diagramas UML de la aplicacio´n (t1), se puede iniciar
el disen˜o de las plantillas para las pa´ginas web (t4) y el disen˜o de la base de datos (t2). No obstante, estas
dos tareas deben terminarse antes de producir la documentacio´n del disen˜o de la base de datos (t6).
En la Figura 3.3 mostramos una posible solucio´n para el problema de planificacio´n que plantea el
ejemplo desarrollado. La suma de los elementos de la columna asociada a la tarea t2 es la dedicacio´n
total de los empleados a esa tarea: 4 personas-mes en el ejemplo. El esfuerzo requerido para realizar la
tarea teffort2 se divide por dicha dedicacio´n total para calcular la duracio´n de la tarea (t
dur
2 en la figura).
Con las duraciones de todas las tareas, y teniendo en cuenta el TPG, se puede calcular el diagrama de
Gantt que se muestra en la Figura 3.3. Por otro lado, mostramos en la Figura 3.4 la funcio´n de trabajo
del empleado e5 asociada a esa solucio´n. En esta u´ltima figura hemos incluido tambie´n las tareas que
realiza el empleado en cada momento. La l´ınea gruesa es la funcio´n de trabajo del empleado, ework5 (t), y
la l´ınea discontinua indica la ma´xima dedicacio´n (1.2). Cuando la funcio´n de trabajo pasa por encima de
la dedicacio´n ma´xima hay exceso de trabajo.
En este punto podemos hablar sobre el nu´mero de habilidades involucradas en un proyecto. Este
nu´mero puede verse como una medida del grado de especializacio´n de la experiencia requerida para la
realizacio´n del proyecto. Es decir, si el nu´mero de habilidades es alto, el conocimiento requerido para
realizar el proyecto se divide en un mayor nu´mero de porciones que si el nu´mero de habilidades es bajo.
En nuestro ejemplo podr´ıamos au´n dividir ma´s algunas de las habilidades. Por ejemplo, podemos dividir
la experiencia en programacio´n en tres habilidades ma´s pequen˜as: experiencia en Java, experiencia en
C/C++, y experiencia en Visual Basic. Por otro lado, el nu´mero de habilidades se puede ver como una
medida de la cantidad de conocimiento (experiencia) necesaria para realizar el proyecto. Por ejemplo,
en el desarrollo de software para controlar una aeronave se requiere una gran cantidad de conocimiento
de distintas disciplinas. La cantidad de conocimiento necesaria para elaborar dicho software es mayor
que la requerida para la aplicacio´n bancaria de nuestro ejemplo. Por tanto, el proyecto de desarrollo del
controlador tendr´ıa un mayor nu´mero de habilidades que el proyecto de la aplicacio´n bancaria.










































Figura 3.3: Una solucio´n tentativa para el ejemplo anterior. Usando las duraciones de las tareas y el TPG

















Figura 3.4: Funcio´n de trabajo del empleado e5 en nuestro ejemplo (l´ınea gruesa).
En definitiva, el nu´mero de habilidades de un proyecto en nuestro modelo tiene una interpretacio´n
dual en el mundo real: grado de especializacio´n del conocimiento frente a la cantidad de conocimiento. La
interpretacio´n correcta depende del proyecto espec´ıfico. Desde el punto de vista del gestor, las habilidades
asignadas a cada tarea y empleado dependen de la division del conocimiento requerido para el proyecto
en cuestio´n. Por ejemplo, podemos hacer una divisio´n muy fina del conocimiento si nuestros empleados
esta´n muy especializados (son expertos en dominios muy concretos). En esta situacio´n tendremos muchas
habilidades muy espec´ıficas en el proyecto. Cada tarea requerira´ muchas de estas habilidades y los em-
pleados tendra´n unas pocas habilidades cada uno. En el sentido opuesto, si los empleados tienen algunas
nociones de varios temas, tendremos unas pocas habilidades asociadas con vastos dominios. Por tanto, el
nu´mero de habilidades requeridas por las tareas en este caso sera´ menor que en el escenario anterior.
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Para finalizar esta seccio´n profundizaremos en el significado de la restriccio´n R2 (relacionada con las
habilidades). Obse´rvese que si una tarea requiere una habilidad, la restriccio´n demanda que al menos
un empleado que trabaje en esa tarea, no necesariamente todos ellos, tengan dicha habilidad. Esto tiene
sentido en algunas situaciones, por ejemplo cuando la habilidad es la capacidad de liderazgo y la tarea
requiere un u´nico l´ıder. Es posible que un empleado que trabaje en la tarea no tenga ninguna habilidad.
De este modo podemos modelar escenarios donde algunos empleados no tienen la habilidad requerida para
la tarea en la que trabajan, pero esta´n en contacto con otros empleados que tienen dichas habilidades
y pueden aprenderlas si es necesario. No obstante, en algunos escenarios necesitamos que toda la gente
que trabaje en la tarea tenga las habilidades requeridas. Por ejemplo, volviendo a nuestra aplicacio´n
bancaria, podemos exigir que todos los empleados que implementen la aplicacio´n (t3) tengan experiencia
en programacio´n (lo cual es algo ma´s que razonable). Para abordar este escenario asignamos un grado de
dedicacio´n cero en la tarea a todos aquellos empleados sin la habilidad requerida. Siguiendo con el ejemplo,
podemos hacer xi3 = 0.0 para i ∈ {2, 3, 5} (empleados e2, e3 y e5). Los elementos de la matriz solucio´n
con un valor cero impuesto de esta forma no se consideran cuando se resuelve el problema usando algu´n
algoritmo de optimizacio´n, reduciendo de este modo el nu´mero de variables del problema. No obstante,
para evaluar una solucio´n se introducira´ un cero en las posiciones correspondientes de la matriz.
3.1.2. Experimentos in silico
Tal y como se ha definido el problema, su resolucio´n resulta u´til para que el gestor de proyectos
software pueda estudiar distintos escenarios y realizar simulaciones simplificadas dentro de un ordenador.
Todos los elementos considerados de un proyecto software han sido caracterizados dentro del problema
mediante un modelo matema´tico. Los experimentos que se pueden realizar con este tipo de formulacio´n son
denominados in silico de acuerdo a la taxonomı´a propuesta por Travassos y Barros [273]. Su denominacio´n
atiende al hecho de que tanto los sujetos involucrados en el proyecto (personal) como las tareas y recursos
no humanos del mismo son modelados dentro de un ordenador.
De acuerdo a la taxonomı´a de Travassos y Barros existen otros tres tipos de experimentos dentro
del dominio de la Ingenier´ıa del Software emp´ırica: in vivo, in vitro e in virtuo. Los experimentos in
vivo son los que se llevan a cabo en circunstancias reales mientras se realiza un proyecto software. Los
experimentos in vitro se realizan en entornos controlados. La mayor´ıa de estos experimentos se realizan
en universidades o con grupos pequen˜os dentro de compan˜´ıas software. En los experimentos in virtuo,
parte de los elementos del proyecto son virtuales y se encuentran modelados dentro de un ordenador. Los
participantes interaccionan con los modelos computerizados.
Las categor´ıas de experimentos in virtuo e in silico tienen sentido desde el uso de modelos matema´ticos
computerizados para simular parte o todo el proyecto software. De hecho, la aportacio´n de Travassos y
Barros fue la incorporacio´n de dichas categor´ıas a la tradicional clasificacio´n de experimentos in vivo/in
vitro usada en el campo de la Ingenier´ıa del Software emp´ırica. De acuerdo a estos autores, el uso de
experimentos in silico es poco habitual en Ingenier´ıa del Software, hecho que dota de mayor importancia a
la aportacio´n que realizamos en esta tesis al analizar la aplicacio´n de te´cnicas metaheur´ısticas al problema
de planificacio´n de proyectos software anteriormente definido.
3.1.3. Trabajos relacionados
Existen trabajos que proponen y discuten te´cnicas de gestio´n avanzadas [38, 236] y herramientas [174,
179] que pueden ayudar a los gestores de proyectos software en su trabajo. Las computadoras se aplican
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normalmente en varias etapas del proceso de gestio´n software. Podemos encontrar sistemas expertos para
diagnosticar problemas en el desarrollo software [230], redes neuronales para decidir cua´ndo entregar el
software a los usuarios [82], algoritmos gene´ticos para planificacio´n software [54], herramientas CASE
para la gestio´n del conocimiento del desarrollo software [135], todos ellos formando un nuevo campo de
conocimiento relacionado con la gestio´n de proyectos asistida por computador.
El problema de planificacio´n de proyectos que definimos en la Seccio´n 3.1.1 esta´ relacionado con la
planificacio´n de proyectos con restriccio´n de recursos (Resource-Constrained Project Scheduling, RCPS),
un problema que ha sido frecuentemente tratado en la literatura y que se ha resuelto con te´cnicas exac-
tas [75, 209, 265] y metaheur´ısticas [139, 204, 223]. No obstante, hay algunas diferencias entre PSP y
RCPS. En primer lugar, en PSP hay un coste asociado con los empleados y un coste de proyecto que
debe ser minimizado adema´s de la duracio´n del proyecto; mientras que en RCPS el objetivo es minimizar
u´nicamente la duracio´n del proyecto (no se considera el coste econo´mico). Es ma´s, en RCPS hay varios
tipos de recursos, mientras que en el caso de PSP so´lo existe uno (el empleado) con varias posibles habi-
lidades. Debemos destacar que el papel de las habilidades en PSP es diferente del de los tipos de recurso
en RCPS. Adema´s, cada actividad en RCPS requiere diferentes cantidades de cada recurso, mientras que
las habilidades de PSP no son entidades cuantificables. El problema tal y como se define aqu´ı es ma´s
adecuado que RCPS para modelar un proyecto software real, ya que incluye el concepto de empleado con
un salario y habilidades personales capaz de realizar varias tareas durante una jornada laboral.
3.2. Generacio´n automa´tica de casos de prueba
Desde el principio de la Informa´tica, los ingenieros esta´n interesados en te´cnicas que permitan conocer
si un mo´dulo software cumple una serie de requisitos (la especificacio´n). El software actual es muy complejo
y estas te´cnicas se han convertido en una necesidad en muchas compan˜´ıas de software. La verificacio´n
formal constituye un ejemplo de estos me´todos donde las propiedades del software se demuestran como
si de un teorema matema´tico se tratase. Una lo´gica muy conocida usada en esta verificacio´n es la lo´gica
de Hoare [140]. No obstante, la verificacio´n formal usando lo´gicas no es completamente automa´tica.
Aunque los demostradores automa´ticos de teoremas pueden ayudar en el proceso, es necesaria au´n la
intervencio´n humana. Otra te´cnica bien conocida y completamente automa´tica es model checking [58],
usada especialmente en el caso de sistemas concurrentes. En este caso todos los posibles estados del
modelo se analizan (de un modo directo o indirecto) para demostrar (o negar) que satisface una determina
propiedad. Describiremos esta te´cnica con detalle en la Seccio´n 3.3, ya que constituye la base de nuestro
tercer problema abordado.
Sin duda, la te´cnica ma´s popular para testar el software es ejecutarlo con un conjunto de casos
de prueba (software testing). El ingeniero selecciona un conjunto de configuraciones iniciales para el
programa, lo que se denomina conjunto de casos de prueba, y comprueba su comportamiento con todos
ellos. Si el comportamiento es el esperado, el programa pasa la fase de pruebas, ya que no hay evidencia
de que contenga errores. Puesto que el taman˜o del conjunto de casos de prueba es una decisio´n del
ingeniero, puede controlar el esfuerzo dedicado a esta tarea. Para asegurar la correccio´n del software
con esta te´cnica ser´ıa necesario ejecutarlo con todas las posibles configuraciones iniciales y en todos
los posibles entornos, pero en la pra´ctica esto suele ser inviable y la alternativa consiste en probar el
programa con un conjunto representativo de casos de prueba. Esta es una tarea muy importante, costosa
en tiempo y dura del desarrollo software [21, 208, 217]. La generacio´n automa´tica de casos de prueba
(automatic software testing) consiste en proponer de forma automa´tica un conjunto adecuado de casos de
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prueba para un programa: el programa objeto3. Esto supone una forma de liberar a los ingenieros de la
labor de seleccionar un conjunto adecuado de casos de prueba para probar el programa. Este proceso de
automatizacio´n exige definir con precisio´n que´ es un “conjunto adecuado” de casos de prueba. Para esto
se recurre al concepto de criterio de adecuacio´n, el cual es una condicio´n que debe cumplir el conjunto
de casos de prueba para ser considerado “adecuado”. Existen distintos criterios de adecuacio´n definidos
en la literatura. Formalizaremos algunos de ellos en la Seccio´n 3.2.1.
3.2.1. Definicio´n del problema
Antes de formalizar el problema necesitamos aclarar la notacio´n y los conceptos usados en la forma-
lizacio´n. Tras esto, definiremos las medidas de cobertura de programas ma´s populares en la literatura y
presentaremos algunos resultados teo´ricos relacionados con ellas. Los criterios de adecuacio´n suelen estar
basados en algunas de estas medidas de cobertura. Por u´ltimo, definiremos el problema de generacio´n
automa´tica de casos de prueba que abordamos en esta tesis. Estamos interesados aqu´ı u´nicamente en
programas escritos con un lenguaje de programacio´n imperativo y con un comportamiento determinista.
Esto u´ltimo significa que asumimos una relacio´n funcional entre el conjunto de las posibles entradas al























Figura 3.5: Grafo de control de flujo de un programa.
3Usamos el te´rmino programa objeto para referirnos al programa para el que generamos los casos de prueba (programa
objeto de la prueba). No debe confundirse con el fichero que contiene el co´digo objeto de un programa compilado. A este
fichero lo llamamos fichero objeto.
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El grafo de control de flujo de un programa P (ve´ase la Figura 3.5) es un grafo orientado GP = (I,T) en
el que I es el conjunto de las instrucciones del programa (nodos) y T es el conjunto de pares de instrucciones
tal que (i, j) ∈ T si tras la ejecucio´n de la instruccio´n i puede ejecutarse inmediatamente la instruccio´n j4.
En dicho grafo existe un nodo y so´lo uno con grado de entrada cero que denotaremos con i0, ge(i0) = 0.
E´ste es el nodo inicial del grafo y representa la primera instruccio´n del programa. Para todo nodo i del
grafo existe un camino orientado que parte del nodo inicial y termina en e´l. Esto se corresponde con el
hecho de que cualquier instruccio´n del programa es alcanzable a priori. Asumimos, por tanto, que no
tratamos con programas que poseen instrucciones no alcanzables, como instrucciones detra´s de un bucle
infinito, instrucciones detra´s de un return, etc. Si as´ı fuera, bastar´ıa con eliminar tales instrucciones para
obtener un programa sema´nticamente equivalente sin instrucciones no alcanzables. Distinguimos en I un
nodo especial i∗ ∈ I que no se corresponde con ninguna instruccio´n y que representa la terminacio´n del
programa. Este nodo tendra´ grado de salida cero, gs(i∗) = 0. Llamaremos VP al conjunto de las variables
del programa P. Cada variable vi ∈ VP toma valores en un dominio Di con i = 1, . . . , |VP|. Distinguimos
una variable especial pc ∈ VP que sera´ el contador de programa y tomara´ valores en el conjunto I de
nodos del grafo de control de flujo. Un estado ρ del programa P es una aplicacio´n que asigna a cada





vi 7→ ρ(vi) ∈ Di .
(3.10)
Diremos que un estado ρ es de terminacio´n si ρ(pc) = i∗. Asimismo, diremos que un estado ρ es inicial
si ρ(pc) = i0. Denotaremos el conjunto de todos los posibles estados de un programa con EP. Asumimos
la existencia de un transformador de estados SP : EP 9 EP. Esta funcio´n asocia a cada estado ρ en que
esta´ definida el estado ρ′ que resulta tras ejecutar la instruccio´n ρ(pc). Supondremos que el transformador
de estados no esta´ definido en ningu´n estado determinacio´n.
Definimos una ejecucio´n del programa P a partir del estado inicial ρ y lo denotamos con EjecP(ρ)
como una sucesio´n de estados {ρn} donde ρ = ρ1 y para todo i ≥ 1 se tiene ρi+1 = SP(ρi). Cada ejecucio´n
{ρn} del programa P determina un camino en el grafo de control de flujo GP del programa. Este camino
esta´ formado por una sucesio´n de nodos {sn} donde cada elemento si ∈ I se define como si = ρi(pc).
Llamaremos a esta sucesio´n de nodos {sn} determinada por la sucesio´n de estados {ρn} proyeccio´n de la
ejecucio´n en el grafo de control de flujo y lo denotaremos con ProyP({ρn}). Denotaremos con InsP({sn}) el
conjunto de elementos de I que aparecen en la sucesio´n {sn}. Un caso de prueba de un programa P es un
estado inicial ρ del mismo.
Definicio´n 1 (Cobertura de instrucciones). Dado un conjunto C de casos de prueba para un programa P,
definimos la cobertura de instrucciones de C, cobInsP(C), como el cociente entre las instrucciones ejecu-
tadas en las ejecuciones del programa que parten de los estados de C y el nu´mero total de instrucciones




Ahora estamos en disposicio´n de definir el criterio de adecuacio´n de cobertura de instrucciones, que
establece que un conjunto de casos de prueba C para un programa P es adecuado cuando cobInsP(C) = 1.
4Existen definiciones ma´s completas de grafo de control de flujo en la literatura (ve´ase [288]), pero la que se presenta en
este cap´ıtulo es suficiente para los objetivos que perseguimos.
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Las instrucciones condicionales para el control de flujo (como if-then-else, switch, for o while)
se caracterizan en el grafo de control de flujo por tener grado de salida mayor que uno. Llamaremos CCFP
al conjunto de nodos del grafo de control de flujo que representan este tipo de instrucciones. Esto es,
CCFP = {i ∈ I|gs(i) > 1}. Diremos que un arco del grafo de control de flujo (i, j) es una rama del programa
P si el nodo origen del arco pertenece al conjunto CCFP. Denotamos con BP el conjunto de ramas del
programa P, es decir,
BP =
{
(i, j) ∈ T|gs(i) > 1} , (3.12)
y con RamP({sn}) el conjunto de ramas de que aparecen de forma impl´ıcita en la sucesio´n de nodos {sn}:
RamP({sn}) = {(i, j) ∈ BP|∃k ≥ 1, i = sk ∧ j = sk+1} . (3.13)
Definicio´n 2 (Cobertura de ramas). Dado un conjunto C de casos de prueba para un programa P,
definimos la cobertura de ramas de C, cobRamP(C), como el cociente entre las ramas recorridas en las




El criterio de adecuacio´n de cobertura de ramas establece que un conjunto de casos de prueba C para
un programa P es adecuado cuando cobRamP(C) = 1.
Ya hemos introducido la notacio´n suficiente para dar el siguiente resultado, que es bien conocido en
el dominio de la generacio´n de casos de prueba.
Proposicio´n 1. Sea un programa P cualquiera y sea C un conjunto de casos de prueba para P. Si
cobRamP(C) = 1 entonces cobInsP(C) = 1. Es decir, una cobertura total de ramas implica una cobertura
total de instrucciones.
Demostracio´n. La demostracio´n es sencilla partiendo del hecho de que dos estados sucesivos de una
ejecucio´n se proyectan en nodos del grafo de control de flujo que son sucesor uno del otro. Dada una
instruccio´n cualquiera i ∈ I/{i∗}, se busca un camino en el grafo de control de flujo que comience en el
nodo inicial i0 y termine en i. En dicho camino se busca hacia atra´s el primer nodo con grado de salida
mayor que dos; esto determina una rama a tomar. Finalmente, el estado inicial ρ ∈ C que ejecuta dicha
rama ejecutara´ la instruccio´n i. Como esto puede hacerse para cada instruccio´n del conjunto I/{i∗} de
instrucciones, la cobertura de instrucciones del conjunto C sera´ uno. 
La decisio´n de que´ rama tomar cuando una ejecucio´n de un programa P alcanza una instruccio´n
i ∈ CCFP se hace de acuerdo al valor de una expresio´n asociada a la instruccio´n i. A partir de ahora
consideraremos una versio´n del grafo de control de flujo etiquetada por dos funciones lInsP : CCFP → Expr
y lRamP : BP → Val, donde Expr es el conjunto de todas las expresiones que pueden formarse en el lenguaje
en que esta´ implementado P y Val es el conjunto de todos los valores que pueden tomar las expresiones de
Expr. La primera funcio´n, lInsP, etiqueta cada instruccio´n condicional de control de flujo con la expresio´n
que ha de evaluarse para determinar la rama a escoger. La segunda, lRamP, etiqueta cada rama con el
valor que debe tener la expresio´n asociada a la instruccio´n origen para que la rama sea tomada. Cuando
la expresio´n asociada a una instruccio´n toma valores lo´gicos, la expresio´n puede denominarse tambie´n
decisio´n. Esta expresio´n lo´gica estara´ formada por una combinacio´n de predicados ato´micos sobre las
variables del programa unidos mediante operadores lo´gicos de acuerdo a la grama´tica de la Figura 3.6.
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BoolExpr := AtPred |
BoolExpr ‘AND’ BoolExpr |
BoolExpr ‘OR’ BoolExpr |
‘NOT’ BoolExpr |
‘(’ BoolExpr ‘)’
AtPred := NumExpr < NumExpr |
NumExpr > NumExpr |
Numexpr >= NumExpr |
numExpr <= NumExpr |
NumExpr == NumExpr |
NumExpr != NumExpr
Figura 3.6: Grama´tica BNF para las expresiones lo´gicas y los predicados ato´micos. BoolExpr y NumExpr
son expresiones lo´gicas y nume´ricas, respectivamente.
A partir de ahora asumimos que trabajamos so´lo con programas en los que las instrucciones condi-
cionales de control de flujo tienen asociadas solamente expresiones lo´gicas (decisiones), y por tanto, so´lo
habra´ dos ramas con origen en ellas, la rama asociada al valor cierto y la asociada al valor falso. Esto
no representa una limitacio´n importante, ya que siempre es posible transformar un programa en otro
equivalente en el que so´lo se utilizan expresiones lo´gicas para decidir una rama. Por otro lado, la mayor´ıa
de las instrucciones condicionales de control de flujo de los programas imperativos ma´s populares basan
su decisio´n en la evaluacio´n de una expresio´n lo´gica. A modo de ilustracio´n diremos que en los lenguajes,
C, C++ y Java existe tan so´lo una instruccio´n que necesita evaluar una expresio´n nume´rica: switch.
Un tercer criterio de adecuacio´n consiste en hacer que todos los predicados ato´micos tomen los dos
valores lo´gicos: cierto y falso. Cada predicado ato´mico de una expresio´n lo´gica lo identificaremos con el
par ( j, k), donde j ∈ CCFP es el nodo del grafo de control de flujo en el que aparece y k es un nu´mero
natural que indica su posicio´n en la expresio´n lo´gica lInsP( j) asociada a dicho nodo. Este nu´mero k
variara´ entre 1 y Npred(lInsP( j)), que es el nu´mero de predicados ato´micos de la expresio´n lo´gica. La
numeracio´n de los predicados ato´micos se realizara´ de izquierda a derecha en la cadena lineal de la
expresio´n o, equivalentemente, de acuerdo al recorrido en inorden del a´rbol correspondiente a la expresio´n.
Denotaremos con PredP el conjunto de todas las referencias a los predicados ato´micos del programa P, lo
que escrito formalmente es
PredP =
{
( j, k)| j ∈ CCFP, 1 ≤ k ≤ Npred(lInsP( j))} . (3.15)
Abusando de la notacio´n, denotaremos con ρ(( j, k)) el valor lo´gico que el estado ρ asigna al predicado
ato´mico referenciado por ( j, k). Entonces, el conjunto de pares (predicado ato´mico, valor lo´gico) que se
cubren en una ejecucio´n que comienza en el estado ρ es
CondP(ρ) =
{
(( j, k), b)|( j, k) ∈ PredP,∃ρ′ ∈ EjecP(ρ) • (ρ′(pc) = j, ρ′(( j, k)) = b)} . (3.16)
Definicio´n 3 (Cobertura de condiciones). Dado un conjunto C de casos de prueba para un programa
P, definimos la cobertura de condiciones5 de C, cobConP(C), como el cociente entre los pares (predicado
5Mantenemos el nombre de “cobertura de condiciones” por la tradicio´n existente en este dominio de llamar condicio´n a
los predicados ato´micos.
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ato´mico, valor lo´gico) cubiertos en las ejecuciones del programa que parten de los estados de C y el nu´mero




2 · |PredP| . (3.17)
El criterio de adecuacio´n de cobertura de condiciones establece que un conjunto C de casos de prueba
para un programa P es adecuado cuando cobConP(C) = 1. La cobertura de condiciones requiere cubrir
un mayor nu´mero de elementos que la cobertura de ramas, ya que 2 · |PredP| ≥ |BP|. Podr´ıa parecer,
por tanto, que una cobertura total de condiciones implica la cobertura total de ramas. Sin embargo, en
general, esto no es cierto. Para comprobarlo basta analizar la expresio´n (a>0 && b<1). Si empleamos los
casos de prueba (a=0,b=0) y (a=1,b=1) conseguimos cobertura total de condiciones con ellos pero no
conseguimos cobertura total de ramas, ya que la expresio´n lo´gica es falsa en ambos casos de prueba. Por
este motivo se define en la literatura otro criterio de adecuacio´n que exige cumplir simulta´neamente la
cobertura de condiciones y de ramas.
Definicio´n 4 (Cobertura de condiciones-decisiones). Dado un conjunto C de casos de prueba para un
programa P, definimos la cobertura de condiciones-decisiones del siguiente modo:
cobConDecP(C) =
∣∣∣⋃ρ∈C RamP(ProyP(EjecP(ρ)))∣∣∣ + ∣∣∣∣∣∣ ⋃ρ∈C CondP(ρ)
∣∣∣∣∣∣
|BP| + 2 · |PredP| . (3.18)
Existe un caso en el que la cobertura de condiciones implica a la cobertura de ramas y, por tanto, a la
cobertura de condiciones-decisiones. Esto ocurre cuando los operadores lo´gicos utilizados en el programa
se evalu´an en cortocircuito. La definicio´n de cobertura de condiciones cambia en este caso. Para definirla,
acudiremos a la ayuda de una funcio´n auxiliar que asocia a cada par (expresio´n lo´gica, estado) el conjunto
de los pares (predicado, valor lo´gico) que se cubren en la evaluacio´n de la expresio´n. Esta funcio´n, CeScP,
se define recursivamente como sigue:
CeScP(( j, k), ρ) =
{
(( j, k), ρ(( j, k)))
}
para ( j, k) ∈ PredP , (3.19)
CeScP(NOT expr, ρ) = CeScP(expr, ρ) , (3.20)
CeScP(expr1 AND expr2, ρ) =
{
CeScP(expr1, ρ) si ρ(expr1) = f also
CeScP(expr1, ρ) ∪ CeScP(expr2, ρ) si ρ(expr1) = cierto , (3.21)
CeScP(expr1 OR expr2, ρ) =
{
CeScP(expr1, ρ) si ρ(expr1) = cierto
CeScP(expr1, ρ) ∪ CeScP(expr2, ρ) si ρ(expr1) = f also . (3.22)
Con ayuda de esta funcio´n auxiliar se define el conjunto de pares (predicado, valor) cubierto en el
programa P a partir del estado inicial ρ de la siguiente forma:
CondScP(ρ) =
{
(( j, k), b)|∃ρ′ ∈ EjecP(ρ) • (ρ′(pc) = j, j ∈ CCFP, (( j, k), b) ∈ CeScP(lInsP( j), ρ′))} . (3.23)
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Definicio´n 5 (Cobertura de condiciones en programas con evaluacio´n en cortocircuito). Dado un con-
junto C de casos de prueba para un programa P implementado usando operadores lo´gicos con evaluacio´n




2 · |PredP| . (3.24)
A continuacio´n demostraremos tres enunciados que formalizan lo que anteriormente hemos solamente
comentado: la cobertura de condiciones implica a la de ramas en programas con evaluacio´n en cortocircuito
de expresiones lo´gicas.
Proposicio´n 2. Sea P un programa escrito usando operadores lo´gicos con evaluacio´n en cortocircuito y
expr = lInsP( j) la expresio´n lo´gica asociada a la instruccio´n j ∈ CCFP. Sea el par ( j, k) el u´ltimo predicado
ato´mico que aparece en la expresio´n expr, esto es, k = Npred(expr) y sean σ1 y σ2 dos estados iniciales
del programa tales que existen σ′1 ∈ EjecP(σ1) y σ′2 ∈ EjecP(σ2) que evalu´an el predicado ( j, k) y adema´s,
σ′1(( j, k)) , σ
′
2(( j, k)). Entonces, las dos ramas que parten de la instruccio´n j son cubiertas por el conjunto
de estados iniciales {σ1, σ2}.
Demostracio´n. Para probar esto, basta con demostrar que dada una expresio´n lo´gica expr, si ρ1 y ρ2 son
dos estados que evalu´an en cortocircuito el u´ltimo predicado ato´mico de expr y adema´s producen valores
diferentes, entonces ρ1(expr) , ρ2(expr). Para llevar a cabo la demostracio´n, procederemos por induccio´n
sobre la estructura de la expresio´n expr.
Caso base: Si la expresio´n esta´ formada por un u´nico predicado el enunciado es trivialmente cierto.
El valor de la expresio´n coincide con el valor del predicado y, por tanto, los estados ρ1 y ρ2 asignara´n
valores cierto y falso a la expresio´n, toma´ndose ambas ramas.
Paso inductivo: Sea n el nu´mero de operadores lo´gicos que aparecen en expr. Suponemos que
el enunciado es cierto en el caso de expresiones lo´gicas con menos de n operadores lo´gicos. A
continuacio´n identificamos tres casos posibles en funcio´n del operador ra´ız en expr:
1. expr = NOT expr′: en este caso, el predicado ( j, k) es el u´ltimo de expr′, la cual tiene menos
operadores lo´gicos que expr. De acuerdo con la hipo´tesis de induccio´n, ρ1(expr′) , ρ2(expr′) y,
por tanto, ρ1(expr) , ρ2(expr).
2. expr = expr1 AND expr2: el predicado ( j, k) es el u´ltimo de expr2 y, puesto que la evaluacio´n es
en cortocircuito, se debe cumplir ρ1(expr1) = ρ2(expr1) = cierto6 (si no fuera as´ı no se habr´ıa
alcanzado el predicado ( j, k)). Por otro lado, de acuerdo con la hipo´tesis de induccio´n, tenemos
ρ1(expr2) , ρ2(expr2), lo que finalmente implica ρ1(expr) , ρ2(expr).
3. expr = expr1 OR expr2: este caso se demuestra de forma ide´ntica al anterior, teniendo en cuenta,
esta vez, que se debe cumplir ρ1(expr1) = ρ2(expr1) = f also.

6Obse´rvese que esta igualdad es la responsable de que la cobertura de condiciones implique a la de ramas en los lenguajes
con evaluacio´n en cortocircuito.
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Una consecuencia directa de esta proposicio´n es la siguiente:
Corolario 1. La cobertura de condiciones implica la cobertura de ramas en programas cuyos operadores
lo´gicos se evalu´en en cortocircuito.
Demostracio´n. Sea P un programa escrito usando operadores lo´gicos con evaluacio´n en cortocircuito
y C un conjunto de casos de prueba que cubre todos los predicados ato´micos del programa, esto es,
cobConScP(C) = 1. El conjunto C cubrira´ todos los u´ltimos predicados de todas las expresiones del pro-
grama y, de acuerdo con la Proposicio´n 2, todas las ramas sera´n cubiertas, esto es, cobRamP(C) = 1. 
Corolario 2. La cobertura de condiciones implica a la cobertura de condiciones-decisiones en programas
cuyos operadores lo´gicos se evalu´en en cortocircuito.
Demostracio´n. De acuerdo a las definiciones previas, un conjunto de casos de prueba C cumple la cober-
tura de condiciones-decisiones si y so´lo si C cumple simulta´neamente la cobertura de condiciones y la
cobertura de ramas. De acuerdo al Corolario 1, en programas que usen solamente operadores lo´gicos con
evaluacio´n en cortocircuito, la cobertura de condiciones implica a la de ramas. As´ı pues, se sigue que en
estos programas la cobertura de condiciones implica a la cobertura de condiciones-decisiones. 
Con todo lo anterior, podemos enunciar el problema de la generacio´n de casos de prueba como un
problema de optimizacio´n en el que el objetivo es encontrar un conjunto de casos de prueba que maximice
la cobertura considerada (de instrucciones, de ramas, de condiciones, de condicio´n-decisio´n). Nosotros
trabajamos con programas objeto implementados en lenguaje C (que realiza evaluacio´n en cortocircuito
de expresiones lo´gicas) y consideramos como criterio de adecuacio´n la cobertura de condiciones porque
implica a las dema´s. As´ı pues, podemos formalizar el problema abordado como sigue.
Definicio´n 6 (Problema de generacio´n de casos de prueba con cobertura de condiciones). Dado un
programa P escrito usando u´nicamente operadores lo´gicos con evaluacio´n en cortocircuito, el problema de
generacio´n de casos de prueba que planteamos consiste en encontrar un conjunto de casos de prueba C
que maximice cobConScP(C).
3.2.2. Trabajos relacionados
La generacio´n automa´tica de casos de prueba para los programas de ordenador ha sido y sigue siendo
estudiada en la literatura desde hace de´cadas [59, 207]. Podemos distinguir cuatro grandes paradigmas
dentro de la generacio´n automa´tica de casos de prueba: el paradigma estructural (structural software
testing), el paradigma funcional (functional software testing), el paradigma de caja gris (grey-box software
testing), y el paradigma no funcional (non-functional software testing) [196].
En el paradigma estructural [112, 190, 199, 206, 249] el generador de casos de prueba usa informacio´n
de la estructura del programa para guiar la bu´squeda de casos de prueba (por esta razo´n se conoce
tambie´n como paradigma de caja blanca). Normalmente, esta informacio´n se toma del grafo de control
de flujo del programa. El objetivo es conseguir un conjunto de casos de prueba que ejecute todos los
elementos considerados del programa (instrucciones, ramas, predicados ato´micos, etc.). En el paradigma
funcional [49, 50] la informacio´n que se usa es una especificacio´n del comportamiento del programa. El
objetivo es comprobar que el software se comporta exactamente como se especifica sin usar ninguna
informacio´n de la estructura interna del programa (por esto se conoce tambie´n como paradigma de caja
negra). El paradigma de caja gris [163] es una combinacio´n de los dos anteriores (caja blanca y caja
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negra). Usa informacio´n estructural y funcional para generar los casos de prueba. Por ejemplo, se pueden
introducir asertos en el co´digo fuente para comprobar el comportamiento funcional, mientras que se usan
te´cnicas propias del paradigma estructural para generar los casos de prueba que violan dichos asertos.
Finalmente, en el paradigma no funcional [260, 287] el objetivo es comprobar cualquier otro aspecto del
programa que no este´ relacionado con su comportamiento funcional. Algunos ejemplos son la usabilidad,
la portabilidad, el uso de memoria, la eficiencia, etc.
Centra´ndonos en el paradigma estructural, que es el que usamos en nuestro planteamiento del pro-
blema, podemos encontrar varias alternativas en la literatura. En la generacio´n aleatoria, los casos de
prueba se crean de forma completamente aleatoria hasta que se satisface el criterio de adecuacio´n o se
genera un nu´mero ma´ximo de casos de prueba. Podemos encontrar experimentos con generacio´n aleatoria
en [36] y ma´s recientemente en [206]. La generacio´n simbo´lica de casos de prueba [59] consiste en asignar
valores simbo´licos a las variables en lugar de valores concretos para crear una ejecucio´n simbo´lica. De
esta ejecucio´n simbo´lica se pueden extraer restricciones algebraicas que se pueden usar para encontrar
casos de prueba. Godzilla [221] es un generador automa´tico de casos de prueba que usa esta te´cnica. Un
tercer enfoque (ampliamente utilizado) es la generacio´n dina´mica de casos de prueba. En este caso, se
an˜aden una serie de instrucciones al programa para pasar informacio´n al generador de casos de prueba. El
generador comprueba si se cumple el criterio de adecuacio´n o no. Si el criterio de adecuacio´n no se cumple
genera nuevos casos de prueba que se usara´n para probar el programa. El proceso de generacio´n de casos
de prueba se traduce as´ı a un problema de minimizacio´n de una funcio´n que es algu´n tipo de “distancia” a
una ejecucio´n ideal donde el criterio de adecuacio´n se cumple. Este paradigma se presento´ en [207] y desde
entonces muchos trabajos se han basado en e´l [151, 164, 206, 287]. Incluso existen te´cnicas h´ıbridas com-
binando la ejecucio´n concreta y simbo´lica con muy buenos resultados. Este es el caso de las herramientas
DART [112] y CUTE [249].
Dentro de la generacio´n dina´mica de casos de prueba, esta´ tomando especial relevancia el uso de
algoritmos evolutivos hasta el punto de que se ha acun˜ado el te´rmino evolutionary testing para referirse a
ello. Mantere y Alander en [192] presentan una reciente revisio´n de la aplicacio´n de algoritmos evolutivos
a la generacio´n de casos de prueba. La mayor´ıa de los trabajos incluidos en su revisio´n usan algoritmos
gene´ticos (GA) como motor de bu´squeda. De hecho, so´lo unos pocos trabajos listados en la revisio´n
incluyen otras te´cnicas como bu´squeda basada en gradiente [267] y enfriamiento simulado [270].
Si ampliamos el conjunto de te´cnicas aplicadas a las metaheur´ısticas, podemos encontrar trabajos
recientes como [78], donde los autores explican co´mo usar un algoritmo de bu´squeda tabu´ para generar
casos de prueba obteniendo cobertura de ramas ma´xima. Sagarna y Lozano abordan el problema usando
algoritmos de estimacio´n de distribuciones (EDA) en [244], y comparan los resultados con una bu´squeda
dispersa (SS) en [246].
3.3. Bu´squeda de violaciones de propiedades de seguridad en
sistemas concurrentes
Model checking7 [58] es una te´cnica automa´tica que permite comprobar si un determinado sistema
concurrente satisface una propiedad dada, como por ejemplo, la ausencia de interbloqueos (deadlocks)
y posposicio´n indefinida (starvation), el cumplimiento de invariantes, etc. Su uso es necesario cuando
se desarrolla software que controla sistemas cr´ıticos, como los controladores de un avio´n, o una nave
7El te´rmino model checking suele traducirse por comprobacio´n de modelos y model checker por comprobador de modelos.
Sin embargo, usaremos en esta tesis los te´rminos ingleses escritos en cursiva.
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espacial. A diferencia de la generacio´n de casos de prueba, model checking es una te´cnica formal que
puede demostrar que el software cumple la propiedad especificada. Sin embargo, la memoria requerida
para realizar tal verificacio´n suele crecer exponencialmente con el taman˜o del modelo a verificar. A esto
se le conoce como problema de la explosio´n de estados y limita el taman˜o de los sistemas concurrentes
que se pueden verificar.
En lugar de aplicar model checking al sistema concurrente directamente, se aplica a un modelo suyo,
que sera´ ma´s pequen˜o, reduciendo as´ı el problema de la explosio´n de estados. Hay varios lenguajes
disen˜ados espec´ıficamente para modelar sistemas concurrentes, como por ejemplo, Promela (Process Meta-
Language) [145], el lenguaje de SMV [195] o el lenguaje intermedio de SAL [35]. Una interesante excepcio´n
es la del model checker Java PathFinder [117], que usa el lenguaje Java para modelar los sistemas
concurrentes y, en sus u´ltimas versiones, trabaja directamente sobre ficheros de bytecodes de Java.
Existen varias te´cnicas desarrolladas para aliviar el problema de la explosio´n de estados. E´stas reducen
la memoria necesaria para la bu´squeda siguiendo diferentes enfoques. Por un lado esta´n las te´cnicas que
reducen la cantidad de estados a explorar para realizar la verificacio´n como, por ejemplo, reduccio´n de
orden parcial [157] (ve´ase la Seccio´n 3.3.5) y reduccio´n de simetr´ıa [57]. Por otro, tenemos las te´cnicas que
reducen el espacio que ocupa un estado en memoria: compresio´n de estados [147], representacio´n mı´nima
de auto´matas [148] y tablas hash de un bit [143].
El model checking simbo´lico (symbolic model checking) [51] es otra alternativa muy popular al model
checking expl´ıcito que puede reducir la cantidad de memoria requerida para la verificacio´n. En este caso
se usa una estructura de datos muy eficiente, el diagrama de decisio´n binaria ordenado (Ordered Binary
Decision Diagram, OBDD) para almacenar conjuntos de estados. Estos estados quedan caracterizados por
una fo´rmula proposicional finita que se representa con un OBDD. No obstante, las te´cnicas de bu´squeda
exhaustiva siempre tienen problemas para verificar sistemas concurrentes reales porque la mayor´ıa de
estos programas son demasiado complejos incluso para las te´cnicas ma´s avanzadas. Por esto, se necesitan
te´cnicas de baja complejidad, como las metaheur´ısticas, para los programas de taman˜o mediano y grande
que se presentan en los escenarios reales.
3.3.1. Auto´matas de Bu¨chi
Antes de verificar un modelo determinado hay que transformarlo en una estructura a partir de la
cual se pueda aplicar el algoritmo de model checking. En esta seccio´n describimos la estructura que
sera´ utilizada para la formalizacio´n del problema en esta tesis: el auto´mata de Bu¨chi . Otras estructuras
utilizadas tambie´n en este contexto son las estructuras de Kripke y los sistemas de transiciones.
Un auto´mata de Bu¨chi A es una tupla A = 〈Σ,Q,∆,Q0,F〉 donde Σ es un alfabeto finito, Q es un
conjunto finito de estados, ∆ ∈ Q×Σ×Q es una relacio´n de transicio´n, Q0 ∈ Q es el conjunto de estados
iniciales y F ∈ Q es el conjunto de estados de aceptacio´n. Sea υ ∈ Σω una palabra de longitud infinita
sobre el alfabeto Σ, una ejecucio´n de A sobre υ es una funcio´n ρ : N→ Q tal que ρ(0) ∈ Q0 y para todo
i ≥ 0 se tiene (ρ(i), υ(i), ρ(i + 1)) ∈ ∆. Una ejecucio´n ρ de A sobre una palabra infinita υ es de aceptacio´n
si in f (ρ) ∩ F , ∅, donde in f (ρ) denota el conjunto de estados que aparecen un nu´mero infinito de veces
en la ejecucio´n ρ. En ese caso decimos que el auto´mata A acepta la palabra infinita υ o que la palabra υ
esta´ contenida en el lenguaje L(A reconocido por el auto´mata: υ ∈ L(A).
Cuando un auto´mata de Bu¨chi A se utiliza para modelar un sistema concurrente, todos los estados
son de aceptacio´n, esto es, F = Q. Por otro lado, so´lo existe un estado inicial, |Q0| = 1. El alfabeto
esta´ formado por todos los posibles subconjuntos de un conjunto de proposiciones ato´micas AP (es decir,
Σ = 2AP) y para cada par de estados s, s′ ∈ Q existe a lo sumo una terna (s, α, s′) ∈ ∆, donde α ⊆ AP es
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el conjunto de proposiciones ciertas en el estado s′. Una ejecucio´n ρ del auto´mata as´ı definido representa
una ejecucio´n del sistema concurrente. Adema´s, el conjunto de palabras aceptadas por el auto´mata L(A)
es el conjunto de comportamientos del sistema concurrente.
3.3.2. Propiedades y lo´gicas temporales
Siguiendo con la terminolog´ıa anterior, una propiedad es un conjunto P de palabras infinitas de Σω. Si
el lenguaje aceptado por un auto´mata A, L(A), esta´ contenido en P el sistema cumple la propiedad. En
caso contrario, existira´ alguna ejecucio´n del sistema que viola la propiedad, esto es, existe una palabra
infinita ν ∈ L(A) tal que ν < P. Para especificar las propiedades del sistema, se suele acudir al uso de
alguna lo´gica temporal, como la lo´gica temporal lineal (LTL) [227] o las lo´gicas de a´rboles de computacio´n
(CTL y CTL∗) [56].
La lo´gica LTL tiene la ventaja de que sus fo´rmulas pueden transformarse en auto´matas de Bu¨chi. Si
ϕ es una fo´rmula LTL, llamaremos A(ϕ) al auto´mata que la representa. El lenguaje aceptado por este
auto´mata L(A(ϕ)) contiene las palabras infinitas ν ∈ Σω que satisfacen la fo´rmula ϕ. As´ı pues, comprobar
que un sistema concurrente con auto´mata de Bu¨chi A satisface la propiedad especificada mediante la
fo´rmula LTL ϕ se convierte en comprobar si es cierta la inclusio´n L(A) ⊆ L(A(ϕ)), o equivalentemente,
si L(A) ∩ L(A(ϕ)) = ∅.
Para terminar la presentacio´n de las propiedades de un sistema concurrente, hablaremos de la clasi-
ficacio´n de propiedades LTL. Existen diversas clasificaciones de las propiedades LTL en la literatura.
En [189], Manna y Pnueli presentan una clasificacio´n bastante detallada. Hay una clasificacio´n que tiene
especial relevancia para model checking expl´ıcito usando auto´matas de Bu¨chi. Esta clasificacio´n, descrita
por primera vez por Lamport en [171] y formalizada en [172] y [22] divide el conjunto de las propiedades
LTL en dos subconjuntos: las propiedades de seguridad y las de viveza. Informalmente, las propiedades
de seguridad son las que se utilizan para comprobar que nada malo va a pasar en el sistema, mientras
que las de viveza se usan para comprobar que algo bueno sucede durante la ejecucio´n. Formalmente, una
propiedad P es de seguridad si para toda palabra infinita σ que no la satisface existe un prefijo finito σi
cuyas extensiones a ejecuciones infinitas no satisfacen la propiedad, esto es,
∀σ ∈ Σω : σ 0 P ⇒ (∃i ≥ 0 : ∀β ∈ Σω : σiβ 0 P) , (3.25)
donde σi es un prefijo de σ formado por los primeros i s´ımbolos de σ. Ejemplos de propiedades de seguridad
son la ausencia de interbloqueo y los invariantes. Por otro lado, una propiedad P es de viveza si para toda
palabra finita existe una extensio´n infinita que la satisface, esto es,
∀α ∈ Σ∗ : ∃β ∈ Σω, αβ ` P , (3.26)
donde Σ∗ es el conjunto de todas las palabras finitas formadas con Σ. Un ejemplo de propiedad de viveza
es la ausencia de posposicio´n indefinida.
No existen propiedades que sean a la vez de seguridad y de viveza, son conjuntos disjuntos de
propiedades LTL. Adema´s, cualquier propiedad LTL es de uno de estos tipos. As´ı pues, esta clasificacio´n
induce una particio´n en el conjunto de propiedades LTL. Existe una caracterizacio´n sinta´ctica de las
propiedades de seguridad. Toda propiedad de seguridad puede expresarse mediante una fo´rmula LTL de
la forma γ donde γ es una fo´rmula pasada (contiene u´nicamente operadores temporales pasados) [189].
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3.3.3. Model checking LTL con auto´matas de Bu¨chi
Como mencionamos anteriormente, para comprobar si un sistema concurrente cumple una propiedad
especificada mediante una fo´rmula LTL ϕ se debe calcular la interseccio´n L(A) ∩ L(A(ϕ)) y comprobar
si es vac´ıa. La operacio´n de interseccio´n de los lenguajes se traduce en una operacio´n entre los auto´matas
implicados: la interseccio´n de auto´matas de Bu¨chi A∩A(ϕ). El auto´mata de Bu¨chi A(ϕ) es el auto´mata
asociado a la negacio´n de la fo´rmula ϕ, es decir,A(ϕ) = A(¬ϕ). Por lo tanto, para comprobar si el sistema
cumple la propiedad basta con comprobar si el auto´mata A ∩ A(¬ϕ) acepta alguna palabra ν ∈ Σω. Se
demuestra que el lenguaje reconocido por un auto´mata es no vac´ıo si y so´lo si existen dos secuencias
finitas de estados del auto´mata ρ1 y ρ2 tales que ρ1ρω2 es una ejecucio´n de aceptacio´n del auto´mata. La
existencia de tales secuencias se comprueba buscando un camino (ρ1) desde el estado inicial a un estado
de aceptacio´n s y un ciclo de estados (ρ2) que incluya a s (ve´ase la Figura 3.7). Si se encuentran, ρ1ρω2
















Figura 3.7: Auto´mata de Bu¨chi interseccio´n. Se puede apreciar una ejecucio´n de aceptacio´n con un ciclo
que contiene al estado de aceptacio´n s7.
No es necesario construir completamente el auto´mata interseccio´n para comprobar una fo´rmula LTL:
en lugar de eso, se construye conforme se va requiriendo durante la propia bu´squeda del estado de
aceptacio´n. Esto se conoce como model checking “al vuelo” (on-the-fly), y permite ahorrar gran cantidad
de memoria durante la verificacio´n. Uno de los model checkers de estados expl´ıcitos ma´s conocidos que
sigue esta estrategia es SPIN [146], que comprueba propiedades especificadas mediante fo´rmulas LTL en
modelos codificados en Promela.
Para verificar un modelo, SPIN usa el algoritmo de bu´squeda primero en profundidad anidada (Nested
Depth First Search, Nested-DFS) [144]. El algoritmo intenta encontrar primero un estado de aceptacio´n
usando bu´squeda primero en profundidad (Depth First Search, DFS). Cuando lo encuentra, trata de
alcanzar el mismo estado comenzando desde e´l mismo, es decir, busca un ciclo que contenga al estado
de aceptacio´n encontrado. Si dicho ciclo no se encuentra, busca otro estado de aceptacio´n usando DFS
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y repite el proceso. Nested-DFS es un algoritmo exhaustivo: si no encuentra un contraejemplo, e´ste no
existe y el modelo cumple la propiedad.
Las propiedades de seguridad se pueden comprobar buscando tan so´lo un estado de aceptacio´n en el
auto´mata de Bu¨chi interseccio´n. Es decir, cuando se comprueban propiedades de seguridad, no es necesario
encontrar un ciclo adicional que contenga el estado de aceptacio´n. Esto significa que la verificacio´n de
propiedades de seguridad se puede transformar en una bu´squeda de un nodo objetivo (un estado de
aceptacio´n) en un grafo (el auto´mata de Bu¨chi). Es ma´s, el camino desde el nodo inicial hasta el nodo
objetivo representa una ejecucio´n del sistema concurrente en el que la propiedad de seguridad dada se
viola: una traza de error . El problema que resolvemos en esta tesis es, precisamente, la bu´squeda de este
camino. Desde un punto de vista pra´ctico, es preferible descubrir trazas de error cortas. La razo´n es que
un programador humano que la analice puede comprender una traza corta con menos esfuerzo que una
larga. Sin embargo, en esta tesis estamos interesados u´nicamente en encontrar una traza de error, no
pretendemos optimizar su longitud.
3.3.4. Model checking heur´ıstico
La simplificacio´n en la exploracio´n del grafo cuando se trabaja con propiedades de seguridad permite
aplicar algoritmos cla´sicos de exploracio´n de grafos como bu´squeda primero en profundidad (DFS) y
bu´squeda primero en anchura (Breadth First Search, BFS) para buscar violaciones de propiedades de
seguridad. Tambie´n permite aplicar algoritmos de bu´squeda heur´ıstica como A∗, Weighted A∗ (WA∗),
Iterative Deeping A∗ (IDA∗), y bu´squeda primero del mejor (Best-First search, BF). Para realizar la
bu´squeda heur´ıstica se asocia a cada estado un valor heur´ıstico que depende de la propiedad a verificar
y que indica la preferencia por explorar ese estado.
El uso de heur´ısticas para guiar la bu´squeda de errores en model checking se conoce como model
checking heur´ıstico o guiado. Las funciones heur´ısticas se disen˜an para dirigir la exploracio´n primero
a la regio´n del espacio de estados en el que es probable encontrar un estado de aceptacio´n. De este
modo, el tiempo y la memoria requeridos para encontrar un error en sistemas concurrentes con errores
se reduce en te´rmino medio. No obstante, el uso de las heur´ısticas no supone ninguna ventaja cuando
el objetivo es verificar que un programa dado cumple una determinada propiedad. En este caso, todo
el espacio de estados se debe explorar exhaustivamente. Los algoritmos exhaustivos como A∗ o BF que
usan heur´ısticas pueden encontrar errores en programas con menos recursos que los enfoques tradicionales
como DFS. Adema´s, pueden asegurar que un programa es correcto si no encuentran error (ya que son
algoritmos exhaustivos).
Las funciones heur´ısticas suelen ser una estimacio´n optimista de la longitud de una traza de error
a partir del estado en que se evalu´a. El algoritmo debe dar preferencia a la exploracio´n de estados
con valores heur´ısticos menores. Existen diferentes tipos de heur´ısticas. En [117] se introducen heur´ısticas
estructurales que tratan de explorar la estructura del programa de forma que conduzca a encontrar errores.
Ejemplos de este tipo de funciones heur´ısticas son las medidas de cobertura de co´digo (instrucciones,
ramas, predicados ato´micos, etc.), medidas muy bien conocidas en el dominio de la generacio´n automa´tica
de casos de prueba (ve´ase la Seccio´n 3.2.1). Otro ejemplo de este tipo de heur´ısticas es el entrelazado
de hebras, en el que se premia a los estados que dan lugar a una planificacio´n con un alto nu´mero de
cambios de contexto.
A diferencia de las heur´ısticas estructurales, las heur´ısticas para propiedades espec´ıficas [117] se basan
en caracter´ısticas de la propiedad particular a comprobar. Las heur´ısticas basadas en fo´rmulas, por
ejemplo, se basan en la fo´rmula LTL que define la propiedad [93]. Usando la expresio´n lo´gica que debe ser
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falsa en el nodo objetivo, estas heur´ısticas estiman el nu´mero de transiciones requeridas para alcanzar el
estado de aceptacio´n desde el estado actual. Dada una fo´rmula ϕ (sin operadores temporales), la funcio´n
heur´ıstica para la fo´rmula Hϕ se define usando sus subfo´rmulas. La Tabla 3.1 reproduce la definicio´n
recursiva de una heur´ıstica basada en fo´rmula definida por Edelkamp et al. [93].
Tabla 3.1: Heur´ıstica basada en fo´rmula.
ϕ Hϕ(s) Hϕ(s)
cierto 0 ∞
f also ∞ 0
p si p entonces 0 sino 1 si p entonces 1 sino 0
a ⊗ b si a ⊗ b entonces 0 sino 1 si a ⊗ b entonces 1 sino 0
¬ψ Hψ(s) Hψ(s)
ψ ∨ ξ mı´n{Hψ(s),Hξ(s)} Hψ(s) + Hξ(s)
ψ ∧ ξ Hψ(s) + Hξ(s) mı´n{Hψ(s),Hξ(s)}
llena(q) cap(q) − long(q) si llena(q) entonces 1 sino 0
vacı´a(q) long(q) si vacı´a(q) entonces 1 sino 0
q?[t] prefijo mı´nimo de q sin t si cabeza(q) , t entonces 0 sino
prefijo ma´ximo de t’s
i@s Di(pci, s) si pci = s entonces 1 sino 0
ψ, ξ: fo´rmulas sin operadores temporales
p: proposicio´n lo´gica
a, b: variables o constantes
⊗: operador relacional (=,,, <,≤,≥, >)
q: cola
cap(q): capacidad de la cola q
long(q): longitud de la cola q
cabeza(q): mensaje de la cabeza de la cola q
t: etiqueta de un mensaje
i: proceso
s: estado del auto´mata local de un proceso
pci: estado actual del proceso i en su auto´mata local
Di(u, v): nu´mero mı´nimo de transiciones para llegar
de u a v en el auto´mata local del proceso i
Hϕ(s): Funcio´n heur´ıstica para la fo´rmula ϕ
Hϕ(s): Funcio´n heur´ıstica para la fo´rmula ¬ϕ
Para buscar interbloqueos (propiedad de seguridad) se pueden usar varias funciones heur´ısticas. Por
un lado, se puede usar el nu´mero de procesos activos como valor heur´ıstico de un estado. Denotamos
esta heur´ıstica con Hap. Por otro lado, se puede usar tambie´n el nu´mero de transiciones ejecutables en
un estado, denotado con Hex. Otra opcio´n consiste en aproximar la situacio´n de interbloqueo con un
predicado lo´gico [93] y derivar la funcio´n heur´ıstica usando las reglas de la Tabla 3.1.
Hay otro grupo de funciones heur´ısticas que esta´n basadas en estados y que se pueden usar cuando
se conoce el estado objetivo. De este grupo podemos destacar la distancia de Hamming y la distancia de
ma´quinas de estados finitas. En el primer caso, el valor heur´ıstico se calcula como la distancia de Hamming
entre las representaciones binarias del estado actual y el objetivo. En el segundo, el valor heur´ıstico es el
mı´nimo nu´mero de transiciones requeridas para alcanzar el estado objetivo desde el estado actual en el
correspondiente auto´mata de cada proceso. Las heur´ısticas basadas en estados se pueden usar junto con
las anteriores para conseguir trazas de error ma´s cortas del siguiente modo: una vez que se encuentra un
estado de aceptacio´n, una segunda bu´squeda intenta encontrar el camino ma´s corto al estado previamente
encontrado. En esta segunda bu´squeda, el estado de aceptacio´n se conoce y se pueden usar heur´ısticas
basadas en estados.
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3.3.5. Reduccio´n de orden parcial
La reduccio´n de orden parcial (Partial Order Reduction, POR) es un me´todo que explota la conmuta-
tividad de los sistemas as´ıncronos para reducir el taman˜o del espacio de estados del sistema concurrente.
El modelo de intercalacio´n de instrucciones para sistemas concurrentes impone una ordenacio´n arbitraria
entre eventos concurrentes. Cuando se calcula el auto´mata de Bu¨chi del sistema, los eventos se intercalan
de todas las formas posibles. Para la mayor´ıa de las propiedades que se desean comprobar, la ordenacio´n
entre instrucciones independientes carece de sentido. Por esto, podemos considerar so´lo una de las or-
denaciones para comprobar si se cumple una determinada propiedad, ya que las otras ordenaciones son
equivalentes. Este hecho se puede usar para construir un auto´mata de Bu¨chi reducido y, probablemente,
ma´s fa´cil de explorar comparado con el auto´mata de Bu¨chi original. Esta reduccio´n permite verificar
modelos de mayor taman˜o que los que se pueden verificar cuando no se usa. El model checker SPIN
incorpora esta te´cnica [145].
Dentro de las propiedades que pueden especificarse mediante lo´gica LTL, existe un subconjunto en el
que la ordenacio´n de los eventos concurrentes no tiene importancia. Este subconjunto esta´ formado por
todas aquellas propiedades que pueden especificarse mediante el sublenguaje LTL−X, que corresponde a
todas las fo´rmulas LTL que no usan el operador next.
La base de la reduccio´n de orden parcial se encuentra en los conceptos de activacio´n, conmutatividad
e invisibilidad de instrucciones8. Formalmente, una instruccio´n α ∈ Ins es una relacio´n binaria definida
en el conjunto de estados del auto´mata de Bu¨chi del sistema concurrente, es decir, α ⊆ Q × Q. Se dice
que una instruccio´n α ∈ Ins esta´ activa en un estado s ∈ Q si existe un estado s′ para el que se cumple
α(s, s′). El conjunto de las instrucciones activas en un estado s se denota con enabled(s). En lo que sigue
consideraremos tan so´lo instrucciones deterministas, que son aquellas instrucciones α en las que para
cada estado s existe a lo sumo un estado s′ que satisfaga α(s, s′). En lugar de una relacio´n binaria general,
las instrucciones deterministas definen una funcio´n parcial que transforma estados en estados. As´ı pues,
usaremos s′ = α(s) para indicar que la instruccio´n α transforma el estado s en s′.
Una vez introducida la notacio´n, podemos definir el concepto de independencia de instrucciones. Dos
instrucciones α, β ∈ Ins son independientes si para cada estado s ∈ Q se cumplen las dos condiciones
siguientes:
si α, β ∈ enabled(s) entonces α ∈ enabled(β(s)) y
si α, β ∈ enabled(s) entonces α(β(s)) = β(α(s)).
De manera informal podemos decir que dos instrucciones α y β son independientes cuando ninguna
de ellas desactiva a la otra y el estado al que se llega tras ejecutar ambas es el mismo independientemente
del orden en que se ejecuten (Figura 3.8). En la Seccio´n 3.3.1 se definio´ la relacio´n de transicio´n de
estados como una relacio´n ternaria en la que se asociaba a cada par de estados un subconjunto de AP. En
dicha relacio´n ternaria se cumple que todos los arcos que tienen como destino un mismo estado s tienen
asociado el mismo subconjunto de AP, es decir,
∀(r, α, s), (r′, α′, s′) ∈ ∆, s = s′ ⇒ α = α′ , (3.27)
y por tanto, es posible asociar dicho subconjunto al estado s. De hecho, el valor de las proposiciones
depende del estado del sistema concurrente, lo que significa que esta asociacio´n de subconjuntos de AP
8En el contexto de los sistemas de transicio´n de estados se suele usar el te´rmino transicio´n para hacer referencia a lo
que aqu´ı denominamos instruccio´n.










Figura 3.8: Ejecucio´n de instrucciones independientes.
a estados aparece de forma natural. La asociacio´n de conjuntos de proposiciones a arcos en el auto´mata
de Bu¨chi es un artificio necesario para representar el sistema concurrente mediante auto´matas de Bu¨chi.
As´ı pues, llamaremos L : Q → 2AP a la funcio´n que etiqueta estados del auto´mata con subconjuntos de
AP de manera consistente con la relacio´n de transicio´n ∆ del auto´mata. Es decir, se cumple:
∀(s, α, s′) ∈ ∆, α = L(s′) . (3.28)
Se dice que una instruccio´n α ∈ Ins es invisible con respecto a un subconjunto de proposiciones
ato´micas AP′ ⊆ AP si para cada par de estados s, s′ ∈ Q tales que s′ = α(s) se cumple que L(s) ∩ AP′ =
L(s′)∩AP′. Informalmente esto quiere decir que la ejecucio´n de la instruccio´n no modifica el valor de las
proposiciones del conjunto AP′.
Una vez introducida la notacio´n y los conceptos ba´sicos, podemos detallar la te´cnica de reduccio´n
de orden parcial basada en conjuntos amplios (ample sets) [225]. La idea principal es explorar para
cada estado s so´lo un subconjunto ample(s) ⊆ enabled(s) de las instrucciones activas en dicho estado, de
forma que el auto´mata de Bu¨chi reducido sea equivalente al auto´mata de Bu¨chi original de acuerdo a la
propiedad a verificar. Esta reduccio´n puede realizarse conforme el auto´mata de Bu¨chi se explora.
Para mantener la equivalencia entre el auto´mata de Bu¨chi completo y el reducido, la funcio´n que asigna
a cada estado el conjunto reducido de transiciones a explorar, ample, debe cumplir cuatro condiciones que
pasamos a enumerar [58].
C0: para todo estado s, ample(s) = ∅ si y so´lo si enabled(s) = ∅.
C1: para todo estado s y todo camino que parta de s en el auto´mata original, una instruccio´n α
que dependa de otra instruccio´n β ∈ ample(s) no se puede ejecutar sin que se haya ejecutado una
instruccio´n de ample(s) antes.
C2: para todo estado s, si enabled(s) , ample(s) entonces toda instruccio´n α ∈ ample(s) es invisible
con respecto a las proposiciones que aparecen en la fo´rmula a verificar.
C3: no existe ningu´n ciclo en el auto´mata reducido que contenga un estado en el que una instruccio´n
α esta´ activa pero no se incluye en el conjunto ample(s) para ningu´n estado s del ciclo.
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Las tres primeras condiciones no dependen del algoritmo de bu´squeda particular utilizado para verificar
la propiedad. Sin embargo, la forma de asegurar que se cumple C3 depende del algoritmo de bu´squeda.
En [181] se proponen tres alternativas. De ellas, la u´nica que se puede aplicar a todos los algoritmos de
exploracio´n es la denominada C3static y e´sa es la que utilizamos en los experimentos correspondientes.
3.3.6. Trabajos relacionados
La bu´squeda de violaciones de propiedades de seguridad usando algoritmos cla´sicos de exploracio´n
de grafos, como DFS y BFS, ha sido estudiada por Edelkamp, Lluch-Lafuente y Leue [92, 93, 94]. No
obstante, sus principales avances se concentran en el uso de bu´squeda heur´ıstica para esta tarea. Para ello
implementaron un model checker llamado HSF-SPIN que es una combinacio´n de SPIN y una biblioteca
para bu´squeda heur´ıstica, HSF. Estudian la aplicacio´n de algoritmos como A∗, WA∗, IDA∗ y BF. Los
resultados muestran que, usando bu´squeda heur´ıstica, la longitud de los contraejemplos se puede acortar y
la cantidad de memoria requerida para obtener una traza de error se reduce, permitiendo la exploracio´n de
modelos mayores. Adema´s, muestran que el uso de bu´squeda heur´ıstica se puede combinar con reduccio´n
de orden parcial [181] y reduccio´n por simetr´ıa [167]. Tambie´n extienden el uso de informacio´n heur´ıstica
para guiar la bu´squeda de violaciones de propiedades de viveza [92, 94].
Cuando la bu´squeda de errores con una cantidad baja de recursos computacionales (memoria y tiempo)
es una prioridad (por ejemplo, en las primeras etapas de la implementacio´n de un programa), se pueden
usar algoritmos no exhaustivos que usan informacio´n heur´ıstica. Un ejemplo de esta clase de algoritmos
es Beam-search, incluido en el model checker Java PathFinder [117, 118]. Los algoritmos no exhaustivos
pueden encontrar errores en programas usando menos recursos computacionales que los exhaustivos (como
veremos ma´s adelante en el Cap´ıtulo 8), pero no pueden usarse para verificar una propiedad: cuando no se
encuentra ninguna traza de error usando un algoritmo no exhaustivo no podemos asegurar que no existan
dichas trazas. Debido a esto podemos establecer algunas similitudes entre el model checking heur´ıstico
usando algoritmos no exhaustivos y la generacio´n de casos de prueba [206]. En ambos casos se explora
una gran regio´n del espacio de estados de un programa para descubrir errores, pero no encontrar errores
no implica la correccio´n del programa. Esta relacio´n entre ambos dominios se ha usado en el pasado para
generar casos de prueba usando model checkers [23].
La bu´squeda de estados de aceptacio´n en el auto´mata de Bu¨chi se puede transformar en un problema
de optimizacio´n, y por tanto, se pueden aplicar algoritmos metaheur´ısticos. De hecho, se han aplicado
en el pasado algoritmos gene´ticos a la bu´squeda de errores en sistemas concurrentes. En una primera
propuesta, Alba y Troya [13] usaron algoritmos gene´ticos para detectar interbloqueos, estados inu´tiles y
transiciones inu´tiles en protocolos de comunicacio´n. En su trabajo, una trayectoria en el grafo de estados
se representa mediante una secuencia finita de nu´meros. Para la evaluacio´n de una solucio´n, un simulador
de protocolos sigue la trayectoria sugerida y cuenta el nu´mero de estados y transiciones no usadas en
las ma´quinas de estados finitas durante la simulacio´n. Hasta donde alcanza nuestro conocimiento, e´sta
es la primera vez que se aplico´ una te´cnica metaheur´ıstica al problema de buscar errores en sistemas
concurrentes usando un enfoque basado en model checking. Ma´s tarde, Godefroid y Kurshid [110, 111],
en un trabajo independiente, aplicaron algoritmos gene´ticos al mismo problema usando una codificacio´n
similar de las trayectorias en el cromosoma. Su algoritmo se integro´ dentro de VeriSoft [109], un model
checker que puede verificar programas en C.
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3.4. Conclusiones
Hemos detallado en este cap´ıtulo tres problemas de optimizacio´n de Ingenier´ıa del Software que
sera´n abordados con te´cnicas metaheur´ısticas en los siguientes cap´ıtulos. Estos tres problemas son la
planificacio´n de proyectos software, la generacio´n de casos de prueba y la bu´squeda de violaciones de
propiedades de seguridad en sistemas concurrentes. Como mencionamos en el Cap´ıtulo 2, estos tres
problemas son una muestra representativa de los intereses de la comunidad software. En los tres casos
hemos dado una definicio´n formal y hemos presentado algunos resultados teo´ricos de gran intere´s para el
planteamiento de los problemas. Una vez presentados los problemas en este cap´ıtulo, nos disponemos a
presentar las te´cnicas en el siguiente.
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Cap´ıtulo 4
Metaheur´ısticas
La optimizacio´n en el sentido de encontrar la mejor solucio´n, o al menos una solucio´n lo suficientemente
buena, para un problema es un campo de vital importancia en la vida real y en ingenier´ıa. Constante-
mente estamos resolviendo pequen˜os problemas de optimizacio´n, como el camino ma´s corto para ir de
un lugar a otro, la organizacio´n de una agenda, etc. En general, estos problemas son lo suficientemente
pequen˜os y podemos resolverlos sin ayuda adicional. Pero conforme se hacen ma´s grandes y complejos,
el uso de los ordenadores para su resolucio´n es inevitable.
Comenzaremos este cap´ıtulo dando una definicio´n formal del concepto de optimizacio´n. Asumiendo
el caso de la minimizacio´n, podemos definir un problema de optimizacio´n como sigue:
Definicio´n 7 (Problema de optimizacio´n). Un problema de optimizacio´n se formaliza como un par
(S, f ), donde S , ∅ representa el espacio de soluciones (o de bu´squeda) del problema, mientras que f es
una funcio´n denominada funcio´n objetivo o funcio´n de fitness, que se define como:
f : S→ R . (4.1)
As´ı, resolver un problema de optimizacio´n consiste en encontrar una solucio´n, i∗ ∈ S, que satisfaga la
siguiente desigualdad:
f (i∗) ≤ f (i), ∀ i ∈ S . (4.2)
Asumir el caso de maximizacio´n o minimizacio´n no restringe la generalidad de los resultados, puesto
que se puede establecer una igualdad entre tipos de problemas de maximizacio´n y minimizacio´n de la
siguiente forma [27, 114]:
ma´x{ f (i)|i ∈ S} ≡ mı´n{− f (i)|i ∈ S} . (4.3)
En funcio´n del dominio al que pertenezca S, podemos definir problemas de optimizacio´n binaria
(S ⊆ B∗), entera (S ⊆N∗), continua(S ⊆ R∗), o heteroge´nea (S ⊆ (B ∪N ∪R)∗).
Debido a la gran importancia de los problemas de optimizacio´n, a lo largo de la historia de la In-
forma´tica se han desarrollado mu´ltiples me´todos para tratar de resolverlos. Una clasificacio´n muy simple
de estos me´todos se muestra en la Figura 4.1. Inicialmente, las te´cnicas las podemos clasificar en exactas
(o enumerativas, exhaustivas, etc.) y aproximadas. Las te´cnicas exactas garantizan encontrar la solucio´n
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o´ptima para cualquier instancia de cualquier problema en un tiempo acotado. El inconveniente de estos
me´todos es que el tiempo necesario para llevarlos a cabo, aunque acotado, crece exponencialmente con
el taman˜o del problema, ya que la mayor´ıa de e´stos son NP-duros. Esto supone en muchos casos que
el uso de estas te´cnicas sea inviable, ya que se requiere mucho tiempo para la resolucio´n del problema
(posiblemente miles de an˜os). Por lo tanto, los algoritmos aproximados para resolver estos problemas
esta´n recibiendo una atencio´n cada vez mayor por parte de la comunidad internacional desde hace unas
de´cadas. Estos me´todos sacrifican la garant´ıa de encontrar el o´ptimo a cambio de encontrar una “buena”
solucio´n en un tiempo razonable.
TÉCNICAS DE OPTIMIZACIÓN
EXACTAS APROXIMADAS OTRAS
Heurísticas ad hoc METAHEURÍSTICAS
• Newton
• Gradiente
Basadas en el cálculo
• Programación dinámica










Figura 4.1: Clasificacio´n de las te´cnicas de optimizacio´n.
Dentro de los algoritmos aproximados se pueden encontrar dos tipos: los heur´ısticos ad hoc y las
metaheur´ısticas (en las que nos centramos en este cap´ıtulo). Los heur´ısticos ad hoc, a su vez, pueden
dividirse en heur´ısticos constructivos y me´todos de bu´squeda local .
Los heur´ısticos constructivos suelen ser los me´todos ma´s ra´pidos. Construyen una solucio´n mediante
la incorporacio´n de componentes hasta obtener una solucio´n completa, que es el resultado del algoritmo.
Aunque en muchos casos encontrar un heur´ıstico constructivo es relativamente fa´cil, las soluciones ofre-
cidas suelen ser de muy baja calidad. Encontrar me´todos de esta clase que produzca buenas soluciones es
muy dif´ıcil, ya que dependen mucho del problema, y para su planteamiento se debe tener un conocimiento
muy extenso del mismo. Por ejemplo, en problemas con muchas restricciones puede que la mayor´ıa de las
soluciones parciales so´lo conduzcan a soluciones no factibles.
Los me´todos de bu´squeda local o seguimiento del gradiente parten de una solucio´n ya completa y,
usando el concepto de vecindario, recorren parte del espacio de bu´squeda hasta encontrar un o´ptimo
local . El vecindario de una solucio´n s, que denotamos con N(s), es el conjunto de soluciones que se
pueden construir a partir de s aplicando un operador espec´ıfico de modificacio´n (generalmente denominado
movimiento). Un o´ptimo local es una solucio´n mejor o igual que cualquier otra solucio´n de su vecindario.
Estos me´todos, partiendo de una solucio´n inicial, examinan su vecindario y se quedan con el mejor vecino,
continuando el proceso hasta que encuentran un o´ptimo local. En muchos casos, la exploracio´n completa
del vecindario es inabordable y se siguen diversas estrategias, dando lugar a diferentes variaciones del
esquema gene´rico. Segu´n el operador de movimiento elegido, el vecindario cambia y el modo de explorar
el espacio de bu´squeda tambie´n, pudiendo simplificarse o complicarse el proceso de bu´squeda.
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Finalmente, en los an˜os setenta surgio´ una nueva clase de algoritmos aproximados, cuya idea ba´sica
era combinar diferentes me´todos heur´ısticos a un nivel ma´s alto para conseguir una exploracio´n del
espacio de bu´squeda de forma eficiente y efectiva. Estas te´cnicas se han denominado metaheur´ısticas.
Este te´rmino fue introducido por primera vez por Glover [105]. Antes de que el te´rmino fuese aceptado
completamente por la comunidad cient´ıfica, estas te´cnicas eran denominadas heur´ısticas modernas [234].
Esta clase de algoritmos incluye colonias de hormigas, algoritmos evolutivos, bu´squeda local iterada,
enfriamiento simulado, y bu´squeda tabu´. Se pueden encontrar revisiones de metaheur´ısticas en [4, 37, 107].
De las diferentes descripciones de metaheur´ısticas que se encuentran en la literatura se pueden destacar
ciertas propiedades fundamentales que caracterizan a este tipo de me´todos:
Las metaheur´ısticas son estrategias o plantillas generales que “gu´ıan” el proceso de bu´squeda.
El objetivo es una exploracio´n eficiente del espacio de bu´squeda para encontrar soluciones (casi)
o´ptimas.
Las metaheur´ısticas son algoritmos no exactos y generalmente son no deterministas.
Pueden incorporar mecanismos para evitar regiones no prometedoras del espacio de bu´squeda.
El esquema ba´sico de cualquier metaheur´ıstica tiene una estructura predefinida.
Las metaheur´ısticas hacen uso de conocimiento del problema que se trata de resolver en forma de
heur´ısticos espec´ıficos que son controlados por una estrategia de ma´s alto nivel.
Resumiendo estos puntos, se puede acordar que una metaheur´ıstica es una estrategia de alto nivel que
usa diferentes me´todos para explorar el espacio de bu´squeda. En otras palabras, una metaheur´ıstica es una
plantilla general no determinista que debe ser rellenada con datos espec´ıficos del problema (representacio´n
de las soluciones, operadores para manipularlas, etc.) y que permiten abordar problemas con espacios
de bu´squeda de gran taman˜o. En este tipo de te´cnicas es especialmente importante el correcto equilibrio
(generalmente dina´mico) que haya entre diversificacio´n e intensificacio´n. El te´rmino diversificacio´n se
refiere a la evaluacio´n de soluciones en regiones distantes del espacio de bu´squeda (de acuerdo a una
distancia previamente definida entre soluciones). Tambie´n se conoce como exploracio´n del espacio de
bu´squeda. El te´rmino intensificacio´n, por otro lado, se refiere a la evaluacio´n de soluciones en regiones
acotadas y pequen˜as con respecto al espacio de bu´squeda centradas en el vecindario de soluciones concretas
(explotacio´n del espacio de bu´squeda). El equilibrio entre estos dos aspectos contrapuestos es de gran
importancia, ya que por un lado deben identificarse ra´pidamente las regiones prometedoras del espacio de
bu´squeda global y por otro lado no se debe malgastar tiempo en las regiones que ya han sido exploradas
o que no contienen soluciones de alta calidad.
Dentro de las metaheur´ısticas podemos distinguir dos tipos de estrategias de bu´squeda. Por un lado,
tenemos las extensiones “inteligentes” de los me´todos de bu´squeda local. La meta de estas estrategias
es evitar de alguna forma los mı´nimos locales y moverse a otras regiones prometedoras del espacio de
bu´squeda. Este tipo de estrategia es el seguido por la bu´squeda tabu´, la bu´squeda local iterada, la
bu´squeda con vecindario variable y el enfriamiento simulado. Estas metaheur´ısticas trabajan sobre una
o varias estructuras de vecindario impuestas por el espacio de bu´squeda. Otro tipo de estrategia es el
seguido por las colonias de hormigas o los algoritmos evolutivos. E´stos incorporan un componente de
aprendizaje en el sentido de que, de forma impl´ıcita o expl´ıcita, intentan aprender la correlacio´n entre
las variables del problema para identificar las regiones del espacio de bu´squeda con soluciones de alta
calidad. Estos me´todos realizan, en este sentido, un muestreo sesgado del espacio de bu´squeda.
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4.1. Definicio´n formal
A continuacio´n ofrecemos una definicio´n formal de metaheur´ıstica basada en la desarrollada por
Gabriel Luque en su tesis doctoral [183]. Una metaheur´ıstica se define como una tupla de elementos, los
cuales, dependiendo de co´mo se definan, dara´n lugar a una te´cnica concreta u otra.
Definicio´n 8 (Metaheur´ıstica). Una metaheur´ıstica M es una tupla formada por los siguientes ocho
componentes:
M = 〈T ,Ξ, µ, λ,Φ, σ,U, τ〉 , (4.4)
donde:
T es el conjunto de elementos que manipula la metaheur´ıstica. Este conjunto contiene al espacio
de bu´squeda y en la mayor´ıa de los casos coincide con e´l.
Ξ = {(ξ1,D1), (ξ2,D2), . . . , (ξv,Dv)} es un conjunto de v pares. Cada par esta´ formado por una
variable de estado de la metaheur´ıstica y el dominio de dicha variable.
µ es el nu´mero de soluciones con las que trabaja M en un paso.
λ es el nu´mero de nuevas soluciones generadas en cada iteracio´n de M.
Φ : T µ × v∏
i=1
Di × T λ → [0, 1] representa el operador que genera nuevas soluciones a partir de las
existentes. Esta funcio´n debe cumplir para todo x ∈ T µ y para todo t ∈∏vi=1 Di,∑
y∈T λ
Φ(x, t, y) = 1 . (4.5)
σ : T µ × T λ × v∏
i=1
Di × T µ → [0, 1] es una funcio´n que permite seleccionar las soluciones que sera´n
manipuladas en la siguiente iteracio´n de M. Esta funcio´n debe cumplir para todo x ∈ T µ, z ∈ T λ
y t ∈∏vi=1 Di,∑
y∈T µ
σ(x, z, t, y) = 1 , (4.6)
∀y ∈ T µ, σ(x, z, t, y) = 0 ∨ (4.7)
∨σ(x, z, t, y) > 0 ∧ (∀i ∈ {1, . . . , µ} • (∃ j ∈ {1, . . . , µ}, yi = x j) ∨ (∃ j ∈ {1, . . . , λ}, yi = z j)) .





Di → [0, 1] representa el procedimiento de actualizacio´n de las variables
de estado de la metaheur´ıstica. Esta funcio´n debe cumplir para todo x ∈ T µ, z ∈ T λ y t ∈∏vi=1 Di,∑
u∈∏vi=1 Di
U(x, z, t,u) = 1 . (4.8)
τ : T µ × v∏
i=1
Di → { f also, cierto} es una funcio´n que decide la terminacio´n del algoritmo.
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La definicio´n anterior recoge el comportamiento estoca´stico t´ıpico de las te´cnicas metaheur´ısticas. En
concreto, las funciones Φ, σ y U deben interpretarse como probabilidades condicionadas. Por ejemplo,
el valor de Φ(x, t, y) se interpreta como la probabilidad de que se genere el vector de hijos y ∈ T λ dado
que actualmente el conjunto de individuos con el que la metaheur´ıstica trabaja es x ∈ T µ y su estado
interno viene definido por las variables de estado t ∈ ∏vi=1 Di. Puede observarse que las restricciones
que se le imponen a las funciones Φ, σ y U permite considerarlas como funciones que devuelven estas
probabilidades condicionadas.
Definicio´n 9 (Estado de una metaheur´ıstica). Sea M = 〈T ,Ξ, µ, λ,Φ, σ,U, τ〉 una metaheur´ıstica
y Θ = {θ1, θ2, . . . , θµ} el conjunto de variables que almacenara´n las soluciones con las que trabaja la
metaheur´ıstica. Utilizaremos la notacio´n f irst(Ξ) para referirnos al conjunto de las variables de estado de
la metaheur´ıstica, {ξ1, ξ2, . . . , ξv}. Un estado s de la metaheur´ıstica es un par de funciones s = (s1, s2) con
s1 : Θ→ T , (4.9)





s2(ξi) ∈ Di ∀ξi ∈ f irst(Ξ) . (4.11)
Denotaremos con SM el conjunto de todos los estados de una metaheur´ıstica M.
Por u´ltimo, una vez definido el estado de la metaheur´ıstica, podemos definir su dina´mica.
Definicio´n 10 (Dina´mica de una metaheur´ıstica). SeaM = 〈T ,Ξ, µ, λ,Φ, σ,U, τ〉 una metaheur´ıstica y
Θ = {θ1, θ2, . . . , θµ} el conjunto de variables que almacenara´n las soluciones con las que trabaja la meta-
heur´ıstica. Denotaremos con Θ a la tupla (θ1, θ2, . . . , θµ) y con Ξ a la tupla (ξ1, ξ2, . . . , ξv). Extenderemos
la definicio´n de estado para que pueda aplicarse a tuplas de elementos, esto es, definimos s = (s1, s2) donde
s1 : Θn → T n , (4.12)








s1(θi1 , θi2 , . . . , θin ) = (s1(θi1 ), s1(θi2 ), . . . , s1(θin )) , (4.14)
s2(ξ j1 , ξ j2 , . . . , ξ jn ) = (s2(ξ j1 ), s2(ξ j2 ), . . . , s2(ξ jn )) , (4.15)
para n ≥ 2. Diremos que r es un estado sucesor de s si existe t ∈ T λ tal que Φ(s1(Θ), s2(Ξ), t) > 0 y adema´s
σ(s1(Θ), t, s2(Ξ), r1(Θ)) > 0 y (4.16)
U(s1(Θ), t, s2(Ξ), r2(Ξ)) > 0 . (4.17)
Denotaremos con FM la relacio´n binaria “ser sucesor de” definida en el conjunto de estados de una
metaheur´ıstica M. Es decir, FM ⊆ SM × SM, y FM(s, r) si r es un estado sucesor de s.
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Definicio´n 11 (Ejecucio´n de una metaheur´ıstica). Una ejecucio´n de una metaheur´ıstica M es una
secuencia finita o infinita de estados, s0, s1, . . . en la que FM(si, si+1) para todo i ≥ 0 y adema´s:
si la secuencia es infinita se cumple τ(si(Θ), si(Ξ)) = f also para todo i ≥ 0 y
si la secuencia es finita se cumple τ(sk(Θ), sk(Ξ)) = cierto para el u´ltimo estado sk y, adema´s,
τ(si(Θ), si(Ξ)) = f also para todo i ≥ 0 tal que i < k.
En las pro´ximas secciones tendremos la oportunidad de comprobar co´mo esta formulacio´n general se
puede adaptar a las te´cnicas concretas (obviando aquellos para´metros no fijados por la metaheur´ıstica o
que dependen de otros aspectos como el problema o la implementacio´n concreta).
4.2. Clasificacio´n de las metaheur´ısticas
Hay diferentes formas de clasificar y describir las te´cnicas metaheur´ısticas [53, 65]. Dependiendo de
las caracter´ısticas que se seleccionen se pueden obtener diferentes taxonomı´as: basadas en la naturaleza
y no basadas en la naturaleza, con memoria o sin ella, con una o varias estructuras de vecindario, etc.
Una de las clasificaciones ma´s populares las divide en metaheur´ısticas basadas en trayectoria y basadas
en poblacio´n. Las primeras manipulan en cada paso un u´nico elemento del espacio de bu´squeda, mientras
que las segundas trabajan sobre un conjunto de ellos (poblacio´n). Esta taxonomı´a se muestra de forma
gra´fica en la Figura 4.2, que adema´s incluye las principales metaheur´ısticas.
METAHEURÍSTICAS 
BASADAS EN TRAYECTORIA BASADAS EN POBLACIÓN 
SA TS GRASP VNS ILS EA EDA PSO SS ACO 
Figura 4.2: Clasificacio´n de las metaheur´ısticas.
4.2.1. Metaheur´ısticas basadas en trayectoria
En esta seccio´n repasaremos brevemente algunas metaheur´ısticas basadas en trayectoria. La principal
caracter´ıstica de estos me´todos es que parten de una solucio´n y, mediante la exploracio´n del vecindario,
van actualizando la solucio´n actual, formando una trayectoria. Segu´n la notacio´n de la Definicio´n 8,
esto se formaliza con µ = 1. La mayor´ıa de estos algoritmos surgen como extensiones de los me´todos de
bu´squeda local simples a los que se les an˜ade algu´n mecanismo para escapar de los mı´nimos locales. Esto
implica la necesidad de una condicio´n de parada ma´s elaborada que la de encontrar un mı´nimo local.
Normalmente se termina la bu´squeda cuando se alcanza un nu´mero ma´ximo predefinido de iteraciones,
se encuentra una solucio´n con una calidad aceptable, o se detecta un estancamiento del proceso.
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Enfriamiento simulado (SA)
El enfriamiento simulado o Simulated Annealing (SA) es una de las te´cnicas ma´s antiguas entre las
metaheur´ısticas y posiblemente es el primer algoritmo con una estrategia expl´ıcita para escapar de los
mı´nimos locales. Los or´ıgenes del algoritmo se encuentran en un mecanismo estad´ıstico, denominado
metropolis [205]. La idea del SA es simular el proceso de enfriamiento del metal y del cristal. El SA fue
inicialmente presentado en [161]. Para evitar quedar atrapado en un mı´nimo local, el algoritmo permite
elegir una solucio´n cuyo valor de fitness sea peor que el de la solucio´n actual. En cada iteracio´n se elige,
a partir de la solucio´n actual s, una solucio´n s′ del vecindario N(s). Si s′ es mejor que s (es decir, tiene un
mejor valor en la funcio´n de fitness), se sustituye s por s′ como solucio´n actual. Si la solucio´n s′ es peor,
entonces es aceptada con una determinada probabilidad que depende de la temperatura actual T y de la
diferencia de fitness entre ambas soluciones, f (s′) − f (s) (caso de minimizacio´n).
Bu´squeda tabu´ (TS)
La bu´squeda tabu´ o Tabu Search (TS) es una de las metaheur´ısticas que se han aplicado con ma´s
e´xito a la hora de resolver problemas de optimizacio´n combinatoria. Los fundamentos de este me´todo
fueron introducidos en [105], y esta´n basados en las ideas formuladas en [104]. Un buen resumen de esta
te´cnica y sus componentes se puede encontrar en [108]. La idea ba´sica de la bu´squeda tabu´ es el uso
expl´ıcito de un historial de la bu´squeda (una memoria a corto plazo), tanto para escapar de los mı´nimos
locales como para implementar su estrategia de exploracio´n y evitar buscar varias veces en la misma
regio´n. Esta memoria a corto plazo se implementa con una lista tabu´, donde se mantienen las soluciones
visitadas ma´s recientemente para excluirlas de los pro´ximos movimientos. En cada iteracio´n se elige la
mejor solucio´n entre las permitidas y la solucio´n es an˜adida a la lista tabu´. Desde el punto de vista de la
implementacio´n, mantener una lista de soluciones completas no suele ser pra´ctico debido a su ineficiencia.
Por lo tanto, en general, se suelen almacenar los movimientos que ha llevado al algoritmo a generar esa
solucio´n o los componentes principales que definen la solucio´n. En cualquier caso, los elementos de esta
lista permite filtrar el vecindario, generando un conjunto reducido de soluciones elegibles denominado
Na(s). El almacenamiento de los movimientos en vez de las soluciones completas es bastante ma´s eficiente,
pero introduce una perdida de informacio´n. Para evitar este problema, se define un criterio de aspiracio´n
que permite incluir una solucio´n en Na(s) incluso si esta´ prohibida debido a la lista tabu´. El criterio
de aspiracio´n ma´s ampliamente usado es permitir soluciones cuyo fitness sea mejor que el de la mejor
solucio´n encontrada hasta el momento.
GRASP
El procedimiento de bu´squeda miope aleatorizado y adaptativo o Greedy Randomized Adaptive Search
Procedure (GRASP) [99] es una metaheur´ıstica simple que combina heur´ısticos constructivos con bu´sque-
da local. GRASP es un procedimiento iterativo, compuesto de dos fases: primero la construccio´n de una
solucio´n y despue´s un proceso de mejora. La solucio´n mejorada es el resultado del proceso de bu´squeda.
El mecanismo de construccio´n de soluciones es un heur´ıstico constructivo aleatorio. Va an˜adiendo paso a
paso diferentes componentes c a la solucio´n parcial sp, que inicialmente esta´ vac´ıa. Los componentes que
se an˜aden en cada paso son elegidos aleatoriamente de una lista restringida de candidatos (RCL). Esta
lista es un subconjunto de N(sp), el conjunto de componentes permitidos para la solucio´n parcial sp. Para
generar esta lista, los componentes de la solucio´n en N(sp) se ordenan de acuerdo a alguna funcio´n depen-
diente del problema (η). La lista RCL esta´ compuesta por los α mejores componentes de ese conjunto. En
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el caso extremo de α = 1, siempre se an˜ade el mejor componente encontrado de manera determinista, con
lo que el me´todo de construccio´n es equivalente a un algoritmo voraz. En el otro extremo, con α = |N(sp)|
el componente a an˜adir se elige de forma totalmente aleatoria de entre todos los disponibles. Por lo tanto,
α es un para´metro clave que influye en co´mo se va a muestrear el espacio de bu´squeda. La segunda fase
del algoritmo consiste en aplicar un me´todo de bu´squeda local para mejorar la solucio´n generada. Este
mecanismo de mejora puede ser una te´cnica de mejora simple o algoritmos ma´s complejos como SA o TS.
Bu´squeda con vecindario variable (VNS)
La bu´squeda con vecindario variable o Variable Neighborhood Search (VNS) es una metaheur´ıstica
propuesta en [213] que aplica expl´ıcitamente una estrategia para cambiar entre diferentes vecindarios
durante la bu´squeda. Este algoritmo es muy general y con muchos grados de libertad a la hora de disen˜ar
variaciones e instanciaciones particulares. El primer paso a realizar es definir un conjunto de vecindarios.
Esta eleccio´n puede hacerse de muchas formas: desde ser elegidos aleatoriamente hasta utilizar complejas
ecuaciones deducidas del problema. Cada iteracio´n consiste en tres fases: la eleccio´n del candidato, una
fase de mejora y, finalmente, el movimiento. En la primera fase, se elige aleatoriamente un vecino s′ de s
usando el k-e´simo vecindario. Esta solucio´n s′ es utilizada como punto de partida de la bu´squeda local de
la segunda fase. Cuando termina el proceso de mejora, se compara la nueva solucio´n s′′ con la original s.
Si es mejor, s′′ se convierte en la solucio´n actual y se inicializa el contador de vecindarios (k← 1); si no es
mejor, se repite el proceso pero utilizando el siguiente vecindario (k← k+1). La bu´squeda local es el paso
de intensificacio´n del me´todo y el cambio de vecindario puede considerarse como el paso de diversificacio´n.
Bu´squeda local iterada (ILS)
La bu´squeda local iterada o Iterated Local Search (ILS) [127, 263] es una metaheur´ıstica basada en un
concepto simple pero muy efectivo. En cada iteracio´n, la solucio´n actual es perturbada y a esta nueva
solucio´n se le aplica un me´todo de bu´squeda local para mejorarla. Este nuevo mı´nimo local obtenido
por el me´todo de mejora puede ser aceptado como nueva solucio´n actual si pasa un test de aceptacio´n.
La importancia del proceso de perturbacio´n es obvia: si es demasiado pequen˜a puede que el algoritmo
no sea capaz de escapar del mı´nimo local; por otro lado, si es demasiado grande, la perturbacio´n puede
hacer que el algoritmo sea como un me´todo de bu´squeda local con un reinicio aleatorio. Por lo tanto, el
me´todo de perturbacio´n debe generar una nueva solucio´n que sirva como inicio a la bu´squeda local, pero
que no debe estar muy lejos del actual para que no sea una solucio´n aleatoria. El criterio de aceptacio´n
actu´a como contra-balance, ya que filtra la aceptacio´n de nuevas soluciones dependiendo de la historia
de bu´squeda y de las caracter´ısticas del nuevo mı´nimo local.
4.2.2. Metaheur´ısticas basadas en poblacio´n
Los me´todos basados en poblacio´n se caracterizan por trabajar con un conjunto de soluciones (deno-
minado poblacio´n) en cada iteracio´n (es decir, generalmente µ > 1 y/o λ > 1), a diferencia de los me´todos
basados en trayectoria, que u´nicamente manipulan una solucio´n del espacio de bu´squeda por iteracio´n.
Algoritmos evolutivos (EA)
Los algoritmos evolutivos o Evolutionary Algorithms (EA) esta´n inspirados en la teor´ıa de la evolucio´n
natural. Esta familia de te´cnicas sigue un proceso iterativo y estoca´stico que opera sobre una poblacio´n
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de soluciones, denominadas en este contexto individuos. Inicialmente, la poblacio´n es generada aleatoria-
mente (quiza´s con ayuda de un heur´ıstico de construccio´n). El esquema general de un algoritmo evolutivo
comprende tres fases principales: seleccio´n, reproduccio´n y reemplazo. El proceso completo es repetido
hasta que se cumpla un cierto criterio de terminacio´n (normalmente despue´s de un nu´mero dado de ite-
raciones). En la fase de seleccio´n se seleccionan generalmente los individuos ma´s aptos de la poblacio´n
actual para ser posteriormente recombinados en la fase de reproduccio´n. Los individuos resultantes de la
recombinacio´n se alteran mediante un operador de mutacio´n. Finalmente, a partir de la poblacio´n actual
y/o los mejores individuos generados (de acuerdo a su valor de fitness) se forma la nueva poblacio´n,
dando paso a la siguiente generacio´n del algoritmo.
Algoritmos de estimacio´n de la distribucio´n (EDA)
Los algoritmos de estimacio´n de la distribucio´n o Estimation of Distribution Algorithms (EDA) [216]
muestran un comportamiento similar a los algoritmos evolutivos presentados en la seccio´n anterior y, de
hecho, muchos autores consideran los EDA como otro tipo de EA. Los EDA operan sobre una poblacio´n
de soluciones tentativas como los algoritmos evolutivos pero, a diferencia de estos u´ltimos, que utilizan
operadores de recombinacio´n y mutacio´n para mejorar las soluciones, los EDA infieren la distribucio´n de
probabilidad del conjunto seleccionado y, a partir de e´sta, generan nuevas soluciones que formara´n parte de
la poblacio´n. Los modelos gra´ficos probabil´ısticos son herramientas comu´nmente usadas en el contexto de
los EDA para representar eficientemente la distribucio´n de probabilidad. Algunos autores [173, 226, 258]
han propuesto las redes bayesianas para representar la distribucio´n de probabilidad en dominios discretos,
mientras que las redes gaussianas se emplean usualmente en los dominios continuos [289].
Bu´squeda dispersa (SS)
La bu´squeda dispersa o Scatter Search (SS) [106] es una metaheur´ıstica cuyos principios fueron presen-
tados en [104] y que actualmente esta´ recibiendo una gran atencio´n por parte de la comunidad cient´ıfica
[168]. El algoritmo mantiene un conjunto relativamente pequen˜o de soluciones tentativas (llamado con-
junto de referencia o RefSet) que se caracteriza por contener soluciones de calidad y diversas (distantes en
el espacio de bu´squeda). Para la definicio´n completa de SS hay que concretar cinco componentes: creacio´n
de la poblacio´n inicial, generacio´n del conjunto de referencia, generacio´n de subconjuntos de soluciones,
me´todo de combinacio´n de soluciones y me´todo de mejora.
Optimizacio´n basada en colonias de hormigas (ACO)
Los algoritmos de optimizacio´n basados en colonias de hormigas o Ant Colony Optimization (ACO)
[86, 87] esta´n inspirados en el comportamiento de las hormigas reales cuando buscan comida. Este compor-
tamiento es el siguiente: inicialmente, las hormigas exploran el a´rea cercana a su nido de forma aleatoria.
Tan pronto como una hormiga encuentra comida, la lleva al nido. Mientras que realiza este camino, la
hormiga va depositando una sustancia qu´ımica denominada feromona. Esta sustancia ayudara´ al resto de
las hormigas a encontrar la comida. La comunicacio´n indirecta entre las hormigas mediante el rastro de
feromona las capacita para encontrar el camino ma´s corto entre el nido y la comida. Este comportamiento
es el que intenta simular este me´todo para resolver problemas de optimizacio´n. La te´cnica se basa en dos
pasos principales: construccio´n de una solucio´n basada en el comportamiento de una hormiga y actuali-
zacio´n de los rastros de feromona artificiales. El algoritmo no fija ninguna planificacio´n o sincronizacio´n
a priori entre las fases, pudiendo ser incluso realizadas simulta´neamente.
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Optimizacio´n basada en cu´mulos de part´ıculas (PSO)
Los algoritmos de optimizacio´n basados en cu´mulos de part´ıculas o Particle Swarm Optimization
(PSO) [158] esta´n inspirados en el comportamiento social del vuelo de las bandadas de aves o el movimien-
to de los bancos de peces. El algoritmo PSO mantiene un conjunto de soluciones, tambie´n llamadas
part´ıculas, que son inicializadas aleatoriamente en el espacio de bu´squeda. Cada part´ıcula posee una posi-
cio´n y velocidad que cambia conforme avanza la bu´squeda. En el movimiento de una part´ıcula influye su
velocidad y las posiciones donde la propia part´ıcula y las part´ıculas de su vecindario encontraron buenas
soluciones. En el contexto de PSO, el vecindario de una part´ıcula se define como un conjunto de part´ıculas
del cu´mulo. No debe confundirse con el concepto de vecindario de una solucio´n utilizado previamente en
este cap´ıtulo. El vecindario de una part´ıcula puede ser global , en el cual todas las part´ıculas del cu´mulo
se consideran vecinas, o local , en el que so´lo las part´ıculas ma´s cercanas se consideran vecinas.
4.3. Metaheur´ısticas paralelas
Aunque el uso de metaheur´ısticas permite reducir significativamente la complejidad temporal del
proceso de bu´squeda, este tiempo sigue siendo muy elevado en algunos problemas de intere´s real. El
paralelismo puede ayudar no so´lo a reducir el tiempo de co´mputo, sino a producir tambie´n una mejora en
la calidad de las soluciones encontradas. Para cada una de las categor´ıas mostradas en la seccio´n anterior
se han propuesto diferentes modelos paralelos acorde a sus caracter´ısticas. A continuacio´n presentaremos
generalidades relacionadas con la paralelizacio´n de las metaheur´ısticas basadas en trayectoria y poblacio´n.
4.3.1. Modelos paralelos para me´todos basados en trayectoria
Los modelos paralelos de metaheur´ısticas basadas en trayectoria encontrados en la literatura se pueden
clasificar, generalmente, dentro de tres posibles esquemas: ejecucio´n en paralelo de varios me´todos (modelo
de mu´ltiples ejecuciones), exploracio´n en paralelo del vecindario (modelo de movimientos paralelos), y
ca´lculo en paralelo de la funcio´n de fitness (modelo de aceleracio´n del movimiento). A continuacio´n
detallamos cada uno de ellos.
Modelo de mu´ltiples ejecuciones: este modelo consiste en ejecutar en paralelo varios subalgo-
ritmos ya sean homoge´neos o heteroge´neos [182]. En general, cada subalgoritmo comienza con una
solucio´n inicial diferente. Se pueden distinguir diferentes casos dependiendo de si los subalgoritmos
colaboran entre s´ı o no. El caso en el que las ejecuciones son totalmente independientes se usa
ampliamente porque es simple de utilizar y muy natural. En este caso, la sema´ntica del modelo
es la misma que la de la ejecucio´n secuencial, ya que no existe cooperacio´n. El u´nico beneficio al
utilizar este modelo respecto a realizar las ejecuciones en una u´nica ma´quina, es la reduccio´n del
tiempo de ejecucio´n total.
Por otro lado, en el caso cooperativo (ve´ase el ejemplo de la derecha de la Figura 4.3), los diferen-
tes subalgoritmos intercambian informacio´n durante la ejecucio´n. En este caso el comportamiento
global del algoritmo paralelo es diferente al secuencial y su rendimiento se ve afectado por co´mo
este´ configurado este intercambio. El usuario debe fijar ciertos para´metros para completar el mo-
delo: que´ informacio´n se intercambian, cada cua´nto se pasan la informacio´n y co´mo se realiza este
intercambio. La informacio´n intercambiada suele ser la mejor solucio´n encontrada, los movimien-
tos realizados o algu´n tipo de informacio´n sobre la trayectoria realizada. En cualquier caso, esta












Figura 4.3: Modelos paralelos ma´s usados en los me´todos basados en trayectoria. A la izquierda se muestra
el modelo de movimientos paralelos, donde se hace una exploracio´n paralela del vecindario. A la derecha,
se detalla el modelo de ejecuciones mu´ltiples con cooperacio´n, donde hay varios me´todos ejecuta´ndose en
paralelo y cooperando entre ellos.
informacio´n no debe ser abundante para que el coste de la comunicacio´n no sea excesivo e influya
negativamente en la eficiencia. Tambie´n se debe fijar cada cua´ntos pasos del algoritmo se intercam-
bia la informacio´n. Para elegir este valor hay que tener en cuenta que el intercambio no sea muy
frecuente, para que el coste de la comunicacio´n no sea perjudicial; ni muy poco frecuente, para que
el intercambio tenga algu´n efecto en el comportamiento global. Por u´ltimo, se debe indicar si las
comunicaciones se realizara´n de forma as´ıncrona o s´ıncrona. En el caso s´ıncrono, los subalgoritmos,
cuando llegan a la fase de comunicacio´n, se detienen hasta que todos ellos llegan a este paso y, so´lo
entonces, se realiza la comunicacio´n. En el caso as´ıncrono (el ma´s usado), cada subalgoritmo realiza
el intercambio sin esperar al resto cuando llega al paso de comunicacio´n.
Modelo de movimientos paralelos: los me´todos basados en trayectoria en cada paso examinan
parte de su vecindario y, de e´l, eligen la siguiente solucio´n a considerar. Este paso suele ser com-
putacionalmente costoso, ya que examinar el vecindario implica mu´ltiples ca´lculos de la funcio´n de
fitness. El modelo de movimientos paralelos tiene como objetivo acelerar dicho proceso mediante la
exploracio´n en paralelo del vecindario (ve´ase el esquema de la izquierda de la Figura 4.3). Siguiendo
un modelo maestro-esclavo, el maestro (el que ejecuta el algoritmo) pasa a cada esclavo la solucio´n
actual. Cada esclavo explora parte del vecindario de esta solucio´n devolviendo la ma´s prometedora.
Entre todas estas soluciones devueltas el maestro elige una para continuar el proceso. Este modelo
no cambia la sema´ntica del algoritmo, sino que simplemente acelera su ejecucio´n en caso de ser
lanzado en una plataforma paralela. Este modelo es bastante popular debido a su simplicidad.
Modelo de aceleracio´n del movimiento: en muchos casos, el proceso ma´s costoso del algoritmo
es el ca´lculo de la funcio´n de fitness. Pero este ca´lculo, en muchos problemas, se puede descomponer
en varios co´mputos independientes ma´s simples que, una vez llevados a cabo, se pueden combinar
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para obtener el valor final de la funcio´n de fitness. En este modelo, cada uno de esos ca´lculos ma´s
simples se asignan a los diferentes procesadores y se realizan en paralelo, acelerando el ca´lculo total.
Al igual que el anterior, este modelo tampoco modifica la sema´ntica del algoritmo respecto a su
ejecucio´n secuencial.
4.3.2. Modelos paralelos para me´todos basados en poblacio´n
El paralelismo surge de manera natural cuando se trabaja con poblaciones, ya que cada individuo
puede manejarse de forma independiente. Debido a esto, el rendimiento de los algoritmos basados en
poblacio´n suele mejorar bastante cuando se ejecutan en paralelo. A alto nivel podemos dividir las estrate-
gias de paralelizacio´n de este tipo de me´todos en dos categor´ıas: (1) paralelizacio´n del co´mputo, donde
las operaciones que se llevan a cabo sobre los individuos son ejecutadas en paralelo; y (2) paralelizacio´n
de la poblacio´n, donde se procede a la estructuracio´n de la poblacio´n.
Uno de los modelos ma´s utilizado que sigue la primera de las estrategias es el denominado maestro-
esclavo (tambie´n conocido como paralelizacio´n global). En este esquema, un proceso central realiza las
operaciones que afectan a toda la poblacio´n (como, por ejemplo, la seleccio´n en los algoritmos evolutivos)
mientras que los procesos esclavos se encargan de las operaciones que afectan a los individuos indepen-
dientemente (como la evaluacio´n de la funcio´n de fitness, la mutacio´n e incluso, en algunos casos, la
recombinacio´n). Con este modelo, la sema´ntica del algoritmo paralelo no cambia respecto al secuencial
pero el tiempo global de co´mputo es reducido. Este tipo de estrategias son muy utilizadas en las situa-
ciones donde el ca´lculo de la funcio´n de fitness es un proceso muy costoso en tiempo. Otra estrategia
muy popular es la de acelerar el co´mputo mediante la realizacio´n de mu´ltiples ejecuciones independientes
(sin ninguna interaccio´n entre ellas) usando mu´ltiples ma´quinas para, finalmente, quedarse con la mejor
solucio´n encontrada entre todas las ejecuciones. Al igual que ocurr´ıa con el modelo de mu´ltiples ejecu-
ciones sin cooperacio´n de las metaheur´ısticas paralelas basadas en trayectoria, este esquema no cambia
el comportamiento del algoritmo, pero permite reducir de forma importante el tiempo total de co´mputo.
Al margen del modelo maestro-esclavo, la mayor´ıa de los algoritmos paralelos basados en poblacio´n
encontrados en la literatura utilizan alguna clase de estructuracio´n de los individuos de la poblacio´n. Este
esquema es ampliamente utilizado especialmente en el campo de los algoritmos evolutivos, en el cual nos
centraremos por ser los que usamos como propuesta paralela en uno de los problemas abordados. Entre
los esquemas ma´s populares para estructurar la poblacio´n encontramos el modelo distribuido (o de grano
grueso) y el modelo celular (o de grano fino) [10].
Figura 4.4: Los dos modelos ma´s populares para estructurar la poblacio´n: a la izquierda el modelo celular
y a la derecha el modelo distribuido.
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En el caso de los algoritmos distribuidos [14] (ve´ase el esquema de la derecha en la Figura 4.4), la
poblacio´n se divide entre un conjunto de islas que ejecutan una metaheur´ıstica secuencial. Las islas co-
operan entre s´ı mediante el intercambio de informacio´n (generalmente individuos, aunque nada impide
intercambiar otro tipo de informacio´n). Esta cooperacio´n permite introducir diversidad en las subpobla-
ciones, evitando caer as´ı en los o´ptimos locales. Para terminar de definir este esquema el usuario debe
dar una serie de para´metros como: topolog´ıa, que indica a do´nde se env´ıan los individuos de cada isla y
de do´nde se pueden recibir; periodo de migracio´n, que es el nu´mero de iteraciones entre dos intercambios
de informacio´n; tasa de migracio´n, que es el nu´mero de individuos emigrados; criterio de seleccio´n de los
individuos a migrar y criterio de reemplazo, que indica si se reemplazan algunos individuos de la poblacio´n
actual para introducir a los inmigrantes y determina que´ individuos se reemplazara´n. Finalmente, se debe
decidir si estos intercambios se realizan de forma s´ıncrona o as´ıncrona.
Por otro lado, las metaheur´ısticas celulares [89] (ve´ase el esquema de la izquierda en la Figura 4.4)
se basan en el concepto de vecindario1. Cada individuo tiene a su alrededor un conjunto de individuos
vecinos donde se lleva a cabo la explotacio´n de las soluciones. La exploracio´n y la difusio´n de las soluciones
al resto de la poblacio´n se produce debido a que los vecindarios esta´n solapados, lo que produce que las
buenas soluciones se extiendan lentamente por toda la poblacio´n.
A parte de estos modelos ba´sicos, en la literatura tambie´n se han propuesto modelos h´ıbridos donde
se implementan esquemas de dos niveles. Por ejemplo, una estrategia bastante comu´n en la literatura es
aque´lla donde en el nivel ma´s alto tenemos un esquema de grano grueso, mientras que cada subpoblacio´n
se organiza siguiendo un esquema celular.
4.4. Metaheur´ısticas usadas
Tras el ra´pido repaso por los algoritmos metaheur´ısticos, en esta seccio´n presentaremos de forma
detallada las familias de las que tomamos el esquema de bu´squeda para luego aplicarlos a los problemas
elegidos de Ingenier´ıa del Software. Estas familias son: algoritmos evolutivos (algoritmos gene´ticos y
estrategias evolutivas), optimizacio´n basada en cu´mulos de part´ıculas y optimizacio´n basada en colonias
de hormigas. Dentro de la seccio´n dedicada a los algoritmos evolutivos detallaremos especialmente las
particularidades de los algoritmos gene´ticos y las estrategias evolutivas por ser dos de las te´cnicas usadas
en esta tesis.
4.4.1. Algoritmos evolutivos
Alrededor de los an˜os 60, algunos investigadores visionarios coincidieron (de forma independiente)
en la idea de implementar algoritmos basados en el modelo de evolucio´n orga´nica como un intento de
resolver tareas complejas de optimizacio´n en ordenadores. Hoy en d´ıa, debido a su robustez, a su amplia
aplicabilidad, y tambie´n a la disponibilidad de una cada vez mayor potencia computacional, e incluso
programas paralelos, el campo de investigacio´n resultante, el de la computacio´n evolutiva, recibe una
atencio´n creciente por parte de los investigadores de un gran nu´mero de disciplinas.
El marco de la computacio´n evolutiva [28] establece una aproximacio´n para resolver el problema
de buscar valores o´ptimos mediante el uso de modelos computacionales basados en procesos evolutivos
(algoritmos evolutivos). Los EA son te´cnicas de optimizacio´n que trabajan sobre poblaciones de soluciones
1De nuevo aqu´ı, la palabra vecindario se usa en el sentido de definir un conjunto de individuos que sera´n vecinos de
uno dado, como en PSO. No debe confundirse con el concepto de vecindario en el espacio de soluciones que se usa en la
bu´squeda local o en metaheur´ısticas como SA o VNS.
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y que esta´n disen˜adas para buscar valores o´ptimos en espacios complejos. Esta´n basados en procesos bio-
lo´gicos que se pueden apreciar en la naturaleza, como la seleccio´n natural [68] o la herencia gene´tica [203].
Parte de la evolucio´n esta´ determinada por la seleccio´n natural de individuos diferentes compitiendo por
recursos en su entorno. Algunos individuos son mejores que otros y es deseable que aquellos individuos
que son mejores sobrevivan y propaguen su material gene´tico.
La reproduccio´n sexual permite el intercambio del material gene´tico de los cromosomas, produciendo
as´ı descendientes que contienen una combinacio´n de la informacio´n gene´tica de sus padres. E´ste es el
operador de recombinacio´n utilizado en los EA, tambie´n llamado operador de cruce. La recombinacio´n
ocurre en un entorno en el que la seleccio´n de los individuos que tienen que emparejarse depende, prin-
cipalmente, del valor de la funcio´n de fitness del individuo, es decir, de co´mo de bueno es el individuo
comparado con los de su entorno.
Como en el caso biolo´gico, los individuos pueden sufrir mutaciones ocasionalmente (operador de mu-
tacio´n). La mutacio´n es una fuente importante de diversidad para los EA. En un EA, se introduce
normalmente una gran cantidad de diversidad al comienzo del algoritmo mediante la generacio´n de una
poblacio´n de individuos aleatorios. La importancia de la mutacio´n, que introduce au´n ma´s diversidad
mientras el algoritmo se ejecuta, es objeto de debate. Algunos se refieren a la mutacio´n como un operador
de segundo plano, que simplemente reemplaza parte de la diversidad original que se haya podido perder a
lo largo de la evolucio´n, mientras que otros ven la mutacio´n como el operador que juega el papel principal
en el proceso evolutivo.
En la Figura 4.5 se muestra el esquema de funcionamiento de un EA t´ıpico. Como puede verse, un EA
procede de forma iterativa mediante la evolucio´n de los individuos pertenecientes a la poblacio´n actual.
Esta evolucio´n es normalmente consecuencia de la aplicacio´n de operadores estoca´sticos de variacio´n sobre
la poblacio´n, como la seleccio´n, recombinacio´n y mutacio´n, con el fin de calcular una generacio´n completa
de nuevos individuos. El criterio de terminacio´n consiste normalmente en alcanzar un nu´mero ma´ximo de
iteraciones (programado previamente) del algoritmo, o encontrar la solucio´n o´ptima al problema (o una


















Figura 4.5: Funcionamiento de un EA cano´nico.
Pasaremos ahora a analizar detalladamente el funcionamiento de un algoritmo evolutivo, cuyo pseudo-
co´digo se muestra en el Algoritmo 1. Como se ha dicho ya con anterioridad, los algoritmos evolutivos
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trabajan sobre poblaciones de individuos, que son soluciones tentativas del problema. La poblacio´n inicial
esta´ compuesta usualmente por individuos creados aleatoriamente, aunque tambie´n existe cierta tradicio´n
en el uso de te´cnicas de optimizacio´n (preferiblemente de poca carga computacional) para crear los
individuos que formara´n la poblacio´n inicial, permitiendo as´ı que el EA comience su ejecucio´n sobre
un conjunto de soluciones ma´s prometedoras que las generadas aleatoriamente. Tras la generacio´n de la
poblacio´n inicial, se calcula el valor de adecuacio´n (fitness) de cada uno de los individuos que la forman
y el algoritmo entra en el bucle reproductor. Este bucle consiste en la generacio´n de una nueva poblacio´n
mediante la seleccio´n de padres, la recombinacio´n de e´stos y la mutacio´n de los descendientes obtenidos.
Tras este proceso, los individuos son evaluados. Esta nueva poblacio´n generada por el bucle reproductor
(P′) se utilizara´, junto con la poblacio´n actual (P), para obtener la nueva poblacio´n de individuos de la
siguiente generacio´n. Al final, el algoritmo devolvera´ la mejor solucio´n encontrada durante la ejecucio´n.
Como puede verse, el algoritmo comprende las tres fases principales: seleccio´n, reproduccio´n y reem-
plazo. A continuacio´n detallamos estas tres fases.
Seleccio´n: partiendo de la poblacio´n inicial P de µ individuos, se crea una nueva poblacio´n temporal
(P′) de λ individuos. Generalmente los individuos ma´s aptos (aquellos correspondientes a las mejores
soluciones contenidas en la poblacio´n) tienen un mayor nu´mero de instancias que aquellos que tienen
menos aptitud (seleccio´n natural). De acuerdo con los valores de µ y λ podemos definir distintos
esquemas de seleccio´n (Figura 4.6):
1. Seleccio´n por estado estacionario. Cuando λ = 1 tenemos una seleccio´n por estado esta-
cionario (steady-state) en la que u´nicamente se genera un hijo en cada paso de la evolucio´n.
2. Seleccio´n generacional. Cuando λ = µ tenemos una seleccio´n por generaciones en la que
genera una nueva poblacio´n completa de individuos en cada paso.
3. Seleccio´n ajustable. Cuando 1 ≤ λ ≤ µ tenemos una seleccio´n intermedia en la que se
calcula un nu´mero ajustable (generation gap) de individuos en cada paso de la evolucio´n. Los
anteriores son casos particulares de e´ste.
4. Seleccio´n por exceso. Cuando λ > µ tenemos una seleccio´n por exceso t´ıpica de los procesos
naturales reales.
Reproduccio´n: en esta fase se aplican los operadores reproductivos a los individuos de la poblacio´n
P′ para producir una nueva poblacio´n. T´ıpicamente, esos operadores se corresponden con la recom-
binacio´n de parejas y con la mutacio´n de los nuevos individuos generados. Estos operadores de
Algoritmo 1 Pseudoco´digo de un algoritmo evolutivo
1: P = generarPoblacio´nInicial();
2: evaluar(P);
3: while not condicio´nParada() do
4: P′ = seleccionarPadres(P);
5: P′ = aplicarOperadoresDeVariacio´n(P′);
6: evaluar(P′);
7: P = seleccionarNuevaPoblacio´n(P, P′);
8: end while
9: return la mejor solucio´n encontrada







1 ≤ λ ≤ µ
Exceso
λ > µ
Figura 4.6: Diferencia entre los diversos esquemas de seleccio´n.
variacio´n son, en general, no deterministas, es decir, no siempre se tienen que aplicar a todos los
individuos y en todas las generaciones del algoritmo, sino que su comportamiento viene determinado
por su probabilidad asociada.
Reemplazo: finalmente, los individuos de la poblacio´n original son sustituidos por los individuos
recie´n creados. Este reemplazo usualmente intenta mantener los mejores individuos eliminando los
peores. Dependiendo de si, para realizar el reemplazo, se tienen en cuenta la antigua poblacio´n P
podemos obtener dos tipos de estrategia de reemplazo:
1. (µ, λ) si el reemplazo se realiza utilizando u´nicamente los individuos de la nueva poblacio´n P′.
Se debe cumplir que µ ≤ λ
2. (µ + λ) si el reemplazo se realiza seleccionando µ individuos de la unio´n de P y P′.
Estos algoritmos establecen un equilibrio entre la explotacio´n de buenas soluciones (fase de seleccio´n)
y la exploracio´n de nuevas zonas del espacio de bu´squeda (fase de reproduccio´n), basado en el hecho de
que la pol´ıtica de reemplazo permite la aceptacio´n de nuevas soluciones que no mejoran necesariamente
las existentes.
Fueron cuatro los primeros tipos de algoritmos evolutivos que surgieron [149]. Estas cuatro familias
de algoritmos fueron desarrolladas simulta´neamente por distintos grupos de investigacio´n. Los algoritmos
gene´ticos (GA), fueron inicialmente estudiados por Holland [141, 142], en Ann Arbor (EEUU), Bremer-
mann [44] en Berkeley (EEUU), y Fraser [101] en Sidney (Australia). Las estrategias evolutivas fueron
propuestas por Rechenberg [232, 233] y Schwefel [248] en Berlin (Alemania), mientras que la progra-
macio´n evolutiva se propuso por primera vez por Fogel [100] en San Diego (California). Por u´ltimo, la
cuarta familia de algoritmos, la programacio´n gene´tica, surgio´ dos de´cadas ma´s tarde, en 1985, como una
adaptacio´n, hecha por Cramer [66], de un algoritmo gene´tico que trabajaba con genes en forma de a´rbol,
adema´s de las cadenas de caracteres binarios utilizadas tradicionalmente en GA.
Segu´n la Definicio´n 8, la principal diferencia de los EA con otros algoritmos metaheur´ısticos es la
funcio´n ΦEA, que se calcula a partir de otras tres funciones:





ωs(x, t, z) · ωr(z, t,w) · λ∏
j=1
ωm(w j, t, y j)
 , (4.18)
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donde:
ωs : T µ ×
v∏
i=1
Di × T λ → [0, 1], representa el operador de seleccio´n de padres. Esta funcio´n debe
cumplir para todo x ∈ T µ y para todo t ∈∏vi=1 Di∑
y∈T λ
ωs(x, t, y) = 1 , (4.19)
∀y ∈ T λ, ωs(x, t, y) = 0 ∨ ωs(x, t, y) > 0 ∧ (∀i ∈ {1, . . . , λ},∃ j ∈ {1, . . . , µ}, yi = x j) . (4.20)
ωr : T λ ×
v∏
i=1
Di × T λ → [0, 1], representa el operador de recombinacio´n. Esta funcio´n debe cumplir
para todo x ∈ T λ y para todo t ∈∏vi=1 Di,∑
y∈T λ
ωr(x, t, y) = 1 . (4.21)
ωm : T ×
v∏
i=1
Di × T → [0, 1], representa el operador de mutacio´n. Esta funcio´n debe cumplir para
todo x ∈ T y para todo t ∈∏vi=1 Di, ∑
y∈T
ωm(x, t, y) = 1 . (4.22)
El siguiente resultado demuestra que la funcio´n ΦEA cumple (4.5) y, por tanto, esta´ bien definida.
Proposicio´n 3. La funcio´n ΦEA definida en (4.18) cumple∑
y∈T λ
ΦEA(x, t, y) = 1 . (4.23)
Demostracio´n. La demostracio´n consiste en una sencilla comprobacio´n basada en las propiedades de ωs,
ωr y ωm que se muestran en (4.19), (4.21) y (4.22), respectivamente. En primer lugar, tenemos
∑
y∈T λ







ωs(x, t, z) · ωr(z, t,w) · λ∏
j=1
ωm(w j, t, y j)
 . (4.24)
En virtud de las propiedades distributiva y conmutativa, podemos introducir los sumatorios dentro
de la expresio´n entre pare´ntesis hasta colocarlos delante del te´rmino en el que aparece su ı´ndice, esto es,
∑
y∈T λ
ΦEA(x, t, y) =
∑
z∈T λ








ωm(w j, t, y j)

 . (4.25)
Podemos reescribir el te´rmino interior de la expresio´n anterior del siguiente modo





ωm(w j, t, y j) =
∑
y∈T λ























ωm(w j, t, y j)
 . (4.26)
De esta forma, podemos escribir
∑
y∈T λ
ΦEA(x, t, y) =
∑
z∈T λ













En virtud de (4.22) tenemos
∑
y j∈T ωm(w j, t, y j) = 1 y llegamos a∑
y∈T λ
ΦEA(x, t, y) =
∑
z∈T λ





Finalmente, usando las Ecuaciones (4.21) y (4.19) demostramos el enunciado.

Algoritmos gene´ticos
Los GA son un tipo de algoritmo evolutivo pensado inicialmente para trabajar con soluciones repre-
sentadas mediante cadenas binarias denominadas cromosomas. No obstante, a lo largo de los an˜os se han
usado otras representaciones no binarias, como permutaciones [9], vectores de enteros [91], reales [136]
e incluso estructuras de datos complejas y muy particulares de problemas determinados [264]. Los GA
son los ma´s conocidos entre los EA con diferencia, y esto ha provocado la aparicio´n en la literatura de
gran cantidad de variantes, de forma que es muy dif´ıcil dar una regla clara para caracterizarlos. A pesar
de esto, podemos decir que la mayor´ıa de los GA se caracterizan por poseer una representacio´n lineal
de las soluciones, no suelen incluir para´metros de autoadaptacio´n en los individuos y dotan de mayor
importancia al operador de recombinacio´n que al de mutacio´n.
Algunos de los operadores de recombinacio´n ma´s populares de los GA con representacio´n binaria son
el cruce de un punto (Single Point Crossover, SPX), el de dos puntos (Double Point Crossover, DPX), y
el cruce uniforme (Uniform Crossover, UX). En SPX se divide el cromosoma de los padres en dos partes
seleccionando un punto aleatorio y se intercambian los segmentos formados en la divisio´n generando
dos nuevos individuos. En DPX se seleccionan dos puntos aleatorios del cromosoma de los padres y se
intercambia el segmento delimitado por dichos puntos, dando lugar a dos nuevos individuos. Por u´ltimo,
en UX cada bit del cromosoma hijo se copia de uno de los dos padres. UX posee un para´metro llamado
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bias que es la probabilidad de tomar el bit del mejor padre. Como resultado de su operacio´n devuelve
un u´nico individuo. Aunque los tres operadores se definieron para cadenas binarias, se pueden aplicar a
cualquier tipo de representacio´n lineal, como vectores de enteros o reales.
El operador de mutacio´n tradicional para algoritmos gene´ticos con representacio´n binaria es la inver-
sio´n de bits. Este operador recorre la cadena de bits invirtie´ndolos con una determinada probabilidad,
que es un para´metro del operador.
Estrategias evolutivas
En una ES [233] cada individuo esta´ formado por tres componentes: las variables del problema (x),
un vector de desviaciones esta´ndar (σ) y, opcionalmente, un vector de a´ngulos (ω). Estos dos u´ltimos
vectores se usan como para´metros para el principal operador de la te´cnica: la mutacio´n gaussiana. Los
vectores de desviaciones y de a´ngulos evolucionan junto con las variables del problema, permitiendo, de
este modo, que el algoritmo se autoadapte conforme avanza la bu´squeda.
A diferencia de los GA, en las ES el operador de recombinacio´n tiene un papel secundario. De hecho,
en la versio´n original de ES no exist´ıa dicho operador. Fue ma´s tarde cuando se introdujo la recombinacio´n
en las ES y se propusieron varias alternativas. Adema´s, cada componente de un individuo puede utilizar
un mecanismo diferente de recombinacio´n, dando lugar a una gran cantidad de posibilidades para la
recombinacio´n de individuos.
El operador de mutacio´n esta´ gobernado por las siguientes tres ecuaciones:
σ′i = σi exp(τN(0, 1) + ηNi(0, 1)) , (4.29)
ω′i = ωi + ϕNi(0, 1) , (4.30)
x′ = x + N(0,C(σ′, ω′)) , (4.31)
donde C(σ′, ω′) es la matriz de covarianza asociada con σ′ y ω′, N(0, 1) es la distribucio´n normal de
una variable y N(0,C) es la distribucio´n normal multivariable con media 0 y matriz de covarianza C. El
sub´ındice i en la distribucio´n normal indica que se genera un nuevo nu´mero aleatorio para cada compo-
nente del vector. La notacio´n N(0, 1) se usa para indicar que se usa el mismo nu´mero aleatorio para todos
los componentes. Los para´metros τ, η, y ϕ toman valores (2n)−1/2, (4n)−1/4 y 5pi/180, respectivamente,
tal y como se sugiere en [240].
4.4.2. Optimizacio´n basada en cu´mulos de part´ıculas
El algoritmo PSO mantiene un conjunto de soluciones (vectores de reales), tambie´n llamadas part´ıcu-
las, que son inicializadas aleatoriamente en el espacio de bu´squeda. El movimiento de una part´ıcula xi
depende de su velocidad vi (otro vector de reales) y de las posiciones donde se encontraron buenas solu-
ciones en el pasado, tanto por parte de la part´ıcula considerada como por el vecindario de dicha part´ıcula.
En la versio´n del PSO con vecindario global, la velocidad de una part´ıcula depende de la mejor solucio´n
global que ha sido encontrada. Por otro lado, en la versio´n con vecindario local cada part´ıcula tiene
asociado un conjunto de part´ıculas vecinas y la velocidad se actualiza de acuerdo a la mejor solucio´n
encontrada por alguna part´ıcula de dicho vecindario. La actualizacio´n de la velocidad y la posicio´n de
cada part´ıcula viene dada por las siguientes ecuaciones:
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vij(t + 1) = w · vij(t) + c1 · r1 · (pij − xij(t)) + c2 · r2 · (nij − xij(t)) , (4.32)




j(t + 1) , (4.33)
donde w es la inercia y controla la influencia de la velocidad anterior, c1 y c2 permiten ajustar la influencia
de la mejor solucio´n personal (pi) y la mejor solucio´n del vecindario (ni), y los valores r1 y r2 son nu´meros
reales aleatorios dentro del intervalo [0, 1] generados en cada iteracio´n. La mejor solucio´n personal pi de
una part´ıcula i es la posicio´n con mejor valor de fitness encontrada hasta el momento por la part´ıcula
i. Por otro lado, la mejor solucio´n del vecindario ni de la part´ıcula i es la posicio´n con mejor valor de
fitness encontrada por las part´ıculas en el vecindario de i (Ni). El valor de w tiene que estar por debajo
de 1 para que el algoritmo converja. Un valor alto de w hace que las part´ıculas tiendan a explorar nuevas
a´reas (diversificacio´n) y un valor bajo hace que busquen cerca de soluciones previas (intensificacio´n). En
el Algoritmo 2 podemos ver el pseudoco´digo de un PSO.
Algoritmo 2 Optimizacio´n basada en cu´mulos de part´ıculas




5: actualizarPart´ıculas(x,v) {Actualizar la posicio´n y velocidad de las part´ıculas}
6: until condicio´nParada()
7: return la mejor solucio´n encontrada
Segu´n la Definicio´n 8, esta metaheur´ıstica cumple µPSO = λPSO. El dominio T esta´ formado por pares
de vectores de reales con el mismo nu´mero de componentes. Uno de dichos vectores representa la posicio´n
y el otro la velocidad de cada part´ıcula. El conjunto ΞPSO contiene µPSO variables para representar la
mejor solucio´n personal de cada part´ıcula. Por otro lado, la funcio´n σPSO se define del siguiente modo:
σPSO(x, y, t, z) =
{
1 si y = z
0 en otro caso , (4.34)
donde x, y, z ∈ T µPSO y t ∈ ∏vi=1 Di. La forma en que se modifica la posicio´n y la velocidad de las
part´ıculas tiene su reflejo en la definicio´n de ΦPSO : T µPSO ×∏vi=1 Di × T µPSO → [0, 1], que en el caso de
usar un vecindario global para las part´ıculas sera´:
ΦPSO(x, t, y) =
µPSO∏
j=1
ωu(x j, t, y j) , (4.35)
donde x, y ∈ T µPSO , t ∈ ∏vi=1 Di y la funcio´n ωu : T ×∏vi=1 Di × T → [0, 1] representa la operacio´n de
actualizacio´n de una part´ıcula y debe cumplir para todo x ∈ T y todo t ∈∏vi=1 Di,∑
y∈T
ωu(x, t, y) = 1 . (4.36)
La siguiente proposicio´n demuestra que la funcio´n ΦPSO cumple (4.5) y, por tanto, esta´ bien definida.
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Proposicio´n 4. La funcio´n ΦPSO definida en (4.35) cumple∑
y∈T λ
ΦPSO(x, t, y) = 1 . (4.37)
Demostracio´n. La demostracio´n consiste en una sencilla comprobacio´n basada en la propiedad de ωu que
se muestra en (4.36). Tendremos en cuenta que λ = µ y usaremos u´nicamente λ. Aclarado esto, podemos
escribir el siguiente desarrollo:
∑
y∈T λ





ωu(x j, t, y j) =∑
y∈T λ























ωu(x j, t, y j)
 = 1 , (4.38)
lo que demuestra el enunciado. 
4.4.3. Optimizacio´n basada en colonias de hormigas
Los algoritmos basados en colonias de hormigas (ACO) son un tipo de metaheur´ıstica basada en
poblacio´n cuya filosof´ıa esta´ inspirada en el comportamiento de las hormigas reales cuando buscan co-
mida [37]. La idea principal consiste en usar hormigas artificiales que simulan dicho comportamiento en
un escenario tambie´n artificial: un grafo. Las hormigas artificiales se colocan en nodos iniciales de dicho
grafo y lo recorren saltando de un nodo a otro con la meta de encontrar el camino ma´s corto desde su
nodo inicial hasta un nodo final u objetivo. Cada hormiga avanza de forma independiente a las dema´s,
pero la decisio´n del siguiente nodo a visitar depende de ciertos valores nume´ricos asociados a los arcos o
nodos del grafo. Estos valores modelan los rastros de feromona que depositan las hormigas reales cuando
caminan. Las hormigas artificiales alteran (al igual que las hormigas reales) los rastros de feromona del
camino trazado, de modo que el avance de una puede influir en el camino de otra. De esta forma se
incorpora a los ACO un mecanismo de cooperacio´n indirecta entre las distintas hormigas simuladas, que
constituye un factor clave en la bu´squeda [88].
En un ACO las soluciones candidatas se representan mediante una secuencia de componentes es-
cogidos de un conjunto de componentes C. De hecho, una cuestio´n importante cuando se resuelve un
problema de optimizacio´n con un ACO es la eleccio´n del conjunto de componentes C y el modo en que las
soluciones se construyen usando estos componentes. En algunos problemas esta cuestio´n es trivial porque
las soluciones son ya una secuencia de elementos. Este es el caso del problema del viajante de comercio
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(Travelling Salesman Problem, TSP), donde una solucio´n es una secuencia de ciudades. Para otros prob-
lemas, como el entrenamiento de redes neuronales, la representacio´n no es tan directa [257]. Las hormigas
artificiales construyen la solucio´n usando un procedimiento constructivo estoca´stico. Durante esta fase de
construccio´n las hormigas caminan aleatoriamente por un grafo G = (C,L) llamado grafo de construccio´n,
donde L es un conjunto de conexiones (arcos) entre los componentes (nodos) de C. Cada arco li j ∈ L tiene
asociado un rastro de feromona τi j y puede tener asociado tambie´n un valor heur´ıstico ηi j. Ambos valores
se usan para guiar la fase de construccio´n estoca´stica que realizan las hormigas, pero hay una diferencia
importante entre ellos: los rastros de feromona se modifican a lo largo de la bu´squeda, mientras que los
heur´ısticos son valores fijos establecidos por fuentes externas al algoritmo (el disen˜ador). Los rastros de
feromona pueden asociarse tambie´n a los nodos del grafo de construccio´n (componentes de la solucio´n)
en lugar de a los arcos (conexiones entre componentes). Esta variacio´n es especialmente adecuada para
problemas en los que el orden de los componentes no es relevante (problemas de subconjunto [176]).
El Algoritmo 3 muestra el pseudoco´digo de un ACO general. Al principio se inicializan los rastros
de feromona (l´ınea 1) y se construye una solucio´n para asignarla a la variable que contendra´ la mejor
solucio´n encontrada (antbs). Seguidamente, se ejecuta un bucle que se repite hasta que se cumpla una
cierta condicio´n de parada (como, por ejemplo, alcanzar un nu´mero prefijado de iteraciones). Dentro
del bucle, cada hormiga de la colonia construye una solucio´n, que consiste en un camino en el grafo
de construccio´n (l´ınea 5). La hormiga comienza en un nodo inicial y elige el siguiente nodo de acuerdo
con el rastro de feromona y el heur´ıstico asociado con cada arco (o nodo). La hormiga an˜ade el nuevo
nodo al camino recorrido y selecciona el siguiente nodo de la misma forma. Este proceso se repite hasta
que se construye una solucio´n candidata. Tras la construccio´n de una solucio´n, en una variante de ACO
denominada ACS (Ant Colony System) se lleva a cabo una actualizacio´n de los rastros de feromona
asociados a los arcos por los que ha pasado la hormiga (l´ınea 6). Hemos incluido dicha actualizacio´n en el
pseudoco´digo para que e´ste sea lo ma´s general posible. Podemos asumir que, en otras variantes de ACO,
el procedimiento actualizarFeromonasLocal no hace nada. Cuando todas las hormigas han construido
sus caminos se actualizan los rastros de feromona en dos pasos: en primer lugar son evaporados (l´ınea
8) y, tras esto, se incrementa la cantidad de feromona en los arcos de las soluciones ma´s prometedoras
encontradas (l´ınea 9). La cantidad de feromona que se deposita en cada arco suele depender de la calidad
de las soluciones que pasan por dicho arco. En cada variante de ACO estos dos procedimientos se realizan
de manera diferente.
Lo ma´s significativo de la formalizacio´n de esta metaheur´ıstica siguiendo la Definicio´n 8 es que
µACO = 0 y existe una variable de estado de la metaheur´ıstica, P ∈ f irst(ΞACO) que representara´ la
matriz de feromona y la heur´ıstica. Llamaremos DP al dominio de esta variable. Este dominio esta´ for-
mado por todos los posibles grafos de construccio´n con arcos y/o nodos ponderados con valores reales
para la representar los rastros de feromonas y, opcionalmente, heur´ıstica. En este caso, las funcio´n ΦACO
tendra´ la siguiente forma:
ΦACO : DP ×
v∏
i=2
Di → T λ , (4.39)
donde hemos supuesto que la variable ξ1 = P. Tambie´n tiene especial importancia en esta metaheur´ıstica
la funcio´n UACO, que realiza la actualizacio´n de los rastros de feromona.
El esquema presentado arriba es muy abstracto. Es suficientemente general para encajar con los
distintos modelos de algoritmos ACO que podemos encontrar en la literatura. Estos modelos difieren en
el modo en que planifican los procedimientos principales y en co´mo actualizan los rastros de feromonas.
Algunos ejemplos de estos modelos son los sistemas de hormigas (Ant Systems, AS), sistemas elitistas
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Algoritmo 3 Optimizacio´n basada en colonias de hormigas
1: inicializarFeromonas(τ); {Inicializa los rastros de feromona}
2: antbs = generarSolucio´n(τ, η); {Se inicializa antbs con una solucio´n inicial aleatoria}
3: repeat
4: for i=1 to µ do
5: anti = generarSolucio´n(τ, η); {La hormiga anti construye una solucio´n}
6: actualizarFeromonasLocal(τ, anti); {Actualizacio´n local de los rastros de feromona (ACS)}
7: end for
8: evaporarFeromonas(τ); {Evaporacio´n de los rastros de feromona}
9: actualizarFeromonasGlobal(τ,ant,antbs); {Actualizacio´n global de los rastros de feromona}
10: for i=1 to µ do
11: if f(anti) > f(antbs) then




16: return la mejor solucio´n encontrada
de hormigas (Elitist Ant Systems, EAS), sistemas de hormigas basados en rango (Ranked-Based Ant
Systems, Rank-AS), y sistemas de hormigas MAX−MIN (MAX−MIN Ant Systems, MMAS).
El lector interesado puede ver el libro de Dorigo y Stu¨tzle [88] para una descripcio´n de todas estas
variantes de ACO. En esta tesis doctoral no usaremos ninguno de estos modelos, sino que proponemos
uno nuevo, llamado ACOhg, que se presentara´ en la Seccio´n 5.3. ACOhg extiende los modelos de ACO
existentes introduciendo nuevas ideas y mecanismos para trabajar con grafos de gran dimensio´n. Es decir,
un algoritmo ACOhg se puede basar en un algoritmo ACO existente tal como AS, MMAS, etc., dando
lugar al correspondiente AShg, MMAShg, etc. El algoritmo ACOhg usado en esta tesis se basa en un
MMAS al que se le ha an˜adido el mecanismo de actualizacio´n local de feromonas de ACS para aumentar
su capacidad de exploracio´n. Aunque describiremos el algoritmo con detalle en la Seccio´n 5.3, en el resto
de esta seccio´n describimos la fase de construccio´n y de actualizacio´n de feromona que se usa en ACOhg,
por ser comu´n a otros modelos de ACO.
Fase de construccio´n
Como mencionamos arriba, en la fase de construccio´n las hormigas seleccionan estoca´sticamente el
siguiente nodo en el grafo para formar la solucio´n. En concreto, cuando la hormiga k esta´ en el nodo i




, donde j ∈ L(i) , (4.40)
donde L(i) es el conjunto de nodos sucesores del nodo i, y α y β son dos para´metros del algoritmo que
determinan la influencia relativa del rastro de feromona y el valor heur´ıstico en la construccio´n del camino,
respectivamente (ve´ase la Figura 4.7).











Figura 4.7: Una hormiga durante la fase de construccio´n.
Actualizacio´n de feromona
Durante la fase de construccio´n, los rastros de feromona asociados con los arcos que las hormigas
recorren se actualizan usando la expresio´n
τi j ← (1 − ξ)τi j , (4.41)
donde ξ controla la evaporacio´n de la feromona durante la fase de construccio´n y cumple 0 < ξ < 1. Este
mecanismo, propio de ACS, aumenta la exploracio´n del algoritmo, ya que reduce la probabilidad de que
una hormiga siga el camino de una hormiga anterior.
Tras la fase de construccio´n, los rastros de feromona se evaporan parcialmente utilizando la expresio´n
τi j ← (1 − ρ)τi j ,∀(i, j) ∈ L , (4.42)
donde ρ es la tasa de evaporacio´n de feromonas y debe cumplir 0 < ρ ≤ 1. Finalmente, en los arcos
correspondientes a la mejor solucio´n encontrada hasta el momento, se deposita una cantidad de feromona
que depende de la calidad de la solucio´n
τi j ← τi j + ∆τbsi j , ∀(i, j) ∈ L , (4.43)
donde ∆τbsi j es la cantidad de feromona que la hormiga asociada a la mejor solucio´n encontrada deposita
en el arco (i, j). En un problema de maximizacio´n, este valor es el que toma la funcio´n de fitness en dicha
solucio´n. En un problema de minimizacio´n (como el que abordamos en esta tesis) es la inversa del valor
de fitness de la solucio´n.
EnMMAS [88] hay un mecanismo para evitar la convergencia prematura del algoritmo que tambie´n
usamos aqu´ı. La idea es mantener el valor de los rastros de feromona del algoritmo en un intervalo dado
[τmin, τmax] para mantener por encima de un determinado umbral la probabilidad de seleccionar un nodo.










donde Q es el mayor valor de fitness encontrado si el problema es de maximizacio´n o la inversa del mı´nimo
valor de fitness si el problema es de minimizacio´n. El para´metro a controla el taman˜o del intervalo.
Cuando un rastro de feromona es mayor que τmax se modifica su valor a τmax y, del mismo modo, cuando
es menor que τmin se le asigna τmin. Cada vez que se encuentra una solucio´n mejor, los valores τmax y τmin
se actualizan consecuentemente y todas los rastros de feromonas se comprueban para mantenerlos dentro
del intervalo [τmin, τmax].
4.5. Conclusiones
En este cap´ıtulo hemos ofrecido una introduccio´n al campo de las metaheur´ısticas. En primer lu-
gar, hemos dado las definiciones previas y hemos introducido una extensio´n de la definicio´n formal de
metaheur´ıstica propuesta por Gabriel Luque en su tesis doctoral [183].
En segundo lugar, hemos incluido un repaso por las te´cnicas ma´s importantes y populares dentro de
este campo. Estas breves descripciones han sido realizadas siguiendo una clasificacio´n de las metaheur´ısti-
cas que las dividen en dos clases, atendiendo al nu´mero de soluciones tentativas con la que trabajan en
cada iteracio´n: metaheur´ısticas basadas en trayectoria y en poblacio´n. Tras este repaso hemos introducido
las metaheur´ısticas paralelas indicando las distintas formas de paralelismo consideradas en la literatura
para cada clase de metaheur´ıstica (trayectoria y poblacio´n).
Por u´ltimo, hemos descrito con detalle los algoritmos metaheur´ısticos utilizados en esta tesis. Estas
descripciones han sido generales y se han ocultado detalles que dependen de la aplicacio´n concreta a los
problemas. Estos detalles sera´n desvelados en el cap´ıtulo de propuestas metodolo´gicas.
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Parte II
Resolucio´n de los problemas de





En este cap´ıtulo concentramos las aportaciones metodolo´gicas realizadas en esta tesis doctoral. Hemos
dividido la descripcio´n de las propuestas en tres secciones que se corresponden con los tres problemas de
Ingenier´ıa del Software abordados. En la Seccio´n 5.1 describimos los detalles de la metodolog´ıa empleada
para resolver el problema de planificacio´n de proyectos software. En segundo lugar, la propuesta realizada
para la generacio´n automa´tica de casos de prueba se analiza en la Seccio´n 5.2. Por u´ltimo, los detalles de
las te´cnicas empleadas para resolver el problema de bu´squeda de violaciones de propiedades de seguridad
en sistemas concurrentes se describen en la Seccio´n 5.3.
5.1. Propuesta para la planificacio´n de proyectos software
El objetivo en el problema de planificacio´n de proyectos software es estudiar las ventajas de aplicar una
te´cnica metaheur´ıstica simple, como es un algoritmo gene´tico con representacio´n binaria, a la resolucio´n
de diferentes instancias del problema. Nos proponemos mostrar que dicha te´cnica, au´n siendo simple,
permite a un gestor de proyectos software ensayar distintas configuraciones para los proyectos.
Con el objetivo de aplicar el algoritmo gene´tico a un gran conjunto de instancias, hemos desarrollado
un generador de instancias para este problema. Dicho generador se encuentra descrito en la Seccio´n 5.1.1.
Por otro lado, los detalles de la representacio´n, operadores y funcio´n de fitness utilizados en el algoritmo
gene´tico se describen en la Seccio´n 5.1.2.
5.1.1. Generador de instancias
Para realizar un estudio significativo debemos analizar varias instancias del problema de planificacio´n
en lugar de centrarnos so´lo en una, lo cual podr´ıa llevarnos a conclusiones espec´ıficas de la instancia y
no del problema en general. Para hacer esto, hemos desarrollado un generador de instancias que crea
proyectos software ficticios a partir de un conjunto de para´metros tales como el nu´mero de tareas, el
nu´mero de empleados, etc. Un generador de instancias es una aplicacio´n fa´cilmente configurable que genera
instancias con la dificultad deseada. El uso del generador de instancias elimina la posibilidad de ajustar
los algoritmos para una instancia particular, permitiendo una comparacio´n ma´s justa entre diferentes
algoritmos. Con un generador de instancias los algoritmos se pueden evaluar sobre un gran nu´mero
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de instancias del problema y, consecuentemente, aumenta el poder predictivo de los resultados para el
problema en general. En esta seccio´n describiremos con detalle el generador de instancias desarrollado.
Los componentes de nuestras instancias son: empleados, tareas, habilidades, y el grafo de preceden-
cia de tareas (TPG). Cada uno de estos componentes tiene varios para´metros que debe determinar el
generador de instancias. Hay dos tipos de valores a generar: valores nume´ricos simples y conjuntos. Para
los valores nume´ricos, el usuario especifica una distribucio´n de probabilidad y los valores se generan
muestreando dicha distribucio´n. En el caso de conjuntos, el usuario proporciona una distribucio´n de pro-
babilidad para su cardinalidad. Una vez generado el valor para la cardinalidad del conjunto, los elementos
de e´ste se eligen aleatoriamente de su universo hasta formar un conjunto con la cardinalidad indicada.
Todas las distribuciones de probabilidad se especifican en un fichero de configuracio´n. E´ste es un fichero
de texto plano que contiene pares atributo-valor. Podemos ver un fichero de ejemplo en la Figura 5.1.
Cada para´metro de la instancia tiene un nombre clave en el fichero de configuracio´n. Estos nombres se
incluyen en la Tabla 5.1. El valor asociado a un nombre clave es una cadena de caracteres que representa
el nombre de la distribucio´n de probabilidad que se usara´ para generar el valor del para´metro. Las
distribuciones de probabilidad tienen para´metros que se especifican con pares atributo-valor adicionales
de la forma: <clave>.parameter.<param> = <valor>. Por ejemplo, la propiedad employee.skill en el
fichero de ejemplo de la Figura 5.1 indica que el empleado tiene 6 o 7 de las 10 habilidades posibles
(propiedad skill.number).
Tabla 5.1: Atributos del fichero de configuracio´n y sus para´metros asociados.
Clave Para´metro
task.number Nu´mero de tareas
task.cost Esfuerzo de las tareas
task.skill Nu´mero de habilidades requeridas de las tareas
employee.number Nu´mero de empleados
employee.salary Salario de los empleados
employee.skill Nu´mero de habilidades de los empleados
employee.maxded Ma´xima dedicacio´n de los empleados
graph.e-v-rate Fraccio´n arcos/ve´rtices del TPG
skill.number Cardinalidad del conjunto de habilidades
random.seed Semilla aleatoria (opcional)
El generador de instancias lee el fichero de configuracio´n y genera las habilidades, las tareas, el TPG,
y los empleados, en ese orden. Para cada tarea, genera el valor de esfuerzo y el conjunto de habilidades
requeridas. Para cada empleado genera el salario y el conjunto de habilidades. El pseudoco´digo del
generador de instancias se muestra en el Algoritmo 4.
Los valores nume´ricos de una instancia son: el nu´mero de tareas, el esfuerzo de las tareas, el nu´mero
de empleados, el salario de los empleados, la ma´xima dedicacio´n de los empleados y el nu´mero de habi-
lidades. Los conjuntos de una instancia son: las habilidades requeridas de las tareas, las habilidades de
los empleados, y el conjunto de arcos del TPG. Para el conjunto de arcos no especificamos una distribu-
cio´n para la cardinalidad directamente, sino para el cociente arcos/ve´rtices, es decir, el valor nume´rico
generado se multiplica por el nu´mero de tareas para obtener el nu´mero de arcos del TPG.
Utilizaremos el generador de instancias con diferentes configuraciones, es decir, diferente nu´mero de
tareas, empleados, y habilidades. La dificultad de las instancias depende de estos para´metros. Por ejemplo,
esperamos que las instancias con mayor nu´mero de tareas sean ma´s dif´ıciles que aque´llas con un conjunto
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Figura 5.1: Un ejemplo de fichero de configuracio´n para el generador de instancias.
ma´s pequen˜o, como en los proyecto reales. Esto es de sentido comu´n, ya que es ma´s dif´ıcil hacer ma´s
trabajo con el mismo nu´mero de empleados (sin trabajar horas extra). Siguiendo este razonamiento,
cuando incrementemos el nu´mero de empleados mientras mantenemos el nu´mero de tareas esperamos
que el generador produzca instancias ma´s sencillas. No obstante, estas reglas no se cumplen a veces en
proyectos software complejos, ya que existen otros para´metros que tienen una influencia en la dificultad
de una instancia. Uno de estos para´metros es el TPG: con el mismo nu´mero de tareas, un proyecto puede
ser abordado con menos empleados en el mismo tiempo que otro proyecto con diferente TPG.
Por otro lado, si comparamos las instancias con el mismo nu´mero de tareas esperamos que, conforme
el nu´mero de empleados aumente, el proyecto dure menos. No obstante, con un incremento en el nu´mero
de empleados identificamos dos efectos opuestos asociados al coste: con ma´s empleados trabajando, el
coste mensual aumenta; pero al mismo tiempo la duracio´n del proyecto se reduce y, con ello, el coste
total del proyecto. Por tanto, no podemos concluir nada a priori acerca del coste del proyecto a partir
del nu´mero de empleados.
Con respecto al nu´mero de habilidades del proyecto, esperamos que las instancias que tengan un
mayor nu´mero de habilidades sean ma´s dif´ıciles de resolver. Con ma´s habilidades, tenemos ma´s empleados
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Algoritmo 4 Pseudoco´digo del generador de instancias
S = sample (skill.number); {sample genera un nu´mero aleatorio siguiendo la distribucio´n indicada}
SK = {1,. . . ,S};
T = sample (task.number);
for i = 1 to T do
tefforti = sample (task.cost);
tskillsi = ∅;
card = sample (task.skill);
for j = 1 to card do






evrate = sample (graph.e-v-rate);
A = ∅;
for i = 1 to evrate ∗ T do
edge = random ({(ta, tb)|1 ≤ a < b ≤ T}/A);
A = A ∪ {edge};
end for
E = sample (employee.number);
for i = 1 to E do
esalaryi = sample (employee.salary);
emaxdedi = sample (employee.maxded);
eskillsi = ∅;
card = sample (employee.skill);
for j = 1 to card do






especializados y esperamos necesitar ma´s empleados para cubrir las habilidades requeridas de las tareas.
Por esto, los empleados trabajan en ma´s tareas y probablemente algunos de ellos pueden exceder su grado
de dedicacio´n ma´ximo haciendo que la solucio´n no sea factible. Todas estas cuestiones hacen que sea muy
importante para el gestor de proyectos tener una herramienta automa´tica para tomar decisiones.
5.1.2. Detalles del GA
En esta seccio´n discutimos la representacio´n de la solucio´n y la funcio´n de fitness usada en el algoritmo
gene´tico. Como dijimos en la Seccio´n 3.1.1, una solucio´n al problema es una matriz X cuyos elementos
xi j son nu´meros reales no negativos y representan el grado de dedicacio´n del empleado ei a la tarea t j.
En todas las instancias generadas para realizar los experimentos del Cap´ıtulo 6 consideramos que ningu´n
empleado trabaja horas extra, as´ı que la dedicacio´n ma´xima de todos los empleados es 1. Por esta razo´n, el
valor ma´ximo para xi j es 1, con lo que xi j ∈ [0, 1]. Por otro lado, usamos un GA con cromosomas binarios
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para representar las soluciones del problema. Por esto, necesitamos discretizar el intervalo [0, 1] para
codificar el grado de dedicacio´n xi j. Distinguimos ocho valores en este intervalo que esta´n uniformemente
distribuidos. Para la representacio´n usamos tres bits por cada elemento de la matriz X y almacenamos
e´sta por filas en el cromosoma1 x. La longitud del cromosoma es el nu´mero de empleados por el nu´mero
de tareas multiplicado por tres, es decir, 3 · E · T. La Figura 5.2 muestra la representacio´n usada.
Cromosoma x























Figura 5.2: Representacio´n de una solucio´n en el algoritmo gene´tico.
Aunque para el algoritmo gene´tico una solucio´n es una cadena de bits, en realidad dicha cadena
representa una matriz. Por este motivo, en lugar de utilizar un operador de recombinacio´n tradicional
para cadenas de bits, como SPX, DPX o UX, hemos optado por emplear un operador espec´ıfico para
cadenas binarias que representan matrices o tablas: el operador de recombinacio´n de un punto para
tablas [278]. Este operador selecciona aleatoriamente una fila y una columna (la misma en ambos padres)
y posteriormente cambia los elementos del cuadrante superior izquierdo e inferior derecho de ambos
individuos (ve´ase la Figura 5.3). En nuestro caso, el operador so´lo puede seleccionar columnas mu´ltiplo
de tres, para no romper las secuencias de bits que representan cada valor xi j de la solucio´n. Como operador
de mutacio´n utilizamos la inversio´n de bits.
Figura 5.3: Recombinacio´n de un punto para tablas.
Para calcular el fitness de un cromosoma x usamos la siguiente expresio´n:
f (x) =
{
1/q si la solucio´n es factible
1/(q + p) en otro caso , (5.1)
1No se debe confundir el cromosoma x con la matriz X a la que representa.
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donde
q = wcost · pcost + wdur · pdur , (5.2)
y
p = wpenal + wundt · undt + wreqsk · reqsk + wover · pover . (5.3)
La funcio´n de fitness tiene dos te´rminos: el coste de la solucio´n (q) y la penalizacio´n para soluciones
no factibles (p). Ambos te´rminos aparecen en el denominador porque el objetivo es minimizarlos, es decir,
maximizar f (x). El primer te´rmino es la suma ponderada del coste del proyecto (pcost) y su duracio´n (pdur).
En este te´rmino, wcost y wdur son valores que ponderan la importancia relativa de los dos objetivos. Estos
pesos permiten adaptar la funcio´n de fitness de acuerdo a las necesidades del gestor del proyecto. Por
ejemplo, si reducir el coste de un proyecto es una prioridad, el correspondiente peso (wcost) debe ser alto.
No obstante, debemos tener en cuenta el orden de magnitud del coste y la duracio´n del proyecto. Esto se
puede hacer estableciendo los pesos al valor 1 y ejecutando el GA varias veces. Despue´s, el peso asociado
al coste se divide por la media del coste del proyecto y el peso asociado a la duracio´n se divide por la media
de la duracio´n del proyecto. De esta forma, los te´rminos ponderados asociados al coste del proyecto y a la
duracio´n se encontrara´n en el mismo orden de magnitud. A partir de ese momento el gestor del proyecto
puede ensayar diferentes valores para los pesos con el objetivo de adaptar las soluciones propuestas por
el GA a sus prioridades.
El te´rmino de penalizacio´n p es la suma ponderada de los para´metros de la solucio´n que la hacen no
factible, es decir: el trabajo extra del proyecto (pover), el nu´mero de tareas sin empleado asociado (undt),
y el nu´mero de habilidades au´n requeridas para realizar todas las tareas del proyecto (reqsk). Cada uno de
estos para´metros es ponderado y sumado a la constante de penalizacio´n wpenal. Esta constante se incluye
para separar el rango de valores de fitness de las soluciones factibles y no factibles. Los pesos asociados con
las penalizaciones deben aumentarse hasta obtener un gran nu´mero de soluciones factibles. Los valores de
los pesos usados en nuestros experimentos se encuentran en la Tabla 5.2. Se han obtenido explorando varias
soluciones con el objetivo de mantener todos los te´rminos de la suma en el mismo orden de magnitud.








5.2. Propuesta para la generacio´n de casos de prueba
En esta seccio´n describimos el generador de casos de prueba propuesto y el proceso completo de
generacio´n de casos de prueba. En primer lugar, debemos especificar el criterio de adecuacio´n para
formalizar el objetivo del generador. Como mencionamos en la Seccio´n 3.2.1, usamos como criterio de
adecuacio´n la cobertura de condiciones que, como demostramos en dicha seccio´n, implica a la cobertura
de condiciones-decisiones [206] para los programas C.
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Nuestro generador descompone el objetivo global (el criterio de cobertura de condiciones) en varios
objetivos parciales consistiendo cada uno en hacer que un predicado ato´mico tome un determinado valor
lo´gico [20]. Por ejemplo, de los fragmentos del grafo de control de flujo de la Figura 5.4 podemos extraer
seis objetivos parciales: hacer el predicado ato´mico 1 cierto, hacerlo falso, etc. Despue´s, cada objetivo
parcial es tratado como un problema de optimizacio´n en el que la funcio´n a minimizar es una distancia,
que detallamos en la siguiente seccio´n, entre el caso de prueba actual y un caso de prueba que satisface
el objetivo parcial. En la resolucio´n del problema de minimizacio´n as´ı planteado es donde incorporamos
las te´cnicas metaheur´ısticas.





























Objetivo parcial (c3 cierto)
Caso de prueba actual
Figura 5.4: Identificamos seis objetivos parciales en este fragmento de diagrama de control de flujo.
5.2.1. Funcio´n de distancia
Siguiendo el planteamiento anterior, tenemos que resolver varios problemas de minimizacio´n: uno por
cada predicado ato´mico y valor lo´gico. La funcio´n de distancia depende de la expresio´n del predicado
particular asociado al objetivo parcial y de los valores de las variables del programa cuando el predicado
es alcanzado. Por tanto, so´lo puede ser calculada si el flujo del programa alcanza dicho predicado ato´mico,
en otro caso la distancia toma en nuestra implementacio´n el mayor valor posible para los nu´meros reales
en una ma´quina. En la Tabla 5.3 mostramos la funcio´n de distancia para cada tipo de predicado ato´mico
y cada valor lo´gico deseado. Las expresiones de las funciones de distancia han sido disen˜adas para que
sean diferenciables y su minimizacio´n implique la satisfaccio´n del objetivo parcial. Algunas de ellas se
pueden encontrar en trabajos previos [206].
Cuando un predicado ato´mico no se alcanza, su funcio´n de distancia asociada toma el valor real ma´s
alto que permite la representacio´n IEEE 754 de 64 bits (es decir, 21024 − 2971). La funcio´n de distancia
toma tambie´n este valor cuando alguno de los argumentos de entrada esta´ fuera del rango va´lido para ese
argumento. Por ejemplo, si el primer argumento de una funcio´n o programa objeto debe ser un entero
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Tabla 5.3: Funciones de distancia para los distintos tipos de predicados ato´micos y valores lo´gicos. Las
variables a y b son nume´ricas (enteras o reales).
Predicado ato´mico Expresio´n para cierto Expresio´n para falso
a < b a − b b − a
a <= b a − b b − a
a == b (b − a)2 (1 + (b − a)2)−1
a != b (1 + (b − a)2)−1 (b − a)2
a (1 + a2)−1 a2
comprendido entre 1 y 10, cada vez que se intente evaluar el programa usando como primer argumento
un entero menor que 1 o mayor que 10, la funcio´n de distancia tomara´ el ma´ximo valor de los reales.
5.2.2. Instrumentacio´n del programa objeto
Para obtener informacio´n sobre el valor de distancia y los predicados ato´micos alcanzados durante una
ejecucio´n, an˜adimos ciertas instrucciones al co´digo fuente del programa objeto. La instrumentacio´n debe
realizarse con sumo cuidado para evitar cambiar el comportamiento del programa. En nuestro caso lo
hacemos de forma automa´tica con una aplicacio´n propia que hemos desarrollado. Esta aplicacio´n analiza
el co´digo fuente en C y genera un nuevo programa modificado listo para ejecutar el programa original
y devolver, adema´s, informacio´n sobre su funcionamiento. La modificacio´n consiste en transformar cada
predicado ato´mico en una expresio´n cuyo valor es el mismo que el del predicado ato´mico original, pero
adema´s tiene un efecto lateral inofensivo para el comportamiento del programa: informa sobre el valor
lo´gico que toma, y el valor de distancia asociado al predicado ato´mico. Si <cond> es un predicado ato´mico




donde <ncond> es el nu´mero del predicado ato´mico en el programa, <true expr> y <false expr> son las
expresiones de fitness para los valores cierto y falso del predicado ato´mico, inform es una funcio´n que
informa al generador de casos de prueba sobre el predicado ato´mico alcanzado y su valor, y distance es
una funcio´n que informa sobre el valor de distancia. Esta transformacio´n no modifica el comportamiento
funcional del programa a menos que el predicado ato´mico original tenga un efecto lateral2. Para evitar
esto u´ltimo, antes de utilizar la aplicacio´n para instrumentar el programa, lo examinamos en busca de
predicados ato´micos con efectos laterales y lo modificamos manualmente. Nuestra actual versio´n de la
aplicacio´n de traduccio´n puede transformar todos los predicados ato´micos no vac´ıos que aparecen en
las instrucciones for, while, do-while, e if. Por ahora, debemos transformar manualmente todas las
sentencias switch y las expresiones (a?b:c) en una de las instrucciones soportadas.
El co´digo modificado se compila y se enlaza con un fichero objeto (instr.o) que contiene las funciones
que sera´n invocadas por las nuevas instrucciones an˜adidas para transmitir la informacio´n requerida al
generador de casos de prueba. El resultado es un fichero ejecutable que sera´ usado durante el proceso de
generacio´n de casos de prueba. El proceso completo de instrumentacio´n se resume en la Figura 5.5.
2La razo´n de esto es que las expresiones de fitness se forman combinando los operandos de los predicados ato´micos.
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Figura 5.5: Proceso de instrumentacio´n.
El fichero ejecutable resultante se debe lanzar con un programa especial: launcher. Este programa
actu´a como puente entre el programa ejecutable modificado y el generador de casos de prueba (ve´ase la
Figura 5.6). Escribe en la salida esta´ndar toda la informacio´n sobre los predicados ato´micos evaluados en
el programa objeto. Durante la evaluacio´n de un caso de prueba, cuando el generador ejecuta el programa
objeto modificado, se elabora un informe (predicados ato´micos alcanzados y los valores de distancia) que
es transmitido al generador. Con esta informacio´n el generador mantiene una tabla de cobertura donde
almacena por cada predicado ato´mico dos conjuntos de casos de prueba: los que hacen el predicado cierto
y los que lo hacen falso. Esta tabla es una importante estructura de datos interna que se consulta durante
la generacio´n de casos de prueba para comprobar el grado de cumplimiento del criterio de adecuacio´n.
Diremos que un predicado ha sido alcanzado si al menos uno de los conjuntos es no vac´ıo. Por otro lado,
diremos que un predicado ha sido cubierto si los dos conjuntos son no vac´ıos.
5.2.3. El proceso de generacio´n
Una vez que se han presentado las funciones de distancia y los detalles de la instrumentacio´n pode-
mos centrarnos en la generacio´n de casos de prueba. El bucle principal del generador se muestra en la
Figura 5.6. Al comienzo de la generacio´n se crean algunos casos de prueba aleatorios (10 en nuestros
experimentos) que alcanzan so´lo algunos predicados. Despue´s, comienza el bucle principal del generador
donde, en primer lugar, se selecciona un objetivo parcial no cubierto, es decir, un predicado alcanzado
pero no cubierto. La eleccio´n del objetivo parcial no es aleatoria, siempre se elige un objetivo parcial
con una predicado ato´mico asociado previamente alcanzado. En concreto, se elige el objetivo parcial que,
cumpliendo lo anterior, es el siguiente al objetivo recie´n abordado.
Por ejemplo, supongamos que los bloques sombreados de la Figura 5.7 representan las sentencias
ejecutadas del programa para un caso de prueba particular. Entonces, so´lo los valores de las funciones de
distancia asociadas a los objetivos parciales c1f y c3f se pueden calcular. La evaluacio´n de las funciones
asociadas a c2f y c2c dara´ como resultado el mayor valor de los reales porque el flujo no ha alcanzado
au´n el predicado c2.
Cuando el objetivo ha sido elegido, se usa el algoritmo de optimizacio´n para buscar casos de prueba
que hagan que el predicado tome el valor no cubierto au´n. El algoritmo de optimizacio´n se inicializa con
al menos un caso de prueba que permite alcanzar el predicado elegido. El algoritmo explora diferentes
casos de prueba y usa los valores de distancia para guiar la bu´squeda. Durante esta bu´squeda se pueden
encontrar casos de prueba que cubran otros objetivos parciales au´n por satisfacer. Estos casos de prueba
son usados tambie´n para actualizar la tabla de cobertura. De hecho, podemos establecer como condicio´n
de parada del algoritmo de optimizacio´n cubrir un objetivo parcial no cubierto au´n (estudiaremos esta
alternativa en el Cap´ıtulo 7). Tras ejecutar el algoritmo de optimizacio´n e independientemente del e´xito de
la bu´squeda, el cuerpo del bucle principal se ejecuta de nuevo y se elige otro objetivo parcial (el siguiente).













Figura 5.6: Generacio´n de casos de prueba.
Objetivo parcial c1 falso (c1f)
Distancia: 2.1
Objetivo parcial c3 falso (c3f)
Distancia: 3.4
Objetivos parciales c2 * (c2-*)
Distancia: ??
Figura 5.7: En esta situacio´n so´lo se pueden calcular las funciones de distancia de los objetivos parciales
c1f y c3f.
Este esquema se repite hasta que se consigue cobertura total o se alcanza un nu´mero preestablecido de
fracasos del algoritmo de optimizacio´n (10 en nuestros experimentos).
Cuando usamos algoritmos de optimizacio´n descentralizados, tales como un algoritmo evolutivo dis-
tribuido, tenemos varios subalgoritmos trabajando de forma independiente con algunas interconexiones
poco frecuentes entre ellos. En este caso podemos asignar un objetivo parcial distinto a cada subalgorit-
mo. Si todos los objetivos parciales se resuelven aproximadamente al mismo tiempo, la bu´squeda deber´ıa
acelerarse. Esta alternativa sera´ analizada tambie´n en el Cap´ıtulo 7.
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while(1)
{
/* El predicado anterior










Figura 5.8: Dos fragmentos de co´digo que impiden a un programa alcanzar 100% de cobertura de condi-
ciones. El de la izquierda produce una pe´rdida dependiente del co´digo y el de la derecha una pe´rdida
dependiente del entorno.
5.2.4. Medidas de cobertura
Para terminar con la descripcio´n del generador debemos discutir las medidas de cobertura usadas
para presentar los resultados del generador. La medida ma´s simple es el cociente entre los objetivos
parciales cubiertos y el nu´mero total de objetivos parciales (ve´ase la Seccio´n 3.2.1 para ma´s detalles
sobre medidas de cobertura concretas). Este valor expresado en porcentaje se conoce como porcentaje de
cobertura (porcentaje de cobertura de condiciones, en nuestro caso). Aunque e´sta es la forma ma´s simple
de medir la eficacia del generador, no es la ma´s apropiada. La razo´n es que existen programas para los
que es imposible conseguir una cobertura total, ya que tienen objetivos parciales inalcanzables. En este
caso se produce una pe´rdida de cobertura que es independiente de la te´cnica usada para la generacio´n de
casos de prueba. Por ejemplo, un bucle infinito tiene un predicado que siempre es verdadero y nunca falso
(Figura 5.8 izquierda). Otro ejemplo es el predicado (sign(x)>2), donde la funcio´n sign puede devolver
so´lo tres valores: -1, 0, +1. En este caso hablamos de pe´rdida de cobertura dependiente del co´digo. No
obstante, hay otro factor que puede producir una pe´rdida de cobertura inevitable: el entorno en el que
el programa se ejecuta. Por ejemplo, si un programa pide una pequen˜a cantidad de memoria dina´mica y
despue´s comprueba si la asignacio´n tuvo e´xito, lo ma´s probable es que lo tenga en todas las ejecuciones
del programa y el predicado que comprueba si hay error sea siempre falso. En este caso decimos que
hay una pe´rdida de cobertura dependiente del entorno (Figura 5.8 derecha). Cuando se da una de estas
situaciones ningu´n generador de casos de prueba es capaz de conseguir cobertura total y puede parecer
ineficaz cuando, en realidad, no es as´ı. Por ejemplo, podemos obtener un porcentaje de cobertura bajo
en un programa, pero esta cobertura podr´ıa ser la mayor que se puede conseguir.
Nosotros buscamos una medida de cobertura que tenga en cuenta las pe´rdidas en la medida de lo
posible: una medida que alcance su valor ma´ximo cuando es imposible cubrir ma´s objetivos parciales.
Por ello, hemos introducido otra medida que denominamos cobertura corregida y que se calcula como el
cociente entre el nu´mero de objetivos parciales cubiertos y los alcanzables. En esta medida los objetivos
parciales inalcanzables no se tienen en cuenta, sin ninguna pe´rdida de informacio´n o desventaja para la
generacio´n de casos de prueba. La cobertura corregida es u´til para comparar el rendimiento del generador
de casos de prueba en diferentes programas. De este modo, podemos ordenar los programas de acuerdo
a su dificultad para un generador dado. Si usa´ramos la medida simple de cobertura podr´ıamos clasificar
a un programa como dif´ıcil cuando, en realidad, tiene muchos objetivos parciales inalcanzables pero los
objetivos alcanzables son fa´ciles de cubrir. No obstante, el ca´lculo de la cobertura corregida requiere
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conocer los objetivos parciales inalcanzables. En pequen˜os programas estos objetivos parciales pueden
ser fa´cilmente determinados, pero en grandes programas puede ser una tarea muy dif´ıcil (podr´ıa ser un
problema NP-duro en s´ı mismo). En estos casos la cobertura corregida no es pra´ctica. En los experimentos
de esta tesis, decidimos por observacio´n humana si un objetivo parcial es alcanzable o no y los objetivos
parciales inalcanzables se indican al generador de casos de prueba mediante ficheros de configuracio´n.
Usamos la cobertura corregida en los experimentos para evitar la pe´rdida dependiente del co´digo. La
pe´rdida dependiente del entorno es ma´s dif´ıcil de evitar y la cobertura corregida no la considera.
Tras la discusio´n previa sobre las medidas de cobertura y la introduccio´n de la cobertura corregida,
necesitamos modificar el modo en que se realiza la seleccio´n del objetivo parcial al principio del bucle
principal del generador de casos de prueba para contar correctamente el nu´mero de evaluaciones requeridas
para alcanzar la cobertura registrada. La modificacio´n consiste en no tener en cuenta los objetivos parciales
no alcanzables en la seleccio´n. As´ı pues, los predicados asociados a objetivos parciales inalcanzables se
marcan y el generador no intenta cubrirlos. Lo ma´s que se conseguira´ en estos predicados sera´ alcanzarlos.
5.2.5. Detalles de las metaheur´ısticas empleadas
La aportacio´n original en este problema ha sido, por un lado, la aplicacio´n de te´cnicas metaheur´ısticas
nunca antes usadas para la generacio´n automa´tica de casos de prueba y, por otro, un estudio detallado del
rendimiento de algoritmos evolutivos distribuidos. En el primer caso, las nuevas metaheur´ısticas aplicadas
son ES y PSO. En ambas las soluciones del problema se representan mediante vectores de nu´meros reales,
lo cual permite explorar completamente el espacio de bu´squeda del problema. Esto contrasta con otros
trabajos previos en los que los valores de los argumentos de entrada del programa se restringen a valores
enteros y se acotan, reduciendo el espacio de bu´squeda [70, 244, 261]. Puesto que GA ha sido la te´cnica
ma´s popular dentro de la generacio´n evolutiva de casos de prueba, incluimos en nuestros estudios un GA
que, a diferencia de propuestas previas [261], posee representacio´n real de los argumentos de entrada del
programa. De esta forma, podemos comparar la efectividad de ES y PSO frente a la de GA en igualdad
de condiciones y no es posible achacar las diferencias encontradas a la representacio´n de los casos de
prueba. En cuanto al estudio de los algoritmos distribuidos, los algoritmos escogidos fueron ES y GA
junto con sus variantes distribuidas. A continuacio´n describiremos algunos detalles particulares de las
te´cnicas aplicadas a la generacio´n automa´tica de casos de prueba.
Detalles de ES
Los programas utilizados en los experimentos admiten argumentos reales y enteros u´nicamente. En la
ES, cada argumento se representa con un valor real. En el caso de que el argumento correspondiente sea
un nu´mero entero, se redondea el valor real asociado en el vector solucio´n.
Detalles de PSO
La versio´n de PSO utilizada representa las soluciones al problema mediante vectores de nu´meros
reales. Al igual que en la ES, cuando el programa posee un argumento entero, se redondea el valor real
asociado al argumento antes de ejecutar el programa.
El algoritmo PSO tiende a converger ra´pidamente, especialmente en el problema que nos ocupa,
cuya funcio´n de fitness contiene muchas zonas planas (plateaus). Por este motivo, decidimos incorporar
a la te´cnica un operador que an˜ade un valor aleatorio a las velocidades de la mitad de las part´ıculas
(escogidas aleatoriamente) si la mejor solucio´n del cu´mulo no mejora tras una iteracio´n. La magnitud
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de la perturbacio´n an˜adida va creciendo exponencialmente (se multiplica por 10) conforme aumenta el
nu´mero de iteraciones consecutivas sin mejora.
Detalles de GA
El algoritmo gene´tico usado para este problema usa como cromosoma un vector de valores nume´ricos,
que pueden ser reales o enteros. Los operadores de recombinacio´n ma´s populares para los GA (SPX, DPX
y UX) se pueden aplicar a esta representacio´n sin ma´s que cambiar los bits por componentes del vector.
El operador de mutacio´n utilizado para esta representacio´n an˜ade a cada componente del vector un
valor aleatoriamente generado siguiendo una distribucio´n normal con media cero. La desviacio´n esta´ndar
de esta normal y la probabilidad de aplicar la mutacio´n a un individuo son para´metros del operador.
5.2.6. Representacio´n y funcio´n de fitness
La funcio´n de fitness usada en la bu´squeda no es exactamente la funcio´n de distancia. Queremos evitar
valores negativos de fitness para poder aplicar operadores de seleccio´n que dependen directamente del
valor de la funcio´n de fitness, tales como la seleccio´n por ruleta. Por esta razo´n, transformamos el valor
de distancia usando una funcio´n arco tangente que lleva el conjunto de los nu´meros reales a un intervalo
acotado. La funcio´n de fitness resultante es:
f (x) = pi/2 − arctan(distance(x)) + 0.1 . (5.4)
En la expresio´n anterior, multiplicamos el arctan por −1 debido a que los algoritmos que aplicamos a
este problema esta´n disen˜ados para maximizar la funcio´n de fitness. Adema´s, necesitamos an˜adir el valor
pi/2 a la expresio´n para obtener siempre un valor positivo. Finalmente, el valor 0.1 se usa para no obtener
valores negativos cuando existe alguna pe´rdida de precisio´n en el ca´lculo.
5.3. Propuesta para la bu´squeda de violaciones de propiedades
de seguridad en sistemas concurrentes
Como mencionamos en la Seccio´n 3.3.3, el problema de buscar violaciones de propiedades de seguridad
en sistemas concurrentes puede ser transformado en un problema de bu´squeda de un nodo objetivo en un
grafo. Para la bu´squeda de este nodo podemos hacer uso de informacio´n heur´ıstica tal y como comentamos
en la Seccio´n 3.3.4. De entre las te´cnicas metaheur´ısticas, la que utiliza un grafo como escenario de
bu´squeda es la optimizacio´n basada en colonias de hormigas. Por este motivo, nos planteamos aplicar
ACO a la bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes. Tras una corta
reflexio´n surge, no obstante, un inconveniente: la explosio´n de estados afecta tambie´n drama´ticamente a
los modelos de ACO existentes. La solucio´n a este problema ha sido el desarrollo de un nuevo modelo
algor´ıtmico basado en las colonias de hormigas: ACOhg. En lo que sigue justificaremos y detallaremos
esta nueva te´cnica.
5.3.1. Justificacio´n de ACOhg
Los modelos de ACO que podemos encontrar en la literatura se pueden aplicar (y se han aplicado)
a problemas con un nu´mero de nodos n de varios millares. En estos problemas, el grafo de construccio´n
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tiene un nu´mero de arcos del orden de n2, es decir, varios millones de arcos, y la matriz de feromonas
requiere para su almacenamiento varios megabytes de memoria. Sin embargo, el esquema descrito no es
adecuado en problemas en los que el grafo de construccio´n tiene como mı´nimo del orden de 106 nodos (y
1012 arcos). Tampoco lo es cuando la cantidad de nodos no se conoce de antemano y los nodos y arcos del
grafo de construccio´n se generan conforme avanza la bu´squeda. Nosotros tratamos de resolver aqu´ı este
tipo de problemas. En efecto, el nu´mero de estados de un sistema concurrente es normalmente muy alto
incluso en pequen˜os modelos. Por ejemplo, el nu´mero de estados del modelo del problema de los filo´sofos
presentado en la Seccio´n 8.1 es 3n, donde n es el nu´mero de filo´sofos. Es decir, el nu´mero de estados crece
de forma exponencial con respecto al nu´mero de filo´sofos (taman˜o del modelo).
Discutamos las cuestiones que impiden a los modelos existentes resolver este tipo de problemas. En
primer lugar, en la fase de construccio´n, las hormigas de un ACO tradicional caminan hasta que construyen
una solucio´n completa. En la exploracio´n de un auto´mata de Bu¨chi una solucio´n completa es un camino
que termine en un estado de aceptacio´n. Si permitimos a las hormigas caminar por el grafo sin repetir
nodo hasta que encuentren un nodo objetivo, podr´ıan llegar a un nodo sin sucesores no visitados (un
nodo sin salida para las hormigas). Incluso si encuentran un nodo objetivo, puede ser necesario mucho
tiempo y memoria para construir una solucio´n candidata, ya que los nodos objetivo pueden estar muy
lejos del nodo inicial. A esto podemos an˜adir que ni siquiera tenemos asegurado que exista un estado de
aceptacio´n en el grafo, porque el modelo puede cumplir la propiedad que se intenta violar. Por tanto, no
es viable, en general, trabajar con soluciones completas como hacen los actuales modelos. Es necesario
poder trabajar con soluciones parciales. Queremos destacar que no estamos discutiendo aqu´ı un detalle de
implementacio´n, sino que tratamos con cuestiones que deben ser tenidas en cuenta en el disen˜o del nuevo
algoritmo para poder trabajar con problemas que tienen un grafo de construccio´n de gran dimensio´n.
Por otro lado, algunos modelos de ACO asumen que el nu´mero de nodos del grafo de construccio´n se
conoce de antemano y la cantidad inicial de feromona de cada arco depende de este nu´mero de nodos.
Este tipo de inicializacio´n no es posible cuando trabajamos con grafos de taman˜o desconocido. Tambie´n
debemos tener cuidado con la implementacio´n de los rastros de feromona. En los modelos previos, la
matriz de feromonas se almacena en un array, pero esto requiere conocer el nu´mero de nodos. En nuestro
caso, incluso si conocie´ramos dicho nu´mero, no podr´ıamos almacenar la matriz de feromonas en arrays
debido a la gran cantidad de memoria requerida (normalmente no disponible).
Para solventar las dificultades que surgen al trabajar con grafos de gran dimensio´n, proponemos un
nuevo modelo de ACO, llamado ACOhg (ACO for huge graphs), que es capaz de abordar problemas
con un grafo de construccio´n subyacente de taman˜o desconocido que se construye conforme avanza la
bu´squeda. Las principales cuestiones que tenemos que resolver esta´n relacionadas con la longitud de los
caminos de las hormigas, la funcio´n de fitness, y la cantidad de memoria usada para almacenar los rastros
de feromona. Abordaremos estas cuestiones a continuacio´n.
5.3.2. Longitud de los caminos de las hormigas
Una primera estrategia fundamental para evitar la, generalmente inviable, construccio´n de soluciones
completas consiste en limitar la longitud de los caminos trazados por las hormigas. Es decir, cuando el
camino construido por una hormiga alcanza cierta longitud l´ımite λant e´sta se detiene. De esta forma, la
fase de construccio´n se puede realizar en un tiempo acotado y con una memoria acotada. La limitacio´n de
la longitud de las hormigas implica que los caminos trazados por ellas no representan siempre soluciones
completas, sino que, en general, sera´n soluciones parciales. Necesitamos, por tanto, una funcio´n de fitness
que pueda evaluar estas soluciones parciales.
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La propuesta anterior resuelve el problema de las “hormigas errantes” pero introduce un nuevo proble-
ma: tenemos un nuevo para´metro para el algoritmo (λant). No es fa´cil establecer a priori cua´l es el mejor
valor para λant. Si se elige un valor menor que la profundidad3 de todos los nodos objetivo, el algoritmo
no encuentra ninguna solucio´n. Por tanto, debemos escoger un valor mayor que la profundidad de algu´n
nodo objetivo (de hecho, veremos en el cap´ıtulo de experimentos que este valor debe ser, en general,
varias veces mayor que la profundidad del nodo objetivo para obtener una buena tasa de e´xito). Esto
no es dif´ıcil cuando conocemos la profundidad de un nodo objetivo, pero normalmente se da la situacio´n
contraria, en cuyo caso podemos usar dos alternativas que dan lugar a dos variantes del modelo. En la





















Figura 5.9: Dos alternativas para alcanzar nodos objetivos a profundidad desconocida: te´cnica de expan-
sio´n (arriba) y te´cnica misionera (abajo). Mostramos instanta´neas de diferentes momentos de la bu´squeda.
La primera consiste en incrementar λant durante la bu´squeda si no se encuentra ningu´n nodo obje-
tivo. Al principio se asigna un valor bajo a λant y se incrementa en una cantidad dada δl cada cierto
nu´mero de pasos σi del algoritmo. De esta forma, en algu´n momento la longitud ma´xima de los caminos
sera´ suficientemente larga como para alcanzar algu´n nodo objetivo. Esta estrategia, llamada te´cnica de
expansio´n, es similar a la que usa IDA∗ y puede ser u´til cuando la profundidad de los nodos objetivos
no es muy alta. En caso contrario, la longitud de los caminos de las hormigas crecera´ mucho y lo mismo
sucedera´ con el tiempo y la memoria requeridos para construir estos caminos, convirtie´ndose el ACOhg
en un ACO tradicional de forma incremental.
La segunda alternativa consiste en comenzar la construccio´n del camino de las hormigas en nodos
diferentes durante la bu´squeda. Al principio las hormigas se colocan en el nodo inicial del grafo y el
algoritmo se ejecuta durante un nu´mero dado de pasos σs (llamado etapa). Si no se encuentra ningu´n
nodo objetivo, los u´ltimos nodos de los caminos construidos por las hormigas se usan como nodos iniciales
para las siguientes hormigas. En los siguientes pasos del algoritmo (segunda etapa), las nuevas hormigas
comienzan su exploracio´n al final de los caminos de las hormigas de la primera etapa, intentando ir ma´s
3Definimos la profundidad de un nodo en el grafo de construccio´n como la distancia del camino ma´s corto que llega a e´l
partiendo del nodo inicial.
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alla´ en el grafo. Esta estrategia se denomina te´cnica misionera. La longitud de estos caminos, λant, se
mantiene constante durante la bu´squeda y los rastros de feromona pueden olvidarse de una etapa a otra
para mantener casi constante la cantidad de recursos computacionales (memoria y CPU) en todas las
etapas. La eleccio´n del nodo inicial para las hormigas se realiza en dos fases. Primero, necesitamos elegir
los caminos de la etapa anterior cuyos u´ltimos nodos se usan como nodos de comienzo en la nueva. Para
esto, guardamos los mejores caminos (de acuerdo a su fitness) de la etapa anterior. Llamamos s al nu´mero
de caminos guardados. Una vez que tenemos el conjunto de nodos de comienzo, tenemos que asignar las
hormigas a esos nodos. Para cada hormiga seleccionamos su nodo inicial usando seleccio´n por ruleta; es
decir, la probabilidad de elegir un camino es proporcional al valor de fitness de la solucio´n asociada con
e´l. El nu´mero de caminos guardados entre dos etapas, s, es un para´metro del algoritmo establecido por
el usuario. Debe cumplirse 1 ≤ s ≤ σs · colsize4, es decir, debe haber al menos un camino guardado (las
hormigas de las siguientes etapas necesitan al menos un nodo de partida) y la cota ma´xima es el nu´mero
ma´ximo de caminos que el algoritmo es capaz de construir en σs pasos: σs · colsize.
5.3.3. Funcio´n de fitness
El objetivo de ACOhg es encontrar un camino de bajo coste entre un nodo inicial y un nodo objetivo.
Para el problema de bu´squeda de violaciones de propiedades de seguridad, el coste de una solucio´n
es su longitud, pero, en general, coste y longitud (nu´mero de componentes) de una solucio´n pueden
ser diferentes, y por este motivo es ma´s adecuado hablar de coste. Si consideramos un problema de
minimizacio´n, la funcio´n de fitness de una solucio´n completa puede ser el coste de la solucio´n. No obstante,
como dijimos en la Seccio´n 5.3.1, la funcio´n de fitness debe ser capaz de evaluar soluciones parciales. En
este caso, el coste de una solucio´n parcial no es un valor adecuado de fitness, porque una solucio´n
parcial tendra´ en general menor coste que una solucio´n completa y puede ser considerada mejor que
e´sta. Esto significa que las soluciones parciales de bajo coste son premiadas y la funcio´n de fitness no
representara´ adecuadamente la calidad de las soluciones. Para evitar este problema penalizamos las
soluciones parciales an˜adiendo una cantidad fija pp al coste de tales soluciones.
En nuestro caso, para resolver el problema de bu´squeda de violaciones de propiedades de seguridad
en sistemas concurrentes, calculamos la funcio´n de fitness del siguiente modo. En primer lugar, dada
una solucio´n (parcial) calculamos una cota inferior de la longitud de una solucio´n completa que es una
extensio´n de la solucio´n. Esta cota inferior se calcula es la suma de la longitud de la solucio´n parcial y
el valor heur´ıstico del u´ltimo estado del camino. En segundo lugar, an˜adimos un te´rmino de penalizacio´n
cuando la solucio´n no es completa. As´ı conseguimos, gracias a la penalizacio´n, que las soluciones parciales
tengan un valor de fitness ma´s alto que las completas. Adema´s, las soluciones parciales ma´s prometedoras
tendra´n un valor de fitness menor que el resto.
En ocasiones, la formacio´n de ciclos en el grafo de construccio´n no es deseable. Esto ocurre, en
particular, en nuestro problema. Un camino que posea un ciclo puede ser sustituido por otro sin ciclos
con menor longitud que el primero. Es, por tanto, deseable para algunos problemas evitar la posibilidad
de formar ciclos en el grafo de construccio´n. A continuacio´n describimos la forma en que evitamos tales
ciclos cuando aplicamos ACOhg al problema de bu´squeda de violaciones de propiedades de seguridad en
sistemas concurrentes.
Durante la fase de construccio´n de una hormiga, cuando e´sta recorre su camino, puede parar debido
a tres razones: se alcanza la longitud ma´xima λant, el u´ltimo nodo del camino de la hormiga es un nodo
objetivo, o todos los nodos sucesores esta´n en el camino de la hormiga (nodos visitados). Esta u´ltima
4Denotamos con colsize el nu´mero de hormigas de la colonia.
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condicio´n, que es la que evita la construccio´n de caminos con ciclos, tiene un efecto lateral poco deseable:
premia los caminos que tienden a formar ciclos. En efecto, la detencio´n prematura de la hormiga durante
la fase de construccio´n produce una solucio´n parcial ma´s corta de lo normal. Puesto que tratamos de
resolver un problema de minimizacio´n de la longitud de los caminos, estas soluciones parciales que dan
lugar a ciclos sera´n considerados de mayor calidad, por ser ma´s cortos, que los caminos que no dan lugar a
la formacio´n de ciclos. Para evitar esta situacio´n, penalizamos aquellas soluciones parciales cuya longitud
es menor que λant.
La expresio´n total para el te´rmino de penalizacio´n es
p = pp + pc
λant − l
λant − 1 , (5.5)
donde pp es la penalizacio´n debida a la parcialidad de las soluciones, pc es una constante de penalizacio´n
asociada a la formacio´n de ciclos, y l es la longitud del camino. El segundo te´rmino en (5.5) hace que
la penalizacio´n sea mayor en caminos que contengan ciclos ma´s cortos. La idea intuitiva detra´s de esto
es que los caminos conteniendo ciclos ma´s largos esta´n ma´s cerca de convertirse en caminos sin ciclos.
Por esta razo´n, an˜adimos a pp la penalizacio´n ma´xima de ciclo (pc) cuando la longitud del camino es el
mı´nimo (l = 1) y no hay penalizacio´n de ciclo cuando no hay ciclo (l = λant). En conclusio´n, la funcio´n
de fitness final que usamos en nuestros experimentos para evaluar soluciones parciales en el problema de
bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes es:
f (x) = l + H( j) + pp + pc
λant − l
λant − 1 , (5.6)
donde j es el u´ltimo estado del camino y H( j) es el valor heur´ıstico en el estado j. El valor de fitness para
una solucio´n completa es exactamente la longitud del camino de la hormiga l.
5.3.4. Rastros de feromona
En ACOhg la matriz de feromonas es sustituida por una matriz dispersa donde so´lo se almacenan
los valores de feromona de los arcos por los que pasan las hormigas. Esto es as´ı tanto para la te´cnica de
expansio´n como para la te´cnica misionera. Conforme la bu´squeda progresa, la memoria requerida para
dicha matriz puede crecer hasta cantidades inadmisibles. Podemos evitar esto eliminando de la matriz de
feromona los rastros con poca influencia en la fase de construccio´n. Esto se hace en la te´cnica misionera
cuando comienza una nueva etapa. En cada etapa, la regio´n del grafo explorada por las hormigas es
diferente de las exploradas en etapas previas5. Esto significa que los rastros de feromona usados en las
etapas anteriores no son u´tiles en la actual y pueden ser descartados sin una influencia negativa en los
resultados (como se puede comprobar en la Seccio´n A.2.3).
5.3.5. Grafo de construccio´n
Una u´ltima cuestio´n que hay que tener en cuenta en el nuevo modelo es la generacio´n del grafo de
construccio´n. A diferencia de otros modelos de ACO, en el nuestro el grafo se genera conforme se realiza la
exploracio´n. Esto significa que conforme avance la bu´squeda sera´ necesaria ma´s memoria para almacenar
los nodos del grafo. Es necesario cuidar la implementacio´n para ahorrar memoria. Por ejemplo, si el
5Es posible encontrar algu´n solapamiento entre regiones exploradas en diferentes etapas, pero este solapamiento debe
ser muy pequen˜o si la funcio´n de fitness y el heur´ıstico esta´n bien definidos.
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taman˜o de los nodos en memoria supera el taman˜o de un puntero, se puede mantener una sola copia del
nodo y hacer referencia a ella alla´ donde se necesite. En este caso hay que evitar duplicados de un nodo
en memoria. No obstante, si el taman˜o de los nodos es igual o inferior al de un puntero, el mecanismo
anterior no es u´til y convierte la implementacio´n en ineficiente. Por otro lado, si se eliminan los rastros
de feromona tras cada etapa en la te´cnica misionera, los nodos extremos de los arcos suprimidos podr´ıan
ser tambie´n eliminados si no son referenciados por ningu´n otro arco u hormiga.
Las alternativas arriba mencionadas son mecanismos de ahorro de memoria que se han tenido en
cuenta en la implementacio´n del algoritmo para maximimizar la regio´n del grafo que puede almacenarse
en memoria, ya que es en esta regio´n donde el algoritmo puede trabajar con mayor eficacia para maximizar
la calidad de las soluciones parciales.
5.3.6. Pseudoco´digo de ACOhg
En esta seccio´n presentamos el pseudoco´digo del algoritmo ACOhg. Antes de explicarlo debemos
introducir algo de notacio´n. Tal y como hicimos en la Seccio´n 4.4.3, denotaremos el grafo de construccio´n
mediante G = (C,L), donde C es el conjunto de nodos del grafo y L ∈ C × C es el conjunto de arcos. El
nodo inicial del grafo es q ∈ C y el conjunto de nodos finales (nodos objetivo) es F ⊆ C. Denotaremos con
L(s) el conjunto de nodos sucesores de s. Las hormigas artificiales (anti) son caminos finitos en el grafo,
es decir, son secuencias de la forma anti = s1s2 . . . sn donde s j ∈ C para j = 1, 2, . . . , n. Denotaremos con
antij el estado j-e´simo del camino de la hormiga ant
i y con |anti| la longitud del camino asociado a dicha
hormiga. Por u´ltimo, usaremos anti∗ para referirnos al u´ltimo estado del camino de la hormiga anti, es
decir, anti∗ = anti|anti |. El pseudoco´digo de ACOhg se encuentra en el Algoritmo 5.
La variable init contiene el conjunto de caminos cuyos u´ltimos nodos se usara´n como nodos iniciales
de las hormigas. Por otro lado, next init contiene el conjunto de los mejores caminos encontrados en una
etapa. Estas dos variables so´lo se actualizan cuando se usa la te´cnica misionera, ya que en la te´cnica de
expansio´n todas las hormigas construyen su camino partiendo del nodo inicial del grafo de construccio´n.
Al comienzo, init so´lo contiene el nodo inicial de grafo de construccio´n, q (l´ınea 1 en el Algoritmo 5). La
variable stage no tiene ningu´n papel relevante en el pseudoco´digo; la incluimos para indicar claramente
cua´ndo se produce el cambio de etapa en la te´cnica misionera.
Tras la inicializacio´n de las variables (l´ıneas 1-6), el algoritmo entra en un bucle del que so´lo sale cuando
se cumpla una determinada condicio´n de parada (l´ıneas 7-38). Dentro de dicho bucle, las hormigas de
la colonia construyen soluciones parciales (caminos en el grafo) usando la misma regla que un ACO
tradicional para escoger el siguiente nodo del camino (l´ıneas 8-16). La construccio´n de un camino se
interrumpe cuando la hormiga ha alcanzado la longitud ma´xima permitida (λant), ha alcanzado un nodo
ya visitado durante la fase de construccio´n actual, o ha llegado a un nodo objetivo (l´ınea 11). Si se usa
la te´cnica de expansio´n, el valor de λant se incrementa en δl cada σi pasos (l´ıneas 20-22). En el caso de
que se use la te´cnica misionera, los u´ltimos nodos de los mejores caminos de la etapa actual se usara´n
como nodos iniciales para que las hormigas construyan sus caminos en la pro´xima etapa (l´ıneas 24-30).
Adema´s, los rastros de feromona son inicializados de nuevo, con el objetivo de reducir el consumo de
memoria (l´ınea 28). El resto de l´ıneas de co´digo del Algoritmo 5 contienen instrucciones ya presentes
en los ACO tradicionales (ve´ase el Algoritmo 3). En este caso estamos considerando un problema de
minimizacio´n de la funcio´n objetivo, como puede apreciarse en el signo “menor que” de la l´ınea 33.
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Algoritmo 5 Ant colony optimization for huge graphs (ACOhg)
1: init = {q};
2: next init = ∅;
3: step = 0;
4: stage = 0;
5: inicializarFeromonas(τ); {Inicializa los rastros de feromona}
6: antbs = generarSolucio´n(τ, η); {Se inicializa antbs con una solucio´n inicial aleatoria}
7: repeat
8: for i=1 to colsize do
9: anti = ∅;
10: anti1 = elegirNodoInicial(init);
11: while |anti| ≤ λant ∧ L(anti∗)−anti , ∅∧ anti∗ < F do
12: nodo = elegirNodoSucesor(L(anti∗), τ, η);
13: anti = anti + nodo; {An˜ade un nodo al camino actual}
14: actualizarFeromonasLocal(τ, anti); {Actualizacio´n local de los rastros de feromona}
15: end while
16: end for
17: evaporarFeromonas(τ); {Evaporacio´n de los rastros de feromona}
18: actualizarFeromonasGlobal(τ,ant,antbs); {Actualizacio´n global de los rastros de feromona}
19: if expansio´n then
20: if step ≡ 0 mod σi then
21: λant = λant + δl; {Incrementar λant}
22: end if
23: else if misionera then
24: next init = elegirMejoresCaminos(init, next init, ant);
25: if step ≡ 0 mod σs then
26: init = next init; {Cambio de etapa}
27: next init = ∅;
28: inicializarFeromonas(τ);
29: stage = stage + 1;
30: end if
31: end if
32: for i=1 to colsize do
33: if f(anti) < f(antbs) then
34: antbs = anti; {Actualizar la mejor solucio´n}
35: end if
36: end for
37: step = step + 1;
38: until condicio´nParada()
39: return la mejor solucio´n encontrada
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5.3.7. Integracio´n de ACOhg y HSF-SPIN
La implementacio´n de nuestro modelo se ha realizado dentro de la biblioteca MALLBA [7], usando
como base una implementacio´n previa y general de los modelos ACO existentes realizada por Guillermo
Ordo´n˜ez [8]. La incorporacio´n del modelo dentro de MALLBA tiene la ventaja, entre otras, de que puede
paralelizarse sin mucho esfuerzo y de forma transparente a los usuarios finales.
Por otro lado, existe un model checker desarrollado por Stefan Edelkamp y Alberto Lluch-Lafuente
llamado HSF-SPIN que integra una biblioteca de algoritmos de exploracio´n de grafos (HSF) y SPIN
permitiendo la aplicacio´n de me´todos de bu´squeda heur´ıstica a la verificacio´n de sistemas modelados
en Promela [92]. Nosotros hemos incorporado MALLBA dentro de HSF-SPIN para poder usar nuestra
implementacio´n de ACOhg. De esta forma, podemos despreocuparnos de los detalles relacionados con
la representacio´n de modelos (interpretacio´n del lenguaje Promela, fo´rmulas LTL, etc.) y disponemos
adema´s de una gran cantidad de funciones heur´ısticas listas para usar (ya implementadas en HSF-SPIN).
Para la implementacio´n de algoritmos generales de bu´squeda, HSF-SPIN proporciona una funcio´n
denominada expand que toma como argumento un estado del sistema concurrente y devuelve una lista
con todos los posibles pro´ximos estados. Cuando se da la circunstancia de que so´lo existe un pro´ximo
estado y a dicho estado le sigue, a su vez, un u´nico estado, la funcio´n expand avanza dos pasos y devuelve
el u´ltimo estado. No obstante, el estado intermedio es almacenado como parte del camino y HSF-SPIN
lo contabiliza como un estado ma´s. Nuestra implementacio´n de ACOhg en MALLBA, sin embargo, no
cuenta el estado intermedio y, durante la fase de construccio´n, una hormiga que realice dicha transicio´n
avanza directamente al segundo estado. Esta forma de proceder implica que tenemos dos medidas para
la longitud de los caminos: el nu´mero de estados tal y como los cuenta HSF-SPIN y el nu´mero de nodos
tal y como los cuenta ACOhg (la longitud del camino de la hormiga). En general, estas dos medidas
difieren (la segunda es menor) y debemos elegir una de ellas a la hora de mostrar los resultados. En esta
tesis hemos decidido usar la longitud de los caminos de las hormigas, es decir, no tenemos en cuenta los
estados intermedios. Esta medida es ma´s adecuada para relacionar los para´metros de ACOhg (λant, σs, σi
y δl) con los resultados obtenidos. Pero esto tambie´n significa que los valores de longitud mostrados en las
tablas y gra´ficas de resultados no sera´n los que se obtendr´ıan usando una versio´n esta´ndar de HSF-SPIN.
5.4. Conclusiones
En este cap´ıtulo hemos presentado las propuestas metodolo´gicas para cada uno de los problemas
abordados. En todos los casos hemos usado metaheur´ısticas basadas en poblacio´n; en concreto, algoritmos
gene´ticos, estrategias evolutivas, optimizacio´n basada en cu´mulos de part´ıculas y optimizacio´n basada en
colonias de hormigas. En todos los casos hemos tenido que adaptar los algoritmos a las particularidades
del problema a resolver. En el caso de la planificacio´n de proyectos, se ha utilizado un operador de cruce
inusual en el dominio de las metaheur´ısticas: el operador de recombinacio´n de un punto para tablas. En
la generacio´n de casos de prueba, el algoritmo de optimizacio´n forma parte de un sistema mayor que
orquesta todo el proceso de generacio´n de casos de prueba. Fue necesario emplear representacio´n real en
el algoritmo gene´tico y, debido a ello, un operador de mutacio´n para dicha codificacio´n. Tambie´n hemos
incorporado al algoritmo PSO un mecanismo de perturbacio´n para evitar la convergencia prematura. Por
u´ltimo, para la bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes, hemos
desarrollado un nuevo modelo de ACO para poder abordar el problema, ya que los ACO existentes no
pueden aplicarse debido a la dimensio´n del grafo de construccio´n del problema.
Cap´ıtulo 6
Aplicacio´n de GA a la planificacio´n
de proyectos software
En este cap´ıtulo abordamos el problema de planificacio´n de proyectos software usando algoritmos
gene´ticos (GA). Gracias a nuestro generador de instancias podemos realizar estudios estructurados sobre
la influencia que los atributos ma´s importantes del problema tienen en las soluciones. Para el estudio
experimental generamos un total de 48 instancias diferentes con el generador de instancias (Seccio´n 5.1.1)
y las resolvemos con el algoritmo gene´tico descrito en la Seccio´n 5.1.2. Hemos clasificado dichas instancias
en cinco grupos dependiendo de sus caracter´ısticas. En los tres primeros cambiamos so´lo un para´metro
del problema. Con estos estudios queremos analizar la influencia aislada de estos para´metros en los
resultados. En los u´ltimos dos grupos cambiamos varios para´metros a la vez. De este modo estudiamos si
los resultados cambian del modo sugerido por los estudios de los primeros tres grupos o, por el contrario,
existen dependencias entre los para´metros.
El cap´ıtulo se organiza como sigue. La siguiente seccio´n presenta los para´metros del algoritmo gene´tico
utilizado en los experimentos. Las Secciones 6.2 a 6.6 analizan los resultados obtenidos tras la aplicacio´n
del GA a las 48 instancias del problema ordenadas por grupos. La Seccio´n 6.7 muestra ma´s detalles sobre
la dina´mica del algoritmo gene´tico cuando se resuelven las instancias. Por u´ltimo, la Seccio´n 6.8 presenta
las conclusiones finales sobre los resultados obtenidos.
6.1. Configuracio´n del algoritmo
Para resolver las instancias usamos un GA con una poblacio´n de 64 individuos, seleccio´n por torneo
binario, recombinacio´n de un punto para tablas, mutacio´n por inversio´n de bits, y reemplazo elitista del
peor (algoritmo gene´tico de estado estacionario). El criterio de parada es alcanzar 5000 generaciones del
algoritmo (un total de 10064 evaluaciones). Hemos elegido el operador de recombinacio´n de un punto
para tablas por ser la estructura de las soluciones una matriz. Debido a la representacio´n binaria de
las soluciones hemos usado el operador de mutacio´n por inversio´n de bits. La eleccio´n de un GA esta-
cionario frente a un GA generacional se debe a que existen trabajos que muestran una mayor eficacia del
primero [276]. Realizamos 100 ejecuciones independientes para cada instancia y presentamos medias y
desviaciones t´ıpicas (en sub´ındice) en las tablas de resultados. Las ma´quinas usadas para los experimentos
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son Pentium 4 a 2.8 GHz con 512 MB de RAM y sistema operativo Linux (versio´n del kernel 2.4.19-4GB).
En las tablas de resultados no mostramos el tiempo de ejecucio´n del GA porque su ana´lisis no forma
parte del objetivo de estos experimentos. Sin embargo, podemos indicar que dicho tiempo de ejecucio´n se
encuentra en todos los casos comprendido entre unos 2.5 segundos en las instancias ma´s pequen˜as y 24
segundos en las ma´s grandes aqu´ı resueltas. Este tiempo de ejecucio´n es razonablemente bajo para que
el uso de GA en este problema sea viable en la pra´ctica. En la Tabla 6.1 resumimos los para´metros del
GA. El resto de detalles del algoritmo se pueden consultar en la Seccio´n 5.1.2.




Recombinacio´n SPX para tablas
Mutacio´n Inversio´n de bits (pm=1/longitud)
Reemplazo Elitista
Parada 5000 generaciones
6.2. Primer grupo de instancias: variacio´n en el nu´mero de em-
pleados
Con este primer grupo de instancias, vamos a estudiar la influencia que tiene el nu´mero de empleados
en las soluciones. Esto permite a un gestor de proyectos analizar las implicaciones de contratar ma´s
personal para un proyecto determinado. Usamos cuatro instancias diferentes del problema con el mismo
proyecto software, es decir, tienen las mismas tareas (diez) y el mismo TPG. La u´nica diferencia entre las
instancias es el nu´mero de empleados, que toma valores 5, 10, 15 y 20. La dedicacio´n ma´xima y el salario
de los empleados es tambie´n el mismo. Adema´s, la restriccio´n R2 (asociada a las habilidades) no se tiene
en cuenta. Es decir, todos los empleados tienen las habilidades necesarias para realizar cualquier tarea
dada. Esta situacio´n se ha modelado introduciendo solamente una habilidad requerida en el proyecto y
proporcionando a todos los empleados dicha habilidad. El trabajo total que deben realizar los empleados
es siempre el mismo en las cuatro instancias. Esperamos, por tanto, que la duracio´n del proyecto en las
soluciones propuestas por el algoritmo gene´tico disminuya cuando el nu´mero de empleados aumente. Ma´s
precisamente, la duracio´n del proyecto y el nu´mero de empleados deben tener una relacio´n inversa y su
producto debe ser constante. En la Tabla 6.2 mostramos los resultados obtenidos en las cuatro instancias.
Para cada caso presentamos la tasa de e´xito (porcentaje de las ejecuciones que consiguieron una solucio´n
factible), la duracio´n de las soluciones factibles propuestas y el producto del nu´mero de empleados y por
la duracio´n del proyecto.
Observamos en los resultados que la tasa de e´xito disminuye cuando el nu´mero de empleados aumenta,
es decir, el problema se hace ma´s dif´ıcil para el algoritmo gene´tico cuando aumentamos el nu´mero de
empleados. Cabr´ıa esperar que con ma´s empleados fuese ma´s fa´cil encontrar una solucio´n al problema.
No obstante, en esta situacio´n la restriccio´n R3 (que exige que no haya trabajo extra) es ma´s dif´ıcil de
satisfacer porque hay ma´s empleados para incumplirla. Adema´s, el espacio de bu´squeda es mayor y esto
perjudica al proceso de bu´squeda. Como predijimos antes, la duracio´n del proyecto disminuye cuando el
nu´mero de empleados aumenta. De hecho, el producto del nu´mero de empleados y la duracio´n media es
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Tabla 6.2: Resultados obtenidos cuando el nu´mero de empleados cambia.
Empleados Tasa de e´xito (%) Duracio´n (meses) E × pdur (personas-mes)
5 87 21.88 0.91 109.40 4.54
10 65 11.27 0.32 112.74 3.17
15 49 7.73 0.20 115.90 2.95
20 51 5.88 0.14 117.56 2.74
muy similar para las cuatro instancias (cuarta columna). No obstante, aumenta ligeramente (casi todas
las diferencias son estad´ısticamente significativas, ve´ase el Ape´ndice B) con el nu´mero de empleados por
la misma razo´n que la tasa de e´xito se reduce: las instancias son ma´s dif´ıciles para el GA. El coste total
del proyecto software (pcost) es exactamente el mismo en todas las soluciones porque todos los empleados
tienen el mismo salario.
6.3. Segundo grupo de instancias: cambio en el nu´mero de tareas
Ahora estudiamos la influencia del nu´mero de tareas en las soluciones. Esto se corresponde con la
posibilidad de abordar proyectos de distinta envergadura usando la misma plantilla. Este tipo de expe-
rimentos permite al gestor de proyectos analizar el rendimiento esperado en cada uno de los proyectos
sin cambiar el personal. Resolvemos tres instancias donde mantenemos los empleados y cambiamos el
proyecto software. En particular, los tres proyectos software tienen diferente nu´mero de tareas: 10, 20 y
30. Como en el grupo anterior, todos los empleados tienen el mismo salario y dedicacio´n ma´xima. Por este
motivo, todas las soluciones para el mismo proyecto tienen el mismo coste. Ya que usamos la misma dis-
tribucio´n de probabilidad para generar el coste de las tareas en los tres proyectos, esperamos un aumento
en el coste del proyecto con el aumento en el nu´mero de tareas. Adema´s, no consideramos la restriccio´n
R2, as´ı que esperamos una relacio´n proporcional entre la duracio´n y el coste de los proyectos. Ma´s au´n, si
todos los empleados trabajan todo el tiempo para el proyecto, la razo´n entre el coste y la duracio´n debe
ser exactamente la suma del salario de todos los empleados. En las instancias hay cinco empleados con un
salario mensual de 10000 ¤, as´ı que la razo´n coste-duracio´n debe ser cercana a 50000 ¤. Presentamos los
resultados de las tres instancias en la Tabla 6.3, donde mostramos la tasa de e´xito, el coste del proyecto
en euros, la duracio´n en meses de las soluciones factibles propuestas, y el coste por mes de los proyectos
en euros por mes.
Tabla 6.3: Resultados obtenidos cuando el nu´mero de tareas cambia.
Tareas Tasa de e´xito (%) Coste (¤) Duracio´n (meses) pcost/pdur (¤/mes)
10 73 980000 0.00 21.84 0.87 44944.34 1720.76
20 33 2600000 0.00 58.29 3.76 44748.12 2265.24
30 0 - - -
En los resultados podemos observar que el problema se hace ma´s duro cuando el nu´mero de tareas
aumenta. De hecho, el algoritmo gene´tico no es capaz de obtener ninguna solucio´n factible para el proyecto
con 30 tareas. La razo´n para este comportamiento es la misma que en el grupo previo: cuando el nu´mero de
tareas aumenta, es ma´s dif´ıcil para el GA conseguir una solucio´n que satisfaga la restriccio´n R3 (trabajo
extra). Tambie´n observamos que tanto el coste de los proyectos (tercera columna) como la duracio´n del
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proyecto (cuarta columna) aumentan con el nu´mero de tareas. El coste por mes del proyecto (quinta
columna) es cercano a 50000 ¤ en las dos instancias que el GA consigue resolver, tal y como predijimos.
Este para´metro no puede ser mayor que 50000 ¤ porque esto implicar´ıa una violacio´n de la restriccio´n de
trabajo extra. Cuando el valor de este para´metro esta´ cerca del o´ptimo (50000 ¤ en nuestro caso) indica
una asignacio´n eficiente de empleados a tareas. Concluimos, a partir de los resultados, que la asignacio´n
conseguida para la instancia de diez tareas es ma´s eficiente que la obtenida para la de 20 tareas. Esto se
debe a un aumento del taman˜o del espacio de bu´squeda cuando cambiamos de diez a veinte tareas.
6.4. Tercer grupo de instancias: cambio en la experiencia de los
empleados
En esta seccio´n estudiamos co´mo el nu´mero de habilidades por empleado, es decir, la experiencia de
los empleados, influye en los resultados. Esto permite a un gestor de proyectos analizar cuantitativamente
las ventajas de contratar empleados con ma´s experiencia u organizar cursos de formacio´n para personal.
Resolvemos cinco instancias con el mismo proyecto software y el mismo nu´mero de empleados. Los
empleados tienen todos el mismo salario mensual y la misma dedicacio´n ma´xima. Las instancias difieren
en las habilidades de los empleados. Analizamos cinco valores diferentes para el nu´mero de habilidades
de los empleados: 2, 4, 6, 8 y 10. Estas habilidades se eligen de forma aleatoria del conjunto de diez
habilidades del proyecto. Todas las tareas requieren cinco habilidades distintas. Presentamos la tasa de
e´xito, la duracio´n de los proyectos y el coste por mes en la Tabla 6.4.
Tabla 6.4: Resultados obtenidos cuando cambia el nu´mero de habilidades por empleado.
Habilidades Tasa de e´xito (%) Duracio´n (meses) pcost/pdur (¤/mes)
2 39 21.71 0.97 45230.22 1957.89
4 53 21.77 0.75 45068.66 1535.53
6 77 21.98 0.84 44651.29 1593.47
8 66 22.00 0.87 44617.01 1717.67
10 75 22.11 1.15 44426.93 2051.03
Observamos que el problema es ma´s duro de resolver con un nu´mero bajo de habilidades por emplea-
do, es decir, si la experiencia de los empleados es baja es ma´s dif´ıcil asignarlos a las tareas sin violar
la restriccio´n R2. Tambie´n podemos apreciar que la duracio´n del proyecto obtenida en las diferentes
instancias permanece casi constante con un ligero aumento (no significativo estad´ısticamente) para los
valores ma´s altos de experiencia de los empleados. Esta tendencia indica que el GA es capaz de asignar
los empleados a las tareas de un modo ma´s eficiente cuando el nivel de experiencia de los empleados es
menor. Una posible razo´n para esto es que la regio´n factible del espacio de bu´squeda aumenta cuando
los empleados tienen ma´s habilidades, y por esto la calidad media de las soluciones incluidas en la regio´n
factible disminuye.
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6.5. Cuarto grupo de instancias: especializacio´n del conocimien-
to constante
Incluimos en este grupo 18 instancias distintas del problema que difieren en todos los para´metros
previamente estudiados. En particular, asignamos diferentes valores al nu´mero de empleados, el nu´mero
de tareas (y, por tanto, el TPG), y el nu´mero de habilidades de los empleados. El nu´mero total de
habilidades del proyecto es 10 en todas las instancias. El nu´mero de empleados var´ıa entre 5, 10 y 15
y el nu´mero de tareas entre 10, 20 y 30. Se consideran dos rangos de valores separados para el nu´mero
de habilidades de los empleados: de 4 a 5, y de 6 a 7. Con este estudio queremos comprobar si los
para´metros analizados anteriormente de forma aislada influyen del mismo modo cuando interaccionan
entre ellos. Mostramos en la Tabla 6.5 la tasa de e´xito para todas las instancias.
Tabla 6.5: Tasa de e´xito (%) para el cuarto grupo de instancias.
4-5 habilidades 6-7 habilidades
Empleados Empleados
Tareas 5 10 15 5 10 15
10 94 97 97 84 100 97
20 0 6 43 0 76 0
30 0 0 0 0 0 0
A partir de estos resultados podemos concluir que las instancias con un mayor nu´mero de tareas son
ma´s dif´ıciles de resolver que aque´llas con un menor nu´mero, como concluimos en la Seccio´n 6.3. En la
segunda fila de resultados, podemos observar que cuantos menos empleados hay ma´s dif´ıcil resulta la
instancia. Esto contrasta con los resultados del primer grupo de instancias (Seccio´n 6.2). La principal
diferencia entre los dos grupos reside en las habilidades. En el primer grupo la restriccio´n R2 (de las
habilidades) no se considero´, mientras que en el cuarto grupo s´ı. Cuando el nu´mero de empleados aumenta,
es ma´s dif´ıcil cumplir la restriccio´n R3 (del trabajo extra) pero ma´s fa´cil cumplir la restriccio´n R2 porque
la plantilla esta´ altamente cualificada. Estas dos tendencias esta´n en conflicto, pero en los resultados de
la Tabla 6.5 la segunda parece ser predominante (con la excepcio´n de la instancia con 20 tareas, 15
empleados y de 6 a 7 habilidades por empleado).
Para ilustrar mejor el significado de estos resultados, dibujamos las soluciones obtenidas en una
gra´fica mostrando su coste frente a su duracio´n (Figuras 6.1 y 6.2). Coste y duracio´n son claros criterios
de compromiso en cualquier proyecto. A diferencia de las gra´ficas usadas en optimizacio´n multiobjetivo,
en e´stas representamos todas las soluciones factibles y no so´lo la no dominadas. Este es el tipo de gra´ficas
que a un gestor de proyectos software le gustar´ıa ver antes de tomar una decisio´n sobre el proyecto. Hemos
puesto una etiqueta <tasks>-<employees> cerca de las soluciones de la misma instancia.
En las figuras, las soluciones de las instancias pueden verse como conjuntos de puntos. Su forma
alargada depende de la escala de los ejes (elegidos para mantener las soluciones de todas las instancias
en las misma gra´fica), no obstante podemos apreciar una ligera inclinacio´n de los conjuntos mostrando
el compromiso mencionado entre coste y duracio´n: cuando el coste de una planificacio´n es menor, su
duracio´n es mayor.
Como podr´ıamos esperar, cuando el nu´mero de empleados disminuye para un nu´mero de tareas fijo,
la duracio´n del proyecto se alarga. Esta observacio´n se mantiene a pesar de que cada conjunto de puntos
representa una instancia diferente con diferente TPG. En las figuras, podemos observar que un nu´mero
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Figura 6.1: Resultados con 4-5 habilidades por empleado. Las etiquetas muestran el nu´mero de tareas y
empleados de las instancias.
mayor de empleados no significa necesariamente un proyecto ma´s caro en todos los casos. No obstante,
no podemos llegar a ninguna conclusio´n fundamental sobre este hecho porque las instancias pertenecen
a proyectos software muy diferentes.
6.6. Quinto grupo de instancias: experiencia de los empleados
constante
En este u´ltimo grupo de 18 instancias estudiamos la influencia del nu´mero total de habilidades de un
proyecto. Un estudio de este tipo puede ayudar a las grandes compan˜´ıas, donde un conjunto de personas
de experiencia variada tienen que ser asignados o´ptimamente a proyectos software. En este caso, el rango
del nu´mero de habilidades por tarea y empleado var´ıa de 2 a 3. El nu´mero de tareas puede ser 10, 20 o 30
y el nu´mero de empleados toma valores 5, 10 y 15 como en el grupo de instancias anterior. El nu´mero de
habilidades totales toma valores 5 y 10. La Tabla 6.6 muestra la tasa de e´xito obtenida en los resultados.
Como en la seccio´n previa, podemos ver que un aumento en el nu´mero de tareas significa un aumento
en la dificultad del problema. Por otro lado, la participacio´n de ma´s empleados normalmente implica una
disminucio´n en la dificultad de la instancia (es ma´s fa´cil llevar a cabo el proyecto). No obstante, podemos
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Figura 6.2: Resultados con 6-7 habilidades por empleado. Las etiquetas muestran el nu´mero de tareas y
empleados de las instancias.
Tabla 6.6: Tasa de e´xito (%) para el quinto grupo de instancias.
5 habilidades 10 habilidades
Empleados Empleados
Tareas 5 10 15 5 10 15
10 98 99 100 61 85 85
20 6 9 12 8 1 6
30 0 0 0 0 0 0
concluir ahora un hecho adicional: confirmamos, como se esperaba, que un nu´mero mayor de habilidades
demandadas hace la instancia ma´s dif´ıcil, en general, de resolver.
A partir de las Figuras 6.3 y 6.4 concluimos que el coste del proyecto aumenta con el nu´mero de
tareas, y la duracio´n del proyecto disminuye con el aumento en el nu´mero de empleados. Esto tambie´n se
observo´ en los grupos de instancias anteriores. No obstante, con ma´s empleados, el coste total del proyecto
se reduce en todos los casos, un hecho que no fue observado anteriormente (solamente similar a 10-15
y 20-15 en la Figura 6.1). Anteriormente argumentamos que las diferentes instancias usan diferentes
proyectos y, por este motivo, no pudimos obtener ninguna conclusio´n definitiva. Aqu´ı, estamos en la
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Figura 6.3: Resultados con 5 habilidades requeridas en el proyecto. Las etiquetas muestran el nu´mero de
tareas y empleados de las instancias.
misma situacio´n, pero analizando las soluciones particulares de las instancias observamos que cuando hay
un nu´mero mayor de empleados todos ellos trabajan en todas las tareas con un bajo grado de dedicacio´n.
De este modo, las tareas se realizan ma´s ra´pidamente y el coste global del proyecto es bajo.
6.7. Ana´lisis detallado de la dina´mica del algoritmo
Para finalizar nuestra presentacio´n de resultados, mostramos la evolucio´n del fitness de la mejor
solucio´n para las instancias de los dos u´ltimos grupos promediada en las 100 ejecuciones. Nuestro objetivo
es ofrecer una traza de la bu´squeda realizada por el GA. Hemos agrupado las instancias relacionadas en
la misma gra´fica para comparar las trazas. Se han seguido tres criterios para agrupar las instancias que
han dado lugar a las tres figuras que se presentan en las siguientes pa´ginas (Figuras 6.5, 6.6 y 6.7).
El primer criterio consiste en mantener en la misma gra´fica todas aque´llas instancias que tienen el
mismo nu´mero de habilidades de proyecto, habilidades por empleado, y nu´mero de tareas. Como tenemos
cuatro posibles configuraciones de habilidades de proyecto y tres de tareas, obtenemos 12 gra´ficas que se
muestran en la Figura 6.5.
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Figura 6.4: Resultados con 10 habilidades requeridas en el proyecto. Las etiquetas muestran el nu´mero
de tareas y empleados de las instancias.
Observamos evoluciones de fitness escalonadas en las gra´ficas de la fila central (instancias de 20
tareas). La parte plana de la evolucio´n del fitness se corresponde con las generaciones en las que el
algoritmo gene´tico no encuentra ninguna solucio´n factible. La entrada en la regio´n factible del espacio
de bu´squeda se produce siempre tras 2000 generaciones aproximadamente. Para estas instancias con 20
tareas observamos, adema´s, una evolucio´n del fitness que indica que el algoritmo gene´tico au´n no ha
convergido, por lo que con un nu´mero mayor de evaluaciones se habr´ıan descubierto mejores soluciones.
En contraste con las gra´ficas de la segunda fila, se observa gran suavidad en las curvas de la tercera fila,
todas ellas pertenecientes a instancias de 30 tareas donde el GA no consigue soluciones factibles. En este
caso, el algoritmo posiblemente requiera ma´s generaciones para entrar en la regio´n factible.
El segundo criterio nos lleva a presentar juntas, en la misma gra´fica, las trazas pertenecientes a
instancias que tienen el mismo nu´mero de empleados y la misma configuracio´n de habilidades (Figura 6.6).
De nuevo, tenemos 12 gra´ficas con tres trazas por gra´fica (una por cada nu´mero de tareas). La primera
observacio´n es que so´lo las curvas de las instancias de 10 tareas se mantienen siempre por encima del
valor de fitness de soluciones factibles (0.01). El punto en el que la curva comienza su ascenso depende
del nu´mero de empleados. Con un nu´mero alto de empleados el ascenso se retrasa, quiza´s debido al gran
taman˜o del espacio de bu´squeda. En algunas gra´ficas (como la de las instancias de 5 empleados y 10
habilidades) podemos ver un ascenso modesto de las curvas pertenecientes a las instancias de 20 tareas.






















































































































































































































5 habilidades 10 habilidades 10/4-5 habilidades 10/6-7 habilidades
Figura 6.5: Tareas y habilidades fijas.








































































































































































































































5 habilidades 10 habilidades 10/4-5 habilidades 10/6-7 habilidades
Figura 6.6: Empleados y habilidades fijas.
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Por u´ltimo, el tercer criterio consiste en agrupar las instancias que tienen el mismo nu´mero de tareas
y empleados, obteniendo as´ı las nueve gra´ficas de la Figura 6.7. En la primera columna (instancias de
10 tareas) podemos ver que el mejor fitness final de las instancias de 5 habilidades esta´ por encima del
de las instancias de 10 habilidades. Esto ya fue discutido en la Seccio´n 6.6 cuando observamos que los
proyectos con 10 habilidades eran ma´s dif´ıciles de resolver que los de 5. Por otro lado, el punto en el que
las curvas comienzan su ascenso se retrasa con el aumento en el nu´mero de empleados (esto tambie´n se
observo´ en la Figura 6.6). La segunda columna nos ayuda a concluir que un nu´mero mayor de empleados





















































































































































































10 tareas 20 tareas 30 tareas
Figura 6.7: Empleados y tareas fijas.
6.8. Conclusiones
En este cap´ıtulo hemos abordado el problema general de planificacio´n de proyectos con algoritmos
gene´ticos. Este problema es esencial para la industria de Ingenier´ıa del Software hoy en d´ıa: encontrar
automa´ticamente “buenas” soluciones al problema puede ahorrar a las compan˜´ıas de software tiempo
y dinero. Un gestor de proyectos puede estudiar diferentes escenarios usando un GA simple y tomar
decisiones sobre los mejores proyectos para su compan˜´ıa. Ma´s au´n, en nuestro enfoque, el gestor puede
ajustar los pesos utilizados en la funcio´n de fitness para representar mejor las prioridades particulares en
cada caso. La planificacio´n de proyectos es un problema de optimizacio´n combinatoria y una bu´squeda
exhaustiva puede requerir mucho tiempo para conseguir una solucio´n. Aqu´ı, as´ı como en otros traba-
jos [54], se confirma claramente la utilidad de las te´cnicas metaheur´ısticas. En nuestro caso, adema´s,
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abordamos el problema como clase, no como instancias aisladas. Con el ana´lisis que hemos presentado
en este cap´ıtulo, queremos mostrar que los GA pueden ser una herramienta muy u´til para la gestio´n en
Ingenier´ıa del Software. E´stos pueden asignar empleados a tareas en un proyecto de un modo casi o´ptimo
y permiten ensayar distintas configuraciones cambiando la importancia relativa del coste y la duracio´n
del proyecto, sin ningu´n riesgo para el proyecto real por realizarse dentro de un ordenador. Aunque el
modelo del proyecto es muy simple, puede servir como un primer paso en la aplicacio´n de algoritmos
evolutivos a los experimentos in silico en Ingenier´ıa del Software emp´ırica.
Hemos usado algoritmos gene´ticos, y hemos realizado un ana´lisis en profundidad con un generador
de instancias. Resolvimos 48 escenarios distintos y realizamos 100 ejecuciones independientes para cada
prueba con el objetivo de obtener alta confianza estad´ıstica. Como se esperaba, los resultados muestran
que las instancias con ma´s tareas son ma´s dif´ıciles de resolver y sus soluciones son ma´s caras. En la
misma l´ınea, los proyectos con mayor nu´mero de empleados son ma´s fa´ciles de abordar y pueden ser
llevados a buen te´rmino en menos tiempo. Adema´s, el aumento en el nu´mero de habilidades requeridas
en el proyecto hacen la instancia ma´s dif´ıcil, en general, para el GA. Por u´ltimo, hemos observado que la
relacio´n entre empleados y coste no es tan simple: en algunos casos es directa y en otros es inversa.
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Cap´ıtulo 7
Aplicacio´n de metaheur´ısticas a la
generacio´n de casos de prueba
En este cap´ıtulo analizamos la aplicacio´n de varios algoritmos metaheur´ısticos a la generacio´n auto-
ma´tica de casos de prueba. Usamos, concretamente, algoritmos gene´ticos, estrategias evolutivas, versiones
paralelas descentralizadas de estos dos y optimizacio´n basada en cu´mulos de part´ıculas. En la siguien-
te seccio´n presentamos los programas objeto para los que pretendemos generar casos de prueba. En la
Seccio´n 7.2 mostramos los para´metros de los algoritmos empleados en los experimentos. Tras esto, com-
paramos los algoritmos paralelos descentralizados con los secuenciales centralizados en la Seccio´n 7.3 y
mostramos los resultados de un generador aleatorio en la Seccio´n 7.4. Para profundizar en el enfoque dis-
tribuido, se realiza un estudio pormenorizado de distintas alternativas en la Seccio´n 7.5. En la Seccio´n 7.6,
comparamos los resultados de ES, GA y el generador aleatorio con PSO. Por u´ltimo, mostramos algunos
resultados obtenidos previamente en la literatura en la Seccio´n 7.7 y concluimos en la Seccio´n 7.8.
7.1. Casos de estudio
Los experimentos se han realizado sobre un conjunto de doce programas en C que abarcan aspectos
pra´cticos y fundamentales de la Informa´tica. Los programas van desde computacio´n nume´rica (funciones
de Bessel) hasta me´todos de optimizacio´n global (enfriamiento simulado). La mayor´ıa de ellos se han
extra´ıdo del libro “C Recipes” [229]. La lista de programas se encuentra en la Tabla 7.1, donde presentamos
informacio´n sobre el nu´mero de predicados ato´micos, l´ıneas co´digo (LdC), nu´mero de argumentos de
entrada, una breve descripcio´n de su objetivo y la forma de conseguirlos.
El primer programa, triangle, recibe tres nu´meros enteros como argumentos y decide si se corres-
ponden con los lados de un tria´ngulo. En caso afirmativo, indica el tipo de tria´ngulo: equila´tero, iso´sceles
o escaleno. El siguiente programa, gcd, calcula el ma´ximo comu´n divisor de dos argumentos enteros. El
programa calday calcula el d´ıa de la semana de una fecha especificada con tres argumentos enteros. En
crc se calcula el co´digo de redundancia c´ıclica (CRC) de trece nu´meros enteros dados como argumentos.
Los siguientes cuatro programas (insertion, shell, quicksort y heapsort) ordenan una lista de en-
trada con 20 nu´meros reales usando algoritmos de ordenacio´n. El programa select devuelve el k-e´simo
elemento de una lista desordenada de nu´meros reales. El primer argumento es k y el resto es la lista
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Tabla 7.1: Programas objeto usados en los experimentos. La u´ltima columna indica el nombre de la
funcio´n en C-Recipes.
Programa Pred. LdC Arg. Descripcio´n Fuente
triangle 21 53 3 Clasifica tria´ngulos Ref. [206]
gcd 5 38 2 Calcula el ma´ximo comu´n denominador F. Chicano
calday 11 72 3 Calcula el d´ıa de la semana julday
crc 9 82 13 Calcula del co´digo redundante c´ıclico icrc
insertion 5 47 20 Ordenacio´n usando insercio´n piksrt
shell 7 58 20 Ordenacio´n usando shell shell
quicksort 18 143 20 Ordenacio´n usando quicksort sort
heapsort 10 72 20 Ordenacio´n usando heapsort hpsort
select 28 200 21 k-e´simo elemento de una lista desordenada selip
bessel 21 245 2 Funciones Bessel Jn y Yn bessj,bessy
sa 30 332 23 Enfriamiento simulado anneal
netflow 55 112 66 Optimizacio´n de una red Wegener [282]
desordenada. El siguiente programa (bessel) calcula las funciones de Bessel dado el orden n (entero)
y un valor real. El programa sa resuelve una instancia del problema del viajante de comercio (TSP)
con diez ciudades usando enfriamiento simulado. Los tres primeros argumentos son las semillas para los
generadores de nu´meros aleatorios y los otros 20 nu´meros reales representan la posicio´n (en un plano) de
cada ciudad. Finalmente, el programa netflow optimiza una arquitectura de red para conseguir flujo de
datos ma´ximo. La entrada es la descripcio´n de la red a optimizar. Su taman˜o esta´ limitado a 6 nodos y
10 conexiones. Este u´ltimo programa es el u´nico con restricciones en sus argumentos. Los primeros veinte
argumentos deben ser nu´meros enteros comprendidos entre 1 y 6, ambos inclusive. Cuando se intente
ejecutar el programa con un valor inadecuado en alguno de esos argumentos, la funcio´n de distancia
devolvera´ el mayor nu´mero real representable en una ma´quina, tal y como se describe en la Seccio´n 5.2.1.
En primer lugar, hemos usado dos programas sin bucles: triangle, que posee predicados ato´micos
comprobando la igualdad de enteros, y calday, con objetivos parciales dispersos en el espacio de bu´squeda.
De entre los programas con bucles, hemos escogido insertion, shell, quicksort, heapsort y select
por su relevancia dentro de la Informa´tica. Los programas gcd y crc representan a los algoritmos de
computacio´n entera, mientras que bessel representa a los de computacio´n de punto flotante. Por u´ltimo,
sa y netflow son programas complejos con aplicacio´n real.
7.2. Para´metros de los algoritmos
En esta seccio´n presentamos los para´metros de los algoritmos usados en los experimentos de este
cap´ıtulo. Los para´metros de las versiones centralizadas y descentralizadas de GA y ES se presentan en
las Tablas 7.2 y 7.3. Los para´metros del PSO se encuentran en la Tabla 7.4.
Los para´metros seleccionados para ES son el resultado de un estudio que puede consultarse en la
Seccio´n A.1.1. En dicho estudio se llega a la conclusio´n de que la mejor configuracio´n es µ = 5 y λ = 1.
El hecho de usar en µ = 25 y λ = 5 en dES es para conseguir que cada subalgoritmo trabaje con
una subpoblacio´n de cinco individuos y genere uno en cada iteracio´n (como sugiere el estudio de la
Seccio´n A.1.1). Con objeto de hacer una comparacio´n lo ma´s justa posible entre algoritmos evolutivos,
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Tabla 7.2: Para´metros de los algoritmos distribuidos dES y dGA.
Para´metros dES dGA
Taman˜o de poblacio´n 25 25
Seleccio´n Aleatoria Aleatoria
Recombinacio´n - DPX (pc = 1.0)
Mutacio´n Gaussiana Perturbacio´n N(0, 1) (pm = 0.6)
Descendencia 1 por isla 1 por isla
Reemplazo (µ + λ) (µ + λ)
Criterio de parada Objetivo o 500 evaluaciones Objetivo o 500 evaluaciones
Islas 5
Topolog´ıa Anillo unidireccional
Tipo de migracio´n As´ıncrono
Periodo de migracio´n 10
Seleccio´n de emigrantes Torneo binario
Tasa de migracio´n 1
Reemplazo de migracio´n Reemplazo del peor si el inmigrante es mejor
Tabla 7.3: Para´metros de los algoritmos centralizados ES y GA.
Para´metros ES GA
Taman˜o de poblacio´n 25 25
Seleccio´n Aleatoria Aleatoria
Recombinacio´n - DPX (pc = 1.0)
Mutacio´n Gaussiana Perturbacio´n N(0, 1) (pm = 0.6)
Descendencia 5 5
Reemplazo (µ + λ) (µ + λ)
Criterio de parada Objetivo o 500 evaluaciones Objetivo o 500 evaluaciones






Criterio de parada Objetivo o 1000 evaluaciones
usamos los mismos para´metros µ y λ en todos ellos. El criterio de parada consiste en encontrar un caso
de prueba que cumpla el objetivo parcial o alcanzar un ma´ximo de 500 evaluaciones (en los algoritmos
distribuidos cada una de las cinco islas realiza un ma´ximo de 100 evaluaciones).
La configuracio´n de los operadores de GA son el resultado de un estudio previo para determinar su
mejor configuracio´n. Dicho estudio se encuentra en la Seccio´n A.1.2. El operador de recombinacio´n usado
en estos algoritmos es el cruce de dos puntos (DPX) con probabilidad 1.0. No obstante, de los dos hijos
creados por el operador so´lo se elige uno. El operador de mutacio´n en GA (y dGA) consiste en sumar al
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valor de un argumento de entrada un nu´mero aleatorio siguiendo una distribucio´n normal de media 0 y
desviacio´n esta´ndar 1 (como se menciono´ en la Seccio´n 5.2.5) con probabilidad 0.6.
Los algoritmos distribuidos usan cinco islas conectadas siguiendo una topolog´ıa de anillo unidirec-
cional. Para la migracio´n, se elige un individuo usando seleccio´n por torneo binario y se env´ıa a la isla
vecina cada diez pasos del bucle del subalgoritmo. El individuo emigrado se inserta en la subpoblacio´n
destino si es mejor que el peor individuo de esa subpoblacio´n. Al principio de la bu´squeda, el generador de
casos de prueba inserta en la poblacio´n un individuo (caso de prueba) que alcanza el predicado asociado
con el objetivo parcial perseguido, tal y como mencionamos en la Seccio´n 5.2.3.
Las ma´quinas usadas para los experimentos son Pentium 4 a 2.8 GHz con 512 MB de RAM y sis-
tema operativo Linux (versio´n del kernel 2.4.19-4GB). Realizamos 30 ejecuciones independientes de los
generadores de casos de prueba para cada programa objeto. En las tablas de resultados presentamos las
medias y las desviaciones t´ıpicas de esas 30 ejecuciones.
7.3. Algoritmos descentralizados frente a centralizados
En esta seccio´n comparamos los resultados obtenidos por los generadores de casos de prueba que usan
como motor de bu´squeda algoritmos evolutivos descentralizados y centralizados. En concreto, compara-
mos la estrategia evolutiva distribuida (dES) con la panmı´ctica (ES) y el algoritmo gene´tico distribuido
(dGA) con el panmı´ctico (GA). En los algoritmos descentralizados, cada isla (subalgoritmo) se ejecuta
en ma´quinas diferentes (ejecucio´n paralela). Con esta comparativa queremos estudiar la influencia del
disen˜o descentralizado en la bu´squeda. Por este motivo, fijamos el taman˜o de la poblacio´n y el nu´mero
ma´ximo de evaluaciones en todos los algoritmos al mismo valor. Debemos recordar aqu´ı que los algoritmos
evolutivos pueden ser ejecutados muchas veces durante una ejecucio´n del generador de casos de prueba
(ve´ase la Seccio´n 5.2.3). Por esto, el nu´mero total de evaluaciones puede ser mayor que el nu´mero total
de evaluaciones de una ejecucio´n (500).
En la Tabla 7.5 presentamos el porcentaje de cobertura corregida de condiciones, el nu´mero de eva-
luaciones (ejecuciones del programa objeto) requeridas para conseguir la cobertura alcanzada y el tiempo
del proceso de generacio´n completo (en segundos) para los algoritmos dES y ES. Sen˜alamos con negrita
los mejores resultados (los valores mayores en el caso de cobertura y los menores en el caso del nu´mero
de evaluaciones y el tiempo).
Tabla 7.5: Resultados obtenidos con dES y ES para todos los programas.
dES ES
Programa Cobertura (%) Evaluaciones Tiempo (s) Cobertura (%) Evaluaciones Tiempo (s)
triangle 99.92 0.44 1898.43 1583.28 5.50 4.10 100.00 0.00 1207.30 766.99 7.80 4.04
gcd 100.00 0.00 39.93 10.02 0.80 0.40 100.00 0.00 15.67 2.10 0.53 0.50
calday 97.88 3.66 2188.17 2036.97 7.47 3.64 97.73 3.47 2586.30 2156.01 23.97 9.55
crc 100.00 0.00 39.80 66.44 1.43 1.41 100.00 0.00 12.83 10.67 0.80 0.79
insertion 100.00 0.00 10.00 0.00 0.60 0.49 100.00 0.00 10.00 0.00 0.17 0.37
shell 100.00 0.00 10.00 0.00 0.53 0.50 100.00 0.00 10.00 0.00 0.30 0.46
quicksort 94.12 0.00 10.00 0.00 13.57 0.50 94.12 0.00 10.00 0.00 39.43 0.67
heapsort 100.00 0.00 10.00 0.00 0.47 0.50 100.00 0.00 10.00 0.00 0.43 0.50
select 83.33 0.00 34.17 12.25 14.40 0.49 83.33 0.00 13.30 1.75 41.03 0.60
bessel 97.56 0.00 481.33 851.80 11.53 1.82 97.56 0.00 198.63 396.11 32.20 2.56
sa 99.55 0.75 1451.13 1493.89 4330.20 2763.58 99.77 0.58 1730.43 1757.05 10302.73 8471.02
netflow 98.17 0.00 579.83 218.59 1440.50 225.02 98.17 0.00 362.40 246.16 3242.50 543.44
De los resultados de la Tabla 7.5 concluimos que no hay diferencia entre los dos algoritmos con
respecto a la cobertura. De hecho, en aquellos programas donde las medias difieren (triangle, calday y
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sa), un test estad´ıstico (los detalles esta´n en la Seccio´n B.2) revela que la diferencia no es significativa.
Con respecto al esfuerzo, observamos un nu´mero de evaluaciones ligeramente ma´s elevado en el caso de
dES en programas en los que se consigue la misma cobertura con ambos algoritmos (gcd, crc, select,
bessel y netflow). Esto no se esperaba, ya que nuestro objetivo era conseguir mayor cobertura y reducir
el coste computacional usando estrategias evolutivas distribuidas. Para la generacio´n de casos de prueba,
nuestra primera conclusio´n es que esto no se cumple, al menos para el modelo de islas que hemos usado,
y la u´nica mejora obtenida al usar dES es una reduccio´n en el tiempo de ejecucio´n. Este resultado no es
generalizable, ya que muchos otros trabajos muestran que las versiones distribuidas superan claramente
a la centralizadas [4, 12, 115]. Esto indica que los algoritmos distribuidos en la generacio´n de casos de
prueba deben cooperar de distinto modo para aventajar en eficacia a los algoritmos centralizados.
Es importante mencionar que para netflow los algoritmos encuentran varios casos de prueba para
los que no termina la ejecucio´n, lo cual es un claro ejemplo de que la metodolog´ıa seguida funciona y
tiene utilidad pra´ctica. No obstante, para la realizacio´n de los experimentos tuvimos que incorporar un
mecanismo que detiene el programa objeto cuando lleva cierto tiempo en ejecucio´n. En concreto, si la
ejecucio´n del programa tarda ma´s de un minuto, el generador lo detiene para continuar con la bu´squeda.
Este hecho explica los altos tiempos observados en la Tabla 7.5 (y, en menor medida, en los siguientes
resultados) para dicho programa (cuando el programa termina sin ser abortado su ejecucio´n no dura ma´s
de un segundo).
Con respecto al tiempo de ejecucio´n obtuvimos el resultado esperado. La ejecucio´n de dES es ma´s
ra´pida que la de ES en programas ma´s lentos porque cada subalgoritmo se ejecuta en paralelo. La ganancia
es sublineal (hasta 3.21 veces ma´s ra´pido con 5 procesadores), ya que los algoritmos no hacen exactamente
lo mismo y existe una importante parte secuencial en el algoritmo distribuido. El proceso de arranque de
dES requiere ma´s tiempo debido a la ejecucio´n de las islas en diferentes ma´quinas (conexio´n a cada una
de ellas y arranque de los procesos correspondientes). Por esta razo´n, podemos observar una ventaja de
ES para los programas ma´s ra´pidos.
Una conclusio´n de estos resultados es que insertion, shell, y heapsort son los programas ma´s
sencillos del banco de pruebas. El generador de casos de prueba es capaz de conseguir cobertura total
so´lo con los diez primeros casos de prueba generados aleatoriamente, es decir, no es necesario usar ningu´n
algoritmo de optimizacio´n. A estos tres programas les siguen otros dos: gcd y crc.
Ahora, presentamos en la Tabla 7.6 los resultados obtenidos por el generador de casos de prueba
usando como motor de bu´squeda el algoritmo gene´tico paralelo distribuido y el secuencial centralizado.
Tabla 7.6: Resultados obtenidos con dGA y GA para todos los programas.
dGA GA
Programa Cobertura (%) Evaluaciones Tiempo (s) Cobertura (%) Evaluaciones Tiempo (s)
triangle 99.84 0.61 3004.43 2820.07 7.53 5.75 99.67 1.04 3209.47 1985.48 20.30 10.97
gcd 100.00 0.00 445.60 155.66 1.57 0.56 100.00 0.00 257.20 198.82 2.00 1.41
calday 90.91 0.00 304.17 107.04 10.43 0.50 90.91 0.00 75.03 42.81 28.53 0.96
crc 100.00 0.00 14.83 21.85 0.83 0.90 100.00 0.00 10.37 1.97 0.73 0.63
insertion 100.00 0.00 10.00 0.00 0.47 0.50 100.00 0.00 10.00 0.00 0.40 0.49
shell 100.00 0.00 10.00 0.00 0.37 0.48 100.00 0.00 10.00 0.00 0.43 0.50
quicksort 94.12 0.00 10.00 0.00 13.20 0.60 94.12 0.00 10.00 0.00 36.43 0.50
heapsort 100.00 0.00 10.00 0.00 0.50 0.81 100.00 0.00 10.00 0.00 0.33 0.47
select 83.33 0.00 322.07 167.71 14.48 0.86 83.33 0.00 83.20 70.96 36.07 0.77
bessel 97.56 0.00 550.67 259.75 13.57 0.76 97.56 0.00 533.03 418.76 38.63 3.02
sa 96.78 0.51 335.33 1041.23 3865.30 696.46 96.72 0.42 176.63 697.55 6529.63 862.35
netflow 96.36 0.16 937.33 653.39 203.33 365.22 96.42 0.36 917.90 974.56 240.13 134.52
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De estos resultados concluimos, como en la comparacio´n anterior, que no hay diferencia entre los dos
algoritmos en la cobertura obtenida (no hay ninguna diferencia estad´ısticamente significativa). El nu´mero
de evaluaciones es ligeramente superior en dGA, y el tiempo de ejecucio´n de dGA es menor que el de GA.
De aqu´ı concluimos que el modo en que se explora el espacio de bu´squeda en las versiones distribuidas
de los EA no parece mejorar los resultados con respecto a las versiones panmı´cticas. Este hecho es una
contribucio´n inesperada de nuestro estudio, ya que, generalmente, se esperan ventajas de la bu´squeda
descentralizada.
A pesar de lo anterior, debido a la ejecucio´n paralela, las versiones distribuidas pueden ser ade-
cuadas para programas computacionalmente costosos, como sa. Podemos tambie´n paralelizar la versio´n
panmı´ctica usando, por ejemplo, un esquema maestro-esclavo (ve´ase el modelo paralelo maestro-esclavo
en la Seccio´n 4.3.2). Pero, en este u´ltimo caso, el algoritmo necesita sincronizarse con todas las ma´quinas
una vez en cada iteracio´n. Esa sincronizacio´n puede ser muy dan˜ina para el tiempo de ejecucio´n del
proceso completo, especialmente cuando el tiempo de ejecucio´n del programa objeto depende del caso de
prueba. Debido a esta diferencia en el tiempo de ejecucio´n, muchos procesadores podr´ıan estar ociosos
durante largos periodos de tiempo. En el EA distribuido, la sincronizacio´n entre las ma´quinas se realiza
cuando todos los subalgoritmos se detienen y, por esto, el nu´mero de puntos de sincronizacio´n es muy
bajo (es exactamente el nu´mero de ejecuciones del dEA durante una ejecucio´n del generador de casos de
prueba), reduciendo el tiempo total de la generacio´n. En conclusio´n, los algoritmos paralelos distribuidos
como los que hemos utilizado en esta seccio´n, a pesar de no superar en eficacia a los secuenciales, pueden
ser u´tiles para reducir el tiempo requerido por la generacio´n de casos de prueba.
7.4. Generacio´n aleatoria de casos de prueba
Para confirmar que insertion, shell, heapsort, gcd, y crc son los programas ma´s simples del banco
de pruebas, hemos usado un generador de casos de prueba aleatorio que genera un ma´ximo de 20000 casos
de prueba y mostramos los resultados en la Tabla 7.7.
Tabla 7.7: Resultados obtenidos con generacio´n aleatoria para todos los programas.
Generador de casos de prueba aleatorio
Programa Cobertura (%) Evaluaciones Tiempo (s)
triangle 51.22 0.00 141.67 105.05 92.30 1.70
gcd 80.00 0.00 3.33 1.62 94.77 2.08
calday 95.45 0.00 74.97 35.63 95.10 3.41
crc 100.00 0.00 5.97 3.28 0.33 0.47
insertion 100.00 0.00 1.07 0.25 0.10 0.30
shell 100.00 0.00 1.00 0.00 0.07 0.25
quicksort 94.12 0.00 2.07 1.03 123.23 0.62
heapsort 100.00 0.00 1.00 0.00 0.10 0.30
select 11.11 0.00 1.00 0.00 99.87 0.76
bessel 70.73 0.00 158.10 107.44 97.70 0.69
sa 96.67 0.30 639.03 3429.60 5861.73 12.51
netflow 95.38 0.65 9225.77 6658.85 133.40 0.88
Como espera´bamos, crc, insertion, shell y heapsort se cubren con menos de diez casos de prueba
en media. No obstante, en contra de nuestras predicciones, gcd no se puede cubrir con generacio´n aleatoria,
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so´lo el 80% de los objetivos parciales se cubren tras 20000 casos de prueba aleatorios. Adema´s, este 80%
se cubre con los primeros tres o cuatro casos generados. La razo´n es que hay dos igualdades dentro del
programa, las cuales son muy dif´ıciles de cubrir con casos aleatorios. En los resultados de la generacio´n
aleatoria, descubrimos que la cobertura obtenida por quicksort es la misma que la obtenida con los
generadores de casos de prueba basados en EA; es decir, que los generadores de casos de prueba que
usan EA para la bu´squeda no mejoran los resultados de una bu´squeda aleatoria. Esto revela que es
muy fa´cil conseguir el 94.12% de cobertura, pero muy dif´ıcil conseguir la cobertura total. La razo´n
es que hay un predicado que comprueba un fallo de una asignacio´n de memoria dina´mica y otro que
comprueba un desbordamiento de pila. Es decir, hay una pe´rdida dependiente del entorno que hace que
94.12% sea el ma´ximo absoluto para este programa en el entorno de ejecucio´n dado. En conclusio´n,
no necesitamos algoritmos metaheur´ısticos para generar casos de prueba en el caso de los programas
crc, insertion, shell, quicksort y heapsort; los objetivos parciales alcanzables se pueden cubrir con
generacio´n aleatoria. Por esta razo´n, descartamos estos programas para la realizacio´n de los experimentos
de las siguientes secciones.
7.5. Ana´lisis del enfoque distribuido
En esta seccio´n vamos a estudiar la influencia de algunos para´metros de los algoritmos distribuidos
para, no so´lo caracterizarlos mejor, sino tambie´n asegurarnos de que los resultados previos no son el
producto de una configuracio´n inicial poco acertada. Los programas netflow y sa requieren mucho
tiempo de ejecucio´n, mientras que para triangle, gcd, select y bessel, tanto dGA como dES obtienen
la misma cobertura en todas las ejecuciones independientes (posible pe´rdida de cobertura dependiente
del entorno) o una cobertura demasiado cercana al 100% como para apreciar diferencias significativas
en los resultados. Por este motivo, usamos el algoritmo dES y el programa calday en los experimentos
cuyos resultados mostramos en esta seccio´n.
7.5.1. Ana´lisis del modo de bu´squeda
Inicialmente, estudiaremos el comportamiento del algoritmo cuando cada isla busca un objetivo dife-
rente (modo de bu´squeda diff ), tal y como se propuso en la Seccio´n 5.2.3. En los experimentos previos
todos los subalgoritmos buscaban el mismo objetivo parcial (modo de bu´squeda same).
Pero antes de mostrar los resultados debemos discutir un pequen˜o detalle. Los algoritmos de las
secciones previas se detienen cuando una de las islas encuentra el objetivo, ya que todas ellas buscan el
mismo. Ahora, usando el modo de bu´squeda diff vamos a cambiar la condicio´n de parada del algoritmo.
Puesto que todas las islas buscan un objetivo potencialmente distinto al mismo tiempo, parece razonable
detener el algoritmo tras un nu´mero de evaluaciones predefinidas, con el propo´sito de encontrar ma´s
objetivos parciales en una ejecucio´n del algoritmo.
Este nu´mero ma´ximo de evaluaciones es 500 (100 en cada isla, como en los experimentos previos).
En la Tabla 7.8 mostramos el porcentaje de cobertura, el nu´mero de evaluaciones, y el tiempo de los dos
modos de bu´squeda.
Como podemos observar, los mejores resultados en cobertura y tiempo son los obtenidos cuando
todas las islas buscan el mismo objetivo parcial (modo de bu´squeda same). Adema´s, las diferencias en
todos los valores son estad´ısticamente significativas (ve´ase la Tabla B.3 en la Seccio´n B.2). Es decir, la
colaboracio´n entre las islas es fruct´ıfera cuando todos buscan el mismo objetivo, y no cuando buscan
objetivos diferentes.
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Tabla 7.8: Comparacio´n de dos versiones de dES con distinto modo de bu´squeda.
Modo de bu´squeda Cobertura (%) Evaluaciones Tiempo (s)
same 97.88 3.66 2188.17 2036.97 7.47 3.64
diff 92.12 3.09 693.83 1288.95 10.07 1.71
7.5.2. Ana´lisis del criterio de parada
Ahora, vamos a estudiar el criterio de parada usado en dES. Como mencionamos en la Seccio´n 5.2.3,
todos los casos de prueba que cubren un objetivo parcial no cubierto se almacenan tambie´n en la tabla de
cobertura, incluso si el objetivo cubierto no es el que se busca actualmente. No obstante, el algoritmo se
detiene so´lo cuando se cubre el objetivo parcial buscado o se alcanza el nu´mero ma´ximo de evaluaciones.
Aqu´ı estudiamos la alternativa de detener el algoritmo cuando un caso de prueba cubre un objetivo
parcial no cubierto (no necesariamente el que se busca). En la Tabla 7.9 comparamos esta alternativa
(condicio´n de parada any) con la anteriormente usada (condicio´n de parada obj ).
Tabla 7.9: Comparacio´n de dos versiones de dES con diferente criterio de parada.
Criterio de parada Cobertura (%) Evaluaciones Tiempo (s)
obj 97.88 3.66 2188.17 2036.97 7.47 3.64
any 97.73 3.27 2640.47 2090.55 9.17 4.47
Podemos observar en los resultados que la condicio´n de parada obj tiene una ligera ventaja sobre any.
No obstante, las diferencias no son estad´ısticamente significativas, as´ı que no podemos afirmar que la
condicio´n de parada usada en las secciones anteriores (obj ) sea mejor que la introducida en esta seccio´n.
7.5.3. Ana´lisis del nu´mero de semillas
El siguiente estudio concierne al nu´mero de individuos usados para inicializar el algoritmo de opti-
mizacio´n. El generador de casos de prueba usado en los experimentos previos inicializa cada isla de dES
con un individuo (caso de prueba) que alcanza el predicado ato´mico asociado al objetivo parcial. Si hay
suficientes casos de prueba que alcancen el predicado ato´mico en la tabla de cobertura, todas las islas
recibira´n un caso de prueba diferente. En caso contrario, varias islas recibira´n el mismo caso de prueba.
Examinamos en estos experimentos tres valores distintos para el nu´mero de semillas utilizadas en la ini-
cializacio´n de las islas. El objetivo de este estudio es comprobar si el nu´mero de “buenas” soluciones en la
poblacio´n inicial de dES mejora la precisio´n del generador de casos de prueba. En la Tabla 7.10 mostramos
los resultados obtenidos cuando se comparan tres generadores usando 1, 2 y 3 semillas, respectivamente.
Tabla 7.10: Comparacio´n de tres versiones del generador de casos de prueba con diferente nu´mero de
semillas en la poblacio´n inicial de dES.
Semillas Cobertura (%) Evaluaciones Tiempo (s)
1 97.88 3.66 2188.17 2036.97 7.47 3.64
2 94.85 4.35 1300.90 1760.61 9.17 2.93
3 95.91 4.45 1745.30 2292.11 8.53 4.04
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El mayor porcentaje de cobertura se obtiene cuando se usa una semilla (lo cual es contraintuitivo). No
encontramos diferencias estad´ısticamente significativas para el nu´mero de evaluaciones ni para el tiempo
(ve´ase la Seccio´n B.2). Una posible razo´n de este resultado inesperado podr´ıa ser que cada isla de dES
tiene que dividir su bu´squeda entre dos buenas soluciones de la poblacio´n (las dos semillas) y, por esto,
los descendientes de ambas semillas alcanzan el objetivo ma´s tarde. No obstante, esto no se observa
cuando se usan tres semillas. En este caso, alguna de las semillas tiene que estar necesariamente repetida
en la poblacio´n (ya que so´lo se almacenan diez semillas en la tabla de cobertura para cada objetivo
parcial) y esto puede beneficiar la evolucio´n de los individuos redundantes. No obstante, son necesarios
ma´s experimentos para confirmar (o refutar) esta hipo´tesis.
7.5.4. Ana´lisis del periodo de migracio´n
Por u´ltimo, vamos a estudiar la influencia del periodo de migracio´n en los resultados. El periodo de
migracio´n es el nu´mero de pasos entre dos migraciones consecutivas y es una medida del acoplamiento
entre las islas en el EA distribuido. En los experimentos previos el periodo de migracio´n era 10. En esta
seccio´n estudiaremos cuatro valores ma´s: 30, 50, 70 y 90. Puesto que el nu´mero ma´ximo de pasos de cada
subalgoritmo es 100, un periodo de migracio´n de 90 significa que no hay casi comunicacio´n entre las islas.
Queremos comprobar con este experimento si la colaboracio´n entre las islas beneficia la bu´squeda o no.
En la Tabla 7.11 mostramos los resultados.
Tabla 7.11: Comparacio´n de cinco versiones del generador de casos de prueba con diferente periodo de
migracio´n en dES.
Periodo de migracio´n Cobertura (%) Evaluaciones Tiempo (s)
10 97.88 3.66 2188.17 2036.97 7.47 3.64
30 98.18 3.02 1861.13 1609.42 7.27 3.48
50 98.33 2.99 2085.97 1555.87 7.20 3.27
70 98.94 1.92 2073.27 1540.50 7.13 3.69
90 99.09 2.16 2005.50 1113.87 6.23 2.94
Podemos observar que los resultados mejoran cuando el periodo de migracio´n aumenta. Esto no es
sorprendente ya que, como vimos en la Seccio´n 7.3, el enfoque distribuido no es mejor que el centralizado.
No obstante, los valores de la Tabla 7.11 no son estad´ısticamente significativos.
7.6. Resultados de PSO
En esta seccio´n presentamos los resultados obtenidos por los generadores de casos de prueba con
PSO como motor de bu´squeda y los comparamos con otros tres generadores: dos que usan ES y GA, y
un generador aleatorio (RND). En la Tabla 7.12 presentamos la cobertura corregida de condiciones y el
nu´mero de evaluaciones necesarias para obtener la cobertura alcanzada. Los programas utilizados para
estos experimentos son: triangle, calday, select, bessel, sa y netflow.
En primer lugar, podemos observar que GA y RND obtienen de forma general la cobertura ma´s baja.
En segundo lugar, comparando PSO y ES observamos que su eficacia es aproximadamente la misma. En
calday, select, y sa la cobertura media que obtiene PSO es mayor que la de ES, pero ES supera a
PSO en triangle y netflow. Adema´s, la validacio´n estad´ıstica (Seccio´n B.2) demuestra que las u´nicas
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Tabla 7.12: Resultados obtenidos con PSO comparados con los de ES, GA y RND.
Programa
PSO ES GA RND
Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 93.98 3.43 11295.77 6294.94 99.84 0.85 2370.03 2200.28 99.67 1.04 3209.47 1985.48 51.22 0.00 141.67 105.05
calday 100.00 0.00 179.33 155.71 98.18 3.44 3166.47 3336.17 90.91 0.00 75.03 42.81 95.45 0.00 74.97 35.63
select 88.89 0.00 380.13 22.10 83.33 0.00 13.27 2.72 83.33 0.00 83.20 70.96 11.11 0.00 1.00 0.00
bessel 97.56 0.00 116.90 76.69 97.56 0.00 350.63 712.41 97.56 0.00 533.03 418.76 70.73 0.00 158.10 107.44
sa 100.00 0.00 165.67 13.83 99.94 0.30 2337.30 1726.49 96.72 0.42 176.63 697.55 96.67 0.30 639.03 3429.60
netflow 97.77 0.56 4681.70 4835.78 98.17 0.00 307.77 200.01 96.42 0.36 917.90 974.56 95.38 0.65 9225.77 6658.85
diferencias significativas son las de triangle y select. Hemos observado que en triangle, PSO obtiene
menor cobertura que ES debido a la perturbacio´n que an˜adimos a la te´cnica (los experimentos previos
que realizamos para decidir los para´metros de los algoritmos as´ı lo demuestran). La perturbacio´n despue´s
de cada paso del algoritmo aumenta de forma dra´stica la capacidad de exploracio´n del mismo. Eso
ayuda a programas como calday o select, que poseen objetivos parciales en lugares muy alejados de la
regio´n donde se encuentran las part´ıculas inicialmente. Sin embargo, la densidad de objetivos parciales en
triangle es mayor en la regio´n inicial y la exploracio´n perjudica la bu´squeda en ese caso. Por otro lado,
ES tiene una mayor componente de explotacio´n y menor de exploracio´n, lo cual explica que no alcance
la cobertura que obtiene PSO en calday y select.
El uso de la cobertura corregida en la presentacio´n de nuestros experimentos ha permitido eliminar
la pe´rdida debido al co´digo. Sin embargo, podemos observar que los mejores resultados de cobertura
en algunos problemas se mantienen por debajo del 100%. Esto se debe en parte a la pe´rdida debida al
entorno (select, por ejemplo, usa memoria dina´mica) y a la ineficacia del generador (en bessel existe un
predicado que comprueba la igualdad entre nu´meros reales, que es muy dif´ıcil de satisfacer con te´cnicas
de generacio´n dina´mica).
Para comparar el nu´mero de evaluaciones debemos tener en cuenta que la comparacio´n es justa
solamente cuando los algoritmos obtienen la misma cobertura. En otro caso, podemos concluir que el
algoritmo que requiere menos evaluaciones es mejor si la cobertura obtenida es mayor. Este es el caso del
PSO en los programas bessel y sa y de ES en los programas triangle y netflow.
7.7. Resultados previos en la literatura
La tarea de comparar nuestros resultados con los de trabajos previos no es sencilla. Primero, necesita-
mos encontrar trabajos que aborden los mismos programas. Hay un programa muy popular en el dominio
de la generacio´n automa´tica de casos de prueba: el clasificador de tria´ngulos. No obstante, hay diferentes
implementaciones en la literatura y el co´digo fuente no se publica normalmente. En este cap´ıtulo, usa-
mos la implementacio´n del clasificador de tria´ngulos publicada en [206]. Tenemos otros dos programas
en comu´n con [206]: el ca´lculo del ma´ximo comu´n divisor y la ordenacio´n por insercio´n. No obstante,
usamos implementaciones distintas de estos algoritmos. Para facilitar futuras comparaciones hemos in-
dicado en la Tabla 7.1 co´mo conseguir el co´digo fuente de los programas objetivo (disponibles online en
http://tracer.lcc.uma.es/problems/testing/ con la excepcio´n de netflow).
Un segundo obsta´culo cuando se comparan diferentes te´cnicas es el de las medidas. Aqu´ı usamos la
cobertura de condiciones corregida para medir la calidad de las soluciones. En [151, 244, 246], los autores
usan la cobertura de ramas. Por otro lado, la medida de cobertura usada en [206] se obtiene mediante un
software propietario: DeepCover. No podemos sacar grandes conclusiones de una comparacio´n cuantitativa
de todos estos resultados porque se usan medidas distintas. Otro aspecto que puede afectar a los resultados
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es el nu´mero de ejecuciones independientes. Un nu´mero bajo de ejecuciones independientes de algoritmos
estoca´sticos no es suficiente para obtener una idea clara sobre el comportamiento de la te´cnica usada.
A pesar de todas las consideraciones previas, incluimos en la Tabla 7.13 los mejores resultados de
cobertura media obtenidos para el clasificador de tria´ngulos en [151, 206, 244, 246] y el nu´mero necesario
de evaluaciones (ejecuciones del programa objeto). Mostramos en la misma tabla los resultados de ES, el
mejor algoritmo con respecto al porcentaje de cobertura en este cap´ıtulo.
Tabla 7.13: Resultados previos de cobertura y nu´mero de evaluaciones para triangle.
triangle Ref. [206] Ref. [151] Ref. [244] Ref. [246] ES (aqu´ı)
Cobertura (%) 94.29b 100.00a 100.00a 100.00a 100.00c
Evaluaciones ≈ 8000.00 18000.00 608.00 3439.00 1207.30
aCobertura de ramas.
bCobertura con DeepCover.
cCobertura de condiciones corregida.
Si nos centramos en la cobertura de la Tabla 7.13, nuestra ES obtiene cobertura total junto con los
algoritmos de [151, 244, 246]. Comparando el nu´mero de evaluaciones, nuestro trabajo se encuentra en
segunda posicio´n, detra´s del trabajo de Sagarna y Lozano [244]. No obstante, debemos recordar que la
cobertura de condiciones (usada en este cap´ıtulo) es un criterio de adecuacio´n ma´s severo que la cobertura
de ramas usado por los autores en [244] (ve´ase la Seccio´n 3.2), lo cual puede explicar esta diferencia en
el nu´mero de evaluaciones.
Tenemos tambie´n un programa en comu´n con el trabajo de Wegener et al. [282]: netflow. La com-
paracio´n se muestra en la Tabla 7.14. Analizando el co´digo descubrimos que nuestro 98.17% de cobertura
corregida de condiciones obtenida con 362.40 evaluaciones se corresponde con el 99% de cobertura de
ramas que ellos obtienen con 40503. Adema´s, esta cobertura de ramas es la ma´xima cobertura alcanza-
ble, como se indica en [282]. La conclusio´n es que obtenemos la misma cobertura con, aproximadamente,
una cente´sima parte de las evaluaciones, a pesar del hecho de que usamos una funcio´n de fitness menos
elaborada que la suya.
Tabla 7.14: Resultados previos de cobertura y nu´mero de evaluaciones para netflow.
netflow Ref. [282] ES (aqu´ı)
Cobertura (%) 99.00a 98.17b
Evaluaciones 40503.00 362.40
aCobertura de ramas.
bCobertura de condiciones corregida.
7.8. Conclusiones
En este cap´ıtulo hemos analizado, en primer lugar, la aplicacio´n de algoritmos evolutivos con poblacio´n
centralizada y descentralizada al problema de generacio´n de casos de prueba. En concreto, hemos com-
parado una ES distribuida y un GA distribuido con sus versiones centralizadas. Los resultados muestran
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que las versiones descentralizadas no tienen ventaja estad´ıstica sobre las centralizadas, ni en te´rminos de
cobertura ni en esfuerzo. Esta es una observacio´n inesperada, ya que existen muchos trabajos mostrando
un alto grado de precisio´n del enfoque descentralizado. Para comprobar que las conclusiones obtenidas con
respecto al enfoque distribuido no son el resultado de una configuracio´n poco acertada, hemos estudiado
la influencia en los resultados de varios para´metros del generador de casos de prueba basado en dES. Estos
para´metros han sido el modo de bu´squeda, la condicio´n de parada, el nu´mero de semillas usadas en las
islas y el periodo de migracio´n. Los experimentos muestran que los resultados mejoran si todas las islas
persiguen el mismo objetivo parcial con respecto a las versiones que persiguen distintos objetivos. Esto
puede ser debido a que los distintos objetivos parciales que cada isla trata conseguir son muy diferentes
entre s´ı y la colaboracio´n entre las islas no ayuda en la bu´squeda. Por otro lado, la condicio´n de parada
que consiste en detener el algoritmo cuando un nuevo objetivo parcial se cubre (any) no tiene una clara
ventaja sobre aque´lla en la que so´lo la cobertura del objetivo parcial perseguido se usa para detener el al-
goritmo (obj ). Esto puede indicar que, en realidad, no se cubren con frecuencia objetivos parciales que no
sean el perseguido en un instante determinado. Analizando el nu´mero de semillas usadas en la poblacio´n
inicial de dES, descubrimos que los mejores resultados se obtienen con una u´nica semilla. La presencia de
varias semillas puede repartir la bu´squeda que se realiza en cada isla entre regiones distintas del espacio,
requirie´ndose un mayor nu´mero de evaluaciones para conseguir el objetivo parcial. Finalmente, un alto
periodo de migracio´n parece beneficiar la bu´squeda, lo que confirma que el enfoque distribuido utilizado
no beneficia la bu´squeda en el problema de generacio´n de casos de prueba para las instancias abordadas
en este cap´ıtulo.
En una segunda etapa, hemos mostrado los resultados obtenidos con PSO y los hemos comparado con
ES, GA y RND. Los resultados muestran que PSO y ES poseen una eficacia similar en general. Mientras
que en algunos programas PSO aventaja a ES, en otros, ES obtiene los mejores resultados. De cualquier
forma, concluimos que ambos algoritmos resultan mejores que RND y GA, el cual es la base de numerosos
trabajos en el dominio. Esto abre una prometedora l´ınea de investigacio´n relativa a la aplicacio´n de PSO
y ES en la generacio´n de casos de prueba con algoritmos metaheur´ısticos, donde GA ha sido hasta ahora
un esta´ndar de facto. Ma´s au´n, el nu´mero de para´metros a ajustar en la ES es ma´s bajo que el de los
otros algoritmos y, por este motivo, creemos que es ma´s adecuado para las herramientas automa´ticas que
deben ser usadas, en general, por personas sin conocimiento sobre algoritmos evolutivos.
Cap´ıtulo 8
Aplicacio´n de ACOhg a la bu´squeda
de violaciones de propiedades de
seguridad en sistemas concurrentes
En este cap´ıtulo abordamos el problema de bu´squeda de violaciones de propiedades de seguridad en
sistemas concurrentes. Para resolver el problema usamos la metaheur´ıstica desarrollada en la Seccio´n 5.3:
ACOhg. La organizacio´n del cap´ıtulo es como sigue. En la siguiente seccio´n describimos los modelos
Promela usados en los experimentos. Tras esto, presentamos la configuracio´n utilizada en los experimentos
en la Seccio´n 8.2. Posteriormente, se muestran y discuten los resultados obtenidos al estudiar la influencia
aislada de λant en los resultados (Seccio´n 8.3) y analizar en profundidad las te´cnicas misionera y de
expansio´n de ACOhg (Seccio´n 8.4). Seguidamente, en la Seccio´n 8.5, comparamos los resultados que
ACOhg obtiene con los de algoritmos exactos bien conocidos en el dominio del problema. La Seccio´n 8.6
presenta los resultados de la combinacio´n de ACOhg con reduccio´n de orden parcial (introducida en la
Seccio´n 3.3). Por u´ltimo, comparamos ACOhg con un algoritmo gene´tico aparecido en un trabajo previo
en la Seccio´n 8.7 y concluimos el cap´ıtulo en la Seccio´n 8.8.
8.1. Conjunto de sistemas concurrentes
Para la realizacio´n de los experimentos hemos seleccionado 10 modelos Promela pertenecientes a
sistemas concurrentes que violan propiedades de seguridad. Todos estos modelos pueden encontrarse
documentados en la literatura [94]. En la Tabla 8.1 presentamos los modelos indicando su longitud en
l´ıneas de co´digo (LdC), el nu´mero de estados que poseen, el nu´mero de procesos, la longitud de una traza
de error o´ptima (ma´s corta) y la propiedad de seguridad que violan. Estos modelos se pueden encontrar
junto con el co´digo fuente de HSF-SPIN en www.albertolluch.com.
Dentro de estos modelos hay cuatro de ellos escalables: giop, leader, marriers y phi. Estos modelos
tienen para´metros que permiten generar instancias del modelo tan grandes como se desee. El modelo
giopi j es una implementacio´n del protocolo Inter-ORB de CORBA para i clientes y j servidores (so´lo
puede ser 1 o 2) [156]. El siguiente modelo, leaderi, es un algoritmo de eleccio´n de un l´ıder para un
anillo unidireccional con i procesos candidatos [67]. El modelo marriersi es un protocolo que resuelve el
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Tabla 8.1: Modelos Promela usados en los experimentos.
Modelo LdC Estados Procesos Long. traza o´ptima Propiedad violada
garp 272 Desconocido 8 16 Ausencia de interbloqueo
giopi j 717 Desconocido i + 3( j + 1) - Ausencia de interbloqueo
leaderi 172 Desconocido i + 1 - Aserto
lynch 47 146 4 27 Aserto
marriersi 142 Desconocido i + 1 - Ausencia de interbloqueo
needham 260 18242 4 5 Fo´rmula LTL
phi j 34 3 j ∗ j + 1 j + 1 Ausencia de interbloqueo
pots 453 Desconocido 8 5 Ausencia de interbloqueo
relay 70 1062 3 12 Invariante
x509 246 4528 7 47 Invariante
∗ Resultado teo´rico.
problema de las parejas estables para i parejas [202]. El u´ltimo de los modelos escalables, phi j, implementa
el conocido problema de los filo´sofos de Dijkstra con j filo´sofos.
El resto de los modelos no son escalables. El modelo garp implementa el protocolo de registro de atribu-
tos gene´ricos (Generic Attribute Registration Protocol) [218]. lynch es una implementacio´n del protocolo
de Lynch [184]. El protocolo de autenticacio´n Needham-Schroeder [219] se implementa en needham. pots
modela un sistema de telefon´ıa [155]. El modelo relay implementa un circuito electromeca´nico [275]. El
u´ltimo modelo, x509, es el protocolo de autenticacio´n X.509 [154].
Los modelos ma´s pequen˜os son lynch, needham, relay, y x509. Los otros dos modelos no escalables
(garp y pots) tienen asociado un auto´mata de Bu¨chi que no cabe en la memoria principal de la ma´quina
usada para los experimentos (512 MB). En cuanto a los modelos escalables, las versiones ma´s grandes que
caben en la ma´quina utilizada son marriers3, leader5, phi10 y giop12. Como ilustracio´n del crecimiento
de estos modelos escalables diremos que para el modelo phi16 se necesitan 11 GB de memoria para
almacenar los estados y para el phi20 son necesarios 1039 GB.
8.2. Para´metros de ACOhg
En los experimentos usamos el algoritmo ACOhg con la configuracio´n mostrada en la Tabla 8.2. Salvo
que se diga lo contrario, en las secciones siguientes se usa la te´cnica misionera. Estos para´metros no
se han elegido de forma arbitraria; son el resultado de un estudio previo dirigido a encontrar la mejor
configuracio´n para abordar los modelos. Es decir, realizamos un disen˜o factorial de experimentos usando
un conjunto de valores para cada para´metro y seleccionamos la configuracio´n para la que los algoritmos
obten´ıan el mejor compromiso entre eficacia y calidad de la solucio´n. La parte ma´s relevante de este
estudio se encuentra en la Seccio´n A.2.
Con respecto a la informacio´n heur´ıstica, ηi j, usamos la expresio´n ηi j = 1/(1 + Hϕ( j)) cuando el
objetivo es encontrar un contraejemplo de una fo´rmula LTL (needham), un aserto (leaderi y lynch) o
un invariante (relay y x509). En la expresio´n anterior, Hϕ( j) es la heur´ıstica basada en fo´rmula evaluada
en el estado j. Para el caso de la deteccio´n de interbloqueos, usamos ηi j = 1/(1 + Hap( j)) donde Hap( j) es la
heur´ıstica de los procesos activos evaluada en el estado j (ve´ase la Seccio´n 3.3.4). No obstante, tambie´n
mostramos en las secciones siguientes una versio´n de ACOhg que no usa informacio´n heur´ıstica. Cuando
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exista posibilidad de confusio´n llamaremos ACOhg-h a la versio´n que utiliza informacio´n heur´ıstica y
ACOhg-b a la que no la usa. El criterio de parada de nuestros algoritmos consiste en encontrar una traza
de error o alcanzar el nu´mero ma´ximo de iteraciones permitidas (100). Este no es el u´nico criterio de
parada interesante; el algoritmo podr´ıa seguir la bu´squeda despue´s de encontrar una traza de error para
optimizar su longitud. No obstante, estamos interesados aqu´ı en observar el esfuerzo requerido por el
algoritmo para obtener una traza de error, que es un objetivo prioritario en las primeras fases de disen˜o
de software cr´ıtico.
Ya que ACOhg es un algoritmo estoca´stico, necesitamos realizar varias ejecuciones independientes
para tener una idea de su comportamiento. Por esto, realizamos 100 ejecuciones independientes para
conseguir muy alta confianza estad´ıstica. En las tablas de resultados mostramos la media y la desviacio´n
esta´ndar de esas 100 ejecuciones. La ma´quina usada en los experimentos es un Pentium 4 a 2.8 GHz
con 512 MB de RAM y sistema operativo Linux (versio´n del kernel 2.4.19-4GB). La cantidad ma´xima
de memoria asignada a los algoritmos es 512 MB (como la cantidad de memoria f´ısica de la ma´quina):
cuando un proceso excede esta memoria se detiene automa´ticamente. Hacemos esto para evitar un gran
trasiego de datos desde/hasta la memoria secundaria, que podr´ıa afectar significativamente al tiempo
requerido en la bu´squeda.
8.3. Influencia de λant
En esta seccio´n pretendemos estudiar la influencia de λant en los resultados. Este es un primer paso
para comprender la forma en que trabaja el algoritmo. Hemos usado cuatro instancias del modelo phi con
8, 12, 16 y 20 filo´sofos. Para cada instancia hemos usado distintos valores de λant en distintas ejecuciones.
Concretamente, se han usado valores que van desde la profundidad del nodo objetivo ma´s cercano dopt
(solucio´n o´ptima) hasta 6dopt aumentando en intervalos de 0.5dopt. Por comodidad en las discusiones
siguientes llamaremos κ al coeficiente de aumento de longitud calculado como el cociente λant/dopt.
En estos experimentos no se ha usado ninguna informacio´n heur´ıstica para guiar la bu´squeda. De
esta forma queremos estudiar el comportamiento de ACOhg en ausencia de informacio´n (ACOhg-b). El
nu´mero ma´ximo de iteraciones que realiza el algoritmo se ha reducido de 100 a 10. Se ha tomado este
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bajo nu´mero de iteraciones porque de esta forma se puede apreciar la influencia de λant en la tasa de
e´xito1. Experimentos previos demostraron que usando un nu´mero ma´s alto de evaluaciones, la tasa de
e´xito ascend´ıa al 100% en todos los casos. No hemos usado la te´cnica de expansio´n o misionera. En las
Tablas 8.3 y 8.4 se muestra la tasa de e´xito (nu´mero de ejecuciones que encontraron una trazas de error)
y la longitud de las soluciones encontradas, respectivamente.
Tabla 8.3: Tasa de e´xito (%) en funcio´n de κ.
Nu´mero de Coeficiente de aumento de longitud (κ)
Filo´sofos 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
8 100 100 100 100 100 100 100 100 100 100 100
12 90 100 100 100 100 100 100 100 100 100 100
16 43 95 100 100 100 100 100 100 100 100 100
20 7 52 95 100 100 100 100 100 100 100 100
Tabla 8.4: Longitud de la trazas de error encontrada en funcio´n de κ.
Nu´m. Coeficiente de aumento de longitud (κ)
Filo´s. 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
8 10.00 0.00 10.00 0.00 11.68 3.26 16.80 1.83 14.08 3.71 16.32 2.89 16.80 2.86 12.28 2.90 17.20 2.40 13.88 3.17 14.48 3.50
12 14.00 0.00 16.04 2.00 17.52 1.30 18.00 0.00 18.00 0.00 17.72 1.02 17.76 0.95 18.00 0.00 18.00 0.00 18.00 0.00 18.00 0.00
16 18.00 0.00 21.54 2.95 25.40 4.54 25.64 5.40 32.68 8.06 34.68 9.75 30.08 11.03 38.84 16.24 47.72 20.69 51.64 19.28 60.08 25.13
20 22.00 0.00 27.69 2.64 31.14 6.71 38.68 7.27 45.44 9.91 49.68 12.26 56.60 16.93 47.52 16.98 74.36 18.81 72.64 24.35 76.92 30.94
Podemos observar en las u´ltimas filas de la Tabla 8.3 que la tasa de e´xito aumenta al permitir a
las hormigas recorrer caminos ma´s largos. Esto es debido a que la porcio´n del grafo explorado aumenta
con λant y as´ı las hormigas encuentran diferentes caminos para llegar al objetivo. Estos caminos sera´n,
en general, ma´s largos que el camino o´ptimo. Una prueba de ello se muestra en la Tabla 8.4 donde se
puede apreciar que la longitud media de las soluciones aumenta, en general, con λant. Si nos fijamos
en el coeficiente de aumento de longitud necesario para conseguir el 100% de e´xito, observaremos que
aumenta de una forma lineal (1.0, 1.5, 2.0 y 2.5) con respecto al nu´mero de filo´sofos. Esto es un resultado
importante, ya que el nu´mero de estados del sistema concurrente aumenta de forma exponencial. No
obstante, son necesarios ma´s experimentos para corroborar dicha hipo´tesis.
El aumento de la tasa de e´xito con κ depende en gran parte del grafo explorado. Para que el aumento
en la longitud de las hormigas ayude a la bu´squeda es preciso que existan varios caminos que lleguen al
nodo (o nodos) objetivo. Si no fuera as´ı, el aumento de λant ser´ıa inu´til. Este es el caso cuando se explora
un a´rbol con un so´lo nodo objetivo. En dicho escenario so´lo hay un camino desde el nodo inicial al nodo
objetivo. Una hormiga que no haya encontrado el nodo objetivo cuando ha pasado por su profundidad
nunca ma´s podra´ volver a e´l. Por lo tanto, la forma en que influye λant en la tasa de e´xito depende del
grafo a explorar.
El hecho de que el algoritmo encuentre ma´s fa´cilmente la traza de error cuando λant es mayor, se deja
notar tambie´n en la memoria y el tiempo empleado para encontrar dicha traza. En las Figuras 8.1 y 8.2
se muestra gra´ficamente la cantidad de memoria usada (en Kilobytes) y el tiempo medio empleado (en
milisegundos). Debemos aclarar que la memoria usada es la cantidad ma´xima de memoria que requiere
1En este problema, una ejecucio´n tiene e´xito cuando encuentra una traza que lleva a un estado de aceptacio´n, refutando
la propiedad de seguridad de ausencia de interbloqueos.
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el algoritmo durante su ejecucio´n. Puesto que realizamos 100 ejecuciones independientes, tomamos esos
valores ma´ximos de memoria y mostramos la media. Como se puede apreciar, tanto la memoria como el
tiempo disminuyen al aumentar λant. Esto es debido a que la probabilidad de que una hormiga encuentre
un nodo objetivo es ma´s alta y no son necesarias tantas iteraciones del algoritmo. De esta forma, adema´s
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Figura 8.1: Memoria ma´xima usada por el algoritmo.
8.4. Ana´lisis de las te´cnicas misionera y de expansio´n
A continuacio´n nos proponemos investigar cua´l de las dos te´cnicas descritas en la Seccio´n 5.3.2 para
poder alcanzar nodos alejados del nodo inicial es ma´s adecuada para el problema de encontrar errores en
sistemas concurrentes. Para esto, estudiaremos ambas te´cnicas por separados en las siguientes secciones
y las compararemos en la Seccio´n 8.4.3. Para estos experimentos usamos el modelo phi20 y utilizamos
informacio´n heur´ıstica (algoritmo ACOhg-h).
8.4.1. Te´cnica misionera
Para la realizacio´n de este experimento fijamos el valor de λant a 21, que es la longitud de un camino
o´ptimo en phi20. Reducimos el nu´mero de pasos del algoritmo de 100 a 20. Los valores de σs var´ıan entre
1 y 20. El objetivo de este experimento es observar la influencia en los resultados del para´metro σs. Los
restantes para´metros son los de la Tabla 8.2. En la Tabla 8.5 podemos ver la tasa de e´xito, la longitud
de las trazas de error, la cantidad de memoria requerida, el nu´mero de estados expandidos y el tiempo.
A partir de los resultados, concluimos que la tasa de e´xito es mayor cuando el nu´mero de pasos por
etapa σs es bajo, es decir, cuando se realizan ma´s etapas. Esto se esperaba, ya que de este modo las
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Figura 8.2: Tiempo requerido por el algoritmo.
Tabla 8.5: Ana´lisis de la te´cnica misionera.
σs Tasa de e´xito (%) Longitud (estados) Memoria (KB) Estados exp. Tiempo (ms)
1 100.00 45.92 14.62 15626.24 449.16 652.50 189.23 383.00 57.37
2 100.00 36.16 8.42 25374.72 1098.88 867.94 214.74 702.80 89.41
3 100.00 32.40 6.68 35215.36 3989.38 1029.48 292.24 1114.50 231.71
4 100.00 31.92 6.09 45936.64 4674.69 1255.85 316.13 1694.10 315.52
5 100.00 30.44 5.56 56166.40 6488.27 1430.79 285.89 2384.50 417.26
6 100.00 29.60 5.32 66242.56 7579.95 1611.84 344.92 3142.60 679.88
7 100.00 29.28 5.89 73749.25 14313.94 1761.05 445.76 3853.80 1152.69
8 100.00 29.12 5.95 82042.88 17677.74 1908.51 490.15 4777.30 1589.97
9 100.00 28.16 5.38 90163.69 22919.01 2042.31 573.35 5930.50 2144.56
10 100.00 27.96 5.59 100341.76 22539.86 2259.97 563.21 6924.90 2493.97
11 100.00 26.72 5.04 108922.88 25936.39 2443.72 633.48 8228.50 3047.22
12 100.00 26.56 4.86 113469.44 35408.40 2526.26 838.53 9354.60 4051.15
13 99.00 26.98 5.43 124834.91 33336.51 2773.32 792.54 11202.32 4687.86
14 100.00 27.24 5.32 133345.28 37115.04 2955.43 872.13 13232.80 5706.19
15 100.00 26.84 5.41 141302.45 40493.07 3122.49 942.98 15046.60 6888.43
16 100.00 27.08 4.98 151788.85 40731.56 3365.07 956.01 18021.80 7774.61
17 99.00 25.93 4.82 149257.38 50491.50 3298.78 1189.23 18431.92 10623.06
18 99.00 26.33 4.65 162816.00 52206.25 3599.38 1215.47 22315.45 11582.47
19 95.00 26.05 4.86 177077.23 45198.72 3902.56 1059.14 26734.53 12853.33
20 27.00 21.00 0.00 114384.59 60693.26 2390.67 1321.36 6434.44 9159.06
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hormigas pueden alcanzar nodos ma´s profundos en el grafo y pueden encontrar ma´s caminos que llegan
al nodo objetivo. Cuando σs va de 1 a 10 (lo que significa que el algoritmo realiza entre 2 y 20 etapas)
la tasa de e´xito es del 100%. No obstante, cuando σs esta´ en el rango de 11 a 19 no siempre se consigue
100% de tasa de e´xito. En estos casos se realizan dos etapas, pero la segunda es ma´s corta que la primera
(menos pasos) y, aunque la tasa de e´xito se mantiene muy alta (por encima del 95%), a veces ACOhg no
puede encontrar el nodo objetivo. El gran descenso de la tasa de e´xito sucede cuando so´lo se realiza una
etapa (σs = 20), es decir, cuando la te´cnica misionera no se usa. Esto significa que el uso de la te´cnica
misionera aumenta la tasa de e´xito.
Con respecto a la longitud de las trazas de error, observamos que aumenta cuando se realiza un gran
nu´mero de etapas (σs bajo). Esto es debido a que el uso de un valor bajo en σs produce cambios ma´s
ra´pidos de etapas, con lo que el algoritmo explora nodos ma´s profundos en el grafo de construccio´n y
encuentra, con mayor probabilidad, caminos ma´s largos al nodo objetivo. En general, valores bajos de
σs implican mayor tasa de e´xito pero trazas de error ma´s largas. Tenemos que encontrar un compromiso
entre eficacia y calidad de la solucio´n.
Si observamos la cantidad de recursos requeridos por el algoritmo, apreciamos que la memoria, los
estados expandidos, y el tiempo de CPU aumentan con σs (los tests estad´ısticos apoyan esta observacio´n,
ve´ase la Seccio´n B.3). Es decir, como en el caso de la tasa de e´xito, se prefieren valores bajos de σs para
encontrar errores con pocos recursos. En conclusio´n, desde un punto de vista pra´ctico, podemos afirmar lo
siguiente: si se requiere una traza de error ra´pidamente y/o usando poca cantidad de memoria, entonces se
debe usar un valor bajo para σs; pero si se prefiere una traza de error corta, se debe asignar a σs un valor
alto o, incluso, se podr´ıa no usar la te´cnica misionera. Esto es una gran ventaja de ACOhg: ajustando
sus para´metros podemos conseguir el comportamiento deseado. Cuando se usan otras te´cnicas (como los
algoritmos exhaustivos cuyos resultados mostraremos en la Seccio´n 8.5) es necesario elegir entre distintas
te´cnicas dependiendo de los requisitos del usuario (el ingeniero a cargo de la calidad del software). En el
caso de ACOhg, basta un cambio de para´metros para ajustarse a los nuevos requisitos.
8.4.2. Te´cnica de expansio´n
A continuacio´n analizamos la te´cnica de expansio´n usando de nuevo el modelo phi20. Al para´metro δl
le asignamos la longitud de una traza o´ptima, es decir, 21 y asignamos a σi valores de 1 a 20. El valor inicial
de λant es tambie´n 21. De este modo, podremos hacer una comparacio´n justa entre las te´cnicas misionera y
de expansio´n en la siguiente seccio´n, porque la profundidad ma´xima que los algoritmos alcanzan durante
la bu´squeda en cada paso es la misma cuando σs = σi. Como en la seccio´n anterior, el ma´ximo nu´mero
de pasos que realizan los algoritmos es 20; el resto de para´metros son los de la Tabla 8.2. En la Tabla 8.6
presentamos los resultados en el mismo formato que el usado para la te´cnica misionera.
A partir de la Tabla 8.6, obtenemos las mismas conclusiones que para la te´cnica misionera. La tasa de
e´xito aumenta cuando σi es bajo, es decir, cuando λant aumenta frecuentemente. La memoria requerida,
los estados expandidos y el tiempo de CPU toman los valores ma´s bajos tambie´n cuando σi es bajo. No
obstante, un valor bajo de σi significa que se exploran caminos ma´s largos muy pronto en la bu´squeda y,
por tanto, se encuentran trazas de error de mayor longitud (lejos del o´ptimo). La influencia de σi en los
resultados es similar a la influencia de σs usando la te´cnica misionera, y podemos encontrar explicaciones
similares para esta influencia.
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Tabla 8.6: Ana´lisis de la te´cnica de expansio´n.
σi Tasa de e´xito (%) Longitud (estados) Memoria (KB) Estados exp. Tiempo (ms)
1 100.00 36.32 9.14 46571.52 16796.40 1131.39 487.05 919.90 492.38
2 100.00 33.36 7.70 63610.88 21670.26 1490.61 583.73 1782.70 907.38
3 100.00 31.48 7.75 70338.56 27169.29 1605.40 711.17 2309.60 1376.49
4 100.00 31.84 7.16 88576.00 31982.10 2018.49 835.09 3423.10 2041.52
5 100.00 31.84 7.00 89640.96 31630.30 1996.46 800.46 3521.10 2016.99
6 100.00 29.44 6.74 103761.92 43615.20 2327.61 1102.30 4765.70 3220.69
7 100.00 31.08 6.94 110695.33 40902.88 2458.04 1012.00 5149.80 2956.62
8 100.00 30.04 6.99 116736.00 46757.91 2590.29 1174.00 5937.00 4122.49
9 100.00 28.84 6.76 123444.37 43519.17 2715.92 1068.11 6350.80 3585.08
10 99.00 28.80 6.99 142449.78 51958.73 3173.07 1289.45 8207.47 5036.16
11 97.00 28.01 6.62 137511.59 47092.28 3007.11 1109.13 7665.05 3757.01
12 99.00 28.72 6.78 150641.78 41769.62 3297.68 1005.78 8863.94 3852.30
13 97.00 29.08 7.36 153821.69 51457.41 3362.97 1206.19 9406.39 4447.12
14 94.00 28.15 6.60 166193.02 54359.66 3656.00 1290.20 10874.68 5110.09
15 94.00 27.77 6.75 158077.28 58818.82 3437.20 1360.49 10197.66 5383.95
16 89.00 26.89 6.38 162850.52 60625.07 3532.03 1385.09 10774.38 5412.35
17 83.00 28.66 7.48 173315.08 60555.18 3765.87 1376.22 11957.59 5473.64
18 61.00 26.11 6.72 155698.36 66906.18 3343.66 1500.63 10628.36 6347.18
19 50.00 27.08 7.21 169226.24 56057.92 3617.12 1257.65 11526.40 5598.17
20 31.00 21.00 0.00 126315.35 51566.37 2641.42 1130.68 7030.97 4640.26
8.4.3. Comparacio´n de ambas te´cnicas
Ahora, comparamos las dos te´cnicas. Por motivos de claridad, presentamos en las Figuras 8.3, 8.4,
8.5, 8.6 y 8.7 la tasa de e´xito, la longitud de las trazas de error, la memoria usada, el nu´mero de estados
expandidos y el tiempo de CPU requerido por las dos te´cnicas. La informacio´n de estas figuras es la
mostrada en las Tablas 8.5 y 8.6.
En la Figura 8.3 podemos observar que ambas te´cnicas consiguen 100% de e´xito cuando σi = σs
esta´ por debajo de 10. No obstante, para valores mayores, cuando so´lo hay dos etapas en la te´cnica
misionera, y un cambio de λant en la te´cnica de expansio´n, la eficacia de la primera es mayor. Es decir,
la tasa de e´xito de la te´cnica misionera se mantiene por encima del 95%, mientras que la te´cnica de
expansio´n alcanza el 50% de tasa de e´xito cuando σi = 19. Esto se puede deber al hecho de que la te´cnica
misionera se centra en una nueva regio´n del grafo de construccio´n y no explora de nuevo la regio´n de
la primera etapa (como hace la te´cnica de expansio´n), que podr´ıa llevar al algoritmo a tomar un mayor
nu´mero de caminos equivocados.
Analizando la longitud media de las trazas de error encontradas (Figura 8.4), observamos que las dos
te´cnicas obtienen resultados similares. Se aprecia so´lo una ventaja leve de la te´cnica de expansio´n para
valores bajos de σi. En la te´cnica de expansio´n, las hormigas parten siempre del nodo inicial y, por lo
tanto, la probabilidad de encontrar una traza de error o´ptima es ma´s alta. En la te´cnica misionera, las
diferentes etapas exploran una regio´n de taman˜o similar que se encuentra a diferentes profundidades (las
hormigas comienzan la construccio´n en diferentes nodos) y es ma´s probable encontrar trazas de error ma´s
largas. No obstante, este comportamiento so´lo se puede apreciar para valores bajos de σi y σs.















































Figura 8.4: Comparacio´n entre las te´cnicas misionera y de expansio´n: Longitud de las trazas de error.
Centre´monos ahora en los recursos (Figuras 8.5 y 8.7) y en los estados expandidos (Figura 8.6). La
te´cnica de expansio´n requiere ma´s memoria que la misionera. Una primera explicacio´n para este hecho
es que la te´cnica de expansio´n trabaja con caminos ma´s largos. La segunda razo´n principal es que en






















































Figura 8.6: Comparacio´n entre las te´cnicas misionera y de expansio´n: Estados expandidos.
la te´cnica misionera los rastros de feromona se descartan al final de cada etapa. Por esto, concluimos
que la te´cnica misionera es ma´s eficiente que la de expansio´n con respecto al consumo de memoria.
Comparando las Figuras 8.5 y 8.6 podemos observar que existe una relacio´n directa entre los estados

























Figura 8.7: Comparacio´n entre las te´cnicas misionera y de expansio´n: Tiempo de CPU requerido.
expandidos y la memoria requerida (las curvas son similares en ambas figuras). En el algoritmo ACOhg-h
las principales fuentes de consumo de memoria son los estados expandidos y los rastros de feromona.
Adema´s, hay un rastro de feromona τi j asociado a cada arco del grafo de construccio´n, as´ı que si hay n
estados en la memoria podr´ıamos esperar hasta n2 rastros de feromona. No obstante, usando el modelo
phi20 observamos que la memoria requerida es proporcional al nu´mero de estados expandidos. La razo´n
es que el nu´mero de arcos que salen de un nodo esta´ acotado por el nu´mero de filo´sofos, es decir, 20; y,
por esto, el nu´mero de arcos del grafo de construccio´n es proporcional al nu´mero de estados.
Si observamos el tiempo de ejecucio´n requerido, encontramos un comportamiento diferente en ambas
te´cnicas. Para valores bajos de σi la te´cnica de expansio´n requiere ma´s tiempo que la misionera. No
obstante, desde σi = σs = 11 esta tendencia cambia: la te´cnica misionera requiere ma´s tiempo de CPU
que la de expansio´n. La razo´n principal para este comportamiento es la ca´ıda en la tasa de e´xito de la
te´cnica de expansio´n. Los valores medios mostrados en las figuras consideran so´lo las ejecuciones en las
que se encuentra una traza de error. La reduccio´n de la tasa de e´xito en la te´cnica de expansio´n para
valores altos de σi significa que algunas ejecuciones requieren ma´s pasos que el ma´ximo permitido (20)
para conseguir una traza de error. Estas ejecuciones sin e´xito no se esta´n teniendo en cuenta para calcular
los valores medios y, por esta razo´n, obtenemos un valor bajo e irreal para los recursos requeridos. So´lo
cuando la tasa es del 100% los valores medios de los recursos son fiables. Esto explica el gran salto en los
valores medios de memoria, estados expandidos y tiempo de CPU cuando σi = σs = 20.
La conclusio´n final de este experimento es que la te´cnica misionera con valores intermedios para σs es
la mejor opcio´n para la bu´squeda. Obtiene resultados de buena calidad con alta eficacia y eficiencia.
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8.5. Comparacio´n entre ACOhg y algoritmos exhaustivos
En esta seccio´n comparamos los resultados de ACOhg con los de algoritmos exhaustivos encontrados
previamente en la literatura especializada. Estos algoritmos son BFS, DFS, A∗ y BF (ve´ase la Sec-
cio´n 3.3.6). BFS y DFS no usan informacio´n heur´ıstica mientras que los otros dos s´ı. Para hacer una com-
paracio´n equilibrada usamos dos versiones de ACOhg: una que no usa informacio´n heur´ıstica (ACOhg-b)
y otra que la usa (ACOhg-h). Comparamos ACOhg-b con BFS y DFS en la Tabla 8.7, y ACOhg-h con
A∗ y BF en la Tabla 8.8. En las tablas podemos ver la tasa de e´xito, la memoria requerida (en Kilobytes),
el nu´mero de estados expandidos y el tiempo requerido (en milisegundos) por cada algoritmo. En el caso
de los algoritmos ACOhg presentamos medias y desviaciones de las 100 ejecuciones independientes. Para
los algoritmos exhaustivos so´lo presentamos el resultado de una ejecucio´n, por ser deterministas.
La primera observacio´n que podemos hacer de los resultados de la Tabla 8.7 es que ACOhg-b es el
u´nico algoritmo capaz de encontrar una traza de error en todos los modelos. DFS falla en marriers4 y
phi16, mientras que BFS falla en esos dos modelos y en giop22. La razo´n para esta pe´rdida de eficacia
en estos algoritmos exactos es que la memoria requerida por ellos excede a la disponible en la ma´quina.
Es ma´s, ACOhg-b encuentra una traza de error en todas las ejecuciones independientes (tasa de e´xito del
100%) en 6 de los 10 modelos. En vista de estos resultados podemos afirmar que ACOhg-b es mejor que
DFS y BFS en la tarea de buscar violaciones de propiedades de seguridad en sistemas concurrentes.
Con respecto a la calidad de las soluciones (la longitud de las trazas de error), observamos que
ACOhg-b obtiene trazas de error casi o´ptimas. La longitud o´ptima de las trazas de error es aque´lla de las
trazas obtenidas por BFS (cuando encuentra alguna), ya que esta´ disen˜ado para obtener trazas o´ptimas.
La longitud de las trazas encontradas por DFS es mucho mayor (mala calidad) que la de las obtenidas por
los otros dos algoritmos (BFS y ACOhg-b). La u´nica excepcio´n es la del modelo leader6 (la diferencia
es estad´ısticamente significativa, ve´ase la Tabla B.5).
Discutamos ahora los recursos computacionales usados por los algoritmos. Con respecto a la memoria
usada, ACOhg-b requiere menos memoria que BFS en todos los modelos. En algunos modelos la diferencia
es muy grande. Por ejemplo, en garp, el algoritmo BFS requiere 115 veces la memoria usada por ACOhg-b
(y 1000 veces su tiempo de CPU). Es decir, incluso si ACOhg-b se ejecutase 5 veces (que es el nu´mero
de ejecuciones requerido en media para encontrar una traza de error), una simple ejecucio´n de BFS es
ma´s lenta y necesita ma´s memoria, mientras que la reduccio´n en la longitud de la traza de error es
insignificante (2 estados). La memoria usada por ACOhg-b es tambie´n menor que la requerida por DFS
en 5 de los 10 modelos. De los restantes 5 modelos, la diferencia entre DFS y ACOhg-b en garp, giop22,
lynch, y x509 es pequen˜a. Por tanto, podemos afirmar que ACOhg-b requiere una baja cantidad de
memoria que es similar, y a veces menor que la usada por DFS.
Observando el tiempo de CPU requerido por los algoritmos podemos notar que BFS es el algoritmo
ma´s lento en 8 de los 10 modelos. Las u´nicas excepciones son las de los modelos lynch y relay, dos de
los modelos ma´s pequen˜os. Esto sugiere que para los modelos pequen˜os los algoritmos exhaustivos son
capaces de encontrar errores con pocos recursos computacionales. La aplicacio´n de ACOhg-b es interesante
cuando hay que trabajar con modelos grandes (con ese propo´sito fue disen˜ado). ACOhg-b es 72 veces
ma´s ra´pido que DFS en needham. No obstante, esta es una situacio´n excepcional: en los restantes modelos
DFS es ma´s ra´pido que ACOhg-b cuando encuentra una solucio´n.
En general, podemos afirmar que ACOhg-b es un algoritmo robusto que es capaz de encontrar errores
en todos los modelos propuestos. Adema´s, combina las dos buenas caracter´ısticas de BFS y DFS: ob-
tiene trazas de error cortas, como BFS, y al mismo tiempo requiere una cantidad reducida de recursos
computacionales (memoria y tiempo de CPU), como DFS.
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Tabla 8.7: Resultados de los algoritmos sin informacio´n heur´ıstica.
Modelos Medidas BFS DFS ACOhg-b
garp
Tasa de e´xito 1/1 1/1 19/100
Long. (estados) 16.00 64.00 18.05 3.12
Mem. (KB) 480256.00 3357.00 4142.26 383.09
Estados exp. 56442.00 65.00 419.53 95.07
tiempo (ms) 72230.00 10.00 73.68 14.59
giop22
Tasa de e´xito 0/1 1/1 100/100
Long. (estados) - 112.00 45.80 3.84
Mem. (KB) - 3945.00 4814.12 328.85
Estados exp. - 220.00 1048.52 87.18
tiempo (ms) - 30.00 113.60 12.77
leader6
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 33.00 36.00 50.79 3.18
Mem. (KB) 337920.00 2365.00 7057.52 173.41
Estados exp. 75428.00 36.00 1116.00 89.41
tiempo (ms) 3400.00 10.00 234.80 25.24
lynch
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 27.00 44.00 27.22 0.41
Mem. (KB) 2149.00 2001.00 2136.04 21.16
Estados exp. 77.00 48.00 554.48 10.58
tiempo (ms) 10.00 0.00 16.10 4.88
marriers4
Tasa de e´xito 0/1 0/1 57/100
Long. (estados) - - 92.18 10.31
Mem. (KB) - - 5917.91 157.60
Estados exp. - - 2045.84 213.62
tiempo (ms) - - 257.19 30.99
needham
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 5.00 11.00 6.39 1.00
Mem. (KB) 23552.00 62464.00 5026.36 828.99
Estados exp. 1141.00 11203.00 100.21 36.19
tiempo (ms) 1110.00 18880.00 262.00 115.47
phi16
Tasa de e´xito 0/1 0/1 100/100
Long. (estados) - - 31.44 9.43
Mem. (KB) - - 10905.60 488.42
Estados exp. - - 832.08 293.50
tiempo (ms) - - 289.40 63.37
pots
Tasa de e´xito 1/1 1/1 49/100
Long. (estados) 5.00 14.00 5.73 0.63
Mem. (KB) 57344.00 12288.00 9304.67 3320.67
Estados exp. 2037.00 1966.00 176.47 66.95
tiempo (ms) 4190.00 140.00 441.63 321.86
relay
Tasa de e´xito 1/1 1/1 98/100
Long. (estados) 12.00 188.00 15.04 3.30
Mem. (KB) 6313.00 7333.00 3763.49 287.54
Estados exp. 915.00 339.00 1297.48 862.49
tiempo (ms) 30.00 20.00 961.22 673.27
x509
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 47.00 52.00 47.65 0.68
Mem. (KB) 20480.00 2297.00 3638.08 185.36
Estados exp. 4501.00 52.00 921.11 23.11
tiempo (ms) 110.00 0.00 52.10 4.96
Centre´monos en los resultados de la Tabla 8.8 (algoritmos que usan informacio´n heur´ıstica). De
nuevo, ACOhg-h es capaz de encontrar trazas de error en todos los modelos. Observamos que A∗ no
puede encontrar ninguna traza de error en marriers4. Podemos afirmar (comparando las Tablas 8.7
y 8.8) que A∗ y BF mejoran los resultados de BFS y DFS: A∗ y BF pueden encontrar errores en casi todos
los modelos, obteniendo trazas de error ma´s cortas y usando menos recursos que DFS y BFS. La razo´n
es el uso de informacio´n heur´ıstica en A∗ y BF. Podemos decir lo mismo para los algoritmos ACOhg:
ACOhg-h obtiene una tasa de e´xito mayor que ACOhg-b debido a la informacio´n heur´ıstica (podemos
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Tabla 8.8: Resultados de los algoritmos que usan informacio´n heur´ıstica.
Modelos Medidas A∗ BF ACOhg-h
garp
Tasa de e´xito 1/1 1/1 28/100
Long. (estados) 16.00 46.00 18.04 2.74
Mem. (KB) 159744.00 3593.00 3883.00 408.52
Estados exp. 16800.00 240.00 423.86 79.61
Tiempo (ms) 3380.00 10.00 71.79 15.13
giop22
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 44.00 44.00 44.20 1.40
Mem. (KB) 417792.00 2873.00 4482.12 259.13
Estados exp. 83758.00 168.00 1001.78 38.98
Tiempo (ms) 46440.00 10.00 112.40 8.14
leader6
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 37.00 37.00 49.18 3.51
Mem. (KB) 132096.00 2573.00 6963.48 176.97
Estados exp. 21332.00 37.00 1077.14 85.20
Tiempo (ms) 1250.00 0.00 222.30 24.12
lynch
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 27.00 27.00 27.16 0.37
Mem. (KB) 2117.00 1981.00 2137.64 18.41
Estados exp. 70.00 46.00 556.76 21.45
Tiempo (ms) 0.00 10.00 16.30 4.83
marriers4
Tasa de e´xito 0/1 1/1 84/100
Long. (estados) - 108.00 86.65 7.66
Mem. (KB) - 41980.00 5811.43 138.17
Estados exp. - 9193.00 1915.30 153.38
Tiempo (ms) - 190.00 233.33 22.33
needham
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 5.00 10.00 6.12 1.06
Mem. (KB) 19456.00 4149.00 4865.40 1121.12
Estados exp. 814.00 12.00 87.47 45.14
Tiempo (ms) 810.00 20.00 229.50 136.03
phi16
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 17.00 81.00 23.08 5.38
Mem. (KB) 2881.00 10240.00 10680.32 506.96
Estados exp. 33.00 893.00 587.53 141.66
Tiempo (ms) 10.00 40.00 243.80 27.23
pots
Tasa de e´xito 1/1 1/1 99/100
Long. (estados) 5.00 7.00 5.44 0.76
Mem. (KB) 57344.00 6389.00 6974.56 3148.77
Estados exp. 1257.00 695.00 110.48 61.91
Tiempo (ms) 6640.00 50.00 319.49 275.03
relay
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 12.00 29.00 14.12 2.82
Mem. (KB) 6017.00 2581.00 3335.24 337.79
Estados exp. 898.00 49.00 481.33 282.09
Tiempo (ms) 20.00 10.00 300.10 208.54
x509
Tasa de e´xito 1/1 1/1 100/100
Long. (estados) 47.00 52.00 47.60 0.65
Mem. (KB) 20480.00 2433.00 3500.04 192.44
Estados exp. 4494.00 112.00 908.53 29.92
Tiempo (ms) 110.00 10.00 50.90 5.12
apreciar esto en los modelos garp, mariers4, pots, y relay, ya que para los restantes modelos se obtiene
un 100% de e´xito con ambos algoritmos). Por esto, podemos afirmar que la informacio´n heur´ıstica tiene
una influencia neta positiva en la bu´squeda. Por esta razo´n los model checkers del estado del arte incluyen
bu´squeda heur´ıstica en la pra´ctica [117].
Con respecto a la calidad de la solucio´n, observamos en la Tabla 8.8 que ACOhg-h obtiene trazas de
error casi o´ptimas, similares a las de A∗, normalmente mejorando las obtenidas por BF2.
2Comparando las Tablas 8.7 y 8.8 podemos observar que A∗ no es capaz de encontrar una traza de error o´ptima en
leader6. Esto es debido al modo en que se detectan las violaciones de asertos en HSF-SPIN.
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Si nos centramos en la memoria requerida por los algoritmos, ACOhg-h normalmente requiere menos
memoria que A∗ (excepto para phi16 y, en menor medida, lynch) pero ma´s que BF (excepto para
marriers4). Por otro lado, ACOhg-h expande menos estados que A∗ y BF en 2 de los 10 modelos.
Existe una relacio´n entre los estados expandidos en A∗ y BF y la memoria requerida: cuanto ma´s estados
expandidos, mayor es el nu´mero de estados almacenados en memoria principal. Puesto que los estados
almacenados en memoria son la principal fuente de consumo de memoria, esperamos que la memoria
requerida por A∗ y BF sea mayor conforme ma´s estados expandan. Podemos apreciar este hecho en la
Tabla 8.8. No obstante, esta afirmacio´n no se mantiene necesariamente para ACOhg-h, ya que en este
u´ltimo algoritmo hay otra fuente importante de consumo de memoria: los rastros de feromona. Por esta
razo´n podemos observar que BF requiere menos memoria que ACOhg-h en phi16 y pots a pesar de que
BF expande ma´s estados (en media) que ACOhg-h.
En general, podemos afirmar que ACOhg-h es el mejor compromiso entre calidad de la solucio´n y
memoria requerida: consigue soluciones casi o´ptimas con una baja cantidad de memoria.
Para resumir los resultados discutidos en esta seccio´n, presentamos en la Figura 8.8 la calidad de
las soluciones (longitud de las trazas de error) frente a la memoria requerida por todos los algoritmos
en todos los modelos. Puesto que modelos diferentes tienen diferentes longitudes o´ptimas y diferentes
requisitos de memoria, representamos en la figura valores normalizados de la longitud y la memoria. De
este modo, podemos mantener todos los puntos en la misma gra´fica y podemos comparar los algoritmos
globalmente (sin restringir la discusio´n a un modelo espec´ıfico). Para cada modelo dividimos la longitud
de las trazas de error obtenidas por la longitud mı´nima obtenida por algu´n algoritmo para ese modelo.




































Figura 8.8: Longitud normalizada de las trazas de error frente a la memoria normalizada requerida por
todos los algoritmos en todos los modelos.
Observamos en la Figura 8.8 que los resultados de los algoritmos ACOhg se concentran en la esquina
inferior izquierda de la gra´fica. Es decir, los algoritmos ACOhg son capaces de obtener trazas de error ma´s
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cortas (soluciones de buena calidad) con poca memoria. Es ma´s, los algoritmos ACOhg son los u´nicos que
mantienen todos los puntos dentro de una regio´n de buena calidad (inferior izquierda). Los puntos de los
otros algoritmos esta´n dispersos en la gra´fica. De hecho, hay tres puntos de A∗, tres de DFS, dos de BFS y
uno de BF que no aparecen en la gra´fica porque esta´n fuera del a´rea mostrada en la figura (se han indicado
sus coordenadas y se ha sen˜alado con una flecha la regio´n donde deben encontrarse). Esto significa que
los algoritmos ACOhg son los algoritmos ma´s robustos de los experimentos. Tienen un comportamiento
similar para todos los modelos. Por el contrario, el comportamiento de los algoritmos exhaustivos depende
en gran medida del modelo que resuelven. Adema´s, podemos identificar dos comportamientos dentro de
los algoritmos exhaustivos: los que requieren mucha memoria pero encuentran soluciones o´ptimas (BFS
y A∗) y los que pueden trabajar con poca memoria pero ofrecen soluciones de muy baja calidad (DFS y
BF). ACOhg posee las ventajas de estas dos categor´ıas. En vista de este hecho, sen˜alamos los algoritmos
ACOhg como te´cnicas muy prometedoras para encontrar errores en sistemas concurrentes.
8.6. Combinacio´n de ACOhg y reduccio´n de orden parcial
En esta seccio´n combinamos ACOhg-h con reduccio´n de orden parcial, POR (ve´ase la Seccio´n 3.3.5
para ma´s detalles). Con estos experimentos queremos mostrar que ACOhg es compatible con esta te´cnica
y puede beneficiarse de ella. Los para´metros usados son los de la Tabla 8.2, con la excepcio´n de λant que
toma valor 20, σs que toma valor 4 y el nu´mero total de pasos que es 1000. Con esta configuracio´n el
algoritmo es capaz de alcanzar una mayor profundidad que usando los valores originales de la Tabla 8.2,
aumentando la probabilidad de encontrar caminos alternativos al estado de aceptacio´n.
Hemos escogido para este experimento los modelos escalables giop, leader, y marriers porque su
auto´mata de Bu¨chi se puede reducir con POR, tal y como se muestra en [181]. Usamos tres instancias
de cada modelo escalable (pequen˜a, mediana y grande). En la Tabla 8.9 se presentan los resultados. La
u´ltima columna indica si las diferencias en los valores medios son significativas o no (los tests estad´ısticos
se realizaron siguiendo el procedimiento descrito en el Ape´ndice B).
En todos los casos se obtuvo un 100% de tasa de e´xito, lo cual resulta bastante positivo si tenemos en
cuenta el taman˜o de los modelos. Podemos mencionar, por ejemplo, que ACOhg-h es capaz de encontrar
el estado de interbloqueo de marriers20 en todas las ejecuciones, cuando en los experimentos de la
Seccio´n 8.5 tan so´lo consegu´ıa encontrarlo en el 84% de los casos para marriers4. El motivo de esta
mejora en la eficacia del algoritmo se debe a la nueva configuracio´n que, como mencionamos anteriormente,
aumenta la probabilidad de encontrar caminos que lleven al estado de aceptacio´n en el auto´mata de Bu¨chi.
8.6.1. Recursos computacionales
La primera observacio´n de los resultados es que ACOhg-h+POR requiere en todos los modelos menos
recursos computacionales (memoria y tiempo de CPU) que ACOhg-h. El test estad´ıstico (con nivel de
significancia α = 0.05) muestra que todas las diferencias relacionadas con los recursos son significativas.
Por esto, podemos afirmar despue´s de estos experimentos que ACOhg-h+POR mejora el rendimiento
de ACOhg-h, lo que confirma nuestras expectativas. La explicacio´n es que el grafo a explorar es ma´s
pequen˜o y se tienen que almacenar menos estados y rastros de feromona en memoria. En la Figura 8.9
podemos ver claramente la ventaja de ACOhg-h+POR frente a ACOhg-h con respecto a la memoria
requerida. La diferencia entre ambos algoritmos es mayor para los modelos leader y marriers. Hemos
dibujado tambie´n una l´ınea para cada modelo escalable indicando co´mo aumenta la cantidad de memoria
requerida con el para´metro del modelo. Podemos observar que en leader y marriers el crecimiento es
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Tabla 8.9: Resultados de ACOhg-h y ACOhg-h+POR (marcamos los mejores resultados en negrita).
Modelos Medidas ACOhg-h ACOhg-h+POR Test Estad.
giop21
Long. (estados) 42.30 1.71 42.10 0.99 -
Mem. (KB) 3428.44 134.95 2979.48 98.33 +
Estados exp. 1844.10 29.39 1831.64 26.96 +
Tiempo (ms) 202.00 9.06 162.50 5.55 +
giop41
Long. (estados) 70.21 7.56 59.76 5.79 +
Mem. (KB) 9523.67 331.76 7420.08 422.94 +
Estados exp. 2663.91 325.19 2347.94 363.91 +
Tiempo (ms) 354.50 42.39 264.90 40.46 +
giop61
Long. (estados) 67.59 13.43 61.74 3.16 +
Mem. (KB) 11970.56 473.59 11591.68 477.67 +
Estados exp. 2603.47 597.36 2398.55 378.58 +
Tiempo (ms) 440.60 71.02 391.70 43.86 +
leader6
Long. (estados) 50.90 4.52 56.36 3.04 +
Mem. (KB) 16005.12 494.39 3710.64 410.29 +
Estados exp. 1894.28 22.38 1955.23 82.64 +
Tiempo (ms) 494.00 21.12 98.80 8.16 +
leader8
Long. (estados) 60.83 4.66 74.11 4.51 +
Mem. (KB) 24381.44 515.98 4831.40 114.10 +
Estados exp. 2344.63 320.90 2749.75 12.29 +
Tiempo (ms) 1061.20 211.47 198.90 4.67 +
leader10
Long. (estados) 73.84 4.79 80.86 6.36 +
Mem. (KB) 30167.04 586.82 7178.05 2225.78 +
Estados exp. 2764.42 53.06 3114.22 315.07 +
Tiempo (ms) 1910.70 45.02 294.90 66.96 +
marriers10
Long. (estados) 307.11 34.87 233.19 21.91 +
Mem. (KB) 34170.88 494.39 18319.36 804.93 +
Estados exp. 12667.11 1420.18 9614.15 1032.06 +
Tiempo (ms) 8847.00 634.06 1306.60 126.56 +
marriers15
Long. (estados) 540.41 60.88 395.10 40.07 +
Mem. (KB) 51148.80 223.18 26050.56 1256.81 +
Estados exp. 22506.36 2526.52 16458.42 1671.93 +
Tiempo (ms) 19740.50 1935.54 3595.00 316.59 +
marriers20
Long. (estados) 793.62 80.45 569.99 54.63 +
Mem. (KB) 68003.84 503.64 33351.68 1442.75 +
Estados exp. 33108.85 3364.88 23747.43 2309.39 +
Tiempo (ms) 49446.30 7557.40 8174.00 707.71 +
casi lineal. Esto es un resultado muy prometedor, ya que el nu´mero de estados del auto´mata de Bu¨chi
crece normalmente de forma exponencial cuando los para´metros del modelo aumentan linealmente. Esto
significa que, incluso con un crecimiento exponencial en el taman˜o del auto´mata de Bu¨chi, la memoria
requerida por ACOhg-h y ACOhg-h+POR crece de forma lineal.

























































Figura 8.9: Memoria requerida por ACOhg-h y ACOhg-h+POR en los modelos.
8.6.2. Estados expandidos
Tambie´n apreciamos en la Tabla 8.9 que ACOhg-h+POR no siempre expande menos estados que
ACOhg-h. La razo´n para este comportamiento es que ACOhg-h y ACOhg-h+POR no mantienen en
memoria todos los estados generados; por el contrario, la mayor´ıa de ellos son eliminados. Cuando una
hormiga construye su camino en la fase de construccio´n, el u´ltimo nodo del camino actual se expande,
la hormiga selecciona un nodo sucesor y el resto de nodos son eliminados de memoria. En resumen, en
cada movimiento de una hormiga se expande un estado, independientemente del taman˜o del auto´mata
de Bu¨chi. Es ma´s, el nu´mero de movimientos de hormigas en un paso es aproximadamente el taman˜o de
la colonia (colsize) multiplicado por la longitud ma´xima del camino de una hormiga (λant).
El mı´nimo nu´mero de pasos requeridos para encontrar un estado de aceptacio´n es la longitud de
la traza de error dividida entre λant y multiplicada por el nu´mero de pasos por etapa σs, puesto que
en cada etapa la profundidad de la regio´n de exploracio´n aumenta en λant. Este razonamiento nos da
una expresio´n que relaciona la longitud de las trazas de error (len) con el nu´mero mı´nimo de estados
expandidos expmin ≈ colsize · σs · λant · dlen/λante. Esta expresio´n es va´lida solamente para ACOhg-h y
ACOhg-h+POR, no es una fo´rmula independiente del algoritmo. De acuerdo a la expresio´n previa, existe
una relacio´n casi lineal entre la longitud de las trazas de error y el nu´mero mı´nimo de estados expandidos.
Adema´s, el cociente expmin/len debe ser aproximadamente colsize·σs. Podemos constatar estas predicciones
en la Figura 8.10, donde mostramos el nu´mero de estados expandidos frente a la longitud de las trazas
de error para todas las ejecuciones independientes y todos los modelos de los experimentos. Podemos
observar que la pendiente de la l´ınea que mejor se ajusta a los puntos (41.96) se acerca a colsize · σs = 40,
el valor predicho para el cociente expmin/len.
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Figura 8.10: Relacio´n lineal entre los estados expandidos y la longitud de las trazas de error.
8.6.3. Longitud de las trazas de error
Podemos observar en la Tabla 8.9 que ACOhg-h+POR obtiene trazas de error ma´s cortas (con signifi-
cancia estad´ıstica) que ACOhg-h en giop41, giop61, y las tres instancias de marriers. Tambie´n podemos
apreciar que ACOhg-h+POR mejora considerablemente las trazas de error obtenidas por ACOhg-h en
las instancias de marriers. En las tres instancias de leader la longitud de las trazas de error obtenidas
por ACOhg-h+POR son so´lo unos estados ma´s largas que las de ACOhg-h.
¿Por que´ aumenta a veces la longitud de las trazas de error cuando se usa ACOhg-h+POR? La
principal razo´n es que, en general, la reduccio´n que realiza POR no mantiene los caminos o´ptimos. Es
decir, los estados que pertenecen a un camino o´ptimo pueden ser reducidos y, por tanto, las trazas de error
o´ptimas en el grafo reducido pueden ser ma´s largas que las del modelo original. Este es un inconveniente
bien conocido de POR que explica el resultado de las instancias de leader en la Tabla 8.9.
8.7. Resultados previos en la literatura
En esta seccio´n se pretenden comparar los resultados de ACOhg-h con los de un algoritmo gene´tico
utilizado para el mismo problema en un trabajo de Godefroid y Khurshid [111]. En su trabajo, Godefroid
y Khurshid tratan de encontrar un interbloqueo en el problema de los filo´sofos con 17 filo´sofos y el ataque
de Lowe en el protocolo Needham-Schroeder. Mostramos en la Tabla 8.10 la tasa de e´xito, el tiempo de
CPU (en segundos) y la memoria requerida (en Kilobytes) por ACOhg-h y el GA propuesto por Godefroid
y Khurshid en [111].
Observamos que ACOhg-h es capaz de encontrar siempre un error (100% de e´xito) en ambos progra-
mas, mientras que el GA encuentra un error so´lo en el 52% de los casos en phi17 y en el 3% en needham.
Con respecto al tiempo de ejecucio´n, los resultados revelan una gran diferencia entre los algoritmos:
138 CAP. 8 APLIC. DE ACOHG A LA BU´SQ. DE VIOL. DE PROP. DE SEG. EN SIST. CONC.
Tabla 8.10: Resultados de ACOhg-h y el GA de [111].
Modelo Algoritmo Tasa de e´xito (%) Tiempo (s) Memoria (KB)
phi17
GA 52 197.00 no disponible
ACOhg-h 100 0.28 11274
needham GA 3 3068.00 no disponibleACOhg-h 100 0.23 4865
ACOhg-h es entre dos y tres o´rdenes de magnitud ma´s ra´pido que el GA. Esta diferencia no se puede
explicar u´nicamente con la distinta potencia computacional de las ma´quinas usadas en los experimentos.
El GA se ejecuto´ en un Pentium III a 700 MHz con 256 MB de RAM y el ACOhg-h en un Pentium 4 a
2.8 GHz con 512 MB de RAM. La cantidad ma´xima de memoria requerida por ACOhg-h es 11 MB. Esto
significa que si ACOhg-h se hubiese ejecutado en la ma´quina de [111] no se habr´ıa producido un gran
trasiego de bloques del proceso entre memoria primaria y secundaria (swapping) y el tiempo requerido
para ejecutar ACOhg-h habr´ıa sido aproximadamente cuatro veces mayor que en el Pentium 4 (ve´ase la
Figura 8.11, que muestra los resultados del conjunto de pruebas SPEC CPU2000 para las dos ma´quinas).
A pesar de esto, el tiempo de CPU requerido por ACOhg-h habr´ıa sido menor que el requerido por GA
en dos o tres o´rdenes de magnitud.




















Figura 8.11: Resultados del conjunto de pruebas SPEC CPU2000 para las ma´quinas usadas en los expe-
rimentos con ACOhg-h y GA.
No obstante, aunque parece que ACOhg-h es mejor que GA, no podemos confirmar esta afirmacio´n
con los resultados de la Tabla 8.10 debido a tres motivos: los programas esta´n implementados usando
distintos lenguajes de programacio´n (C en su caso y Promela en el nuestro), los model checkers usados
en los experimentos son distintos (VeriSoft y HSF-SPIN, respectivamente), y la implementacio´n de los
algoritmos (el problema de los filo´sofos y el protocolo Needham-Schroeder) puede ser diferente. Por esto,
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so´lo mencionamos aqu´ı los resultados obtenidos por Godefroid y Khurshid para ilustrar el estado del arte
en la bu´squeda de errores en sistemas concurrentes usando metaheur´ısticas.
8.8. Conclusiones
En este cap´ıtulo hemos presentado los resultados obtenidos al aplicar el nuevo modelo algor´ıtmico
ACOhg al problema de bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes.
Hemos comparado el algoritmo con otros me´todos exhaustivos y los resultados muestran que ACOhg es
capaz de mejorar estos algoritmos en eficacia y eficiencia. Requiere una cantidad muy reducida de memoria
y tiempo de CPU y es capaz de encontrar errores incluso en modelos en los que los algoritmos exhaustivos
fallan en la pra´ctica. Hemos estudiado tambie´n la influencia de varios para´metros del algoritmo en los
resultados para dar algunas gu´ıas a los investigadores que usen este algoritmo. ACOhg se puede usar
con otras te´cnicas tales como reduccio´n de orden parcial, reduccio´n de simetr´ıa o compresio´n de estados.
En este cap´ıtulo hemos mostrado experimentalmente que puede combinarse con reduccio´n de orden
parcial para mejorar su rendimiento. Por u´ltimo, hemos comparado los resultados de ACOhg con los de
un trabajo que, hoy en d´ıa, representa el estado del arte en la aplicacio´n de te´cnicas metaheur´ısticas
al problema aqu´ı tratado. Aunque la comparacio´n no se ha realizado en igualdad de condiciones, los
resultados obtenidos por ACOhg aventajan a los del GA, convirtie´ndose, por tanto, en el nuevo estado
del arte en este dominio.
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Parte III




En esta tesis doctoral se estudia la aplicacio´n de te´cnicas metaheur´ısticas a algunos problemas de
optimizacio´n surgidos en el seno de la Ingenier´ıa del Software. Para ello, y con el objetivo de seleccionar
problemas de optimizacio´n que representen los intereses de la comunidad software, realizamos en primer
lugar una revisio´n de la literatura en busca de problemas de Ingenier´ıa del Software que puedan plantearse
como tareas de optimizacio´n. Hemos clasificado los problemas de optimizacio´n en distintas categor´ıas,
que se corresponden con la fase del proceso de desarrollo software en la que se enmarcan. Observamos que
la gran mayor´ıa de los trabajos se centran en la fase de pruebas. La segunda categor´ıa con ma´s trabajos
es la de gestio´n. Por este motivo, hemos decidido seleccionar un problema de gestio´n y dos de la fase de
pruebas. En concreto los problemas son: la planificacio´n de proyectos software, la generacio´n automa´tica
de casos de prueba y la bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes.
El siguiente paso ha consistido en definir formalmente los problemas seleccionados como problemas de
optimizacio´n. En el caso de la planificacio´n de proyectos y la bu´squeda de violaciones de propiedades de
seguridad en sistemas concurrentes ya existe una definicio´n formal de los problemas. En cambio, para la
generacio´n de casos de prueba, a pesar de ser el problema de optimizacio´n ma´s popular de la Ingenier´ıa
del Software, no encontramos una formalizacio´n adecuada para nuestros propo´sitos y hemos decidido
realizarla nosotros. En particular, se formalizan distintas medidas de cobertura y criterios de adecuacio´n.
La formalizacio´n propuesta permite demostrar resultados teo´ricos propios del problema, algunos de los
cuales no esta´n muy extendidos por la comunidad cient´ıfica. Nos referimos en concreto al hecho de
que la cobertura de condiciones implica a la de ramas en programas con evaluacio´n en cortocircuito
de expresiones lo´gicas. Debido a este resultado, hemos decidido usar la cobertura de condiciones como
criterio de adecuacio´n para el problema de generacio´n de casos de prueba.
A continuacio´n estudiamos las te´cnicas metaheur´ısticas para decidir cua´les aplicar a cada problema
seleccionado. A partir del estudio de sus caracter´ısticas generales, se ha derivado un modelo formal
de las metaheur´ısticas, basado en el propuesto por Gabriel Luque en su tesis doctoral, que define con
precisio´n la evolucio´n de los algoritmos metaheur´ısticos secuenciales durante la bu´squeda teniendo en
cuenta la componente estoca´stica de los mismos. Tambie´n estudiamos en esta etapa de la investigacio´n las
propuestas paralelas de algoritmos metaheur´ısticos. Realizadas las indagaciones oportunas, seleccionamos
los algoritmos para aplicar a cada problema.
Al abordar la resolucio´n de los problemas, hemos descubierto que uno de ellos, la bu´squeda de violacio-
nes de propiedades de seguridad en sistemas concurrentes, presenta un grave inconveniente: los auto´matas
de Bu¨chi que se deben explorar para resolver este problema tienen normalmente un taman˜o excesivo para
su almacenamiento en la memoria de una ma´quina. En ocasiones, incluso, el taman˜o se desconoce. Para
subsanar este inconveniente hemos desarrollado un nuevo modelo de algoritmo de optimizacio´n basado en
colonias de hormigas que es capaz de afrontar problemas con estas caracter´ısticas usando una cantidad
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reducida de recursos computacionales. Aunque en esta tesis so´lo se ha aplicado al mencionado problema,
este modelo puede ser u´til para resolver otros problemas con las mismas particularidades.
Para resolver el problema de planificacio´n de proyectos software hemos utilizado un algoritmo gene´tico
con representacio´n binaria. Usamos el algoritmo para proponer soluciones de planificacio´n a distintos
proyectos software automa´ticamente generados con un generador de instancias. Este generador, desarro-
llado durante el transcurso de nuestras investigaciones, permite analizar las soluciones propuestas por
el algoritmo gene´tico para proyectos con muy diversas caracter´ısticas, ofreciendo resultados que ayudan
al gestor de proyectos a tomar determinadas decisiones de planificacio´n. Los experimentos realizados
muestran que el algoritmo gene´tico puede ser una te´cnica muy u´til para la planificacio´n de proyectos.
En el problema de generacio´n de casos de prueba hemos estudiado la aplicacio´n de algoritmos paralelos
con poblacio´n descentralizada. Los resultados apuntan a que la descentralizacio´n, tal y como se ha llevado
a cabo, no mejora la bu´squeda de casos de prueba en las instancias consideradas del problema. Asimismo,
hemos usado dos te´cnicas metaheur´ısticas que nunca antes hab´ıan sido aplicadas a este problema. Se trata
de las estrategias evolutivas y la optimizacio´n basada en cu´mulos de part´ıculas. Adema´s de suponer una
novedad, su aplicacio´n a la generacio´n de casos de prueba revela que ambas te´cnicas superan en eficacia
a los algoritmos gene´ticos, ampliamente utilizados para esta labor durante muchos an˜os.
La propuesta algor´ıtmica seleccionada para buscar violaciones de propiedades de seguridad en sistemas
concurrentes, ACOhg, es capaz de encontrar trazas de error cortas (buena calidad) usando una cantidad
de memoria y tiempo muy reducida. Hemos realizado un estudio de las distintas alternativas del modelo
algor´ıtmico para seleccionar una configuracio´n adecuada para el problema. Los resultados muestran que
nuestra propuesta mejora algoritmos exactos que son el estado del arte en model checking. Dentro de
los algoritmos exactos distinguimos dos grupos: los que requieren una reducida cantidad de recursos
computacionales obteniendo largas trazas de error y los que consiguen trazas de error o´ptimas a cambio de
un gran consumo de recursos. Nuestra propuesta consigue un equilibrio o´ptimo entre estos dos extremos
para los sistemas concurrentes analizados. Hemos combinado ACOhg con una te´cnica para reducir el
nu´mero de estados del auto´mata a explorar: reduccio´n de orden parcial. Los resultados muestran una
ventaja de la combinacio´n de ambas te´cnicas en los modelos analizados.
Conclusions
In this PhD dissertation we study the application of metaheuristic techniques to some optimization
problems from the software engineering domain. First, we have performed a review of the literature,
searching for software engineering problems that can be translated into optimization tasks. We have
classified the optimization problems in different categories according to the phase in which they appear
in the software development process. We have observed that most of the work is focused on the testing
phase. The second more popular category is that of software project management. For this reason, we
have decided to select one problem from the management category and two from the testing phase in
order to tackle problems that represent the current interest of the software community. In particular, the
problems are: the software project scheduling problem, the test case generation problem, and the search
for safety property violations in concurrent systems.
The next step have been the formal definition of the selected problems. For the project management
and the search for safety property violations in concurrent systems there exists a formal definition.
However, for the test case generation, despite the fact that it is the most popular software engineering
optimization problem, we do not find an appropriate formalization for our purposes and we have decided
to develop it. In particular, we formalize several coverage measurements and adequacy criteria. The
proposed formalization allows to proof theoretical results, some of which are not very well spread in the
scientific community. In particular, we refer to the fact that condition coverage implies branch coverage
in programs with short-circuit evaluation of boolean expressions. Due to this result, we have decided to
utilize condition coverage as adequacy criterion for the test case generation.
We study the metaheuristic techniques in order to decide which ones to utilize for solving each selected
problem. From the study of the general metaheuristic features, we have derived a formal model based on
the one proposed by Gabriel Luque in his PhD dissertation that defines with precision the evolution of
the sequential metaheuristic algorithms along the search taking into account the stochastic component.
We also study the parallel proposals for the metaheuristic algorithms. Once we perform the appropriate
inquiries, we select the algorithms for each problem.
When we tackled the selected problems, we discovered that one of them, the search for safety property
violations in concurrent systems, suffers from an important drawback: the Bu¨chi automata that must
be explored in order to solve this problem usually have a very large size and cannot be completely
stored in the memory of one computer. Furthermore, sometimes the size of the automata is unknown.
In order to overcome this drawback, we have developed a new algorithmic model based on ant colony
optimization that is able to tackle optimization problems with the same features using only a reduced
amount of computational resources. Although we only apply this model to the mentioned problem in this
dissertation, the model can be useful for solving problems with similar characteristics.
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We have utilized a genetic algorithm with binary representation for solving the software project
scheduling problem. The algorithm proposes scheduling solutions for different software projects that are
automatically generated by an instance generator. This generator, developed along the research, allows
us to analyze the solutions proposed by the genetic algorithm for projects with very different features,
offering results that help the project manager to take decisions about the scheduling. The experiments
show that the genetic algorithm can be a very useful technique for software project scheduling.
In the test case generation problem we have studied the application of parallel algorithms with decen-
tralized population. The results show that the decentralization model used does not improve the search
for test cases in the instances tackled. We have also utilized two algorithms that have never been used
for this problem in the past: evolutionary strategies and particle swarm optimization. In addition to the
novelty, the application of these algorithms to the test case generation has revealed that both techniques
outperform in efficacy the genetic algorithms, widely utilized for this task during many years.
The algorithmic proposal selected for searching for safety property violations in concurrent systems,
ACOhg, is able to find short error trails (good quality) with a very reduced amount of memory and time.
We have performed a study of the different alternatives of the algorithmic model in order to select a
suitable configuration for the problem. The results show that our proposal outperforms exact algorithms
that are the state-of-the-art in model checking. From these exact algorithms we distinguish two groups
according to their behaviour: the ones that require a low amount of computational resources obtaining
long error trails, and the ones that obtain optimal error trails with a very high resource consumption. Our
proposal achieves an optimal trade-off between those two extremes for the concurrent systems analyzed.
We have combined ACOhg with a technique for reducing the number of states of the automaton to
explore: partial order reduction. The results show an advantage of the combination of both techniques in
the analyzed models.
Trabajo futuro
Como fruto de la investigacio´n desarrollada durante esta tesis son muchas las l´ıneas de trabajo futuro
que surgen. En los siguientes pa´rrafos sintetizamos las principales.
Planificacio´n de proyectos
El problema de planificacio´n de proyectos, tal y como se ha definido en esta tesis, resulta ser un modelo
muy simple de las tareas reales de gestio´n que se llevan a cabo en las empresas de software. Una l´ınea de
trabajo futuro en este campo puede ser el desarrollo de un modelo ma´s complejo y realista que se adapte
a las necesidades de los gestores de proyectos. Esto exige un estudio previo de las acciones de gestio´n
que se llevan a cabo en la industria del software. Con un nuevo modelo ma´s realista del problema, ser´ıa
interesante aplicar las te´cnicas metaheur´ısticas a casos reales de la industria, comparando los resultados
con los de gestores expertos.
El planteamiento multiobjetivo del problema es otra l´ınea de trabajo que resulta de gran intere´s para
el gestor de software. En la formulacio´n del problema utilizada en esta tesis, tratamos de optimizar coste
y duracio´n del proyecto. Hemos podido comprobar que estos son dos objetivos contrapuestos. Nosotros
hemos abordado una formulacio´n mono-objetivo del problema asignando pesos al coste y la duracio´n
del proyecto. Estos pesos representan la importancia que tiene para el gestor del proyecto cada uno de
esos aspectos. Sin embargo, es posible aplicar te´cnicas de optimizacio´n multi-objetivo para resolver este
problema, en cuyo caso, el gestor dispondr´ıa de todo un conjunto de soluciones de planificacio´n de las
cua´les puede seleccionar la que ma´s le interese dependiendo de las circunstancias. Una ventaja adicional
de la formulacio´n multi-objetivo es que desaparecen los pesos y la necesidad de ajustarlos.
Generacio´n automa´tica de casos de prueba
En la generacio´n de casos de prueba, los paradigmas dina´mico y simbo´lico han sido principalmente
abordados por separado en la literatura. Existen algunos trabajos preliminares, no obstante, que muestran
que su combinacio´n puede ser muy beneficiosa [112, 249]. Una posible l´ınea de trabajo futuro consiste en
combinar las te´cnicas metaheur´ısticas con otras te´cnicas que ayuden a generar casos de prueba, como la
ejecucio´n simbo´lica o el ana´lisis esta´tico.
Por otro lado, para abordar la generacio´n de casos de prueba basada en el paradigma de caja blanca,
generalmente se parte del co´digo fuente del programa y se incluyen instrucciones en e´ste para calcular
medidas de cobertura. Existe, sin embargo, la posibilidad, poco explorada, de aplicar las te´cnicas de
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generacio´n de casos de prueba directamente a co´digo ejecutable. Esto permite probar, e incluso depurar
a bajo nivel, software del cua´l no se posee el co´digo fuente.
Para la generacio´n de casos de prueba no es necesario tener el programa objeto. Es posible obtener
casos de prueba a partir de modelos ma´s abstractos del software. Un claro ejemplo es la extraccio´n de
secuencias de prueba a partir de modelos de uso de software [81] permite planificar. Estos modelos de
uso suelen ser cadenas de Markov que contienen informacio´n acerca de la probabilidad de utilizar una u
otra funcionalidad del software. Las cadenas de Markov tienen limitaciones que pueden evitarse usando
extensiones de ellas [80]. En esta l´ınea, una clara aportacio´n novedosa ser´ıa la aplicacio´n de te´cnicas
metaheur´ısticas a la generacio´n de secuencias de prueba usando extensiones de cadenas de Markov para
modelar el uso del software.
Una cuarta l´ınea de investigacio´n que queda abierta en esta tesis es profundizar en los motivos que
impiden que las versiones con poblacio´n descentralizada de los algoritmos evolutivos mejoren los resultados
de las versiones con poblacio´n centralizada. Una comprensio´n profunda de estos motivos puede servir de
gu´ıa para el disen˜o de un modelo descentralizado competitivo.
Bu´squeda de violaciones de propiedades de seguridad en sistemas
concurrentes
Por lo que respecta a la bu´squeda de violaciones de propiedades de seguridad en sistemas concurrentes,
surgen muchas l´ıneas trabajo futuro, algunas de las cua´les se encuentran ya en desarrollo. En primer
lugar, se puede extender la bu´squeda de errores a propiedades de viveza. Esto se puede realizar en dos
fases: primero, el algoritmo busca un estado de aceptacio´n y, despue´s, intenta encontrar un camino a ese
estado partiendo de e´l mismo. Se puede aplicar tambie´n la idea de clasificar los componentes fuertemente
conexos del auto´mata de Bu¨chi para cambiar la forma en que se realiza la bu´squeda en cada componente
dependiendo de su tipo, tal y como se hace en [92].
Otra l´ınea de trabajo consiste en desarrollar unmodel checker basado en ACOhg para verificar sistemas
concurrentes. Dicha aplicacio´n ser´ıa capaz de encontrar ra´pidamente errores cuando existen, mientras que
certificar´ıa la correccio´n del programa cuando no existen.
Por otro lado, los model checkers trabajando en paralelo en un cluster, o incluso un grid, de ma´quinas
esta´n ganando importancia en la comunidad de me´todos formales. Asimismo, existe mucho trabajo afir-
mando la alta eficiencia y eficacia de las metaheur´ısticas paralelas [4]. Por esto, una l´ınea clara de trabajo
futuro ser´ıa el uso de versiones de ACOhg paralelas para buscar errores en grandes sistemas concurrentes,
o incluso, software concurrente de una aplicacio´n real.
Planeamos combinar tambie´n ACOhg con otras te´cnicas propias de model checking para reducir el
espacio de bu´squeda, tales como la reduccio´n de simetr´ıa o la compresio´n de estados. Una u´ltima l´ınea de
investigacio´n futura persigue integrar el algoritmo ACOhg dentro de Java PathFinder, que es capaz de
trabajar con programas en lenguaje Java, mucho ma´s familiar y popular para la comunidad informa´tica
que el lenguaje Promela.
Metaheur´ısticas
En el dominio de las metaheur´ısticas son dos las aportaciones principales de esta tesis, cada una de las
cuales abre una posible l´ınea de trabajo futuro. En primer lugar, el modelo matema´tico de metaheur´ısti-
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cas secuenciales presentado permite estudiar desde un punto de vista teo´rico las te´cnicas metaheur´ısticas,
llegando, posiblemente, a resultados bien conocidos en la pra´ctica pero no fundamentados en la teor´ıa.
El estudio detallado de este modelo para sacarle el ma´ximo partido puede ser una prometedora l´ınea
de trabajo futuro. Por otro lado, hemos desarrollado un nuevo modelo algor´ıtmico basado en colonias
de hormigas, ACOhg, que permite resolver problemas hasta ahora inabordables con las te´cnicas meta-
heur´ısticas conocidas. Las ideas de este modelo se pueden trasladar a otras metaheur´ısticas para elaborar







Ana´lisis de la configuracio´n de los
algoritmos
En este ape´ndice presentamos algunos resultados secundarios, obtenidos durante la realizacio´n de la
tesis doctoral, en los que se analiza la configuracio´n de los algoritmos utilizados en los problemas de
generacio´n de casos de prueba y de bu´squeda de violaciones de propiedades de seguridad en sistemas
concurrentes. A continuacio´n, presentamos los estudios realizados para cada problema en dos secciones.
A.1. Generacio´n de casos de prueba
En esta seccio´n realizamos un estudio de para´metros para la estrategia evolutiva y el algoritmo gene´tico
utilizados para resolver el problema de generacio´n de casos de prueba. La metodolog´ıa seguida en estos
estudios consiste en modificar un para´metro mientras que se mantienen fijos los dema´s. Una vez que se
ha encontrado el mejor valor para dicho para´metro, se fija y se procede de igual modo con otro. Este
modo de proceder asume que no existen dependencias entre para´metros, lo cual no es cierto en todos los
casos. Sin embargo, el procedimiento descrito arroja una menor cantidad de datos para tratar, lo cual
hace el proceso ma´s sencillo y comprensible.
A.1.1. Seleccio´n de para´metros para ES
En primer lugar, realizamos un estudio de para´metros para ES. En concreto, variamos el nu´mero de
hijos generados en cada iteracio´n (λ) y el taman˜o de la poblacio´n (µ). No ajustamos los para´metros del
operador de mutacio´n porque esta´n bien establecidos en la literatura [27, 240]. La condicio´n de parada
de ES consiste en encontrar una solucio´n o realizar un ma´ximo de 100 evaluaciones. Para cada programa
realizamos un test estad´ıstico (con α = 0.05) entre las diferentes configuraciones del algoritmo para
comprobar si las diferencias son significativas. Los detalles del test estad´ıstico realizado y sus resultados
se encuentran en la Seccio´n B.2. Primero, mantenemos el valor de µ = 10 y probamos tres valores para
λ: 1, 2 y 3. La Tabla A.1 y la Figura A.1 resumen los resultados obtenidos.
Como podemos observar en la Tabla A.1, la influencia del nu´mero de hijos en la cobertura es insignifi-
cante; so´lo en triangle, calday, sa y netflow se obtiene una cobertura ligeramente superior aumentando
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Tabla A.1: Resultados obtenidos al cambiar el nu´mero de hijos λ en ES.
Programas (10+1)-ES (10+2)-ES (10+3)-ESCob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 99.76 0.97 873.50 528.24 100.00 0.00 675.20 460.35 99.84 0.88 1292.80 1045.59
gcd 100.00 0.00 20.33 1.80 100.00 0.00 21.40 7.31 100.00 0.00 20.43 1.86
calday 94.24 4.05 1275.13 369.85 96.36 4.13 1768.13 781.56 96.06 4.02 2233.03 1344.22
crc 100.00 0.00 15.87 14.68 100.00 0.00 44.73 89.06 100.00 0.00 10.00 0.00
insertion 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00
shell 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00
quicksort 94.12 0.00 1110.00 0.00 94.12 0.00 2110.00 0.00 94.12 0.00 3110.00 0.00
heapsort 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00
select 83.33 0.00 1119.00 3.00 83.33 0.00 2118.67 3.40 83.33 0.00 3119.33 2.49
bessel 97.56 0.00 1193.33 78.62 97.48 0.44 2363.07 441.01 97.48 0.44 3507.23 524.83
sa 98.76 0.75 1102.50 244.94 98.98 0.83 1694.80 862.86 99.27 0.84 2482.37 1192.86























Figura A.1: Nu´mero de evaluaciones en ES para λ=1, 2 y 3. El valor de µ es 10.
λ. De hecho, hay diferencias estad´ısticamente significativas so´lo en el caso de sa. Esta pequen˜a influencia
puede deberse a la alta cobertura intr´ınseca que obtiene ES en todos los programas objeto. El nu´mero
de evaluaciones aumenta, en general, con el nu´mero de hijos, ya que en cada paso de la ES hay ma´s
individuos para evaluar. La diferencia en el nu´mero de evaluaciones es estad´ısticamente significativa para
al menos un par de configuraciones en triangle, calday, quicksort, select, bessel, sa y netflow
(ve´ase la Figura B.9). A partir de los resultados, concluimos que λ = 1 parece ser el mejor valor para
el nu´mero de hijos. Estudiaremos ahora la influencia del taman˜o de la poblacio´n µ. Fijamos el nu´mero
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de hijos al mejor valor obtenido previamente λ = 1. En la Tabla A.2 y la Figura A.2 presentamos los
resultados de este segundo experimento.
Tabla A.2: Resultados obtenidos al cambiar el taman˜o de la poblacio´n µ en ES.
Programas (1+1)-ES (5+1)-ES (10+1)-ES (20+1)-ES (30+1)-ESCob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 33.01 12.75 1020.00 0.00 99.43 2.65 704.80 454.16 99.76 0.97 873.50 528.24 99.76 0.97 981.90 409.52 99.84 0.88 1107.13 484.76
gcd 82.00 4.00 1020.00 0.00 100.00 0.00 16.80 4.35 100.00 0.00 20.33 1.80 100.00 0.00 30.00 0.00 100.00 0.00 40.00 0.00
calday 80.30 4.44 1020.00 0.00 97.27 3.64 888.07 386.73 94.24 4.05 1275.13 369.85 91.97 2.54 1391.27 353.13 91.06 0.82 1448.30 204.22
crc 99.80 1.06 43.67 181.30 100.00 0.00 10.00 0.00 100.00 0.00 15.87 14.68 100.00 0.00 16.83 15.82 100.00 0.00 25.77 59.00
insertion 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00
shell 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00
quicksort 94.12 0.00 1020.00 0.00 94.12 0.00 1060.00 0.00 94.12 0.00 1110.00 0.00 94.12 0.00 1210.00 0.00 94.12 0.00 1310.00 0.00
heapsort 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00 100.00 0.00 10.00 0.00
select 69.26 25.77 1020.00 0.00 83.33 0.00 1064.83 0.90 83.33 0.00 1119.00 3.00 83.33 0.00 1228.00 6.00 83.33 0.00 1336.00 10.20
bessel 81.95 8.20 1020.00 0.00 97.24 1.75 1252.13 274.15 97.56 0.00 1193.33 78.62 97.56 0.00 1349.60 142.94 97.56 0.00 1464.80 203.98
sa 96.55 0.30 1020.00 0.00 98.59 0.63 1042.80 285.51 98.76 0.75 1102.50 244.94 99.04 0.84 1070.50 375.57 98.87 0.80 1140.23 463.70























ȝ=1 ȝ=5 ȝ=10 ȝ=20 ȝ=30
Figura A.2: Nu´mero de evaluaciones en ES para µ=1, 5, 10, 20 y 30. El valor de λ es 1.
En este caso, la cobertura obtenida por las diferentes configuraciones es similar cuando la poblacio´n
tiene ma´s de un individuo. En triangle, gcd, calday, select, bessel, sa y netflow la diferencia entre
la cobertura de la (1+1)-ES y el resto de configuraciones es estad´ısticamente significativa. No obstante,
no hay diferencia significativa en la cobertura entre el resto de configuraciones excepto para calday entre
la (5+1)-ES y las (20+1)-ES y (30+1)-ES. Con respecto al nu´mero de evaluaciones, aumenta, en general,
con el taman˜o de poblacio´n porque hay ma´s individuos en la poblacio´n inicial para evaluar. La mayor´ıa de
las diferencias estad´ısticamente significativas apoyan esta observacio´n. No obstante, existen excepciones
notables a esta regla en (1+1)-ES para triangle y gcd. Con una poblacio´n de un individuo, la ES
no puede conseguir cobertura total en ambos programas y esto explica el alto nu´mero de evaluaciones
requerido por el generador.
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Como conclusio´n global, podemos afirmar que el nu´mero de hijos (λ) tiene una escasa influencia en la
cobertura, pero una influencia importante en el nu´mero de evaluaciones requerido y, como consecuencia,
en el tiempo de ejecucio´n del generador. Con respecto al taman˜o de la poblacio´n (µ), observamos que
la cobertura es aproximadamente la misma cuando el taman˜o de la poblacio´n esta´ por encima de unos
pocos individuos. El uso de un solo individuo en la poblacio´n debe evitarse para conseguir una alta
cobertura. En general, el nu´mero de evaluaciones aumenta con el taman˜o de la poblacio´n. No obstante,
el crecimiento es moderado en comparacio´n con el que provoca un aumento de λ. Para finalizar esta
discusio´n, concluimos que la mejor configuracio´n de ES para este banco de pruebas es µ = 5 y λ = 1.
A.1.2. Seleccio´n de para´metros para GA
A continuacio´n realizamos un estudio de la influencia de varios para´metros de GA en los resultados. La
motivacio´n de este estudio es realizar una comparacio´n justa entre los algoritmos usados en el Cap´ıtulo 7.
Aqu´ı probamos diferentes para´metros para la mutacio´n y la recombinacio´n del GA. En concreto, vamos
a modificar la desviacio´n esta´ndar de la mutacio´n normal, la probabilidad de mutacio´n, el operador
de recombinacio´n y su probabilidad. Para los experimentos usaremos los programas triangle, gcd,
calday, crc, select, bessel y netflow. En todos los casos usamos 25 individuos en la poblacio´n,
seleccio´n aleatoria, reemplazo (µ + λ) y el algoritmo se detiene cuando encuentra una solucio´n o alcanza
un ma´ximo de 500 evaluaciones. La eleccio´n del para´metro en cada caso se ha realizado teniendo en
cuenta los resultados de un test estad´ıstico aplicado a los mismos. Los detalles y resultados de este
test se encuentran en el Ape´ndice B. Para el primer experimento usamos recombinacio´n uniforme con
probabilidad 1.0 y mutacio´n normal con probabilidad 0.2. La media de la mutacio´n es 0 y para la
desviacio´n esta´ndar probamos tres valores: 1, 10 y 100. Los resultados esta´n en la Tabla A.3.
Tabla A.3: Resultados obtenidos cuando cambia la desviacio´n esta´ndar de la mutacio´n en GA.
Programa σ = 1 σ = 10 σ = 100Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 99.43 1.36 3961.27 2842.92 98.86 1.96 3175.30 2324.51 97.15 2.68 4718.13 2273.11
gcd 100.00 0.00 190.93 125.36 100.00 0.00 253.73 177.68 100.00 0.00 1213.80 984.96
calday 90.91 0.00 224.30 404.98 90.91 0.00 114.30 106.60 91.97 1.92 1548.00 1766.80
crc 100.00 0.00 10.30 1.19 100.00 0.00 10.80 2.01 100.00 0.00 10.60 1.62
select 83.33 0.00 196.37 163.81 83.33 0.00 171.70 211.17 83.33 0.00 517.93 699.79
bessel 97.56 0.00 264.13 223.66 97.56 0.00 293.27 167.85 97.56 0.00 1038.87 861.67
netflow 96.33 0.00 525.47 435.14 96.12 1.15 454.07 328.43 96.36 0.16 706.10 578.18
A partir de los resultados de la tabla, podemos ver que la desviacio´n esta´ndar tiene un influencia
diferente en cada programa. Esto no es sorprendente: significa que cada programa tiene asociado una
configuracio´n o´ptima particular. Aqu´ı, una desviacio´n esta´ndar baja parece ser buena para la cobertura
de triangle, pero no tan buena para la cobertura de calday y netflow. No obstante, la mayor´ıa de
las diferencias no son estad´ısticamente significativas. So´lo en el caso de triangle y calday podemos
encontrar diferencias significativas y contradictorias. Por otro lado, el nu´mero de evaluaciones es ma´s alto
con significancia estad´ıstica en gcd, calday y bessel para una desviacio´n esta´ndar de 100. Atendiendo
a los resultados, decidimos mantener una desviacio´n esta´ndar baja (σ = 1). En el siguiente experimento
analizamos cinco valores para la probabilidad de mutacio´n: 0.2, 0.4, 0.6, 0.8 y 1.0. Los resultados se
encuentran en la Tabla A.4.
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Tabla A.4: Resultados obtenidos cambiando la probabilidad de mutacio´n en GA.
Programa pm = 0.2 pm = 0.4 pm = 0.6 pm = 0.8 pm = 1.0Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 99.43 1.36 3961.27 2842.92 99.76 0.73 3057.07 2094.38 99.19 2.12 3175.23 2531.06 99.51 1.16 4033.43 2679.74 99.51 1.59 2327.27 1615.96
gcd 100.00 0.00 190.93 125.36 100.00 0.00 193.33 133.89 100.00 0.00 153.43 100.55 100.00 0.00 165.60 105.90 100.00 0.00 119.40 55.94
calday 90.91 0.00 224.30 404.98 90.91 0.00 109.73 81.56 90.91 0.00 82.80 56.25 90.91 0.00 84.73 58.99 90.91 0.00 67.30 42.96
crc 100.00 0.00 10.30 1.19 100.00 0.00 10.83 1.77 100.00 0.00 10.37 1.52 100.00 0.00 10.57 1.31 100.00 0.00 10.50 1.57
select 83.33 0.00 196.37 163.81 83.33 0.00 173.83 118.21 83.33 0.00 112.70 76.88 83.33 0.00 124.33 112.37 83.33 0.00 117.00 98.70
bessel 97.56 0.00 264.13 223.66 97.56 0.00 182.97 123.48 97.56 0.00 198.73 149.36 97.56 0.00 188.80 127.80 97.56 0.00 135.50 91.49
netflow 96.33 0.00 525.47 435.14 96.33 0.00 710.80 561.99 96.39 0.23 789.53 1101.82 96.33 0.00 473.40 321.08 96.36 0.16 692.53 887.97
No podemos observar una influencia clara de la probabilidad de mutacio´n en la cobertura. De hecho,
el test estad´ıstico muestra que las diferencias no son significativas. No obstante, con respecto al nu´mero
de evaluaciones observamos un descenso en varios programas cuando la probabilidad es alta. De nuevo,
las diferencias no son significativas (excepto en el caso de bessel para probabilidades 0.2 y 1.0) as´ı que
no podemos concluir que un valor de probabilidad es mejor que otro. Finalmente, decidimos asignar a la
probabilidad de mutacio´n un valor intermedio: 0.6. A continuacio´n, vamos a utilizar tres operadores de
recombinacio´n diferentes: cruce uniforme, cruce de un punto y cruce de dos puntos. Los resultados esta´n
en la Tabla A.5.
Tabla A.5: Resultados obtenidos cambiando el operador de recombinacio´n en GA.
Programa Uniforme Un punto Dos puntosCob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 99.19 2.12 3175.23 2531.06 99.51 1.16 4088.60 1950.89 99.67 1.04 3209.47 1985.48
gcd 100.00 0.00 153.43 100.55 100.00 0.00 317.77 293.13 100.00 0.00 257.20 198.82
calday 90.91 0.00 82.80 56.25 90.91 0.00 255.07 240.14 90.91 0.00 75.03 42.81
crc 100.00 0.00 10.37 1.52 100.00 0.00 10.80 1.62 100.00 0.00 10.37 1.97
select 83.33 0.00 112.70 76.88 83.33 0.00 110.43 100.78 83.33 0.00 83.20 70.96
bessel 97.56 0.00 198.73 149.36 97.56 0.00 185.77 129.48 97.56 0.00 533.03 418.76
netflow 96.39 0.23 789.53 1101.82 96.33 0.00 626.27 516.77 96.42 0.36 917.90 974.56
Observamos una ligera ventaja (no significativa) del cruce de dos puntos con respecto a la cobertura.
No obstante, en general, el nu´mero de evaluaciones es tambie´n alto con este operador. A pesar de ello,
decidimos seleccionar DPX como operador de cruce. El u´ltimo experimento de esta seccio´n se usa para
seleccionar la probabilidad de recombinacio´n. Probamos cinco valores para la probabilidad: 0.2, 0.4, 0.6,
0.8 y 1.0. Mostramos los resultados en la Tabla A.6.
Tabla A.6: Resultados obtenidos al cambiar la probabilidad de recombinacio´n en GA.
Programa pc = 0.2 pc = 0.4 pc = 0.6 pc = 0.8 pc = 1.0Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval. Cob. (%) Eval.
triangle 98.13 2.72 4814.97 2793.13 97.97 2.75 3208.60 2134.57 99.02 2.14 3817.57 2336.91 99.51 1.32 3310.90 1868.48 99.67 1.04 3209.47 1985.48
gcd 100.00 0.00 117.53 62.86 100.00 0.00 131.03 61.46 100.00 0.00 145.20 78.53 100.00 0.00 210.17 129.63 100.00 0.00 257.20 198.82
calday 90.91 0.00 75.37 42.66 90.91 0.00 92.97 58.28 90.91 0.00 58.83 38.60 90.91 0.00 75.00 46.34 90.91 0.00 75.03 42.81
crc 100.00 0.00 11.03 2.74 100.00 0.00 11.30 4.87 100.00 0.00 11.13 4.59 100.00 0.00 10.00 0.00 100.00 0.00 10.37 1.97
select 83.33 0.00 92.07 62.02 83.33 0.00 99.50 81.25 83.33 0.00 93.50 62.65 83.33 0.00 107.77 79.15 83.33 0.00 83.20 70.96
bessel 97.56 0.00 127.10 80.54 97.56 0.00 170.10 98.43 97.56 0.00 193.17 135.18 97.56 0.00 264.90 279.08 97.56 0.00 533.03 418.76
netflow 96.36 0.16 1277.07 755.76 96.36 0.16 1236.60 1025.29 96.36 0.16 1060.63 1016.00 96.33 0.00 902.67 693.20 96.42 0.36 917.90 974.56
En general, observamos una mayor cobertura y menor eficiencia con probabilidades altas. Las pocas
diferencias que son estad´ısticamente significativas apoyan esta observacio´n. Por esta razo´n, elegimos la ma´s
alta probabilidad, 1.0, para la recombinacio´n de dos puntos. La configuracio´n final del GA esta´ formada
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por el cruce de dos puntos con probabilidad 1.0 y la mutacio´n normal con media 0, desviacio´n esta´ndar 1
y probabilidad 0.6. Esta es la configuracio´n de los generadores de casos de prueba basados en GA y dGA
de los experimentos del Cap´ıtulo 7.
A.2. Bu´squeda de violaciones de propiedades de seguridad en
sistemas concurrentes
En esta seccio´n analizamos la influencia de varios para´metros de ACOhg en los resultados. El objetivo
de estos experimentos es comprender el funcionamiento del algoritmo para proporcionar a los investi-
gadores algunas gu´ıas para aplicarlo. El modelo usado para estos experimentos es el que implementa el
problema de los filo´sofos de Dijkstra (phin). Usamos este modelo porque es simple y escalable. Por esto,
podemos usar una versio´n del modelo tan grande como queramos. Su simplicidad nos permite estudiarlo
de forma teo´rica para calcular el nu´mero de estados del modelo. La versio´n con n filo´sofos tiene 3n estados
y un solo estado de interbloqueo. Es ma´s, la traza de error o´ptima tiene longitud n + 1.
En la Seccio´n A.2.2 analizamos la influencia en los resultados de la longitud del camino de las hormi-
gas λant. Este primer estudio extiende al realizado en la Seccio´n 8.3. La Seccio´n A.2.3 analiza la te´cnica
misionera y la Seccio´n A.2.4 la de expansio´n, compara´ndose ambas te´cnicas en la Seccio´n A.2.5. De nue-
vo, los experimentos realizados en estas tres secciones extienden a los ya mostrados en la Seccio´n 8.4.
Posteriormente, en las Secciones A.2.6, A.2.7 y A.2.8 se estudian la escalabilidad del algoritmo, la influ-
encia del factor de potencia de la heur´ıstica y la influencia de las penalizaciones de la funcio´n de fitness,
respectivamente. Omitimos en todos estos experimentos el nu´mero de estados expandidos por no ser una
medida relevante desde el punto de vista del algoritmo.
A.2.1. Para´metros base
Para los experimentos usamos un ACOhg con la configuracio´n base mostrada en la Tabla A.7. Salvo
que se diga lo contrario, se usa la te´cnica misionera. En las siguientes secciones cambiaremos el valor
de algunos para´metros para estudiar su influencia. Si no se menciona expl´ıcitamente que un para´metro
cambia, se asume que su valor es el de la Tabla A.7.
En los experimentos se realizan 100 ejecuciones para cada configuracio´n del algoritmo y mostramos en
las tablas de resultados las medias y desviaciones de todas las ejecuciones. Realizamos tests estad´ısticos
de todas las comparaciones, cuyos resultados se muestran en el Ape´ndice B. En las siguientes secciones,
tan so´lo mencionaremos si el test estad´ıstico correspondiente apoya las observaciones o no. Con respecto
a la informacio´n heur´ıstica, salvo que se diga lo contrario, usamos ηi j = 1/(1 + Hap( j)), donde Hap( j) es el
nu´mero de procesos activos en el estado j, es decir, se trata de un ACOhg-h.
A.2.2. Longitud del camino de las hormigas
En este primer experimento cambiamos la longitud ma´xima de los caminos que construyen las hormigas
durante la fase de construccio´n. Probamos diferentes valores para esta longitud ma´xima, que va desde
la longitud de una solucio´n o´ptima dopt hasta 3dopt en pasos de tres unidades. Este experimento es una
extensio´n de los experimentos mostrados en la Seccio´n 8.3 y, como all´ı, mantenemos el valor de λant
constante durante toda la bu´squeda. Adema´s, todas las hormigas comienzan la construccio´n en el nodo
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inicial: no se usa la te´cnica misionera. Usamos una versio´n del modelo con n = 20 filo´sofos. Dicho modelo
es suficientemente grande para observar la influencia de λant en los resultados, mostrados en la Tabla A.8.
Tabla A.8: Resultados obtenidos con n = 20 filo´sofos para distintos valores deλant.
λant Tasa e´xito Long. Mem. (KB) Tiempo (ms)
21 24.00 21.00 0.00 32554.75 13945.80 603.33 341.56
24 23.00 21.00 0.00 30939.00 12947.75 543.91 300.60
27 53.00 22.58 1.96 30762.89 15645.57 534.72 359.24
30 72.00 24.94 3.23 29163.39 17890.15 519.58 425.19
33 86.00 27.00 4.13 31830.63 19103.86 567.33 442.27
36 78.00 26.74 4.28 30263.77 18417.56 531.28 448.12
39 93.00 28.48 4.88 29127.08 17771.35 498.92 439.61
42 99.00 30.98 6.19 25090.01 17284.00 407.17 408.36
45 99.00 33.00 7.46 21951.78 14184.09 330.10 319.59
48 99.00 33.36 7.30 24521.23 17074.12 394.34 414.96
51 100.00 34.48 8.27 21850.14 12720.28 322.40 281.04
54 100.00 38.20 8.90 19057.19 10966.23 262.80 211.58
57 100.00 38.96 9.11 17681.94 10205.60 228.90 216.30
60 100.00 38.04 10.85 17203.26 8511.75 216.80 181.97
63 100.00 40.36 11.49 17581.37 10522.31 228.50 202.96
Observamos en la segunda columna de la Tabla A.8 que la tasa de e´xito aumenta cuando las hormigas
construyen caminos ma´s largos. La razo´n es que la parte del grafo explorada crece con λant y las hormigas
encuentran caminos distintos al nodo objetivo. No obstante, estos caminos son, en general, ma´s largos que
el o´ptimo. Esto se puede apreciar en la tercera columna de la Tabla A.8, donde la longitud media de las
trazas de error aumenta con λant. De hecho, todas las diferencias que son estad´ısticamente significativas
confirman esta observacio´n (ve´ase la Seccio´n B.3).
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El hecho de que el algoritmo encuentre ma´s fa´cilmente las trazas de error cuando λant aumenta, influye
tambie´n en la memoria y el tiempo de CPU requerido para encontrar el error. En las columnas cuarta
y quinta de la Tabla A.8 podemos observar que tanto la memoria como el tiempo disminuyen cuando
λant aumenta (con confianza estad´ıstica). La probabilidad de encontrar una traza de error crece con λant
y el nu´mero de pasos requeridos para encontrarla disminuye. De este modo, adema´s de la reduccio´n en
el tiempo, el nu´mero de rastros de feromona almacenados en memoria tambie´n se reduce y, con ello, la
memoria requerida.
A.2.3. Te´cnica misionera
En el siguiente experimento usamos de nuevo n = 20 filo´sofos para estudiar la eficacia de la te´cnica
misionera. Este ana´lisis extiende aque´l de la Seccio´n 8.4.1. Son tres los para´metros que gobiernan esta
te´cnica: s, σs y λant. Estudiamos diferentes valores para cada uno de estos tres para´metros con el objetivo
de investigar su influencia en los resultados. Primero, fijamos s a 10, como en la configuracio´n base, y
cambiamos los valores de σs y λant. En las Tablas A.9, A.10, A.11 y A.12 presentamos la tasa de e´xito, la
longitud de las trazas de error, la memoria requerida y el tiempo de CPU requerido, respectivamente.
Tabla A.9: Ana´lisis de la te´cnica misionera. Tasa de e´xito.
σs
λant
5 10 15 20 25
1 38 91 99 100 100
2 10 64 95 99 100
3 0 41 89 99 100
4 0 39 84 98 100
5 0 0 63 84 99
6 0 0 61 85 97
7 0 0 51 84 96
8 0 0 40 76 95
9 0 0 17 53 82
10 0 0 0 0 60
A partir de los resultados concluimos que la tasa de e´xito es mayor cuando el nu´mero de pasos por
etapa σs es bajo, es decir, cuando se realizan ma´s etapas. Este es un resultado esperado, ya que de este
modo las hormigas pueden alcanzar nodos ma´s profundos en el grafo y pueden encontrar ma´s caminos
diferentes que alcanzan el nodo objetivo. Observamos de nuevo que la tasa de e´xito aumenta con λant.
Por esta razo´n los valores ma´s altos de e´xito (100%) se encuentran para valores bajos de σs y valores
altos de λant.
Con respecto a la longitud de las trazas de error (Tabla A.10), observamos que aumenta con el nu´mero
de etapas realizadas (σs bajo) y con λant. Esta observacio´n esta´ apoyada por los tests estad´ısticos. Un
gran nu´mero de etapas implica la exploracio´n de nodos ma´s profundos en el grafo y, como consecuencia,
la probabilidad de encontrar caminos ma´s largos aumenta. Lo mismo sucede cuando aumenta λant, como
vimos en la seccio´n anterior. En general, valores bajos de σs y altos de λant implican mayor tasa de e´xito,
pero trazas de error ma´s largas. El usuario del algoritmo debe buscar el balance ideal entre eficacia y
calidad de la solucio´n.
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Tabla A.10: Ana´lisis de la te´cnica misionera. Longitud.
σs
λant
5 10 15 20 25
1 36.58 8.20 51.73 17.53 56.64 22.36 58.20 26.49 55.28 24.43
2 22.60 1.96 35.88 8.99 41.84 13.37 41.57 14.74 42.20 13.05
3 - 26.95 3.96 32.33 8.61 35.10 9.98 34.36 9.05
4 - 25.31 3.19 28.90 6.17 31.08 6.86 33.96 8.77
5 - - 24.68 2.88 28.19 4.85 30.98 7.38
6 - - 23.75 3.03 29.05 5.04 30.44 6.85
7 - - 25.31 3.05 28.57 4.66 27.79 6.38
8 - - 24.80 3.09 27.95 4.83 27.99 7.18
9 - - 24.76 2.90 26.58 4.81 27.63 6.03
10 - - - - 22.87 2.00
Tabla A.11: Ana´lisis de la te´cnica misionera. Memoria requerida.
σs
λant
5 10 15 20 25
1 4016.89 72.68 6436.65 77.30 8310.70 116.36 9719.76 172.69 10280.96 200.66
2 5507.40 133.39 8467.06 113.41 11210.11 228.66 13229.25 314.75 14399.85 1291.05
3 - 10364.88 335.08 15118.38 434.78 18245.82 394.95 19191.94 3297.21
4 - 13180.72 342.34 18834.29 500.11 23071.35 511.04 24465.29 3883.55
5 - - 22641.78 321.81 27928.38 483.18 28289.27 6804.83
6 - - 26523.28 402.19 32635.48 561.71 31614.64 9662.81
7 - - 30378.67 482.72 37388.19 535.69 33507.68 12847.60
8 - - 34124.80 531.47 42213.05 540.80 37339.66 14026.63
9 - - 37827.76 240.94 46930.11 620.67 40800.35 16018.36
10 - - - - 32902.08 15991.07
Si echamos un vistazo a la cantidad de recursos requeridos por el algoritmo, apreciaremos que tanto
la memoria como el tiempo de CPU aumentan con σs con confianza estad´ıstica. Es decir, como ocurre
con la tasa de e´xito, se prefieren valores bajos de σs para reducir la cantidad de recursos requeridos. La
explicacio´n esta´ relacionada con la eliminacio´n de rastros de feromona tras una etapa. En las Figuras A.3
y A.4 mostramos una traza de la memoria requerida a lo largo de la evolucio´n del algoritmo. Durante una
etapa, la cantidad de memoria requerida aumenta linealmente. Cuando la siguiente etapa comienza, se
eliminan los rastros de feromona y la memoria requerida cae a un valor bajo. Podemos observar esto en las
figuras. Si la eliminacio´n de feromona es muy frecuente (σs bajo) la cantidad media de memoria requerida
es baja, pero si la eliminacio´n de feromona no es tan frecuente (σs alto), la memoria media requerida es
mayor. La influencia de λant no esta´ tan clara. Cuando λant aumenta, lo mismo sucede con el incremento
de memoria por paso. Por esta razo´n, la pendiente de la curva es mayor para λant = 20 (Figura A.4)
que para λant = 10 (Figura A.3). La eliminacio´n de feromona introduce un factor de incertidumbre
que impide predecir la influencia de λant en el consumo de memoria. No obstante, podemos ver en las
Figuras A.3 y A.4 que la memoria media requerida en las etapas dos, tres y siguientes es aproximadamente
la misma. So´lo en la primera etapa hay una diferencia notable en la memoria requerida. Esta diferencia
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en la primera etapa parece ser la razo´n del aumento en el consumo de memoria cuando λant aumenta.
Los tests estad´ısticos apoyan esta observacio´n. De hecho, en los casos en los que la regla general no se
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Figura A.4: Evolucio´n del consumo de memoria cuando λant = 20.
Con respecto al tiempo de CPU, la influencia de σs sigue una tendencia clara (estad´ısticamente
confirmada). Cuando σs es bajo, la probabilidad de encontrar una solucio´n es mayor y se encuentra ma´s
ra´pidamente. La influencia de λant, sin embargo, no es tan clara. Por un lado, cuando λant aumenta se
requiere ma´s tiempo para construir el camino de una hormiga (columnas 1 a 4 en la Tabla A.12); los tests
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Tabla A.12: Ana´lisis de la te´cnica misionera. Tiempo de CPU requerido.
σs
λant
5 10 15 20 25
1 96.05 8.44 147.03 25.18 176.46 32.08 207.60 39.98 221.40 42.10
2 168.00 7.48 271.56 29.85 321.16 50.45 382.42 66.89 395.30 78.64
3 - 381.95 24.81 470.79 52.24 580.20 67.48 565.50 173.72
4 - 520.51 18.67 653.81 58.39 810.20 66.61 820.40 240.88
5 - - 837.14 60.35 1093.81 68.49 1023.54 420.65
6 - - 1070.00 43.98 1406.47 137.86 1258.66 608.86
7 - - 1317.45 50.52 1741.55 60.35 1411.46 857.98
8 - - 1578.75 44.00 2135.39 74.36 1653.47 1049.52
9 - - 1872.35 58.36 2555.66 82.68 1967.20 1336.91
10 - - - - 953.67 919.50
estad´ısticos apoyan esta observacio´n. Por otro lado, la probabilidad de encontrar una solucio´n es mayor y
el tiempo medio para encontrarla se reduce. Aunque este feno´meno se observa en la quinta columna de la
Tabla A.12, las diferencias en los resultados no son estad´ısticamente significativas, as´ı que so´lo podemos
afirmar que el tiempo de CPU requerido aumenta con λant.
En conclusio´n, desde un punto de vista pra´ctico, podemos afirmar lo siguiente: si se requiere una traza
de error ra´pida y/o usando una baja cantidad de memoria, se debe usar un valor de σs bajo; pero si se
prefieren trazas de error cortas, se debe usar un valor alto de σs, o incluso evitar la te´cnica misionera. Con
respecto a λant, un valor alto puede aumentar la probabilidad de encontrar una solucio´n pero tambie´n
aumenta la cantidad de recursos requeridos cuando se usa la te´cnica misionera.
Soluciones guardadas
Ahora vamos a estudiar la influencia en los resultados de s, el nu´mero de soluciones guardadas entre
etapas. Para este experimento usamos λant = 25. En la Tablas A.13, A.14 y A.15 mostramos la tasa de
e´xito, la longitud de las trazas de error y la cantidad de memoria requerida, respectivamente, cuando
cambian s y σs. El ma´ximo valor de σs es nueve, porque diez o ma´s significa que la te´cnica misionera no
se utiliza (ya que el ma´ximo nu´mero de pasos del algoritmo es diez de acuerdo a la Tabla A.7) y, en este
caso, guardar soluciones entre etapas no tiene sentido porque so´lo hay una etapa. En otras palabras, s no
influir´ıa en los resultados.
Observamos en la Tabla A.13 que s no tiene influencia en la tasa de e´xito. Es decir, usar ma´s nodos
como puntos de partida para las hormigas no aumenta la probabilidad de encontrar una solucio´n. No
obstante, este comportamiento puede deberse a las particulares caracter´ısticas del modelo usado para
los experimentos, en el que el estado de interbloqueo se puede alcanzar desde cualquier otro estado. En
los modelos con estados que no pueden alcanzar ningu´n nodo objetivo, quiza´ podamos encontrar una
configuracio´n particular en la que s tenga influencia en la tasa de e´xito.
Con respecto a la longitud de las trazas de error, observamos que cuando s aumenta, la longitud media
de las trazas de error se alarga tambie´n para valores bajos de σs con confianza estad´ıstica. El algoritmo
siempre guarda las mejores s soluciones. Por esto, si s es bajo, la longitud media de las soluciones guardadas
es menor que si s es alto. Es decir, si s es alto, las hormigas pueden comenzar sus caminos en nodos con
una mayor profundidad y las soluciones que construyen son ma´s largas. Este comportamiento es claro
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Tabla A.13: Ana´lisis de las soluciones guardadas. Tasa de e´xito.
σs
s
2 4 6 8 10
1 100 100 100 100 100
2 100 100 100 100 100
3 100 100 100 100 100
4 100 100 99 100 100
5 98 98 99 99 99
6 100 100 100 98 97
7 99 98 98 98 96
8 98 99 99 98 95
9 96 92 90 87 82
Tabla A.14: Ana´lisis de las soluciones guardadas. Longitud.
σs
s
2 4 6 8 10
1 41.52 14.48 52.44 17.80 55.24 23.42 54.40 22.97 55.28 24.43
2 35.72 10.54 37.92 10.75 40.12 11.35 39.68 13.16 42.20 13.05
3 33.56 7.74 34.64 8.91 33.04 8.59 34.36 9.44 34.36 9.05
4 30.00 6.65 31.52 6.71 32.64 8.14 33.48 8.51 33.96 8.77
5 29.85 6.16 29.82 6.41 30.70 7.19 31.30 8.34 30.98 7.38
6 28.88 6.80 29.20 6.26 29.28 6.28 30.96 7.26 30.44 6.85
7 28.20 5.00 29.00 5.91 28.18 6.02 29.57 7.38 27.79 6.38
8 27.23 4.84 27.79 6.71 27.46 6.12 28.88 7.24 27.99 7.18
9 26.64 4.77 26.17 5.13 26.29 4.76 27.76 6.84 27.63 6.03
cuando el nu´mero de etapas es alto (σs bajo) pero no se observa cuando σs es alto. De hecho, de acuerdo
a los tests estad´ısticos, las diferencias entre las longitudes de las trazas de error no son estad´ısticamente
significativas cuando σs ≥ 5, es decir, la influencia de s en la longitud de las trazas de error se reduce
conforme σs aumenta.
Si echamos un vistazo a la Tabla A.15 podemos observar que no hay una clara influencia de s en
la memoria requerida. Quiza´ podr´ıamos esperar un ligero aumento en la memoria requerida conforme s
aumenta (las u´nicas dos diferencias estad´ısticamente significativas apoyan esta hipo´tesis). No obstante,
los resultados muestran que este ligero aumento en la memoria requerida queda enmascarado por la
aleatoriedad del algoritmo. Por esto, concluimos que s no tiene influencia apreciable en la memoria
requerida, al menos para s ≤ 10. No mostramos los resultados del tiempo de CPU requerido porque el
comportamiento es similar al obtenido en la memoria.
En conclusio´n, podemos afirmar que es preferible un valor bajo de s porque la longitud media de las
trazas de error es menor en este caso y tanto la tasa de e´xito como la memoria no dependen de s.
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Tabla A.15: Ana´lisis de las soluciones guardadas. Memoria requerida.
σs
s
2 4 6 8 10
1 10112.95 823.60 10156.94 865.67 10214.54 621.49 10058.16 1020.52 10280.96 200.66
2 14171.23 1581.27 14248.48 1302.37 14235.47 1741.02 14406.50 1372.04 14399.85 1291.05
3 19660.60 2690.12 19606.93 2490.63 18364.97 4706.13 19181.42 3266.93 19191.94 3297.21
4 23982.08 4816.46 24113.39 4914.82 24101.95 4471.87 24499.62 4004.68 24465.29 3883.55
5 27962.86 7127.85 27902.32 7489.48 27783.02 6931.23 27126.36 8041.50 28289.27 6804.83
6 30155.75 10346.14 33189.07 8233.85 30892.58 9257.78 33144.63 7921.21 31614.64 9662.81
7 35313.72 11882.09 35325.66 12209.06 35863.67 11508.24 33544.72 12923.98 33507.68 12847.60
8 40044.09 12303.05 38334.01 13626.18 40759.55 11862.62 40125.62 12991.84 37339.66 14026.63
9 40853.95 15651.99 37787.13 16058.37 43417.22 14001.06 43634.08 13765.52 40800.35 16018.36
Eliminacio´n de feromona
Finalmente, queremos comprobar en esta seccio´n si la eliminacio´n de todos los rastros de feromona
entre las etapas tiene alguna influencia en los resultados. Para hacerlo, comparamos una versio´n del
algoritmo en la que se eliminan todos los rastros de feromona despue´s de cada etapa, y otra en la que no
se eliminan. Para este experimento hacemos λant = 25 y s = 2. En la Tabla A.16 mostramos la tasa de
e´xito, la longitud de las trazas de error y la memoria requerida. Mostramos tambie´n los resultados de un
test estad´ıstico (detalles en el Ape´ndice B) comparando las dos variantes de los algoritmos con respecto
a la longitud y a la memoria.
Tabla A.16: Ana´lisis de la eliminacio´n de feromona.
σs
No se elimina Se elimina Test estad.
E´xito Long. Mem. (KB) E´xito Long. Mem. (KB) Long. Mem.
1 100.00 43.68 14.22 11519.17 1706.41 100.00 41.52 14.48 10112.95 823.60 - +
2 100.00 33.88 8.63 16555.47 2535.88 100.00 35.72 10.54 14171.23 1581.27 - +
3 100.00 31.76 8.70 20146.70 4584.13 100.00 33.56 7.74 19660.60 2690.12 + +
4 100.00 28.60 6.29 24442.83 6240.22 100.00 30.00 6.65 23982.08 4816.46 - +
5 100.00 27.00 5.04 28595.77 8195.32 99.00 29.85 6.16 27962.86 7127.85 + +
6 100.00 27.68 5.63 33315.26 9706.80 100.00 28.88 6.80 30155.75 10346.14 - +
7 99.00 27.10 5.10 36525.46 11231.01 100.00 28.20 5.00 35313.72 11882.09 - +
8 99.00 26.37 4.80 38855.26 14212.31 97.00 27.23 4.84 40044.09 12303.05 - -
9 93.00 25.52 4.77 39883.61 17758.00 95.00 26.64 4.77 40853.95 15651.99 + -
10 50.00 23.24 1.99 30753.10 15645.00 56.00 23.07 2.00 31547.95 16281.97 - -
Podemos observar en la tabla que la eliminacio´n de rastros de feromona tras cada etapa no tiene
una gran influencia en la tasa de e´xito o la longitud media de las trazas de error encontradas (so´lo hay
tres diferencias estad´ısticamente significativas), pero, como se esperaba, tiene una ligera influencia en
la memoria requerida (siete diferencias estad´ısticamente significativas). No obstante, la memoria extra
requerida cuando no se elimina la feromona no es demasiado elevada. Esto indica que la mayor´ıa de
la memoria se utiliza en la primera etapa. Para ilustrar esto, mostramos en las Figuras A.5 y A.6 la
evolucio´n de la memoria cuando se elimina la feromona y cuando no se elimina, respectivamente.
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Figura A.6: Evolucio´n del consumo de memoria cuando se eliminan los rastros de feromona.
En la Figura A.5 observamos que la pendiente de la curva decrece cuando el algoritmo comienza la
segunda etapa en todos los casos. Esto significa que el nu´mero de caminos que se pueden trazar desde el
nodo inicial es mayor que el del resto de los nodos.
A.2.4. Te´cnica de expansio´n
En esta seccio´n usamos de nuevo n = 20 filo´sofos para estudiar la eficacia de la te´cnica de expansio´n.
Existen dos para´metros que gobiernan esta te´cnica: σi, y δl. Estudiamos diferentes valores para estos
para´metros con el objetivo de investigar su influencia en los resultados. Establecemos el valor inicial de
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λant al mismo valor que δl. De este modo, la profundidad ma´xima que el algoritmo puede alcanzar en cada
paso del algoritmo es el mismo que en la te´cnica misionera analizada en la seccio´n anterior, permitiendo
su comparacio´n directa. En las Tablas A.17, A.18, A.19 y A.20, mostramos la tasa de e´xito, la longitud
de las trazas de error, la memoria requerida y el tiempo requerido, respectivamente.
Tabla A.17: Ana´lisis de la te´cnica de expansio´n. Tasa de e´xito.
σi
δl
5 10 15 20 25
1 83 100 100 100 100
2 13 86 100 100 100
3 0 42 91 100 100
4 0 15 75 95 100
5 0 0 53 73 95
6 0 0 39 64 92
7 0 0 21 62 92
8 0 0 17 43 73
9 0 0 12 25 65
10 0 0 0 0 55
A partir de la Tabla A.17 obtenemos las mismas conclusiones que en la te´cnica misionera. La tasa
de e´xito aumenta cuando σi es bajo, es decir, cuando λant aumenta frecuentemente. En esta situacio´n el
algoritmo puede encontrar diferentes caminos al nodo objetivo, aumentando la probabilidad de encontrar
una solucio´n. La tasa de e´xito aumenta tambie´n cuando δl crece, ya que la porcio´n del grafo explorado
crece con este para´metro.
Tabla A.18: Ana´lisis de la te´cnica de expansio´n. Longitud.
σi
δl
5 10 15 20 25
1 27.80 6.29 32.72 8.91 32.36 9.36 33.20 9.46 34.56 10.16
2 22.54 1.95 29.09 6.51 31.20 8.11 32.28 7.87 33.12 9.92
3 - 25.86 4.50 29.40 6.44 30.88 8.44 31.00 8.38
4 - 25.27 3.41 28.36 5.95 29.97 7.08 30.80 8.70
5 - - 24.09 2.65 28.34 5.26 30.31 8.24
6 - - 24.38 2.80 28.62 5.60 27.35 7.67
7 - - 25.95 3.00 27.45 5.67 27.13 6.74
8 - - 24.53 2.33 27.23 5.20 27.08 6.62
9 - - 25.00 3.27 27.40 5.66 26.11 6.33
10 - - - - 23.47 1.94
La influencia de σi y δl en la longitud media de las trazas de error es similar a la influencia de σs y
λant en la te´cnica misionera. Cuando la tasa de e´xito es alta (valor de σs bajo y δl alto), la longitud de las
trazas de error esta´ lejos de ser o´ptima (observacio´n apoyada por los tests estad´ısticos mostrados en la
Seccio´n B.3). Esta configuracio´n favorece la construccio´n de caminos ma´s largos al nodo objetivo, lo que
aumenta la probabilidad de encontrar una solucio´n, pero tambie´n produce trazas de error ma´s largas.
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Tabla A.19: Ana´lisis de la te´cnica de expansio´n. Memoria requerida.
σi
δl
5 10 15 20 25
1 39528.87 11621.10 35973.12 13120.52 27228.16 10647.72 26275.84 9334.95 22835.03 8850.82
2 33083.08 2735.46 43781.95 11503.85 37109.76 13268.70 33597.44 10347.67 27924.48 10173.07
3 - 41179.43 7609.08 40431.12 14030.01 41502.72 13812.58 33232.14 14469.32
4 - 40413.87 2893.09 43499.52 11265.07 46500.38 13440.72 38780.55 17534.43
5 - - 40361.06 7401.39 45743.34 10503.21 41158.63 16196.22
6 - - 38098.05 6304.60 47568.00 8247.67 39905.42 17513.09
7 - - 43203.05 4017.46 50935.74 5945.16 42128.70 15125.65
8 - - 41984.00 2809.83 52390.70 3661.78 41161.03 19258.29
9 - - 43264.00 609.40 53616.64 955.34 39422.82 19094.53
10 - - - - 31028.69 15029.95
Tabla A.20: Ana´lisis de la te´cnica de expansio´n. Tiempo de CPU requerido.
σi
δl
5 10 15 20 25
1 752.05 285.28 623.90 336.19 419.40 218.51 392.30 192.09 323.30 158.96
2 620.77 69.78 848.14 293.77 658.80 317.41 549.40 223.16 428.30 210.26
3 - 792.38 194.51 759.34 358.33 759.20 357.02 565.00 324.47
4 - 787.33 95.81 842.40 293.89 907.05 362.04 716.80 458.72
5 - - 761.32 196.33 873.97 288.17 764.74 395.81
6 - - 716.41 165.61 923.91 227.12 753.70 426.28
7 - - 842.38 106.45 1040.65 171.58 801.52 370.61
8 - - 820.59 78.33 1088.14 133.04 796.85 465.04
9 - - 875.83 23.96 1146.00 61.84 763.23 481.59
10 - - - - 542.18 356.74
Los recursos requeridos (memoria y tiempo de CPU) toman sus valores mı´nimos normalmente cuando
σi es bajo. Un valor bajo de σi aumenta la cantidad de memoria requerida en cada paso porque λant
aumenta muy frecuentemente (ve´ase la Figura A.7). Un aumento en λant implica tambie´n un aumento en
el tiempo de CPU. No obstante, cuando σi es bajo, la probabilidad de encontrar una solucio´n antes es
mayor y hay un equilibrio entre ambas tendencias. Podemos observar en la Tabla A.19 que, en este caso,
el aumento en la probabilidad de encontrar una solucio´n es ma´s importante, y normalmente la memoria
requerida se reduce cuando σi es bajo. La influencia de δl en el consumo de memoria tiene una explicacio´n
similar. Cuando δl aumenta encontramos dos tendencias opuestas: el aumento en la memoria requerida
por cada paso y el aumento en la probabilidad de encontrar una solucio´n. No obstante, en este caso no
esta´ claro que´ factor tiene ma´s importancia y no podemos observar una tendencia clara en los resultados.
A.2.5. Comparacio´n entre la te´cnica misionera y la de expansio´n
En esta seccio´n comparamos la te´cnica misionera y la de expansio´n, que han sido analizadas separada-
mente en las secciones previas. Comparamos los resultados de los algoritmos que implementan la te´cnica
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Figura A.7: Evolucio´n de la memoria requerida en la bu´squeda para δl = 10.
misionera con aque´llos que implementan la te´cnica de expansio´n cuando σs = σi y λant(misionera)= δl (el
resto de los para´metros son los de la Tabla A.7). De este modo, podemos hacer una comparacio´n justa
entre ambas te´cnicas, ya que la profundidad ma´xima que alcanzan los algoritmos durante la bu´squeda en
cada paso es la misma. Presentamos en las Figuras A.8, A.9, A.10 y A.11 la tasa de e´xito, la longitud de
las trazas de error, la memoria usada y el tiempo de CPU requerido por las dos te´cnicas. Estas figuras
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Figura A.8: Comparacio´n entre la te´cnica misionera y la de expansio´n. Tasa de e´xito.
En la Figura A.8 podemos observar que la te´cnica de expansio´n consigue una tasa de e´xito mayor que
la misionera para todos los valores de σi y σs cuando los incrementos en la profundidad de exploracio´n
ma´xima (δl y λant respectivamente) son bajos (Mis-5 y Exp-5). No obstante, esta tendencia cambia cuando
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Figura A.10: Comparacio´n entre la te´cnica misionera y la de expansio´n. Memoria usada.
λant y δl aumentan. Durante la bu´squeda, la te´cnica de expansio´n aumenta la regio´n explorada y los rastros
de feromona de los pasos previos gu´ıan la construccio´n de las nuevas soluciones parciales. Cuando δl es
bajo, el algoritmo es capaz de encontrar buenas soluciones parciales porque la expansio´n es lenta. Por el
contrario, la te´cnica misionera no se gu´ıa por los rastros de feromona de las etapas previas y puede alejarse
de los caminos o´ptimos. Cuando δl aumenta en la te´cnica de expansio´n, e´sta explora regiones mayores
del grafo y, en este caso, los rastros de feromona hacen que el algoritmo explore regiones que ya han
sido exploradas anteriormente, con la consecuente pe´rdida de recursos. La te´cnica misionera se comporta
mejor en esta situacio´n, ya que se concentra en regiones ma´s prometedoras del grafo de construccio´n.
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Figura A.11: Comparacio´n entre la te´cnica misionera y la de expansio´n. Tiempo de CPU requerido.
Analizando la longitud de las trazas de error encontradas (Figura A.9) observamos que las dos te´cnicas
esta´n igualadas. Podemos apreciar so´lo una ventaja (estad´ısticamente significativa) de la te´cnica de ex-
pansio´n para valores bajos de σi. Como dijimos en el pa´rrafo anterior, cuando λant aumenta en la te´cnica
de expansio´n, se explora una regio´n mayor del grafo de construccio´n. Esto da la oportunidad al algoritmo
de encontrar trazas de error cortas. En el caso de la te´cnica misionera, las diferentes etapas explotan una
regio´n de taman˜o similar pero a diferentes profundidades y, por esto, es ma´s probable encontrar trazas
de error ma´s largas. No obstante, este comportamiento so´lo se aprecia con bajos valores de σi y σs.
Centre´monos en los recursos (Figuras A.10 y A.11). La te´cnica de expansio´n requiere ma´s memoria que
la misionera. Esta observacio´n esta´ apoyada por los tests estad´ısticos. Una razo´n para este comportamiento
es que la te´cnica de expansio´n trabaja con caminos ma´s largos construidos por las hormigas. La segunda
razo´n principal es que en la te´cnica misionera los rastros de feromona son eliminados al final de cada
etapa. Por esto, concluimos que la te´cnica misionera es ma´s eficiente que la de expansio´n con respecto al
consumo de memoria. En el caso del tiempo de CPU requerido, encontramos un comportamiento diferente
en ambas te´cnicas. Para bajos valores de σi la te´cnica de expansio´n requiere ma´s tiempo que la te´cnica
misionera. No obstante, a partir de σi = σs entre 3 y 5, esta tendencia cambia: la te´cnica misionera
requiere ma´s tiempo que la de expansio´n. Esta observacio´n esta´ apoyada por los tests estad´ısticos (ve´ase
la Seccio´n B.3). Pensamos que la principal razo´n para este comportamiento es la ca´ıda en la tasa de
e´xito de la te´cnica de expansio´n. Los valores medios mostrados en las figuras se calculan considerando
so´lo las ejecuciones en las que se encontro´ alguna traza de error. La reduccio´n en la tasa de e´xito para
la te´cnica de expansio´n con respecto a la te´cnica misionera para valores altos de σi, indica que algunas
ejecuciones requieren ma´s iteraciones que las ma´ximas permitidas (10) para encontrar una traza de error.
Estas ejecuciones sin e´xito no se tienen en cuenta para calcular los valores medios y, por esta razo´n,
obtenemos un valor ma´s bajo e irreal de los recursos requeridos. So´lo cuando la tasa de e´xito es del 100%,
los valores medios son fiables. Esto explica el salto en la memoria y el tiempo cuando σi = σs = 10.
La conclusio´n final de este experimento es que la te´cnica misionera con valores intermedios para σs es
la mejor opcio´n para la bu´squeda. Esta configuracio´n constituye el mejor compromiso entre calidad de la
solucio´n, eficacia y recursos requeridos (eficiencia).
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A.2.6. Ana´lisis de escalabilidad
En el siguiente experimento estudiamos la escalabilidad del algoritmo. En el modelo, variamos el
nu´mero de filo´sofos de 2 a 40 y observamos la longitud de las trazas de error, la memoria y el tiempo
requerido por el algoritmo. Seguimos las recomendaciones comentadas en la seccio´n previa y usamos la
te´cnica misionera con s = 2 y σs = 2. Para la longitud ma´xima de los caminos de las hormigas usamos
la expresio´n λant = d1.25ne. Usando esta expresio´n obtuvimos una tasa de e´xito del 100% en todos los
casos1. El resto de los para´metros son los de la Tabla A.7. En la Tabla A.21 y las Figuras A.12, A.13
y A.14 mostramos los resultados.
Tabla A.21: Resultados de escalabilidad. Nu´mero de filo´sofos de 2 a 40.
n Longitud Memoria (KB) Tiempo (ms)
2 3.00 0.00 1909.00 0.00 5.80 4.94
4 5.00 0.00 2003.16 43.99 8.30 4.01
6 7.16 0.97 2401.44 146.60 12.80 5.84
8 9.84 1.98 3084.40 391.36 18.20 7.67
10 13.60 3.68 4325.40 644.85 35.00 12.37
12 17.36 4.49 5906.52 776.96 58.00 16.31
14 20.56 4.86 7835.92 917.53 93.30 20.98
16 25.56 7.48 9697.73 1303.92 133.60 31.32
18 28.48 9.39 11509.30 1599.74 185.10 51.23
20 34.84 9.79 14291.11 1266.33 272.80 54.61
22 40.48 12.36 17142.51 2372.52 387.00 83.64
24 46.28 12.04 20664.32 964.74 512.00 60.43
26 53.12 12.88 24248.32 1012.47 685.90 74.97
28 54.08 13.96 27777.01 2405.05 870.60 124.42
30 61.44 13.13 32194.56 1745.73 1123.10 182.92
32 67.20 17.30 36177.92 1411.90 1382.20 145.74
34 69.24 17.14 41052.16 1738.36 1735.30 171.40
36 76.64 19.48 45895.68 1048.09 2097.70 162.92
38 83.36 18.42 51251.20 2282.28 2561.50 251.27
40 88.44 19.41 56545.28 1069.87 3145.20 185.79
Observamos que la longitud media de las trazas de error crece de forma casi lineal (Figura A.12).
Necesitamos estudiar ma´s valores de n para tener una idea de que´ tipo de curva sigue la longitud de las
trazas de error (exponencial, potencial, etc.). Por otro lado, los gra´ficos de recursos (memoria y tiempo de
CPU) siguen un crecimiento de tipo exponencial (Figuras A.13 y A.14). Esta es una consecuencia directa
del crecimiento exponencial del grafo de construccio´n.
A.2.7. Ana´lisis de la influencia de la heur´ıstica
En esta seccio´n estudiamos la influencia de la informacio´n heur´ıstica en los resultados. Esta infor-
macio´n se usa durante la fase de construccio´n para seleccionar el siguiente nodo a visitar (ve´ase la
Seccio´n 4.4.3). Para determinar la importancia de la informacio´n heur´ıstica en la fase de construccio´n,
1Esto no es una regla general, simplemente funciono´ con el modelo de los filo´sofos usado en los experimentos.









































Figura A.13: Resultados de escalabilidad. Memoria requerida.
estudiamos aqu´ı distintos valores para el para´metro β. El resto de para´metros son los de la Tabla A.7.
En la Tabla A.22 mostramos la tasa de e´xito, la longitud de las trazas de error, la memoria requerida y
el tiempo de CPU requerido cuando β cambia.
Como podemos observar a partir de los resultados, el uso de informacio´n heur´ıstica es beneficioso para
la bu´squeda. Cuando β > 0, aumenta la probabilidad de encontrar un camino hasta el nodo objetivo (tasa
de e´xito ma´s alta) sin que lo haga la longitud de las trazas de error, as´ı que la calidad de las soluciones
no disminuye (las diferencias en los valores no son estad´ısticamente significativas). La influencia de la
heur´ıstica en el consumo de memoria y el tiempo de CPU es pequen˜a pero real: los tests estad´ısticos
confirman que el uso de informacio´n heur´ıstica reduce los recursos requeridos. No obstante, no hay
diferencias estad´ısticamente significativas cuando β ≥ 1. Tambie´n observamos que la tasa de e´xito no




















Figura A.14: Resultados de escalabilidad. Tiempo de CPU requerido.
Tabla A.22: Influencia de β en los resultados.
β Tasa de e´xito Longitud Memoria (KB) Tiempo (ms)
0 9.00 35.22 7.08 8645.00 78.84 256.67 32.66
1 60.00 36.20 7.82 8515.60 105.78 217.33 20.97
2 61.00 37.72 8.80 8486.77 133.66 218.85 20.57
3 58.00 35.14 7.80 8454.03 118.47 210.17 19.96
aumenta cuando β es mayor que uno. En conclusio´n, podemos afirmar que la informacio´n heur´ıstica es
una importante ayuda para las hormigas durante la fase de construccio´n y debe ser usada para conseguir
una alta tasa de e´xito. No obstante, un valor de β = 1 es suficiente (al menos en este modelo) para
conseguir el ma´ximo beneficio de la informacio´n heur´ıstica.
A.2.8. Ana´lisis de las penalizaciones
En esta seccio´n queremos analizar la influencia en los resultados de las dos constantes de penalizacio´n
utilizadas en la funcio´n de fitness y discutidas en la Seccio´n 5.3.3: la constante de penalizacio´n para
soluciones parciales, pp, y la constante de penalizacio´n para ciclos, pc. En este experimento el algoritmo
se detiene cuando se alcanza el nu´mero ma´ximo de iteraciones y no cuando se encuentra una solucio´n.
Hacemos esto para apreciar la influencia de pp en los resultados (si tiene alguna). Si permitie´ramos al
algoritmo detenerse cuando encontrase la primera solucio´n, la mayor´ıa de los caminos trazados por las
hormigas habr´ıan sido penalizados durante la bu´squeda y so´lo unos pocos caminos no lo estar´ıan. Como
consecuencia, no habr´ıa influencia de pp en los resultados. Estudiamos diferentes valores para pp y pc y
mostramos la tasa de e´xito, la longitud de las trazas de error, la memoria requerida y el tiempo de CPU
requerido por el algoritmo en la Tablas A.23, A.24, A.25 y A.26, respectivamente.
A partir de las tablas podemos observar que no hay influencia de pp y pc en ninguna medida. Un test
estad´ıstico confirma esta observacio´n. Es decir, los valores de pp y pc no son relevantes cuando tratamos
de encontrar el estado de interbloqueo en el modelo de los filo´sofos. Este es un resultado inesperado,
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Tabla A.23: Ana´lisis de las penalizaciones. Tasa de e´xito.
pp
pc
0 10 100 1000
0 52 55 59 67
10 62 61 56 61
100 60 59 63 54
1000 61 58 60 63
Tabla A.24: Ana´lisis de las penalizaciones. Longitud de las trazas de error.
pp
pc
0 10 100 1000
0 35.38 8.05 35.84 7.62 35.71 8.35 32.28 8.46
10 35.13 7.83 35.56 8.45 33.71 7.37 35.03 8.53
100 34.67 7.74 34.63 7.94 34.21 7.29 34.33 8.04
1000 33.20 7.22 34.79 7.87 35.47 7.87 35.60 7.55
Tabla A.25: Ana´lisis de las penalizaciones. Memoria reqerida.
pp
pc
0 10 100 1000
0 8485.38 93.40 8497.36 121.38 8498.42 103.66 8489.00 120.28
10 8493.19 138.61 8484.48 102.32 8495.14 130.51 8481.52 132.64
100 8491.00 122.14 8475.51 110.60 8502.52 103.38 8469.30 146.70
1000 8493.85 109.56 8468.38 146.03 8509.27 125.31 8461.32 126.15
Tabla A.26: Ana´lisis de las penalizaciones. Tiempo de CPU requerido.
pp
pc
0 10 100 1000
0 237.31 15.70 235.45 13.73 235.93 13.91 233.73 14.64
10 234.03 14.42 238.69 13.36 234.46 14.87 236.72 17.25
100 238.00 11.08 235.76 13.05 237.30 14.28 235.37 11.17
1000 236.72 15.33 234.66 13.03 241.67 14.96 233.49 14.60
ya que las penalizaciones se usan para guiar la bu´squeda de caminos ma´s prometedores en el grafo de
construccio´n. Debido a esto, espera´bamos, al menos, un aumento en la tasa de e´xito y una reduccio´n
en la longitud de las trazas de error cuando se usaran penalizaciones ma´s altas. Sin embargo, en este
modelo particular no ocurre esto. La longitud ma´xima de los caminos de las hormigas λant es baja (10)
y esto podr´ıa explicar por que´ no hay influencia de pc, ya que es relativamente fa´cil para el algoritmo
encontrar soluciones sin ciclos. La inexistencia de influencia de pp quiza´ pueda explicarse por el bajo
nu´mero de pasos del algoritmo o por la escasa complejidad de este modelo. No obstante, son necesarios
ma´s experimentos para comprender completamente cua´l es el motivo de esta ausencia de influencia.
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Ape´ndice B
Validacio´n estad´ıstica de resultados
En este ape´ndice incluimos los tests estad´ısticos realizados en la tesis doctoral para todos los experi-
mentos. E´sta es una pra´ctica muy importante que los investigadores del dominio de las metaheur´ısticas, y
los algoritmos no estoca´sticos en general, deben incluir en sus trabajos. Hoy en d´ıa, los autores que no ha-
cen tests estad´ısticos puede mostrar “claras” ventajas para sus propuestas basadas en mejoras nume´ricas
bastante insignificantes.
En cada caso, el procedimiento para generar la informacio´n estad´ıstica presentada en las tablas y
figuras es el siguiente. Primero se aplica el test de Kolmogorov-Smirnov para comprobar si las variables
aleatorias son normales o no y el test de Levene para comprobar la homocedasticidad de las muestras
(igualdad de varianzas). Si las muestras pasan ambos tests (son normales y tienen varianzas iguales), se
realiza un ana´lisis de varianza ANOVA 1. En caso contrario, se aplica el test de Kruskal-Wallis, siempre
con un nivel de confianza del 95% (α = 0.05). Tras esto, se aplica un test de comparaciones mu´ltiples
cuyos resultados son los que mostramos en este ape´ndice.
Cuando la comparacio´n se realiza entre dos muestras, generalmente mostramos los resultados del
test en tablas y usamos los signos + y − para indicar si hay, o no, diferencia significativa entre ellas,
respectivamente. Si la comparacio´n se hace entre tres o ma´s muestras, utilizaremos la representacio´n
compacta de la Figura B.1, donde vemos una comparacio´n mu´ltiple de ejemplo con cinco muestras. La
celda (i, j) de la figura es negra si la diferencia entre las muestras i y j es estad´ısticamente significativa.
Es decir, un cuadrado negro en la posicio´n (2, 3) indica que las distribuciones de las muestras 2 y 3 tienen






1 2 3 4 5
Figura B.1: Un ejemplo de comparacio´n mu´ltiple.
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Valor E × pdur
Figura B.2: Resultados del test estad´ıstico comparando los resultados del GA para escenarios con diferente











Figura B.3: Resultados del test estad´ıstico comparando los resultados del GA para escenarios con diferente















2 4 6 8 10
Valor pcost/pdur
Figura B.4: Resultados del test estad´ıstico comparando los resultados del GA para escenarios con diferente
nu´mero de habilidades por empleado (Tabla 6.4).
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B.2. Generacio´n de casos de prueba
Tabla B.1: Resultados del test estad´ıstico para la comparativa entre dES y ES (Tabla 7.5).
Programa Cobertura Evaluaciones Tiempo
triangle - + +
gcd - + +
calday - - +
crc - - -
insertion - - +
shell - - -
quicksort - - +
heapsort - - -
select - + +
bessel - + +
sa - - +
netflow - + +
Tabla B.2: Resultados del test estad´ıstico para la comparativa entre dGA y GA (Tabla 7.6).
Programa Cobertura Evaluaciones Tiempo
triangle - - +
gcd - + -
calday - + +
crc - - -
insertion - - -
shell - - -
quicksort - - +
heapsort - - -
select - + +
bessel - - +
sa - - +
netflow - - +
Tabla B.3: Resultados del test estad´ıstico para los diferentes modos de bu´squeda en dES (Tabla 7.8).
Modos de bu´squeda Cobertura Evaluaciones Tiempo
same vs. diff + + +
Tabla B.4: Resultados del test estad´ıstico para los diferentes criterios de parada en dES (Tabla 7.9).
Criterios de parada Cobertura Evaluaciones Tiempo
obj vs. any - - -

























































































































P E G R
Eval. netflow
Figura B.7: Resultados del test estad´ıstico comparando los algoritmos PSO, ES, GA y RND (Tabla 7.12).


















































































































































Figura B.9: Resultados del test estad´ıstico para la influencia de λ en las evaluaciones de ES (Tabla A.1).
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netflow
Figura B.11: Resultados del test estad´ıstico para la influencia de µ en las evaluaciones de ES (Tabla A.2).





















































































Figura B.12: Resultados del test estad´ıstico para el estudio de la influencia de la desviacio´n esta´ndar de
la mutacio´n σ en la cobertura y el nu´mero de evaluaciones obtenidas por GA (Tabla A.3).















































































































.2 .4 .6 .8 1
Eval. netflow
Figura B.13: Resultados del test estad´ıstico para el estudio de la influencia de la probabilidad de mutacio´n
pm en la cobertura y el nu´mero de evaluaciones obtenidas por GA (Tabla A.4).





















































































Figura B.14: Resultados del test estad´ıstico para el estudio de la influencia del operador de cruce en la
cobertura y el nu´mero de evaluaciones obtenidas por GA (Tabla A.5).
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Eval. netflow
Figura B.15: Resultados del test estad´ıstico para el estudio de la influencia de la probabilidad de cruce
pc en la cobertura y el nu´mero de evaluaciones obtenidas por GA (Tabla A.6).
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Figura B.17: Longitud de las trazas de error para distinto valor de κ (Tabla 8.4).
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κ = 6.0
Figura B.20: Tiempo requerido para distinto nu´mero de filo´sofos n (Figura 8.2).











































































Figura B.23: Influencia de σi en los resultados de la te´cnica de expansio´n (Tabla 8.6).
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Tabla B.5: Comparacio´n entre ACOhg y los algoritmos exactos (Tablas 8.7 y 8.8). En este caso se ha
usado el test de Wilcoxon para una muestra. Comparamos siempre un ACOhg con un algoritmo exacto.
Modelos Medidas ACOhg-b ACOhg-hBFS DFS A∗ BF
garp
Long. (estados) + + + +
Mem. (KB) + + + +
Estados exp. + + + +
Tiempo (ms) + + + +
giop22
Long. (estados) • + - -
Mem. (KB) • + + +
Estados exp. • + + +
Tiempo (ms) • + + +
leader6
Long. (estados) + + + +
Mem. (KB) + + + +
Estados exp. + + + +
Tiempo (ms) + + + +
lynch
Long. (estados) + + + +
Mem. (KB) + + + +
Estados exp. + + + +
Tiempo (ms) + + + +
marriers4
Long. (estados) • • • +
Mem. (KB) • • • +
Estados exp. • • • +
Tiempo (ms) • • • +
needham
Long. (estados) + + + +
Mem. (KB) + + + +
Estados exp. + + + +
Tiempo (ms) + + + +
phi16
Long. (estados) • • + +
Mem. (KB) • • + +
Estados exp. • • + +
Tiempo (ms) • • + +
pots
Long. (estados) + + + +
Mem. (KB) + + + -
Estados exp. + + + +
Tiempo (ms) + + + +
relay
Long. (estados) + + + +
Mem. (KB) + + + +
Estados exp. + + + +
Tiempo (ms) + + + +
x509
Long. (estados) + + + +
Mem. (KB) + + + +
Estados exp. + + + +
Tiempo (ms) + + + +











































































































Figura B.26: Te´cnica misionera: influencia de λant en la longitud de las trazas de error (Tabla A.10).























































































































Figura B.29: Te´cnica misionera: influencia de σs en el tiempo de CPU requerido (Tabla A.12).
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σs = 9
Figura B.32: Te´cnica misionera (soluciones guardadas): influencia de s en la longitud de las trazas de
error (Tabla A.14).
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Figura B.35: Te´cnica de expansio´n: influencia de σi en la longitud de las trazas de error (Tabla A.18).

















































































































































Figura B.38: Te´cnica de expansio´n: influencia de δl en la memoria requerida (Tabla A.19).
























































































Figura B.40: Te´cnica de expansio´n: influencia de δl en el tiempo de CPU requerido (Tabla A.20).




5 10 15 20 25
1 + + + + +
2 - + + + +
3 - - + + +
4 - - - - +
5 - - - - -
6 - - - - +
7 - - - - -
8 - - - - -
9 - - - - +
10 - - - - -
B.3 BU´SQUEDA DE VIOLACIONES DE PROPIEDADES DE SEGURIDAD EN SIST. CONC. 197
Tabla B.7: Comparacio´n entre la te´cnica misionera y la de expansio´n. Memoria requerida (Figura A.10).
σi = σs
δl = λant
5 10 15 20 25
1 + + + + +
2 + + + + +
3 - + + + +
4 - + + + +
5 - - + + +
6 - - + + +
7 - - + + +
8 - - + + +
9 - - + + -
10 - - - - -
Tabla B.8: Comparacio´n entre la te´cnica misionera y la de expansio´n. Tiempo de CPU (Figura A.11).
σi = σs
δl = λant
5 10 15 20 25
1 + + + + +
2 + + + + -
3 - + + + -
4 - + + - +
5 - - + + +
6 - - + + +
7 - - + + +
8 - - + + +
9 - - + + +



















Figura B.41: Influencia del nu´mero de filo´sofos, n, en los resultados (Tabla A.21).
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Figura B.44: Penalizaciones: influencia de pp en la longitud de las trazas de error (Tabla A.24).




































































































Figura B.48: Penalizaciones: influencia de pp en el tiempo de CPU requerido (Tabla A.26).
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Ape´ndice C
Bibliotecas
En este ape´ndice presentamos brevemente las dos principales bibliotecas en las que se han implemen-
tado los algoritmos metaheur´ısticos que utilizamos a lo largo de la tesis. La primera de ellas, JEAL (Java
Evolutionary Algorithms Library) esta´ implementada en Java y fue desarrollada por el doctorando para
trabajar con algoritmos evolutivos tanto secuenciales como paralelos. La segunda, MALLBA, esta´ imple-
mentada en C++ y es el resultado de un proyecto de investigacio´n nacional desarrollado entre los an˜os
1999 a 2002.
La biblioteca JEAL se ha usado para los problemas de planificacio´n de proyectos software y de gene-
racio´n de casos de prueba. En ella se encuentran implementados los algoritmos gene´ticos y las estrategias
evolutivas. La implementacio´n del PSO es del Dr. Stefan Janson y fue incorporada a JEAL durante
una estancia de investigacio´n del doctorando en la Universidad de Leipzig. La biblioteca MALLBA se
uso´ exclusivamente para resolver el problema de bu´squeda de violaciones de propiedades de seguridad en
sistemas concurrentes. Se hizo la eleccio´n de MALLBA en este caso para poder incorporar el co´digo al
de HSF-SPIN, un model checker experimental programado en C++, basado en SPIN y desarrollado por
Stefan Edelkamp, Stefan Leue y Alberto Lluch Lafuente. La implementacio´n de ACOhg tomo´ como base
una implementacio´n preliminar de ACO debida a Guillermo Ordo´n˜ez.
C.1. La biblioteca JEAL
El disen˜o de esta biblioteca se ha realizado teniendo siempre en mente el desarrollo de un software
flexible y fa´cilmente ampliable que sea capaz de englobar cualquier algoritmo evolutivo [12]. En su disen˜o
orientado a objetos se reflejan los componentes necesarios para resolver un problema de optimizacio´n con
un algoritmo evolutivo. Estos componentes, cada uno de los cuales se encuentra representado en JEAL
mediante una clase, son:
El problema. Necesitamos evaluar las soluciones que encuentra el algoritmo para conocer su calidad.
Esto se hace a trave´s de la funcio´n de evaluacio´n o funcio´n de aptitud (fitness) que depende del
problema que se desea resolver.
Los individuos. Las posibles soluciones del problema son representadas mediante individuos. Estos
individuos son los que manipula el algoritmo evolutivo para realizar la bu´squeda en el espacio de
soluciones.
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La poblacio´n. Esta´ formada por un conjunto de individuos e informacio´n estad´ıstica.
Los operadores. Son los encargados de manipular individuos para realizar la exploracio´n del espacio
de bu´squeda.
La condicio´n de parada. Un algoritmo evolutivo sigue un proceso iterativo que debe parar en algu´n
momento. El algoritmo se detendra´ cuando cierta condicio´n se cumpla.
El algoritmo. El problema, los individuos, los operadores y la condicio´n de parada deben colaborar
de alguna forma para resolver el problema. La forma de colaborar la decide el algoritmo.
Como vimos en el Cap´ıtulo 4, los algoritmos evolutivos esta´n formados por un bucle gobernado por
la condicio´n de parada y una serie de operadores que se aplican a los individuos de la poblacio´n. En
cada generacio´n se aplican los mismos operadores. Lo que diferencia un algoritmo, como la estrategia
evolutiva, de otro, como el algoritmo gene´tico, desde el punto de vista de JEAL, son los operadores
y los individuos utilizados. As´ı pues, para hacer flexible nuestro software nos hemos asegurado de que
es fa´cil cambiar ambos componentes mediante archivos de configuracio´n y hemos implementado una
u´nica clase para representar a los algoritmos evolutivos. De esta forma, mediante la eleccio´n adecuada
de individuos, operadores y condicio´n de parada, podemos obtener cualquier algoritmo evolutivo. A
continuacio´n veremos con ma´s detalle cada uno de los componentes arriba identificados.
C.1.1. El problema
Los problemas a resolver son representados por subclases de la clase Problem. Esta clase posee un
me´todo que debe implementar el usuario para evaluar las soluciones (funcio´n de fitness). En JEAL se
asume, sin pe´rdidad de generalidad, que este valor es positivo y que una solucio´n es mejor cuando tiene
mayor aptitud (maximizacio´n).
C.1.2. Individuos y poblacio´n
Los distintos tipos de individuos son representados por subclases de la clase Individual (Figura C.1).
Los individuos siguen el patro´n de disen˜o fa´brica (factory). Existe un nombre para cada tipo de individuo
implementado. La relacio´n entre estos nombres y las clases que los implementan se encuentra almacenada
en un archivo que puede ser editado para incorporar nuevos tipos de individuos sin necesidad de compilar
la biblioteca de nuevo.
Para evitar la invocacio´n frecuente del recolector de basura, se reutilizan los objetos que representan
a los individuos. Esto se hace con ayuda de una clase auxiliar llamada VirtualHeap. Esta clase guarda
los individuos que no se usan en un momento dado. Cuando es necesario emplear nuevos individuos,
son solicitados a este objeto. Si tiene alguno disponible lo devuelve, en otro caso debe crearlo. El objeto
que representa la poblacio´n (objeto de la clase Population) es el encargado de controlar este objeto
VirtualHeap y ofrece entre sus me´todos algunos para crear y desechar individuos1.
1Usamos el verbo desechar para referimos a que el objeto pasa a disposicio´n del VirtualHeap para ser reutilizado
posteriormente si se solicita un nuevo individuo.

















Figura C.1: Clases para representar los individuos y la poblacio´n.
C.1.3. Operadores
La cantidad de operadores en el campo de la computacio´n evolutiva es enorme. Para poder emplear
el patro´n de fa´brica con los operadores, hemos disen˜ado una clase, denominada EAOperator, que declara
la funcionalidad ba´sica de todos los operadores o, al menos, de la mayor´ıa. Hay operadores que actu´an
sobre un individuo (como la mutacio´n), otros actu´an sobre dos (como los operadores de cruce), otros
sobre la poblacio´n (como la seleccio´n), etc. El u´nico nexo entre todos ellos es que toman individuos,
los transforman (posiblemente) y los devuelven transformados. Esos individuos los pueden tomar de la
poblacio´n o de la salida de otro operador. Por esto, las subclases de EAOperator deben redefinir un me´todo
que acepta un array de individuos y devuelve otro array de individuos: operation(Individual [] ind).
La relacio´n entre los nombres y las clases de los operadores se encuentra en un fichero de configuracio´n
que, al igual que ocurr´ıa con los tipos de individuo, puede ser editado para que los usuarios an˜adan
nuevos operadores. Hemos implementado una gran cantidad de operadores. Algunos son espec´ıficos de
un problema e incluso de un tipo de individuo, otros en cambio, actu´an sobre cualquier operador (como
es el caso de los operadores de seleccio´n). En la Figura C.2 presentamos un diagrama de clases con todos








































Operadores de búsqueda dirigida
Figura C.2: Clases para representar los operadores.
C.1.4. Algoritmo
Como mencionamos anteriormente, existe una u´nica clase para representar a los algoritmos evolutivos,
se trata de EvolutionaryAlgorithm (Figura C.3). Esta clase posee un me´todo que implementa el algo-
ritmo evolutivo. En cada paso, el algoritmo parte de un array nulo de individuos y aplica los operadores
secuencialmente, esto es, al vector nulo le aplica el primero, la salida de ese operador es la entrada del
siguiente y as´ı procede hasta acabar con todos los operadores. La salida del u´ltimo operador es entregada
al heap. El procedimiento anterior se repite hasta que se cumple la condicio´n de parada.
Existe una clase denominada MessageManager que se utiliza en los algoritmos evolutivos parale-
los. La ejecucio´n en paralelo esta´ supervisada por un proceso central que se encarga de sincronizar
al resto y recoger los resultados de cada subalgoritmo. Este proceso esta´ implementado en la clase
DistributionManager y cuando se inicia, se pone a la escucha de conexiones. Los subalgoritmos del
algoritmo paralelo emplean la clase MessageManager como interfaz con este proceso central. Existe un
solo objeto MessageManager en cada subalgoritmo, el cual se conecta al proceso central cuando comienza
la ejecucio´n del subalgoritmo.
C.1.5. Condicio´n de parada
Las clases que representan condiciones de parada deben ser descendientes de StopCondition. Las
condiciones de parada siguen el patro´n fa´brica, existiendo, como en los casos anteriores, un fichero que
establece la relacio´n entre los nombres y las clases que implementan las condiciones de parada (Figura C.4).






















Figura C.4: Clases para representar la condicio´n de parada.
C.1.6. Puesta en marcha
Una vez que tenemos todos lo componentes de un algoritmo evolutivo, debemos ponerlo en marcha
para que realice su trabajo. Esto lo hace la clase Driver que, en su me´todo main(), lee el fichero de
configuracio´n que se le pasa como para´metro y crea los objetos correspondientes al problema, la poblacio´n,
los operadores, el gestor de mensajes, la condicio´n de parada y el algoritmo. Una vez que todos los objetos
esta´n creados, se ejecuta el algoritmo. Cuando concluye, la clase Driver escribe en uno o varios ficheros
de texto el resultado de la ejecucio´n.
C.2. La biblioteca MALLBA
El proyecto MALLBA2 tuvo como objetivo el desarrollo de una biblioteca de esqueletos para la opti-
mizacio´n combinatoria que incluye te´cnicas exactas, heur´ısticas e h´ıbridas. Soporta de forma amigable y
eficiente tanto plataformas secuenciales como paralelas. Respecto a los entornos paralelos, son considera-
dos tanto las redes de a´rea local (LAN) como las de a´rea extensa (WAN).
Las tres principales caracter´ısticas que se pueden destacar de la biblioteca MALLBA son la integracio´n
de todos los esqueletos bajo unos mismos principios de disen˜o, la facilidad de cambiar entre entornos se-
2http://neo.lcc.uma.es/mallba/easy-mallba/index.html
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cuenciales y paralelos y, por u´ltimo, la cooperacio´n entre los esqueletos para proporcionar nuevos h´ıbridos.
En los siguientes pa´rrafos, describiremos en mayor detalle cada uno de los aspectos de esta biblioteca.
C.2.1. Arquitectura de MALLBA
Desde un punto de vista del hardware, inicialmente la infraestructura de MALLBA estaba compuesta
por computadores y redes de comunicacio´n de las Universidades de Ma´laga (UMA), La Laguna (ULL) y
Barcelona (UPC), todas ellas de Espan˜a. Estas tres universidades esta´n conectadas a trave´s de RedIRIS, la
red espan˜ola de la comunidad acade´mica y cient´ıfica que conecta a las principales universidades y centros
de investigacio´n en Espan˜a. Esta red esta´ controlada por el CSIC (Consejo Superior de Investigaciones
Cient´ıficas). RedIRIS es una WAN que usa tecnolog´ıa ATM de 34/155 Mbps. Aunque para los primeros
experimentos se utilizo´ esa tecnolog´ıa, la biblioteca es independiente de la plataforma donde se ejecuta;
de hecho, la versio´n actual de la biblioteca MALLBA funciona sobre cualquier cluster de PCs con Linux.
Respecto al software, todos los esqueletos que se han desarrollado en MALLBA han sido implemen-
tados siguiendo el esquema de esqueletos software (similar al patro´n de estrategia [102]) con un interfaz
interno comu´n y otro pu´blico. Un esqueleto es una unidad algor´ıtmica que, en forma de plantilla, imple-
menta un algoritmo gene´rico. Un algoritmo se instancia para resolver un problema concreto, rellenando
los requisitos especificados en su interfaz. Esta caracter´ıstica permite el ra´pido prototipado de aplicaciones
y el acceso transparente a plataformas paralelas. En la biblioteca MALLBA, cada esqueleto implementa
una te´cnica de los campos de la optimizacio´n exacta, heur´ıstica e h´ıbrida. Toda la biblioteca esta´ desa-
rrollada en C++. Se eligio´ este lenguaje debido a que proporciona las caracter´ısticas de un lenguaje de
alto nivel orientado a objetos y al mismo tiempo genera co´digo ejecutable muy eficiente.
Un aspecto clave es la separacio´n conceptual de la parte propia del algoritmo y la parte correspondiente
al problema. El disen˜o basado en esqueletos soluciona este aspecto, ya que define un conjunto de clases
para cada parte: unas contienen el comportamiento del algoritmo y son independientes del problema
mientras que las otras encapsulan las caracter´ısticas del problema. Ambos conjuntos de clases cooperan
entre s´ı a trave´s de una pequen˜a interfaz fija, lo suficientemente gene´rica para no limitar las caracter´ısticas
del problema. El usuario es el encargado de implementar las clases asociadas al problema.
C.2.2. Interfaz de usuario
Para cada algoritmo de optimizacio´n se proporciona un conjunto de clases que, en funcio´n de su
dependencia al problema objetivo, pueden agruparse en dos categor´ıas: clases provistas y clases requeridas
(ve´ase la Figura C.5(a)). A continuacio´n comentamos sus caracter´ısticas.
Las clases provistas son las responsables de implementar toda la funcionalidad ba´sica del algoritmo
correspondiente. En primer lugar, la clase Solver encapsula el motor de optimizacio´n del algoritmo. Este
motor de optimizacio´n es plenamente gene´rico, interactuando con el problema a trave´s de las clases que el
usuario debe proporcionar, y que sera´n descritas ma´s adelante. En segundo lugar, la clase SetupParams
contiene los para´metros propios de la ejecucio´n del algoritmo como, por ejemplo, el nu´mero de iteraciones,
el taman˜o de la poblacio´n en un algoritmo gene´tico, el mecanismo de gestio´n de la cola de subproble-
mas en un algoritmo de ramificacio´n y poda, etc. Otra clase provista es Statistics, cuya finalidad es
la recoleccio´n de estad´ısticas propias del algoritmo empleado. Finalmente, las clases StateVariable y
StateCenter facilitan la hibridacio´n de algoritmos (gestio´n del estado).
Las clases requeridas son las responsables de proporcionar al esqueleto detalles sobre todos los as-
pectos dependientes del problema de optimizacio´n. Estas clases poseen una interfaz u´nica y prefijada,
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permitiendo, de esta manera, que las clases provistas puedan usarlas sin necesidad de relacionarse directa-
mente con los detalles del problema. Entre las clases requeridas encontramos: la clase Problem (que debe
proporcionar los me´todos necesarios para manipular los datos propios del problema), la clase Solution
(que encapsulara´ el manejo de soluciones parciales del problema tratado), la clase UserStatistics (que
permitira´ al usuario recoger aquella informacio´n estad´ıstica de su intere´s que no estuviera siendo moni-
torizada por la clase provista Statistics), as´ı como otras clases que dependen del esqueleto algor´ıtmico
elegido. As´ı pues, el usuario de MALLBA so´lo necesita implementar las estructuras de datos dependientes
del problema, as´ı como dotar de un comportamiento espec´ıfico a los me´todos incluidos en las interfaces
de las clases requeridas.
En relacio´n a los esqueletos de co´digo podemos distinguir tres perfiles de usuarios (Figura C.5(b)),
aunque nada impide que los tres perfiles se den en una misma persona o en varias. Los perfiles son:
Programador del esqueleto: es el experto en el dominio del algoritmo desarrollado y se encarga
de disen˜ar e implementar el esqueleto a partir del conocimiento del algoritmo. El programador
debe decidir que´ clases son proporcionadas por el esqueleto y cua´les deben ser facilitadas por el
experto del problema. Tambie´n debe decidir el mecanismo de comunicacio´n existente para permitir
la ejecucio´n paralela.
Experto en el dominio del problema: es el encargado de instanciar el esqueleto con los datos
adecuados del problema del cual es experto. Aunque no tiene por que´ conocer la implementacio´n del
algoritmo, debe saber co´mo evoluciona desde un punto de vista nume´rico, ya que tiene que conocer
la finalidad de las clases y me´todos que debe rellenar para el problema de optimizacio´n.
Usuario final: es el que utiliza el esqueleto de co´digo una vez que ha sido instanciado por el usuario
correspondiente al perfil anterior. El usuario final sera´ el encargado de dar la configuracio´n a los
para´metros del esqueleto (fichero <esqueleto>.cfg) de acuerdo con la ejecucio´n que desee llevar
a cabo. Este usuario tendra´ a su disposicio´n toda la informacio´n sobre la ejecucio´n del algoritmo,
permitie´ndole hacer un seguimiento, obtener estad´ısticas, conocer el tiempo consumido hasta la
mejor solucio´n, etc.
C.2.3. Interfaz de comunicacio´n
Las redes de a´rea local son actualmente muy baratas y gozan de gran popularidad en los laboratorios
y departamentos. Ma´s au´n, Internet nos permite comunicar esas redes para poder explotar los recursos
de forma conjunta de numerosos sitios geogra´ficamente distribuidos. Para este fin, es necesario disponer
de un mecanismo que permita comunicar los esqueletos entre s´ı, tanto en redes de a´rea local (LAN)
como de a´rea extensa (WAN). Como los esqueletos los hemos desarrollado a un alto nivel, ser´ıa deseable
desarrollar un mecanismo de comunicacio´n tambie´n de alto nivel pero sin pe´rdida de rendimiento.
Para permitir el disen˜o de algoritmos que se ejecuten de forma distribuida en redes de computadores,
se ha disen˜ado en MALLBA un mecanismo de comunicacio´n de alto nivel implementado sobre MPI.
MPI reu´ne varias caracter´ısticas muy interesantes: en primer lugar, es un esta´ndar y posee varias imple-
mentaciones muy eficientes; en segundo lugar, su uso se esta´ volviendo muy frecuente en la comunidad
de software paralelo y, por u´ltimo, esta´ integrado con los sistemas ma´s modernos y prometedores para
computacio´n grid como, por ejemplo, Condor y Globus.
Aunque no existe ningu´n inconveniente en usar MPI directamente, se prefirio´ desarrollar una capa
intermedia muy ligera a la que se denomino´ NetStream (ve´ase la Figura C.6), que permite un uso ma´s

























(a) Arquitectura de un esqueleto MALLBA. La l´ınea horizontal establece la separacio´n entre
las clases C++ que el usuario debe rellenar (parte superior) y las clases del esqueleto que ya














(b) Interaccio´n entre los diferentes tipos de usuarios y ficheros
de MALLBA que utilizan.
Figura C.5: Esqueletos MALLBA: Estructura e interaccio´n.












Figura C.6: Sistema de comunicacio´n NetStream sobre MPI.
sencillo de MPI sin pe´rdida de eficiencia. Con esta capa, un programador de esqueletos de MALLBA puede
evitar la gran cantidad de para´metros necesarios en MPI e interactuar con la red usando simplemente
modificadores de flujo, lo que permite realizar operaciones complejas de paso de mensaje mediante el uso
de los operadores habituales de flujo << y >> de C++.
C.2.4. Interfaz de hibridacio´n
En esta seccio´n discutimos los mecanismos disponibles en MALLBA para combinar esqueletos en busca
de te´cnicas h´ıbridas ma´s eficientes. En un sentido amplio, la hibridacio´n [69] consiste en la inclusio´n de
conocimiento del problema en el me´todo de bu´squeda general. La hibridacio´n se suele clasificar en dos
clases segu´n la forma en que el conocimiento del problema se incluye en el algoritmo [64]:
Hibridacio´n fuerte: el conocimiento se incluye usando una representacio´n u operadores espec´ıficos.
Hibridacio´n de´bil: el algoritmo resultante es una combinacio´n de varios algoritmos claramente
distinguibles.
MALLBA ofrece soporte para la hibridacio´n de´bil, es decir, permite la combinacio´n de varios algo-
ritmos. Para esto, se define el estado del esqueleto. En este estado se almacena de forma gene´rica toda
la informacio´n necesaria para influir en su comportamiento. Estos valores son manejados de forma abs-
tracta por las clases StateVariable y StateCenter. Mediante estas clases, un algoritmo puede obtener
informacio´n de otro o influir en su comportamiento de forma gene´rica.
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Ape´ndice D
Relacio´n de publicaciones que
sustentan la tesis doctoral
En este ape´ndice se presenta el conjunto de trabajos que han sido publicados como fruto de las inves-
tigaciones desarrolladas a lo largo de esta tesis doctoral. Estas publicaciones avalan el intere´s, la validez,
y las aportaciones de esta tesis doctoral en la literatura, ya que estos trabajos han aparecido publicados
en foros de prestigio y, por tanto, han sido sometidos a procesos de revisio´n por reconocidos investi-
gadores especializados. En la Figura D.1 se muestra un esquema de estas publicaciones. A continuacio´n
se muestran las referencias de todas las publicaciones.
[1] Enrique Alba y Francisco Chicano. Software project management with GAs. Information Sciences,
177(11):2380–2401, Junio 2007.
[2] Enrique Alba y Francisco Chicano. Observations in using parallel and sequential evolutionary
algorithms for automatic software testing. Computers & Operations Research (en imprenta).
[3] Enrique Alba y Francisco Chicano. On the behavior of parallel genetic algorithms for optimal
placement of antennae in telecommunications. International Journal of Foundations of Computer
Science, 16(2):343–359, Abril 2005.
[4] Enrique Alba y J. Francisco Chicano. Training neural networks with GA hybrid algorithms. En
Genetic and Evolutionary Computation Conference (GECCO04), LNCS 3102, pa´ginas 852–863,
Seattle, EEUU, Junio 2004. Springer-Verlag.
[5] Enrique Alba y J. Francisco Chicano. Software testing with evolutionary strategies. En Proceedings
of the 2nd International Workshop on Rapid Integration of Software Engineering Techniques, LNCS
3943, pa´ginas 50–65, Heraklion, Grecia, Septiembre 2005.
[6] Enrique Alba, Guillermo Molina y Francisco Chicano. Optimal placement of antennae using meta-
heuristics. En Sixth International Conference on Numerical Methods and Applications (NM&A 06),
LNCS 4310, pa´ginas 214–222, Borovets, Bulgaria, Agosto 2006.
[7] Enrique Alba y Francisco Chicano. Ant colony optimization for model checking. En EUROCAST
2007, LNCS 4739, pa´ginas 523–530, Gran Canaria, Espan˜a, Febrero 2007.
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Figura D.1: Esquema de las publicaciones que avalan el trabajo realizado en esta tesis doctoral.
[8] Enrique Alba, J. Francisco Chicano, Francisco Luna, Gabriel Luque y Antonio J. Nebro. Hand-
book of Bioinspired Algorithms and Applications, volumen 6 de Chapman & Hall/CRC Computer
& Information Science Series, cap´ıtulo 26, Advanced evolutionary algorithms for training neural
networks. CRC Press, 2005.
[9] Enrique Alba y Francisco Chicano. Metaheuristic Procedures for Training Neural Networks, volu-
men 36 de Operations Research/Computer Science Interfaces Series, cap´ıtulo 6, Genetic Algorithms.
Springer, 2006.
[10] Sergio Nesmachnow, He´ctor Cancela, Enrique Alba y Francisco Chicano. Parallel Metaheuristics:
A New Class of Algorithms, cap´ıtulo 20, Parallel Metaheuristics in Telecommunications, pa´ginas
495–515. John Wiley & Sons, 2005.
[11] Enrique Alba, J. Francisco Chicano, Carlos Cotta, Bernabe´ Dorronsoro, Francisco Luna, Gabriel
Luque y Antonio J. Nebro. Optimizacio´n Inteligente. Te´cnicas de Inteligencia Computacional para
Optimizacio´n, cap´ıtulo 5, Metaheur´ısticas secuenciales y paralelas para optimizacio´n de problemas
complejos Universidad de Ma´laga. Servicio de Publicaciones e Intercambio Cient´ıfico, Julio 2004.
[12] Enrique Alba y J. Francisco Chicano. Solving the error correctring code problem with parallel
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hybrid heuristics. En Proceedings of the 2004 ACM Symposium on Applied Computing (SAC04),
pa´ginas 985–989, Nicosia, Chipre, Marzo 2004.
[13] Enrique Alba y J. Francisco Chicano. Management of software projects with GAs. EnMetaheuristics
International Conference (MIC-2005), pa´ginas 13–18, Viena, Austria, Agosto 2005.
[14] Enrique Alba y Francisco Chicano. Evolutionary algorithms in telecommunication. En Proceedings
of the 13th IEEE Mediterranean Electrotechnical Conference (MELECON 2006), Benalma´dena,
Ma´laga, Espan˜a, Mayo 2006.
[15] Enrique Alba y Francisco Chicano. Finding safety errors with ACO. En Proceedings of the Genetic
and Evolutionary Computation Conference (GECCO 2007), pa´ginas 1066–1073, London, Reino
Unido, Julio 2007. ACM Press. Nominado a mejor art´ıculo.
[16] Enrique Alba y Francisco Chicano. ACOhg: dealing with huge graphs. En Proceedings of the Genetic
and Evolutionary Conference, pa´ginas 10–17, London, Reino Unido, Julio 2007. ACM Press.
[17] Antonio J. Nebro, Enrique Alba, Guillermo Molina, Francisco Chicano, Francisco Luna y Juan J.
Durillo. Optimal antenna placement using a new multi-objective CHC algorithm. En Genetic and
Evolutionary Computation Conference (GECCO07), pa´ginas 876–883, London, Reino Unido, Julio
2007. ACM Press.
[18] Jose´ Garc´ıa-Nieto, Enrique Alba y Francisco Chicano. Using metaheuristic algorithms remotely via
ROS. En Genetic and Evolutionary Computation Conference (GECCO07), pa´gina 1510, London,
Reino Unido, Julio 2007. ACM Press.
[19] Enrique Alba, J. Francisco Chicano, Bernabe´ Dorronsoro y Gabriel Luque. Disen˜o de co´digos correc-
tores de errores con algoritmos gene´ticos. En Actas del Tercer Congreso Espan˜ol de Metaheur´ısticas,
Algoritmos Evolutivos y Bioinspirados (MAEB04), pa´ginas 51–58, Co´rdoba, Espan˜a, Febrero 2004.
[20] Enrique Alba, Francisco Chicano y Stefan Janson. Testeo de software con dos te´cnicas meta-
heur´ısticas. En XI Jornadas de Ingenier´ıa del Software y Bases de Datos, pa´ginas 109–118, Sitges,
Barcelona, Espan˜a, Octubre 2006.
[21] Enrique Alba, Jose G. Nieto y Francisco Chicano. ROS: Servicio de optimizacio´n remota. En XI
Jornadas de Ingenier´ıa del Software y Bases de Datos, pa´ginas 508–513, Sitges, Barcelona, Espan˜a,
Octubre 2006.
[22] Enrique Alba y Francisco Chicano. Una versio´n de ACO para problemas con grafos de muy gran
extensio´n. En Actas del Quinto Congreso Espan˜ol de Metaheur´ısticas, Algoritmos Evolutivos y
Bioinspirados, MAEB 2007, pa´ginas 741–748, Puerto de la Cruz, Tenerife, Espan˜a, Febrero 2007.
[23] Enrique Alba, Antonio J. Nebro y Francisco Chicano. Heterogeneidad, WAN y nuevas aplicaciones
de los algoritmos evolutivos paralelos. En Actas del Primer Congreso Espan˜ol de Algoritmos Evo-
lutivos y Bioinspirados (AEB02), pa´ginas 402–409, Me´rida, Espan˜a, Febrero 2002.
[24] Enrique Alba, Carlos Cotta, Francisco Chicano y Antonio J. Nebro. Parallel evolutionary algorithms
in telecommunications: Two case studies. En Actas del Congreso Argentino de Ciencias de la
Computacio´n (CACIC02), Buenos Aires, Argentina, 2002.
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Ape´ndice E
Summary of this thesis in English
The design of efficient algorithms to solve complex problems has been one of the more important
aspects in computer science research. The aim is the development of new methods that are able to solve
complex problems with a low computational effort, outperforming the current algorithms. In this context,
the research activity in exact, ad hoc heuristics, and metaheuristic algorithms is increasing nowadays.
The main advantage of using exact algorithms is that they always find the global optimum for any
problem. However, they have an important drawback: in real problems (NP-hard in most cases) their
execution time grows in an exponential way with the size of the problem. On the other hand, ad hoc
heuristic algorithms usually are quite fast, but the quality of the solutions found is far from the optimum.
Another drawback of ad hoc heuristics is that they are difficult to design for some problems. Metaheuristic
algorithms offer an appropriate balance between both extremes: they are generic methods that offer good
quality solutions (global optimum in many cases) in a reasonable time.
Software Engineering, despite its short age, is an important source of optimization problems. Engineers
and software project managers have to tackle many optimization problems that can not be solved with
exact techniques. Thus, it is possible to apply metaheuristics to these problems in order to provide the
experts with a good balance between quality and efficiency.
In this PhD dissertation we apply metaheuristic techniques to optimization problems of the Software
Engineering domain, analyzing different alternatives for exploiting these techniques. In concrete, the
problems are software project scheduling, automatic test case generation, and search for safety property
violations in concurrent systems. In addition, these metaheuristics have been designed and implemented
using methods and tools coming from the Software Engineering field in order to develop good quality
software. In this way, we close the loop: Software Engineering for developing tools that solve Software
Engineering problems.
E.1. Organization of this thesis
This thesis is organized in four parts. In the first one, the preliminaries of Software Engineering and
metaheuristics are presented. In the second part, we present the methodology and the results obtained
after the application of metaheuristics to Software Engineering problems. In the third part, we show the
main conclusions and future work of the thesis. Finally, in the forth part, the appendices and several
secondary results can be found.
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Next, we detail the content of the chapters.
Chapter 1: Introduction. This chapter presents an outline of the dissertation including objec-
tives, phases, contributions, and organization.
Chapter 2: Software Engineering optimization problems. This is a review chapter. We iden-
tify and classify works in which Software Engineering optimization problems are solved. From the
optimization problems we select three to be solved with metaheuristic techniques in this PhD dis-
sertation: software project scheduling, test case generation, and search for safety property violations
in concurrent systems.
Chapter 3: Tackled problems. In this chapter, we present and formalize in detail the three
Software Engineering optimization problems selected.
Chapter 4: Metaheuristics. This chapter introduces the metaheuristic techniques, classifies
them, and offers a formal definition. The metaheuristic algorithms used in the thesis are described
in detail: evolutionary algorithms, particle swarm optimization, and ant colony optimization.
Chapter 5: Methodological issues in this thesis. This chapter describes the proposed tech-
niques for solving the selected problems. The most important contribution in this chapter is a new
model of ACO, called ACOhg (ACO for huge graphs), that is able to solve problems with a very
large underlying graph.
Chapter 6: Application of genetic algorithms to software project scheduling. This chapter
analyzes the results obtained after the application of genetic algorithms to the problem of software
project scheduling.
Chapter 7: Application of metaheuristics to the test case generation. This chapter ana-
lyzes the results obtained after the application of parallel decentralized and sequential centralized
versions of genetic algorithms and evolutionary strategies to test case generation. Particle swarm
optimization is also applied to this problem.
Chapter 8: Application of ACOhg to the problem of searching for safety property vio-
lations in concurrent systems. This chapter analyzes the results obtained after the application
of ACOhg (the new ACO model proposed) to the search for safety property violations in concurrent
systems.
Appendix A: Analyzing the configuration of the algorithms. In this appendix, we study
the results of some secondary experiments performed in order to analyze the influence of several
algorithmic parameters on the results.
Appendix B: Statistical validation of the results. This appendix presents the results of all
the statistical tests performed in the thesis for supporting the conclusions obtained from the results
of the experiments.
Appendix C: Metaheuristic libraries. This appendix gives a brief presentation of the meta-
heuristic libraries used for the experiments: JEAL and MALLBA. JEAL was developed for this
thesis and MALLBA was the result of a Spanish research project.
Appendix D: Publications. This appendix presents the publications of the PhD student that
are related to the PhD dissertation and support its quality.
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E.2. Software Engineering optimization problems
In the second chapter of this thesis we present a brief description of a set of optimization problems
of the Software Engineering domain. It is not an exhaustive review but a significant sample in which the
diversity of the optimization problems that appear in Software Engineering can be observed. In order
to present the problems in a sorted way, we propose a classification of them according to the phase in
which the problems appear in the software development process. The phases considered are: requirement
analysis, design, implementation, testing, deployment, maintenance, and management. In Figure E.1 we
































Figure E.1: Number of works for each category.
The number of researchers and software engineers that apply optimization techniques to their problems
is increasing, and the same happens with the number of related research articles in the last years. There
is a phase of the software development cycle that has received more attention: the testing phase. Two
thirds of the papers revised for our brief review belong to this category. The second category with more
articles is the management phase. This sheds some light on the main concerns in Software Engineering.
In this thesis we tackle three Software Engineering optimization problems: software project man-
agement, test case generation, and search for safety property violations in concurrent systems. These
problems belong to the two categories that are more interesting for the software community: testing and
management.
E.3. Tackled problems
In the third chapter we present in detail the three Software Engineering problems that we have selected
to solve with metaheuristic techniques. These problems are the project scheduling problem, the test case
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generation problem, and the search for safety property violations in concurrent systems. In the following
sections we present a brief description of the three problems.
E.3.1. Project scheduling problem
The high complexity of existing software projects justifies the research into computer aided tools to
properly plan the project development. Current software projects usually demand complex management
involving scheduling, planning, and monitoring tasks. There is a need to control people and processes,
and to efficiently allocate resources in order to achieve specific objectives while satisfying a variety of
constraints. In a general way, the project scheduling problem consists in defining what resources are used
to perform each task and when it should be carried out. The tasks can be very diverse: from maintaining
documents to writing programs. The resources include people, machines, time, etc. The objectives are
usually to minimize the project duration, to minimize the project cost, and to maximize the product
quality [54]. In an actual project, the manager wants an automatic plan reconciling as far as possible
these three conflicting goals.
In Project Scheduling Problem (PSP), the resources considered are people with a set of skills, and
a salary. These employees have a maximum degree of dedication to the project. Formally, each person
(employee) is denoted with ei, where i goes from 1 to E (the number of employees). Let SK be the set of
skills, and si the i-th skill with i varying from 1 to S = |SK|. The skills of the employee ei will be denoted
with eskillsi ⊆ SK, the monthly salary with esalaryi , and the maximum dedication to the project with emaxdedi .
The salary and the maximum dedication are both real numbers. The former is expressed in fictitious
currency units, while the latter is the ratio between the amount of hours dedicated to the project and the
full working day length of the employee. The tasks of the project are denoted with tk, where k goes from
1 to T (the number of tasks). Each task tk has a set of required skills associated with it that we denote
with tskillsk and an effort t
effort
k expressed in person-month (PM). The tasks must be performed according
to a Task Precedence Graph (TPG). It indicates which tasks must be completed before a new task is
started. The TPG is an acyclic directed graph G(V,A) with a vertex set V = {t1, t2, . . . , tT} and an arc set
A ∈ V×V, where (ti, t j) ∈ A if the task ti must be completed, with no other intervening tasks, before task
t j can start.
The goals of the problem are to minimize the cost and the duration of the project. In addition, any
solution must fulfil three constraints:
R1: each task must be performed by at least one person.
R2: the set of required skills of a task must be included in the union of the skills of the employees
performing the task.
R3: no employee must exceed her/his maximum dedication to the project.
E.3.2. Test case generation
From the very beginning of computer research, computer engineers have been interested in techniques
allowing them to know whether a software module fulfils a set of requirements (the specification). Modern
software is very complex and these techniques have become a necessity in most software companies. One
of these techniques is formal verification, in which some properties of the software can be checked much
like a mathematical theorem defined on the source code. Another well-known and fully automatic formal
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method is model checking. Both in formal verification and model checking a model of the program is
required in order to prove (or refute) the properties we want to check. Nevertheless, the most popular
technique used to check software requirements is software testing. With this technique, the engineer selects
a set of program inputs (test cases) and tests the program with them. If the program behaviour is as
expected, s/he assumes that it is correct. Since the size of the test cases set is the engineer’s decision,
s/he can control the effort dedicated to the testing task. This is a very important, time consuming, and
hard task in software development [21, 208, 217]. Automatic test case generation consists of automatically
proposing a suitable set of test cases for a program to be tested (the test program). It comes as a way of
releasing engineers from the task of finding the best set of test cases to check program correctness. The
automatic generation of test cases for computer programs has been dealt with in the literature for many
years [59, 207]. We can distinguish four large paradigms in search-based software testing that differ in the
kind of information they use to generate the test cases: structural testing, functional testing, grey-box
testing, and non-functional testing [196].
In structural testing [112, 190, 199, 206, 249] the test case generator uses the structural information of
the program to guide the search for new test cases (for this reason it is also called white-box testing). Usu-
ally, this structural information is gathered from the control flow graph of the program. Structural testing
seeks to execute every testable element under consideration (whether statements, branches, conditions,
etc.). We can find several alternatives in the literature for structural testing. In the so-called random test
case generation, the test cases are created randomly until the objective is satisfied or a maximum number
of test cases are generated [36, 206]. Symbolic test case generation [59] involves using symbolic rather
than concrete values in order to get a symbolic execution. Some algebraic constraints are obtained from
this symbolic execution and these constraints are used for finding test cases [221]. A third (widespread)
approach is dynamic test case generation. In this case, the program is instrumented to pass information
to the test generator. The test generator checks whether the test adequacy criterion is fulfilled or not.
If the criterion is not fulfilled it creates new test cases to serve as input for the program. The test case
generation process is translated into a minimization problem, where the objective function is some kind of
“distance” to a desirable execution where the adequacy criterion is fulfilled. This paradigm was presented
in [207] and much work has been based on it [151, 164, 206, 287]. Some hybrid techniques combining
symbolic and concrete execution have been explored with very good results. This is the case of the tools
DART [112] and CUTE [249].
E.3.3. Search for safety property violations in concurrent systems
Model checking [58] is a well-known and fully automatic formal method in which all the possible
states of a given model are analyzed (in an explicit or implicit way) in order to prove (or refute) that the
model satisfies a given property. This property is specified using a temporal logic like Linear Temporal
Logic (LTL) or Computation Tree Logic (CTL). One of the best known explicit state model checkers is
SPIN [145], which takes a software model codified in Promela and a property specified in LTL as inputs.
SPIN transforms the model and the negation of the LTL formula into Bu¨chi automata in order to perform
their intersection. The resulting automaton is explored to search for a path starting in the initial state
and including a cycle of states containing an accepting state (Figure E.2). If such a path is found, then
there exists at least one execution of the model not fulfilling the LTL property (see [145] for more details).
If such kind of path does not exist, then the model fulfils the property and the verification ends with
success. In SPIN, this exploration is performed with Nested-DFS [144], an exhaustive algorithm. When
the property to check is a safety property [189], the verification is reduced to a search for one path from
220 APE´NDICE E. SUMMARY OF THIS THESIS IN ENGLISH
the initial state to one accepting state in the Bu¨chi automaton. This path represents an execution of the
















Figure E.2: Intersection Bu¨chi automaton with an accepting sequence.
The foundations of this problem are based on Bu¨chi automata theory, however, we can formalize the
problem in the following reduced way. Let G = (S,T) be a directed graph where S is the set of nodes and
T ⊆ S × S is the set of arcs. Let q ∈ S be the initial node of the graph and F ⊆ S a set of distinguished
nodes that we call final nodes (accepting states). We denote with T(s) the successors of node s. A finite
path over the graph is a sequence of nodes pi = s1s2 . . . sn where si ∈ S for i = 1, 2, . . . , n. We denote with
pii the ith node of the sequence and we use |pi| to refer to the length of the path, that is, the number of
nodes of pi. We say that a path pi is a starting path if the first node of the path is the initial node of the
graph, that is, pi1 = q. We will use pi∗ to refer to the last node of the sequence pi, that is, pi∗ = pi|pi|. The
problem at hands consists in finding a starting path pi ending in a final node. That is, find pi subject to
pi1 = q ∧ pi∗ ∈ F
The graph G used in the problem is derived from the intersection Bu¨chi automaton B of the model
and the negation of the LTL formula of the property. The set of nodes S in G is the set of states in B,
the set of arcs T in G is the set of transitions in B, the initial node q in G is the initial state in B, and
the set of final nodes F in G is the set of accepting states in B.
E.4. Metaheuristics
A metaheuristic can be defined as a high level strategy using different methods for exploring the
search space. It is a general template that must be filled with problem-specific knowledge (solution
representation, operators, etc.) and can tackle problems with very large search spaces. We can classify
metaheuristics in two classes depending on the number of solutions they manipulate in one step: trajectory
based and population based metaheuristics (Figure E.3). The techniques in the first class work with one
solution that is modified in each step. On the other hand, population based metaheuristics work with
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a set of solutions. Some examples of trajectory based metaheuristics are: Simulated Annealing (SA),
Tabu Search (TS), GRASP, Variable Neighbourhood Search (VNS), and Iterated Local Search (ILS).
Some examples of population based metaheuristics are: Evolutionary Algorithms (EA), Estimation of
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Figure E.3: Classification of metaheuristics.
In some cases, the time required to find a solution in an optimization problem can be very long even
for metaheuristic algorithms. Parallelism can help not only to reduce this required time, but also to find
better solutions. There exist different parallelization schemes that can be classified according to the class
of metaheuristic algorithm: trajectory based and population based.
In the trajectory based metaheuristics we can identify the following three parallelization schemes:
Multiple executions: several subalgorithms (homogeneous or heterogeneous) are executed in par-
allel. In general, each subalgorithm utilizes a different initial solution. We can distinguish different
cases depending on the collaboration of the subalgorithms. If there is no collaboration among the
subalgorithms the model is similar to the sequential execution, but the execution time is reduced.
On the other hand, if there is collaboration among the subalgorithms, the behaviour of the par-
allel algorithm is different from the sequential one. The user must specify some parameters of the
parallel algorithm: which information is exchanged among the subalgorithms, the frequency of the
exchange, the kind of synchronization, etc.
Parallel movements: the trajectory based metaheuristics explore in each step the neighbourhood
of a solution and select from it the next solution. This step can be hard in terms of computational
effort, since the exploration of the neighbourhood implies multiple computations of the fitness
function. The parallel movements model speeds up the neighbourhood exploration by doing it in
parallel. It follows a master-slave scheme in which the master (executing the algorithm) sends each
slave the current solution. Each slave explores a part of the neighbourhood returning back to the
master the most promising one. Among all the returned solutions the master selects one for the
next step. This model does not change the way in which the search is performed but it speeds up
its execution if it is executed in a parallel platform.
Movement speed up: in many cases, the most time-consuming task of the algorithm is the fitness
function evaluation. This computation can be broken down into several independent computations.
In this model, each of these subcomputations is performed in parallel. This model does not change
the way in which the search is performed.
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In the case of population based metaheuristics, the parallelism appears in a natural way, since each
solution of the population can be manipulated in an independent way. For this reason, the performance
of the population based algorithms is usually better when they are executed in parallel. We can divide
the parallelization strategies for population based metaheuristics into two categories: parallelization of
the computation and parallelization of the population.
One of the most popular parallelization model following the first category is master-slave (or global
parallelization). In this strategy, a central process performs the operations that affect the population
(e.g., the selection in evolutionary algorithms) while the slave processes perform the operations that only
affect one individual (e.g., mutation and evaluation). With this model, the search space exploration does
not change with respect to the sequential algorithm but the total execution time is reduced.
Unlike the master-slave paradigm, most of the parallel population based metaheuristics in the spe-
cialized literature utilize a structured population. This scheme is especially widely spread in the case of
evolutionary algorithms. Among the most popular ways of structuring the population we find the dis-
tributed model (coarse grain) and the cellular model (fine grain) [10]. In the case of distributed algorithms,
the population is divided into a set of islands executing a sequential metaheuristic. The islands cooperate
among them by exchanging information (usually individuals). This cooperation introduces diversity in
the subpopulations, what prevents the algorithm from getting stuck in local optima. In order to com-
pletely define the algorithm the user must specify some parameters: topology of the islands (where the
information is sent), migration gap (when the information is sent), migration rate (how much information
is sent), migration selection (which solutions will be sent), migration replacement (how is the received
information incorporated into the islands), and synchronization (whether the information exchange is
synchronous or asynchronous). On the other hand, the cellular scheme of parallelization is based on the
concept of neighbourhood. Each individual has a set of neighbours where the exploitation of the solu-
tions is performed. The exploration and the diffusion of the solutions to the rest of the population are
performed due to the overlapping among neighbourhoods.
E.4.1. Utilized metaheuristics
For the resolution of the problems tackled in this thesis we have selected three families of metaheuris-
tics: evolutionary algorithms, particle swarm optimization, and ant colony optimization. In the following
sections we present a brief summary of these metaheuristics.
Evolutionary algorithms
EAs [27] are metaheuristic search techniques loosely based on the principles of natural evolution,
namely, adaptation and survival of the fittest. These techniques have been shown to be very effective
in solving hard optimization tasks. Initially, the algorithm creates a population (set of individuals) of µ
individuals randomly or by using a seeding algorithm. At each step, some individuals of the population
are selected, usually according to their fitness values, and used for creating new λ individuals by means
of variation operators. Some of these operators only affect one individual (mutation), but others generate
a new individual by combining components of several of them (recombination). These last operators
are able to put together good solution components that are distributed in the population, while the
first one is the source of new different components. The individuals created are evaluated according
to the fitness function. At the end of one step of the algorithm, a replacement operator decides which
individuals will form part of the new population. This process is repeated until a stop criterion, such
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as a maximum number of evaluations, is fulfilled. Depending on the representation of the solutions and
the variation operators used we can distinguish four main types of EA: genetic algorithm, evolutionary
strategy, evolutionary programming, and genetic programming. From these four types of evolutionary
algorithms we will detail in the following the evolutionary strategy and the genetic algorithm, which are
the ones we utilize in this thesis.
An evolutionary strategy (ES) is an EA in which each individual is composed of a vector of real
numbers representing the problem variables (x), a vector of standard deviations (σ) and, optionally, a
vector of angles (ω). These two last vectors are used as parameters of the main operator of this technique:
the Gaussian mutation. The additional parameters evolve together with the program variables to allow
the search strategy to adapt itself to the landscape of the search space. For the selection operator many
alternatives exist: roulette wheel, random selection, q-tournament selection, and so on (see [29] for a
good review of selection operators). All the selection operators can be used with any EA since the only
information needed to select the individuals is the fitness value (the selection operator does not depend
on the representation used). In the recombination operator of an ES each of the three real vectors of an
individual can be recombined in a different way. Some of the several possibilities for the recombination
of the real vectors are discrete, intermediate, and generalized intermediate recombination [27]. The re-
combination operator is not so important as the mutation. In fact, we do not use recombination in our
algorithm. With respect to the replacement operator, there is a special notation to indicate whether the
old population is taken into account or not to form the new population. When only the new individuals
are used, we have a (µ, λ) replacement; otherwise, we have a (µ + λ) replacement, where the best µ indi-
viduals from the union of the old population and the offspring are selected to form the new population.
As it was the case in the selection operator, the replacement operator only needs the fitness value of the
individuals to form the new population. Thus, we can use the two mentioned operators in any kind of
EA.
A genetic algorithm (GA) is an EA that usually represents the solutions by means of binary strings
(chromosome). However, other representations have been used with GA, so we can not use this feature as
a distinguishing one. Unlike the ES, the recombination operator is of a great importance in GA. Some of
the most popular recombination operators are the single point crossover (SPX), the double point crossover
(DPX), and the uniform crossover (UX) [11]. The first one selects a random position in the chromosome
and the two parents exchange their slices located before and after this point to generate two offspring. In
DPX, two points are stochastically defined and the two parents exchange the slices bounded by these two
limits creating again two offspring. Finally, in UX each bit of the offspring is randomly selected from the
two parents. All these recombination operators can also be applied to real vectors by replacing the bits
by vector components. The traditional mutation operator works on binary strings by probabilistically
changing every position to its complementary value. However, for representations based on vectors of
numeric values the mutation could add some random value to the components of the vector.
Particle swarm optimization
PSO maintains a set of solutions (real vectors), called particles, that are randomly initialized in the
search space. The movement of one particle is influenced by its velocity and the positions where good
solutions were found in the past. In the standard PSO, the velocity of a particle depends on the global
best solution found. However, there exists another variant in which the velocity is updated according to
the best solution found by a particle in the neighbourhood. The position and velocity of the particles are
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updated according to the following equations:
vij(t + 1) = w · vij(t) + c1 · r1 · (pij − xij(t)) + c2 · r2 · (nij − xij(t)) , (E.1)




j(t + 1) , (E.2)
where w is the inertia and controls the influence of the previous velocity value on the new one, c1 and c2
allows to adjust the influence of the best personal solution (pi) and the best neighbourhood solution (ni),
and r1 and r2 values are random real numbers in the interval [0, 1] that are generated in each iteration.
The best personal solution pi of a particle i is the position with the best fitness value found by particle i.
On the other hand, the best neighbourhood solution ni of particle i is the position with the best fitness
value found by a particle in the neighbourhood of particle i. The value w must be below 1.0 in order for
the algorithm to converge. A high value for w increases the exploration of the algorithm while a low value
increases the exploitation.
Ant colony optimization
ACO is inspired by the foraging behaviour of real ants. The main idea consists of simulating the ants’
behaviour in a graph (the so-called construction graph) in order to search for the lowest cost path from
an initial node to an objective one. The cooperation among the different simulated ants is a key factor
in the search. This cooperation is performed indirectly by means of pheromone trails, which is a model
of the chemicals the real ants use for their communication.
The pseudo-code of ACO consists of two main procedures executed during the search: the construction
of solutions and the pheromone update. They are executed until a given stopping criterion is fulfilled,
such as finding a solution or reaching a given number of steps. In the first procedure each artificial ant
follows a path in the construction graph. The ant starts in an initial node and then it stochastically
selects the next node according to the pheromone and the heuristic value associated with each arc (or
the node itself). The ant appends the new node to the traversed path and selects the next node in the
same way. This process is iterated until a candidate solution is built. In our case, when ant k is in node i




, if j ∈ L(i) , (E.3)
where L(i) is the set of successor nodes for node i, and α and β are two parameters of the algorithm
determining the relative influence of the pheromone trail and the heuristic value on the path construction,
respectively.
In the pheromone update procedure, pheromone trails associated to arcs are modified. In our case,
the pheromone trails associated to the arcs that ants traverse are updated during the construction phase
(like in Ant Colony System) using the expression
τi j ← (1 − ξ)τi j , (E.4)
where ξ controls the evaporation of the pheromone during the construction phase. This mechanism
increases the exploration of the algorithm, since it reduces the probability that an ant follows the path
of a previous ant. After the construction phase, pheromone trails are evaporated using the expression
τi j ← (1 − ρ)τi j ,∀(i, j) ∈ L , (E.5)
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where ρ is the pheromone evaporation rate and it holds 0 ≤ ρ ≤ 1. Finally, the best-so-far ant deposits
pheromone on the arcs it traverses:
τi j ← τi j + ∆τbsi j , ∀(i, j) ∈ L , (E.6)
where ∆τbsi j is the amount of pheromone that the ant deposits on arc (i, j). In a minimization problem
(like ours) this amount is the inverse of the fitness value of the solution.
In addition, we adopt here the idea introduced inMAX−MIN Ant Systems (MMAS) of keeping
the value of pheromone trails in a given interval [τmin, τmax] in order to maintain the probability of selecting









where Q is the inverse of the minimum fitness value. The parameter a controls the size of the interval.
When one pheromone trail is greater than τmax it is set to τmax and, in a similar way, when it is lower than
τmin it is set to τmin. Each time a new better solution is found the interval limits are updated consequently
and all pheromone trails are checked in order to keep them inside the interval.
E.5. Methodological issues in this thesis
In this section we summarize the methodological issues performed in this thesis. We divide the de-
scription of them into three sections that are related to the three Software Engineering problems tackled.
E.5.1. Software project scheduling
In this problem our aim is to study the advantages of applying a basic genetic algorithm with binary
representation to different instances of the problem. For this reason we have developed an instance
generator for this problem. In the following we briefly describe this generator and the details of the
genetic algorithm used.
Instance generator
In order to perform a meaningful study we must analyze several instances of the scheduling problem
instead of focusing on only one, which could bias the conclusions. In order to do this, we have developed
an instance generator which creates fictitious software projects after setting a set of parameters such as
the number of tasks, the number of employees, etc. An instance generator is an easily parameterizable
task which derives instances with growing difficulty at will. Also, using a problem generator removes the
possibility of hand-tuning algorithms to a particular instance, therefore allowing greater fairness when
comparing algorithms. Consequently, the predictive power of the results for the problem class as a whole
is increased.
The components of an instance are: employees, tasks, skills, and the task precedence graph (TPG).
Each of these components has several parameters which must be determined by the instance generator.
There are two kinds of values to be generated: single numeric values and sets. For the numeric values a
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probability distribution is given by the user and the values are generated by sampling this distribution.
In the case of sets, the user provides a probability distribution for the cardinality (a numeric value) and
then, the elements of the set are randomly chosen from its superset.
All the probability distributions are specified in a configuration file. This file is a plain text file
containing attribute-value pairs. The instance generator reads the configuration file and then it generates
the skills, the tasks, the TPG, and the employees, in that order. For each task, it generates the effort
value and the required skill set. For each employee it generates the salary, the maximum dedication, and
the set of skills.
In this thesis, we use the instance generator to study instances with different parameterizations, that
is, different number of tasks, employees, and skills. The difficulty of the instances depends on these
parameters. For example, we expect the instances with a larger number of tasks to be more difficult than
those with a smaller set of tasks, as in real world projects. This is common sense since it is difficult to
do more work with the same number of employees (without working overtime). Following this reasoning,
when we increase the number of employees while maintaining the number of tasks we expect easier
instances to emerge from the generator. However, sometimes these rules of thumb are not fulfilled in
complex software projects, because there exist other parameters which have an influence on the difficulty
of an instance. One of these parameters is the TPG: with the same number of tasks, one project can be
tackled by fewer employees in the same time as another project with a different TPG.
GA details
In this section we discuss the solution representation and the fitness function utilized in the genetic
algorithm. A solution can be represented with a matrix X = (xi j) of size E× T where xi j ≥ 0. The element
xi j is the degree of dedication of employee ei to task t j. If employee ei performs task t j with a 0.5 dedication
degree s/he spends half of her/his working day on the task. If an employee does not perform a task s/he
will have a dedication degree of 0 for that task. Here we have to decide how these elements are encoded.
We consider that no employee works overtime, so the maximum dedication of all the employees is 1. For
this reason, the maximum value for xi j is 1 and therefore xi j ∈ [0, 1]. On the other hand, we use a GA
with binary string chromosomes to represent problem solutions. Hence we need to discretize the interval
[0, 1] in order to encode the dedication degree xi j. We distinguish eight values in this interval which are
equally distributed. Therefore, three bits are required for representing them. The matrix X is stored into
the chromosome x in row major order1. The chromosome length is 3 · E · T. To compute the fitness of a
chromosome x we use the next expression:
f (x) =
{
1/q if the solution is feasible
1/(q + p) otherwise , (E.9)
where
q = wcost · pcost + wdur · pdur , (E.10)
and
p = wpenal + wundt · undt + wreqsk · reqsk + wover · pover . (E.11)
The fitness function has two terms: the cost of the solution (q) and the penalty for unfeasible solutions
(p). The two terms appear in the denominator because the goal is to minimize them, i.e., maximize f (x).
1We use x to refer to the chromosome (binary string) which represents the matrix solution X.
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The first term is the weighted sum of the project cost and duration. In this term, wcost and wdur are values
weighting the relative importance of the two objectives. These weights allow the fitness to be adapted
according to the needs of the project manager. For example, if the cost of the project is a primary concern,
the corresponding weight must be high. However, we must take into account the order of magnitude of
both the project cost and duration. This can be done by setting all the weights to one initially and then
executing the GA several times. Next, the cost weight is divided by the average project cost and the
duration weight is divided by the average project duration. In this way, the weighted terms related to
project cost and duration are in the same order of magnitude. At this point the project manager can try
different weight values in order to adapt the solutions proposed by the GA to her/his requirements.
The penalty term p is the weighted sum of the parameters of the solution that make it unfeasible,
that is: the overwork of the project (pover), the number of tasks with no employee associated (undt), and
the number of skills still required in order to perform all project tasks (reqsk). Each of these parameters
is weighted and added to the penalty constant wpenal. This constant is included in order to separate the
fitness range of the feasible solutions from that of the unfeasible ones.
E.5.2. Test case generation
In this section we describe the proposed test case generator and the whole test case generation process.
We must define a test adequacy criterion in order to formalize the objective of the generator, that is,
we need a condition which any test cases set should fulfil in order to be considered an adequate testing
set. In this thesis we use the condition coverage test adequacy criterion. This criterion requires that
all the atomic predicates of the test program be evaluated to the two boolean values: true and false.
Other well-known test adequacy criteria are branch coverage, requiring all the branches to be taken, and
statement coverage, in which all the program statements must be executed. It is important to note that
the condition coverage criterion is harder than branch and statement coverage in the case of programs
with short-circuit evaluation of boolean expressions (this is our case). That is, if we find a set of test
cases that makes all the atomic conditions of a C program take the possible boolean values, then we
can ensure that all the feasible branches will be taken and, in consequence, all the reachable statements
will be executed. However, the opposite is not true, i.e., executing all the reachable statements or taking
all the feasible branches does not ensure that all the atomic predicates will take the feasible boolean
values. This fact makes condition coverage equivalent to condition-decision coverage [206] in programs
with short-circuit evaluation of boolean expressions and this is the reason why it was selected here.
Our test case generator breaks down the global objective (the condition coverage) into several partial
objectives consisting of making one atomic predicate take one boolean value. Then, each partial objective
can be treated as an optimization problem in which the function to be minimized is a distance between
the current test case and a test case satisfying the partial objective. For this reason we call this function
the distance function.
Distance function
Following on from the discussion in the previous section, we have to solve several minimization prob-
lems: one for each atomic predicate and boolean value. The distance function to be minimized depends
on the expression of the particular atomic predicate and the values of the program variables when the
condition is reached. In Table E.1 we show the distance functions for all kinds of atomic predicates and
boolean values.
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Tabla E.1: Distance functions for different kinds of predicates and boolean values. The variables a and b
are numeric variables (integer or real)
Atomic predicates true expression false expression
a < b a − b b − a
a <= b a − b b − a
a == b (b − a)2 (1 + (b − a)2)−1
a != b (1 + (b − a)2)−1 (b − a)2
a (1 + a2)−1 a2
The distance function of a particular partial objective can only be computed if the program flow
reaches the associated atomic condition, because it depends on the values of the program variables at
that point of the program execution. For this reason, when the condition is not reached, the distance
function takes the maximum value for a real number in a machine using 64-bit IEEE 754 representation
(that is, 21024 − 2971).
Program instrumentation
We instrument the source code of the program in order to get information about the value of the
distance function and the conditions traversed in a program execution. The instrumentation must be
done carefully to avoid a change in the program behaviour. This step is performed automatically (not
manually) by our application that parses the C source program and generates a modified C source program
with the same original behaviour. This application transforms each atomic predicate into an expression
that is evaluated to the same value as the original predicate. This expression has a (neutral) side effect: it
informs about the boolean value it takes, and the distance value related to the predicate. If <cond> is an
atomic predicate in the original program, the associated expression used instead of the original predicate




where <ncond> is the number of the atomic predicate in the program, <true expr> and <false expr>
are the fitness expressions for the true and false values of the predicate, inform is a function that informs
the test case generator about the condition reached and its value, and distance is a function that informs
about the distance value. This transformation does not modify the functional behaviour of the program
unless the original atomic predicate has side effects.
In the evaluation of a test case, when the test case generator executes the modified test program
with such a test case, a report of the atomic predicates reached and the distance values are computed
and transmitted to the generator. With this information the generator builds a coverage table where it
stores, for each predicate, the set of test cases that makes the predicate true and false throughout the
process. That is, for each predicate the table stores two sets: the true set and the false set. This table
is an important internal data structure that is consulted during the test case generation. We say that a
predicate is reached if at least one of the sets associated with the predicate is non-empty. On the other
hand, we say that a predicate is covered if the two sets are non-empty.
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Test case generation process
Once we have presented the distance functions and the instrumentation details we can now focus on
the test case generator itself. At the beginning of the generation process some random test cases (10 in
this thesis) are generated in order to reach some predicates. Then, the main loop of the generator begins
and the generator selects a partial objective not covered. The test case generator does not select the
partial objectives in a random way. As we said before, the distance function of each partial objective
depends on the expression of the particular atomic predicate and the values of the program variables
when the predicate is reached. This means that the distance can only be computed if the program flow
reaches the atomic predicate. Thus, the test case generator always selects a partial objective with an
associated predicate reached by a previous test case.
When the partial objective is selected, it utilizes the optimization algorithm to search for test cases
making that predicate take the value not yet covered. The optimization algorithm is seeded with at least
one test case reaching the mentioned predicate. The algorithm tries different test cases and uses the
distance value to guide the search. During this search, test cases covering other conditions can be found.
These test cases are also used for updating the condition table. In fact, we can set the stop condition of
the optimization algorithm to cover a partial objective not yet covered (we study this alternative in the
experimental chapter). As a result, the optimization algorithm can or can not find a solution. In any case,
when the algorithm stops, the main loop starts again and the test generator selects a different partial
objective. This scheme is repeated until total condition coverage is obtained or a maximum number of
consecutive failures of the optimization algorithm is reached. When this happens the test case generator
exits the main loop and stops.
When we use a decentralized optimization algorithm, such as a distributed evolutionary algorithm,
we have several subalgorithms working independently of each other with some sparse interconnections
among them. In this case we can assign a different partial objective to each subalgorithm. If all the partial
objectives are solved approximately at the same time, the search could be accelerated. This alternative
is also analyzed in the experimental part of this thesis.
Coverage measures
We must discuss the coverage measure used to report the generator results. The simplest coverage
measure is the ratio between the covered partial objectives and the total number of partial objectives
which, expressed as a percentage, gives the coverage percentage. Although the coverage percentage is
the simplest way of reporting generator efficacy, it is not the more appropriate measure. The reason is
that it is impossible for some programs to reach total coverage, because of the presence of unreachable
partial objectives. In this case a global coverage loss is produced irrespectively of the techniques used
for testing. For example, an infinite loop has a predicate that is always true and never false. Another
example is the condition (sign(x)>2), where the function sign can only return three values: -1, 0, +1.
In these cases there are pairs (predicate, boolean) that are unreachable and no test case generator can
reach 100% of condition coverage due to the test program itself. In this situation we say that there
is a code-dependent coverage loss. However, there is another factor which may produce an unavoidable
coverage loss: the environment in which the program is executed. One example of this situation is related
to dynamic memory allocation. Let us suppose that a program allocates some dynamic memory and then
it checks if this allocation has failed. Most probably it succeeds for all the tests run on the program, and
the corresponding predicate gets only one value. In this case we talk about an environment-dependent
coverage loss. When one of these situations appears in a program no test case generator can get total
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coverage and it may appear to be ineffective when, in fact, it is not. For example, we can get a low
coverage percentage in one program but this low percentage might happen to be the maximum coverage
that it is possible to obtain.
We search for a coverage measure taking into account the coverage loss, a measurement that gets
its known maximum value when it is impossible to get a new test case covering more partial objectives.
For this reason we have introduced another measure that we call corrected coverage. This measure is
defined as the ratio between the number of covered and reachable partial objectives. In this measure the
unreachable partial objectives are not taken into account, without any loss of information or drawback
for the testing task. This measure is useful for comparing the performance of the test case generator
in different programs. In this way, we can sort the programs in order of difficulty. If we use the simple
condition coverage to compare the programs we can classify a program as difficult when it has a lot
of unreachable partial objectives but the remaining partial objectives can be covered easily. However,
the computation of the corrected coverage requires knowing the unreachable partial objectives. In small
programs these partial objectives can be easily determined, but it can be a difficult task in larger programs
(it could be a NP-hard problem itself). In these cases, the corrected coverage measure is not practical.
In this thesis, we decide by human observation whether a partial objective is reachable or not and the
unreachable partial objectives are then communicated to the test case generator via configuration files.
We use the corrected coverage in the experiments in order to avoid code-dependent coverage loss. The
environment-dependent coverage loss is more difficult to avoid and the new measure does not take this
loss into account.
At this point we need to modify the way in which the partial objective selection is performed at the
beginning of the main loop of the test case generator in order to count the correct number of evalua-
tions required for the coverage measured. As a matter of fact, in order to avoid unnecessary work, the
unreachable partial objectives should not be taken into account in the partial objective selection.
Details of the metaheuristic algorithms utilized
The original contributions in this problem have been, first, the application of metaheuristic techniques
never used before in test case generation, and, second, a detailed study of the performance of distributed
evolutionary algorithms. The two new applied metaheuristics are ES and PSO, in which the solutions are
represented by means of real vectors. This representation allows us to completely explore the search space.
This contrasts with other works in which the values of the input variables are constrained to bounded
integer values, reducing the search space [70, 244, 261]. Since GA has been the most popular proposal in
evolutionary testing, we include in the study a GA with real representation of the solutions. Concerning
the study of distributed metaheuristics we selected ES, GA and their distributed counterparts. In the
following we present some details of the selected metaheuristics.
ES: the input arguments of a program can be integer values. In this case, the value in the solution
vector associated to an integer is rounded before the solution is evaluated (the program executed).
PSO: as in the previous case, when a program input argument is an integer value it must be
rounded. This algorithm can converge very fast. For this reason we decided to add a mutation
operator that adds a random value to the velocities of half of the swarm (randomly selected) if the
best solution is not improved after one step. The magnitude of this perturbation increases in an
exponential-like way (it is multiplied by 10) as the number of steps without improvement increases.
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GA: the solutions are represented with a vector of numbers that can be integer or real so, in
this case, it is not required to round the numbers. The most popular recombination operators
(SPX, DPX, and UX) can be applied to this representation using vector components instead of
bits. The mutation operator utilized adds a random number to each component following a normal
distribution with mean 0. The standard deviation is a parameter of the operator.
Representation and fitness function
The fitness function used in the evolutionary search is not exactly the distance function. We want to
avoid negative fitness values in order to be able to apply selection operators that depend on the value of
the fitness function such as the Roulette Wheel selection. For this reason we transform the distance value
by using an arctan function that maps the whole real number set into a bounded interval. The resulting
fitness function is:
f (x) = pi/2 − arctan(distance(x)) + 0.1 . (E.12)
In the previous expression we multiply the arctan result by -1 since our EA software is designed to
maximize the fitness function. Thus, we need to add the value pi/2 to the expression in order to always
get a positive result. Finally, the 0.1 value is added so that negative values are not obtained when there
is precision loss in the difference calculation.
E.5.3. Search for safety property violations in concurrent systems
The problem of searching for safety property violations in concurrent systems can be translated into
a search of a node in a graph. For this search we can use heuristic information. From the metaheuristics,
the one that performs a search in a graph is ant colony optimization. For this reason, we propose to apply
ACO to this problem. However, the state explosion affects also to the ACO algorithms. The ACO models
we can find in the literature are not suitable in problems in which the construction graph has more than
106 nodes (i.e. 1012 arcs). They are also not suitable when the amount of nodes is not known beforehand
because they are dynamically generated as the search progresses. We try to solve here such a kind of
problem. In effect, the number of states of a concurrent system is usually very large even in small models.
In order to solve all these obstacles that arise when working with large graphs, we have developed a
new ACO model called ACOhg (ACO for huge graphs) that is able to tackle combinatorial optimization
problems with an underlying construction graph of unknown size that is built as the search progresses.
The main ideas this model introduces are related to the length of the ant paths, the fitness function, and
the memory consumption of pheromone trails. We tackle these points in the following paragraphs.
Length of the ant paths
In order to avoid the, in general unviable, construction of complete candidate solutions, we limit the
length of the paths traversed by ants in the construction phase. That is, when the path of an ant reaches
a given maximum length λant, the ant is stopped. In this way, the construction phase can be performed in
a bounded time and with a bounded amount of memory. However, the limitation of the ant path length
implies that most (if not all) of the paths are partial solutions and therefore we need a fitness function
that is able to evaluate partial solutions.
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The limitation in the ant path length solves the problem of the “wandering ants” but introduces a
new one. There is a new parameter for the algorithm (λant) whose optimal value is not easy to establish a
priori. If we select a value smaller than the depth2 of all the objective nodes, the algorithm will not find
any solution to the problem. Thus, we must select a value larger than the depth of one objective node
(if known). This is not difficult when we know where the objective node is, but the usual scenario is the
opposite one. In the last case, two alternatives are proposed.
The first consists in dynamically increasing λant during the search if no objective node is found. At the
beginning, a low value is assigned to λant and it is increased in a given quantity δl every certain number
of steps σi. In this way, the length will be hopefully high enough to reach at least one objective node.
This is called expansion technique. This mechanism is similar to the one used by IDA∗ algorithm and can
be useful when the depth of the objective nodes is not very high. Otherwise, the length of the ant paths
will increase too much and the same happens with the time and the memory required to build the paths,
since it will approach the behaviour of a regular ACO incrementally.
The second alternative consists in repeatedly re-starting the path construction of the ants from dif-
ferent nodes during the search. That is, at the beginning, the ants are placed on the initial nodes of the
graph and the algorithm is executed during a given number of steps σs (called stage). If no objective
node is found, the last nodes of the paths constructed by the ants are used as starting nodes for the next
ants. In the next steps (the second stage) of the algorithm, the new ants traverse the graph starting in
the last nodes of paths computed in the first stage. In this way, the new ants start at the end nodes of
previous ant paths trying to go beyond in the graph. This mechanism is called missionary technique. The
length of the ant paths (λant) is kept always constant and the pheromone trails can be discarded from
one stage to another in order to keep almost constant the amount of computational resources (memory
and CPU time) in all the stages. The assignment of ants to starting nodes at the beginning of one stage
is performed in several phases. First, we need to select the paths of the previous stage whose last visited
nodes will be used as starting points in the new stage. For this, we store the best paths (according to the
fitness value) found in the previous stage. We denote with s the number of stored paths. Once we have
the set of starting nodes, we need to assign the new ants to those nodes. For each new ant we select its
starting node using roulette selection; that is, the probability of selecting one node is proportional to the
fitness value of the solution associated with it. The number of stored paths between two stages, s, is a
parameter of the algorithm set by the user. It must hold 1 ≤ s ≤ σs · colsize, that is, there must be at least
one stored path (the ants of the following stage need at least one starting node) and the upper bound is
the maximum number of paths the algorithm is able to construct in σs steps: σs · colsize.
Fitness function
The objective of ACOhg is to find a low cost path between an initial node and an objective one. For
the problem tackled here the cost of a solution is its length, but, in general, cost and length (number of
components) of a solution can be different, and for this reason it is safer to talk about cost. Considering a
minimization problem, the fitness function of a complete solution can be the cost of the solution. However,
as we said above, the fitness function must be able to evaluate partial solutions. In this case, the partial
solution cost is not a suitable fitness value since a low cost partial solution can be considered better than
one high cost complete solution. This means that low cost partial solutions are awarded and the fitness
function will not suitably represent the quality of the solutions. In order to avoid this problem we penalize
the partial solutions by adding a fixed quantity pp to the cost of such solutions.
2The depth of a node in the construction graph is the length of the shortest path from an initial node to it.
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In our case, for the problem at hands, we compute the fitness function in the following way. Firstly,
given a (partial) solution (path), we compute a lower bound of the length of a complete solution that
is an extension of the solution. This lower bound is computed as the sum of the length of the partial
solution and the heuristic value of the last node of the path. Secondly, we add a penalty term when the
solution is not complete.
In some problems, solutions (paths) with cycles are not desirable. This happens in our problem. One
path with a cycle can be replaced by another shorter path without cycles. For this reason, we want to
avoid cycles in partial solutions. In ACOhg we avoid cycles in the following way. During the construction
phase, when an ant builds its path, it can stop due to three reasons: the maximum ant path length λant is
reached, the last node of the ant path is an objective node, or all the successors nodes are in the ant path
(visited nodes). This last condition, which is used in order to avoid the construction of paths with cycles,
has an undesirable side effect: it awards paths which form a cycle. In effect, the premature stop of the ant
during the construction phase produces a shorter partial solution; which are favored by the algorithm,
since it awards shorter paths. In order to avoid this situation we penalize those partial solutions whose
path length is shorter than λant.
The total penalty expression we use for taking into account the above discussed issues is
p = pp + pc
λant − l
λant − 1 , (E.13)
where pp is the penalty due to the incompleteness of the solutions, pc is a penalty constant related to
the cycle formation, and l is the ant path length. The second term in (E.13) makes the penalty higher in
shorter cycles. The intuition behind this is that longer cycles are nearer of a path without a cycle. For
this reason, we add to pp the maximum cycle penalty (pc) when the ant length is the minimum (l = 1)
and no cycle penalty is added when there is no cycle (l = λant). In conclusion, the final fitness function
we use in the experiments for evaluating partial solutions is:
f (x) = l + H( j) + pp + pc
λant − l
λant − 1 , (E.14)
where j is the last state of the path and H( j) is the heuristic value for state j. The fitness value for a
complete solution is just the ant path length l.
Pheromone trails
In ACOhg, the pheromone trails are stored in a hash table where only the pheromone values of the
edges traversed by the ants are stored. This is true for both, expansion and missionary techniques. How-
ever, as the search progresses, the memory required by pheromone trails can increase until inadmissible
values. We can avoid this by removing from the hash table the pheromone trails with a low influence on
the ant construction. This is done in the missionary technique when a new stage begins. In a new stage,
the region of the graph explored by the ants is different with respect to previous stages3. This means that
pheromone trails used in previous stages are not useful in the current one and can be discarded without
a negative influence on the results.
3It is possible to find some overlap among the regions explored in different stages, but this overlap can be very small.
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Construction graph
One last issue to take into account in ACOhg is the generation of the construction graph. The graph is
generated during the search itself, and this means that more memory is required as the search progresses.
We need to be careful with the implementation in order to save memory. For example, if the size of one
node in memory is larger than one pointer we can reduce the memory required by keeping only one copy
of the node in memory and using pointers to it wherever they are required in the future. In this case, we
have to avoid duplicated nodes. However, if the node size is equal to or less than one pointer, the previous
mechanism is not useful and makes the implementation inefficient. On the other hand, if pheromone trails
are discarded after one stage of the missionary technique, the nodes adjacent of the removed arcs can be
also removed if they are not referenced by any other arc or ant.
The above mentioned ideas are mechanisms for memory reduction that are used to maximize the
portion of the graph that can be stored in memory, since it is there where the algorithm can work with
high efficacy to maximize the quality of the partial solutions.
E.6. Application of genetic algorithms to software project sche-
duling
For the experimental study we have generated a total of 48 different instances with the instance
generator and we have solved them with a genetic algorithm. We performed 100 independent runs for
each instance in order to get statistically meaningful conclusions. We have grouped the instances into five
benchmarks. In the first three groups we change only one parameter of the problem. With these studies
we want to analyze how sensitive the results obtained are to the variation of these parameters. In the last
two groups we change several parameters at the same time. In this way, we study whether the results
change in the way suggested by the studies of the first three groups.
The results show that the instances with more tasks are more difficult to solve and their solutions are
more expensive. In the same way, the projects with a larger number of employees are easier to tackle and
can be driven to a successful end in a shorter time. However, the relationship between employees and
cost is not that simple: in some cases it is direct and in other cases it is inverse.
This problem is essential for the Software Engineering industry nowadays and automatically finding
“good” solutions to it can save software companies lots of time and money. A software manager can study
different scenarios with such an automatic tool to take decisions on the best project for her/his company.
Furthermore, in our approach, s/he can adjust the fitness weights to better represent particular real world
projects.
With the study we present, we show that GAs can be a very useful tool for project management in
Software Engineering.
GAs can assign people to the project tasks in a nearly optimal way and they allow us to try different
configurations changing the relative importance of the cost and duration of the project with no risk for
the actual project because it is performed inside a computer. Although the project model is very simple it
can serve as a first step in the application of evolutionary algorithms to in silico experiments in Software
Engineering.
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E.7. Application of metaheuristics to test case generation
In this chapter we analyze, first, the application of evolutionary algorithms with centralized and
decentralized population to the problem of test case generation. In particular, we have compared a
distributed ES and a distributed GA against their panmictic versions using a benchmark of twelve test
programs implementing some fundamental algorithms in computer science. The results show that the
decentralized versions have no statistically significant advantage over the panmictic versions, neither in
terms of the coverage nor in effort. This is an unexpected observation since much research exists reporting
a higher degree of accuracy for the decentralized approach. The conclusion is that the decentralized
algorithms should maybe focus on cooperating in a different way.
In order to check that the conclusions obtained in the distributed approach are not the result of
a naive configuration, we have studied the influence of several parameters of the dES-based test case
generator. These parameters are the search mode, the stop condition, the number of seeds used in the
dES islands, and the migration gap. The results state that, by searching for the same partial objective
in all the islands, we can outperform the results with respect to the version that searches for different
partial objectives in the islands. On the other hand, the stop condition that involves stopping when any
new partial objective is covered does not have a clear advantage over the one in which only the coverage
of the searched partial objective is used to stop the algorithm. Analyzing the number of seeds used in the
initial population of dES, we discovered that the best results are obtained with one single seed. Finally,
a high migration gap seems to benefit the search and this confirms that the distributed approach, as
utilized in this thesis, is not good for this problem.
In a second stage, we show the results obtained with particle swarm optimization for the test case
generation problem and compare them with the ones of ES, GA, and a random generator. The results
show that PSO and ES have a similar efficacy in general. In some programs PSO is better than ES and
in others ES obtains the best results. Anyway, we conclude that both algorithms are better than GA,
which is the one utilized in many works of the specialized literature.
This fact opens a promising research line related to the application of PSO and ES to the evolutionary
testing, where GA has been up to the moment a standard de facto. Furthermore, the number of parameters
of an ES is smaller than the one of the other algorithms and, for this reason, we think that it can be
more appropriate for automatic tools that must be used, in general, by people with no knowledge about
evolutionary algorithms.
E.8. Application of ACOhg to the search for safety property
violations in concurrent systems
In this chapter we show the results obtained after the application of ACOhg to the problem of searching
for safety property violations in concurrent systems. For the experiments we have selected 10 Promela
models implementing faulty concurrent systems previously reported in the literature by Edelkamp et
al. [94]. All these models violate a safety property.
First, we have studied the influence on the results of the maximum ant path length λant. The experi-
ments show that the hit rate (probability of finding an error trail) increases with λant. The same happens
with the length of the error trails found. In addition, the memory and CPU time required for finding an
error trail decrease when the ants are allowed to build longer paths.
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With respect to the missionary and expansion techniques we conclude that both techniques are tied
when the length of the error trails is compared. If we consider the memory required for finding an error
trail, we can observe that the expansion technique requires more memory than the missionary technique.
Thus, we conclude that the missionary technique is more efficient than the expansion technique with
respect to the memory consumption. The hit rate is similar in both techniques when σi = σs is below 10.
However, for larger values, the efficacy of the missionary technique is higher.
We have compared the results of ACOhg against the ones of well known exhaustive algorithms used
for this problem in the literature. From these exact algorithms we distinguish two groups according to
their behaviour: the ones that require a low amount of computational resources obtaining long error
trails, and the ones that obtain optimal error trails with a very high resource consumption. Our proposal
achieves an optimal trade-off between those two extremes for the concurrent systems analyzed: it obtains
almost optimal solutions with a low amount of memory. ACOhg is also the most robust algorithm of the
experiments. It has a similar behaviour for all the models. On the contrary, the behaviour of the exhaustive
state-of-the-art algorithms depends to a large extent on the model they solve. For this reason, we point
out the ACOhg algorithm as a very promising technique for finding errors in concurrent programs.
We also have combined ACOhg with partial order reduction (POR), a technique that exploits the
commutativity of asynchronous systems in order to reduce the size of the state space in model checking.
We can notice in the results that the POR technique combined with ACOhg reduces in all the cases
the average amount of computational resources (memory and CPU time) required to find a solution.
We conclude that ACOhg is not only compatible with POR, but they together can greatly reduce the
computational effort.
Finally, we have compared ACOhg with a GA utilized by Godefroid and Khurshid in the specialized
literature for this task [111]. For these experiments, we used the same protocols (dining philosophers
and Needham-Schroeder) as in [111] and the results of ACOhg are much better than the ones of the GA
published in the mentioned work. ACOhg is able to find always an error (100% hit rate) in both protocols
while GA finds an error only in 52% of the cases in the dining philosophers and 3% in Needham-Schroeder.
With respect to the execution time, the results reveal a large difference between the algorithms: ACOhg is
between two or three order of magnitude faster than GA, even taking into account the different machines
used in the experiments. However, although it seems that ACOhg is better than GA, we cannot confirm
this statement due to the differences in the protocol implementation and the model checkers utilized.
Hence, we just notice here the results obtained by Godefroid and Kurshid with their GA and we defer
for a future work a fair comparison between ACOhg and GA.
E.9. Conclusions and future work
In this PhD dissertation we study the application of metaheuristic techniques to some optimization
problems from the Software Engineering domain. The problems are: software project scheduling, test case
generation, and search for safety property violations in concurrent systems. The metaheuristic techniques
utilized for solving these problems are: genetic algorithm, evolutionary strategy, particle swarm optimiza-
tion, and ant colony optimization. The problem of searching for safety property violations in concurrent
systems suffers from an important drawback: the Bu¨chi automata that must be explored in order to
solve this problem usually have a very large size and cannot be completely stored in the memory of one
computer. In order to overcome this drawback, we have developed a new algorithmic model based on ant
colony optimization, called ACOhg, that is able to tackle the problem using only a reduced amount of
computational resources.
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We have utilized a genetic algorithm with binary representation for solving the software project
scheduling problem. The algorithm proposes scheduling solutions for different software projects that are
automatically generated by an instance generator. This generator, developed along the research, allows
us to analyze the solutions proposed by the genetic algorithm for projects with very different features,
offering results that help the project manager to take decisions about the scheduling. The experiments
show that the genetic algorithm can be a very useful technique for software project scheduling.
In the test case generation problem we have studied the application of parallel algorithms with decen-
tralized population. The results show that the decentralization model used does not improve the search
for test cases in the instances tackled. We have also utilized two algorithms that have never been used
for this problem in the past: evolutionary strategies and particle swarm optimization. In addition to the
novelty, the application of these algorithms to the test case generation has revealed that both techniques
outperform in efficacy the genetic algorithms, widely utilized for this task during many years.
The algorithmic proposal selected for searching for safety property violations in concurrent systems,
ACOhg, is able to find short error trails (good quality) with a very reduced amount of memory and
time. We have performed a study of the different alternatives of the algorithmic model in order to select
a suitable configuration for the problem. The results show that ACOhg is the best trade-off between
solution quality and memory required. We have combined ACOhg with a technique for reducing the
number of states of the automaton to explore: partial order reduction. The results show an advantage of
the combination of both techniques in the analyzed models.
As future work, there are some research lines concerning the three problems and the algorithms that
appear after this PhD dissertation.
With respect to the software project scheduling, the model of the problem can be extended to include
some aspects of real world projects, such as other resources, staff change, etc. This problem can also
be solved using multi-objective algorithms in order to avoid the weights that project managers have to
adjust in the current mono-objective formulation.
In the test case generation problem, a first future research line is the study in depth of the reasons of
the unexpected low efficiency of the distributed approach presented in this dissertation. This study can
help in the design of a suitable distributed technique. Another future research line (in progress) is the
application of metaheuristic techniques to extract test cases from high level models of the software, like
software usage models.
For the problem of searching for safety property violations in concurrent systems, we can extend the
approach to liveness properties. We can also combine ACOhg with other techniques for reducing the
required memory, such as state compression and symmetry reduction. On the other hand, we plan to
include ACOhg in other model checkers, like Java PathFinder.
Finally, in the domain of metaheuristics, we can export the ideas used in ACOhg for solving problems
with very large underlying graphs to other metaheuristics. This way, we can apply other metaheuristics
to model checking.
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