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We study the finite temperature properties of the candidate quantum spin ice material Yb2Ti2O7 within the
framework of an anisotropic nearest-neighbor spin 1/2 model on the pyrochlore lattice. Using a combination
of finite temperature Lanczos and classical Monte Carlo methods, we highlight the importance of quantum
mechanical effects for establishing the existence and location of the low-temperature ordering transition. We
perform simulations of the 32 site cluster, which capture the essential features of the specific heat curve seen in
the cleanest known samples of this material. Focusing on recent experimental findings [A. Scheie et al., Phys.
Rev. Lett. 119, 127201 (2017) and J. D. Thompson et al., Phys. Rev. Lett. 119, 057203 (2017)], we then
address the question of how the phase boundary between the ferromagnetic and paramagnetic phases changes
when subjected to a magnetic field. We find that the quantum calculations explain discrepancies observed with a
completely classical treatment and show that Yb2Ti2O7 displays significant renormalization effects, which are
at the heart of its reentrant lobed phase diagram. Finally, we develop a qualitative understanding of the existence
of a ferromagnet by relating it to its counterpart that exists in the vicinity of the classical ice manifold.
Introduction— Frustrated magnets constitute a fertile hunt-
ing ground for discovering unconventional states of matter, in-
cluding spin liquids with topological properties. The presence
of multiple competing energy scales is at the heart of several
contentious issues - ranging from the precise knowledge of
the low-energy effective Hamiltonian to the reliable determi-
nation of the low-energy properties. While spin liquids are
desirable, "order-by-disorder" effects [1, 2] typically domi-
nate leading to magnetically ordered or valence bond states.
However, combined experimental and theoretical efforts de-
termined Hamiltonian parameters for Yb2Ti2O7 (YbTO) [3–
5], and suggested a quantum spin ice (spin liquid) ground
state [6], possibly circumventing the issues above. This phase
is qualitatively described as a quantum superposition of con-
figurations in which the spins are constrained to point into or
out of tetrahedra of the pyrochlore lattice, with a two-in-two-
out "ice rule" [7–9], a schematic of one such configuration is
depicted in Fig. 1. Defects (spin flips) in this rule produce
a pair of magnetic "monopoles"; the analogy with electro-
dynamics led to the theoretical prediction of exotic gapless
excitations or "photons" [6]. This fuelled several other stud-
ies [10–14] to understand the true nature of YbTO.
Real materials always have some disorder; thus it is im-
portant to clarify the nature of the ground state theoreti-
cally. Multiple works have addressed the issue at the classical
level [13–16], but quantum treatments have been limited to
mean field theories [17], small clusters [14, 18], high temper-
ature approaches [12, 14, 19] or sign problem free parameter
sets [20, 21]; the latter may not represent YbTO.
Here we show, numerically, that quantum calculations
of YbTO favor the picture of a ferromagnet (FM) at low
temperature. Using the finite temperature Lanczos method
(FTLM) [22, 23], on an effective spin 1/2 anisotropic model
on the pyrochlore lattice, we find good agreement with the ex-
perimentally observed Schottky anomaly centered at 2.4 K,
and the approximate location of the transition at low tem-
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Figure 1. (a) 32 site unit cell of the pyrochlore lattice used for the
calculations in the paper, as viewed along the global [111] direction
with periodic boundary conditions along the 1,2 and 3 directions.
The four colors represent the four FCC sublattices. (b) and (c) show
representative configurations of four spins on a single tetrahedron (b)
satisfying the two-in two-out ice rule and (c) a monopole associated
with a defect in the local ice rule.
perature [16, 24–26]. Our approach complements previous
reports [12, 19] on YbTO with the numerical linked cluster
(NLC) method. In addition, our calculations in a [111] mag-
netic field indicate that YbTO has substantial magnetization
at small field strengths.
We discuss three main results. First, we demonstrate that
quantum effects are crucial for the finite temperature proper-
ties of YbTO even for temperatures greater than the ordering
temperature Tc; frustrated interactions and quantum effects
renormalize Tc significantly. This complexity is manifest in a
magnetic field, and responsible for its unusual reentrant lobed
phase diagram [16], thus, an explanation of recent experi-
ments [16, 24, 26] constitute the second purpose of this study.
Finally, we present a simple picture in parameter space con-
necting the ice manifold to the YbTO parameter set, suggest-
ing that the FM obtained within perturbation theory is con-
nected to its counterpart in the non-perturbative regime. For
these purposes, we have carried out simulations on 32 sites
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Figure 2. (Color online): Heat capacity (per mole of the magnetic ion) of Yb2Ti2O7 and Er2Ti2O7 in units of the Boltzmann constant (kB)
as a function of temperature. The theoretical FTLM calculations on the 32 site cluster used model parameters from Ref. [3] and Ref. [24]
for Yb2Ti2O7 (left and central panels respectively) and Ref. [27] for Er2Ti2O7 (right panel). For comparison, results from experimental data
sets [5, 25, 28, 29] and previous NLC calculations [12] are shown. The classical estimates of Tc are obtained with classical Monte Carlo, and
the results of the profile for Er2Ti2O7 are shown in the inset.
as in Fig. 1(a), with a Hilbert space per momentum sector of
approximately 536 million, significantly larger than previous
quantum treatments [14, 18] on the same model.
The relevant effective spin Hamiltonian including the near-
est neighbor interactions and onsite Zeeman coupling to an
external magnetic field (h = (hx, hy, hz)) is [3, 30, 31],
H =
1
2
∑
ij
Jµνij S
µ
i S
ν
j − µBhµ
∑
i
gµνi S
ν
i (1)
where i, j are nearest neighbors and µ, ν refer to x, y, z, Sµi
refer to the spin 1/2 components at site i, and Jij and gi are
bond and site dependent interaction and coupling matrices re-
spectively, the former characterized completely by four and
the latter by two independent parameters. The interaction part
is most illuminating when written in terms of spin directions
along the local [111] axes (denoted by S),
Hint =
∑
〈i,j〉
(2− λ)Jzz Szi Szj − λJ±
(
S+i S−j + S−i S+j
)
+λJ±±
(
γijS+i S+j + γ∗ijS−i S−j
)
+λJz,±
[
Szi
(
S+j ζij + S−j ζ∗ij
)
+ i↔ j
]
(2)
where Jzz, J±, J±±, Jz,± are couplings and the parameter λ
has been introduced to tune from the classical ice manifold
(λ = 0) to material-relevant parameters (λ = 1). γij and ζij
are bond dependent phases, the corresponding 4× 4 matrices
have been written out in the supplementary information. We
work with λ = 1, unless otherwise noted.
Classical versus quantum effects on the specific heat ca-
pacity in zero field— We now discuss the results of the tem-
perature dependence of the specific heat of YbTO in zero field
using FTLM. This Krylov space method constructs an effec-
tive Hamiltonian in the space of suitably chosen vectors (pow-
ers of H on a random vector) and calculates observables (that
commute with H) from it. The efficiency of FTLM crucially
depends on the adequacy of a small number of powers of the
Hamiltonian (M ) and a small number of starting random vec-
tors (R) [22, 23, 32]. Some details of the method and its con-
vergence properties are discussed in the supplement.
The leftmost panel of Fig. 2 shows the converged specific
heat profile (for the parameters of Ref. [3]) across a wide
range of temperatures for M = 100 and R = 160, along
with two experimental data sets [5, 25]. The agreement with
the NLC approach at high temperatures is excellent, which
serves as a check of our calculations. Importantly, the quan-
tum treatment yields a small "peak" (Tc ≈ 0.34 K), which
appears as a crossover, but is not accessible in the NLC ap-
proach [12]. When compared to classical Monte Carlo (MC)
simulations, which yield Tc ≈ 0.45 K, we conclude that Tc
is renormalized due to quantum effects (0.11 K is not a small
scale for the phenomenon relevant to experiments, as will be-
come clear shortly). Based on finite size analyses (of the MC
calculations), the extent of the change in Tc on approaching
the thermodynamic limit (TDL) is insufficient to reconcile the
classical and quantum estimates.
Prominently, the Schottky anomaly at 2.4 K highlights the
importance of quantum effects, since it is completely absent
from classical simulations in zero field. The agreement of
this feature with experiments is remarkable; the deviations are
small and not visualized on the scale of the plot. Even below
Tc, the numerically computed values essentially lie on top of
the experimental data. Above 10 K the experimental data in-
cludes contributions from non-magnetic degrees of freedom,
not part of the model Hamiltonian.
Recently, different parameters (with reduced Jzz) have
been reported by Ref. [24]; the central panel of Fig. 2 shows
our results for this set. The Schottky anomaly is explained
well here too, but importantly a lower Tc is observed, both
classically and quantum mechanically; the latter appears as
a broad hump at Tc ≈ 0.27 K. This suggests longer corre-
lation lengths leading to more pronounced finite size effects
and YbTO’s possible closeness to a phase boundary [13, 14].
However, several aspects of experiments can be understood
from the set of Ref. [3] (with smaller finite size effects); we
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Figure 3. (Color online): Energy (relative to the ground state) versus magnetic field (h) in [111] (left) and [100] (right) directions plotted by
momentum sector (k1,k2,k3). M = 400 iterations were used for k = (0, 0, 0) and k = (0, 0, pi) and M = 200 for the other sectors (denoted
by k = other). k1 and k2 directions correspond to translations perpendicular to [111] and the k3 direction corresponds to translations along
[111]. The dashed lines indicate the classical, quantum and experimental estimates of the critical field at zero temperature. There is no phase
transition for the [100] direction, although there is reorganization of the energy levels at small fields (inset). The experimental field dependent
gap is also shown for the [100] case. For both cases, the quasidegeneracies of the ground state are shown in parentheses.
use those for the remainder of the paper.
While YbTO is the main focus of this work, we demon-
strate the effectiveness of the approach for another pyrochlore,
Er2Ti2O7 (ErTO). ErTO is a candidate for the "order by disor-
der effect" [1, 2] and has been extensively studied [27, 33–35].
We use the Hamiltonian parameters from Ref. [27], and com-
pare to two experimental data sets [28, 29], our results are in
the rightmost panel of Fig. 2. Unlike YbTO, ErTO displays no
prominent Schottky anomaly [35], but instead a single phase
transition at Tc = 1.23 ± 0.01 K. The quantum calculations
capture this effect, and we find Tc ≈ 1.26 K. In contrast, the
MC calculations (see inset for profiles for of systems ranging
from 432 to 3456 sites) show a much lower Tc ≈ 0.51(1) K.
Low energy spectra and quantum phase transitions in a
[111] and [100] magnetic field— The difference between
classical and quantum treatments of YbTO is particularly
striking at zero temperature, in a [111] magnetic field. Since
the Hamiltonian has translational symmetry, all eigenstates
have definite momenta k = (k1, k2, k3); for the 32 site clus-
ter each ki = 0 or ki = pi. The lowest lying energies are
mapped out in all 8 momentum sectors in Fig. 3. Since only
momenta k = (0, 0, 0) and k = (0, 0, pi) are involved in the
zero temperature phase transition, their corresponding labels
have been highlighted, the rest are denoted as "k =other".
In zero field there are three quasidegenerate states, all in
k = (0, 0, 0) followed by two more states separated by ap-
proximately 0.05 meV. This is at odds with six quasidegen-
erate states expected of a cubic FM; this can be attributed
to the lack of cubic symmetry of the 32 site cluster and the
large splittings between states. An analogous effect involv-
ing large tunneling between time reversal symmetric odd and
even states is also seen on the kagome [36]. For finite fields,
only three quasidegenerate states in k = (0, 0, 0) remain part
of the low energy manifold while the other states separate out
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Figure 4. (Color online): The top panel shows the heat capacity (per
mole of Yb) in units of the Boltzmann constant (kB) as a function
of temperature for different [111] magnetic field strengths (h). The
upper inset zooms in on the low temperature peak; the dashed lines
indicate the location of Tc. (For h >∼ 0.15T, the peaks are not vis-
ible). The lower inset shows the experimental lobed phase diagram
and the quantum and classical phase boundaries. The lower panels
show the magnetization (M ) measured along the [111] direction as a
function of temperature for various representative h.
from these. (In the TDL, an infinitesimally small [111] field
would gap out three of the six states for a cubic FM). Simul-
taneously, the lowest k = (0, 0, pi) state is lowered in energy.
Then between 0.55 to 0.60 T, the lowest k = (0, 0, pi) state
makes its closest approach to the quasidegenerate manifold;
4at this critical field (hc), the k = (0, 0, 0) states also split into
three branches. The observed hc agrees well with the experi-
mental value (0.65 T) [16], and is significantly lower than the
classical estimate of 0.86(1) T.
In contrast, in a [100] field (right panel of Fig. 3), there
is no sign of a phase transition, consistent with the findings of
Ref. [24]. At small fields (< 0.03T), the three quasidegenerate
states split (see inset) yielding a single non-degenerate ground
state which is qualitatively the same as the high field limit.
The trends in the excited eigenenergies also explain the field
dependent gap of Ref. [24]. These observations collectively
suggest YbTO is a FM.
Specific heat and magnetization in a [111] magnetic field—
It is now natural to ask how quantum fluctuations manifest
themselves at finite field and temperature. Recently, Ref. [16]
found that on increasing the [111] field from 0 to 0.2 T, Tc in-
creased significantly from 0.27 K to 0.42K, before it gradually
decreased towards zero for higher fields, yielding a reentrant
lobed phase diagram. While this initial increase is expected
of a first order phase transition, the magnitude of this effect
could not be captured classically.
To address this issue, we performed FTLM calculations in
a [111] field h; our results are shown in Fig. 4. (As a compro-
mise between accuracy and computer time, we chose R = 40
and M = 50). On increasing h, the Schottky anomaly in-
creases in height and the associated entropy increases. Quan-
tum mechanically, the combined entropy of the peak (Speak)
and anomaly must be constant (ln(2) in units of kB , ignoring
non-magnetic contributions), implying Speak decreases with
increasing h. Next, the upper inset of Fig. 4 shows the low
temperature peaks, marked by dashed lines, the broad features
they are associated with move right by ≈ 0.1 K. Both obser-
vations agree with experimental findings [16]; the lower inset
compares their phase diagram and our simulations.
These inferences are confirmed by the magnetization along
the [111] direction (M )
M(T, h) = kBT
∂ lnZ(T, h)
∂h
(3)
where Z(T, h) is the partition function directly calculated in
FTLM. M(T, h) was evaluated using finite differences; δh
was chosen to be 0.01 T for small fields, and 0.05 T for larger
fields. Representative results are shown in Fig. 4.
M (T → 0, h) is non zero for small h and increases with
h suggesting that YbTO is a FM at low temperatures; noting
that the distinction between a FM and very good paramagnet
(PM) is difficult for a 32 site system (also see supplement)
In addition, the quantum simulations show signs of a phase
transition from FM to PM, for example a (smooth) kink is
seen inM(T, h) up to≈ 0.15 T. Then for intermediate h (h ≈
0.15 T to h ≈ 0.5 T), M in the putative FM phase is lower
than that in the PM, which is consistent with Tc decreasing
with increasing h. By 0.55 T, there is no phase transition,
consistent with the zero temperature findings.
Relation of YbTO to the ice manifold— We now provide a
qualitative interpretation of the existence of an FM by varying
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Figure 5. (Color online): Energy (relative to the ground state) versus
λ, the parameter defined in the text, that allows us to tune from the
classical ice manifold (λ = 0) to the experimentally relevant param-
eters (λ = 1). The inset shows the total ground state energy which
smoothly evolves from the perturbative to non-perturbative regime.
λ (in Eq. (2)) from 0 (classical ice) to 1 (YbTO-relevant pa-
rameters) and monitoring the spectrum, our results are shown
in Fig. 5. When λ is small, perturbative arguments apply
due to presence of the gap of order (2 − λ)Jzz . The lead-
ing order contribution is to second order; the Jz± term se-
lects the six FM states [3, 4]. When λ is increased, the en-
ergy of the monopole (defect) manifold decreases relative to
the highest energy of the ice-like manifold, which itself has
split, and around λ ≈ 0.25 the two features meet. However,
the ground state is qualitatively unaffected by this high energy
feature as the state selection from the ice manifold has already
occurred at a much lower energy scale (the inset shows the
ground state energy evolving from the perturbative regime to
the non-perturbative one). Thus, we suggest that the FM seen
in perturbation theory is connected to the FM established ear-
lier in the paper, for the parameters of Ref. [3]. This adiabatic
connection suggests YbTO is a near-collinear FM [17, 37].
Conclusion— In summary, quantum mechanical effects are
crucial to understanding the zero and finite temperature prop-
erties of YbTO. Despite the limitations of finite size (32 sites),
we observed good agreement between available experimental
data and simulations for a wide range of temperatures. In fi-
nite [111] fields, we saw a significant increase in Tc of ≈ 0.1
K till ≈ 0.15 T. The presence of substantial magnetization at
small fields suggests YbTO is a FM. This picture is strength-
ened by connecting our results to those known within second
order perturbation theory of the ice manifold.
Finally, we showed the utility of FTLM for large Hilbert
spaces, for meaningfully studying certain properties of other
pyrochlores at finite temperature, as long as the correlation
lengths are sufficiently short. One hopes that recent numerical
advances at zero and finite temperature [38–45] will push the
limits of interesting sizes (of high-dimensional systems) one
can go to with some degree of confidence.
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1Supplemental Material for "Quantum versus
classical effects at zero and finite temperature in
the quantum pyrochlore Yb2Ti2O7"
I. LOW ENERGY EFFECTIVE HAMILTONIAN
In this section, we discuss details of the relevant spin 1/2
low-energy effective Hamiltonian on the pyrochlore lattice,
with nearest neighbor interactions and Zeeman coupling to an
external field (h = (hx, hy, hz)) [3, 30, 31],
H =
1
2
∑
ij
Jµνij S
µ
i S
ν
j − µBhµ
∑
i
gµνi S
ν
i (S1)
where i, j are nearest neighbors and µ, ν refer to x, y, z, Sµi
refer to the spin components at site i, and Jij and gi are
bond and site dependent interactions and coupling matrices
respectively (whose components have been written out in
Eq. S1). The pyrochlore lattice has four sublattices which
we label as 0, 1, 2, 3 and we take the relative locations of the
sites on a single tetrahedron to be, (in units of lattice con-
stant a) r0 = (1/8, 1/8, 1/8), r1 = (1/8,−1/8,−1/8),
r2 = (−1/8, 1/8,−1/8) and r3 = (−1/8,−1/8, 1/8). Sym-
metry considerations dictate that Jij and gi are completely de-
scribed by four and two scalars respectively. Jij depends only
on the sublattices that i, j belong to (similarly gi depends only
on the sublattice of site i), and thus we use the notation in
terms of i, j = 0, 1, 2, 3. Also, since Jij = JTji , only the i < j
matrices are written out. The Jij matrices are,
J01 ≡
 J2 J4 J4−J4 J1 J3
−J4 J3 J1
J02 ≡
 J1 −J4 J3J4 J2 J4
J3 −J4 J1

J03 ≡
 J1 J3 −J4J3 J1 −J4
J4 J4 J2
J12 ≡
 J1 −J3 J4−J3 J1 −J4
−J4 J4 J2

J13 ≡
 J1 J4 −J3−J4 J2 J4
−J3 −J4 J1
J23 ≡
 J2 −J4 J4J4 J1 −J3
−J4 −J3 J1

(S2)
Defining g+ = 13 (2gxy + gz) and g− =
1
3 (gxy − gz), the gi
matrices read as,
g0 ≡
 g+ −g− −g−−g− g+ −g−
−g− −g− g+
g1 ≡
 g+ g− g−g− g+ −g−
g− −g− g+

g2 ≡
 g+ g− −g−g− g+ g−
−g− g− g+
g3 ≡
 g+ −g− g−−g− g+ g−
g− g− g+

(S3)
The interaction part when written in terms of spin directions
along the local [111] axes (denoted by S), is,
Hint =
∑
〈i,j〉
(2− λ)Jzz Szi Szj − λJ±
(
S+i S−j + S−i S+j
)
+λJ±±
(
γijS+i S+j + γ∗ijS−i S−j
)
+λJz,±
[
Szi
(
S+j ζij + S−j ζ∗ij
)
+ i↔ j
]
(S4)
where Jzz, J±, J±±, Jz,± are couplings and the parameter λ
has been introduced by us to tune from the classical ice mani-
fold (λ = 0) to real material relevant parameters (λ = 1). ζij
and γij are bond dependent phases,
ζ ≡

0 −1 e+ipi/3 e−ipi/3
−1 0 e−ipi/3 e+ipi/3
e+ipi/3 e−ipi/3 0 −1
e−ipi/3 e+ipi/3 −1 0
 γ = ζ∗ (S5)
The relation between J1, J2, J3, J4 and Jzz, J±, J±±, Jz,±
is,
Jzz = −1
3
(+2J1 − J2 + 2J3 + 4J4)
J± = +
1
6
(+2J1 − J2 − J3 − 2J4)
J±± = +
1
6
(+J1 + J2 − 2J3 + 2J4)
Jz± = +
1
3
√
2
(+J1 + J2 + J3 − J4) (S6)
We provide a table of the parameters that were used for the
calculations in both notations. For Yb2Ti2O7 (YbTO), param-
eters from Ref. [3] and Ref. [24], and for Er2Ti2O7 (ErTO),
parameters from Ref. [27] were used. The parameters from
one notation are directly converted to the other notation (with-
out accounting for error bars) unless already provided in the
reference.
II. DETAILS OF THE NUMERICAL CALCULATIONS
The 32 site cluster studied in the paper, has 2 cells in each
direction of the FCC primitive lattice vectors. The view of
this cluster along the global [111] direction, and the directions
in which the periodic boundary conditions are applied have
been shown in Fig. 1 of the main text. We have employed its
translational symmetries with momentum directions labelled
k = (k1, k2, k3), the former two representing translations per-
pendicular to the global [111] direction and the latter along
[111]. For the 32 site cluster each ki = 0 or ki = pi giving
rise to a total of 8 momentum sectors. The Hilbert space in
each momentum sector is approximately 536 million dimen-
sional. In Fig. 3 and Fig. 5 of the main text, the lowest lying
energies are mapped out in all 8 momentum sectors as a func-
tion of parameters in the Hamiltonian (field for Fig. 3 and λ
for Fig. 5).
2Parameter set J1(meV) J2 (meV) J3 (meV) J4 (meV) Jzz (meV) J± (meV) Jz± (meV) J±± (meV) gxy gz
YbTO Ref. [3] -0.09 -0.22 -0.29 +0.01 0.17 0.05 -0.14 0.05 4.32 1.8
YbTO Ref. [24] -0.028 -0.326 -0.272 +0.049 0.026 0.074 -0.159 0.048 4.17 2.14
ErTO Ref. [27] +0.115 -0.056 -0.099 -0.003 -0.025 0.065 -0.0088 0.042 5.97 2.45
Table I. Parameter sets used in the paper in two notations for YbTO and ErTO. The reported parameters from one notation are directly converted
to the other notation (without accounting for error bars) unless already provided in the reference.
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Figure S1. (Color online): Convergence of the heat capacity profiles (per mole of the magnetic ion) on the 32 site pyrochlore cluster as a
function of temperature. The left panel shows results for YbTO for increasing M for fixed RΓ = 15 (R = 120 total seeds). The center and
right panels show results for increasing RΓ (for fixed M = 100) for YbTO and ErTO respectively.
Calculations with each starting random vector took roughly
10 hours on 48 cores on the MARCC supercomputer for
M = 100 Lanczos iterations. Larger number of iterations
were needed (M = 200− 400) for studying low energy spec-
tra. Observables that commute with the Hamiltonian (such as
the specific heat) are calculated using the formulae [23],
〈A〉 = 1
Z
∑
Γ
NΓ
RΓ
RΓ∑
r=1
M∑
j=1
exp(−βEjr)|〈r|ψjr〉|2Ajr(S7)
Z =
∑
Γ
NΓ
RΓ
RΓ∑
r=1
M∑
j=1
exp(−βEjr)|〈r|ψjr〉|2 (S8)
where β is the inverse temperature, Γ is a symmetry (sector)
index, NΓ is the (sector) Hilbert space size, |r〉 is a random
vector (in the given sector) used to start the Lanczos itera-
tion, RΓ is the number of such starting vectors, ψjr is the
jth eigenvector obtained after M iterations (with |r〉 as the
start vector), Ejr is the corresponding Ritz eigenenergy and
Ajr = 〈ψjr|A|r〉/〈ψjr|r〉
In the main text, we also mentioned that the finite tem-
perature Lanczos method (FTLM) works well because only
a small number of Krylov space vectors (M ) and starting vec-
tors (RΓ in every symmetry sector) are needed to obtain ac-
curate results. (Note that since there are 8 symmetry sectors,
R = 8RΓ). To validate this claim we show the convergence
properties by varying M and fixed RΓ, and varying RΓ at
fixed M in Fig. S1.
For example, Fig. S1 shows our results for YbTO when we
fix RΓ = 15 and vary M . As expected, the high temperature
features converged the fastest with increasingM , for example,
the entire Schottky anomaly centered at 2.4 K converges by
M = 20. By M = 50 other lower temperature features have
also converged, this is verified by going all the way to M =
100.
In the central panel, we fix M = 100 and vary RΓ. It is
remarkable that a single random vector per sector RΓ = 1 is
sufficient for reasonably representing the Schottky anomaly.
However, to obtain other features quantitatively, one needs
RΓ ≥ 5 to converge features on the log scale shown. Finer
features associated with the "peak" at T ≈ 0.34 K show small
variations (0.02 K) betweenRΓ = 5 toRΓ = 15 but converge
by RΓ = 20. The right panel of the figure shows analogous
results for ErTO.
III. COMPARISON OF MAGNETIZATION PROFILES
In the main text, we showed representative magnetization
(M ) profiles as a function of temperature (T ) as part of Fig.
4. Here we clarify that quantum effects are crucial for explain-
ing the trends seen in recent experiments in a [111] magnetic
field [16].
Fig. S2 shows our results for two field strengths (h). At
low temperatures, M vs T is relatively flat, a feature cap-
tured quantum mechanically but not classically. Moreover,
at h = 0.055 T the classical kink in the magnetization is
at much higher temperature, consistent with a larger Tc seen
classically. In addition, classically, the change in M with T
is more rapid in the paramagnetic regime in comparison to
experiments.
In contrast, the quantum calculations largely agree with ex-
periments and correct both these discrepancies. The mild dis-
agreements with experiments are attributed to a combination
of finite size effects, inaccurate parameters and presence of
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Figure S2. (Color online): Quantum and classical magnetization (M ), measured along the same direction as the applied [111] magnetic field
(h) versus temperature (T ). Comparisons are made to two experimental profiles (with similar field values), left for h = 0.055 T and right for
h = 0.275 T. fc and fh refer to field cooled and field heated measurements respectively.
magnetic domains in real systems.
