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ABSTRACT
Bootstrap Estimation of Standard Error of 
Ridge Estimates
by
Mira Capur
Dr. Rohan J. Dalpatadu, Examination Committee Chair 
Associate Professor, Department o f Mathematical Sciences 
University o f Nevada, Las Vegas
In multiple linear regression (MLR) the parameter estimates based on the method 
of least squares are typically unsatisfactory if  the predictors are highly correlated. Ridge 
regression proposes a remedy to multieollinearity problems by modifying the method of 
least squares to allow biased estimation of the regression coefficients. This is a procedure 
that involves adding a small positive constant to the diagonal elements of X ’X before 
numerically inverting it. The ridge regression method typically yields biased estimates 
with smaller mean square error. This thesis deals with estimating the standard errors of 
ridge estimates using bootstrap resampling. With code developed in R several examples 
are provided.
Ill
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CHAPTER 1 
INTRODUCTION
The method of multiple linear regression (MLR) is used to model relationships 
between a response variable (Y) and one or more explanatory variables Xi, X2, Xp 
(see Graybill and Iyer, 1994 or Neter et a l ,  1996). The random variable Y is assumed to 
have a measurement error whereas the independent variables are assumed to have no 
errors. The general MLR model is given by 
Yj= Po+ +... + PpX^. + e.
where
Y. = value of the dependent variable for the i-th experimental unit or case ;
X^. = value o f the k-th independent variable for the i-th experimental unit or case; 
e. = random error associated with ¥■ ;
A common assumption regarding the random errors is that 
c,~N(0,a^) for alii.
In matrix notation, the MLR model (1) is expressed as
Y = XP + e -
where
T = « X1 vector of observations on the dependent variable ;
p  = {p + l ) x \  vector of unknown parameters ;
1
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e -  Mxl vector of random errors ;
The Least Squares Estimator o f the parameter vector p  is given by = (X^X)~'  Y  
With covariance matrix 
= where
Var(Pp = (T‘ X /-th diagonal element o f (X^X)~^
In many practical situations, the independent variables are highly correlated with one 
another. In which case the problem of multieollinearity is said to exist. Multieollinearity 
is treated in detail in Chapter 2. Strong multieollinearity amongst predictors means that 
the matrix X '  X  is nearly singular or ill-conditioned, and the diagonal entries of 
( X '  X y '  may become very large. This feature implies that different samples taken at the 
same x levels could lead to widely different estimates o f the model parameters. 
(Montgomery and Peck, 1992). Several techniques have been proposed for dealing with 
multieollinearity problems. Ridge Regression, originally proposed by Hoerl and Kennard 
[1970a,b], is one of several methods that have been proposed to remedy multieollinearity 
problems by modifying the method o f least squares to allow biased estimators o f the 
regression coefficients. Ridge Regression will be discussed in depth in Chapter 3. Since 
no formula for variances o f ridge estimates is available in the statistical literature the 
main goal o f this thesis is to estimate the standard error o f the ridge estimates via the 
bootstrap method. Details o f bootstrap are provided in Chapter 4.
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CHAPTER 2
MULTICOLLINEARITY 
Multieollinearity exists in a data set when nearly linear relationship exists among the 
predictor variables. This is a common problem in many regression analyses. When many 
predictor variables are involved, it is not easy detect multieollinearity without knowing 
the symptoms and following up with measures to diagnose its presence. Nevertheless, 
when this problem occurs it means that at least one o f the predictor variables is 
(practically) completely redundant in relation to the other predictors.
The common interpretation o f a regression coefficient as measuring the change in the 
expected value o f the response variable when the given predictor variable is increased by 
one unit while all other predictor variables are held constant is not strictly applicable 
when multieollinearity exists. With multieollinearity the effects are additive, the 
independent variables are inter-related, yet effecting the dependent variable differently. 
The higher the multieollinearity, the greater the difficulty in partitioning out the 
individual effects o f independent variables. Accordingly, the partial regression 
coefficients are unstable and unreliable.
The most glaring aspect of multieollinearity is that it increases the standard error of 
the sampling distribution of the coefficients o f highly collinear variables. This manifests 
itself in parameter estimates that may vary substantially from sample-to-sample
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Effects o f Multicollinearities
In many real situations, the independent variables are highly correlated (.80 and 
above) with one another, which causes the X  matrix to be nearly singular or ill- 
conditioned, and the diagonal entries o f ( X ^ X y ^  to be very large. In other words, the 
variance of the least squares estimates are highly inflated. This causes instability in the 
estimates o f the parameters calculated in the regression analysis. Often, independent 
variables that should be significant predictors o f a dependent variable are interpreted as 
insignificant and in some cases regression coefficients take negative values when in 
reality a positive relationship exists. As a consequence of multieollinearity, estimates of 
the regression coefficients may be quite far from the true value o f the parameters. 
Moreover, the standard errors o f the regression coefficients are likely to be large. 
Therefore, when multicollinearities occur they should be studied and investigated 
thoroughly and, if  they prove harmful, appropriate steps should be taken to deal with 
them. An example to illustrate the effect o f multieollinearity is presented.
Example 1 : Table 1 ( Kutner et al, 2004) contains a portion of the data for a study of 
the relation o f amount o f bodyfat (Y) to several possible predictor variables, based on a 
sample o f 20 healthy females 25-34 years old. The possible predictors are triceps skinfold 
thickness (X ,), thigh circumference (X2), and midarm circumference (X3).
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Table 1 : Body fat Data
Subject Triceps
Skinfold
Thickness
Thigh
Circumference
Midarm
Circumference
Body Fat
I Xi, X |2 X|3 Y|
1 19.5 43.1 29.1 11.9
2 24.7 49.8 28 j 22.8
3 30.7 51.9 37.0 18.7
4 29.8 54.3 31.1 20.1
5 19.1 42.2 30.9 12.9
6 25.6 53.9 23.7 21.7
7 31.4 58.5 27.6 27.1
8 27.9 52.1 30.6 25.4
9 22.1 49.9 23.2 21.3
10 25.5 53.5 24.8 19.3
11 31.1 56.6 30.0 25.4
12 30.4 56.7 28.3 27.2
13 18.7 46.5 23.0 11.7
14 19.7 44.2 28.6 17.8
15 14.6 42.7 21.3 12.8
16 29.5 54.4 30.1 23 4
17 2 5 2 2
18 30.2 58XS 24.6 25.4
19 22.7 48.2 27.1 14.8
20 25 j 51.0 27.5 21.1
Fitting the Linear Regression model T = Y, + /Jj Y , + + e
to the data in Table 1 yields the results shown in Tables 2 - 3 .
Table 2: Least Square Estimates o f Regression coefficients 
and their Standard Error
Coefficients estimate Std. Error
K 117.085 99.782
Â 4.334 3.016
Â -2.857 :L582
Â -2.186 1.595
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Tables : Variance Inflation Factors
Variable VIF
X, 708.8429
Xz 564.3434
Xs 104.6060
Variance Inflation Factor (VIF) measures how much the variance o f the standardized 
regression coefficient b*k is inflated by collinearity. (Kutner et al, 2004). Variance 
inflation factors are a scaled version of the multiple correlation coefficient between 
variable i and the rest o f the independent variables. Specifically,
VIF. = — Î—^  where R, is the multiple correlation coefficient.
\ - R \
If Rj equals zero (i.e., no correlation between Xj and the remaining predictor variables), 
then VIF) equals 1. This is the minimum value. A value greater than 10 is an indication of 
potential multieollinearity problems.
The correlation matrix for the predictors and the correlations of Y with the predictors are 
shown below;
X, X, X 3 Y
X, 1.000 0.924 0.458 0.843
X, 0.924 1.000 0.085 0.878
X 3 0.458 0.085 1.000 0.142
Y 0.843 0.878 0.142 1.000
The correlations corr( X,, Xi) is quite large, i.e., the predictors are highly correlated, 
which causes the matrix X^X to be ill-conditioned (Burden and Faires, 1997), and inflates 
the eigenvalues o f X^X (a 4x4 matrix) which are shown below:
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T , - 9.97476 le+03 
^ 2= 5 .1331336-02 
^ 3= 2 .0901646-02
A, = 7.5658596-05
We know that there is no multieollinearity if  eigenvalues are approximately the 
same size. If some are much larger than others this is indicative o f the related variable 
loading together. Under independence the eigenvaluess are normally distributed, with 
equal importance, yet under multieollinearity, the distribution has a few high eigenvalues 
and many low ones, reflecting an uneven importance o f variables
We notice in the fitted model with three predictor variables, that the estimated
regression coefficient is negative even though the amount of body fat is positively
related to thigh circumference. This is another indication o f the presence of 
multieollinearity.
Multieollinearity Remedial Measures 
When the diagnostics indicate that a regression model is not appropriate or that one or 
several cases are very influential, remedial measures may need to be taken. Given below 
are few measures to deal with high multieollinearity. (Kutner et al, 2004)
1) We can reduce multieollinearity by "centering" the variables. To do this, we 
compute the mean o f each independent variable, and then replace each value with the 
difference between it and the mean
2) One or several predictor variables that are highly correlated with other variables 
may be dropped from the model in order to lessen the multieollinearity and there by
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reduce the standard errors o f the estimated regression coefficients o f the predictor 
variables remaining in the model. This remedy has two drawbacks. First, no direct 
information is obtained about the dropped predictor variables. Second, the magnitudes of 
the regression coefficients for the predictor variables remaining in the model are affected 
by the correlated predictor variables not included in the model.
3) Sometimes it is possible to add some cases that break the pattern of 
multieollinearity. In business and economics, for example many predictor variables 
cannot be controlled, so that new cases tend to show the same intercorrelation patterns as 
the previous ones.
4) Another remedial measure for multieollinearity that can be used with ordinary least 
squares method is principal component analysis. Principal component analysis (PCA) 
involves a mathematical procedure that transforms a number o f (possibly) correlated 
variables into a (smaller) number o f uncorrelated variables called principal components. 
The first principal component accounts for as much of the variability in the data as 
possible, and each succeeding component accounts for as much o f the remaining 
variability as possible. We form one or several composite indexes based on the highly 
correlated predictor variables, an index being a linear combination o f the correlated 
predictor variables. The methodology of principal components provides composite 
indexes that are uncorrelatedand mostly these composite indexes capture maximum of the 
information contained in the predictor variables. These few uncorrelated composite 
indexes are then used in the regression analysis as predictor variables instead of the 
original highly correlated predictor variables.
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5) Another technique developed for stabilizing the regression coefficients in the 
presence of multieollinearity is ridge regression, which we treat in more detail in next 
chapter.
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CHAPTER 3
RIDGE REGRESSION
The method of ridge regression (Hoerl and Kennard, 1970a, 1970b) yields biased 
estimates o f the unknown parameters with variances smaller than those of Least Squares 
estimates. Ridge regression is a (Kutner et a., 2004 ) modification of the Least Squares 
method to allow biased estimators o f the regression coefficients. When an estimator has 
only a small bias and is substantially more precise than an unbiased estimator, it may well 
be the preferred estimator since it will have the larger probability o f being close to the 
true parameter value. Although ridge regression produces biased estimates, biased 
estimates may be preferable to highly variable estimates of the coefficients as is the case 
in severe multieollinearity
Ridge Estimators
Ridge regression according to Hoerl and Kennard [1970a] amounts to adding a 
biasing constant c , (0 < c < 1), to the diagonal of the correlation matrix among regressors
before inverting it for Least Squares estimation. In general one considers the X ’X matrix 
instead o f the correlation matrix. This is the most common ridge estimator.
For ordinary least squares the normal equations are given by 
(X’X)/? = X ’Y
A standardized form of the general multiple regression model
10
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Y i -  Pü + A ^ /i  + A ^,2 + ...............
is called standardized regression model is obtained by the correlation treinsfbrmation
\  J
\  J
where ( k = l , ......... ,p-l)
and is given by
^  - P \ ^ n  + A  ^,2 + .......................... + A - i '^'>-1
And the least squares normal equations are given by
for P  ~ ^Yx
where is the correlation matrix o f the X variables and is the vector o f coefficients
' Y X
of simple correlation between Y and each X variable.
The ridge standardized regression estimators are obtained by introducing into the 
least squares normal equations a biasing constant c > 0 , in the following form :
where p^  is the vector of standardized ridge regression coefficients 
The ridge estimates are given by (Vinod and Ullah, 1981)
where 1 is the identity matrix o f order (p+1) x (p + l) and c is a positive constant selected 
by the analyst. The proeedure is ealled Ridge regression beeause the underlying 
mathematics are similar to the method o f ridge analysis used earlier by Hoerl [1959] for
1 1
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describing the behavior of second order response surfaces.(Montgomery and Peck, 1992). 
When c = 0, the ridge estimator is the Ordinary Least Squares Estimator o f p .
It is known (Vinod and Ullah, 1981) that
and
MSe \p  ^] < MSe [Pj  ^] for some c > 0 
Ridge Trace
Hoerl and Kennard have suggested (see Montgomery and Peck, 1992) that an 
appropriate value of c may be determined by the inspection o f the ridge trace. The ridge
trace is a plot o f the elements o f p^  versus c for values of c usually in the interval 0-1. If 
severe multieollinearity exists, instability in the regression coefficients is visible in the 
ridge trace. The value o f the biasing constant c is obtained by plotting individual 
components o f the ridge estimate as functions o f c and choosing the smallest c-value at 
which these graphs stabilize. This produces a set of estimates with smaller MSE than the 
least square estimates. Generalized cross-validation (GCV) is a measure of the goodness 
o f fit o f a model to the data that is minimized when the residuals are small (Chen et ai,  
1996). It is easy to compute, and models with small GCV values should have good 
predictive capability.
An example showing how the optimal c-value is chosen, usinr R code, is presented in 
the next example.
12
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Example 2: This example revisits the data in Table 1 to illustrate how the ridge 
regression estimates are computed. A computer program in R was developed for 
computing the ridge estimates.
<D
( J
OU
co
0)
CO
E
o
  Triceps
 Thigh
  Midarm
o
o
0 0 0 2 04 06 08
Figure 1. Ridge Trace Plot of Estimated Regression Coefficients
versus c for Table 1
From R output we have smallest value of GCV at c = 0.019 so the c value is 0.02 
For biasing constant c = 0.02, the Ridge Estimates obtained are:
=-2.16047
=0.4015755
=0.5534198
13
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yg/ =0.-5628365
When all variables are transformed by the correlation transformation, (Kutner et al, 2004 
)
as below
V « - i \  J
X  =
V/Ï-1 \  J
we obtain following table
Table 4: Transformed Variables o f Table 1
x r Xz X3’ Y’
-0.26552 41353993 0.093099 -0.372633
-0.02788 -0.060095 0.036484 0.116729
0.246326 0.032022 0.590053 -0.067343
0.205194 0.137298 0.218911 -0.004490
-0.28380 -0.393473 0.206330 -0.327736
0.013253 0.119753 -0.246590 0.067343
0.278316 0J21533 -0.001257 0.309778
0.118365 0.040795 0.187458 0.233456
-0.14670 -0.055709 -0.278043 0.049384
0.008683 0.102207 -0.177393 -0.040407
0.264606 0.238189 0.149714 0.233456
0.232614 0.242575 0.042775 0.314267
-0.30208 -0.204852 -0.290622 -0.381612
-0.25638 -0.305742 0.061646 -0.107750
-0.48945 -0.371539 -0.397561 41332226
0.191484 0.141685 0.156005 0.166113
0.109225 0.181163 -0.120778 0.107750
0.223474 0.325919 -0.189975 0.233456
-0.11928 -0.130281 -0.032710 -0.242435
-0.00503 -0.007456 -0.007548 0.040407
14
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Ridge Estimated Standardized Regression Coefficients for biasing constant c = 0.02 
using R code are obtained as
/?/ = 0.5456561
yg/=  0.3767287 
yg/=-0.1367978
These values are exactly the same as in Table 11.2, page 434 of Kutner et al, 2004. 
No explicit formula for the variances o f Ridge Estimates is available in the statistical 
literature.Bootstrap method will be used to estimate the variances o f the ridge 
estimates.Details o f the bootstrap method are provided in the next chapter.
15
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CHAPTER 4 
THE BASIC BOOTSTRAP
The bootstrap is a type of resampling method applied to observed data ( Efron and 
Tibshirani, 1993; Mooney and Duval, 1993). It was introduced and popularized by Efron 
(1979, 1982) and has been discussed in greater detail with many variations by other 
authors (Davidson and Hinkley, 1997; Chemick, 1999). Bootstrap methods are non- 
parametric, computer intensive methods o f statistical analysis that use repeated 
resampling of the original data, with replacement, to estimate the regression coefficients. 
The bootstrap-estimated distribution can be used in constructing confidence intervals for 
the estimated parameter, or in other statistical inference. The only assumption one needs 
is that the data are independently and randomly chosen from some population with an 
unknown distribution F(x). One attempts to estimate this common population distribution 
by the empirical distribution o f the data, (x). The empirical distribution is defined as that 
probability distribution that assigns a probability o f 1/n to each one o f the n data points.
There are two approaches to bootstrapping for model fitting.
Resampling errors: In this approach the Ordinary Least Squares fit is computed from 
the original data. The residuals are then resampled. The residuals are then added to the 
predicted values of the original fit to obtain a new Y  vector. This new Y vector is then fit
16
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
against the original X  variables. We call this approach residual resampling (Davidson and 
Hinkley, 1997)
Resampling cases: In this approach rows o f the original data (both the Y  vector and 
the corresponding rows o f the X  variables) are resampled. The resampled data are then fit. 
We also call this approach data resampling. The benefits o f using this approach are 
noticeable when sample sizes are small
Residual resampling assumes fixed X  values and independent and identically 
distributed residuals (although the residuals are not assumed to be normally distributed). 
Data resampling does not assume independent and identically distributed residuals.
Given the above, if  the assumption o f fixed X  is realistic (that is, we could readily 
collect new Fs with the same X  values), then residual resampling is justified. If the 
bootstrap methods produce substantially different results, this is an indication that the 
assumptions o f fixed X  and independent and identically distributed residuals may not be 
valid. This approach is not a good idea when the distribution o f residuals is not the same 
for all the points or the residuals contain structure not explained by the model, this 
residual resampling is unwarranted. In most practical situations, X is not fixed, and 
therefore in this thesis data resampling is used.
The steps o f the basic bootstrap are given below:
1. Simple random sample with replacement {x,*, x%*, ..., Xn*} is generated from the 
given sample {x,, xz, ..., Xn}.
17
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2. The estimator T is computed for the bootstrap sample of Step 1.
3. Steps 1-2 are repeated a large number (B) o f times, and the variance o f T is estimated 
using the values Ti, T2, Tb obtained from the bootstrap samples.
For the present problem, the input sample is (Xi, X2, ..., Xp, Y)j, i = 1, 2 , n. 
bootstrap samples (X,*, X2*, ..., Xp*, Y*)j are generated using sampling with 
replacement. The ridge estimates are computed using the formula;
 ^ = (vif *"^ * +c/)-' *"^ y*, ;  = 1, 2 , B
where the value o f c was obtained using minimum GCV before 
starting bootstrap.
The variances o f ridge estimates are estimated using the above ridge estimates obtained 
from bootstrap samples.
Variance Covariance Matrix o f Ridge Estimates 
We revisit the data given in Table 1 .Using the R code we obtain the variance 
covariance matrix o f Ridge Regression Coefficients, by bootstrap samples, and their 
Standard Errors.
A A A A
A  7.769018 0.298166 -0.232116 -0.121499
a " 0.298166 0.061179 -0.034294 -0.004472
-0.232116 -0.034294 0.023492 -0.003678
A*" -0.121499 -0.004472 -0.003678 0.016644
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Standard Errors o f Ridge Estimates 
= 2.787
= 0.2473 
f .e .(A '')  = 0.1533
5.e.(A") = 0.1290
Now when all variables of Table 1 are transformed by the correlation transformation 
we obtain Table 4. The variance-covariance matrix o f Ridge Estimated Standardized 
Regression Coefficients are as below
A
A'
A '
A
0.009259 -0 .005634 -0.00957
-0.005634 0.009245 -0.000125
-0.000957 -0.000125 0.014283
^.e.(A ) = 0.0962
.y.e.(A ) = 0.1195
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CHAPTER 5 
EXAMPLES
Here a few examples are presented to illustrate bootstrap Estimation of Ridge 
Regression Estimates
Example 3: The following Table 5 (Dunn e/ al, 1987) data are measurements on 
adult males and females. They are a sub sample from a study of the effects o f air 
pollution on lung infection. The variables measured are age (X|), height (Xi), weight 
(X3), FVC (X4) and FEVl (Y). FEVl is the volume of air in liters expelled during the 
first second when a participant has been told to breathe in deeply and then expel as much 
air as possible. FVC or forced vital capacity is the total volume o f air which an individual 
can expel regardless o f how long it takes.
20
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Table 5: Subsample from a study of effects of air pollution on lung function
Age Height Weight FVC FEVl
X, Xi X3 X4 Y
61 53 161 132 2.63
72 40 198 4.41 195
69 26 210 4.64 187
68 34 187 4.43 3.74
62 46 131 152 2.9
72 44 193 6.1 4.91
64 35 145 3.45 139
69 45 166 4.84 4.19
68 45 180 4.89 4.29
66 30 176 5.52 4.49
70 46 188 4.73 3.9
68 50 179 165 124
74 31 210 5.46 4.88
67 37 195 4.68 4.01
70 40 190 122 4 1 6
71 32 170 5.15 4.41
74 37 218 195 4.64
72 54 223 3.4 155
66 34 176 4.67 313
69 40 198 4.98 4.59
62 43 136 3.7 3.31
66 38 160 4.11 3.47
58 36 123 165 1 06
62 39 128 145 133
66 36 125 169 126
68 27 206 4.92 4.25
63 45 115 122 2.61
68 41 144 3.57 3.13
67 26 156 3.84 165
65 44 136 128 243
64 48 179 132 1.86
66 30 143 199 3.65
67 32 164 108 157
59 35 112 183 2.57
68 32 138 4.78 3.74
62 35 145 3.6 2.92
65 47 122 163 175
57 30 110 2.6 104
63 37 131 3.5 187
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Fitting linear regression model to the above data we obtain
Table 6 : Least Squares Estimates of Regression coefficients 
and their Standard Error for data in Table 5
Coefficients
Estimate
Std. Error
Â -0.6896671 0.9628337
Â 0.0236281 .0201142
Â -0.0102812 0.0060613
Â 0.0001162 0.0021344
Â 0.7207158 0.0724143
Table?: Variance Inflation Factors for 
data in Table 5
Variable VIE
X, 4128493
X2 1.215791
X3 2.960219
X4 3.102058
The correlation matrix for the predictors and the correlations o f Y with the predictors 
are shown below:
X, X; X 3 X, Y
X, 1.00000 0.000469 0.810104 0.777227 0.772233
X 2 0.000469 1.00000 0.017362 -0.260747 -0.307981
X 3 0.810104 0.017362 1.00000 0.6681563 0.657911
X 4 0.777227 0.260747 0.668156 1.00000 0.955726
Y 0.772233 -0.307981 0.657911 0.955726 1.00000
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The correlations corr( X |, X3 is quite large, i.e., the predietors are highly correlated, 
which causes the matrix X^X to be ill-conditioned (see Burden and Paires, 1997), and 
inflates the eigen values of X^X (a 5x5 matrix) which are shown below:
The eigen value are:
T, = 9.283744e-01
/l2 = 4.302705e-03
A  =5.03863 le-05
A=l-103598e-05
^5 =4.676140e-08
01 o
CH"O
0.0
Weight
02 0.4 06 08
Figure 2. Ridge Trace: Plot of Estimated Regression Coefficients versus c 
for Table 5
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From R output we have smallest value of GCV at c = 0.607 so the c-value is 0.61. 
For biasing constant c = 0.61, the Ridge Estimates obtained are
a " = -0.043126192 
a " = 0.018270214 
A "  =-0.013722994 
a '" =-0.001276668 
a " =0.751080572
The variance- eovariance matrix o f  Ridge estimates is as below:
/V"
A"" 4.20e - 03 9.28e-05 -1 .35e-04 -3 .32e-05  1.37e-04
A "  9.28e-05 5.65e-05 - 3.38e - 05 - 9.76e - 06 - 2.10e - 04
a " -1 .35e-04  -3 .3 6 e-0 5  3.25e-05 3.35e-06 1.31e-04
A ''  -3 .32e-05  -9 .7 6 e -0 6  3.35e-06 3.94e - 06 - 2.51e - 05
A4" 1.37e-04 -2 .1 0 e -0 4  1.31e-04 -2 .51e-05  3.02e-03
The standard error o f Ridge estimates are
^.e.(Ao") = 0.06483
5.e.(A") = 0.00752
i-.e.(A2") = 0.00571
.^ .6 .(^3 '') = 0.001986
.^6 .(^ 4 '') = 0.054984
24
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Table 8: Transformed variables o f  Table 5
X,* Xz* X3* X4* Y*
0.209733 0.323553 0.011421 0.133438 0.163189
0.220770 0.034269 0.175563 0.047918 0.092338
0.103360 0.277267 (1236207 0.086185 0.076852
0.064223 0.099247 0.119973 0.051245 0.051686
0.170597 0.167785 0.163030 0.100161 0.110922
0.220770 0.123279 0.150295 0.329102 0.278177
0.092323 0.076994 0.092279 0.111808 0.016067
0.103360 0.145532 0.013847 0.119462 0.138798
0.064223 0.145532 0.084598 0.127781 0.158156
0.014050 0.188257 0.064383 0.232601 0.196873
0.142497 0.167785 0.125027 0.101160 0.082659
0.064223 0.256795 0.079544 0.078532 0.045105
0.299043 0.166004 0.236207 &222618 0.272369
0.025087 0.032489 0.160402 0.092841 0.103953
0.142497 0.034269 0.135134 0.182686 0.210423
0.181633 0.143752 0.034061 0.171040 0.181386
0.299043 0.032489 0.276636 0.304144 0.225910
0.220770 0.345805 0.301904 0.120127 0.178676
0.014050 0.099247 0.064383 0.091177 0.069109
0.103360 0.034269 0.175563 0.142755 0.216231
0.170597 0.101027 0.137762 0.070213 0.031554
0.014050 0.010236 0.016475 0.001997 0.000581
0.327143 0.054741 0.203459 0.244913 0.273531
0.170597 0.012016 0.178191 0.278189 0.221264
0.014050 0.054741 0.193352 0.071877 0.041233
0.064223 0.255015 0.215992 0.132772 0.150413
0.131460 0.145532 0.243888 0.150076 0.167061
0.064223 0.056522 0.097333 0.091842 0.066399
0.025087 0.277267 0.036689 0.046919 0.034264
0.053187 0.123279 0.137762 0.140093 0.201906
0.092323 0.212290 0.079544 0.299818 0.312247
0.014050 (1188257 0.102386 0.021962 0.034264
0.025087 0.143752 0.003740 0.159393 0.018777
0.288007 0.076994 0.259049 0.214964 0.174804
0.064223 0.143752 (1127655 0.109479 0.051686
0.170597 0.076994 0.092279 0.086851 0.107051
0.053187 0.190037 0.208513 0.081859 0.139960
0166280 0T88257 0.269156 0253232 0.277403
0.131460 0.032489 0.163030 0.103489 0.116730
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Ridge Estimated Standardized Regression Coefficients for biasing constant 
c = 0.61 using R code are obtained as: 
a " = 0.2129529 
=-0.1253345 
=0.1298691 
A /  =0.4161404
We obtain the variance -covariance matrix o f Ridge estimated standardized 
regression coefficients as
A
A" 0.000698 
A" 0.000599 
A'' 0.000521
A*
0.000599
0.001929
0.001127
A"
0.000521
0.001127
0.002054
-0.000489
-0.000945
-0.001727
A" -0.000489 -0.000945 -0.001727 0.002436
^ .e .(A )  = 0.02642 
.y.g.(A2'')  = 0.04392 
^.g.(A3") = 0.04532 
^.g.(A4'')  = 0.04935
Example 4: The data presented in Table 3 (Birkes et al, 1993) describes 13 batehes of 
cement. Each batch was made o f main ingredients: Tricalcium aluminate (Xi),
Tricalcium silicate (X 2), Tetracalcium alumino ferrite (X3), and Dicalcium silicate.The 
table shows the percentages o f these ingredients used in each batch. The purpose o f the
26
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experiment was to se how the relative amounts o f these ingredients affect the heat (Y) 
evolved during the hardening of the cement. The heat is recorded in calories per gram of 
cement,
Table 9: Cement Data
Heat Tricalcium Tricalcium Tetracalcium Dicalcium
Evolved aluminate silicate alumino ferrite silicate
Y X, X2 X3 X4
78.5 7 26 6 60
74.3 1 29 15 52
104.3 11 56 8 20
87.6 11 31 8 47
9 5 ^ 7 52 6 33
109.2 11 55 9 22
102.7 3 71 17 6
72.5 1 31 22 44
93.1 2 54 18 22
115.9 21 47 4 26
8L 8 1 40 23 34
113.3 11 66 9 12
109.4 10 68 8 12
Fitting linear regression model to the data above we obtain
Table 10: Least Square Estimates o f Regression coefficients 
and their Standard Error for Table 9
Coefficients
Estimate
Std. Error
Â 62.4054 70.0710
A 1.5511 0.7448
Â 0.5102 0.7238
Â 0.1019 0.7547
Â -0.1441 0.7091
Table 11 : Variance Inflation Factors for Table 9
27
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Variable VIF
X, 38.49621
X2 254.42317
X3 46.86839
X4 282.51286
The eorrelation matrix for the predietors and the correlations o f Y with the 
predictors are shown below
Y X, X, X ,
Y 1.00000 0.730718 0.816253 -0.534671 -0.821305
X, 0.730718 1.00000 0.228580 -0.824134 -0.245445
X; 0.816253 0.228580 1.000000 -0.139242 -0.972955
X 3-0.534671 -0.824134 -0.139242 1.000000 0.029537
X , -0.821305 -0.245445 -0.972955 0.029537 1.000000
The correlations corr( X,, X3) and corr( X2, X4) are quite large, i.e., the predictors 
are highly correlated, which causes the matrix X^X to be ill-conditioned (Burden 
and Paires, 1997), and inflates the eigenvalues of X^X (a 5x5 matrix) which are 
shown below;
The eigen value are:
/L, = 4.912025e+03 
/l2=5.675422e-02 
2, = 7.386801 e-03
Â,= 1.002939e-03
A =  1.339182e-04
28
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Figure] Ridge Trace Plot o f Estimated Regression Coefficients versus c 
for Table 9
From R output we have smallest value o f GCV at c = 0.32 so the c-value is 0.32 
At this value, the obtained Ridge Estimates are
yg/ =0.2837119 
yg," =2.1857132 
yg/ = 1.1514226
yg/ = 0.7523484
yg/ =0.4841203
29
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The variance covariance matrix of Ridge Estimates is
A " A " A " A "
0.02146 -0.001762 0.000395 -0.003714 - 0.000263
yg," -0.001762 0.026780 -0.005518 0.016587 -0.002995
/ g /  0.000395 -0.005518 0.001952 -0.005769 0.000413
yg/ -0.003714 0.016587 -0.005769 0.022633 -0.002655
yg / -0.000263 -0.002995 0.000413 -0.002655 0.001176
The standard Error o f Ridge Estimates are
5.e.(ygo) = 0.1465
s.e.{p^ ) = 0.1636
f.e.(yg/) = 0.0442
f.e.(yg/) = 0.1504
5.e.(yg/) = 0.0343
Table 12: Transformed Variables of the Table 9
Y* X,* X*2 X*3 X*4
-0.324760 -0.022583 -0.410935 -0.259853 0.517339
-0.405374 -0.317150 -0.355278 0.145463 0.379382
0.170441 0.173794 0.145636 -0.169782 -0.172446
-0.150096 0.173794 -0.318173 -0.169782 0.293159
0.009213 -0.022583 0.071427 -0.259853 0.051734
0.264491 0.173794 0.127084 -0.124747 -0.137957
0.139731 -0.218961 0.423922 0.235534 -0.413871
-0.439922 -0.317150 -0.318173 0.460709 0.241425
-0.044530 -0.268055 0.108531 0.280569 -0.137957
0.393090 0.664738 -0.021335 -0.349923 -0.068979
-0.223032 -0.317150 -0.151202 0.505744 0.068979
0.343186 0.173794 0.331160 -0.124747 -0.310403
0.268330 0.124700 0.368265 -0.169782 -0.310403
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Ridge Estimated Standardized Regression Coefficients for biasing constant 
0= 0.32 using R code are obtained as
a " -  0.3459527 
yg/ = 0.2932289
yg/ =-0.1506239 
yg/ =-0.3385053
We obtain the variance-covariance matrix of Ridge estimated standardized regression 
coefficients for Table 12 as below
A  A  A  A
yg/ 0.003441 0.002232 -0.000557 -0.001251
yg/ 0.002232 0.005189 -0.00789 -0.001746
yg/ -0 .00557  -0.000798 0.001546 0.001015
yg/ -0.001251 -0 .001746 0.001015 0.003018
5.e(A") = 0.05866 
f.e(yg/')=0.07203 
jy.g(yg/)=0.03932 
;y.g(yg/)=0.05493
Example 5; The following table presents fifty wheat samples, ground independently, 
and representing six different levels. (Thomas P. Ryan, 1997).The objective o f the study 
was to predict the protein content of future samples.
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Table 13: Ground Wheat Data
Sample Protein(%) 1 LI L2 L3 L4 L5 L6
1 9.23 468 123 246 374 396 -11
2 8.01 458 112 236 368 383 -15
3 10.95 457 118 240 359 353 -16
4 11.67 450 115 236 352 340 -15
5 10.41 464 119 243 366 371 -16
6 9.51 499 147 273 404 433 5
7 8.67 463 119 242 370 377 -12
8 7.75 462 115 238 370 353 -13
9 8.05 488 134 258 393 377 -5
10 11.39 483 141 264 384 398 -2
11 9.95 463 120 243 367 378 -13
12 8.25 456 111 233 365 365 -15
13 10.57 512 161 288 415 443 12
14 10.23 518 167 293 421 450 19
15 11.87 552 197 324 448 467 32
16 8.09 497 146 271 407 451 11
17 12.55 592 229 360 484 524 51
18 8.38 501 150 274 406 407 11
19 9.64 483 137 260 385 374 -3
20 11.35 491 147 269 389 391 1
21 9.70 463 121 242 366 353 -13
22 10.75 507 159 285 410 445 13
23 10.75 474 132 255 376 383 -7
24 11.47 496 152 276 396 404 6
25 8.66 486 144 266 393 373 26
26 7.90 485 136 260 393 395 6
27 9.27 482 136 260 388 423 -2
28 11.77 443 112 232 346 355 -18
29 9.70 478 134 257 382 390 -5
30 10.46 449 113 233 351 343 -18
31 10.17 461 121 243 366 378 -14
32 11.10 503 155 280 403 414 6
33 12.03 493 146 271 390 378 -3
34 9.43 368 40 158 275 250 -63
35 8.66 462 114 237 367 331 -19
36 14.44 438 109 229 333 326 -28
37 8.50 478 127 252 384 378 -11
38 10.41 405 73 193 311 305 -44
39 9.72 498 146 273 403 415 0
40 11.69 442 106 226 341 303 -28
41 12.19 457 118 240 354 327 -23
42 11.59 439 103 224 339 325 -29
43 8.76 500 146 272 404 398 5
44 8.60 427 85 207 334 319 -36
45 8.54 479 128 253 384 382 -10
46 9.34 444 102 224 350 333 -27
47 10.09 458 118 239 362 355 -16
48 8.72 518 162 290 426 464 16
49 10.87 465 124 247 369 386 -13
50 10.89 457 120 242 363 411 -15
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Fitting simple linear regression model to the above data we obtain
Table 14; Least Square Estimates of Regression coefficients 
and their Standard Error for data in Table 13
Coefficients Estimate Std. Error
k 22.899124 5.017596
Â -0.034845 0.040814
k -0.062324 0.039687
k 0.345525 0.046954
k -0.203702 0.027752
k 0.002416 0.003123
k -0.045169 0.011904
Table 15; Variance Inflation Factors for 
data in Table 13
Variable VIF
X, 2451.54652
X2 1593.11190
X] 2563.78270
X4 1064.86073
Xs 27.94931
X6 63.09465
The correlation matrix for the predictors and the correlations of Y with the 
predictors are shown below
33
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r 2^ 2 2^ 3 ^4 2^ 5 2^ 6
7 1.000000 0.056864 0.162537 0.142414 -  0.040793 -0.014323 0.003316
0.056864 1.000000 0.991657 0.995015 0.994171 0.924630 0.964793
0.162537 0.991657 1.000000 0.999153 0.976933 0.916716 0.967658
0.142414 0.995015 0.999153 1.000000 0.982439 0.924087 .966430
-0.040793 0.994171 0.976933 0.982439 1.000000 0.940041 0.968906
-0.014322 0.924630 0.916716 0.924087 0.940041 1.000000 0.910194
^6 0.003316 0.964793 0.967658 0.966430 0.968906 0.910194 1.000000
The correlations are quite large, i.e., the predictors are highly correlated, which 
causes the matrix X^X to be ill-conditioned (Burden and Paires, 1997), and 
inflates the eigen values of X^X (a 5x5 matrix) which are shown below:
The eigen value are:
A = 2.517850e+01
A=3.782607e-03
A  = 3.118517e-04
T, = 3.281696e-05
A  = 3.880864e-06
X=9.027725e-07
A=1.355453e-09
34
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Figure 4 Ridge Trace: Plot o f Estimated Regression Coefficients
versus c for Table 13
From R output we have smallest value o f GCV at c = 0.001 so the c-value is 0.001. 
For biasing constant c = 0.001, the obtained Ridge estimates are 
=14.14096241 yg/ =0.02098148
yg/ =-0.10507172 
yg/ =-0.24371214 
yg/ =-0.03109586
yg/ =0.35314104
yg/ =0.00534470
35
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Table 16: Transformed variables o f  Table 13
Samples Y* XI* X2* X3* X4* X5* X6*
1 -0.08020 -0.02550 -0.0335 -0.032840 -0.01569 0.04260 -0.02860
2 -0.19900 -0.06640 -0.0877 -0.078830 -0.04100 0.00451 -0.05840
3 0.08720 -0.07080 -0.0581 -0.060430 -0.07898 -0.08339 -0.06570
4 0.15730 -0.09910 -0.0729 -0.078830 -0.10851 -0.12149 -0.05830
5 0.03460 -0.04180 -0.0532 -0.046630 -0.04944 -0.03065 -0.06570
6 -0.05290 0.10120 0.0848 0.091340 0.11087 0.15103 0.09040
7 -0.13470 -0.04590 -0.0532 -0.051230 -0.03257 -0.01307 -0.03600
8 -0.22460 -0.05000 -0.0729 -0.069630 -0.03257 -0.08339 -0.04340
9 -0.19520 0.05620 0.0207 0.022350 0.06446 -0.01307 0.01610
10 0.13010 0.03580 0.0552 0.049940 0.02649 0.04846 0.03840
11 -0.01010 -0.04590 -0.0483 -0.046630 -0.04522 -0.01013 -0.04340
12 -0.17570 -0.07450 -0.0927 -0.092630 -0.05366 -0.04823 -0.05830
13 0.05040 0.15430 0.1538 0.160330 0.15728 0.18033 0.14240
14 0.01710 0.17890 0.1834 0.183330 0.18260 0.20085 0.19440
15 0.17680 0.31790 0.3313 0.325910 0.29651 0.25066 0.29110
16 -0.19130 0.09300 0.0798 0.082140 0.12353 0.20378 0.13500
17 0.24310 0.48140 0.4891 0.491490 0.44840 0.41770 0.43230
18 -0.16300 0.10940 0.0996 0.095940 0.11931 0.07484 0.13500
19 -0.04030 0.03580 0.0355 0.031550 0.03071 -0.02186 0.03090
20 0.12620 0.06850 0.0848 0.072940 0.04759 0.02795 0.06070
21 -0.03470 -0.04550 -0.0434 -0.051230 -0.04944 -0.08339 -0.04340
22 0.06770 0.13390 0.1440 0.146530 0.13619 0.18619 0.14980
23 0.07770 -0.00090 0.0109 0.008550 -0.00725 0.00451 0.00120
24 0.13780 0.08890 0.1095 0.105140 0.07712 0.06605 0.09780
25 -0.13570 0.04800 0.0700 0.059140 0.06446 -0.02479 0.24650
26 -0.20970 0.04390 0.0306 0.031550 0.06446 0.03967 0.09780
27 -0.07630 0.03170 0.0306 0.031550 0.04337 0.12172 0.03840
28 0.16710 -0.12770 -0.0877 -0.097230 -0.13382 -0.07753 -0.08050
29 -0.03440 0.01540 0.0207 0.017750 0.01805 0.02502 0.01610
30 0.03950 -0.10320 -0.0828 -0.092600 -0.11273 -0.11270 -0.08057
31 0.01130 -0.05410 -0.0434 -0.046640 -0.04944 -0.01014 -0.05084
32 0.10190 0.11760 0.1243 0.123540 0.10666 0.09536 0.09781
33 0.19240 0.07670 0.0799 0.082140 0.05181 -0.01014 0.03092
34 -0.06070 -0.43480 -0.4428 -0.437590 -0.43338 -0.38523 -0.41500
35 -0.13580 -0.05000 -0.0779 -0.074230 -0.04522 -0.14787 -0.08800
36 0.42710 -0.14820 -0.1026 -0.111030 -0.18868 -0.16252 -0.15490
37 -0.15330 0.01534 -0.0138 -0.005240 0.02650 -0.01014 -0.02850
38 0.03470 -0.28310 -0.2801 -0.276610 -0.28150 -0.22406 -0.27380
39 -0.03250 0.09720 0.0799 0.091340 0.10666 0.09829 0.05322
40 0.15930 -0.13180 -0.1174 -0.124830 -0.15492 -0.22992 -0.15490
41 0.20800 -0.07050 -0.0582 -0.060440 -0.10008 -0.15959 -0.11770
42 0.14960 -0.14410 -0.1322 -0.134030 -0.16336 -0.16545 -0.16230
43 - 0.12600 0.10530 0.0799 0.086750 0.11088 0.04847 0.09038
44 -0.14160 -0.19340 -0.2210 -0.212220 -0.18446 -0.18303 -0.21440
45 -0.14740 0.01950 -0.0089 -0.000640 0.02650 0.00158 -0.02110
46 -0.06950 -0.12360 -0.1371 -0.134030 -0.11695 -0.14201 -0.14750
47 0.00350 -0.06640 -0.0582 -0.065040 -0.06632 -0.07754 -0.06570
48 -0.12990 0.17890 0.1588 0.169534 0.20370 0.24188 0.17214
49 0.07946 -0.03780 -0.0286 -0.028240 -0.03679 0.01330 -0.04340
50 0.03950 -0.10320 -0.0828 -0.092600 -0.11273 -0.11270 -0.08057
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The variance-covariance matrix o f Ridge Estimated Standardized Regression 
Coefficients as
yg" y g " yg" y g " yg" y g "
yg" 0.02702 -0.00455 -0.008816 -0.01348 0.003508 -0.00375
yg" -0.00455 0.04062 -0.027475 0.00233 -0.000366 -0.01116
y g " -0.00881 -0.02747 0.044713 -0.00728 0.000582 - 0.00201
y g " -0.01348 0.00233 -0.007280 0.03047 -0.003198 -0.00821
yg" 0.00350 -0.00036 0.000582 -0.00319 0.005937 -0.00639
y g " -0.00375 -0.01116 - 0.002010 -0.00821 -0.006392 0.03214
The Standard Errors of Ridge Estimated Standardized Regression Coefficients are
5.e(yg/)= 0.16440182 
5.e(yg/) = 0.20156044 
0.21145534 
5.e(yg/)=0.17456553 
0.07705501 
5.e(/?/) = 0.17929305
Example 6: This classic dataset o f lahor statistics was one o f the first used to test the 
accuracy of least squares computations. The response variable (Y) is the Total Derived 
Employment and the predictor variables are GNP Implicit Price Deflator with Year 1954 
= 100 (Xy), Gross National Product (X^), Unemployment (Xj), Size o f Armed Forces 
(X4), Non-lnstitutional Population Age 14 & Over (Xs), and Year (X^).
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Table 17: Longley Data
GNP GNP Unemp. Arm. For Pop. Year Emp.
X, X2 X3 X4 Xs X6 Y
83.0 234.289 235 j 159.0 107.608 1947 60.323
88.5 259.426 232.5 145.6 108.632 1948 61.122
88.2 258.054 368.2 161.6 109.773 1949 60.171
89.5 284.599 335.1 165.0 110.929 1950 61.187
96.2 328.975 209.9 309.9 112.075 1951 63.221
98.1 346.999 193.2 359.4 113.270 1952 63.639
99.0 365.385 187.0 354.7 115.094 1953 64.989
100.0 363.112 357.8 335 116.219 1954 63.761
101.2 397.469 290.4 304.8 117.388 1955 66.019
104.6 419.180 2822 285.7 118.734 1956 67.857
108.4 442.769 293.6 279.8 120.445 1957 68.169
110.8 444.546 468.1 263.7 121.95 1958 66.513
112.6 482.704 381.3 255.2 123.366 1959 68.655
114.2 502.601 393.1 251.4 125.368 1960 69.564
115.7 518.173 480.6 257.2 127.852 1961 69.331
116.9 554.894 400.7 282.7 130.081 1962 70.551
Table 18: Least Square Estimates of Regression coefficients 
and their Standard Error for data in Table 17
Coefficients
Estimate
Standard Error
K -3482.3 890.4
Â 0.01506 0.08491
Â -0.03582 0.03349
Â -0.020202 0.004884
Â -0.010332 0.002143
A -0.0511 0.2261
A 1.8292 0.4555
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Table 19; Variance Inflation Factors for data in Table 17
Variable VIF
X, 135.53244
X2 1788.5138
X3 33.61889
X4 3 58893
Xs 399.15102
X6 758.98060
The correlation matrix for the predictors and the correlations o f Y with the 
predictors are shown helow
^2 ^3 ^4 ^6 Y
1.00000 0.99158 0.62063 0.46474 0.97916 0.99114 0.97089
0.99158 1.0000 0.60426 0.44643 0.99109 0.99527 0.98355
0.62063 0.60426 1.0000 -0.17742 0.68655 0.66825 0.50249
0.46474 0.44643 -0.17742 1.0000 0.36441 0.41724 0.45730
0.97916 0.99109 0.68655 0.36441 1.0000 0.99395 0.96039
0.99114 0.99527 0.66825 0.41724 0.99395 1.0000 0.97132
Y 0.97089 0.98355 0.50249 0.45730 0.96039 0.97132 1.0000
The correlations are quite large, i.e. the predictors are highly correlated. which
causes the matrix X^X to be ill-conditioned (Burden and Faires, 1997), and 
inflates the eigenvalues ofX^X (a 5x5 matrix) which are shown below.
The eigenvalue are;
A, = 6.6653e+07
^2=2.09076+05
/I3 =1.0536e+05
À^=\.e+04
/^,5=2.4557e+01
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Figures Ridge Trace: Plot o f Estimated Regression Coefficients
versus c for Tablet?
From R output we have smallest value of GCV at 0.003 so the c-value is 0.003 
For biasing constant c= 0.003, the Ridge Estimates obtained are :
yg/ = -0.136077194 
y g /  = -0.052827519 
^ /  =0.071015149
y g /  =-0.004241808
y g /  =0.005725704
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yg/ =-0.413591122
yg/ =0.04845
Variance covariance matrix o f Ridge Estimates
A " A " A " A " A " A " A "
A " 2.02c-03 2.78C-05 -3.36C-04 -2 .86e-05 3.19e-05 0.005215 2.48e-04
A " 2.78e-05 2.102e -02 4.22C-03 -2.97C-04 -2.32e-05 0.031233 -2.08e-03
A " -3.36e-04 -4.22e-03 1.37e-03 1.29e-04 -1.68e-05 -0.014827 8.18e-04
A " -2.86e-05 -2.97e-04 1.29e-04 2.52C-05 7.20e-06 -0.001708 8.74e-05
A " 3.19e-05 -2.32C-05 -1.68e-05 7.20e-06 1.31e-05 0.000176 8.88e-06
A ' .21e-03 3.12e-02 -1.48e-02 -1.70e-03 1.76e-04 0.186980 -9.66e-03
A " -2.48e-04 -2.08e-03 8.18e-04 8.74e-05 - 8.88c - 06 -0.009665 5.13e-04
Standard error o f Ridge Estimates
f.e.(yg/) =0.044971651
5.e.(yg/) =0.037123862
jy.e.(yg/) =0.005029643
5.e.(yg/) =0.003619927
f.e.(yg/) =0.432412491
Y.e.(yg/) =0.022666196
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Table 20:Transformed variables o f  Table 17
X* X*2 X*3 X*4 X*5 X*6 Y*
-0.447 -0.3985 -0.23138 -0.37728 -0.364 -0.40683 -0.4132
-0.3154 -0.3332 -0.23995 -0.42699 -0.3260 -0.35258 -0.3471
-0.3226 -0.33677 0.135181 -0.36764 -0.2837 -0.29834 -0.4258
-0.2915 -0.26781 0.043678 -0.35502 -0.2408 -0.2441 -0.3417
-0.1311 -0.15254 -0.30243 0.18252 -0.1983 -0.18985 -0.1734
-0.0857 -0.10572 -0.3486 0.36615 -0.1539 -0.13561 -0.1388
-0.0641 -0.05797 -0.36574 0.34871 -0.0863 -0.08137 -0.0271
-0.0402 -0.06387 0.106431 0.27563 -0.0445 -0.02712 -0.1287
-0.0115 0.025376 -0.07989 0.1636 -0.0012 0.027122 0.05809
0.0698 0.081772 -0.10256 0.09274 0.04874 0.081365 0.2102
0.1608 0.143046 -0.07105 0.07085 0.11222 0.135609 0.23602
0.2182 0.147662 0.411349 0.01112 0.16805 0.189852 0.09897
0.2613 0.24678 0.171395 -0.0204 0.22058 0.244096 0.27624
0.2996 0.298464 0.204016 -0.0345 0.29485 0.298339 0.35146
0.3355 0.338913 0.445905 -0.01298 0.38700 0.352583 0.33218
0.3642 0.434299 0.225026 0.08161 0.46969 0.406826 0.43314
For the biasing constant c 
regression coefficients as
yg/ = 0.1284431
= 0.003 we obtain the Ridge Estimated Standardized
A  =0.3215748 
a "  =-0.3757433 
yg/=-0.1629148 
a "  =-0.1361478 
y g /=1-0969201
obtain the variance-covariance matrix o f Ridge Estimated Standardized regression 
coefficients as
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A '
A" A " A ' A " A " A '
0.005813 -1.63e-03 - 0.000444 -8.28e-04 -0.004932 0.000197
P " -0.001633 8.66e-04 -0.000480 6.04C-05 0.001203 0.000283
A " -0.000444 -4.80C-04 0.002085 9.50C-04 0.000793 -0.001763
A ' -0.000828 6.04e-05 0.000950 1.75C-03 0.000363 -0.000966
A " -0.004932 1.20e-03 0.000793 3.63e-04 0.008390 -0.003729
A ' 0.000197 2.83e-04 -0.001763 -9.66e-04 -0.003729 0.004781
standard error of Ridge Estimated standardized regression coefficients as
5.e.(y0,")=O.O7624317 
5.e.(y9/)=0.02943010 
a.e.(^/)=0.04566412 
&g.(y9/)=0.04194572 
&e.(yg/)=0.09160132 
5.e.(y^/)=0.06915020
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CHAPTER 6 
CONCLUSIONS
It is known that when the predictors are correlated then X ’X is an ill-conditioned 
matrix. This means that there is at least one eigen value which will be very small. This 
will tend to inflate the variance o f the estimate of the coefficient dramatically. As a result, 
the value of the estimate may be far away from the true value of the parameter hence
little confidence can be placed in A an estimate of . The parameters are often of 
incorrect magnitude or sign or have large standard error. Although the problem of 
multicollinearity can be avoided with a well designed experiment, it is not always 
possible to avoid multicollinearity. A possible remedy to this problem is the Ridge 
Estimator suggested by Hoerl and Kennard which reduces the variance o f the estimates 
at the expense of introducing a some amount of bias. This can be achieved by adding a
small positive quantity to each diagonal element of X’X because (X’X+cI)'* =X’Y 
acts more like an orthogonal system so instead of using (X’X ) 'X ’Y we use
A formula for computing the standard error of Ridge Estimates is not available in 
statistical literature. This thesis uses the Bootstrap resampling method to estimate the
44
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standard errors o f the Ridge Estimates. A computer program in R was developed for this 
purpose. Several examples were ineluded to illustrate the proposed procedure.
45
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
APPENDIX
R SOURCE CODE
Program 1:
R code used to fit linear regression model, get Ordinary Least Squares Estimates of 
eoeffieients and the Standard Errors. Also we are able to deteet symptoms of 
multieollinearity with the correlation among the predietors, eigenvalues o f the ill- 
conditioned matrix, and the variance Inflation Ratio.
d<-read.table("C:/Doeuments and Settings/mira capur/Desktop/THESlS/thesis data
and code/bodyfat.txt",header =T)
library(MASS)
ml<-lm(formula = Y~.,data = d)
summary(ml)
library(car)
vif(m l)
cor(d)
eigen(vcov(ml))
Program 2:
To do Ridge Regression, to plot ridge trace and find biasing constant c
46
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d<-read.table("C:/Documents and Settings/mira capur/Desktop/THESIS/thesis data
andcode/bodyfat.txt",header =T)
iibrary(MASS)
library(car)
library(faraway)
lambda<-seq(0,0.9,0.001)
gr<-lm.ridge(Y ~ d,lambda =lambda)
matplot(lambda,t(gr$coef),type="l",lty=l:3,col=l,xlab="c",ylab="estimated
Regressioncoeffieients")
legend(locator(l),names(d)[l :3],lty=l :3)
select(lm.ridge(Y~.,d,lambda = seq(0,0.9,0.001)))
Program3 :
To find Ridge Estimates without bootstrapping
d<-as.matrix(read.table("C:/Documents and Settings/
mira capur/Desktop/THESIS/thesis data and code/bodyfat.txt",header =T))
rx<-as.matrix(d[, 1:3])
ry<-as.matrix(d[ ,4])
xtx<- crossprod(rx) # to find X ’X
xty<- crossprod(rx,ry) # to find X ’Y
xpxpluscl <- xtx + 0.02*diag(3)
beta R <- solve(xpxpluscl) %*% xty
Program4:
To obtain bootstrap estimates o f standard error o f ridge estimates
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d<-as.matrix(read.table("C:/Documents and Settings/
mira capur/Desktop/THESIS/thesis data and code/bodyfat.txt",header =T))
rx<-as.matrix(d[, 1:3])
ry<-as.matrix(d[ ,4])
n=100
best <- matrix(NA, nrow = n, neol = 3) 
beta.function<-function(x, y) { 
xtx<- crossprod(x) 
xty<- crossprod(x, y) 
xpxpluscl <- xtx + 0.02*diag(3) 
beta R <- solve(xpxplusel) %*% xty 
list(beta = beta R)
}
for(j in l:n){
idx <- sample( 1 :nrow(rx), replace = TRUE) 
x< rx[idx, ] 
y<- ry[idx, ]
best[i, ] <- beta.function(x,y)$beta 
}
se<-sqrt(diag(var(best)))
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