We investigate the effect of a four-dimensional Fourier transform on the formulation of Navier-Stokes equation in Fourier space and the way the energy is transferred between Fourier components (the so-called triad interactions). We consider the effect of a finite, digitally sampled velocity record on the triad interactions and find that Fourier components may interact within a broadened frequency window as compared to the usual integrals over infinite ranges. We also see how finite velocity records have a significant effect on the efficiency of the different triad interactions and thereby on the shape and development of velocity power spectra. These results explain the occurrence and time development of the so-called Richardson cascade and also why deviations from the classical Richardson cascade may occur. Finally, we quote results from companion papers that deal with laboratory and computer measurements of the time development of velocity power spectra in a turbulent jet flow into which a single Fourier mode is injected.
I. INTRODUCTION
The term triad interaction refers to the elementary momentum interchanges between Fourier components (or other basis functions) of the velocity field in wavevector space. The nonlinear term in Navier-Stokes equation is of the 2 nd order and allows only two velocity vectors to combine at a time to form a third one. Study of the triad interactions reveals the inner workings of the evolution of the turbulent velocity field and exposes the dynamics of the formation of velocity power spectra. High intensity turbulent velocity fields may be considered functions of four parameters; three spatial coordinates and time.
We investigate if the time variable has any influence on the triad interactions, and we consider the consequences of real measurements being conducted in finite spatial and temporal domains. At the end, we describe a few experimental and numerical results from two companion papers. In [1] we have investigated this phenomenon by laboratory experiments where a single Fourier mode is injected into a turbulent flow. In [2] we describe a computer program based on a one-dimensional projection of Navier-Stokes equation, used for illustrating the nonlinear processes. Examples from these studies are quoted at the end of this publication.
The purpose of this work is first and foremost to try to understand the interactions taking place between velocity structures of different scales and to understand the underlying physical processes including the effects of realistic measurements with finite spatial and temporal extent.
It is important in this work to distinguish between the physical velocity that in case of high intensity turbulence consists of velocity structures that fluctuate in space and time and on the other hand the Fourier components that are mathematical plane waves extending over all space and time. In physical space a velocity wave structure cannot retain its shape for long -the high velocity parts will catch up with the low velocity a) Electronic mail:
cmve@dtu.dk; http://www.staff.dtu.dk/cmve & http://www.trl.mek.dtu.dk parts, the result being sharpening of the wave front and a generation of higher and higher harmonic frequencies. The tendency of this process to lead to a shock formation is prevented by the dissipation, which removes energy preferentially from the highest frequencies.
By considering realistic digitally sampled velocity signals from finite spatial and temporal ranges, we have gained insight into the temporal development of the interactions between Fourier modes and the efficiency of interactions that are local, where the interacting wave vectors are of similar size, and into non-local interactions, where two wave vectors may be significantly longer than the third. The shape and extent of the experimental spatial domain is seen to broaden the peaks of interacting components and to influence the development and shape of the spatial power spectrum by enhancing or suppressing certain interactions.
By including the Fourier transform of the fourth variable in Navier-Stokes equation, namely time, we have succeeded in deriving an expression for the efficiency of triad interactions, be it local or non-local, and in finding expressions for the time delays in the turbulent cascade process. The time evolution of the spectrum was studied by Josserand et al. [3] , who by time correlation methods found cascade delays depending both on the velocity magnitude and the distance between Fourier components.
Previous attempts to derive the importance of local vs non-local triad interactions have considered only the spatial triad interactions 4 . The Richardson cascade 5 and the model for the energy transfer in local (i.e., small-and intermediate scale) equilibrium turbulence put forward by Kolmogorov 6 presumed mainly local interactions, and phenomena like non-local interactions, localized dissipation and intermittency were not considered until much later 7 , see also [8] for a review. The question if the energy cascade is primarily caused by local interactions was addressed by Zhou 9 and Grimaji and Zhou 10 and recently by analyzing direct numerical simulations (DNS) [11] [12] [13] . The three-dimensional Fourier decomposition is a familiar and fundamental tool for the description of spectral properties. Other bases may be better suited to fluid turbulence such as interactions between helical modes and POD mode expansion [14] [15] [16] [17] . However, in this pa-per we concentrate on Fourier decomposition in a finite spatial and temporal range.
As was pointed out by W. K. George 18 , time should be included in the description of the turbulent field in order to capture the full four-dimensional fluctuations of the velocity field and avoid aliasing effects between spatial and temporal fluctuations. In the current work, we apply the four-dimensional Fourier transform to the velocity field recognizing the fact that turbulence is a function of both three spatial coordinates and time. However, we find in this paper that the time fluctuations do not have a direct effect on the triad interactions, only indirectly by modifying the spectral window of the velocity power spectrum. When Taylor's Hypothesis can be invoked, the physical velocity at a measurement point leads to a phase factor increasing linearly with time so the Fourier modes may be considered travelling waves. However, the spatial triad interactions do not depend on the phase factor, only indirectly on the fluctuating velocity amplitude. Although much literature deals with water waves such as oceanographic waves and costal waves and connections between their spatial and temporal behavior (e.g. dispersion relations), not much literature can be found on turbulent structures analyzed as traveling waves and possible dispersion relations in turbulent velocity fields.
We begin by exploring the four-dimensional travelling wave Fourier Transform. We then consider the effect of realworld signals being sampled digitally and having a finite extension in space and time. Following that, we consider the characteristic time durations of the interactions and the effect of the temporal bandwidth on the final shape of the spectrum. Finally, we illustrate our deductions with measured and computer-generated time evolution of velocity power spectra, where a turbulent flow has been seeded with a single, large oscillating mode (a single Fourier component).
II. NAVIER-STOKES EQUATION IN FOURIER SPACE
It is generally accepted that most constant density and constant viscosity fluid flows are fully described by Navier-Stokes equation. The Navier-Stokes equation is a momentum conservation equation valid for a continuous, isotropic fluid wherein the Newtonian deformation law reduces to the hydrostatic pressure for zero strain rates (e.g., when the fluid is at rest). The fact that we focus on the Navier-Stokes equation does not make our results and conclusions less general, since the focus is on the mechanisms in the non-linear terms (the kinematics), but it simplifies the description of the coupling between shear stresses and strain rates in turbulence modeling.
The nonlinear development of velocity fluctuations is caused by the convection of velocity gradients, as described by the non-linear term. The result is a tendency to sharpen any wave fronts and develop a velocity time trace of an intermittent character. These effects are often better described by considering the Navier-Stokes equation in the Fourier domain. Here it becomes clear which frequency components interact with each other, what the efficiencies are of these interactions and how they form the time development of the sta- tistical properties of the turbulent flow, for example the time development of the spatial and temporal velocity power spectra.
The interaction between the different spatial velocity scales of a turbulent flow is caused by the nonlinear convection term in Navier-Stokes equation. Navier-Stokes equation describes the fluid momentum in an infinitesimal control volume in physical space, but the interactions between different scales is most often described in 3D spatial Fourier space 19, 20 where the second order nature of the convection term can be seen to lead to the requirement that any two of the interacting Fourier components of wave vectors k 1 and k 2 must add up to the resulting wave vector k. This is generally understood as a resonance phase match condition for the two waves adding up to the resulting wave or as an expression of momentum conservation in the nonlinear process.
Navier-Stokes equation in physical space is a fourdimensional partial differential vector equation with an explicit time variation:
The nonlinear term is the spatial velocity change due to the change in convection of momentum through a fluid control volume, CV = dA · ds, where dA is the cross-sectional area and ds is the width in the flow direction of the CV as shown in Figure 1 .
Navier-Stokes equation in this coordinate system, normalized by setting the density equal to unity,
expresses momentum conservation for a fluid element at position r = (r 1 , r 2 , r 3 ) with velocity u(r,t) = (u 1 (r,t), u 2 (r,t), u 3 (r,t)) at time t.
The first term on the right-hand side of the normalized equation represents convective acceleration, the second fluctuating pressure force and the third viscous action due to momentum diffusion. We consider constant density flows, which means we can set the divergence of the velocity field equal to zero:
-dimensional Fourier decomposition with travelling waves
At a fixed instant in time, t 0 , the fluid velocity field forms a spatial pattern around the measuring point r 0 . The fluid velocity at that space-time point is u 0 = u(r 0 ,t 0 ). The fluctuating velocity is considered a function of four independent coordinates; three spatial coordinates, r, and time, t. Thus, we write the Fourier transform as a 4-dimensional integral over all space and time:
where W(r) and W (t) are window functions delimiting a finite region of an otherwise homogeneous velocity field and time record. A rectangular window will result in a sinc-squared spectral window in the power spectrum. Using limits from minus infinity to plus infinity corresponds to W(r) = W (t) = 1.
To study the spatio-temporal development of the triad interactions, we expand the velocity field in the 4D Fourier components, which amount to an expansion in travelling plane waves (which includes the conventional fixed spatial wave field for t = constant):
This equation represents the spectral decomposition, wherê u(k, ω) are the velocity Fourier components. The Fourier waves are abstract mathematical concepts, and the physical waves are built up by superposition knowing the values of the Fourier coefficients. Thus, also the triad interactions are mathematical concepts. Even so, the strengths and phase relations between the Fourier coefficientsû(k, ω) do provide invaluable information about the development of the real physical velocities, u(r,t).
Now consider the spectral representation of the nonlinear convection term,N(k, ω) = FT {(u(r,t) · ∇) u(r,t)}:
Evaluating the spatial gradients, we obtain:
Collecting the exponentials, we find:
Let us analyze the r,t-integral in equation (6) in further detail.
B. Instant vs delayed interactions
As in the classical approach, the nonlinear term could be phase matched if both k = k 1 + k 2 and ω = ω 1 + ω 2 . If the record tends to infinity, the interactions are limited to the product of two delta functions:
In this special case, both the wavevectors and the temporal frequencies must be phase matched independently for efficient interactions to occur. Because of the bandwidth of the fluctuations, this will only occur in limited spatial and temporal domains, as we shall discuss below.
If we can invoke Taylor's Hypothesis during some finite extent in time, e.g. when the turbulence intensity is less than approximately 20%, the time fluctuations become negligible; The spatial pattern now moves with a constant velocity, u 0 (as long as Taylor's Hypothesis is valid), and the frequency integral demands the same phase match as the spatial one:
Consequently, the exponential in Equation (6) approaches unity.
Thus, we may write the nonlinear term in case of an infinite time and space record using separate phase matches for the spatial and temporal frequencies:
When we can invoke Taylor's Hypothesis, we can argue that at a time later, t 0 + t, the spatial Fourier transform is unchanged except for a phase factor (the "shift theorem"):
Thus, the Fourier components form travelling waves:
and the nonlinear term becomeŝ
However, the exponent could also become zero if the total argument in the exponential in Equation (6) is zero. Thus, a possible phase mismatch, ∆k · r = [k − (k 1 + k 2 )] · r, in the wavevectors could be compensated by a phase mismatch, ∆ω · t = [ω − (ω 1 + ω 2 )]t, in the temporal frequencies. This could happen at a time t = ∆k · r/∆ω, if this time will be present within the measured time record. We could call this phenomenon "delayed interactions" or simply describe it as a broadening effect in the spatial interactions caused by the temporal fluctuations.
So, if the turbulence intensity is too high to apply Taylor's Hypothesis, we see from Eq. (6) that a possible wave vector mismatch can be compensated by a frequency mismatch and vice versa. This means that time fluctuations will broaden the wave vector range of possible triad interactions. Thus, if we assume a temporal bandwidth of, say, 10 kHz, a time delay of 1 ms, and a spatial domain of 0.1 m, then the triad interaction could accept a wave vector mismatch of ∆k = t · ∆ω/L = 100 m −1 .
C. Digitally sampled finite velocity records
The theoretical expression for the spectral decomposition in wave vector space, Eq. (6), does not describe a practical experiment. It requires an infinite record in space and time and the k-vectors must match within delta functions, δ (k − (k 1 + k 2 )) and the frequencies within δ (ω − (ω 1 + ω 2 )) or, if Taylor's hypothesis cannot be invoked, collectively as
For practical signals of finite extent and digital sampling, the situation is somewhat different. If we want to relate to measurements consisting of N samples collected over finite record lengths, L for spatial record length and T for temporal record length, we find that each interaction can take place within a range of wave numbers and frequencies. Let ∆k = 1/L and ∆ω = 1/T be the resolutions in wavenumber and frequency space while ∆λ = L/N and ∆t = T /N are the resolutions in physical space. It is important to realize that L, T and N are chosen by us to best describe the measurement, but that especially in free flows these limits are hard to define due to the fluctuating nature of the flow boundaries.
In practice, we can estimate L as the maximum extension of a box surrounding the volume of interest, for example with L given by the half width of a jet at the chosen distance from the exit, or as the largest eddy of interest in a particular experiment. T can be estimated as the turnover time of the largest eddy of interest.
With finite, rectangular windows, the wave vector delta functions are replaced by a product of wave number sincfunctions:
and the frequency delta function by the sinc-function frequency window
(11) These integrals show that interactions may take place not just among the strict (delta function) phase matches ∆k = k − (k 1 + k 2 ) and ∆ω = ω − (ω 1 + ω 2 ), but in a range of frequencies defined by the width of the sinc-functions, which in turn is defined by the spatial and temporal record lengths.
From t = ∆k·r/∆ω, the range of wave numbers can, at least in principle, be related to the frequency range and thereby to the time duration of the interaction if we know the relation between k and ω, i.e., the velocity of the travelling Fourier waves, or in other words the dispersion relations for the Fourier waves. However, in a turbulent field there is no known single dispersion relation. The interesting thing about fluid structures is that they have different velocities (after all, they are velocity waves!), and the velocities of these waves are independent of the spatial frequencies. In other words, a certain spatial velocity structure may move with a velocity independent of the structure itself. This, at least, is valid for the small-scale velocity structures. Thus, the dispersion relation in physical space will depend on the local fluid velocity.
But what is the relation between ∆k and ∆ω? We shall need an expression relating ∆k and ∆ω, a dispersion relation, ω(k) = u(r,t)·k. We are not aware of a general expression for the dispersion relation for the turbulent velocity waves. Unlike optical waves, for example, fluid velocity waves are unable to form stationary interference patterns. In this respect, they resemble water surface waves that also have velocities very much dependent on wave properties. However, fluid velocity structures are convected by the instantaneous velocity, so we may write ω = u 0 · k. This is equivalent to assuming Taylor's Hypothesis holds. So to still be able to further advance the analysis, we assume the validity of Taylor's Hypothesis over a short time period for which we can approximate u 0 ∝ ∆ω/∆k.
D. Dispersion relation, time development
In practical situations, we perform measurements by digital sampling. L and T represent the greatest dimensions in space and time of the flow we are interested in. We also select the smallest scales of interest, λ min = L/N and τ min = T /N with N being the number of samples. We then apply the discrete Fourier transforms to Eq. (9) and compute the sum
The spectral windows resulting from the finite spatial and temporal lengths of the velocity record result in a finite spatial and temporal extent of the interactions. We may define the spatial width of the interaction as the width between the zero crossings of the sinc-function,
In the same way, the temporal extent may be defined as
We have until now considered the mathematical plane waves making up the basis for the Fourier transform. However, our approach assumes that we know the velocity of the physical waves,û 0 (k, ω), at the measuring point. We can then use this knowledge to connect the spatial wave to the temporal wave, albeit only for a short time. Knowing u 0 , we find ω = k · u 0 or ∆ω = u 0 · ∆k. We can then estimate the time duration of the interaction by the Fourier uncertainty as ∆t ∝ 2π u 0 ·∆k , expressed by the wavenumber range. We find that the duration of the interaction is inversely proportional to the wavenumber span and also depends on the instantaneous wave velocity.
As an example, assume ∆k = 10 3 m −1 corresponding to a 1 mm wavelength, moving with a velocity u = 1 ms −1 and assuming validity of Taylor's Hypothesis, then ∆t = 1 u ∆k = 2π 1·10 3 = 6.28 · 10 −3 s. Thus, a typical interaction lasts a few milliseconds. This agrees with the measurements in [3] .
Thus, the triad interaction time, in addition, of course, depending on the velocity magnitude, also depends on the spatial extent of the measurement region and the resolution in the wavenumber decomposition.
III. EFFICIENCY OF TRIAD INTERACTIONS
The realization that real experiments take place in a limited spatial and temporal region and not in an infinite domain, as presupposed in the theory leading to Equations (6) and (8), has further consequences for the triad processes and the shape of the spectrum: The spectral windows will influence the efficiency of the interaction between the spectral components.
An interaction between two spectral components will depend both on the spatial extent of the wave overlap and the time duration of the interaction. As we shall show below, the requirement of a good spatial overlap between the waves will enhance interactions between close frequency components (local interactions), but in some cases extended time duration of an interaction may allow also non-local interactions to play a significant role.
In a high Re-number homogeneous turbulence, the spatial and temporal spectral ranges are very large and the spatial and temporal pulse widths correspondingly small. Thus, local interactions will be favored, while the possibility of interactions between widely different scales, non-local interactions, will be small. The efficiency, however, does not require the magnitudes of k 1 and k 2 to have the same size as k. This can explain the phenomenon observed from DNS computations sometimes denoted "local transfer by non-local interaction" 21 , where efficient interaction occurred even when k 1 and k 2 were much greater than k. In special circumstances, e.g. in constant shear layers or near large vortices, the interaction may persist for a longer time, and non-local interactions may be important in those cases.
Let us first consider what we may call the spatial overlap. Our model for the nonlinear interaction is a spectral decomposition where the Fourier components are infinite plane waves, interacting only within the spatial domain defined by the measurement. If we pick one pair of Fourier components, k 1 and k 2 , we see that they together with k define a plane. Through the nonlinear term, (u · ∇)u, the interactions at a point is the product of a velocity wave and the spatial derivative of a velocity wave. This product can consequently be integrated across space to find how large the product will be, the efficiency of the interaction between the two waves. As shown in Figure 2 , we can estimate the efficiency of the interaction between the two Fourier waves, η S , by the integral of the product 
where θ 1 and θ 2 are the angles to the x-axis.
Within a close range defined by the sinc-functions, the waves interact efficiently. This is plotted in Figure 3 with a fixed value of k 1 , and with k 2 varying. N is the number of modes or frequencies in the Fourier expansion, for example N = 200. The other values for the plot are k 1 = |k 1 | = 10 and θ 1 = π/3. k 2 = |k 2 | varies from −20 to 20 and θ 2 varies from 0 to 2π. The peak in the fourth quadrant occurs because k-vectors pointing in the opposite direction have the same overlap as the ones in the first quadrant. Figure 3 also shows that the interaction efficiency is not limited to the center-lobe, but spreads across the higher order lobes over large distances from the center lobe.
We notice that the width of the wave number uncertainty, ∆k x , defined by the zero crossings of the sinc-function ∆k x L/2 = 2π, depends on the interaction area side length, L. The effect on the turbulence power spectrum by this spectral window is illustrated in Figure 4 , which compares a computer simulation with and without the effect of the finite interaction area. The suppression of odd numbered 'harmonics', as observable from Figure 4b , will be explained in the following. 
IV. CASCADED DELAYS
In equation (6) it was established that energy can be exchanged between triads of wave numbers, where k 1 and k 2 interacted to exchange energy to the third wavenumber vector k. The potential mismatch between spatial and temporal frequencies allowed for delays to occur in the interactions. Each interaction thus develops with a characteristic time, which depends both on the magnitude of the Fourier components (which we have chosen through the choice of Fourier decomposition), the spectral bandwidth and the overlap efficiency factor.
But the interaction time also depends on the number of time steps (or interactions) needed to go from k 1 to k 2 in equation (6) . Thus, the number of delays in each triad interaction is proportional to 1 + | j 1 − j 2 |, where the initial constant 1 accounts for the first interaction process and j 1 and j 2 are two wavenumber indices (integers) for the wave vectors interacting to produce the resulting (third) peak in wavenumber space.
The cascaded delay in time is proportional to the sum of time delays. Let us give a couple of examples, where we consider individual triad interactions in k-space. We consider the presence of only one spatial input frequency component, k 0 , and look at a few simple cascade processes for the formation of harmonics:
Second harmonic: k 0 ⇒ 2k 0 In this example, k 1 = k 2 and there is only one delay,
Third harmonic: k 0 + 2k 0 ⇒ 3k 0 Here k 1 = k 0 and k 2 = 2k 0 . Thus 1 + | j 1 − j 2 | = 2. But k 2 = 2k 0 must be created first resulting in a total cascade delay of 3. Moreover, k 1 and k 2 are quite different in shape, resulting in a less efficient spatial overlap and interaction (see section on triad efficiency factor).
Fourth harmonic: 2k 0 + 2k 0 ⇒ 4k 0 Here k 1 = 2k 0 and k 2 = 2k 0 . j 1 = j 2 , so there is only one delay in this interaction, 1 + | j 1 − j 2 | = 1. But 2k 0 must be created first, resulting in a total cascade delay of 2.
Thus, the fourth harmonic would be created earlier and more efficiently than the third harmonic. The resulting suppression of the third (and other odd) harmonics in relation to the even ones, as described here, is clearly visible in Figure 4b .
It should be noted here, that the actual processes are difficult to isolate and that experiments to unveil these processes therefore are often sensitive to experimental conditions, such as initial and boundary conditions (which are also well-known properties for the differential equations that govern the flow). Other effects that further complicate the interactions are the multiple lobes in the window-function, the fact that the window function is in general not rectangular and that the window is likely to fluctuate wildly in time and space. Nevertheless, we have been able to isolate this effect to a reasonable degree and observe the developments of the delayed interactions. See measurement results in Figure 5 and results from computer simulations in Figure 6 , as described in more detail in the following section.
V. EXPERIMENTS AND NUMERICAL SIMULATIONS
Our simple analysis allows us to estimate the duration of individual triad processes and the total delay in a process involving a number of cascade steps. We have illustrated these results in two ways that will be published separately. In one study 1 , we measured the development of the velocity power spectrum using a hot-wire anemometer in the laminar core of a large free jet in air into which we injected a single large mode upstream. By measuring the power spectrum at several downstream locations, we could follow the time development of the spectrum and the appearance of the first higher harmonics generated by the nonlinear term in Navier-Stokes equation. In one example, see Figure 5 , we used vortex shedding behind a rod with a rectangular cross-section placed across the jet to inject a single oscillating mode. The first spectrum, Figure 5a In a second paper to be published 2 , we show results of a computer calculation of a one-dimensional projection of Navier-Stokes equation. We have implemented a onedimensional version of Navier-Stokes equation 22 in a program that can be executed on a laptop PC in a few hours. The onedimensional solution allows us to compute the kinetic energy and the turbulent structure functions directly from NavierStokes equation without any additional assumptions except for the pressure term, which would require either a full threedimensional solution for the whole flow field or a model for the pressure fluctuations 22 . We are, among many other things, able to simulate the time development of a velocity power spectrum consisting of a low intensity Von-Karman-type turbulence to which we added a single low frequency mode.
In Figure 6 we show the development of a single Fourier mode in the same laminar jet core flow as described above and in Figure 5 , as it is repeatedly processed by the N-S simulator. Instead of a computer-generated oscillating time trace we used the time trace actually measured near the rod (the same position and same velocity trace as in Figure 5a ) and processed this time trace in our Navier-Stokes simulator.
Thus, the first plot should be identical to the measured one. (The slight differences in the initial spectra are due to the somewhat different filter settings and window functions of the PicoScope used for the measured spectra and the FFT settings used for the computations). The following plots show the velocity power spectrum computed by the N-S simulator based on an average of 20 measured time traces. This should be held up against the ones measured downstream where the convection time has allowed the flow to develop. One clearly sees the effect of the cascaded delays on the development of the spectrum and the sequence of appearance of the first harmonics.
VI. CONCLUSION
We studied the triad interactions between the Fourier components of a full 4D Fourier transform of a turbulent velocity field including both the three spatial coordinates and time.
The flow was assumed to be confined to a limited spatial region and a finite time record to illustrate a realistic measurement situation. We found that time does not play a direct role in the triad interactions (as could be expected from the presence of only spatial velocity gradients in the non-linear term in the Navier-Stokes equation).
However, the fluctuating temporal phase can compensate for a spatial phase mismatch and through that effect broaden the phase match condition. The finite spatial and temporal domain in themselves create a spectral window for the triad interactions, again introducing a spectral broadening effect. Furthermore, the limited spatial domain influences the efficiency of the Fourier component overlap, which alters the shape of the generated spectrum. The dynamic evolution of the spectra was illustrated in that each interaction process must precede the next with an associated delay and experiments and simulations lend strong support for this as well.
Finally, we quoted some results from two companion papers to be published. These examples show a good agreement between a measurement in a free jet in air into which a single Fourier component is injected, for instance by vortex shedding, and a computation of the time development of the same velocity time trace by a simplified 1D projection of the terms in Navier-Stokes equation onto the instantaneous velocity direction.
These investigations have resulted in a better understanding of triad interactions and illustrated the processes participating in the non-linear interactions and energy transfer between scales in turbulence generation and decay.
