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Nowadays, primary mathematical models are widely accepted as a tool for 
quantitative food microbiology. Such models are being used in conjunction with 
curve-fitting software to evaluate food-associated microbial growth. The three most 
commonly used models are Baranyi, Gompertz, and three-phase linear models. 
However, most of these models are not mechanistically-based and do not take into 
account the underlying physiological events. The ultimate goal of this study is to 
develop models that is more directly based on microbial physiological behavior and 
to better describe the transition periods of both lag/exponential and 
exponential/stationary phases.  
In the study of lag/exponential transition, by using standard deviations from the trials, 
traditional smooth sigmoidal growth curve was obtainable through three-phase linear 
  
model by Monte Carlo simulation. Moreover, by using nutritional-shift procedure, the 
time course of critical physiological events related to lactose metabolism were 
mapped.  
While studying the transition period from exponential to stationary phase, both 
agitation rate and inoculum size were investigated for the potential impact of spatial 
nutrient depletion on the transition abruptness. While agitation rate had limited 
influence, inoculum size was proved to affect the shape of growth curve. 
Furthermore, combining the result of rpoS mRNA expression study, the time course 
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Chapter 1: Introduction 
1.1 Overview 
Predictive microbiology has experienced great progress through the decades and it is 
now considered a sub-discipline of food microbiology (111). It greatly assists the 
implementation of  HACCP (hazard analysis and critical control points) (50) and is a 
critical tool for the conduct of quantitative microbial risk assessment (QMRA) (112). 
A variety of predictive models have been developed to mathematically describe the 
behavior of microorganisms. Predictive microbiology models  greatly assists with the 
hazard identification and safety plan formulation (156). 
To build up a mathematical model, the first step is the identification of parameters 
that influence microbial behavior (e.g., growth, survival) in the system. Then an 
initial model structure is proposed which describes and predicts the possible effects of 
the parameters. The final step is to evaluate the effectiveness and validation by the 
actual experimental data and to improve the accuracy of the model (5, 162).  
Following these procedures, a number of models have been developed and widely 
applied nowadays, including primary, secondary, and tertiary models (168). To 
summarize, the primary models describe changes in microbial population with time; 
secondary models describe the changes of parameters in primary models under 
changing conditions; and the tertiary models are user-friendly software and expert 
systems. Some examples of primary models are the modified Gompertz model, 
Baranyi model, three-phase linear model, Huang model, logistic model, etc. It is 
usually very difficult to decide which model is more superior since they all have their 




models are empirical and do not take into account the physiological events underlying 
microbial behavior. This will be discussed in greater detail in the literature review. 
The lack of mechanistically-based models limits applications largely since 
interpolation and extrapolation of these models must be viewed with great caution.  
Many researchers have attempted to overcome these inherent limitations by exploring 
means for incorporating physiological and molecular information in primary models 
(143, 161, 164). However, the predictive microbiology research still feels that 
mechanism-based modeling is critical to moving field to its next level of 
sophistication and utility. Despite the fact that understanding the bacterial growth 
curve is at the heart of all growth models, there is surprisingly little research focusing 
on modeling the physiological basis of the transition periods in classical growth 
curve, i.e., the lag phase to exponential phase transition and the exponential phase to 
stationary phase transition. Therefore, the overall goal of this research was to study 
aspects of both transition periods as a means to development of more mechanistically-
based growth models based on an understanding of physiological and metabolic 
changes taking place during those transition periods.  
1.2 Research Hypotheses 
The major hypotheses of this research were: 
 Lag to Exponential Phase Transition 
1) The lag phase duration can be divided into two distinct components, namely, 
the adjustment period (ta) and the metabolic period (tm).  
2) The curvilinear transition from lag phase to exponential phase represents the 




 Exponential to Stationary Phase Transition 
The transition from exponential to stationary phase primarily associated with spatial 
nutrient depletion where growth rates are increasingly dependent upon nutrient 
diffusion rates.  
1.3 Study Approach  
This study was conducted in four phases. The first phase focused on growth kinetics 
data collection during the lag phase and early exponential phase with a focus on 
measuring the variability in population behavior, and characterizing the impact of that 
variability through statistical analysis and simulation modeling. The second phase 
was characterizing that transition by monitoring selected enzyme activities to help 
define the timing of metabolic events during the lag to exponential transition. The 
third phase investigated the potential influence of nutrient diffusion rates during the 
transition from exponential to stationary phase. Lastly, the timing of mRNA 
expression for specific phase-dependent genes was studied to correlate the timing of 
gene expression with both the metabolic and phenotypic events observed during the 
first three phases of the study. 
1.4 Potential Impact of Research 
This study allows the development of more mechanistically-based primary model 
based on a better understanding of the transition periods between lag to exponential 
and exponential to stationary phases that take into account population variability and 
consideration of microenvironments surrounding individual cells. Further, it 




which are based on microbial physiology can be augmented through inclusion of 




Chapter 2: Literature Review 
2.1 Microbial Growth: an Overview 
2.1.1 Bacterial Growth 
Individual Growth 
In most prokaryotes and even some eukaryotes, the reproduction of individual cells 
occurs through an asexual process called “binary fission” (33). During binary fission, 
a parent cell divides into two separate daughter cells. If no mutational events take 
place, the parent cell and its daughter cells should be genetically identical. 
Over 2000 chemical reactions are involved in this process. A complete cell cycle 
includes DNA replication, cell elongation, septum formation, formation of distinct 
walls, and eventually cell separation.  
The time needed to complete a cell cycle varies depending on the type of 
microorganism and growth conditions. For instance, the average time for Escherichia 
coli to undergo a division is about 20 minutes under optimum environmental and 
nutritional conditions.  
Population Growth 
In addition to the replication of individual cells, the study of microbial growth 
kinetics must consider the growth and behavior of microbiological populations. 
During active growth, the total number of cells in the population doubles per unit of 
time during the exponential growth phase. The time it takes for a population to double 
is commonly referred to as the generation time. With generation time of 20 minutes, 




The  mathematical relationship for exponential growth (116) is shown below in Eq.1:                                                                 
                                                                                                             (1) 
Where: Nt is the cell number at time t; No is the initial cell number; n is the number of 
generations. 
A logarithmic transformation is usually performed to make the calculation convenient 
and simple. In a semi-logarithmic graph, the number of cells is plotted on logarithmic 
scale [log (CFU/ml)], and time is presented arithmetically (h). This yields a linear 
relationship observed during exponential growth (116). 
2.1.2 Growth Phases 
When bacteria cells are inoculated into fresh medium and the growth is monitored 
over time, a typical growth curve can be obtained (Figure 2.1). 
 
Figure 2.1 A classic growth curve for a bacterial population 
This growth curve can be divided into four distinct phases: lag phase, exponential 





After inoculation, growth of bacteria cells generally does not begin immediately. A 
period without increase in population can be observed, and this period is referred to 
as the “lag phase”. During lag phase, cells adapt to the new environment and prepare 
for the first division (28). The adaption includes a series of physiochemical changes 
in the cells such as the synthesis of critical enzymes and increasing metabolic 
activities. The length of lag phase duration is influenced by several factors, 
independently or synergistically. Depending on the previous culture history and 
environmental conditions, the length of lag phase varies from a few minutes to 
several hours or even days (28, 160). More details will be covered in this chapter 
later. Generally speaking, the more drastic the shift is, the longer the expected lag 
phase. 
Exponential (or log) Phase 
As already mentioned before, the exponential phase displays a straight line if the 
growth curve is plotted on logarithmic scale. During exponential phase, cells divide at 
a constant rate which equals to the slope of the line. Similar to lag phase duration, the 
growth rate is mainly influenced by the type of microorganism and environmental 
conditions such as nutrient composition and incubation temperature.  
Stationary Phase 
The exponential growth cannot continue infinitely in a closed system. Ultimately the 
cells enter into the stationary phase. During this phase, the growth rate equals to the 
death rate, and no net increase of population is observed. The limiting factors could 
be either the depletion of essential nutrients or the accumulation of inhibitory waste. 




metabolism and biosynthetic process (125). Typically, this process is controlled by 
specific regulatory genes and several complex global control mechanisms (77, 94, 
122, 165).  
Death Phase 
After the stationary phase, cells may enter into the death phase. During death phase, 
cell number decreases in an exponential manner. However, in most cases, the death 
rate is slower than the growth rate. In food microbiology, this period is often 
negligible as food at this point is seldom consumed due to unacceptable texture. 
Obvious exceptions are different types of fermented foods.  
2.1.3 Factors Influence Microbial Growth 
A variety of environmental conditions influence microbial growth, including both 
intrinsic (inherent to the food) and extrinsic (dependent of the environment in which 
the food is placed) factors. Understanding the effect and interactions among these 
factors is of great importance to the food industry since are often the basis for 
preventing or retarding the growth of target microorganisms. Escherichia coli is used 
as a major example of target microorganism in the following contents. 
Intrinsic Factors 
Intrinsic factors are those related to the food matrix itself, such as pH, water activity, 
redox potential, nutrient content, naturally occurring antimicrobials, and biological 
barriers.  
1) pH 
It has been well established that most organisms have a pH range within which 




instance, E. coli has a relatively wide pH range (from 4.4 to approximately 9.0) that 
can support growth, with optimum growth rates occurring at neutral pHs (6.5 to 7.5) 
(134). A number of studies have established the effect of pH on bacterial growth (21, 
22, 65). Li et al. (99) demonstrated that the lag phase duration of E. coli O157:H7, as 
well as the standard deviations among the parallel trials, displayed a significant 
increase while the strains were exposed to mild acid stress. The underlying 
mechanism can be ascribed to the effect of pH on critical enzyme activities and 
transportation of essential nutrients. 
2) Water Activity 
Water activity (aw) is another important factor affecting the growth of 
microorganisms in nature. One of the traditional methods of preserving food is by 
drying or desiccation which removes or binds available moisture. The minimum value 
of aw for microbial growth differs depending on the type of microorganisms. In 
general, Gram-negative bacteria needs higher aw than Gram-positive bacteria. A 
number of studies have confirmed the influence of aw on bacterial growth kinetics 
including extending lag phase, decreasing growth rate and the maximum population 
density (134, 146, 159, 162).  
3) Redox Potential 
Microorganisms have different degrees of sensitivity to the oxidation-reduction 
potential (O/R, Eh) in growth medium. Aerobic microorganisms require positive Eh 
while anaerobes need negative Eh for growth. When aerobic microorganism grows, 




use oxygen-donating and hydrogen-accepting electrons in the medium, the growth is 
continued (79).  
4) Nutrient Content 
In order to grow and function normally, microorganisms need both carbon and 
nitrogen sources, specific minerals, and certain trace elements. Based on nutrient 
requirements, E. coli is classified as non-fastidious bacteria. In other words, it can 
grow on a wide variety of substrates. Li et al. (99) found considerable difference in 
lag phase duration among cells growing on glucose-free mineral medium (MOPS), 
Luria broth (LB) and tryptic soy broth (TSB).  
Extrinsic Factors 
Extrinsic factors refer to external environmental conditions including temperature, 
atmosphere, relative humidity, and competitive microorganisms.  
1) Temperature 
Similar as pH and water activity, temperature also have a range and an optimum 
value. Again take E. coli as an example, it can grow under a wide range of 
temperatures from 10oC to 50oC (53), with the optimum temperature for growth being  
35oC to 39oC (53). Microorganisms are classified into three categories based on the 
temperatures under which they can grow: psychrophiles, mesophiles, and 
thermophiles. It has been widely accepted that temperature shifts play important roles 
in microbial growth kinetics (55, 59, 74, 146). As the temperature increases, both the 
chemical and enzymatic activities in the cells proceed much faster, resulting more 
rapid growth. However, when the temperature rises above a characteristic upper limit, 




become permanently denatured and biological structures such as cell membranes and 
ribosomes become damaged, the inactivation takes place (36).  
2) Oxygen 
Oxygen is another critical factor. Depending on the favorable concentration of 
oxygen, microorganisms fall into four groups: aerobes (require oxygen), anaerobes 
(require an absence of oxygen), facultative anaerobes (grow with or without oxygen), 
and microaerophile (require reduced levels of oxygen). Escherichia coli is a 
facultative anaerobe. While oxygen is present, aerobic respiration via the electron 
transport system will be the primary source of ATP. On the contrary, when oxygen is 
absent, facultative anaerobes shift to anaerobic metabolism. An exception is when 
preferred carbohydrate sources such as glucose are present. In this case the electron 
transport system is switched off and the cells rely on anaerobic metabolism.  It is 
important to note that oxygen is poorly soluble in water (broth), and forced aeration 
may be required to maximize growth rates. It can be achieved either by agitation or 
continuous pumping of air.  
2.1.4 Critical Growth Kinetics: Lag Phase Duration (λ) 
Definition of Lag Phase 
The history of lag phase can be traced back as early as 19th century, when Max Müller 
first noticed and proved the existence of lag phase (120). Later in 1914, Penfold (172) 
defined lag phase as the time interval between initial inoculation and the time point 
when cells reach the maximum growth rate. Monod (116) proposed that lag phase 
duration actually represented when a certain enzyme balance was achieved inside the 




mentioned the difficulties of determining the end of lag phase due to the sigmoidal 
shape of the growth curve. To solve this problem, Solberg and Nickerson (157) 
suggested to define lag phase as the time needed for a two-fold increase in population 
density. Nowadays, the most widely accepted definition of lag phase is derived from 
extrapolating the tangent at exponential phase to the initial population density at time 
zero (160), in other words, it is conveniently determined graphically. However, this is 
more based on mathematical method, not considering any underlying physiological or 
biochemical events that happened during the lag phase, which makes the current 
definition biologically questionable (143).  
Quantifying Lag Phase 
While dealing with food safety issues, one of the greatest challenges food 
microbiologists face is to confirm, identify, and quantify the microorganisms in food. 
One of the critical steps is to generate reliable data to describe the growth, survival, or 
inactivation of target microorganisms in food matrices. Many methods have been 
developed over the years, such as direct microscopic count, turbidity measurement, 
etc. Two prevailing techniques that are widely applied are the measurement based on 
absorbance or optical density (OD) and the traditional total viable counts based on 
colony forming units (CFU). 
1) Absorbance (Optical density) 
Based on Beer-Lambert law, the absorbance is proportional to the concentration of 
substances in the sample (40). Thus, it is reasonable to use OD measurements to 




appropriate intensity of light scattering, namely, the wave length. For most growth 
studies, OD600 is used; however, OD540 is also widely employed.  
2) Viable Counts 
A conventional viable count method usually includes sampling, serial dilution, 
plating, incubation and enumeration. Either pour plating or surface plating methods 
are employed depending on the objective of the experiment and the nature of target 
microorganism. For example, by surface plating, not only the quantity but also the 
characteristics of microorganism can be determined. Surface plating is also 
preferential if the target microorganism is heat-sensitive to the point that it cannot 
tolerate the temperature of molten agar. With the development of newer technology, 
surface plating with a glass rod spreader is being replaced with automated spiral 
platers and electronic counters. These devices have improved the overall efficiency 
and accuracy of viable count methods.  
Both the two aforementioned methods have been widely used in growth curve 
studies. However, they both have certain inherent limitations with applications. 
Compared to viable counts method, OD measurement is much more rapid and less 
labor-intensive. However, the major drawback of this method is the limited range of 
validity. According to Friedrich (171), the proportionality between OD and cell 
concentration only exists when OD ≤ 0.4. Begot et al. (19) also similarly concluded  
that OD measurements produce misleading estimations of bacterial growth while the 
cell density ≥ 106-107 bacteria/ml. Viable count method, on the other hand, is quite 
straightforward and accurate. However, its disadvantages are obvious: time-




into account the cost of the media and laboratory supplies needed. Usually, a 
substantial number of trials are necessary to obtain a relatively accurate estimation of 
growth kinetics. The reliability of growth kinetics studies is highly dependent on both 
the quantity and quality of the data (18, 24, 132). Studies on the transitions between 
growth phases typically require intense sampling before, during, and after the 
transition to achieve sufficient accuracy (160). While comparing the data obtained 
from the two methods, there always exist some discrepancies on lag time estimates. 
In some studies, it is found that lag time derived from OD measurement is constantly 
shorter than that from viable counts (42, 75). One of the possible explanations might 
be the increase in cell sizes during lag phase (75). In general, viable counts method is 
more accurate and reliable than the OD measurement, especially when the culture 
enters into late exponential and stationary phases. However, Augustin et al. (7) also 
proposed the possibility to combine both the OD value and some viable data to obtain 
accurate estimates of growth kinetics.  
3) Individual cell lag phase 
The methods mentioned above are based on population level, however, in order to 
better understand the behavior of bacterial cells, lag time measurement of individual 
cells is also required (133). Many techniques have been developed with each has its 
own advantages and limitations. Some examples are Bioscreen® (110), direct 
microscopy (174), flow chamber, and flow cytometry (155).  
Factors that Influence Lag Phase Duration 
Typically, lag phase is induced by the change in the environment. The bacterial cells 




they are transferred to the post-incubation environment: <ENV2>. A delayed increase 
of microbial population can be anticipated since the cells need time to complete the 
modification and adapt to the new environment and reinitiate the growth again (27). 
Both past and present environments have influences on the length of lag phase 
duration. Generally speaking, the more drastic the change is, the longer the expected 
lag phase.  
1) Temperature 
Temperature is one of the most important factors that control the growth and survival 
of microorganisms. Numerous studies have been conducted to investigate the 
influence of temperature on growth kinetics. Despite differences in the objectives, 
these studies all concluded that temperature shifts play a critical role in lag phase 
duration (1, 54, 55, 142). 
The influence of temperature shift was evaluated for both the direction and intensity. 
For instance, Buchanan and Klawitter (27) pointed out that when E. coli O157:H7 
cells were transferred from higher incubation temperature to a lower incubation 
temperature, the lag phase would have a marked increase. This conclusion is 
consistent with other studies using different bacterial strains (1, 113). In general, 
within certain range, a negative temperature shift would always result in a longer lag 
phase duration compared to positive temperature shift, while the absolute difference 
is equivalent. This is partly because gene transcription and translation proceed more 
rapidly in higher temperatures. The magnitude of the shift also affects the degree of 




pre- and post-incubation temperatures remained stable, the lag phase was minimum or 
could be ignored.  
2) Type of medium 
While the cells are transferred from one medium to a different medium, it is common 
to observe a prolonged lag phase. For instance, in order to investigate the effect of 
environmental stresses on individual cell lag time of E. coli O157:H7, Li et al. (99) 
designed a series of experiments to obtain starving cells by transferring cells that 
were previously cultured at optimum environment to poorer medium, including 
glucose-free mineral medium (MOPS), Luria Broth (LB), and tryptic soy broth 
(TSB). They found significant increase in both lag time and its standard deviations. 
The underlying mechanism is apparent. Most bacterial can grow on a variety of 
substrates. To take advantage of these substrates, the development and formation of 
specific enzymes is always necessary before the growth taking place (116). So during 
the lag time, the cells will synthesize new enzymes to utilize the new nutrients. One 
of studies in the current work was designed based on this concept and will be 
discussed in greater detail later. 
3) Age of the inoculum 
The effect of age (or stage, alternatively) of the inoculum has been investigated by 
several researchers. Similar experimental designs were employed: bacterial cells were 
first grown to different growth stages and then transferred to comparable conditions. 
A demonstration was made that exponentially grown cells have negligible lag phases, 
while the stationary phase cells showed extended lag phases (170). This phenomena 




rates at stationary phase. Besides, exponentially grown cells seem to adapt to 
environmental changes more rapidly (160).  
4) Inoculum size 
The effect of inoculum size has been extensively investigated in numerous studies, 
most of which focused on the growth/no growth boundaries under stressed conditions. 
For example, Robinson et al. (141) observed an increasing variance of lag phase 
distributions of Listeria monocytogenes with increasing inoculum size under osmic 
stress. Equivalent results were reported by other scientists that the “power” of 
prevention from unfavorable conditions vary with inoculum size (6, 62, 91). This can 
be explained by the increasing variability of individual cells among a larger 
population (6). However, it seems that a critical threshold may exist. For small 
inoculum sizes, the influence is more apparent, while for large inoculum size, the 
effect is minimal (116).  
2.1.5 Critical Growth Kinetics: Growth Rate (μ) 
Definition and Calculation of Growth Rate 
As mentioned before, if the microbial growth curve is plotted on a semi-logarithmic 
scale, then the exponential phase displays a straight line. Accordingly, the slope of 
this line is defined as the specific growth rate, abbreviated μ, means the increase of 
population per unit time. 
                                                                                                           (2) 
Here t is the time elapse (h), and the unit of μ is log (CFU/ml)·h-1. This is based on 
the assumption that during exponential phase, the growth rate remains stable and can 




constant, μ is increasing gradually from zero to its maximum. More details will be 
discussed in later this chapter. 
Another critical metric in describing microbial growth is generation time (GT). It 
measures the time interval (h) between each division, which can be defined as below 
in Eq.3 (171):  
                                                                                      (3) 
Occasionally, the mean growth rate, k, is also described. This term represents the 
number of generations per unit time (h-1). 
Factors that Influence Growth Rate 
While considering the exponential phase as a relatively steady state, the specific 
growth rate is controlled by a variety of factors (7, 42, 114). Similar to lag phase 
duration, nutrients, temperature, pH, oxygen, and other environmental conditions are 
all proven to have significant influences on the growth rate (54, 55, 90, 99). 
Secondary models are developed to better estimate these effects (46). More details 
will be discussed in the next section. 
2.1.6 Critical Growth Kinetics: Maximum Population Density (Nmax) 
The maximum population density (NMAX) is another critical kinetics in describing the 
shape of growth curve. During the growth of microorganisms, the metabolic activities 
of bacterial cells modified composition of medium in which they grow. On one hand, 
essential nutrients are depleted; on the other hand, metabolite products are generated 
including toxic compounds or organic acids which may lower the pH. All of these 
changes result in a decreased or complete cessation of growth. Eventually the cells 




characteristic of stationary phase and it reflects the whole capacity of the growth 
medium (116).  
2.2 Predictive Microbiology 
2.2.1 Brief Introduction of Predictive Microbiology 
Food microbiology is now in a transition from being primarily qualitative to 
increasingly quantitative science. As mentioned before, the traditional methods for 
estimating the microbial growth in food are not only time consuming, but also labor 
intensive and expensive. Thus, there is an urgent need of novel approaches for  
providing accurate estimates of the behavior of target microorganisms in a timely 
manner (9). With the combined efforts of food scientists, engineers, and applied 
mathematicians, predictive microbiology is increasingly becoming a means for 
addressing these needs.  
Predictive microbiology describes the behavior of microorganism under certain 
environmental conditions using mathematical models.  Its history can be traced back 
to the early 1920s, with  Esty and Meyer first use of a log-linear model to describe the 
thermal death rate of Clostridium botulinum (51). It was further advanced by Scott 
(136), who investigated the inactivation of microorganisms during thermal 
processing, and introduced “z-value” concepts. During the last three decades, this 
field of research has expanded greatly and significant progress has been made. A 
variety of models have been developed and applied to benefit food industries. This 
includes growth models, survival models, inactivation model, competition model, 
growth/no-growth models, etc. It is also the foundation on which quantitative 




Early predictive microbiology started with empirical use of mathematical models 
without considering the underlying physiological factors that determine the behavior 
of the microorganisms. However, there has been long term goal to move to 
mechanistic models. It is of great importance to provide a sound scientific basis to 
make these models more convincible, reliable, and flexible (13, 112).  
The whole modeling system can be divided into three levels (168). To summarize, the 
primary models describe changes in microbial population with time under a single set 
of environmental conditions; secondary models describe the changes in the 
parameters of  primary models that are needed to describe the effect of changes in the 
environmental conditions; and the last but not least, tertiary models are user-friendly 
software and expert systems that allow the primary and secondary models to be 
applied in food industries, government agencies,  and research institutions.  
2.2.2 Primary Models 
Primary models are a set of time-dependent equations that describe the microbial 
population levels under specific environmental conditions (112, 147, 169). A number 
of mathematical models have been developed to describe the sigmoidal growth curve 
of microorganisms, including both linear and non-linear equations, such as Baranyi 
model, Gompertz model, three-phase linear model, logistic model, etc. Despite the 
diverse terms and parameters the various models employ to represent the growth 
kinetics, a typical growth curve usually contains a lag phase, an exponential phase, 
and a stationary phase. It is always difficult to decide which model is more superior 
without a defined situation. Parameters assessing the goodness-of-fit are used to 




square (RMS), bias factor (B), and accuracy factor (A) (11, 28, 42). Currently, the 
three most commonly used primary models are Baranyi model, modified Gompertz 
model, and the three-phase linear model, more details will be discussed below.  
Baranyi model 
Understanding the advantages and disadvantages of specific model requires 
understanding the reasoning process upon which the models is based.  
Baranyi et al. (10) defined several new terms while developing their growth model. 
Their interactions are shown below in Eq.4 and Eq.5 
                                                                                                                (4) 
                                                            (5) 
Where: α(0) is defined as adjustment function, related to the proportion of the specific 
growth rate; q(0) indicates the physiological state of the cells at inoculation point, 
which is determined by the pre-culturing history and the growth stage of the cells (9). 
After logarithmic transformation, the relationship between maximum growth rate 
(μmax) and lag phase duration (λ) is shown in Eq.5. Given that the physiological states 
of the cells at inoculation point are all identical (h(0) is a constant), it is possible to 
calculate either μmax or λ when one the other is known since they are inversely 
proportional.  
As a means of interpreting α(t), Baranyi and Roberts (9) hypothesized that bacterial 
growth is controlled by a critical substance P(t). However, they failed to figure out 
what the critical substance could be, which made the definition of P(t) vague to some 
extent, not to mention bring up a method to directly measure it. Thus, since q(0) is 




huge disadvantage of the Baranyi model. Moreover, the results of some other 
experiments raised doubts about q(0) being a constant. For instance, when 
investigating the influence of temperature shifts on lag phase duration, Mellefont and 
Ross (113) revealed that the assumption of q(0) being a constant was only valid when 
cells were transferred from a lower temperature to a higher temperature. Alavi et al. 
(1) reported similar results in 1999.  
The most commonly used form of Baranyi model is described as: 
)                                             (6)        
                                                                                          (7) 
                                                                                                                 (8) 
where y0 is the initial population density at inoculation point [ln (CFU/g)]; ymax is the 
maximum population density [ln (CFU/g)]; μmax is the maximum growth rate [ln 
(CFU/g)·h-1]; q0 is the initial physiological state of the cell; ν is the curvature 
parameter that indicates the transition period from lag to exponential phase, here 
equals μmax; m is the curvature parameter which describe the transition from 
exponential to stationary phase, usually defined as 1 if assuming the incubation 
environment <ENV2> is stable. λ is obtained by the value at the intersection of the 
tangent to the growth curve to the initial population density. Vadasz (161) 
commented it as a “arbitrary geometrical convenience without any biological 
significance”. 




Gompertz model, named after Benjamin Gompertz, is a mathematical function for a 
time series. It has been widely used in many areas including data uptake, 
demography, and tumor research. Unlike Baranyi and three-phase linear model, 
Gompertz model is a purely empirical sigmoidal relationship.  
The original function was adapted by Gibson et al. in 1988 (59).  
                                                                                                (9) 
Where: yt is the population density at time t [ln (CFU/g)], y0 is the initial population 
density [ln (CFU/g)]; C equals to the net increase of population density; b is the 
relative growth rate [ln (CFU/g)·h-1]; and M represents the time when it reaches the 
maximum growth rate (h). This equation contains mathematical parameters that do 
not have direct biological meaning. Additional terms were proposed to make it more 
microbiologically relevant: 
                                                                          (10) 
                                                                       (11) 
                                                                          (12) 
Zwietering et al. (176) further re-modified this equation into a 3-parameter function, 
Eq.13, which is the most commonly used form nowadays:                                                    
                                                                                     (13) 
Where: A is the population density at stationary phase [ln (CFU/g)]; μm is the 
maximum growth rate [ln (CFU/g)·h-1]; and λ is the lag phase duration (h). Here, μm 
is defined as the tangent to the growth curve at the inflection and λ is derived from 




Three-phase linear model 
Buchanan et al. (28) proposed the three-phase linear model in 1997 to describe 
microbial growth. According to their hypothesis, the growth curve is divided into 
three phases based on the exponential growth rate: 
1) The lag phase: when the cells are transferred and trying to adapt to the new 
environment and preparing for the first division. At this period, the 
exponential growth rate μ equals to zero. 
2) The exponential phase: when the cells initiate growth, the growth rate is 
assumed to be a constant, μ=k. After logarithmic transformation, the 
exponential phase displays as a straight line. 
3) The stationary phase: the cells reach the maximum population density and 
the growth rate is equal to the death rate, so the net increase equals to zero. 
During this period, the growth rate μ=0. 
This model is described by the equation below (Eq.14): 
                                                   (14) 
Where: No, Nt, NMAX represent the population density at time 0, time t, and stationary 
phase, respectively [log (CFU/ml)]; tLAG (h) is the lag phase duration; tMAX (h) is the 
time point when the maximum population density is reached; and μ is the exponential 
growth rate [log (CFU/g)·h-1].  
Using the example of E. coli growth on both glucose and lactose, they further 
proposed that the lag phase could be separated into two distinct portions, namely 




                                                                                                          (15) 
ta is the time interval when the cells sense the need and alter their physiological status 
correspondingly to adapt to and take advantage of the new environment. Similar to 
the definition of “adjustment function”, which was proposed by Baranyi and Roberts 
in 1994 (12), ta depends on the cell’s culturing history as well as its overall metabolic 
rate. Generally, the more intense the change is, the longer the expected adjustment 
period.  
tm, on the other hand, is the metabolic time. During this period, cells are generating 
energy and synthesizing critical cellular components, and getting ready for the first 
division. To re-initiate growth, cells need to overcome an activation energy barrier 
(26). Any slight changes in environment may have either positive or negative 
influence on tm. For example, when temperature is above the optimum growth 
temperature, more energy is required to repair the cell damage, which induces a 
longer tm; similarly, the addition of acid will result in a relatively longer tm since it 
would cost extra energy to maintain appropriate pH gradient within the cells.  
Other than the discontinuous step function in three-phase linear model, a curvilinear 
segment during the transition period from lag to exponential phase is always 
observed. This discrepancy has been interpreted by several scientists in early 90s, 
claiming that this was caused by the gradual increasing of the specific growth rate (9, 
29). The three-phase linear model alternatively hypothesized the sigmoidal shape of 
the lag to exponential phase transition reflected the biological variance among the 
population. Based on this assumption, if the variance is small, then an abrupt 




In general, the three-phase linear model takes into account of the physiological 
behavior of bacterial cells. Moreover, it combines both the individual-based and 
population level concepts together in a reconciled way (28).  
2.2.3 Secondary Models 
The microbial growth is influenced by a variety of extrinsic and intrinsic factors. A 
number of studies have been conducted to evaluate the impacts of these factors on the 
characteristics of microbial growth (54, 55, 90, 99), with emphasis on incubation 
temperature, water activity, and pH. Mathematical models were generated to describe 
the correlations between growth kinetics and these factors. These models are referred 
to as secondary models, which predict the changing trends of primary models under 
different environmental conditions.   
The most famous secondary model is the “square root” model, which was proposed 
by Ratkowsky et al. in 1982, to model the relationship between the specific growth 
rate and incubation temperatures (138), shown as below (Eq.16): 
                                                                                                (16) 
Where: μ stands for specific growth rate; T is temperature (oC); b is fitting parameter 
(the slope); and Tmin is the theoretical temperature at which bacterial will not grow, 
obtained by extrapolating the line to zero. This model is simple in format and can be 
applied in various situations. The biggest limitation here is that the equation is only 
valid when the temperature is below the optimum value. Similar functions have also 
been developed considering other critical environmental factors such as water activity 




All of the above examples describe the mathematical relationships between the 
growth rate and a single environmental factor, based on the assumption that all the 
other variables are identical. However, it is usually not the case. The actual situation 
is far more complex, requires a function that can combine all the factors and to 
evaluate the overall effects. Based on the relevance among the factors, the secondary 
models can be further divided into two sub categories: one is called Gamma function 
(146), assuming all the factors are independent of each other; the other is response 
surface model (also called polynomial model), applied to reconcile all the variables 
(21). 
2.2.4 Tertiary Models 
Tertiary models refer to those user-friendly software that can be applied to predict the 
microbial behavior under certain environmental conditions. Widely used software 
nowadays include Combase Predictor (www.combase.cc) and USDA issued Pathogen 
Modeling Program (PMP) (http://pmp.errc.ars.usda.gov). They both cover a variety of 
models, i.e., they are not only limited to growth models, but also include inactivation 
and survival models.  
All in all, significant progress and great achievements have been made over the years 
in predictive microbiology. Its incorporation with food microbiology benefits the 
whole food system and makes the predictions much more convenient. It can be 
applied in diverse areas, such as shelf life determination. However, as discussed 
before, some of the models are empirical, i.e., without a sound physiological or 
biological basis, which brings into question their reliability, particularly when 




developed and improved to include more microbial associated behaviors, in other 
words, to be more mechanistic.  
2.2.5 Application of Predictive Microbiology in Dealing with Food Safety Issues 
Mathematical models are generated by culturing cells under certain environmental 
conditions, following the bacterial growth for a period of time, and then fitting the 
collected data to appropriate mathematical equations (34). With large quantity of 
experimental data, a database can be set up to make effective predictions about the 
growth behavior of target microorganisms. Compared to traditional culture method, 
which is time-consuming, costly, and labor intensive, this relatively new discipline is 
a lot more convenient and accurate.  
Over the past few decades, predictive microbiology benefitted the practice of food 
microbiology in many areas (34). The earliest application example can be traced back 
to thermal inactivation process, where the thermal death curve (TDT) was widely 
used. It is also vital for the implementation of hazard analysis critical control point 
(HACCP) procedures in food industries (156). Moreover, predictive models can be 
used to predict the bacteria levels across the farm to fork continuum of certain food 
products, if knowing the way they are processed and the storage conditions. Thus it 
can provide reliable information for exposure assessment in microbial risk assessment 
(34).  
2.3 Metabolic Pathways and Regulatory Mechanism 
2.3.1 Physiological Events Related With the Growth Phases 




During lag phase, cells adapt to new environment and start to take advantage of new 
nutrients (28). Although the exact mechanism has not been clearly elucidated, it was 
assumed that the process includes the repair of  cell damage (47) and the synthesis of 
necessary enzymes and components required for cell growth.  
The Exponential Phase 
It was confirmed (116) that the duration of exponential phase was related with several 
factors including the total nutrient capacity that the medium can support growth. If 
the cells are grown in a medium that contains a sole carbon source, the exponential 
phase is assumed to be a steady state, which is characterized by a constant growth 
rate. However, if the culturing medium consists of a mixture of carbon sources, then a 
phenomena called “diauxie” is observed (116). In this kind of growth, the exponential 
phase can be divided into two distinct cycles, usually with different growth rates. 
Escherichia coli has been extensively studied on the carbohydrate uptake for many 
years (167). When both glucose and lactose are present, the cells always utilize 
glucose first since glucose is the preferred carbon source. After glucose is exhausted, 
growth shows a plateau during which cells synthesize essential enzymes needed to 
take advantage of the second sugar, after which the cells start the second growth cycle 
using lactose as the primary energy source.  
The Stationary Phase 
Bacterial cells cannot grow infinitely since ultimately the concentration of essential 
nutrients is decreasing until exhausted, and the modification of the culturing 
environment by factors such as the accumulation of metabolic waste or depression of 




can support, they enter into the stationary phase. During this period, considerable 
changes take place (88, 153), influencing both the physiology and morphology of the 
cells, such as membrane alteration, DNA coiling, stress-resistance, etc. Surprisingly, 
although overall the population growth process ceased, many cell functions still 
continue such as energy metabolism and biosynthetic processes (125). This includes 
some degree of individual cell replication. It was recently found that a constant 
protein synthesis extended a long period even during stationary phase (57). It is well 
documented that there are a variety changes in cells metabolic systems as they enter 
the stationary phase. These new metabolic functions are often referred to as 
secondary metabolism.   
2.3.2 Metabolic Pathway 
The term metabolism refer to all the biochemical processes taking place in the cell, 
including both anabolism (biosynthesis) and catabolism. During this process, 
microorganisms metabolize nutrients (such as sugar, amino acids, and fatty acids), 
release energy (usually stored in ATP) and generate waste products. Cells need 
energy and metabolic “building blocks” generated by its catabolic pathway to support 
homeostasis, active transport, motility, and its various biosynthetic and related 
anabolic activities.  
Glycolysis 
Glucose is the most common carbohydrate that can be used by most microorganisms. 
Glycolysis is the primary pathway for the catabolism of glucose to ATP and pyruvate. 




pathways to first digest disaccharide into monosaccharides. One example is shown as 
below in Figure 2.2: 
 
 
Figure 2.2 Alternative pathways for lactose transport and metabolism (158). 
Aerobic Respiration and Anaerobic Fermentation  
The post-glycolysis process can be divided into two groups depending on whether the 





Figure 2.3 Aerobic and anaerobic (fermentative) metabolism of pyruvate 
While oxygen is present, pyruvate from glycolysis is converted to acetyl-CoA and 
CO2 by pyruvate dehydrogenase. The acetyl-CoA enters into the citric acid cycle 
(TCA), where it undergoes stepwise decarboxylation yielding CO2, H2O, NADH, and 
FADH2. The energy captured in the NADH and FADH2 is converted to ATP by the 
electron transport chain using oxygen as the acceptor (140, 144).  
When oxygen is absent, the pyruvate will switch to fermentative metabolism instead. 
Either lactic acid or ethanol is synthesized as the final products. During anaerobic 
metabolism, only a fraction of the ATP generated per molecule of glucose compared 
to that released via aerobic metabolism (140, 144).  
2.3.3 The lac operon 
Escherichia coli has been extensively used to study metabolic mechanisms through 
the years. Much of our knowledge of intermediary metabolism was originally 
elucidated in E. coli and other enteric bacteria. One of the key areas studied initially 




turned on or off, thereby enabling the cell to adapt to changing environments (98). 
One of the most intensely studied has been how E. coli regulates its ability to 
metabolize lactose. The ability of E. coli to utilize lactose is an inducible capability 
that is only active when lactose is present. The regulatory controls involve the 
inducible expression of the well-known lac operon model, which was first proposed 
by Jacob and Monod in 1961. This was considered a break-through study that set the 
stage for a broad understanding of cellular regulation in all microorganisms (78). 
Although half the century passed, this model remains one of the classic studies in 
metabolic regulations.  
Structure and Function 
According to Jacob and Monod (78), the lac operon functions as a coordinated unit. 
The system consists of three structural genes and a control region containing a 
promoter and an operator. The three structural genes, lacZ, lacY, and lacA, encode β-
galactosidase, β-galactosidase permease and thiogalactoside transacetylase, 
respectively. β-galactosidase is a 500kd tetramer, serves as an intracellular enzyme 
that cleaves lactose into glucose and galactose. β-galactosidase permease is required 
for active transport of the substrate such as lactose into cells. Thiogalactoside 
transacetylase transfers the acetyl group from acetyl-CoA to β-galactosidase. 
However, this is not necessary for lactose catabolism. In addition to that, another gene 
(regulatory gene) called lacI encode the repressor protein located at the upstream of 






Figure 2.4 Structure of lac operon  
[Image source from http://en.wikipedia.org/wiki/Image:Lac_operon1.png] (3) 
Regulatory Mechanism 
Based on the availability of carbon source, the regulatory mechanism of lac operon 
can be discussed in three conditions: 
1) Glucose as the sole carbon source (glucose +; lactose -) 
When no lactose is available, it would be metabolically inefficient to produce lactase, 
i.e., a waste of cell’s energy. Thus a specific mechanism has evolved to suppress the 
synthesis of lactase and to completely shut down the pathway. First, the regulatory 
gene lacI produces the repressor protein, which binds tightly to the operator, so the 
binding of RNA polymerase to the promotor is blocked. The gene is completely 
turned off, no enzymes are produced under this situation (173).  
2) When both glucose and lactose are present (glucose +; lactose +) 
When both glucose and lactose are present in the medium, a phenomenon named 
diauxie (116) can be expected. Catabolite repression is taking place during the first 
growth phase, allowing the cells to utilize more preferable carbon source only, i.e., 
glucose. This is achieved by repression of synthesis of lactase, which is essential in 
lactose digestion (84). The repression is caused by two control mechanisms. The first 
control mechanism is related to catabolite activator protein (CAP) and cyclic 
adenosine monophosphate (cAMP), which have been proved to significantly increase 




glucose, however, the concentration of cAMP is low, the production of CAP is 
inactivated. Although there is no obstacle on the operator, without the aid of CAP-
cAMP, the RNA polymerase is still not able to bind to the promotor (166). Thus the 
production of enzyme is minimal. The second control mechanism is achieved by 
EIIAglc which shuts down the production of β-galactosidase permease resulting in the 
unsuccessful transportation of lactose (30, 64, 107). However, when glucose is 
depleted, the bacteria will start the second phase by metabolizing the alternative 
nutrients (lactose). Between the two phases, a delay or plateau can be observed, 
representing the time needed for adaption (98). 
3) Lactose as the sole carbon source (glucose -; lactose +) 
On the contrary, if there is an ample supply of lactose and it serves as the only carbon 
source, allosteric control will take in charge. On the one hand, lactose molecule (also 
referred to as allolactose or inducer) will bind to the repressor protein, occupying the 
active binding site, so the repressor protein will no longer blocking the transcription. 
On the other hand, the CAP-cAMP dimer will significantly facilitate the binding of 
RNA polymerase to the promotor. Without any obstacles on the pathway, lac genes 
are transcribed, β-galactosidase, β-galactosidase permease and thiogalactoside 
transacetylase are produced to hydrolyze lactose (22, 30, 78, 85).    
2.3.4 The rpoS Gene 
Sigma Factors 
Sigma factors are a series of proteins that aid the binding of RNA polymerase to 
specific promoters thus initiate mRNA transcription (76, 94). They can be activated in 




oxidative stress, starvation, acid, etc. (45). The number of sigma factors may vary in 
different bacteria strains. Escherichia coli has seven recognized sigma factors, 
distinguished by their molecular weights (66). They are highly specific, each factor 
only corresponds to one specific environmental signal (122). Details are summarized 
in Table 2.1. 
 
Table 2.1 Sigma factors and their functions 
Symbol  Name Function 
σ70 (RpoD) Housekeeping  Transcribe essential genes  
σ19 (FecI) Ferric citrate Regulate iron transportation 
σ24 (RpoE) Extra cytoplasmic Respond to extreme heat  
σ28 (RpoF) Flagella  Synthesize flagella 
σ32 (RpoH) Heat shock Respond to heat treatment / DNA-repair related 
σ38 (RpoS) Stationary phase Respond to starvation (nutrient depletion) 




The gene rpoS, short for RNA polymerase, sigma S, encodes for stationary phase 
related protein σ38 (RpoS) (94). rpoS was first discovered in 1984 (102), however, its 
function in stationary phase regulation has not been recognized until 1993 (70). 
Mulvey and Loewen (121) found that the nucleotide sequence of the product of this 
gene is highly homologous to the family of sigma factors, especially related to σ70. 
Thus the protein was designated as σS, and the gene encodes it is called rpoS. A 
number of studies have confirmed that while rpoS is being transcribed in late 




stationary phase and plays a critical role in response to multiple stimulus in 
environment including acid or osmotic stress, heat shock, nutrient depletion, etc. 
Regulatory Mechanism  
The rpoS gene might be transcribed since late exponential phase, however, a 
significant increase of the RpoS concentration can only be detected at the onset of 
stationary phase (93). The cellular level of RpoS is controlled through several 
regulatory mechanisms at different levels including transcription, translation, and 
protein stability (degradation and activity) (101). The whole regulatory system is very 
complex and many details remain to be elucidated.  
1) Transcriptional control 
One of the most important factors that controls the transcription is the promoter of 
rpoS, named rpoSp (95). This promoter has two cAMP-CRP (cyclic AMP-cAMP 
receptor protein) binding sites with undetermined controlling mechanism(s). While 
investigating the role of cAMP-CRP on transcription of rpoS, contradictory data were 
observed. The existence of both activating and inhibitory effects indicate the potential 
presence of dual function of these binding sites (93, 94, 109). The unanswered 
question is how the cell selects the “right” (appropriate) binding site at different 
stages.  
Other modulators that are related to rpoS transcription include: ppGpp (guanosine-
bispyrophosphate) which has been confirmed to play a positive role during starvation 
(37, 58); BarA which promotes porin synthesis via OmpR activation; and inorganic 
polyphosphate which regulatory mechanism is still uncertain (152). 




RpoS synthesis is controlled by a series of sRNAs (small noncoding RNA) (65), 
including but not limited to: DsrA, a temperature-related sRNA that inhibits the 
promoter recognition at higher temperatures while increases at lower temperatures 
(154); RprA, induces RpoS synthesis via RcsC while encounter surface stress (105); 
OxyS, influences the translation level in response to oxidative shock (2).  
Additional proteins are also involved in these processes to form a complex global 
network to regulate the translation of rpoS. One example is Hfq, a RNA-binding 
protein (25). It has been confirmed to up-regulate rpoS translation via the activation 
of both DsrA and RprA (25, 119). Another assumption related to Hfq is that it may 
promote the disruption of secondary structure of rpoS mRNA, thus initiate the 
translation (101). On the contrary, HN-S, a histone-like protein, was demonstrated to 
be associated with a decrease of translation. However, the inhibitory mechanism 
remains obscure (16, 101, 175). Similarly, the LysR-like protein, LeuO, inhibits the 
RpoS synthesis by repressing the production of DsrA (86).  
To conclude, the overall regulation at the translational level is fulfilled by 
coordination of all the modulators mentioned above. Furthermore, many of the 
control mechanisms are still unknown and more details must be included to get a 
thorough understanding.  
3) RpoS stability 
Another level of regulation occurs through RpoS degradation (122) with the help of 
an essential protease named ClpXP (151). The Clp is composed of ClpP and an 
ATPase, along with two regulatory subunits, namely ClpA and ClpX (32, 139). A few 




For example, the response regulator RssB can either aid the ClpXP proteolysis or 
increase RpoS sensitivity, which eventually results in RpoS degradation (118). A 
similar factor, RssA, was found but its mechanism is still uncertain. Another critical 
factor here is DnaK, which has been proved to enhance the stability of RpoS and 
protect it from degradation (117). Since RssB and DnaK play antagonistic roles in 
mediating RpoS degradation, a specific balance should exist (101).  
RpoS-dependent Genes 
RpoS is a central regulator that controls the expression of a large number of genes in 
both stress conditions and stationary phase (101). More than 400 genes have been 
identified as RpoS-dependent genes and this number has been  increasing over the 
years (45, 101). These genes belong to diverse categories based on their functions 
including stress resistance, cell morphology, metabolism, etc.  
A number of genes which are under control of RpoS are involved in resistance 
mechanisms to environmental stresses such as osmotic shock, oxidative stress, DNA 
damage, etc. For example, otsB and otsA are both associated with the production of 
trehalose which is involved in osmo-protection (83). Likewise, the resistance in 
response to excessive hydrogen peroxide molecules need a synergistic effect of 
several genes, includes: katG and katE, encode catalase HPI and HPII, respectively 
(149); dps, encodes a DNA-binding protein which might protect the DNA from attack 
(70). xthA is another critical gene that encodes the exonuclease III, participate in both 
DNA repair and H2O2 removal (102). The osm family, containing osmB, osmE, and 
osmY, are mainly involved in alteration of cell membrane permeability, with osmB 




encoding periplasmic protein (39, 68). Other factors related to cell morphology 
include bolA and fts family (95). When cells enter stationary phase or are under 
starvation conditions, glycogen synthesis starts to take place, preparing to take 
advantage of alternative carbon sources (70). Both RpoS-dependent and independent 
genes are involved in this process, mainly belongs to glg family (145). glgS is an 
RpoS-dependent gene which experience a significant increase of expression level 
while entering into stationary phase (67).  
To conclude, the regulatory mechanisms associated with rpoS is achieved at 
transcriptional, translational, and post-translational levels. RpoS acts as a central 
regulator that affects the expression of a large number of genes involved in stress-
resistance and onset of stationary. Recently, researchers have also paid attention to 
exponential phase-expressed genes. These studies show that  RpoS may also play an 





Chapter 3: Research Objectives 
The ultimate goal of this research was to develop a model that is more directly based 
on the physiological behavior of the microorganism by better describing the transition 
periods of lag to exponential and exponential to stationary phases. The specific 
objectives were: 
1) To test the hypothesis that the curvilinear transition from lag to exponential 
phase represents the variability of cells in adjustment and metabolic periods.  
2) To test the hypothesis that the lag phase can be subdivided into two separate 
periods (ta and tm) by measuring the activity of induced enzyme. 
3) To investigate the potential influence of nutrient diffusion rate on the 
transition from exponential phase to stationary phase by changing agitation 
rates and inoculum size.  
4) To study the correlation between specific gene mRNA expression levels and 
















Chapter 4: Transition from Lag Phase to Exponential Phase 
4.1 Background 
When cells are grown initially in one environment <ENV1> and then transferred to a 
different environment <ENV2>, the culture will experience a lag phase (160). For 
example, if the cells are shifted from a peptone-based medium to lactose-containing 
medium, a lag phase is induced because the utilization of the new carbon source 
requires induction of a catabolic enzyme (28). This is called “nutritional-shift” 
procedure. Based on this concept, Buchanan et al. (28) proposed that the lag phase 
can be divided into two separate segments, adjustment period (ta) when cells 
synthesize new enzymes and metabolic period (tm) when cells prepare for the first 
division. Various factors have been confirmed to affect lag phase duration include 
pH, temperature, age and size of the inoculum, and nutrient content in the medium (6, 
48, 54, 113). To investigate the influence of a single factor on lag phase duration, all 
the other undesirable interventions should be eliminated, in other words, should 
remain identical by strict control.  
If the growth of an individual cell is followed, a discontinuous step function appears 
instead of the traditional sigmoidal curve. The curvilinear transition between lag and 
exponential phase was interpreted as the gradual increase of growth rate from zero to 
maximum (9, 29). When Buchanan et al. (28) developed the three-phase linear model, 
an alternative explanation was proposed, i.e., the curvilinear portion represented the 
population variability in adjustment (ta) and metabolic (tm) periods (thus the 




traditional sigmoidal curve with smooth transition should be obtainable through three-
phase linear model by Monte Carlo simulation using standard deviations among trials.  
The experiment strain we used throughout the study was E. coli K-12, a non-
pathogenic E. coli which has been frequently used and well-studied in modern 
biotechnology and microbiology (97). It is also the first organism to have its DNA 
sequenced, with the complete genome published in 1997 (22).  
4.2 Study Objectives 
The major objective of this experiment was to test the hypothesis that the curvilinear 
transition from lag to exponential phase represents the variability of cells in ta and tm 
periods. The specific objectives were: 
1) To estimate growth kinetics: lag phase duration (tLAG) and exponential growth 
rate (μ); 
2) To use standard deviations from the trials and Monte Carlo simulation method 
to describe the smooth lag/exponential transition; 
3) To investigate the temperature dependency of the growth kinetics; 
4) To use tLAG and μ to estimate ta and tm. 
4.3 Materials & Methods 
In this experiment, E. coli K-12 cells were grown in brain heart infusion (BHI) broth 
(BD/Difco Laboratories, Sparks, MD) to early stationary phase and transferred to two 
liquid media: tryptic soy broth without dextrose (T-G) and tryptic soy broth without 
dextrose but 0.5% w/v lactose (T-G+L) (BD/Difco Laboratories, Sparks, MD). Cells 
were cultured on low speed orbital shaker (Corning, MA, USA) at 15oC – 40oC 




intervals and growth was measured both by optical density at 550 nm and viable 
count method. The flow chart of this experiment is shown in Figure 4.1. 
 
 
Figure 4.1 Flow diagram of sampling plan for nutritional-shift procedure  
 
4.3.1 Preparation of Starter Culture 
Bacterial Strain Used 
The bacterial strain used in this study is Escherichia coli K-12 (ATCC 23716), 




College Park. The strain was stored frozen (-80oC) in BHI broth supplemented with 
glycerol (20% v/v) as long-term stock culture. 
Preparation of Inoculum 
The frozen culture was activated by streaking a loopful of thawed culture on freshly 
prepared brain heart infusion agar plate (BHIA, BD/Difco Laboratories, Sparks, MD) 
and incubating at 37oC for 24 h. The working culture was kept in 4oC refrigerator as a 
short-term preservation and renewed every other week. A single colony from the 
stock plate was picked and grown in 10 ml of sterile BHI broth and incubated at 37oC 
for 24 h. A second subculture was prepared by transferring a loopful of the first 
culture into a new portion of 10 ml BHI broth and pre-adapting the cells 24 h at the 
temperature into which the cells would be transferred during the nutritional shift 
studies. These cell suspensions served as the starter inoculum for the growth kinetics 
experiments. The final population density of the early stationary cells was 
approximately 108 – 109 CFU/ml.  
4.3.2 Inoculation & Incubation 
Inoculation 
Two media broth were used in this experiment: tryptic soy broth without dextrose 
(TSB-G, BD/Difco Laboratories, Sparks, MD) and TSB broth without dextrose 
supplemented with 0.5% w/v lactose (TSB-G+L, BD/Difco Laboratories, Sparks, 
MD). Both media were prepared and autoclaved at 121oC for 15 min and then 
distributed to a set of three sterile 250 ml Erlenmeyer flasks each containing 100 ml 
broth. 100 µl of the starter culture was transferred to each flask homogeneously by 





The inoculated cultures were incubated on a low speed orbital shaker (Corning, MA, 
USA) with a speed of 30 rpm at 35oC incubator for designated time periods. Same 
procedures were followed for a total of six temperatures: 15oC, 20oC, 25oC, 30oC. 
35oC, and 40oC (±0.5oC). 
4.3.3 Sampling 
Sampling 
Immediately after inoculation, 5 ml of the culture from each flask was saved as the 0 
h sample (2 ml for optical density measurement, 1 ml for viable counts method, and 
the remaining 2 ml for lactase activity assay which stored in -20oC freezer until 
analyzed). Samples were taken at specified time intervals, with extensive sampling 
during the lag phase and a few points during the exponential phase. The sampling 
times were determined by incubation temperatures since previous studies showed that 
higher temperatures induced shorter lag phase (7, 27).  
Optical Density 
2 ml sample was transferred to a disposable cuvette and the absorbance (ABS) at 550 
nm was measured by GENESYSTM 20 Visible Spectrophotometer (Thermo Scientific, 
4001/000, USA) using uninoculated TSB-G and TSB-G+L as blanks. All absorbance 
measurements were recorded in Excel sheets and were logarithm transformed to 
calculate OD values. 
Viable Count 
Viable count method was used to determine cell levels in the samples. During 




peptone water (0.1% PW, BD/Difco Laboratories, Sparks, MD) to generate a 10-1 
dilution. 10-3 and 10-5 dilutions were further obtained by transferring 0.1 ml of the 
previous dilutions into new 9.9 ml 0.1% PW blanks. After serial dilution, a small 
volume (50 µl) of both 10-3 and 10-5 dilutions were plated onto pre-hardened tryptic 
soy agar plates (TSA, BD/Difco Laboratories, Sparks, MD) using Eddy Jet 2 Spiral 
Plater (Neutec Group. Inc, Farmingdale, NY). All the plates were cultured inverted in 
35oC incubator for 24 h. Enumeration was conducted using Flash & Go automatic 
plate counter (Neutec Group. Inc, Farmingdale, NY). Both dilutions (10-3 and 10-5) 
were checked for reliability and appropriate data were chosen for growth study. All 
the results were recorded in Excel sheets and logarithmic transformation (base-10) 
was performed.  
Repeated Trials 
At least two trials of experiments were conducted for each temperature following 
exactly the same procedures. For each single trial, three replicates were conducted 
simultaneously.  
4.3.4 Data Analysis 
Standard curve construction 
It is widely accepted that there is a proportional correlation between ABS and 
bacterial concentration (7, 15, 41, 43) which can be described using a two-phase 
linear equation: 
                                                                           (17) 
In Eq.17, yo is the intercept represents the initial population density [log (CFU/ml)]; 




number is observed [log (ABS)]; and k is the regression coefficient; also numerical 
value 3 (equals to log 0.001) is added in the equation to shift the entire plot to the 
positive side. Previous studies (75) showed that incubation temperature as well as 
culturing medium might influence the size of bacterial cells. Since spectrophotometer 
is to measure the light scattering on small particles (cell), different cell sizes might 
result in inconsistent ABS readings while the number of cells remains the same. To 
eliminate the potential influences of temperature and culturing medium on the 
relationship between ABS and concentration, data sets were fitted to Eq.17 separately 
under different culturing conditions. The resulting equations from fitting were used as 
standard curves to calculate E. coli K-12 counts based on ABS readings for further 
analyses. 
Primary Model 
Microbial counts from both optical density method and viable count method were 
logarithmic transformed (base-10) (log CFU/ml) and were used in model fitting. To 
take into account the variability within replicates and trials under same temperature, 
data from each replicate was fitted separately by primary model. Either two-phase 
(without stationary phase) or three-phase linear model (28) was used to describe 
growth curves and to estimate critical growth kinetics such as exponential growth rate 
(μ) and lag phase duration (tLAG). The model is described in chapter 2 in Eq.14: 
                                                   (14) 
where No, Nt, NMAX represent the population density at time 0, time t, and stationary 




time point when the maximum population density is reached; and μ is the exponential 
growth rate [log CFU/ml·h-1].  
Secondary Models 
To evaluate the effect of temperature on the growth of E. coli K-12, the exponential 
growth rates (μ) under different temperatures were fitted using both modified 
Ratkowsky (contains the full temperature range) square root model and Cardinal 
parameter model.  
Modified Ratkowsky square root model (137): 
                                                                (18) 
In Eq.18, r is the growth rate [ln CFU/ml·h-1]; a and b are regression coefficients; To 
is the notional minimum temperature and Tmax represents the maximum temperature 
(oC). 
Cardinal parameter model (148):  
                            (19) 
In Eq.19, μopt is the optimum growth rate [ln CFU/ml·h-1]; Tmin, Topt, and Tmax are the 
estimated minimum, optimum, and maximum growth temperatures (oC), respectively. 
Monte Carlo Simulation 
Parameter estimates were entered into an Excel (2011) spreadsheet. Initial population 
density No and maximum population density NMAX were defined as fixed values, 6.0 
log CFU/ml and 9.0 log CFU/ml, respectively. tLAG and µ were defined using 
truncated normal distributions with mean and standard deviation. @Risk 6.0 
Professional Edition (Palisade Corporation, Newfield, New York, USA) was used to 




Estimate ta and tm 
Metabolic periods (tm), also referred to as the generation time (GT), was calculated 
through μ by Eq.3: 
                                                                                      (3) 
Adjustment period (ta) was determined by re-arranging Eq.15 and solving for ta: 
                                                                                                          (15) 
Curve-fitting and Statistical Analysis 
All the curve-fitting of primary and secondary models were conducted using USDA 
Integrated Pathogen Modeling Program 2013 (IPMP, USDA, Wyndmoor, PA) based 
on least-square method. Growth kinetics (μ and tLAG) generated from curve-fitting of 
primary model for each growth condition were summarized and were used to 
calculate the means and standard deviations. Analysis of Variance (ANOVA) was 
performed for μ and tLAG to determine the effect of different growth conditions 
(temperature and culturing media). Tukey’s HSD test was used to compare the 
difference of tLAG under different growth conditions. Student’s t tests were performed 
to compare the results obtained from optical density method and viable count method. 
A P - value ≤ 0.05 was considered to be statistically significant. All the statistical 
analyses were performed in JMP® Pro 10 (SAS Institute, Cary, NC). 
4.4 Results 
4.4.1 Growth Kinetics Estimated from Absorbance Data 
Figure 4.2 shows an example of standard curve for cells cultured in T-G at 20oC. 
Parameters of standard curves under different temperatures and media are listed in 




Escherichia coli K-12 counts calculated from these standard curves were fitted using 
either two-phase (without stationary phase) or three-phase linear model. The fitting 
result is shown below (Table 4.2). 
 
Figure 4.2 Standard curve of absorbance data conversion for cells cultured in T-G at 
20oC. 
 
Table 4.1 Parameters for standard curves of ABS and viable count conversion under 




 T-G T-G+L 
 y0 k x0 y0 k x0 
15 6.19a (0.06)b 1.09 (0.08) 0.35 (0.08) 6.30 (0.04) 1.10 (0.06) 0.34 (0.06) 
20 6.43 (0.05) 1.09 (0.08) 0.50 (0.08) 6.30 (0.05) 1.10 (0.07) 0.37 (0.08) 
25 6.38 (0.05) 0.96 (0.01) 0.55 (0.09) 6.34 (0.04) 1.02 (0.06) 0.44 (0.06) 
30 6.38 (0.04) 1.31 (0.05) 0.85 (0.05) 6.30 (0.04) 1.25 (0.05) 0.69 (0.05) 
35 6.38 (0.16) 1.64 (0.25) 1.29 (0.17) 6.43 (0.10) 1.46 (0.17) 1.13 (0.13) 
40 6.39 (0.08) 1.79 (0.12) 1.40 (0.07) 6.45 (0.05) 1.21 (0.08) 0.82 (0.09) 
a Estimate value 




Table 4.2 Growth kinetics of E. coli K-12 grown in T-G and T-G+L medium at 












tLAG(ABS)   
(h) 
15 0.09 ± 0.01a 6.13 ± 1.21 0.08 ± 0.01 6.81 ± 1.50 
20 0.30 ± 0.07 3.75 ± 2.12 0.31 ± 0.13 4.17 ± 1.74 
25 0.36 ± 0.05 1.80 ± 0.28 0.45 ± 0.10 2.05 ± 0.24 
30 0.54 ± 0.02 1.76 ± 0.27 0.51 ± 0.03 1.52 ± 0.60 
35 0.64 ± 0.08 1.59 ± 0.25 0.65 ± 0.06 1.80 ± 0.32 
40 0.96 ± 0.15 1.49 ± 0.51 1.01 ± 0.30 1.53 ± 0.19 
a Means and standard deviations are shown 
 
4.4.2 Growth Kinetics Estimated from Viable Count Data 
Figure 4.3 shows the growth curve of E. coli K-12 at 25oC as an example. From the 
figure, at 25oC, E. coli K-12 grown on both T-G and T-G+L medium fit the two-
phase linear model well with the RMSE (root mean square error) of 0.058 and 0.032, 







Figure 4.3 Growth of E. coli K-12 at 25oC (T-G: TSB without dextrose; T-G+L: TSB 
without dextrose but 0.5% lactose). Symbols represent experimental data and dotted 




Table 4.3 Growth kinetics of E. coli K-12 grown in T-G and T-G+L medium at 












tLAG(VC)   
(h) 
15 0.09 ± 0.02 9.08 ± 3.42 0.10 ± 0.06 6.74 ± 2.25 
20 0.23 ± 0.04 2.38 ± 1.27 0.22 ± 0.05 2.58 ± 0.68 
25 0.43 ± 0.04 1.46 ± 0.40 0.41 ± 0.10 1.59 ± 0.49 
30 0.58 ± 0.12 1.71 ± 0.57 0.54 ± 0.10 1.37 ± 0.50 
35 0.71 ± 0.12 1.48 ± 0.65 0.70 ± 0.10 1.56 ± 0.47 
40 0.75 ± 0.10 1.04 ± 0.32 0.77 ± 0.09 1.28 ± 0.31 




Comparison of growth kinetics obtained from absorbance and viable count data 
Figure 4.4 shows the comparison of µ and tLAG estimated using optical density 
method and viable count method. For µ, significant differences were observed 
between methods in T-G medium at 20, 25, and 40oC, with P value of 0.0415, 0.0146, 
and 0.0192, respectively; in T-G+L medium, only at 40oC, the difference was 
significant (P = 0.0451).  
For tLAG, no significant differences between these two methods in T-G medium at all 
temperatures; while in T-G+L medium, estimated tLAG were significantly greater 
using ABS readings than that using viable count method at 20, 25, and 40oC (with P 


















Figure 4.4 Comparison of growth kinetics of E. coli K-12 obtained from absorbance 
and viable count data (top left and right: exponential growth rates in T-G and T-G+L 
broth, respectively; bottom left and right: lag phase duration in T-G and T-G+L broth, 
respectively). Data sets with * mark were significantly different (P ≤ 0.05).  
 
4.4.3 Temperature Dependency of Growth Kinetics 
Growth rate as a function of temperature 
The results from ANOVA are shown in Table. 4.4: neither the medium type nor the 
interaction between medium and temperature had significant influence on the E. coli 
K-12 growth rates (P = 0.5133, P = 0.8519, respectively). Temperature was identified 




value less than 0.0001. Since the effect of different medium was negligible, the 
growth rates in these two media were combined during secondary model fitting. 
 
Table 4.4 Effect of temperature and medium on the growth rate of E. coli K-12 
Source DF Sum of squares F ratio Prob > F 
Temperature 5 6.430266 176.182 <.0001 
Medium 1 0.00314 0.4301 0.5133 
Temperature × 
Medium 
5 0.014384 0.3941 0.8519 
 
 
Figure 4.5 and 4.6 show the results from secondary model fitting: both secondary 
models and linear regression can describe the effect of temperature on exponential 
growth rate of E. coli K-12 well. In general, exponential growth rate increases with 





Figure 4.5 Growth rate curve-fitting to secondary models. A: fitting to full range 
Ratkowsky model; B: fitting to Cardinal model. Symbols represent experimental data 






Figure 4.6 Linear regression of E. coli K-12 growth rate using viable count data 
 
Table 4.5 lists the parameters of all the three fittings. As shown in Table 4.5, the 
maximum (Tmax) and notional minimum (To) growth temperatures of E. coli K-12 
estimated by modified Ratkowsky model were 47.3 and 1.5oC, respectively. The 
maximum, optimum, and minimum growth temperatures generated from Cardinal 





















Table 4.5 Parameters of secondary models for exponential growth rate of E. coli K-
12. 
Model Parameter Estimate Std Error t ratio Prob > |t| 
Ratkowsky 
a 0.026 0.002 16.757 < 0.001 
 
Tmax 47.270 5.794 8.159 < 0.001 
 
b 0.274 0.238 1.151 0.280 
 
T0 1.514 1.036 1.461 0.178 
Cardinal 
Tmax 57.476 7.815 7.354 < 0.001 
 
Topt 40.58 2.198 18.46 < 0.001 
 
Tmin 8.264 1.700 4.86 1.26E-03 
 
µopt 0.759 0.018 41.822 < 0.001 
 Linear  a -0.310 0.040 -7.69 < 0.001 
 b 0.028 0.001 20.03 < 0.001 
 
Lag phase duration as a function of temperature 
The results of ANOVA for lag phase duration is shown in Table. 4.6: both the 
temperature and the interaction between temperature and medium type had significant 
influences on the lag phase duration (P < 0.0001, P = 0.0167, respectively). However, 
no significant differences were observed between tLAG of E. coli K-12 grown on T-G 
and T-G+L (P = 0.20). Since the interaction also played a role, temperature effect on 
the tLAG of these two media were evaluated separately. 
Table 4.6 Effect of temperature and medium on the lag phase duration of E. coli K-
12. 
Source DF Sum of squares F ratio Prob > F 
Temperature 5 703.3486 79.5177 <.0001 
Medium 1 3.00766 1.7002 0.1951 
Temperature × 
Medium 





When tLAG was plotted against temperature, it can be observed that while the 
temperature increases, the length of lag phase decreases (Figure 4.7). Specifically, a 
sharp decrease in tLAG can be observed between 15 - 25oC, while tLAG at 30, 35, and 
40oC are relatively close in both media. Indeed, the results from Tukey’s test shows 
that for E. coli K-12 grown in T-G broth, tLAG at 15oC was significantly longer than 
tLAG at all the other temperatures (P < 0.0001), while no significant differences were 
observed among tLAG at other temperatures; for E. coli K-12 grown in T-G+L broth, 
tLAG was significant longer at 15oC than tLAG at all the other temperatures; tLAG at 
20oC was significantly longer than that from 35 and 40oC; tLAG at 25, 30, 35, and 
40oC were not significantly different (Figure 4.8).  
 
 
Figure 4.7 Temperature effect on lag phase duration in two media (A: relation 
between temperature and lag phase; B: relation between temperature and reciprocal of 








Figure 4.8 Comparison of lag phase at different temperatures. Means have different 
letters are significantly different. (P ≤ 0.05) 
 
 
A generally accepted equation to describe the interdependence between lag phase and 
temperature was illustrated in Eq. 20 (73, 160): 
                                                                              (20) 
Reciprocal of the square root of lag phase was used to fit the modified Ratkowsky 










Figure 4.9 Relationship between the reciprocal of lag phase duration and temperature 
as described by modified Ratkowsky model. Symbols represent experimental data 
and dotted lines correspond to the fit of secondary model. (A: cells cultured in T-G; 
B: cells cultured in T-G+L) 
 
Table 4.7 lists all the parameters derived from modified Ratkowsky model for E. coli 
K-12 grown in T-G and T-G+L broth. As shown in Table 4.7, the maximum (Tmax) 
and notional minimum (To) growth temperatures of E. coli K-12 estimated by 
modified Ratkowsky model were 70.8 and 0.54oC for cells grown in T-G, and 54.3 
and 0.53oC for cells grown in T-G+L. 
Table 4.7 Parameters of secondary models for lag phase of E. coli K-12. 
Model Parameter Estimate Std Error t ratio Prob > |t| 
Ratkowsky a 0.036 0.058 0.619 0.579 
(T-G) Tmax 70.791 114.366 0.619 0.5798 
 b 0.035 0.227 0.156 0.886 
 To 0.544 3.34 0.163 0.881 
Ratkowsky a 0.034 0.012 2.743 0.07117 
(T-G+L) Tmax 54.292 16.068 3.379 0.04313 
 b 0.071 0.114 0.627 0.575 






4.4.4 Monte Carlo Simulation  
Figure 4.10 and Figure 4.11 show the results of Monte Carlo simulation for both T-
G and T-G+L media at different temperatures. From the figures, for each temperature 
× medium combination, smooth transition of lag to exponential phase was obtained 






Figure 4.10 Monte Carlo simulation of E. coli K-12 growth curve in T-G at different 








Figure 4.11 Monte Carlo simulation of E. coli K-12 growth curve in T-G+L at 







4.4.5 Estimate of ta and tm 
Estimate of ta 
Metabolic time (tm) and adjustment time (ta) were calculated as described in Material 
& Methods. Table 4.8 lists these two parameters at different temperatures with means 
and standard deviations shown. 
 
Table 4.8 ta and tm of E. coli K-12 grown in T-G and T-G+L medium at different 














15 3.43 ± 1.07 5.65 ± 2.98 3.69 ± 1.03 3.05 ± 2.97 
20 1.38 ± 0.03 1.00 ± 1.28 1.42 ± 0.29 1.16 ± 0.65 
25 0.58 ± 0.26 0.88 ± 0.42 0.78 ± 0.17 0.82 ± 0.60 
30 0.50 ± 0.10 1.20 ± 0.67 0.58 ± 0.09 0.79 ± 0.58 
35 0.43 ± 0.07 1.05 ± 0.70 0.44 ± 0.06 1.12 ± 0.51 
40 0.41 ± 0.06 0.63 ± 0.34 0.40 ± 0.05 0.89 ± 0.35 
a Means and standard deviations are shown 





Figure 4.12 Relationship between temperature and lag, generation, and adjustment 
time. (Top: cells cultured in T-G; Bottom: cells cultured in T-G+L) 
 
ta as a function of temperature 
The temperature dependency of adjustment time was also assessed (Figure 4.13). It 
displayed a similar trend as lag phase shown in Figure 4.7 (A): a sharp decrease in ta 
can only be observed between 15oC and 20oC while ta at other temperatures are 
relatively close. Results from ANOVA and Tukey’s test confirmed this observation: 














Figure 4.14 Comparison of adjustment time at different temperatures. Means have 
different letters are significantly different. (P ≤ 0.05) 
 
4.5 Discussion  
As a standard method, plate counting has been widely used in predictive 
microbiology to describe bacterial growth (19). In order to get accurate estimates, a 




intensive, and also expensive (24). More real time methods such as turbidimetry have 
been developed and used nowadays by many predictive microbiologists (7). 
However, this method depends largely on the apparatus and therefore has its own 
limitations. The absorbance data needs to be evaluated with caution before being used 
to get reliable estimations of growth parameters.   
It is widely accepted that there is a proportional relationship between absorbance and 
bacterial concentration (7, 15, 41, 43). This was confirmed in this study. Using log 
(ABS) as x-axis, log (CFU/ml) as y-axis, the plot showed a clear two-phase linear 
relation (Figure 4.2). During the first period, generally, the absorbance readings kept 
constant with minor fluctuations and no significant increase in the corresponding 
viable counts was observed. This period was referred to as “lag phase (xo)” and 
displayed a horizontal line in the plot. It is when the bacterial concentration is below 
the detection threshold, approximately 106-107 CFU/ml (42). The exponential growth 
rates were derived from relative dense bacterial cultures when absorbance 
measurements started to increase (87). According to Friedrich (171), the 
proportionality between OD and cell concentration only exists when OD ≤ 0.4. In this 
study, growth of E. coli K-12 was followed until mid-exponential phase, where most 
absorbance data were below 0.4. Therefore, the two-phase linear model was suitable 
to conclude the correlation between absorbance and viable count data.  
While comparing the µ and tLAG estimated from absorbance and viable count data, 
significant discrepancies were observed at some temperatures while others were 
assumed to be identical. For example, for growth rate in T-G broth, at 20 and 40oC, 




smaller than µ(VC): the pattern was not clear. For lag phase duration, tLAG(ABS) 
were constantly longer than tLAG(VC), although at most temperatures, the differences 
were not statistically different. This result is opposite to other studies, while they all 
reported a relatively shorter lag phase and larger growth rate obtained from 
absorbance data (43, 75, 130). This discrepancy might ascribe to several reasons. 
Firstly, other than the transformed absorbance data, they used direct absorbance value 
to fit the growth curve. Since spectrophotometer measures light scattering on 
particles, the size of cells would affect the results. During lag phase, cell sizes 
increase while the total number of cells doesn’t (75). This will result in an 
underestimation on lag phase duration by absorbance data. Secondly, 
spectrophotometer measures both live and dead cells in the culture while plate 
counting only detects viable cells. Another possible explanation is the different fitting 
methods and varies definitions of the parameters chosen in the studies (129). 
Research showed that the growth parameters were unequal while using different 
mathematical models (42). All in all, the method we were using in this study can be 
applied in future research to estimate critical growth kinetics from absorbance data. 
Calibration curve is needed when the inoculum size is below the detection threshold 
(7). This is quite common in food safety study since the spoilage and pathogenic 
microorganisms often start at very low levels.  
Exponential growth rate is considered to be associated with post-incubation 
environment <ENV2> only. It is controlled by a variety of factors (54, 55, 90, 99). In 
this study, we investigated the effects of medium type and incubation temperature on 




only factor that significantly influence growth rate. Judging from Figure 4.4 and 4.5, 
generally speaking, within certain range, the higher temperature, the larger growth 
rate. It can be explained as when the temperature increases, both the chemical and 
enzymatic activities in the cells proceed much faster, resulting more rapid growth. 
Escherichia coli is classified as mesophilic bacterium, with a minimum growth 
temperature around 8 to 10oC under optimum conditions (26), a maximum 
temperature of 50oC, and optimum temperature being  35oC to 39oC (53). The 
conceptual To as estimated by the modified Ratkowsky model was 1.5oC, which is 
below the biological value; while the Cardinal model gave a more close value of 
8.3oC. Tmax obtained from Ratkowsky model was similar to the theoretical value 
while Cardinal model seemed to overestimate the upper limit.  
Unlike growth rate, the duration of lag phase is not only dependent on the incubation 
environment, but also on the pre-culturing conditions (44). In this study, the inoculum 
was prepared by incubating the subculture at designated temperature (same as the 
following incubation temperature) until stationary phase. Since the pre- and post-
incubation temperatures remained stable, the influence of temperature shift on lag 
phase was negligible (74). Therefore, in this case, the lag phase was mainly affected 
by the medium type and post-incubation temperatures. However, differences still 
existed among the initial physiological states of the cells. While investigating the 
changing trend of tLAG with temperature, inconsistent conclusions could be reached 
for different medium types. Cells cultured in T-G, tLAG at 15oC were significantly 
different from others, while tLAG at all the other temperatures were identical. A similar 




pre-cultured at temperatures far from optimum temperature tend to have significantly 
longer lag phase. This can be explained by higher stress levels, cells need more time 
to overcome the energy barrier (e.g. repair cell damage) and to adapt to the new 
environment (54). For cells culturing in T-G+L, it is much more complicated, 
probably due to the addition of lactose in the medium which requires synthesis of new 
enzymes. 
While evaluating the interdependence of lag phase and temperature, the modified 
Ratkowsky model was used based on the assumption that lag time is proportional to 
generation time (73, 135, 177). This relationship was confirmed by fitting the inverse 
of the square root of lag phase to the full range Ratkowsky model. However, Tmax and 
To of E. coli K-12 estimated by modified Ratkowsky model were 70.8 and 0.54oC for 
cells grown in T-G, and 54.3 and 0.53oC for cells grown in T-G+L, which is deviated 
from the published results (26, 53). The biggest problem of this model is that it was 
built on the assumption that the cultures studied all have identical physiological 
conditions, thus lag phase is not influenced by previous history (44, 160).  
Adjustment period ta had the similar temperature tendency as tLAG. For both T-G and 
T-G+L, only at 15oC, the differences were significant, partially because at 
temperatures far from optimum temperature, more effort is needed to reinitiate 
growth. Furthermore, at low temperature, the transcriptional and translational 
activities are slower.  
Using standard deviations from the trials, it was possible to effectively describe the 
shape of the growth curve of E. coli K-12. Monte Carlo simulation allowed the 




variance among the population. If the variance is relatively small, the transition 
becomes abrupt, while larger variation within the population generates a much more 




Chapter 5 Timing of Metabolic Activities during Lag Phase 
5.1 Background 
When cells are transferred from one environment to another environment, a lag phase 
is usually observed before the actual growth is reinitiated. For example, if cells are 
transferred from peptone-based medium to lactose-containing medium, the cell 
number does not increase immediately (28). If lactose serves as the preferred carbon 
source, the expression of lac operon is turned on and specific enzymes are formed to 
metabolize lactose (28, 116).  
The complete enzyme system functions as a coordinated unit. Three critical enzymes, 
β-galactosidase, β-galactosidase permease, and thiogalactoside transacetylase 
(encoded by lacZ, lacY, and lacA, respectively) are involved (78). Figure 5.1 
illustrates the critical chemical reaction involved in lactose hydrolysis.  
 
Figure 5.1 Chemical reaction of lactose hydrolysis 
Ortho-Nitrophenyl-β-galactoside (ONPG) has structure similar to that of lactose and 
has been extensively used as substrate in β-galactosidase activity analysis (103). 
Colorless ONPG can be hydrolyzed by β-galactosidase and the production 




indicator. The β-galactosidase activity is determined by measuring color intensity at 
420 nm (115).  
 
Figure 5.2 Chemical reaction of ONPG hydrolysis 
In order to thoroughly investigate the time course of metabolic events taking place, it 
is of great importance to not only investigating post-translation level, but also at gene 
expression level. Currently, the most sensitive and widely used technique to detect 
mRNA expression is quantitative reverse transcription polymerase chain reaction 
(RT-qPCR) (81). Briefly summarizing, RNA template is converted to complementary 
DNA (cDNA) by reverse transcriptase then followed by regular PCR amplification. 
Real time detection is enabled by the use of DNA-binding dyes or sequence-specific 
primers labeled with fluorescence. While the amplification occurs, the amount of 
product DNA increases, thus the fluorescence emission increases as well. Eventually, 
the signal accumulates to a certain threshold that can be detected by the apparatus. 
The cycle number at which the signal becomes detectable is called the quantification 
cycle or Ct value. It is proportional to the initial input target quantity: Ct value 
decreases linearly with increasing template (61). Therefore, mRNA expression level 
can be estimated by Ct value and standard curve afterwards (31, 60). Compared to 
conventional end-point PCR, the amplicons are detected in real time manner, no post-
amplification handling such as agarose gel electrophoresis is needed. Furthermore, 




chamber environment. More importantly, it is much more sensitive and allows the 
detection of target in limited amounts (61).  
5.2 Study Objectives 
It was hypothesized that the lactase related activities should occur at some point 
during the lag phase, approximately at the end of adjustment period and the beginning 
of metabolic period. Therefore, the lag phase could be separated into two distinct 
components. The objective of this experiment was to use β-galactosidase and its 
encoded gene lacZ to determine the timing of the series physiological events taking 
place.  
5.3 Materials & Methods 
5.3.1 Lactase Activity 
Colorless ONPG was cleaved into galactose and yellowish ONP by lactase at 30oC 
and pH 6.5. The reaction was terminated by the addition of Na2CO3 which inactivated 
β-galactosidase by modifying the pH to 11.0. The absorbance of product was 
measured by spectrophotometry at 420 nm (4).  
Preparation of Reagents 
1) Phosphate Buffer Solution 
The phosphate buffer solution contained KH2PO4, K2HPO4, MgSO4·7H2O, and 
EDTA solution. The pH of the mixture was adjusted to 6.5. Buffer solution was 
prepared freshly before use. 




ONPG (Thermo Scientific Pierce Technology, IL) was stored at -20oC upon receipt 
and protected from moisture and light. Before use, 250.0 mg ONPG was dissolved in 
small volume with phosphate buffer solution and diluted to 100 ml. The final 
concentration was 2.5 mg/ml. The mixed solution was equilibrated for 10 min at 
30oC.  
3) Sodium Carbonate Solution  
Na2CO3 and Na2EDTA were dissolved in small volume of H2O and then diluted to 
volume. The final concentration of the solution was 1 M.  
Enzyme activity measurement  
2 ml sample and 2 ml phosphate buffer solution were mixed and equilibrated in 30oC 
water bath for exactly 5 min. 5 ml ONPG substrate was added in the tube and mixed 
thoroughly by vigorously shaking. After shaking, the mixture was incubated at 30oC 
water bath for 10 min. 2 ml Na2CO3 solution was then added to stop the reaction. The 
addition of ONPG and Na2CO3 solution was staggered at 1 min intervals to account 
for the time difference. The final products were measured for absorbance at 420 nm 
by GENESYSTM 20 Visible Spectrophotometer (Thermo Scientific, 4001/000, USA). 
To eliminate potential interference of free ONP in ONPG substrate, reactant mixture 
which the enzyme activity has been inactivated beforehand was used as a blank. Two 
trials of experiments were conducted for each temperature following exactly the same 
procedures. For each single trial, three replicates were conducted simultaneously.  
5.3.2 The lacZ mRNA Expression 
RNA isolation & purification  




Sample collection was performed as described in Chapter 4 section 4.3. Two trials of 
experiments were conducted for each temperature following exactly the same 
procedures. For each single trial, three replicates were conducted simultaneously. 
Briefly, BHI-grown E. coli K-12 cells were cultured to early stationary phase and 
then transferred to T-G+L broth. The cultures were incubated on orbital shaker 
(Corning, MA, USA) at 30 rpm under six different temperatures (15-40oC). At 
designated time point, 3 ml sample was taken and stored in two 1.5 ml centrifuge 
tubes. Cells were harvested and centrifuged at 4oC at 2,000×g for 5 min. 1 ml 
TRIzol® (Life technologies, Carlsbad, CA) was added to lyse E.coli K-12 cells. RNA 
extraction was conducted through homogenizing, phase separation (0.2 ml 
chloroform), RNA precipitation (0.5 ml isopropanol) and RNA wash (75% ethanol), 
as per manufacturer’s instructions. The RNA pellet was resuspended in RNase-free 
water and incubated in a heat block set at 55°C for 10 min.  
2) RNA purification 
Remaining DNA that might influence downstream applications was removed by 
adding 2 µl RNase-free DNase I (Life technologies, Carlsbad, CA) into 2 µg RNA 
and incubating with 2 µl 10× reaction buffer with MgCl2 and appropriate amount of 
DEPC-treated water in a total volume of 20 µl at 37oC for 30 min. DNase I activity 
was stopped by addition of 2 µl 50mM EDTA and incubated at 65oC for 10 min (49). 
RNA yield and quality was determined using NanoDrop 1000 spectrophotometer 





The cDNA synthesis was carried out using iScriptTM cDNA kit (Bio-Rad, Hercules, 
CA) following the manufacturer’s instructions. A total volume of 20 µl reaction 
mixture was used containing 4 µl of 5× iScriptTM reaction mix (using random 
primers), 1 µl iScriptTM reverse transcriptase, and 500-1000 ng RNA template. 
Appropriate amounts of ultrapure N-free water was added to adjust the volume. The 
synthesis was performed in Bio-Rad T100TM thermal cycler (Bio-Rad, Hercules, CA). 
Complete thermal cycle consists of incubating at 25oC for 5 min, synthesis at 42oC 
for 30 min followed by 85oC for 5 min to inactivate reverse transcriptase. Synthesized 
cDNA was stored at -20oC freezer until used.  
RT-qPCR 
The lacZ gene which encoding β-galactosidase was the target gene in this study. The 
housekeeping gene 16S rRNA was used as an endogenous reference to normalize the 
variance in total RNA quantity. The primer pairs used for amplification were 
synthesized by Integrated DNA Technologies with Tm (melting temperature) set to 
60oC (IDT, San Diego, CA). The primers are described in Table 5.1. 
Table 5.1 RT-qPCR primer pairs for 16S rRNA and lacZ of E. coli K-12 
Gene name Product size  Primer (5’-3’) Reference 
16S rRNA 330 bp F: GTTAATACCTTTGCTCATTGA (56) 
  R: ACCAGGGTATCTAATCCTGTT  
lacZ 264 bp F: ATGAAAGCTGGCTACAGGAAGGCC (20) 
  R: GGTTTATGCAGCAACGAGACGTCA  
 
Universal SYBR Green super mix kit (Bio-Rad, Hercules, CA) was used in qPCR 




total volume containing 5 µl of SYBR Green super mix, 1 µl of each primer (4 µM), 
2 µl 1:10 diluted cDNA, and 1 µl DEPC-treated water. To minimize the inter-assay 
variability, one PCR master mix (including all the essentials except cDNA template) 
was prepared, mixed thoroughly and distributed to each individual well. The reaction 
was performed in triplicates under following conditions by CFX96 Bio-Rad system 
(Bio-Rad, Hercules, CA): 95oC for 10 min followed by 40 cycles of denaturing at 
95oC for 5 sec, annealing and extension at 60oC for 30 sec. Fluorescence readings 
were taken after each cycle following the extension step. Melting curve analysis was 
also performed to determine the specificity of the reaction using default program: 65-
95oC, 0.5oC increments at 5 sec/step. Additional NTC (no template) and NRT (no 
reverse transcriptase) controls were run at the same time to eliminate contamination 
of reagents and remaining DNA fragments.  
5.3.3 Data Analysis 
Lactase activity 
Absorbance readings at 420 nm were recorded in Excel sheets and logarithmic 
transformation (base-10) was performed before data analyses. In addition to the 
traditional method (4, 115) which calculated lactase enzyme activity from standard 
curve, we also used a “break point” to represent time point when lactase activity was 
first detected. Reduced two-phase linear model (28) was used to fit experiment data 
and the end of “lag phase” was considered as the break point. To take into account the 
variances within replicates and trials under same temperature, data from each 
replicate was fitted separately. All the curve-fitting were conducted using USDA 




on least-square method. Estimated first time lactase production point (tβ-GAL) for each 
growth condition were summarized and were used to calculate the means and 
standard deviations. Results were compared to tLAG and ta from Chapter 4.  
The lacZ mRNA expression 
In this study, reactions with Ct values higher than 35 or N/A were defined as negative 
(no detectable) according to manufacturer’s instructions. SYBR Green is used as the 
fluorescent dye in this study for convenience and financial consideration. The biggest 
disadvantage is the non-specific binding. To confirm the specificity of amplification, 
each target gene was double checked with melting-curve analysis. A positive 
amplification should have a reasonable Ct value smaller than 35 and a single peak in 
melting curve with the right Tm. The threshold time of induction of lacZ gene was 
determined as the first time point of positive amplification result. 
5.4 Results 
5.4.1 Lactase activity  
Figure 5.3 shows an example of the curve-fitting of E. coli K-12 lactase detection at 
30oC. In the example, lactase absorbance at 420 nm of E. coli K-12 fit the two-phase 
linear model well with the RMSE (root mean square error) of 0.097. Two-phase 





Figure 5.3 Curve-fitting of Escherichia coli K-12 lactase data after shift from BHI to 
T-G+L medium at 30oC 
 
Table 5.2 lists the growth kinetics values of E. coli K-12 grown in both T-G and T-
G+L media. Adjustment time, lag time, and estimated time to first lactase production 
were reported with means and standard deviations shown. Detectable lactase activity 
was limited to T-G+L cultures, with initial detection occurring slightly after the lag 
phase. 
Table 5.2 Comparison of critical time points during lag to exponential phases after 




15 20 25 30 35 40 
T-G       
ta (h)a 5.7 ± 3.0  1.0 ± 1.3 0.9 ± 0.4 1.2 ± 0.7 1.1 ± 0.7 0.6 ± 0.3 
tLAG (h) 9.1 ± 3.4 2.4 ± 1.3 1.5 ± 0.4 1.7 ± 0.6 1.5 ± 0.7 1.0 ± 0.3 
tβ-GAL (h)b NDc ND ND ND ND ND 
T-G+L       
ta (h) 3.1 ± 3.0 1.2 ± 0.7 0.8 ± 0.6 0.8 ± 0.6 1.1 ± 0.5 0.9 ± 0.4 
tLAG (h) 6.7 ± 2.3 2.6 ± 0.7 1.6 ± 0.5 1.4 ± 0.5 1.6 ± 0.5 1.3 ± 0.3 
tβ-GAL (h) 7.6 ± 3.7 3.4 ± 1.5 1.8 ± 1.3 2.6 ± 0.3 2.5 ± 0.2 2.1 ± 0.3 
a ta: calculated adjustment time; 
b tβ-GAL: Estimated time to first lactase production; 




Figure 5.4 shows the order of events taking place at different temperatures. At all 
incubation temperatures, the estimated occurrence of lactase activity was first 
detected slightly after the completion of lag phase. At 25oC, the lag time and the 
estimated first time lactase production overlapped. The occurrence also followed the 
temperature dependency as expected: the higher incubation temperature was, the 
earlier lactase activity was detected. 
 
 
Figure 5.4 Comparison of tLAG, ta, and tβ-GAL of Escherichia coli K-12 after a 
nutritional shift from BHI to T-G+L medium at different temperatures 
 
5.4.2 The lacZ mRNA expression 
An example of amplification plot is shown in Figure 5.5. The amplification plot was 
constructed by plotting fluorescence emission data versus corresponding cycle 
number. The horizontal line represents the arbitrary threshold cycle (limit of 





Figure 5.5 Amplification plot of 16S rRNA and lacZ gene of E. coli K-12 at 15oC 
 
Table 5.3 and Figure 5.6 show the induction time point of lacZ gene of E. coli K-12 
culturing in T-G+L compared to other critical time points. For cells cultured at 15, 20, 
25, 30, and 35oC, the time course of events taking place is: ta       tlacZ       tLAG          tβ-
GAL. For cells cultured at 30oC, the first time lacZ mRNA detection was slightly after 






















Table 5.3 Comparison of lacZ induction and other growth kinetics values after 




15 20 25 30 35 40 
T-G+L       
ta (h)a 3.1 ± 3.0 1.2 ± 0.7 0.8 ± 0.6 0.8 ± 0.6 1.1 ± 0.5 0.9 ± 0.4 
tLAG (h) 6.7 ± 2.3 2.6 ± 0.7 1.6 ± 0.5 1.4 ± 0.5 1.6 ± 0.5 1.3 ± 0.3 
tβ-GAL (h)b 7.6 ± 3.7 3.4 ± 1.5 1.8 ± 1.3 2.6 ± 0.3 2.5 ± 0.2 2.1 ± 0.3 
tlacZ (h)c 4.4 ± 1.0 2.5 ± 1.3 1.3 ± 0.3 1.7 ± 1.2 1.5 ± 0.7 1.3 ± 0.8 
a ta: calculated adjustment time; 
b tβ-GAL: estimated time to first lactase production; 
c tlacZ: first time lacZ mRNA detection.  
 
 
Figure 5.6 Comparison of tLAG, ta, tβ-GAL, and tlacZ of Escherichia coli K-12 after a 
nutritional shift from BHI to T-G+L medium at different temperatures 
 
5.5 Discussion  
While cells are initially cultured in one environment and then being transferred to a 
different environment, a lag phase is induced. Although a number of studies have 
been published, most of them focused on estimating the duration of lag phase and on 




Surprisingly few works have been done to investigate possible metabolic events 
including gene expression and enzyme activity during this adaption process (104). 
This knowledge gap is partly due to the relative low concentration and metabolic 
activity of cells during this period (150). These technical difficulties were overcome 
by using high-sensitivity instrumentation and modified data analyses strategies. 
Regular analysis of lactase activity usually includes the construction of standard 
curve using ONP standard solution with known concentrations. The absorbance data 
is further calculated for corresponding enzyme activity through standard curve and 
converting equation (4, 115). Considering the extremely low enzyme activity during 
lag phase, the conventional analysis was not appropriate in this study. However, the 
main purpose of this experiment was to identify the time course of a series metabolic 
events. Therefore, it is more important to estimate the critical times when key events 
taking place rather than to quantify the effects. The same situation occurred in gene 
expression study. As indicated in Table 5.2, no lactase activity was detected in cells 
cultured in T-G broth as expected since lactase is only induced with presence of 
lactose or other allolactoses. On the contrary, for all the cells cultured in T-G+L 
broth, the existence of break points were confirmed under all six temperatures. A 
comparison was made among the adjustment time, lag time and the estimated time to 
first lactase production. At all temperatures (Figure 5.4), the estimated time to first 
lactase production consistently occurred slightly after the completion of lag phase. 
The exact mechanism has not been clearly elucidated, so it is difficult to give a 
confirmed explanation. One possible reason lies in the insensitivity of ONPG method 




mRNA study, a more likely explanation is proposed based on regulatory mechanism 
of lac operon. While cells cultured to stationary phase, the overall metabolite activity 
and physiological state are relatively low. After it being transferred to a new medium 
containing different carbon source, it seems to first live on the limited initial 
resources to synthesize transporter and other critical catabolic genes. After that, 
substrate influx increases, resulting in increased expression. When the expression 
level crosses the bottleneck, cells start to grow afterwards (150). For example, if 
lactose is added as alternative carbon source, half of the molecules are transformed 
into inducer allolactose that further binds to the lac repressor thereby initiate 
expression of lac operon and produce lacZYA mRNA (82, 173). During the first part 
of lag period (ta), it seems that the promotor of lac operon was not activated or was 
activated in an extremely low level, instead, cells repaired previous cell damage (47) 
and generated enough activation energy for catalytic hydrolysis (92). Similar result 
was reported by Madar et al. (104) that only a few promoters was measurably active 
during adjustment period and lacZ was not one of them. After the transcription to 
messenger RNA, translation of corresponding protein follows (85). However, we 
observed a considerable time span between these two events. This result is 
controversial with previously published study which demonstrated an almost 
immediate induction of lacZ expression and lactase activity (8). Considering that they 
were using Salmonella instead of E. coli, it is not appropriate to make analogous 
conclusion in our study, not to say they use exponentially-grown cells with high 




RT-qPCR was performed to detect the lacZ mRNA expression of E. coli K-12 during 
lag and early exponential phase. Normally, the results of qPCR is further analyzed 
and mRNA level is quantified through either absolute or relative method (127). 
Briefly, for absolute quantification, a standard curve is constructed beforehand using 
a template with known concentration; for relative quantification, the target gene is 
normalized to a reference gene first and then described as an increase or decrease 
relative to the calibrator (100, 131). In this study, an attempt was made to quantify the 
lacZ mRNA expression levels and to compare the fold change at different sampling 
points. However, we failed to provide accurate estimates due to several reasons: 
1) Unequal efficiency of the PCR reaction. 
While performing relative quantification, the most widely used method is the delta-
delta Ct method proposed by Livak in 2001 (100). The prerequisite of using this 
method is that the amplification efficiency for both target and reference genes should 
be close to 100% and within 5% to each other (63). However, this assumption cannot 
be fulfilled in this study due to the extremely low abundance of lacZ mRNA 
expression during lag phase.  
2) Too many undetermined or absent Ct values. 
Missing data include undetermined value that expressed under the limit of detection 
or absent value when no reaction takes place (63). The handling of N/A values is of 
great importance since it may arise statistical bias. Currently, three methods are 
commonly used to deal with the N/A data. First and also the simplest way is, if 
enough replicates are available, the missing data can be excluded as an outlier. 




non-detectable. The second method is to assign the maximum cycle number (40 in 
Bio-Rad) to substitute the missing data. Recent study showed that it might produce a 
deviation in the sample mean due to outlier creation (127). And also this is only valid 
on the assumption that the target gene can be detected if more cycles are performed. 
Thirdly, the missing value can be imputed according to other existing data, which, 
again, may lead to inflated results (108). 
3) Inappropriate reference gene. 
Reference gene is often used as an internal control to compensate for variability in the 
amount of input template, as well as the difference in efficiency of RNA extraction 
and reverse transcription (49). The reference gene should remain a constant level 
under most conditions and is not influenced by different treatments. One of the most 
commonly used reference gene is 16S rRNA (20, 71, 72). In this study, 16S rRNA 
was chosen as the reference gene and its quantity was relatively steady during both 
lag and stationary phases. However, the lacZ mRNA level was extremely low during 
the lag phase, the corresponding Ct value was around 28-35, which is much larger 
compared to 16S rRNA. This results in large delta Ct value and therefore meaningless 
2-delta-delta Ct in data analysis. Therefore, 16S rRNA might not be a perfect reference 
gene while investigating a target gene with relative low expression level.  
Because of all the reasons mentioned above, a qualitative result showing whether the 
lacZ mRNA was present or absent at specific time point is presented. Rather than 
quantifying and comparing the expression level, the focus was addressed on the first 
time point when the signal was detectable. The amplification of reference gene was 




To improve the reliability and accuracy of this experiment, we recommend the use of 
probe-based method such as TaqMan probes instead of SYBR Green to achieve 
increased specificity and sensitivity (127). Moreover, new primers need to be 
designed with product size shorter than 200 bp for the sake of higher efficiency. 
There is a potential that alternative gene other than 16S rRNA might be more suitable 






Chapter 6: Transition from Exponential Phase to Stationary 
Phase 
6.1 Background 
Bacterial growth is influenced by an array of environmental conditions. One of the 
chief factors is oxygen concentration. Escherichia coli K-12 is classified as 
facultative anaerobe that can survive with or without the presence of oxygen, with 
appropriate amounts of oxygen being preferable. Bacterial growth rate depends 
largely on the amount of dissolved oxygen available (35). Usually a typical growth 
study is carried out in liquid broth with limiting soluble oxygen. Agitation during 
culturing can substantially enhance aeration and nutrient diffusion, and has been 
confirmed to have a significant impact on bacterial growth kinetics (38). One 
hypothesis is with accelerated agitation rates, the transition period of exponential to 
stationary phase is more abrupt compared to mild or non-agitation.   
When studying the transition period from exponential to stationary phase, another 
critical factor to be considered is the inoculum size. A number of studies have 
reported that as the inoculum size decreases, both the mean lag phase duration and the 
corresponding variation increase (11, 14, 90, 164). However, this finding was based 
on liquid culture and the difference was only significant when the inoculum size was 
relatively small. The effect of inoculum size on late exponential and early stationary 
phase in solid matrices has not been finely investigated. By adding appropriate 
amount of agar into the culturing broth, the newly-formed solid matrices restricts the 




Since the nutrient diffusion distance varies, it is assumed that the transition period will 
be more abrupt while the inoculum size is higher compared to the one with lower 
inoculum size. 
During stationary phase, considerable changes take place in cells metabolic systems 
(88, 153). One critical protein involved in this process is RpoS. RpoS is a central 
regulator that affects the expression of a large number of genes in response to multiple 
stimulus in environment such as nutrient depletion, heat shock, acid stress, etc. (101). 
It is assumed that the gene encoding RpoS, which called rpoS, is being transcribed in 
late exponential and early stationary phase. Thus, it can be used as a specific indicator 
that independently verifies the transition from exponential to stationary phase.  
6.2 Study Objectives 
The major objective of this experiment was to test the hypothesis that the transition 
from exponential to stationary phase is primarily associated with spatial nutrient 
depletion where growth rates are increasingly dependent upon nutrient diffusion rates. 
The specific objectives were: 
1) To investigate the influence of agitation rate on the shape of growth curve; 
2) To study the influence of inoculum size on the transition period of 
exponential/stationary phase in solid matrices; 
3) To test if rpoS gene could be used as an indicator of the onset of stationary 




6.3 Materials & Methods 
6.3.1 Agitation Rate 
In this experiment, E. coli K-12 cells were grown in BHI broth to early stationary 
phase and transferred to two liquid media: tryptic soy broth without dextrose (T-G) 
and tryptic soy broth without dextrose supplemented with 0.5% w/v lactose (T-G+L). 
Cells were cultured with different agitation rates (0 rpm, 10 rpm, and 30 rpm) at 15, 
25, and 35oC until early stationary phase. Samples were taken at designated time 
intervals and growth was measured by viable count method. The flow chart of this 
experiment is shown in Figure 6.1. 
 
Figure 6.1 Flow diagram of sampling plan of E. coli K-12 cultured at different 





Preparation of Inoculum 
Preparation of inoculum was performed as described in Chapter 4 section 4.3.1. 
Briefly, a single colony was picked from the stock plate and revived in BHI broth. 
After 24 h incubation at 37oC, E. coli K-12 cells were sub-cultured again in a second 
BHI broth and pre-adapted at the temperature into which the cells would be 
transferred. 
Inoculation 
Two media broths were used in this experiment: tryptic soy broth without dextrose 
(TSB-G) and TSB broth without dextrose supplemented with 0.5% w/v lactose (TSB-
G+L). Both media were prepared and autoclaved at 121oC for 15 min and then 
distributed to a set of three sterile 250 ml Erlenmeyer flasks each containing 100 ml 
broth. 100 µl of the starter culture was transferred to each flask, and randomly 
distributed by gently mixing.  
Incubation 
The inoculated cultures were incubated at 15oC, 25oC, and 35oC (±0.5oC) at different 
agitation rates, 0 rpm, 10 rpm, and 30 rpm, on a low speed orbital shaker (Corning, 
MA, USA) for designated time periods.  
Sampling 
Immediately after inoculation, 1 ml of the culture from each flask was saved as the 0 
h sample. Samples were taken at specified time intervals, with extensive sampling 
during the transition of exponential/stationary phase and a few points during the lag 
and exponential phases. The sampling times were determined by incubation 





Viable count method was used to determine cell levels in the samples. Serial dilutions 
were obtained using 0.1% peptone water as described in Chapter 4 section 4.3.3. 
After serial dilution, a small volume (50 µl) of both 10-3 and 10-5 dilutions were 
plated onto pre-hardened tryptic soy agar plates (TSA) using Eddy Jet 2 Spiral Plater 
(Neutec Group. Inc, Farmingdale, NY). All the plates were cultured inverted in 35oC 
incubator for 24 h. Enumeration was conducted using Flash & Go automatic plate 
counter (Neutec Group. Inc, Farmingdale, NY). Both dilutions (10-3 and 10-5) were 
checked for reliability and appropriate data were chosen for growth study. All the 
results were recorded in Excel sheets and logarithmic transformation (in natural base) 
was performed.  
Repeated Trials 
At least two trials of the experiments were conducted for each temperature × agitation 
rate condition following exactly the same procedures. For each single trial, three 
replicates were conducted simultaneously.  
Curve-fitting and Data Analysis 
Microbial counts from viable count method were transformed in natural logarithm (ln 
CFU/ml) and were used in model fitting. To take into account the variability within 
replicates and trials under same culturing condition, data from each replicate was 
fitted separately by primary model.  
Re-parameterized Gompertz model (176) was used to describe growth curves and to 
estimate critical growth kinetics. The model is described in Eq.13:  




Where: yo is the initial population density (ln CFU/ml); C is the total increase of 
population density when cells achieve stationary phase (ln CFU/ml); μm is the 
maximum growth rate [ln (CFU/ml)·h-1]; and λ is the lag phase duration (h).  
All the curve-fitting of primary models were conducted using USDA Integrated 
Pathogen Modeling Program 2013 (IPMP, USDA, Wyndmoor, PA) based on least-
square method. Growth kinetics generated from curve-fitting of primary model for 
each growth condition were summarized and were used to determine other parameters 
(B and M) by re-arranging Eq.10 and Eq.12: 
                                                                                                                      (10) 
                                                                                                                 (12) 
Where: C equals to the net increase of population density (ymax - yo); B is the relative 
growth rate [ln (CFU/ml)·h-1]; and M represents the time when it reaches the 
maximum growth rate (h).  
The abruptness of transition from exponential to stationary phase was estimated by 
the time interval (∆t) between the end of exponential phase (tEXP) and the beginning 
of stationary phase (tSTAT). The time points were obtained by calculating the first and 






Figure 6.2 First, second, and third derivatives of Gompertz function. (Black: original 




In the second derivative plot (green), the minimum point represents the end of 
exponential phase (tEXP). The value of tEXP was further calculated by setting the third 
derivative equals to zero. As time elapse, the second derivative curve infinitely 
approaches zero. In this study, for calculation convenience, the beginning of 
stationary phase (tSTAT) was defined as the time point when the third derivative 
reached 0.00001. The first, second, and third derivatives are described in Eq.21: 
 
                                                
 




Where: C equals to the net increase of population density (ymax - yo); B is the relative 
growth rate [ln (CFU/ml)·h-1]; and M represents the time when it reaches the 
maximum growth rate (h).  
Analysis of Variance (ANOVA) was performed for ∆t to determine the effect of 
different growth conditions (agitation rate and culturing media). Tukey’s HSD test 
and student’s t test were used to compare the difference of abruptness (∆t) under 
different growth conditions. A P - value ≤ 0.05 was considered to be statistically 
significant. All the statistical analyses were performed in JMP® Pro 10 (SAS 
Institute, Cary, NC). 
6.3.2 Inoculum Size 
Starter Culture Preparation  
Escherichia coli K-12 (ATCC 23716) was kept as described in Chapter 4 section 
4.3.1. A single colony from the plate was then picked and sub-cultured twice in sterile 
BHI broth at 37oC for 24 h. Early stationary phase cells at level of 108 - 109 CFU/ml 
were yielded. Serial dilutions were then made to obtain the desired initial inoculum 
density. A total of five inoculum sizes were prepared and examined: 102, 103, 104, 
105, and 106 CFU/ml. 
Inoculation and Incubation 
A 2% (w/v) agar was added to both media broth T-G and T-G+L to create the solid 
system. After being autoclaved at 121oC for 15 min, the broth was kept liquid under 
50oC. Appropriate amount of the prepared inoculum were transferred and mixed 
thoroughly. A total of 60 petri dishes were used and filled with the modified media 




another 5 ml gel on top of the solidified plates to prevent surface growth. All the 
plates were incubated at 35oC incubator.  
Sampling 
After inoculation, one set of plates (6 plates each sampling time) was immediately 
sampled to provide the 0-h sample. After the first sampling, at specified time 
intervals, a set of plates was taken out of the incubator and processed until early 
stationary phase. The whole content in each plate was transferred into a Whirl-Pak® 
filter bag (NASCO, Fort Atkinson, WI). 180 ml 0.1% peptone water was added in 
each bag and stomached in stomacher (Seward, Stomacher 400 circulator, U.K.) for 2 
minutes at 250 pulses per min at room temperature. This served as 10-1 dilution. 10-3 
and 10-5 dilutions were further obtained by transferring 0.1 ml of the previous 
dilutions into new 9.9 ml 0.1% PW blanks. After serial dilution, 50 µl of the 10-3 and 
10-5 dilutions were plated onto pre-hardened TSA plates using Eddy Jet 2 Spiral 
Plater (Neutec Group. Inc, Farmingdale, NY). All TSA plates were cultured inverted 
in 35oC incubator for 24 h. Enumeration was conducted using Flash & Go automatic 
plate counter (Neutec Group. Inc, Farmingdale, NY). Both dilutions (10-3 and 10-5) 
were checked for reliability and appropriate data were chosen for growth study. All 
the results were recorded in Excel sheets and logarithmic transformation (in natural 
base) was performed.  
Repeated Trials 
At least two trials of experiments were conducted for each inoculum size following 





Curve-fitting and Data Analysis 
Microbial counts from viable count method were transformed in natural logarithm (ln 
CFU/ml) and were used in model fitting. To take into account the variability within 
replicates and trials under same culturing condition, data from each replicate was 
fitted separately by primary model.  
Modified logistic model without lag phase (52) was used to describe growth curves 
and to estimate critical growth kinetics. The model is described in Eq.22:  
                                           (22) 
Where: yo and ymax are the initial and maximum population density, respectively (ln 
CFU/ml); µmax is the maximum growth rate [ln (CFU/ml)·h-1]; and t is time (h).  
All the curve-fitting of primary models were conducted using USDA Integrated 
Pathogen Modeling Program 2013 (IPMP, USDA, Wyndmoor, PA) based on least-
square method. Growth kinetics generated from curve-fitting of primary model for 
each growth condition were summarized and were used to determine the transition 
abruptness. 
The abruptness of transition from exponential to stationary phase was estimated by 
the time interval (∆t) between the end of exponential phase (tEXP) and the beginning 
of stationary phase (tSTAT). The time points were obtained by calculating the first, 





Figure 6.3 First, second, and third derivatives of modified logistic function. (Black: 
reduced logistic function; red: first derivative; green: second derivative; blue: third 
derivative) 
 
In the first derivative plot (red), during the transition, the curve infinitely approaches 
zero. In this study, for calculation convenience, the beginning of stationary phase 
(tSTAT) was defined as the time point when the first derivative reached 0.01. In the 
second derivative plot (green), the minimum point (tINF) represents the inflection 
point of the first derivative curve and it sits in the middle of the whole transition. The 
difference between tSTAT and tINF equals to ½ ∆t. The value of tINF was further 
calculated by setting the third derivative equals to zero. The first, second, and third 
derivatives are described in Eq.23: 
 





                                                              (23) 
The end of exponential phase (tEXP) was then determined by re-arranging Eq.24 and 
solving for tEXP:  
                                                                    (24) 
Analysis of Variance (ANOVA) was performed for ∆t to determine the effect of 
different inoculum sizes. Tukey’s HSD test and student’s t test were used to compare 
the difference of abruptness (∆t) under different inoculum sizes. A P - value ≤ 0.05 
was considered to be statistically significant. All the statistical analyses were 
performed in JMP® Pro 10 (SAS Institute, Cary, NC). 
6.3.3 The rpoS mRNA Expression  
RNA isolation & purification  
1) RNA isolation 
Sample collecting was performed as described in section 6.3.2. Two trials of 
experiments were conducted for each inoculum size following exactly the same 
procedures. For each single trial, three replicates were conducted simultaneously. 
Briefly, BHI-grown E. coli K-12 cells were cultured to early stationary phase and 
then diluted to obtain the desired inoculum sizes (102, 104, and 106 CFU/ml). The 
prepared inoculum were transferred to 2% (w/v) agar system (T-G+L), solidified, and 
then overlaid with additional top agar to prevent surface growth. The cultures were 
incubated at 35oC incubator and sampled for designated time period until early 
stationary phase. A 3-ml aliquot of the 10-1 dilution was divided between two 1.5 ml 




ml TRIzol® (Life technologies, Carlsbad, CA) was added to lyse E.coli K-12 cells. 
RNA extraction was conducted through homogenizing, phase separation (0.2 ml 
chloroform), RNA precipitation (0.5 ml isopropanol) and RNA wash (75% ethanol), 
as per manufacturer’s instructions. RNA pellet was resuspended in RNase-free water 
and incubated in a heat block set at 55°C for 10 min.  
2) RNA purification 
Remaining DNA that might influence downstream applications was removed by 
adding 2 µl RNase-free DNase I (Life technologies, Carlsbad, CA) into 2 µg RNA 
and incubating with 2 µl 10× reaction buffer with MgCl2 and appropriate amount of 
DEPC-treated water in a total volume of 20 µl at 37oC for 30 min. DNase I activity 
was stopped by addition of 2 µl 50mM EDTA and incubated at 65oC for 10 min (49). 
RNA yield and quality was determined using NanoDrop 1000 spectrophotometer 
(Thermo Fisher Scientific, Wilmington, DE) based on A260/A280 ratio (1.8 ~ 2.0).  
cDNA synthesis 
The cDNA synthesis was carried out using iScriptTM cDNA kit (Bio-Rad, Hercules, 
CA) following the manufacturer’s instructions. A total volume of 20 µl reaction 
mixture was used containing 4 µl of 5× iScriptTM reaction mix (using random 
primers), 1 µl iScriptTM reverse transcriptase, and 500-1000 ng RNA template. 
Appropriate amount of ultrapure N-free water was added to adjust the volume. The 
synthesis was performed in Bio-Rad T100TM thermal cycler (Bio-Rad, Hercules, CA). 
Complete thermal cycle consists of incubating at 25oC for 5 min, synthesis at 42oC 
for 30 min followed by 85oC for 5 min to inactivate reverse transcriptase. Synthesized 





The rpoS gene which encoding RpoS was the target gene in this study. The 
“housekeeping gene” 16S rRNA was used as endogenous reference to normalize the 
variance in total RNA quantity. The primer pairs used for amplification were 
synthesized by Integrated DNA Technologies with Tm (melting temperature) set to 
60oC (IDT, San Diego, CA). The primers are described in Table 6.1. 
           Table 6.1 RT-qPCR primer pairs for 16S rRNA and rpoS of E. coli K-12 
Gene name Primer (5’-3’) Reference 
16S rRNA F: GTTAATACCTTTGCTCATTGA (56) 
 R: ACCAGGGTATCTAATCCTGTT  
rpoS F: GCAGAGCATCGTCAAATGGCTGTT (77) 
 R: ATCTTCCAGTGTTGCCGCTTCGTA  
 
Universal SYBR Green super mix kit (Bio-Rad, Hercules, CA) was used in qPCR 
according to manufacturer’s protocol. Briefly, the reaction was carried out in 10 µl of 
total volume containing 5 µl of SYBR Green super mix, 1 µl of each primer (4 µM), 
2 µl 1:10 diluted cDNA, and 1 µl DEPC-treated water. To minimize the inter-assay 
variability, one PCR master mix (including all the essentials except cDNA template) 
was prepared, mixed thoroughly and distributed to each individual well. The reaction 
was performed in triplicates under following conditions by CFX96 Bio-Rad system 
(Bio-Rad, Hercules, CA): 95oC for 10 min followed by 40 cycles of denaturing at 
95oC for 5 sec, annealing and extension at 60oC for 30 sec. Fluorescence readings 
were taken after each cycle following the extension step. Melting curve analysis was 




95oC, 0.5oC increments at 5 sec/step. Additional NTC (no template) and NRT (no 
reverse transcriptase) controls were run at the same time to eliminate contamination 
of reagents and remaining DNA fragments.  
Data Analysis 
In this study, reactions with Ct values higher than 35 or N/A were defined as negative 
(no detectable) according to manufacturer’s instructions. SYBR Green is used as the 
fluorescent dye in this study for convenience and financial considerations. The 
biggest disadvantage of this decision was non-specificity binding. To confirm the 
specificity of amplification, each target gene was double checked with melting-curve 
analysis. A positive amplification should have a reasonable Ct value smaller than 35 
and a single peak in melting curve with the right Tm. The threshold time of induction 
of rpoS gene was determined as the first time point of positive amplification result. 
6.4 Results 
6.4.1 Agitation Rate 
Curve-fitting 
Figure 6.4 shows the growth curve of E. coli K-12 cultured at 25oC, 10 rpm as an 
example. Escherichia coli K-12 grown on T-G medium fit the Gompertz model well 






Figure 6.4 Growth of Escherichia coli K-12 at 25oC, 10 rpm in T-G medium. Points 
represent experimental data and the line corresponds to the fit of Gompertz growth 




Table 6.2 summarizes the means and standard deviations of the end of exponential 





















Table 6.2 Parameters of growth curve transitions of Escherichia coli K-12 grown in 







 T-G T-G+L 
 tEXP tSTAT ∆t tEXP tSTAT ∆t 
15-0 rpm  32.8 ± 4.6a 85.4 ± 12.0 52.6 ± 7.6 38.1 ± 4.7 99.7 ± 11.9 61.5 ± 7.4 
15-10 rpm 24.7 ± 0.9 64.1 ± 2.5 39.4 ± 2.9 28.3 ± 1.2 83.1 ± 5.5 54.8 ± 4.3 
15-30 rpm 26.9 ± 1.3 74.0 ± 8.7 47.1 ± 8.0 30.9 ± 1.8 86.5 ± 5.4 55.6 ± 3.8 
25-0 rpm 10.1 ±0.7 44.9 ± 8.0 34.9 ± 7.3 12.0 ± 1.7 50.8 ± 9.4 38.8 ± 7.6 
25-10 rpm 9.4 ± 0.1 35.1 ± 3.7 25.7 ± 3.6 10.2 ±  0.2 41.7 ± 3.4 31.5 ± 3.5 
25-30 rpm 9.4 ± 0.1 22.5 ± 1.2 13.1 ± 1.2 10.2 ± 0.2 33.0 ± 2.9 22.8 ± 3.0 
35-0 rpm 3.5 ± 0.3 14.9 ± 2.0 11.3 ± 1.8 4.0 ± 0.1 18.1 ± 3.4 14.0 ± 3.3 
35-10 rpm 4.4 ± 0.4  20.1 ± 2.3 15.7 ± 2.1 4.6 ± 0.2 19.7 ± 3.2 15.1 ± 3.1 
35-30 rpm 3.9 ± 0.2 15.5 ± 3.0 11.5 ± 2.9 4.4 ± 0.3 21.3 ± 1.7 16.9 ± 1.4 
a Mean ± standard deviation 
 
 
Comparison of transition abruptness under different conditions 
The results of the ANOVA indicated that agitation rate, temperature, and medium 
type all had significant influences on transition abruptness, with P value less than 
0.0001 (Table. 6.3). The interactions between agitation rate and temperature, and 
between medium type and temperature both affected the transition abruptness with a 
P value less than 0.0001 and 0.0037, respectively. However, neither the interactions 
between agitation rate and medium type nor the interactions among all the three 
variables had significant effects on the transition abruptness. (P = 0.5828, P = 0.2774, 
respectively). Since the interactions also played a role, the transition abruptness under 




Table 6.3 Effects of agitation rate, temperature and medium type on the transition of 
Escherichia coli K-12 growth curve.  
Source DF Sum of squares F ratio Prob > F 
Agitation Rate (R) 2 829.771 18.3073 <.0001 
Medium (M) 1 822.023 36.2728 <.0001 
Temperature (T) 2 22080.15 487.1571 <.0001 
R × M 2 24.675 0.5444 0.5828 
R × T 4 1100.123 12.1361 <.0001 
M × T 2 276.581 6.1022 0.0037 
R × M × T 4 118.275 1.3048 0.2774 
 
 
Transition abruptness as a function of agitation rate 
The results from Tukey’s test showed that for E. coli K-12 grown in T-G broth at 
15oC, no significant differences in ∆t were observed among three agitation rates. For 
cells cultured at 25oC, the transition was significantly more abrupt at 30 rpm, while 
with cells cultured at 35oC, the transition was significantly more gradual at 10 rpm. 
For E. coli K-12 grown in T-G+L broth, significant differences in ∆t only existed at 




Figure 6.5 Comparison of transition abruptness (∆t) at different agitation rates. 




Transition abruptness as a function of medium type 
The results from Student’s t test shows that for E. coli K-12 grown at 15oC, the 
transitions for cells cultured in T-G were more abrupt than that in T-G+L, but only at 
10 rpm, was the difference statistically significant. Similar conclusions were derived 
for cells cultured at 25oC and 35oC: significant differences were only observed at 30 
rpm while at both 0 and 10 rpm, transitions in T-G were slightly more abrupt than 





Figure 6.6 Comparison of transition abruptness (∆t) at different medium type. Data 
sets with * mark were significantly different (P ≤ 0.05). (A: cells cultured at 15oC; B: 




Transition abruptness as a function of temperature 
Results from Tukey’s test shows that for E. coli K-12 grown in both T-G and T-G+L 
medium, at same agitation rate, the transition was significantly more abrupt at higher 





Figure 6.7 Comparison of transition abruptness (∆t) at different temperatures. Means 
have different letters are significantly different. (P ≤ 0.05) 
 
6.4.2 Inoculum Size 
Curve-fitting 
Figure 6.8 shows the growth curve of E. coli K-12 cultured in T-G+L agar with an 
inoculum size of 102 CFU/ml as an example. From the figure, E. coli K-12 grown on 
T-G+L agar fit the modified logistic model (without lag phase) well with the RMSE 





Figure 6.8 Growth of Escherichia coli K-12 in T-G+L agar with inoculum size of 102 
CFU/ml. Points represent experimental data and the line corresponds to the fit of 
modified logistic growth model using IPMP. 
 
Abruptness estimation 
Table 6.4 summarizes the results of the end of exponential phase (tEXP), the 
beginning of stationary phase (tSTAT), and transition abruptness (∆t). 
 
Table 6.4 Parameters of growth curve transitions of Escherichia coli K-12 grown in 




 T-G T-G+L 
 tEXP tSTAT ∆t tEXP tSTAT ∆t 
102 9.6 ± 2.1a 18.0 ± 3.3 8.4 ± 1.2 9.8 ± 2.0 18.2 ± 3.2 8.4 ± 1.3 
103 8.7 ± 0.8 16.9 ± 1.5 8.2 ± 0.8 5.6 ± 2.9 11.7 ± 4.7 6.1 ± 1.8 
104 4.6 ± 1.3 12.4 ± 1.7 7.8 ± 0.5 4.7 ± 1.2 11.7 ± 1.8 7.0 ± 0.9 
105 3.0 ±0.7 10.4 ± 1.6 7.4 ± 0.9 3.5 ± 0.5 11.2 ± 0.8 7.7 ± 0.5 
106 1.2 ± 0.4 8.1 ± 1.1 6.9 ± 0.9 1.8 ± 1.1 9.6 ± 2.0 7.8 ± 1.2 





Comparison of transition abruptness at different inoculum sizes 
The results of the ANOVA indicated that inoculum size and the interaction between 
inoculum size and medium type both significantly influenced the abruptness of the 
exponential to stationary phase transition (P = 0.0075, P = 0.0162, respectively) 
(Table 6.5). No significant differences in transition abruptness were observed when 
medium type was evaluated as the sole factor (P = 0.1801). Since the interactions also 
played a role, the transition abruptness under different conditions were evaluated 
separately. 
Table 6.5 Effects of inoculum size and medium type on the exponential/stationary 
transition of Escherichia coli K-12 growth curve.  
Source DF Sum of squares F ratio Prob > F 
Inoculum size 4 16.72131 3.7408 0.0075 
Medium 1 2.041405 1.8268 0.1801 
Inoculum size × 
Medium 




Figure 6.9 The effect of inoculum size on the transition of exponential/stationary 
phase for Escherichia coli K-12 cells cultured in both T-G and T-G+L agar (each 




When tEXP, tSTAT, and transition abruptness (∆t) were plotted against inoculum size, it 
can be observed that for cells cultured in T-G agar, while the inoculum size increases, 
all the three parameters decrease; for cells cultured in T-G+L agar, both tEXP and tSTAT 
decrease with inoculum size increase, only slight differences were observed among ∆t 
at 103, 104, 105, and 106 CFU/ml (Figure 6.9).  
The results from Tukey’s test shows that for E. coli K-12 grown in T-G agar, ∆t with 
the inoculum size of 102 CFU/ml was significantly longer than ∆t at 106 CFU/ml (P = 
0.0371), while no significant differences were observed among ∆t at other inoculum 
sizes; for E. coli K-12 grown in T-G+L agar, ∆t was significant longer at 102 CFU/ml 
than at 103 and 104 CFU/ml; ∆t at 103 CFU/ml was significantly shorter than that at 
106 CFU/ml, and was same as 104 and 105 CFU/ml; ∆t at 104, 105, and 106 CFU/ml 
were not significantly different (Figure 6.10).  
 
Figure 6.10 Comparison of transition abruptness from exponential to stationary phase 
of Escherichia coli K-12 cells cultured in both T-G and T-G+L agar at different 
inoculum sizes. Means have different letters are significantly different. (P ≤ 0.05) 
 
The results from student’s t test indicated that no significant differences existed 




except for 104 CFU/ml. For 104 CFU/ml, cells cultured in T-G+L displayed a more 
abrupt transition during exponential to stationary phase (P = 0.0114) (Figure 6.11). 
 
 
Figure 6.11 Comparison of transition abruptness of Escherichia coli K-12 cultured in 
both T-G and T-G+L medium. Data sets with * mark were significantly different (P ≤ 
0.05). 
 
6.4.3 The rpoS mRNA expression 
Table 6.6 and Figure 6.12 show the induction time point of rpoS gene of E. coli K-
12 cultured in T-G+L agar compared to other critical time points. For all the 
inoculum sizes, the time course of events taking place is: tEXP       trpoS       tSTAT. The 















Table 6.6 Comparison of rpoS induction and critical transition points of E. coli K-12 cultured 
in T-G+L.  
Inoculum size  
(log CFU/ml) 
2 4 6 
T-G+L    
tEXP (h)a 9.8 ± 2.0d 4.7 ± 1.2 1.8 ± 1.1 
tSTAT (h)b 18.2 ± 3.2 11.7 ± 1.8 9.6 ± 2.0 
trpoS  (h)c 11.0 ± 4.6 5.0 ± 1.0 4.5 ± 0.6 
a tEXP: estimate of the end of exponential phase; 
b tSTAT: estimate of the beginning of stationary phase; 
c trpoS: first time rpoS  mRNA detection; 




Figure 6.12 Comparison of tEXP, tSTAT, and trpoS of Escherichia coli K-12 cultured in 
T-G+L agar at different inoculum sizes (each point represents the mean of replicates 
with standard error shown). 
 
6.5 Discussion 
While calculating the abruptness (∆t) of exponential/stationary transition, it is 
important to bear in mind that the time will differ depending on what criterion is used 




(89). In the study of agitation rate, modified Gompertz function was chosen to fit all 
the growth data since it is more convenient to use Gompertz model to calculate the 
first, second and third derivatives than using other models such as Baranyi model. 
tEXP was defined as the minimum point of the second derivative. The definition of 
tSTAT was relatively more implicit since the function is continuous and is approaching 
the maximum value infinitely. For calculation convenience, we defined tSTAT as the 
time point when third derivative reached 0.00001. This is reasonable considering that 
many cell functions still continue during stationary phase such as energy metabolism 
and biosynthetic process (125). 
While comparing the transition abruptness at different agitation rates, it didn’t follow 
a consistent pattern under different culturing conditions. For example, in Figure 6.5, 
cells cultured in T-G broth at 15oC, agitation rate didn’t significantly influence the 
transition abruptness. At 25oC, with higher agitation rate, the transition was more 
abrupt. However, the difference was only statistically significant between the highest 
rate (30 rpm) and the lowest rate (0 rpm). Further, at 35oC, the middle agitation rate 
(10 rpm), the transition to stationary phase was slightly more gradual than others. For 
cells cultured in T-G+L broth, impact of agitation rate only occurred at 25oC. Similar 
to cells cultured in T-G, the difference was only statistically significant between the 
highest rate (30 rpm) and the lowest rate (0 rpm). It was therefore concluded that the 
effect of agitation rate on exponential/stationary transition abruptness in broth culture 
was not evident. One of the possible reasons is due to the motility characteristic of E. 
coli K-12 cells which might attenuate the impact of nutrient diffusion. An alternative 




effectively show the actual difference. This is highly possible since another study 
reported that no significant differences of cell growth were found between hypoxic 
and anoxic conditions (123).  
Another critical factor that may influence the transition abruptness is the composition 
of medium. Two media broth: T-G and T-G+L were used in this study. While 
investigating the possible impact of medium type, it was found that at all temperature 
and agitation rate combinations, the transition was consistently more abrupt in T-G 
broth than in T-G+L broth, although under most circumstances, the differences were 
not statistically different (Figure 6.6). The underlying mechanism can be ascribed to 
the dropping pH during growth with the addition of lactose. When oxygen is limited, 
the cells switched to fermentative metabolism and produced lactic acid which 
lowered the pH. Both the critical enzyme activities and transportation of essential 
nutrients slowed down because of the lower pH, therefore results in a more gradual 
transition to stationary phase.  
A third factor that was investigated is incubation temperature. From Figure 6.7, it 
was concluded that at same agitation rate, the transition of exponential/stationary 
phase was significantly more abrupt at higher temperatures. This can be explained by 
the fact that with increasing temperature, both chemical and enzymatic activities of 
cells precede much faster, resulting more rapid growth.  
A number of studies have reported the effect of inoculum size on bacterial growth 
kinetics (11, 14, 90, 164). However, they all focused on the lag and exponential 
phases. To our knowledge, the effect of inoculum size on late exponential and early 




predictive models were constructed based on liquid broth. These models are routinely 
employed to describe the bacterial behavior in structured and solid food systems 
(124). Since the structure also played an important role in microbial growth (23), 
growth model taking account of diffusion and interaction within solid matrices is 
clearly desirable.  
While designing this experiment, the first problem encountered was the type and 
concentration of solidifying reagent. Technical agar was selected as the most suitable 
hardening agent with a compromise between gelling and melting point and the 
maximum temperature that E. coli cells can survive (124). 2% (w/v) agar was added 
in the broth to create appropriate rigidity that allows diffusion taking place. Studies 
also reported considerable discrepancies of growth between surface-grown and 
submerged-grown cells (124), possibly due to oxygen concentration gradients. 
However, it was also suggested that among submerged-grown cells, the growth was 
independent of location or depth (123). Therefore, additional 5 ml of agar was added 
to solidified media in order to prevent surface growth and to eliminate undesirable 
interventions.  
In structured system, solid matrix restricts the movement of E. coli K-12 cells, and 
forced them to form micro-colonies instead (106). Moreover, within and between 
these micro-colonies, gradient is caused by the diffusion of nutrient toward and 
diffusion of metabolites out of the colonies (23). Thus the transport distance might 
play a critical role in microbial growth in solid system. It was hypothesized that the 
higher inoculum size would display a more abrupt transition of exponential to 




Reduced logistic model (no lag) was used to fit all the experimental data generated in 
the study of inoculum size. This model was selected to avoid false negative lag when 
using other full growth models. Since our research focused on the transition from late 
exponential to early stationary phase, this reduced model is suitable to describe E. 
coli K-12 growth.  
Plotting critical time points (tEXP, tSTAT, and ∆t) against inoculum size (Figure 6.9), a 
general trend was observed that with higher inoculum sizes, the exponential phase 
ended earlier and it also entered stationary phase earlier. While comparing the effect 
of inoculum size on transition abruptness (∆t), different conclusions were derived for 
T-G and T-G+L media agar (Figure 6.10). For cells cultured in T-G agar, the 
transition was consistently more abrupt in higher inoculum size, although most of the 
differences were not statistically significant. For cells cultured in T-G+L agar, it was 
much more complicated: the pattern was not clear. One assumption was that while 
additional lactose was added in the agar, the metabolism produces lactic acid. The 
depression of pH and accumulation of other metabolic waste modified culturing 
environment together (116). Hence, nutrient diffusion was not the sole factor that may 
influence the transition abruptness. 
It was also noticed that while plating the diluted E. coli K-12 cells on TSA plate, the 
size of colonies differed. A number of studies have confirmed that considerable 
changes occurred during stationary phase including morphological adaptions (122). 
Cells become smaller due to reductive division and dwarfing (89). For example, it is 
possible that cell division continues when most macromolecular syntheses already 




The results of rpoS mRNA expression study show a clear time course of the critical 
points during exponential to stationary phase transition: first was the completion of 
exponential phase, slightly after that rpoS mRNA started to be transcribed, and finally 
it entered into stationary phase. This result was consistent with other studies (77, 93). 
When cells are exposed to starvation or other stresses, a reduction or cessation of 
growth takes place (14). This process is regulated by a combination of mechanism, 
and one of the central regulon is RpoS. It was reported that during exponential phase, 
the cellular RpoS level is extremely low due to basal rate of rpoS transcription and 
rapid degradation of synthesized RpoS (69, 70). While nutrient becomes limited, 
specific inducing signals such as ppGpp greatly promote rpoS transcription and 
translation, inhibits RpoS degradation, and also improves RpoS activity (17). Thus a 
dramatic increase of RpoS level can be detected at the onset of stationary phase (80, 




Chapter 7: Summary, Conclusions, and Recommendations 
for Future Research 
7.1 General Findings of Study 
A continuing goal in predictive microbiology is the development of more 
mechanistically-based models. This study tested two major hypotheses: (1) the 
curvilinear lag/exponential transition represents the population variability in 
adjustment (ta) and metabolic (tm) time, and (2) the exponential/stationary transition is 
determined by limiting nutrient diffusion rates. Findings from this research 
demonstrated that the traditional smooth sigmoidal curve is obtainable through three-
phase linear model by simulation using standard deviations among trials. Agitation 
rate has very limited influence on growth kinetics in liquid broth while the transition 
from exponential to stationary phase is affected by inoculum size in solid system.  
7.2 Conclusions 
7.2.1 Transition from Lag Phase to Exponential Phase 
 Both the spectrophotometric and viable count value fit the two-phase linear 
model (without stationary phase) well. The growth kinetics (tLAG and µ) 
generated from these two methods were similar and convertible through 
standard curves. 
 The exponential growth rates (µ) and their standard deviations were similar in 
both cultures (T-G and T-G+L), indicating that it was not influenced by 




dependency of µ. It is concluded that within certain range, µ increases with 
higher temperature.  
 The lag phase duration (tLAG) and their standard deviations were similar in 
both cultures (T-G and T-G+L), indicating that the impact of medium type 
was negligible. It is concluded that higher temperatures tend to induce shorter 
lag phase duration. Significant differences were only observed between the 
lowest temperature (15oC) and the other temperatures.  
 Adjustment time (ta) can be estimated by tLAG and µ, and it follows the same 
temperature dependency as tLAG, i.e., the higher temperature, the shorter ta. 
However, under most circumstances, the differences were not significant. 
 Using standard deviations from the trials it is possible to effectively describe 
the smooth sigmoidal shape of a traditional growth curve using Monte Carlo 
simulation method. 
7.2.2 Transition from Lag Phase to Exponential Phase 
 Detectable lactase activity was limited to T-G+L cultures. The estimated time 
for first lactose production consistently occurred slightly after the completion 
of lag phase. 
 The estimated time for first lacZ mRNA transcription occurred slightly after 
the completion of adjustment period. The time course of the series 
physiological events taking place is:  




7.2.3 Transition from Exponential Phase to Stationary Phase 
 Modified Gompertz model was suitable for fitting the experimental data in the 
study of agitation rate. Agitation rate, medium type, temperature, and their 
interactions all influence the transition of exponential/stationary phase. The 
effect of agitation rate on transition abruptness is not evident. For T-G broth, 
the transition was more abrupt compared to T-G+L broth, but under most 
circumstances, the differences were not significant. For both cultures, higher 
temperature induced a more abrupt transition under same agitation rate. 
 Reduced logistic model (without lag) was suitable for fitting the experimental 
data in the study of inoculum size in a solid matrix. For cells cultured in T-G 
medium agar, transition at higher inoculum size was consistently more abrupt 
than lower inoculum size, but the differences were not statistically significant. 
For cells cultured in T-G+L medium agar, no clear pattern was observed. 
 The estimated time for first rpoS mRNA transcription occurred slightly after 
the completion of exponential phase. The time course of the series 
physiological events taking place is: tEXP       trpoS       tSTAT. 
7.3 Recommendations for Future Research 
The results from this study support the two major hypotheses mentioned at the 
beginning of this chapter. These results show the possibility of developing more 
mechanistically-based growth models. This study is an important step in developing 
models that can better depict the transition periods of lag/exponential and 




and phase-dependent physiological events. Some pitfalls still exist and a few 
recommendations for future research are proposed below. 
 In the study of lag/exponential phase transition, a wider temperature range is 
required to develop the secondary model that can better describe the 
relationship between lag phase duration and temperature. 
 In nutritional-shift experiment, the influence of medium type on both tLAG and 
µ were not significant with current experiment design. Other modified media 
are potentially more powerful to maximize the differences in microbial grow 
kinetics. 
 A specific parameter that can describe and quantify the transition abruptness 
of lag/exponential phase is needed. In that regard the use of second and third 
derivatives of different primary and secondary models appear to have 
potential for more quantitative metric.  
 A different method that can directly quantify bacterial population density by 
cell size (such as flow cytometry) is necessary to get better estimate of 
adjustment period.  
 In the study of effect of agitation rate on exponential/stationary phase 
transition, wider gradient and more agitation rate experiments are needed to 
enlarge the potential effects. Other critical factors such as pH also need to be 
considered, as well as quantitative data on limiting nutrients that trigger 




 Specific enzyme activities such as cellular RpoS level need to be measured 
and tested for its reliability of being used as an indicator for the onset of 
stationary phase. 
 Both nutrient diffusion and metabolites diffusion rate functions are required to 
better map the microenvironments surrounding the colonies.    
 Finally, a more sophisticated growth model that includes appropriate terms for 
these physiological events mentioned above is needed to better describe 
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