Comparison of the spatiotemporal information delivered by ganglion cells with human psychophysical performance may give insight to how retinal information is utilized by cortical mechanisms, and constrain models of spatiotemporal processing. Ganglion cells' responses were measured with drifting gratings of various spatial and temporal frequencies and contrasts. The spatiotemporal precision of cell responses was estimated in terms of a noise measure and phase variation, and compared to human vernier performance. Noise and phase variation of magnocellular (MC) cells was least at low temporal frequencies, despite their transient responses. The patterns of spatiotemporal precision of MC cells resembled the patterns of human vernier thresholds while those of parvocellular cells did not, implying use of MC cells' signals in these tasks. The analysis further implied that cortical mechanisms must perform a sophisticated spatiotemporal analysis over local ganglion cell arrays.
Introduction
The human visual system can precisely judge spatial position; hyperacuity studies show that the visual system can discriminate spatial positions of a few arcsec of visual angle (Klein & Levi, 1985; McKee, Welch, Taylor, & Bowne, 1990; Westheimer, 1975; Westheimer & McKee, 1977a , 1977b , which is much smaller than the distance between two adjacent cones. For vernier tasks with moving targets, the temporal precision inherent in the judgement can be as small as 1-2 ms (Carney, Silverstein, & Klein, 1995; Levi, 1996; R€ u uttiger & Lee, 2000; R€ u uttiger, Lee, & Sun, 2002) . This degree of spatiotemporal precision must be derived from the information contained in the impulse trains of retinal ganglion cells. Spatiotemporal precision in impulse trains will be dependent on receptive field center size and other factors. There is evidence that retinal ganglion cells can deliver reliable signals to shifts in image position much smaller than the center diameter (Lee, Wehrhahn, Westheimer, & Kremers, 1995; R€ u uttiger et al., 2002; Shapley & Victor, 1986) . In a recent study (R€ u uttiger et al., 2002) , we considered spatial information in ganglion cell's responses to moving targets (bars and gratings) of various speeds. We here analyze the spatial information inherent in ganglion cell responses to moving gratings in more detail.
Using high-contrast bar targets and drifting gratings of fixed spatial frequency and varied temporal frequency, R€ u uttiger et al. found that, in parafovea, magnocellular (MC) ganglion cells can deliver precise spatiotemporal information at low target speeds despite their transient properties. They also measured human parafoveal vernier thresholds for the same targets and found that the pattern of psychophysical vernier performance resembles that of MC cell's (but not parvocellular (PC) cell's) responses, which suggested this information delivered by MC cells can be utilized by central mechanisms. In an earlier investigation of grating vernier performance with foveal viewing, Levi (1996) measured psychophysical vernier thresholds over an extensive range of spatial and temporal frequencies and contrasts. When vernier thresholds were expressed in terms of grating spatial phase shift, vernier thresholds for different spatial frequencies largely superimposed. Levi also found that vernier thresholds plateau at high contrasts at high but not at low temporal frequencies. He proposed the difference is due to two different underlying mechanisms which may have their origin in the MC and PC pathways. Here we test this hypothesis, and seek a retinal correlate of Levi's findings. We expand R€ u uttiger et al.'s earlier work to an extended range of spatial frequency, since MC and PC pathways are often thought to be psychophysically dominant in different frequency ranges. Hence, a comparison of these pathways over spatial frequency is of interest.
The goal of the experiments described here is to define the spatiotemporal precision inherent in ganglion cells' signals. This is likely to be relevant for performance on a variety of tasks other than the hyperacuities, e.g., judging the trajectory of a moving target (Welch, MacLeod, & McKee, 1997) . We chose psychophysical vernier performance for comparison with the physiological data, since vernier performance has been extensively explored psychophysically (reviewed by McKee, 1991) and so provides a framework for comparison to physiology. We do not suggest that vernier performance has a direct retinal substrate, but that cortical mechanisms must in some way extract vernier information from ganglion cells' spike trains; although there are several models of vernier performance available (e.g., Morgan & Regan, 1987; Wilson, 1986) , few consider the afferent input in physiological terms. A further aim of the current experiments was to constrain such possible vernier models.
Ganglion cells' responses to drifting gratings were measured over a similar range of spatial and temporal frequency and contrast as Levi's study, except that spatial frequency was scaled to take into account the fact that retinal recordings were obtained from parafoveal rather than foveal retina. As a measure of spatiotemporal precision inherent in cellular responses, cycleby-cycle variability of responses was analysed using a noise measure (Croner, Purpura, & Kaplan, 1993) . Also, variability in response phase was calculated for comparison to psychophysical vernier thresholds measured under similar conditions in a parafoveal replication of Levi's study. As in the earlier study (R€ u uttiger et al., 2002) , MC cells yielded precise spatial information at low temporal frequencies, and we show here that this result is independent of grating spatial frequency. For gratings of increasing contrast, the precision of MC cell responses increased up to high contrasts. Psychophysical performance showed a similar pattern to that of MC cell responses. Ganglion cell responses to drifting gratings were simulated with a spike-generating model (Reich, Victor, & Knight, 1998; Reich, Victor, Knight, Ozaki, & Kaplan, 1997) , and the simulated spike trains showed similar properties to actual physiological data.
These results are consistent with the hypothesis that vernier performance with these targets is predominantly derived from responses within the MC pathway. The results also show that the statistics of impulse trains of ganglion cells must be considered when estimating the cells' roles in spatial tasks. However, it is not yet clear in what manner central mechanisms can operate on these signals. Some form of comparison of activity across the ganglion cell mosaic would appear to be required.
Methods

Physiology
Procedure
We recorded in vivo from the retinas of five anesthetised macaque monkeys (M. fascicularis). The animals were initially sedated with an intramuscular injection of ketamine (10 mg/kg). Anesthesia was induced with sodium thiopental (10 mg/kg) and maintained with inhaled isoflurane (0.2-2%) in a 70:30 N 2 O-O 2 mixture. Local anesthetic was applied to points of surgical intervention. EEG and ECG were monitored continuously to ensure animal health and adequate depth of anesthesia. Muscle relaxation was maintained by a constant infusion of gallamine triethiodide (5 mg/kg/h i.v.) with accompanying dextrose Ringer solution (5 ml/kg/h). Body temperature was kept close to 37.5°. End tidal CO 2 was adjusted to close to 4% by adjusting the rate of respiration. Procedures conformed to the ARVO Statement for the Use of Animals in Ophthalmic and Vision Research and were approved by the SUNY State College of Optometry Animal Care and Use Committee.
Neuronal activity was recorded directly from retinal ganglion cells by an electrode inserted through a cannula entering the eye behind the limbus. The eyes were sutured to a ring during preparation, which minimized eye movements. During each condition of measurement, any residual systematic drifts of response position could be identified through the analysis technique. Occasional systematic drifts of 1-2 arcmin were found, and we assumed them to be due to residual eye movements. These data were discarded. A 3 mm artificial pupil was routinely used. Gas-permeable contact lens of the appropriate power was used to bring stimuli into focus on the retina.
Stimuli
Visual stimuli were generated via a VSG series 3 graphic controller (Cambridge Research Systems, UK) and presented on a CRT monitor (Barco, frame rate 195 Hz) 2.26 m from the eye. Mean luminance of the background was 40 cd/m 2 and mean chromaticity was (0.45, 0.47) in CIE x, y coordinates. The stimulus was a sinusoidal horizontal grating drifting vertically across cell's receptive field. In Experiment 1, the contrast of the gratings was fixed at 90%. The temporal frequency was varied from 0.5 to 26 Hz (0.54, 1.08, 2.17, 4.34, 8.68, 13, 17.4, 26 Hz) at spatial frequencies of 0.1, 0.2, 0.4, 0.8, 1.6, 3.2 cpd. In Experiment 2, the spatial frequency was fixed at 0.4 cpd. The contrast was varied from 0% to 80% (0%, 2.5%, 5%, 10%, 20%, 40%, 80%) at temporal frequencies of 2. 17, 4.34, 8.68, 13, 17.4 and 26 Hz. The average luminance and chromaticity of the stimuli were always identical to those of the background. We recorded responses of macaque retinal ganglion cells between 4 and 8 deg eccentricity. Cell identification was achieved through standard tests (Lee, Martin, & Valberg, 1989) . These included achromatic contrast sensitivity and responses to lights of different chromaticity. Additional tests (e.g., measuring responses to heterochromatically modulated lights (Smith, Lee, Pokorny, Martin, & Valberg, 1992) ) were employed in cases when identification was difficult. For each cell, the locus of the receptive field center was determined and the stimulus movement was centered around this point. Cell responses were recorded to gratings drifted across the receptive field at a series of temporal and spatial frequencies and contrasts. Times of spike occurrence were recorded to an accuracy of 0.1 ms and averaged histograms were simultaneously accumulated. Numbers of presentations were 20, 20, 20, 40, 40, 40, 40 and 60 cycles (for temporal frequencies 0.54, 1. 08, 2.17, 4.34, 8.68, 13, 17.4 and 26 Hz respectively) .
We did cycle-by-cycle Fourier analysis on the spike trains and calculated noise, signal-to-noise ratio and angular standard deviation. Details are given in Section 3.
Psychophysics
Stimuli
The same display system as in the physiological experiments was used. The viewing distance was 0.48 m. The vernier stimulus consisted of two horizontal gratings (each 6.33 · 20 arcdeg) separated horizontally by a 11 or 5 arcmin gap. The center of the stimuli, i.e., the center of the gap between the grating pair, was presented 5 arcdeg to either the right or the left of the fixation point. During the 150 ms presentation, the gratings were drifted randomly upwards or downwards. Except for the difference in spatial structure due to the presentation of two gratings, the luminance, chromaticity, temporal and spatial frequencies, and contrast of the stimuli were the same as in physiological experiments.
Procedure
Observers viewed the visual target monocularly and pressed buttons to indicate which grating had an upward phase shift. A two-alternative forced-choice, randomly-interleaved dual-staircase procedure was used. Thresholds for 71% correct were estimated from staircase reversals and psychometric functions.
Observers
Two observers participated in the experiments. Observer HS is one of the authors, and JK is a na€ ı ıve observer. Both observers have normal color vision as assessed with Neitz Anomaloscope, Ishihara pseudoisochromatic plates and Farnsworth-Munsell 100-Hue Test. Observer HS is myopic and wore contact lens during experiments. Observer JK provided informed written consent according to a protocol conforming to the Declaration of Helsinki and approved by the SUNY State College of Optometry Institutional Review Board.
Model simulation
The model is a simplified version of a HodgkinHuxley model (Reich et al., 1997 (Reich et al., , 1998 . Each neuron is treated as a leaky integrate-and-fire device. The membrane potential V ðtÞ integrates over time, and a spike is generated as soon as the membrane potential reaches threshold V th . The membrane potential is then reset to zero after a spike is generated. A Poisson-distributed random noise N ðtÞ is added to the membrane potential V ðtÞ. The mathematical description of the model is: where V ðtÞ is the membrane potential, s is the time constant of the membrane leak (s), RðxÞ is the cell's receptive field, Sðx; tÞ is the grating stimulus, N ðtÞ is the input Poisson noise shot (s À1 ), t is time (s) and x is the spatial coordinate. In the model, a cell's receptive field is simplified as a single Gaussian function which represents only the receptive field center (Eq. (2)). Adding an inhibitory surround with similar temporal properties as the center will scale the cell's response but does not affect the overall results. RðxÞ is given by
where r is the radius of the receptive field center. It is set at 5 arcmin, which is appropriate for a ganglion cell's center at 5 deg eccentricity (Crook, Lange-Malecki, Lee, & Valberg, 1988; Derrington & Lennie, 1984) . The scaling factor k is adjusted to 0.1136 so that the total area underneath the receptive field RðxÞ is equal to 1.0. Stimulus Sðx; tÞ is a drifting sinusoidal grating given by
where d is the mean luminance level of the grating (s À1 ), c is the grating contrast (s À1 ), f and w are the spatial and temporal frequency of the drifting grating respectively and w is the phase (rad). N ðtÞ in Eq. (1) is a Poisson-distributed noise shot. It is of steady rate, uniform size and random polarity. It is added to the membrane potential V ðtÞ at each 0.1 ms step.
The model is a simple spike-generating model without constraints in the temporal domain except for the time constant of membrane leak s. It cannot create features such as low-frequency roll-off that is observed in physiological data. To compensate for this, we allowed the grating contrast c to vary in order to obtain the appropriate first-harmonic amplitude roll-off at low temporal frequencies (see Section 3). Time constant s, threshold V th , noise N ðtÞ are free parameters in the model simulation.
The spike trains of model simulation were subjected to the same analyses as in physiological data.
Results
We first describe methods of data analysis, and consider cycle-by-cycle variability (noise) of neuronal spike trains as a function of temporal and spatial frequency and contrast. We then show that these results are a direct consequence of impulse statistics. Using this data base, we attempt to relate the physiological data to parafoveal psychophysical measurements. The physiological data sample consisted of 25 MC cells and 25 PC cells at 4-8 deg retinal eccentricity, although for some cells complete data sets were not acquired.
Methods of data analysis
Ganglion cell's impulse trains in response to a drifting grating vary from cycle to cycle. To estimate response variability, responses to each cycle were Fourier analyzed. Fig. 1a shows the real and imaginary components of individual responses of a MC cell to a 90% contrast, 0.4 cpd grating drifting at 2 Hz. Data points form a radially symmetric cluster under these conditions. A measure of variability, Ônoise', is calculated as in Croner et al. (1993) Noise
where d i is the distance between response to cycle i and the mean response vector and N is the total number of cycles. Croner et al. showed that noise remains constant as response amplitude increases with contrast, and we confirmed their result, as shown in Fig. 1b . In the example shown there is some decrease in the noise measure at high contrasts, and this was frequently observed in MC cells at low temporal frequencies. If one is concerned with the spatiotemporal variation in a cell's signal, variability in response phase is the pertinent parameter. Angular standard deviation of response phase is calculated as follows (Batschelet, 1981; Zar, 1999 )
where / i represents the phase difference between the response in cycle i and the mean response vector. Angular standard deviation r / so defined ranges from 0 to 81 deg. If noise is constant, variability of response phase decreases as response amplitude increases. This is shown in Fig. 1c . 
Signal-to-noise ratio as a function of contrast and temporal frequency
We explored the relation between noise, response amplitude and contrast at different temporal frequencies. Fig. 2a -c shows real and imaginary Fourier components for an on-center MC cell responses to gratings (0.4 cpd) of various contrasts at three temporal frequencies (2, 8 and 17 Hz). Line segments indicate mean response vectors for each contrast and individual points represent Fourier components for single cycles. For clarity, only responses of 10 cycles are shown at each contrast condition. Mean response vectors rotate counter-clockwise as contrast increases, which is attributable to action of contrast gain controls (Purpura, Kaplan, & Shapley, 1988a; Purpura, Kaplan, & Shapley, 1988b; Shapley & Victor, 1981) . As temporal frequency increases, both the response amplitude (length of the mean vector) and noise (size of the response cluster) increase. At 2 Hz, the clusters of individual responses are radially symmetrical at different contrast levels. However, at 8 and 17 Hz this is not the case, especially at low contrasts. This is due to the small number of impulses generated during each cycle; for example, at 8 and 17 Hz at 5% contrast, stimulus cycles generated zero, one or two impulses, so that the response distributions are not continuous. Fig. 2d shows the mean first-harmonic amplitudes and noise for the cell of Fig. 2a-c , and similar data for a representative PC cell is found in Fig. 2e . The solid symbols represent first-harmonic amplitudes, and the open symbols represent noise. The solid lines represent Naka-Rushton fits to the response amplitudes and dashed lines represent linear fits to noise. The MC cell responds more vigorously than the PC cell and shows saturation at higher contrast levels. Noise is similar for MC and PC cells and increases with temporal frequency. It remains almost constant at different contrast levels despite the non-Gaussian distribution of response components at 8 and 17 Hz.
Averaged MC and PC cell data as a function of grating contrast for several drift rates are shown in the saturation is less apparent in logarithmic coordinates. PC cell responses are weaker (Fig. 3d) . Noise stays constant or decreases slightly with contrast (Figs. 3b and 3e) while signal-to-noise ratio increases with contrast ( Figs. 3c and 3f ). The decrease of noise with contrast may be associated with the increase in number of impulses per cycle at high contrasts at low temporal frequencies. Noise is lowest at low temporal frequencies, and signal-to-noise ratio is highest at these frequencies. The MC pathway is usually considered transient, and the result that the signal-to-noise ratio was highest at low temporal frequencies was unexpected (R€ u uttiger et al., 2002) . We checked that the result extended to lower temporal frequencies at a range of spatial frequencies signal-to-noise ratio for a fixed contrast (90%). Fig. 4a-c Fig. 5 . Response amplitude of MC cells increases with temporal frequency more rapidly than that of PC cells (Figs. 5a and 5d ). Noise increases steeply as a function of temporal frequency in a similar manner for both cell types (Figs. 5b and 5e ). For PC cells, signal-tonoise ratio continuously decreases with temporal frequency (Fig. 5f ). For MC cells, despite their transient responses, the signal-to-noise ratio remains highest and constant at low temporal frequencies and decreases above 4 Hz (Fig. 5c ). Results were similar for all spatial frequencies except at 3.2 cpd, where there is some attenuation of response.
These data (Figs. 3b and 3e , and 5b and 5e) show that the noise measure of Croner et al. (1993) increases with grating temporal frequency. For maintained firing at least, and insofar as spike occurrence is a Poisson process, this feature may be inherent in the fact that the number of impulses per grating cycle decreases as temporal frequency increases. In Figs. 6a and 6b mean number of impulses per grating cycle is plotted against temporal frequency. The number of impulses decreases with temporal frequency with a slope of )1, with some deviation at high contrasts. With this change in number of impulses, it might be expected that for maintained activity and at low contrast the noise measure should be proportional to the square root of temporal frequency. This is illustrated in Figs. 6c and 6d where noise from Figs. 3b and 3e is plotted against number of impulses per cycle; each frequency is plotted as indicated; the points with lower number of impulses in each curve represent lower contrasts. The line segments indicate either a linear relation (slope of )1.0) or a square-root relation (slope of )0.5). For MC cells, the low-contrast points fall parallel to square-root line, while the highcontrast points fall parallel to the linear-relationship line. For PC cells, the data fall between the two lines (slope $ )0.60).
Model simulation
We tested if the features shown in the physiological data are inherent in the statistics of spike trains or whether some additional mechanism must be invoked. We simulated ganglion cell's responses to drifting gratings with a spike-generating model (see Section 2). Spike trains generated by the model were subjected to cycle- by-cycle Fourier analysis and the first-harmonic amplitude, noise, signal-to-noise ratio, and angular standard deviation were computed as in physiological experiments. For simulation of cellular responses to gratings of different temporal frequencies, we scaled the input stimulus at each temporal frequency by varying contrast, c, as a function of temporal frequency until the response amplitude showed appropriate low-temporalfrequency roll-off as observed in physiological data. We then used this set of stimulus contrasts to obtain sets of curves which showed similar values to the physiological data by varying free model parameters, i.e., time constant s, threshold V th and noise N ðtÞ. Model simulations for a MC cell responses to gratings of various temporal frequencies are shown in Fig.  7a -c. With model first harmonics adjusted to match actual cells' response amplitudes, noise and signal-tonoise ratio of the model simulations showed similar values to those of the physiological data. Model simulation for a MC cell response to gratings of various contrasts is shown in Fig. 7d-f . Again model simulations show similar values to physiological measurements. The simple model used here did not fully capture the characteristics of spike trains, but it demonstrates that the results in Fig. 2-5 can be a consequence of impulse statistics; further mechanisms are not required.
Variability in cells' response phase as a correlate to human vernier performance
The analysis of R€ u uttiger et al. suggested that the high signal-to-noise ratio of MC cell responses at low temporal frequencies is behaviorally utilized by central mechanisms. We again considered this question in the context of a vernier task. Cellular response phase is likely to be the relevant parameter for coding spatial location. The asymmetric distribution of responses along radial and tangential directions when there are few impulses (shown in Figs. 2 and 4) implies that this variable is not linearly related to the noise measure. The angular standard deviation of response phase was compared to human vernier thresholds.
Figs. 8a and 8b shows mean angular standard deviations of MC and PC cells' responses as a function of grating temporal frequency at different spatial frequencies. Variability of response phase of MC cells remains similar up to $4 Hz and then increases. For PC cells, angular standard deviations are greater than those of MC cells by a factor of 3 (i.e., spatiotemporal accuracy of the signal is lower) at the lowest temporal frequency tested and then increase steadily. For both cell types, curves for different grating spatial frequencies superimpose up to 0.8 cpd. It is possible that higher harmonic response components could contribute spatial information. To investigate this we reanalysed the data with a template-matching procedure and correlated the cycle-by-cycle response with a template which was derived from the smoothed average response (R€ u uttiger et al., 2002) . The angular standard deviation of the maximal correlation positions was similar to the results of the Fourier analysis at all temporal frequencies. It would thus appear that higher harmonic response components contribute little spatial information. We also analysed the second-harmonic Fourier components separately, and reached similar conclusions.
Vernier thresholds for a pair of drifting gratings at 5 deg retinal eccentricity are shown for two subjects in Figs. 8c and 8d. Spatial and temporal frequency and contrast of the gratings were the same as in the physiological experiments. For each spatial frequency, human vernier thresholds remain constant up to $4 Hz, and then increase with temporal frequency. This behavior resembles the physiological data from MC cells. Although vernier threshold curves superimpose at lower spatial frequencies, they separate at higher spatial frequencies to a greater extent than in the physiological data. The shape of the psychophysical curves resemble the foveal data of Levi (1996) but the curves for different spatial frequencies lie further apart in our results, despite scaling of grating spatial frequency for the eccentricity used.
In Fig. 9 , the physiological and psychophysical data are replotted in a different format. The ordinate is in when expressed as visual angle, vernier thresholds are low for gratings of higher spatial frequency, and increase as the grating spatial frequency decreases. When the drift speed is high enough, vernier thresholds for different spatial frequencies converge toward a straight line. The response phase variability of both MC and PC cells (Figs. 9a and 9b) show a similar pattern when the plot axes are transformed in this way. As in Levi's study, we have drawn line segments of unity slope which indicate a fixed temporal delay between the two drifting gratings; the line segments drawn in Fig. 9 are for a 1 ms delay. The physiological data converge to run parallel to this line, indicating there is a temporal limit to the accuracy of the ganglion cell signal of a few milliseconds independent of spatial frequency. Data from our psychophysical measurements show a similar convergence and are similar to those of Levi, but one observer showed a slope shallower than unity, indicating some dependence of the temporal limit on temporal frequency. The psychophysical data showed a similar pattern to those of the MC-pathway cells in that spatial precision remains stable over a range of lower temporal frequencies and then deteriorates at higher temporal frequency. The steady deterioration of PC cell's accuracy with frequency does not match the psychophysical results. This result is consistent with the hypothesis that the information delivered by MC cells is utilized centrally for this task.
Figs. 10a and 10b shows the angular standard deviation of MC cells' and PC cells' responses to gratings of various contrasts. Different curves represent different temporal frequencies. For MC cells, the precision of cellular responses improves as contrast increases with a slope of $)0.6 to )0.8 with some indication of a shallower slope at high contrasts (Fig. 10a) . There is no indication of a plateau however. For PC cells, the standard deviation is close to that of a random distribution (81 deg) until grating contrast reaches $20% (Fig. 10b) , indicating the lack of response at lower contrast levels. Comparison psychophysical vernier thresholds are shown in Figs. 10c and 10d . For both observers, vernier thresholds decrease as contrast increases with for observer HS a slope of $)0.5, and for JK a slope of $)0.7. JK found the task difficult at 26 Hz. Psychophysical thresholds show a similar pattern to spatial variability of MC cell responses in that both decrease when contrast increases from 2.5% to 80%, but slopes for psychophysical vernier thresholds are shallower than those of physiological data. Positional signals from PC cells would not appear to be available until high contrasts are reached, and even then precision is low. This does not resemble the pattern of psychophysical data. 
Discussion
Physiological results
We describe here the statistics of impulse trains evoked in ganglion cells by moving grating stimuli and estimate the spatial precision inherent in these responses. We confirm earlier data (R€ u uttiger et al., 2002) which showed that MC cells can deliver precise responses to slowly moving targets despite the transient character of their responses. The broad resemblance of the pattern of MC cells' response phase variability to that of human vernier performance over spatial and temporal frequency and contrast suggests that information delivered by MC cells is used by central mechanisms. However, although responses of the MC cell population put some general constraints on the human thresholds, there are some discrepancies as discussed below, and further cortical processing is required to explain the form of human psychophysical performance.
The simple model used here treated a ganglion cell as a noisy leaky integrate-and-fire device and did not attempt to be a complete description of cellular behavior; many features, such as refractory period and contrast gain control, were missing, there were no temporal filters and we did not consider the different temporal properties of center and surround. Despite these deficiencies, the model could capture the majority of features shown in the physiological data, such as noise, signal-to-noise ratio, and the spatiotemporal variability of spike trains. The loss of radial symmetry in the clusters of the cycleby-cycle responses at high temporal frequencies was also found in model simulations, as was the failure of some stimulus cycles to evoke an impulse. It is likely that the temporal limitation set by the model time constants led to this behavior. These similarities indicate that the physiological results are a straightforward consequence of impulse statistics. Nevertheless, a full model for cell behavior remains to be established.
MC cell responses tend to saturate with increasing contrast (Benardete, Kaplan, & Knight, 1992; Lee, Pokorny, Smith, Martin, & Valberg, 1990) . The degree of saturation is temporal frequency dependent for full field stimuli or gratings modulated in time (Benardete & Kaplan, 1999; Nadig, Lee, Smith, & Pokorny, 1995) . With drifting gratings, no such temporal frequency dependency is observed; curves at different temporal frequencies run parallel (Fig. 3a) . The reason for this interesting difference remains unclear.
At low temporal frequencies, so many impulses are generated per cycle that response variability can be described by Gaussian distributions. When few impulses are generated per cycle, this is no longer the case and at higher temporal frequency, the cluster of cycle-by-cycle responses is no longer radially symmetric; there is more variation in phase than response amplitude. In particular, no impulse may occur for some cycles. For the array of ganglion cells, this would mean that certain members drop out. It is unclear whether cortical mechanisms require specific techniques to cope with this form of variability, or how this might affect psychophysical performance.
Comparison to psychophysics
The course of our parafoveal human vernier thresholds as a function of temporal frequency resembled foveal data (Levi, 1996) . However, Levi's foveal vernier threshold curves superimposed for spatial frequencies up to 5 cpd, but our parafoveal curves only superimposed up to 0.4 cpd. This difference cannot be fully explained by scaling of receptive field size, which is expected to change by a factor of $4 from 0 to 5 deg eccentricity (Hubel & Wiesel, 1974; . The curves for the physiological results superimposed up to $1.6 cpd, which would be consistent with the fourfold change in field size. There thus remains a shortfall in psychophysical performance. There is substantial psychophysical evidence that vernier mechanisms are less acute in parafovea than in central retina, even after magnification factor is taken into account, and the difference between our and Levi's data may be a consequence of this (Levi & Waugh, 1994; Waugh & Levi, 1993a , 1993b .
When grating contrast is varied, parafoveal vernier threshold curves resembled foveal data (Levi, 1996) in that both improve with contrast. However, in fovea, Levi showed vernier thresholds plateau at high contrast with high temporal frequencies. We could not replicate this with parafoveal viewing. The reason for this difference is uncertain but it might be due to the very low spatial frequency used in Levi's experiment (0.08 cpd). In any event, Levi proposed there may be two different mechanisms mediating vernier performance at different temporal frequencies which might have their origin in retinal MC and PC pathways. Our physiological results are not consistent with this proposal. Spatial precision of MC cell responses increases monotonically with contrast with no indication of a saturation plateau. PC cells show low spatial precision, and yield little useful spatial information at low contrasts (Fig. 10) . Although it is possible that pooling over many cells at a later stage can improve the sensitivity of PC pathway, this would be expected to be at the expense of reduced sampling density and/or loss of phase information, which would degrade spatial precision. The overall pattern of the psychophysical data closely resembles that for the MC pathway and we propose that this pathway provides the substrate for this task, at least with the achromatic stimuli used here.
Although the general pattern of MC cell behavior appeared to closely correspond to the psychophysical results, there were some differences in detail. In particular, slopes of the contrast-threshold relations are shallower for the psychophysical observers than for the cell data, although there is some inter-observer variability. The slope for cell data is $)0.8, and similar slopes for cell responses are found for other stimulus configurations (B.B. Lee, H. Sun, L. R€ u uttiger, unpublished observations). For different vernier tasks, the slope of the relation of vernier threshold to contrast appears to vary from )0.5 to )1.0 (Bradley & Skottun, 1987; Hu, Klein, & Carney, 1993; Krauskopf & Farell, 1991; Levi, 1996; Morgan & Regan, 1987; Wehrhahn & Westheimer, 1990; Westheimer & Pettet, 1990; Wilson, 1986) . Several factors may contribute to this difference; for example, saturation of responses at later stages in the visual pathway, or the presence of contrast-dependent noise at a cortical level (Tolhurst, Movshon, & Thompson, 1981) , or contrast-dependent changes in the spatial properties of central filters.
The correspondence between psychophysical and MC cell physiological data suggests that central mechanisms use information derived from these cells' signals. However, cortical implementation of the method of analysis used here, single cycle Fourier analysis, remains obscure. Single cycle Fourier analysis requires a time window of the whole cycle period, which was 2 s at the lowest frequency tested. We repeated the physiological analyses by using different analysis windows for the template analysis described above. This typically gave a noise minimum or minimal angular standard deviation for the frequency of which the cycle length corresponded to the analysis window, and thus the analysis yielded results quite unlike the psychophysical data.
Psychophysical critical duration for vernier tasks has usually been found to be 50-100 ms (Morgan, Watt, & McKee, 1983; Westheimer & McKee, 1977a) . We measured critical duration with high-contrast gratings at 2 and 17 Hz. For both drift rates, critical duration fell between 100 and 150 ms. We suggest that central mechanisms can only achieve such short critical durations, while maintaining the sensitivity shown in the psychophysical data, through some form of sophisticated spatiotemporal filter that precisely analyses the relation between the temporal activities of an array of ganglion cells. A similar conclusion was reached by Mechler and Victor (2000) on the base of psychophysical experiments. They showed that precise vernier discriminations require a spatiotemporal analysis, rather than a temporal discrimination alone. The actual form such a spatiotemporal filter might take remains uncertain. The fact that threshold curves for different spatial frequencies superimpose (at least in fovea) would suggest the presence of either several mechanisms with different spatial scales, or some more flexible mechanism. Manipulation of the width and length of a grating target may clarify this issue, but the flexibility of cortical mechanisms in making best use of the retinal signal remains impressive.
