Suppose that you are given a time series where consecutive samples are believed to come from a probabilistic source, and that the source changes from time to time. Your objective is to learn the distribution of each source and to cluster the samples according to the source that generated them. A standard approach to this problem is to model the data as a hidden Markov model (HMM). However, due to the Markov property and stationarity of HMMs, simple examples can be given where this approach yields poor results for the clustering. We propose a more general, non-stationary model of the data, where the only restriction is that the sources can not change too often. Even though the model governing the sources may not be Markovian, we show that that a maximum likelihood HMM estimator can still be used. Specifically, we show that a maximumlikelihood HMM estimator produces the correct second moment of the data, and the results can be extended to higher moments. In contrast to the existing consistency and misspecification results involving maximum likelihood for HMMs, our approach yields bounds for finite sample sizes.
INTRODUCTION
Let x = (x 1 , x 2 , . . . , x N ) be a sequence of symbols over some finite alphabet X, where each symbol is sampled from one of k sources, with distributions µ 1 , . . . , µ k . Given the sequence x, we are interested in inferring the distribution of the sources, and in the classification of the samples, in the sense of determining for each sample x i which source produced it. A well known toy instance of this problem is the Unfair Casino, where the sources are biased coins. A classical real world application, with Gaussian sources, is in Speech Recognition, see [Gales and Young, 2007] for an overview of the modern approach. In general, applications appear in virtually any field involving time series or sequential data. For instance, in Financial times series [Mamon and Elliott, 2007] , Biological sequence analysis [Yoon, 2009] , Computer Vision [Horst, 2002] and Activity Recognition [Trabelsi et al., 2013] , [Kim et al., 2010] , to name a few. In order to be able to distinguish between the sources, one clearly needs some conditions on how the sources change as time progresses. Indeed, if the source is chosen independently at each time i, it is easy to see that the sources are indistinguishable and one effectively sees a single source with distribution equal to the empirical distribution of the data. A natural assumption on the underlying sequence of sources (also referred to as states) s = (s 1 , . . . , s N ) is that it forms a Markov chain, and the resulting model is a Hidden Markov Model (HMM). Given a sequence of data, x, one can find a maximum likelihood HMM, and use the Viterbi sequence (the most likely state sequence s given the data) for classification. This approach is a standard, and often effective tool in a wide variety of applications, including all of the applications mentioned above. However, the Markov chain assumption on the state sequence s has certain theoretical and practical limitations. Perhaps the most important limitation is the stationarity. For instance, it is easy to see that if one learns a model on a path on which the data tends to stay in a single state for longer periods of time and then tries to classify a sequence with shorter stay durations, then the chain will stay at states for longer time, resulting in low classification accuracy (details and additional examples are given in Section 4). However, observe that if one knows the distributions µ 1 , . . . , µ k of the states, then one may often perform classification differently. Consider the sliding window approach, which in its simplest form consists of taking a fixed window of the data, w i = (x i , . . . , x i+l ), and for each i choosing µ j which maximizes the joint likelihood of the samples in w i . The standard tradeoff of this approach is that for larger l it is easier to distinguish between the sources µ j , but if l is too large, then the window w i may contain data generated by multiple sources, for a large fraction of indices i. Assume for the sake of discussion that we found the right l, namely an l such that on one hand, if w i contains samples from a single source then maximum likelihood reliably determines which µ j generated w i , and on the other hand the process usually stays at single state for longer than l. In such a situation, the window approach will work well. Moreover, note that as long as the requirement that a process stays at a single state at least l units of times is met, no additional regularity conditions on the state changes are required for the classification to work. In particular the state changes process does not need to be a Markov chain, and may even be non-stationary. In fact, one does not need to assume any probabilistic model on the state changes. This represents a significant relaxation of the assumptions about the data.
Motivated by this observation, we define an Interval Model I of the data to be a finite or infinite sequence of consecutive intervals in N, I 1 , I 2 , . . . and a mapping τ : N → {1, . . . , k} such that for any i ∈ I l , x i has distribution µ τ (l) and all x i are independent. In addition, we assume that for every l, |I l | > m for some m > 0. The parameter m is assumed to be large enough for the sliding window approach to work, but we do not assume that m is known. As discussed above, classification for this model is easy (see Section 4 for details). Thus the main question is: given a sample x from the model I, how and when can the distributions µ i be learned?
We observe empirically in Section 4 that while classification using HMM and Viterbi sequences can give poor results on samples generated from I, and despite the fact that the data is not generated by an HMM, the distributions µ i that maximum-likelihood HMM estimator learns on a sample x are correct. Thus, given the data x, one can first infer the distributions using an HMM, and then classify the samples using the window approach (the required length of a window, l can be easily estimated once the measures µ i are known). This two stage approach significantly improves the classification accuracy, as discussed in Section 4.
The main objective of this paper is a result that explains why the maximumlikelihood HMM produces the correct measures on samples from an Interval Model I. We concentrate on the case where µ i are distributions over on some finite set X, but the approach can be extended to other classes, including, for instance, the Gaussians.
First, we show that for a typical sample x = (x 1 , . . . , x N ) of length N from I, there is an HMM H 0 that assigns a log-likelihood of at least
to the sample x, where w i are proportions of samples from µ i in x, and H(µ i ) are the entropies of the distributions. The precise statement of this result is in Lemma 3.2. As detailed in the proofs, the term − i≤k w i H(µ i ) is the normalized log-likelihood that I itself assigns to a typical sample x, and it represents the true likelihood of the data. Note that the error term − log m m decreases with increasing m. The log-likelihood (1) is achieved on an HMM that has emission distributions µ i identical to those of I, and the probability of a state change in this HMM is of order 1 m . As the next step, we would like to show that if an HMM H has the wrong emission probabilities µ i , then with high probability over samples x, the loglikelihood that H assigns to x, 1 N log P H (x), is smaller than (1). By standard arguments this will imply that H can not be the maximum-likelihood estimator, and hence the maximum-likelihood estimator has the correct emission distributions.
We note that 1 N log P H (x) is a somewhat complicated quantity. There are no known methods of maximizing it analytically as a function of H, which is the reason why sequential optimization methods, such as the Baum-Welch algorithm, are used to approximate maximum-likelihood estimators in practice. Moreover, for finite N , there currently exist no upper bounds on 1 N log P H (x) in the literature that depend explicitly on the parameters of H. See Section 2 for a more detailed discussion.
In order to obtain upper bounds on 1 N log P H (x), we use second moments as a proxy for H having emissions µ i close to those of I. Recall that our sources take values in a finite set X. A second moment of a sample x is an |X| × |X| matrix given by
for every a, b ∈ X. Thus M (x)(a, b) indicates how often the pair a, b appears in x. Note that, by definition, M (x) is a probability distribution on the set X × X.
The second moment of a random sequence X = (X 1 , . . . , X N ) sampled form I is the expected value, M X = E x∼X M (x) and represents the typical occurrence frequencies for the pair a, b. For an HMM with a stationary distribution π on the states, transition matrix p ij and emission distributions ν j , one can define the expected second moment as
The frequencies M H,mean (a, b) are what one expects to see on a typical sample from H, for large N . However, H also assigns some non negligible (on the normalized log scale, 1 N log P H (y)) likelihood to sequences y with M (y) different from M H,mean and for our purposes such M (y) have to be considered too. Here and in what follows, we denote by M H the moment achievable by H which is closest to M X in a particular sense. The precise definition we require is somewhat technical and will be given in Section 3.
The main result of this paper states the following: Let M X be the expected second moment of Interval Model I and let M H be the second moment of an HMM H as discussed above. If
then with (exponentially-) high probability over x,
where in (4), M X and M H are regarded as measures on the set X× X, and · T V is the total variation distance. The detailed statement of this result is given in Theorem 3.3. Combining (1) and (5), we may conclude using standard arguments that the second moment of the maximum likelihood estimator satisfies up to log terms
Thus the maximum likelihood estimator approximates the second moment of the data. It is now natural to ask how much information the second moment M H contains about the emission distributions ν i of H? In particular, is it true that if M X = M H then the model I and H have the same set of emission distributions? In general, the answer to this question is negative. Elegant counterexamples can be found in [Chang, 1996] (see also [Anandkumar et al., 2012] ). 1 However, it is also well known and easy to see that the column space of the second moment matrices is spanned by the emission distributions. We will see that a similar statement holds for our, somewhat non classical matrices M X and M H . Therefore, if M X and M H are know, we can reconstruct the k-dimensional subspaces span {µ j } ⊂ R |X| and span {ν j } ⊂ R |X| spanned by emissions of I and H respectively. Note that in order to specify a measure on |X| points one needs |X| − 1 parameters, but if one knows that the measure belongs to a given k-dimensional subspace, then only k − 1 parameters are required. Since k is typically much smaller then |X|, this means that the second moment contains most of the information about the emissions. Finally, we note that our approach can be easily extended to moments higher then two. Indeed, the main combinatorial tool used in this paper is the type theory for second moments of Markov chains as developed in [Csiszár et al., 1987] . This theory has an analog for higher moments (also [Csiszár et al., 1987] ). Consequently, while all the essential ideas of our argument are present already in the second moment case, an extension to higher moments can be carried out with only simple technical changes, using the higher moment type theory.
There are two main contributions in this paper. First, we propose a new two stage scheme for clustering time series, which is based on a new model of sequential data. The new model makes significantly lighter assumptions on the data than the standard HMM model, and the classification procedure suggested by the model is significantly more accurate in certain natural cases. Our second and main contribution is a theorem about the behaviour of a maximum likelihood HMM estimator on samples from the Interval Model, as discussed above. In addition, we note that our theorem can be viewed as a statistical consistency result and our method of proof differs significantly from the existing methods for HMM related consistency results in the literature. See Section 2 for the details.
The rest of this paper is organized as follows: In Section 2 we review the literature. Section 3 contains definitions and statements of the results. In Section 4 we discuss several numeric examples and provide the details of the proposed new classification method. The Appendix contains the proofs and in Appendix A.4 we compare standard Viterbi sequence and our proposed classification approach on the S&P 500 stock market index data.
LITERATURE
As discussed in the introduction, HMMs are a central tool in sequential data analysis. It is useful to distinguish between two types of applications of HMMs. The first type, to which we refer as a "structural HMM", contains applications in which the transition matrix of the states plays a crucial role in the modelling of the dynamics of the system. In such systems there may exist, for instance, states that are much more likely to occur if a certain other state occurred one unit of time before them, and are unlikely to occur otherwise. On the other hand, in the second type of applications, which we call the "smoothing HMMs", there is no reason for a particular pattern of transitions to occur. The transition matrix in these applications is close to the identity matrix, and the main purpose of the Markov process on the states is to keep the system in a fixed state until a strong evidence of state change ap-pears in the data. In this type of applications, the Markov chain acts more as a tool for change point detection ( [Basseville and Nikiforov, 1993] ), with a fixed amount of clusters, rather than as a dynamics model. For instance, some applications in Speech Recognition [Gales and Young, 2007] , and Biology [Yoon, 2009] belong to the structural type, while many applications in Finance [Mamon and Elliott, 2007] , Computer Vision [Horst, 2002] , and Activity Recognition (for instance [Trabelsi et al., 2013] , [Kim et al., 2010] ) belong to the smoothing type. While the approach of our paper may apply to systems of the first type, it is mainly intended for systems of the second type, where a system stays in a given state for long enough intervals and when state change occurs it has no particular statistical regularity. A common theme for both types of the applications, however, is that while the underlying Markov assumption is convenient, it does not necessarily hold for a a given data, and is not usually verified. More importantly, as discussed in the introduction, this assumption can result in poor classification performance. Hence, the objective of this paper is to remove this assumption.
Our main result, Theorem 3.3, can be viewed as a statistical consistency result. The classical consistency result for HMMs due to [Baum and Petrie, 1966] (see also [Petrie, 1969] and [Le Gland and Mevel, 2000] for other approaches) states that if (X i ) ∞ i=1 is an infinite sample from an HMM H, and H n is a sequence of maximum likelihood estimators for the growing sequences (X i ) n i=1 , then H n converges to H almost surely. On the other hand, our result shows how HMMs behave on a sample (X i ) N i=1 which is not generated by HMM, but rather by an Interval Model. In addition, the results and methods in the above mentioned literature are essentially of asymptotic character. These methods can not be applied to a finite vector (X i ) N i=1 . In contrast, using the approach of this paper one can obtain estimates for a finite, fixed length sample. This is a crucial difference, since even when the model I is considered with infinite sample sizes, the sequence H n of finite sample maximum likelihood HMM approximations does not necessarily converge. All estimates in this paper are essentially inequalities for finite N , and all ε that appear in the statements can be written explicitly as functions of N and other parameters of the problem.
Moments of the data play an important role in our approach. In recent years, moments of the data have been used for parameter estimation in various mixture models. For instance, in [Arora et al., 2012] , [Arora et al., 2013] , it was shown that for several types of mixture models, the underlying distributions µ j can be inferred from the second moment of the data under a certain "anchor words" assumption on µ j s. In [Anandkumar et al., 2012] it was shown that for a sufficiently large number of samples and under lighter assumptions on µ j , the third moment of the data can be used to reconstruct µ j for a variety of mixtures, including the HMM. Note that the use of moments in this paper is different. Our estimator is the classical maximum likelihood estimator rather than an estimator based on moments. We use moments only as a tool to show that properties of the estimator approximate the properties of the true model.
Finally, we make essential use of Type Theory for Markov chains. The results we use are taken from [Csiszár et al., 1987] , where second order and higher order type theory is developed, based on path counting estimates due to [Whittle, 1955] , [Billingsley, 1961] .
DEFINITIONS AND RESULTS
In Sections 3.1 and 3.2 we give the notions necessary to state the results. Section 3.3 contains the statements and an outline of the proof of the main theorem.
MODELS
⊂ N, such that b 1 = 1, and b l+1 = e l + 1 for all l, µ i are probability measures on a fixed ground set X, τ : N → {1, . . . , k} is an assignment of distributions to intervals, and m > 0 is such that |I l | ≥ m for all l ∈ N. We say that a sequence of random variables with values in X, X = X 1 , X 2 , . . . , is distributed according to interval model I, denoted X ∼ I, if X i are independent and for every l ∈ N and i ∈ I l , X i has distribution µ τ (l) . For any finite N , the weights {w j } are the proportions of each of the states µ j in the data,
Although not strictly a necessary requirement, in what follows we assume for convenience that the model I is such that w j (N ) converges with N → ∞ to some limiting values, which will also be denoted w j . For each time i ∈ N we define κ(i) = τ (l) where l is such that i ∈ I l , to be the index of the distribution of X i .
A Hidden Markov Model, HMM, is a tuple
For a sequence x = (x 1 , . . . , x N +1 ), the log-likelihood of x under the HMM H with initial distribution π is defined by
where the sum is over all possible paths in the underlying Markov chain. For any finite set S, denote by ∆ S the set of all probability measures on a set S.
Finally, for any two probability distributions µ, ν ∈ ∆ X , define the Kullback-Leibler divergence (or relative entropy) by
and the entropy as
MOMENTS
for all a, b ∈ X. The second moment is the frequency of observing consecutive pairs of symbols. For a random vector X = (X 1 , . . . , X N +1 ), the second moment is the expected second moment,
If X i are independent and have the same distribution µ, then M X (a, b) = µ(a) · µ(b). Recall the tensor notation for operators -for any two vectors
Hence, the moment M X is commonly written as
Next, we compute the expected second moment of an interval model I = τ, m) . Fix N and set
to be the counts of state transitions in the model I up to time N + 1. Then, if X ∼ I,
An important observation is that since every interval in I is of length at least m, up to time N there are at most N/m intervals, and hence at most N/m transitions between different states. Equivalently,
It is thus useful to think of M X roughly as composed from the pure second moments, and an 1/m distortion term representing mixed moments,
For an HMM H and some initial distribution π ∈ ∆ S , define the expected second moment as the expectation of observing a, b in two steps staring from π,
Let us write (18) in a slightly different form.
For every a, b ∈ X, we denote the 1 × k vector on the left of (19) as φ a = (π 1 ν 1 (a), . . . , π k ν k (a)) , and the k×1 vector on the right as
Equation (19) can then be equivalently rewritten as
for all a, b ∈ X. We refer to (20) as a decoupled representation of the moment.
Observe that the moment of the data also admits a similar decoupled representation. Indeed, consider the k × k matrix u with u ij = cij N , with c ij defined as in (14). Define also the marginalization
and a transition matrix U by U ij = uij wi . Then we have
for all a, b ∈ X, where φ a = (w 1 µ 1 (a), . . . ,w k µ k (a)), and χ b = (µ 1 (b), . . . , µ k (b)) as in (20). In other words, for the purposes of computation of the moments,w can be considered as a starting probability, and U as the transition matrix of the model I. Next, given an HMM
We call a set of vectors φ = {φ a } a∈X as above proper if all the entries of all φ a are non-negative, and a∈X j≤k φ a (j) = 1.
If φ is a proper system, define a probability measure m φ on X by
We conclude this section by stating the connection between column spaces of M X and M φ,H , and spaces spanned by {µ j } j≤k and {ν j } j≤k respectively. Note that for any matrix M , the column space of M coincides with the image of M , Im(M ) as an operator R X → R X .
Lemma 3.1.
1. If X ∼ I for an interval model I. Then Im(M X ) ⊂ span{µ j } j≤k .
2. For an HMM H and an arbitrary set {φ a } a∈X ,
The proof is given in Appendix A.1. Finally, for any M ∈ ∆ X×X , define the left and right marginalizations,
RESULTS
As discussed in the Introduction, the following Lemma asserts that there exists an HMM attaining a high likelihood for most samples X from I.
Lemma 3.2. Given an interval model I, there is an HMM H and an initial distribution π, such that if X = (X 1 , . . . , X N ) ∼ I then with probability at least 1 − ε N ,
where ε N → 0 with N → ∞.
The proof is given in Appendix A.2.
We are now ready to state the main result of this paper. Let X = (X 1 , . . . , X N ) be generated by model I, and let H be an HMM. Define
where
In other words, D δ measures how well M X can be approximated by a generalized moment M φ,H where φ can be any proper system with m φ close to the marginalM X . To gain some intuition into this quantity, consider the case when D δ is small, and M X has the maximal rank, k. Then, standard matrix perturbation theory results (for instance [Wedin, 1972] ) imply that Im(M X ) is close to Im(M φ,H ) and hence span{µ j } j≤k is close to span{ν j } j≤k by Lemma 3.1. 
, and every δ > 1 m the following holds: If D δ ≥ 2δ, then there is r = r I,H,δ such that with probability at least 1 − 2 −rN over X, for every initial distribution π,
The algorithmic implications of this result were discussed in the introduction and the proof is given in Appendix A.3. Here we briefly describe the main idea of the proof. Define a neighbourhood U δ ⊂ ∆ X×X of M X by
and denote by O δ the set of all sequences
Roughly speaking, the proof of (30) can be seen as a combination of two different uses of type theory. First, the type theory of Markov chains can be used to show that if an HMM H satisfies (28), then the likelihood given to the full set O δ by H is at most 2 −N D 2 δ ,
On the other hand, the standard type theory for independent sequences together with additional concentration results can be used to show that O δ contains a subset X l ⊂ O δ of size at least 2 N ·( j wj H(µj )) such that all x ∈ X l are equiprobable with respect to X and X l is of nearly full measure, P X X l ≥ 1−ε. Combing these two statements, one obtains
Note that (33) is in fact an averaged version of (30). The corresponding high probability formulation can be easily obtained via Markov's inequality.
EXAMPLES
In Section 4.1 we present two examples which demonstrate two different problems occurring when classification is done using the standard Viterbi sequence. In Section 4.2 we describe an alternative method of classification, the Window HMM, and show how the performance is improved on the above examples. In Appendix A.4 we compare the clustering of the S&P 500 stock market index using the two methods. All the experiments in this section were repeated at least 10 times, and the Baum-Welch algorithm was run with 10 restarts each time.
MISCLASSIFICATION EXAMPLES
Consider two measures on a set X = {1, . . . , 100}, defined as follows: Letμ 1 be a uniform measure on {1, . . . , 80},μ 2 be uniform on {20, . . . , 100}, and u be uniform on the whole X. Define the source measures µ 1 , µ 2 by
as shown in Figure 1 . To get an idea about the difficulty of distinguishing between these measures from samples, consider the following elementary classifier E: Let x = (x 1 , . . . , x m ) be a vector such that either all x i are sampled independently from µ 1 or all x i are sample independently form µ 2 . Given such x, the elementary classifier E computes the likelihoods L 1 (x) = i≤m µ 1 (x i ) and L 2 (x) = i≤m µ 2 (x i ). Then E outputs E(x) = 1 if L 1 (x) ≥ L 2 (x) and E(x) = 2 otherwise. Given that x is sampled from µ 1 , what is the probability that E(x) = 1? This probability is pictured in Figure 2 , as a function of the sample length m, obtained by simulation. In particular, the value at m = 50 is P x∼µ1 (E(x) = 1) ≈ 0.95, and the value at m = 100 is near 0.98. In other words, to distinguish between µ 1 and µ 2 using E with probability at least 0.95, one needs samples of length m > 50.
As our first example, consider an interval model I where all intervals I j are of length m = 50, and the emissions alternate between µ 1 and µ 2 . We generate a sample x = (x 1 , . . . , x N ) of length N = 1000m from I and fit an HMM H with two states to the data x, using the standard Baum-Welch algorithm. The emissions found by the algorithm are shown in Figure 1 , and approximate the true emissions µ 1 , µ 2 well. The transitions found by the algorithm satisfy p 11 ≈ p 22 ≈ 0.98, and represent the correct average waiting time until a state change occurs. Next, we compute the Viterbi sequence given the data, s = s 1 , . . . , s N , where s i = 0 or s i = 1 for each i. Let t = t 1 , . . . , t N be the true sequence of states, that is t i = 0 for i ∈ [1, 50], t i = 1 for i ∈ [51, 100] etc. Note that here for convenience we index the states by 0, 1 rather than 1, 2 as in main text. Define the classification error of s to be the fraction of times where s and t differ, possibly after a permutation in assignment of labels to states:
The error on the Viterbi sequence obtained as described above is e(s) ≈ 0.3. A fragment of the true sequence and the Viterbi sequence is shown in Figure 3 . Note that the maximal possible error is 0.5 and therefore a value of error of 0.3 is quite high. We mention that if we change m to m = 100 in Example 1, the error is e(s) ≈ 0.19, and we have e(s) ≈ 0.08 for m = 200.
In the second example we consider the error due to changing length of the intervals. Fix a constant L = 1000. Let I be an interval model consisting of 2L alternating intervals of length m = 100, I 1 , . . . , I 2L , followed by two long intervals, I 2L+1 , I 2L+2 , such that |I 2L+1 | = |I 2L+2 | = 9 · L · m. We refer to the intervals I 1 , . . . , I 2L as the fast changing fragment, and to I 2L+1 , I 2L+2 as the slow changing fragment. The total length of the data is N = 20 · L · m, 10% of which is the fast fragment. Fitting an HMM to a sample from this model we again obtain emissions that approximate well µ 1 and µ 2 . The Viterbi sequence s has a classification error e(s) ≈ 0.043. Although this may seem as a small error, a closer look reveals that on the intervals I 2L+1 ,I 2L+2 the sequence s achieves exact classification, while on the faster changing intervals I 1 , . . . , I 2L the error is e(s) ≈ 0.43, close to the error of a random guess. The situation is shown in Figure 4 . Observe that as mentioned earlier, on an HMM trained on I 1 , . . . , I 2L alone, without the slow changing intervals, we have e(s) ≈ 0.19. Therefore we conclude that the classification performance of the standard Viterbi sequence decreases when multiple time scales are present in the data. 
WINDOW CLASSIFICATION
In this section we propose a classification method motivated by the structure of the Interval Model. We assume that the data x = (x 1 , . . . , x N ) to be clustered comes from some Interval Model I = I({I l } l∈N , {µ i } k i=1 , τ, m 0 ), and that the measures µ 1 , . . . , µ k are known. In addition, we assume that the parameter m 0 of the model is large enough so that classifier E on samples of length m 0 distinguishes between the sources with probability at least 0.95. Specifically, let m be the minimal integer such that for every i ≤ k,
where y = (y 1 , . . . , y m ) is an i.i.d sample of length m from µ i 2 . Note that given µ 1 , . . . , µ k such m can be easily found by simulation. We find such m as the first step of the classification, and we assume that m 0 ≥ m.
Next, given a sample x = (x 1 , . . . , x N ), for every i ≤ N − m construct a window sample w i = (x i , . . . , x i+m−1 ). We call a window w i pure if it is contained in a single interval, that is [i, i + m) ⊂ I l for some l ∈ N. Observe that if a window w i is pure, then (36) implies that we can correctly classify the samples x i , . . . , x i+m−1 , with probability at least 0.95. Note that if m 0 is significantly larger than m, this observation is sufficient to classify most of the samples correctly (indeed, for any m 0 , at least m0−m m0 N of the windows w i are pure). In what follows we refine this observation by modelling also non-pure windows. This refinement allows us to do classification in cases such as Example 1 in Section 4.1, where m 0 is not necessarily large compared to m.
Consider a non-pure window w i = (x i , . . . , x i+m−1 ), such that [i, i + t) ⊂ I l and [i + t, i + m) ⊂ I l+1 for some t > 0. The expected empirical distribution of this window is a convex combination of distributions corresponding to I l and I l+1 ,
Thus, as the index i moves between I l and I l+1 , the distribution of the window interpolates linearly between µ τ (l) and µ τ (l+1) . We model this dynamics by an HMM which we call a Window HMM, and which we now define. See the concluding remarks in this section for a discussion of the difference between classification using Window HMM and HMM. A Window HMM W for measures µ 1 , . . . , µ k and window length m is an
where a i are pure states, and T ij l for i, j ≤ k, i = j, and 1 ≤ l ≤ m − 1 are transition states. The alphabet for the emissions of W consists of m-tuples over X, and the emission distributions are products of µ j 's or of their linear combinations. Specifically, for an m-tuple y = (y 1 , . . . , y m ),
for every pure state a i , and
for every transition state T ij l . Given an input sequence x = (x 1 , . . . , x N ), we construct the sequence of windows {w i } N −m i=1 and feed it as input to the HMM W . Thus, the states a i of W model the pure windows, and states T ij l model intermediate windows on the intersection between intervals of µ i and µ j . The transition probabilities for states of W model the transition of the windows between intervals. Specifically, choose some p 0 ∈ [0, 1] and set
for all i, j ≤ k,
for all i, j ≤ k and l ≤ m − 2, and
for all i, j ≤ k. Figure 5 illustrates the transitions for the case k = 2 and m = 2. Thus the paths of W either stay at a single pure node or move between pure nodes a i and a j via a sequence of states T ij 1 , . . . , T ij m−1 , simulating the transition of a window between intervals. As we discuss later in this section, the precise value of p 0 has practically no influence on the performance of the final algorithm. We choose p 0 = 0.9 in all experiments.
The full classification algorithm is as follows: Given a sample x = (x 1 , . . . , x N ), and measures {µ i } i≤k , find m that satisfies (36), construct the Window HMM W and window sequence w i . Find the Viterbi sequence of states s = s 1 . . . , s N −m for the HMM W and the input data w 1 , . . . , w Nm . For each i ≤ N − m, classify index i as a source j if s i = a j or s i = T jh l for some h ≤ k and l ≤ m − 1. We now describe the performance of the Window HMM classification on Examples 1 and 2 of Section 4.1. For Example 1, we have used window length m = 50, which satisfies the condition (36). The classification using W achieves an error e ≈ 0.06. This is a significant improvement over e ≈ 0.3 for the standard Viterbi sequence. On Example 1, Window HMM switches between the states more often than standard HMM, as shown in Figure 3 .
For Example 2 we also used W with window m = 50. With this m, W has an error e ≈ 0.04. Note that this is practically the same error as the error achieved by the standard HMM in Section 4.1. However, W errs differently. It is almost exact on the initial fast changing sequence, but has some errors on the long intervals. Figure 6 shows this and should be compared with Figure 4 . Note that the error of the order 0.04 for W is not surprising, since one can not perfectly distinguish between samples from µ 1 and µ 2 using window of length m = 100. Indeed, as we have seen in Section 4.1, even when the data is generated from by a single distribution, the classifier E with m = 100 has error 0.05.
We conclude that the Window HMM is significantly more sensitive than the standard Viterbi sequence to the changes between the data sources, and does not depend on the change of time scale, but can introduce a small constant error rate due to possible missclassifications for a fixed window size.
Since both standard HMM and Window HMM eventually use the Viterbi sequence, one can ask why the approaches differ? We conclude this section by discussing a crucial difference in a way Window HMM and a standard Viterbi sequence perform classification. Consider first an HMM H with two states and coin toss emission probabilities. Specifically, for any ε, δ < 1, let X = {0, 1}, set 
be the transition matrix. Let π such that π(0) = 1 be the initial distribution, and let x = (0, 0, 0, 0, 0, 1, 1, 1, 1, 1) be the data sequence. If the two coins are similar, say δ = 0.4, and ε is somewhat small, then the Viterbi sequence will be s 0 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) despite the change of value in the data. For concreteness, it is easy to check that this holds for δ = 0.4 and every ε < 0.1. We can say that in this case, 1 appearing in the data for 5 time units is not a sufficient evidence for the HMM to change state. This is precisely what happens when one uses the standard Viterbi sequence in Examples 1 and 2, and on some fragments of the SP500 data discussed in Appendix A.4. Let s 1 be the true sequence s 1 = (1, 1, 1, 1, 1, 2, 2, 2, 2, 2) . By writing explicitly the likelihoods for paths s 0 , s 1 ,
we see that path s 1 is preferred when (µ 2 (1)/µ 1 (1)) 5 ≥ ε. We call the ratio r x = µ 2 (1)/µ 1 (1) the evidence of sample 1 about the state. Note that as coins become more different, δ → 0, r 1 grows to infinity. We can formulate this observation as follows: The more evidence an individual sample contains about the state, the less the Viterbi path depends on the transition probabilities between the states (ε in this case).
Returning to the Window HMM classifier W , note that a single sample for W is a window w i = (x i , . . . , x i+m−1 ) of length m. By standard information theoretic arguments, if the window is pure and generated from some µ j , then the ratio
grows to infinity exponentially with m, for any h = i, with high probability over x. Hence each sample for W contains strong evidence about the state. In particular, for pure windows the state chosen by the Viterbi path of W is chosen essentially by the maximum likelihood criterion, independently of the transition parameters of W . This is in contrast to the classification using the standard Viterbi sequence, where dependence on the transitions is stronger and can lead to missclassifications as in Examples 1 and 2.
A APPENDIX
A.1 PROOF OF LEMMA 3.1
Proof. The statement for M X follows directly from (15). To show the statement for M φ,H , for any φ a ∈ R k and i ≤ k let φ a (i) be the i-th coordinate of φ a . For every i ≤ k, defineφ i ∈ R X byφ i (a) = φ a (i). Then by the definition, (23),
and hence
therefore concluding the proof.
A.2 PROOF OF LEMMA 3.2
Proof. Consider an HMM H with k states, S = {1, . . . , k}, with emission probabilities equal to those of the model I, µ i , and some transition matrix, p ij . In order to show the lower bound on L, it suffices to consider a single path of the HMM. Let s = s 1 , . . . , s N be a sequence of states of H that follows precisely the sequence of states in I, so that s i = κ(i). Let the initial distribution π be a delta measure concentrated on the first state of I, κ(1). Recall that the likelihood L(x, H, π) = 1 N log P H,π (x) is given by a sum (8). The contribution of a single path s is this sum is
where c ij are the transition counts of the model I, as in (14), and x j i are the entries of X, rearranged so that for all i, x j i are entries sampled from µ j . Consider the second term first,
Clearly, by the law of large numbers, 1 cjj i log µ j (x j i ) → −H(µ j ) with N → ∞, and we assume here that cjj N has a limit value w j . Next, the first term in (49),
controls the underlying Markov chain probability of the path s. Since, the total number of transitions between different states in the model is small, see (16), this probability is large when p ii are close to 1. In particular, by choosing p ii = 1 − 1 m and p ij = 1 (k−1)m for all i and j = i, we obtain
A.3 PROOF OF THEOREM 3.3 Let x = (x 1 , . . . , x N ) be distributed according to an interval model I First we show that the empirical second moment of a sample x is close to its expected second moment, M X . Specifically, for an appropriate total variation neighbourhood U of M X in ∆ X×X , we show that M (x) ∈ U . Since X is composed mostly from chunks of i.i.d samples, this can be obtained by a variety of standard results. We give an elementary argument in Lemma A.1. Note however, that by taking N large enough, one can ensure that the pure components, µ r ⊗ µ r , as defined in (15), are well approximated. On the other hand, as noted above, (16), X contains relatively few mixed transitions (that is, X i ∼ µ r and X i+1 ∼ µ l for r = l). We therefore do not expect µ r ⊗ µ l to be sampled correctly, and bound them by their total mass, which gives rise to the term 1/m in (53).
Lemma A.1. Let X = (X 1 , . . . , X N ) be distributed according to the interval model
where c > 0 is an absolute constant.
Proof. We consider samples from each state separately first. Let
be the set of indices i such that X i ∼ µ j . Divide A j into a set of odd pairs and even pairs as follows:
For instance, if (1, 2, 3, 4, 5, 6) ⊂ A j , then (1, 2), (3, 4), (5, 6) are odd pairs, and (2, 3), (4, 5) are even. Then the pairs in each A t j are mutually independent. Hence they can be considered i.i.d samples from the measure µ j ×µ j . To estimate how well independent empirical samples of µ j × µ j approximate µ j × µ j , we use the Dvoretzky Kiefer Wolfowitz inequality, [Dvoretzky et al., 1956] , which bounds the sup distance between the empirical and true distribution. For a, b ∈ X, let
be the difference between the empirical and the true measures. Then P max a,b∈X
Combining the estimates (58) for all A 1 j , A 2 j via the union bound, summing over all a, b ∈ X obtain the T V distance, and recalling that the proportion of transitions where κ(i) = κ(i + 1) is at most 1/m completes the proof.
Define
Lemma A.1 states that M (x) ∈ U ε with high probability over I.
Next, fix an HMM H and ε > 0, and let M H = M φ,H be the generalized second moment attaining the infimum in (28) with δ = ε + 1 m . Thus
Let
be the set of all data sequences y with M (y) ∈ U ε . Using the type theory for second moments of Markov chains, we will show that (60) implies
for every initial distribution π. Equivalently, under H, probability of observing a sequence y with M (y) ∈ U ε is at most 2 −N D 2 . We first prove Theorem 3.3 assuming (62), and then prove (62). The inequality (62) bounds the likelihood under H of all y such that M (y) ∈ U ε . To prove Theorem 3.3, we need to bound the likelihood L(x, H, π) of individual sequence x produced by I. Let
be the entropy of a sample X = (X 1 , . . . , X N ) from I.
Lemma A.2. Let X = (X 1 , . . . , X N ) ∼ I. Then there exist at least at least 2 N (H(X)−εN ) different sequences x l = (x 1 , . . . , x N ), such that for every such x,
This Lemma is the standard Asymptotic Equipartition Property (AEP) for independent variables (see [Cover and Thomas, 2006] ), the proof is omitted. Note that on one hand sequences x l are a set of almost full probability by (65), and on the other hand, by Lemma A.1, P X (M (x) ∈ U ε ) is almost full. Therefore, possibly by slightly changing ε N , we may assume that sequences x l also satisfy M (x l ) ∈ U ε , or equivalently, x l ∈ O ε . Denote by X l the set of sequences x l .
Since the sequences in X l are distinct and x l ∈ O ε , using (62) we can write
Or equivalently,
Since by Lemma A.2, |X l | ≥ 2 N (H(X)−εN ) , we obtain
Note that (68) is essentially the statement of Theorem 3.3 on average over x l . It remains to apply Markov inequality to this average to obtain
therefore concluding the proof of Theorem 3.3, up to the the proof of (62). Note the uniform average over |X l | in (68) was replaced with probability over X in (69). This is possible since in Lemma A.2 the size of |X l | depends on the size of the maximal type class, and x l inside the same type class are equiprobable. To prove (62), we use a standard construction to transform an HMMs into a Markov chain in a special form. This converts the problem of bounding the likelihood of data under an HMM to a problem of bounding a likelihood of a certain set of paths in the chain. Indeed, given an HMM H = H(S,
For a state (i, a) ∈ S ′ , we refer to a the data component of the state.Clearly, by observing a random walk of H ′ and looking only at the data component, we get a distribution over the data that is identical to that of the HMM. Note that for a single data vector x = (x 1 , . . . , x N +1 ), there are exactly k N +1 paths of the chain H ′ yielding the data x. Next, we use type theory for Markov chains to obtain deviation bounds on the empirical second moment of a random walk. Similarly to second moment of the data, for a Markov chain H ′ = (S ′ , p ′ ), and a path s = s 1 , s 2 , . . . , s N +1 ,
for all u, v ∈ S ′ . For a subset Π ⊂ ∆ S ′ ×S ′ , the second order type theory provides bounds of the form
where D is a suitably defined distance between the set Π and the transition matrix p ′ . Statement (73) is a Markov chain analog of Sanov's theorem for i.i.d sequences ( [Sanov, 1957] , [Cover and Thomas, 2006] ). We use a second moment deviation inequality due to [Csiszár et al., 1987] , stated as Lemma A.3. Note that type theory provides estimates on moments of paths of the chain H ′ , which take values in ∆ S ′ ×S ′ , while our assumptions are about moments of the data, M (x) ∈ ∆ X×X . The connection between the two moments is given by a linear transformation. Indeed, consider a Markov chain H ′ = (S ′ , p ′ ) corresponding to an HMM H. Define a linear map T : ∆ S ′ ×S ′ → ∆ X×X by
If M ′ is the second moment of a path of the chain, then T (M ′ ) is the second moment of the data. The following inequality follows from the chain rule for relative entropy (see [Cover and Thomas, 2006 
Moreover, given M ∈ ∆ S ′ ×S ′ , define the related transition matrix to be
A measure M ∈ ∆ S ′ ×S ′ is called stationary, ifM =M . Such measure is a stationary measure of a random walk given by the transition matrix M (v|u). We denote by ∆ 0 S ′ ×S ′ the set of all stationary measures. Finally, we introduce a quantity that will control the deviations of moments. Given a transition matrix p ′ = p ′ uv and a measure M ∈ ∆ S ′ ×S ′ , define 
The quantity D(M |p ′ ) differs from the standard Kullback Leibler divergence since p ′ is not a measure. However, as follows from (79), we can write D(M |p ′ ) = D(M |z), where D(t|z) is the standard KL divergence and z ∈ ∆ S ′ ×S ′ is defined by z(u, v) =M (u) · p ′ uv . For any closed set Π ⊂ ∆ S ′ ×S ′ , denote Π 0 = ∆ 0 S ′ ×S ′ ∩ Π.
Lemma A.3 ([Csiszár et al., 1987] ). Let C = (S ′ , p ′ ) be a Markov chain and let X = X 1 , . . . , X N +1 be a random walk generated by the chain. For a closed convex Π ⊂ ∆ S ′ ×S ′ , set
Then for any ε ≥ 0, there is N ε , such that for all N ≥ N ε , The HMM and Window HMM classification differ in total on 15% of the data. A typical difference in classification on this data looks similar to the one presented in Figure 8 -a long sequence of the same color for the HMM classification is broken into a number of subsequences of different colors by the Window HMM classification. To asses the quality of the partition found by the Window HMM we performed the following experiment: Consider all the periods in the data where the HMM assigns color red and Window HMM assigns color blue, and such that the length of the period is at least 10 days. There are 25 such periods in the data, ranging in length from 10 to 60 days, and comprising 706 days in total. One can ask then what is the standard deviation of the data computed only on those 706 days. Since the HMM clusters these days as red, one expects the standard deviation to be close to 0.014. On the other hand, since Window HMM clusters these days as blue, one expects the standard deviation to be near 0.004. The true standard deviation on these days is 0.005. Moreover, individually on 20 out of the 25 periods comprising the 706 days the standard deviation did not exceed 0.006 and it was smaller than 0.01 for all the periods. This computation shows that the periods should indeed belong to the blue cluster rather then the red one, and they can be detected using the Window HMM but not the standard HMM classification. 
