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Resumo da Tese apresentada à COPPE/UFRJ como parte dos requisitos necessários 
para a obtenção do grau de Doutor em Ciências (D.Sc.) 
UM SISTEMA DE IDENTIFICAÇÃO DE TRANSIENTES COM INCLUSÃO DE 
RUÍDOS E INDICAÇÃO DE EVENTOS DESCONHECIDOS 
Antônio Carlos de Abreu Mói 
Dezembro/2002 
Orientadores: Aquilino Senra Martinez 
Roberto Schirru 
Programa: Engenharia Nuclear 
Esta tese apresenta uma metodologia, baseada em Redes Neurais Artificiais 
(RNA), para identificação de transientes a qual permite tanto uma identificação 
dinâmica quanto a resposta "Não Sei" para eventos desconhecidos. O método usa duas 
RNAs. A primeira rede é responsável pela identificação dinâmica, utilizando como 
entradas um pequeno conjunto (através de uma janela temporal móvel) dos valores 
recentes das variáveis de estado. A outra rede é usada para validar a identificação feita 
pela primeira através da validação de cada variável, emitindo assim a resposta "Não 
Sei" para eventos desconhecidos. 
No processo de validação, foi utilizado um conjunto de 15 acidentes postulados 
para uma usina nuclear PWR, gerados por simulação computacional e com ruído 
superposto ao dados. Os resultados obtidos mostraram a capacidade do método em 
analisar sistemas dinâmicos e emitir a resposta "Não Sei" para eventos desconhecidos. 
Abstract of Thesis presented to COPPE/UFRJ as a partial fulfillment of 
requirements for the degree of Doctor of Science (D.Sc.) 
A TRANSIENTS IDENTIFICATION SYSTEM INCLUDING NOISE AND 
THE INDICATION OF UNKNOWN EVENTS 
Antonio Carlos de Abreu M61 
Dezember/2002 
Advisors: Aquilino Senra Martinez 
Roberto Schirru 
Department: Nuclear Engineering 
This thesis presents an approach for neural network based transient identification 
which allows dynamic identification and "don't know" responses. Such approach uses 
two multilayer neural networks trained with backpropagation algorithms. The first one 
is responsible for the dynamic identification. This NN uses, as input, a short set (in a 
movable time window) of recent measurements of each variable avoiding the necessity 
of using starting events. The other one is used to validate the instantaneous 
identification (from the first net) through the validation of each variable. This net is 
responsible for allowing the system to provide "don't know" responses. 
In order to validate the method, a NPP transient identification problem comprising 
15 postulated accidents, simulated for a pressurized water reactor, has been proposed in 
the validation process. It has been considered noising data in order to evaluate the 
method robustness. Obtained results reveal the ability of the method in dealing with 
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Neste capítulo, são apresentados, inicialmente, uma breve descrição do problema 
a ser estudado e uma revisão bibliográfica das contribuições publicadas na área de 
interesse nos últimos anos. A luz da contextualização do problema, são apresentados os 
objetivos da tese e, finalmente, são destacadas as contribuições do trabalho. 
1.1 Contextualização do Problema 
As usinas nucleares contêm sistemas complexos que são normalmente 
monitorados por operadores. Durante um evento anormal, o operador se depara com 
uma grande quantidade de informações, oriundas dos instrumentos, que representam um 
determinado tipo de evento. A simples quantidade de dados se alterando pode confundir 
o operador, prejudicando seu diagnóstico e conseqüentemente sua atuação. 
A identificação destes eventos anormais é considerada extremamente 
importante como suporte à operação em uma usina nuclear [1]. Como as condições da 
usina se alteram em função destes eventos, se o evento for reconhecido rapidamente, 
informações como alarmes podem ser priorizadas e selecionadas para serem oferecidas 
ao operador. O desempenho dos operadores em uma situação de acidente e a 
conseqüente evolução das condições da usina tem dependido fundamentalmente da 
capacidade dos operadores de identificar corretamente os eventos e tomar as ações de 
recuperação apropriadas. Esta capacidade depende de uma série de fatores, tais como 
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treinamento, estruturação da sala de controle e procedimentos de emergência 
adequadamente escritos. Caso os operadores diagnostiquem incorretamente o transiente, 
existe o potencial de que suas ações subsequentes causem um degradação das condições 
de segurança da usina, podendo transformar o que seria um simples incidente 
operacional em um acidente de grandes proporções. 
Logo após o acidente de Three Mile Island, em março de 1979, foi feita uma 
revisão crítica nos projetos das usinas nucleares, principalmente no que se referia à 
interface homem-máquina. Os resultados fizeram com que a Comissão de 
Regulamentação Nuclear (NRC) emitisse uma série de documentos normativos [2-3], 
que visando aumentar a capacidade de resposta à condição de acidentes, incluíram 
sistemas computadorizados no auxílio à operação, genericamente denominados de 
Safely Parameter Display System (SPDS). Estes sistemas computadorizados tiveram 
inicialmente suas funções definidas de forma superficial, e posteriormente através do 
Suplemento 1 do documento NUREG 0737 [4] foram definidas, de forma mais 
detalhada. 
Mais recentemente, aspectos relacionados a fatores humanos foram incorporados 
ao projeto, na construção, nos procedimentos de operação, na manutenção, no 
treinamento e na qualificação dos operadores. Mais precisamente, em 1994, a NRC 
emitiu o documento NUREG 711 [5] estabelecendo critérios para implementar um 
programa de Engenharia de Fatores Humanos (EFH) em projetos de salas de controle, 
onde é avaliado o impacto causado pela introdução de interfaces operador-sistema. 
Posteriormente em 1996, a NRC emitiu o documento NUREG 800 [6], o qual 
estabeleceu o conteúdo e o formato do capítulo 18 a ser incluído no relatório final de 
análise de segurança, cujo objetivo é assegurar que as salas de controles das usinas 
nucleares sejam projetadas e avaliadas segundo os tópicos descritos pela NUREG 711. 
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Particularmente, o tópico referente à interface operador-sistema apresentado 
pela NUREG 711, recomenda que a atividade do operador seja centrada nas tarefas de 
monitoração , tomada de decisão e controle da usina. Desta forma, sistemas que 
auxiliam objetivamente o operador no rápido entendimento do estado da usina, 
minimizando o tempo gasto com atividades secundárias como navegação entre telas e 
análise de dados, melhorariam o desempenho do mesmo na tarefa de gerenciamento da 
usina. 
Entretanto, para sistemas que auxiliam o operador no diagnóstico de acidente, 
não basta apenas que o sistema seja rápido, a identificação também deve ser robusta e 
confiável com relação a ruído nos dados. Além disto, tendo em vista que uma central 
nuclear é uma instalação de segurança crítica, é de extrema importância que o sistema 
de identificação de transientes seja capaz de fornecer uma resposta "não sei" para 
transientes desconhecidos, isto é, não pertencentes ao conjunto de aprendizado, pois um 
diagnóstico errado pode trazer sérias conseqüências, tanto para pessoas quanto para a 
usina. 
1.2 Revisão de Sistemas de Diagnóstico 
O grande número de variáveis monitoradas em um instalação nuclear, 
produzindo padrões bastante complexos que conseqüentemente torna extremamente 
difícil seu reconhecimento pelo operador, motivou nos últimos anos a publicação de 
trabalhos, utilizando técnicas de inteligência artificial (IA), que auxiliassem o operador 
na tarefa de monitoração de uma usina nuclear. Estas técnicas conseguem contornar 
bem o problema da complexidade do espaço de busca, não necessitando das condições 
de continuidade e existência de derivadas normalmente exigidas pelos métodos 
clássicos. Seguindo então esta tendência, diversos pesquisadores começaram a utilizar 
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sistemas especialistas (SE), redes neurais artificiais, lógica nebulosa (LN) e algoritmos 
genéticos (AG) para resolver problemas relacionados a monitoração de uma usina 
nuclear, principalmente no que se refere ao problema de validação dos sinais e 
identificação de transientes. 
Particularmente, no que se refere à aplicações de técnicas de IA para validação 
de sinal em usinas nucleares, pode-se destacar os trabalhos apresentados por HINES et 
al [7], UPADHYAYA e ERYUREK [8] e ERBAY e UPADHYAYA [9]. 
Com relação ao problema de identificação de transientes em centrais nucleares, 
diversos trabalhos podem ser citados. O trabalho publicado por BARTLETT e UHRIG 
[10] utilizou RNA no diagnóstico de 7 cenários (peida de refrigerante nas pernas fria e 
quente, ejeção das barras de controle, perda total de energia elétrica de alimentação, 
ruptura da linha de vapor principal, ruptura da linha de alimentação principal, 
vazamento nos tubos do gerador de vapor, e condição normal de operação). Os autores 
utilizaram uma rede multicamadas perceptron que recebia como entrada os valores de 
27 variáveis de estado amostradas a cada 0,5 segundos. A saída da RNA identificava o 
acidente segundo uma codificação binária de três bits. O conjunto de treinamento foi 
montado em um intervalo de 250 segundos, totalizando assim 500 amostras. 
Finalmente, um algoritmo de otimização estocástica foi utilizado como treinamento. 
Com os resultados o autor demonstrou o bom desempenho obtido por esse modelo de 
RNAs no diagnostico de acidentes. Entretanto, não foi considerado o tratamento de 
eventos desconhecidos (eventos fora do escopo de treinamento) e assim sendo, o 
trabalho não fornecia a saída "não sei". 
Em um outro trabalho, BASU e BARTLETT [11] utilizaram uma arquitetura 
modular baseada em duas RNAs para identificar 27 transientes de um reator BWR, 
usando para isto 97 variáveis de estado. A primeira RNA foi usada para determinar se a 
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usina está em condição de operação normal ou não, enquanto a segunda RNA realiza a 
classificação. Além do problema de não fornecer a saída "não sei", uma segunda 
limitação deste modelo é que a classificação baseia-se nos valores assumidos pela 
variáveis escolhidas em um único instante de tempo, isto é, não é levada em 
consideração a evolução temporal das variáveis observadas. Esta escolha foi feita para 
manter a solução simples, mas isto também significou um aumento no número de 
variáveis que foram necessárias para alcançar uma classificação satisfatória (97 
variáveis). 
O trabalho apresentado por ALVES [12] utilizou uma série de RNAs 
feedforward na análise automática de algumas variáveis (pressão, temperatura e vazão 
nos circuitos primário e secundário) de tal forma que o comportamento dos transientes 
ao longo do tempo e seu inter-relacionamento fosse verificado, com o objetivo de 
identificar o acidente. Baseado em simulações computacionais, o sistema foi avaliado e 
mostrou-se capaz de determinar com precisão, em torno de 50% os acidentes 
relacionados no relatório final de análise de segurança. Nos casos dos eventos não 
reconhecidos pelo sistema, onde a análise dos transientes não conduziram a uma 
determinação rápida e segura do evento, um módulo baseado em Sistema Especialista 
com interface amigável interagia com o pessoal de operação sobre informações 
adicionais a respeito das condições da usina nuclear. 
Outros trabalhos [13-16] também exploram Redes Neurais Artificiais (RNA) 
multicamadas com treinamento backpropagation, em virtude deste tipo de RNAs 
possuir um excelente capacidade de aproximação e generalização. Entretanto, assim 
como nos trabalhos mencionados anteriormente, diagnósticos baseados apenas neste 
tipo de RNAs podem levar a classificações erradas quando se deparam com eventos 
fora do escopo de treinamento. 
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BARTAL et al. [17] desenvolveram um trabalho baseado em redes neurais 
probabilísticas, que foram utilizadas para classificar 72 cenários de 13 diferentes tipos 
de transientes, a partir dos valores observados de 76 variáveis. Neste trabalho foi 
explorado uma importante característica das redes probabilísticas, que é a medida de 
proximidade, para fornecer uma resposta "não sei" para eventos fora do conjunto de 
treinamento. Os autores também introduziram um mecanismo denominado "acumulação 
de evidência", no qual os resultados das classificações obtidas a cada intervalo de 
tempo são usados para determinar a classificação final. O classificador neural utilizado 
trabalha de modo contínuo e independente do tempo (a informação temporal não é 
utilizada), porém a classificação final é computada usando os valores obtidos a cada 
instante de tempo. 
Um método interessante foi proposto por FURUKAWA et al. [18]. Os autores 
construíram um classificador independente para cada variável, baseado em redes 
conhecidas como "mapa auto-organizáveis" (Self Organization Map - SOM). Neste tipo 
de RNA, a rede recebe um conjunto de padrões, e os analisa, tentando descobrir 
regularidades e relacionamentos entre diferentes padrões do conjunto. Estas redes são 
compostas por uma camada de saída plana, formando uma grade 2-D, e uma camada de 
entrada. Todas as unidades da camada de entrada possuem conexões a todas as unidades 
da camada de saída. A camada de saída forma o mapa topográfico, que é uma 
representação local e auto-organizada da informação. Características comuns são 
agrupadas na representação do mapa topográfico, correspondendo a regiões ativadas no 
mapa. Nas redes SOM, há a classificação de um padrão junto com outros que têm 
características semelhantes, formando classes. Estas classes são organizadas no mapa, 
onde se pode observar a distribuição dos padrões. Desta maneira, no instante em que um 
padrão é inserido na rede, esta o coloca na classe onde em que o padrão melhor se 
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adequar, em função das suas características. Para isto a sua saída utiliza um processo de 
inibição mútua denominado de comportamento winner-take-all (o vencedor leva tudo). 
O classificador, baseado na rede SOM, recebe em sua entrada uma variável selecionada 
e produz na saída a melhor classificação parcial possível em conjuntos de classes ( cada 
evento é incluído em uma das superclasses que são separáveis a partir da informação 
trazida por uma simples variável). A interseção dos conjuntos de classes (superclasses) 
gerada por todos os classificadores produz a classificação final. Este tipo de 
classificação, a princípio, se mostra robusta, uma vez que ela foi realizada tomando 
como base múltiplas classificações independentes, porém poderia não ser suficiente 
quando o espaço se mostrasse, exigindo uma função de discriminação mais seletiva que 
se levasse em conta a interação entre duas ou mais variáveis. 
Em 1996, JEONG et al. [1] propuseram um modo alternativo para 
identificação de transientes denominado adaptive template matching (ATM) (casamento 
de molde adaptativo) que utiliza informações ocorridas no passado. Este método usa 
redes neurais do tipo "feedforward" (sem realimentações internas) para aproximar as 
trajetórias contínuas que representam os transientes no espaço de estado das variáveis, 
em vez de usar um número finito de padrões de treinamento das referidas trajetórias. O 
sistema é composto de oito módulos (um para cada evento), onde cada módulo possui 
um bloco ATM e um bloco que determina o grau de confiança da respectiva 
classificação. As variáveis de estados são amostradas a cada segundo e a identificação 
ocorreu entre 11 e 37 segundos após o início do evento. O algoritmo utilizado visou 
não só identificar transientes diferentes, como avaliar vários transientes do mesmo tipo 
com diferentes níveis de severidade. Os resultados demonstraram um bom desempenho 
do método (90% de acertos), e que o mesmo não apresentou nenhuma classificação 
enganosa. 
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Em 1997, ALVARENGA [20] apresentou um trabalho baseado em redes 
neurais artificiais, lógica nebulosa e algoritmos genéticos para diagnóstico de 16 
acidentes postulados para a usina nuclear ANGRA-II. Inicialmente as RN As do tipo 
Adaptive Vector Quantization (AVQ) geraram, de forma preliminar, os centroides das 
classes que representam cada acidente. Posteriormente estes centroides foram utilizados 
para dividir os eixos das variáveis em conjuntos nebulosos, estabelecendo as zonas de 
influência de cada acidente. Finalmente utilizou algoritmos genéticos para otimizar a 
posição destes centroides no eixo do tempo, de modo a obter uma partição que 
produzisse uma classificação final mais consistente e confiável. 
O método desenvolvido por PEREIRA et al. [21] apresenta uma nova 
metodologia para identificação de transientes, usando algoritmos genéticos para 
otimizar um sistema de classificação baseado em medidas diretas de distâncias 
euclidianas. Diferentemente dos métodos normalmente vistos na literatura, neste 
método não são utilizadas RNA no processo de identificação do evento. A idéia 
principal deste método, denominado pelos autores como método do Conjunto Mínimo 
de Centroides (CMC), é dividir o espaço de busca utilizando algoritmos genéticos(AG), 
de modo a encontrar subconjuntos das classes, definidos como subclasses, cujos 
centroides representem as classes com o máximo de classificações corretas possível, 
considerando um ou mais centroides por classe. 
ALMEIDA [22] aprimorou o método desenvolvido por PEREIRA et al. [21], 
substituindo o critério de classificação baseado em medidas diretas de distâncias 
euclidianas por outro baseado em medidas de pertinencias possibilísticas, utilizando 
conjuntos nebulosos. O critério de pertinencias possibilísticas permite uma avaliação 
das zonas de influência dos centroides, tornando o processo de identificação mais 
consistente que o método anterior, possibilitando o estabelecimento de um limiar para a 
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obtenção de classificações "não sei" para transientes desconhecidos ou fora do conjunto 
de treinamento. Finalmente a identificação do transiente em curso é efetuada com base 
na acumulação de evidência das classificações efetuadas em instantes anteriores. 
Em 1999, ROVERSO [19] comparou três métodos para classificação de evento. 
O primeiro utilizou algoritmos de agrupamento de padrões clustering, baseados em 
conjuntos nebulosos, e redes neurais artificiais que conseguem avaliar as distâncias 
entre as amostras e os centróide das classes do conjunto de treinamento, no caso, 
Funções de Base Radial {Radial Basis Functions - RBF). O segundo, também foi 
baseado em conjuntos nebulosos e redes RBF, porém com a diferença de que as 
classificações feitas pelas redes RBFs não são independentes umas das outras como no 
primeiro. As redes RBF utilizadas nesses dois métodos envolviam três camadas, cujos 
nodos de saída formavam uma combinação linear das funções de base radial (kemel) 
calculados pelos nodos da camada escondida. As funções de base radial na camada 
escondida produziam uma resposta localizada para o estímulo (padrão) de entrada. Isto 
é, eles produziam uma resposta significativamente diferente de zero somente quando o 
padrão de entrada estava dentro de uma região pequena localizada no espaço de 
entradas. No terceiro método, foi usado um tipo especial de RNA recorrente conhecido 
como "redes de Elman", que tem capacidade de lidar diretamente com sistemas 
dinâmicos. Essas redes possuem uma diferença significativa em relação às redes neurais 
tipo feed jòrward, a realimentação entre os neurônios, levando à necessidade de um 
processo de estabilização para obter-se o resultado. Este tipo de rede pode possuir uma 
ou mais camadas de neurônios que alimentam a entrada dos outros neurônios da mesma 
camada com o seu sinal de saída. 
Os resultados obtidos pelos três métodos demonstraram que o Classificador de 
Elman apresentou o melhor desempenho. Além disto, o autor também concluiu que um 
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dos grandes problemas encontrados pelos métodos que utilizam redes probabilísticas e 
do tipo SOM é que eles não se mostraram aptos a trabalhar diretamente com sistemas 
dinâmicos, onde existe uma dependência direta com o tempo, ou seja, elas puderam 
somente mapear um vetor de entrada estático para um valor de saída. 
Um das limitações apresentada em alguns dos trabalhos anteriormente 
descritos, foi a necessidade de haver um evento que identificasse o início do acidente. 
Desta forma, em 2000 Roverso [23] publicou um trabalho baseado em wavelet e redes 
neurais recorrentes que superariam esta limitação. Entretanto, os resultados não 
obtiveram 100% de acertos, com agravante de que em 1,4% dos casos obteve 
classificação incorreta. 
Recentemente, o trabalho apresentado por Shahla Keyvan [24] comparou o 
desempenho de uma nova ferramenta baseada em técnicas tradicionais de análise de 
ruídos com RNAs no monitoramento das condições dos componentes do reator. Os 
métodos foram aplicados na identificação do mau funcionamento da bomba de um 
reator experimental (Experimental Breeder Reactor - EBR1I). Para este fim, foram 
utilizados dados que representam a potência, velocidade e pressão da bomba. Através de 
estudos de análise de séries temporais e modelos de regressão de dados, foi identificado 
um parâmetro - Contribution Ratio (CR) - relacionado à degradação da bomba, que por 
sua vez foi utilizado no desenvolvimento da ferramenta de monitoração baseada em 
técnicas convencionais. Vários modelos de RNAs foram examinados, incluindo 
Restricted Coulomb Energy (RCE), Related Casacade Correlation, e Backpropagation. 
Os resultados indicaram que RNAs são técnicas mais simples do que as técnicas 
convencionais de análise de ruído, por não necessitarem de informações adicionais que 
correlacionem a entrada com a saída, ou qualquer informação mais detalhada sobre a 
degradação dinâmica. Por outro lado, modelos de regressão e análise de ruído podem 
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fornecer técnicas mais sensíveis para monitoramento de um problema detectado dentro 
de um componente. Por fim, este trabalho recomenda a utilização de técnicas baseadas 
em RNAs no reconhecimento de padrões devido a simplicidade de seu uso, ficando a 
técnica baseada no CR como complemento, devido à sua sensibilidade, para identificar 
e monitorar um determinado problema detectado dentro de um componente. 
1.3 Objetivos 
Neste trabalho é apresentado um sistema, de auxílio ao operador, para a 
classificação de eventos que explora o bom desempenho obtido nas RNAs 
multicamadas com algoritmo de treinamento backpropagation, mesmo quando 
aplicados a dados com ruído. Este sistema também possui um procedimento de 
validação de diagnóstico de modo a obter a saída "não sei" para os eventos fora do 
escopo de treinamento, evitando assim classificações incorretas ou não confiáveis. 
1.4 Contribuições 
Considerando as recentes atividades científicas na área diagnóstico de acidentes, 
as quais estão sucintamente descritas no item 1.2, "Revisão de Sistemas de 
Diagnóstico", este trabalho apresenta as contribuições descritas a seguir. 
Através de um módulo de validação, o método proposto possibilitou a utilização 
de redes neurais artificiais, do tipo multicamadas com treinamento backpropagation, na 
classificação de acidentes, onde é exigido a resposta "não sei" para eventos 
desconhecidos, contornando assim, uma grande limitação deste tipo de RNA. 
Uma outra contribuição importante apresentada neste trabalho, é que o sistema 
se mostra independente da variável tempo, resultado extremamente desejável pois 
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dispensa a detecção do início do transiente, que é um problema complexo e não 
totalmente resolvido na literatura. 
O restante dste trabalho é organizado como descrito a seguir. O Capítulo 2 faz 
uma breve revisão de redes neurais artificiais, em particular um modelo especial de 
rede multicamadas, a rede Jump. O Capítulo 3 descreve o sistema de identificação de 
transientes com inclusão de ruídos e identificação de eventos desconhecidos. O Capítulo 
4 apresenta a descrição dos sistemas relacionados com a segurança de reatores nucleares 
e os principais acidentes postulados para uma usina nuclear PWR. No Capítulo 5 são 
escolhidos os acidentes, pertencentes ao conjunto de acidentes postulados para uma 
usina nuclear PWR, para o teste do sistema. O Capítulo 6 apresenta a aplicação deste 
método ao conjunto de acidentes escolhidos para o teste. Finalmente, o Capítulo 7 
apresenta as conclusões e sugestões para trabalhos futuros. 
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CAPÍTULO 2 
DESCRIÇÃO DOS PRINCIPAIS MODELOS DE REDES NEURAIS 
ARTIFICIAIS UTILIZADOS EM DIAGNÓSTICO DE ACIDENTES EM 
CENTRAIS NUCLEARES 
2.1 Redes Neurais Artificiais 
Redes Neurais Artificiais são técnicas computacionais que apresentam um 
modelo matemático inspirado na estrutura cerebral e que adquirem conhecimento 
através da experiência. Os primeiros estudos sobre RNAs se iniciaram na metade do 
século passado, onde surgiu o primeiro modelo artificial de um neurônio biológico, 
fruto do trabalho [25] do psiquiatra e neuroanatomista Warren McCuIloch e do 
matemático Walter Pitts em 1943. Neste modelo, a saída do neurônio assume apenas os 
valores lógicos 1 ou 0, descrevendo a propriedade de "tudo ou nada" do modelo. Cerca 
de 15 anos após a publicação do trabalho de McCulloc e Pitts, uma nova abordagem 
para o problema de reconhecimento de padrões foi desenvolvida em 1958 e 1962 por 
Rosenblatt [26] [27]. Rosenblatt provou o teorema de aprendizado do perceptron 
usando uma aproximação estocástica. Mais tarde, Windrow e Hoff [28] sugeriram uma 
regra de aprendizagem, conhecida como regra de Windrow-Hoff, ou regra delta, que é 
ainda hoje bastante utilizada. Esta por sua vez, é baseada no método do gradiente para 
minimização do erro na saída do neurônio com resposta linear. Após um longo tempo 
adormecidos, os estudos sobre redes neurais retornaram, basicamente, em 1982, com o 
trabalho publicado por John Hopfield [29], ressaltando as propriedades associativas das 
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RNAs. O principal resultado encontrado por Hopfield foi mostrar a relação entre as 
redes recorrentes auto-associativas e sistemas físicos, o que acabou abrindo espaço para 
a utilização de teorias correntes da Física para estudar tais modelos. Uma outra 
publicação importante em 1982, foi o trabalho [30] de Kohonen sobre os mapas auto-
organizáveis, utilizando uma estrutura de redes unidimensional ou bidimensional. Não 
obstante, em 1986, Rumelhart [31] descreveu o algoritmo de treinamento de 
retropopagação do erro (back-propagation). Rumelhart mostrou que as RNAs de 
múltiplas camadas são capazes de resolver problemas "difíceis de aprender". A partir 
desse trabalho, houve uma explosão de interesse pelas RNAs na comunidade 
internacional, motivada também pelo avanço da tecnologia, particularmente a 
microeletrônica. 
Uma RNA é composta por várias unidades de processamento cujo 
funcionamento é bastante simples. Esta unidade (neurônios artificiais) é geralmente 
conectada por canais de comunicação (sinapses) que são associados a determinados 
pesos. Os neurônios fazem operações apenas sobre seus dados locais, que são as 
entradas recebidas pelas suas conexões. Como no caso da rede biológica, o 
comportamento "inteligente" de uma rede neural artificial vem das interações entre os 
neurônios da rede. Estas operações de um neurônio artificial podem ser resumidas da 
seguinte maneira: 
- Sinais são apresentados nas entradas; 
Cada sinal é ponderado pela sinapse; 
- É feita a soma dos sinais ponderados produzindo um nível de atividade ; 
- Em função do nível de atividade é produzida uma determinada resposta na saída. 
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Suponhamos que temosp sinais de entrada, Xi , . . . ,x p e sinapses w i , . . . w p , como mostrado 
na figura 2.1 
y = saída = F(a); onde F(.) éa função de ativação 
As características específicas que configuram os modelos das RNAs, 
dependem principalmente da arquitetura e da neurodinâmica explorada [32][33][34]. A 
arquitetura define o arranjo dos neurônios e suas conexões, enquanto a neurodinâmica 
especifica basicamente as funções de ativação interna dos neurônios e o tipo de 
treinamento. 
Nas seções a seguir serão descritas os principais modelos de RNA que ao longo 
dos anos vêm sendo utilizadas em sistemas de identificação de acidentes em usinas 
nucleares. 
2.2 Redes Perceptrons de Multicamadas 
A rede perceptrons de multicamadas (Multilayered Perceptrons - MLP) , figura 
2.2, consiste de uma camada de entrada onde os padrões são apresentados à rede, uma 
Figura 2.1 - neurônio artificial 
Assim temos: 
p 
a - atividade = ^(wirxn) 
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ou mais camadas intermediárias onde é feita a maior parte do processamento por 
intermédio das conexões entre os neurônios (sinapses) que podem ser consideradas 
como extratores de características, e uma camada de saída onde o resultado final é 
concluído e apresentado. 
Camada de entrada Camada intermediária Camada de Saída 
Figura 2 .2 - RedeMLP 
Este modelo de rede é o mais amplamente utilizado e tem sido aplicado com 
sucesso para resolver diversos problemas difíceis, através do seu treinamento de forma 
supervisionada com o algoritmo de retropropagação do erro. Basicamente, a 
aprendizagem por retropropagação de erro consiste em duas fases, em que cada fase 
percorre a rede em um sentido. Na primeira fase, o sinal se propaga para a frente através 
da rede, camada por camada, definindo a saída da rede para um dado padrão de entrada. 
A segunda fase, a resposta real da rede, é subtraída de uma resposta desejada para 
produzir um sinal de erro, que é então propagado para trás através da rede, contra a 
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direção das conexões sinápticas para atualizar os pesos das sinapses, segundo uma regra 
de correção de erro. 
O algoritmo de aprendizado mais conhecido é o algoritmo back-propagation. 
Segundo este algoritmo, os ajustes dos valores das sinapses, Awji(n), são atualizados 
conforme as equações 2.1 e 2.2: 
ÁWji(n) = 77 * ôj(n) * yi(n) (2.1) 
J { ) =
 da]{n) ' ^ k { n ) ' W k j { n ) ' ( Z 2 ) 
sendo que: rj é taxa de aprendizagem, k representa u m neurônio da camada 
imediatamente posterior à camada do neurônio j \ Õ(n) é o gradiente local, yf é a saída do 
neurônio /' F(.) é a função de ativação , a/n) é a ativação do neurônio j e WM , a sinapse 
entre o neurônio k e i. 
2.3 Mapas Auto-Organizáveis 
Em um mapa auto-organizável (Self Organization Map - SOM), os neurônios estão 
colocados em nós de uma grade que pode ser uni- ou bidimensional. Os neurônios se 
tornam seletivamente sintonizados a vários padrões de entradas no decorrer da 
aprendizagem. As localizações dos neurônios assim sintonizados se tornam ordenadas 
entre si de forma que um sistema de coordenadas significativo para diferentes 
características de entrada é criado sobre a grade. U m mapa auto-organizável é, portanto, 
caracterizado pela formação de um mapa topográfico dos padrões de entrada no qual as 
coordenadas dos neurônios na grade (vetor de sinapse) são indicativas das 
características contidas nos padrões de entrada. 
Neste modelo de rede as unidades da camada de saída recebem os estímulos da 
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camada de entrada e competem entre si no processo de ativação. As unidades da camada 
de saída se comunicam umas com as outras por meio de conexões de peso negativo, ou 
seja, conexões inibitórias. Temos então um processo cíclico de comparação dos padrões 
de entrada com aqueles já armazenados pelos neurônios nos seus pesos. Tal processo 
que seleciona a unidade de maior resposta ao padrão de entrada apresentado para ser 
treinado é denominado competitivo. 
Um classificador que segue esse tipo de modelo de RNA é apresentado na 
figura 2.3. Como a posição do vetor de sinapse só depende das entradas de sua classe, 
cada entrada deve treinar apenas um vetor, aquele correspondente a sua classe. Isto é, a 
cada entrada os neurônios competem entre si para serem treinados e apenas o vencedor 
da competição (que se espera que seja o representativo da classe a que a entrada 
pertence) tem seu vetor sinapse treinado. 
Figura 2.3 - Classificador baseado em mapas auto-organizáveis 
O treinamento do vetor de sinapse wy consiste em deslocá-lo na direção do 
centro da classe. 
O processo de treinamento começa com a inicialização dos pesos das sinapses, 
por exemplo, com valores aleatoriamente baixos. Em seguida são apresentadas as 
entradas o vetor x, e as saídas a de cada neurônio são calculadas, para o neurônio i, 
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p (2.3) 
Para cada padrão apresentado, o neurônio com o maior valor de saída a é o 
vencedor, e suas conexões são reforçadas. Assim, para o neurônio ativo i, vencedor tem-
se: 
onde T) > 0 é o passo de treinamento. 
Este processo leva os vetores sinapse dos neurônios vencedores para o centro de 
suas classes. 
2.4 Redes de Funções de Base Radiais 
Redes de Funções de Base Radiais {Radial Basis Function - RBF) são RNA que 
utilizam funções de base radial em seus neurônios da camada intermediária [35]. Apesar 
da rede, figura 2.4, apresentar apenas um neurônio na camada de saída, estas redes 
podem ter qualquer número de neurônio nesta camada. Cada camada de uma rede RBF 
desempenha um papel específico para seu comportamento. A camada intermediária, 
cujos neurônios utilizam funções de bases radiais, separa os dados de entrada em 
grupamentos com características comuns . Esta camada transforma um conjunto de 
padrões de entradas não linearmente separáveis em um conjunto de saída linearmente 
separáveis. A camada de saída, procura classificar os padrões recebidos da camada 
anterior. Esta camada normalmente é do tipo Adaline[28], uma vez que seus padrões de 
entrada são linearmente separáveis. 
(2.4) 
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Camada Camada intermediária Camada 
de entrada de saída 
Figura 2.4 - Redes RBF típica com uma camada intermediária 
Funções de base radial representam uma classe especial de funções cujo valor 
diminui ou aumenta em relação à distancia de um ponto central. Normalmente, uma 
função de base radial tem seu valor não negativo e alto em um determinado ponto \x de 
seu domínio e decai até próximo de zero quando a distância do ponto x ao ponto central, 
dada pela norma por ||x - u.||, aproxima-se do infinito. Diferentes funções de base radial 
têm sido utilizadas em redes RBR. As mais comuns são: 
v2 
Função gaussiana: / ( v ) = exp( - ) ; (2.4) 
2 • <j 
Função multiquadrática: / ( v ) = ^(v^ + cr2). (2.5) 
onde v=j|x-u.||, que é dado geralmente pela distância euclidiana, x é o vetor de entrada , 
e ( i e a representam o centro e a largura da função radial, respectivamente. 
Desta forma, a distância euclidiana v=||x-u.H do vetor de entrada x ao ponto 
central u. serve de entrada para a função, que retorna o valor de ativação da unidade 
intermediária, e finalmente a resposta gerada por um neurônio j de saída é dada por: 
yj=H^rm (2-6> 
O processo de aprendizagem, ao qual uma rede de base radial (RBF) é 
submetida, consiste em otimizar tanto os pesos lineares associados com as unidades de 
20 
saída ,Wji, quanto as funções de ativação não-lineares das unidades intermediárias. Pelo 
fato das camadas intermediária e de saída realizarem tarefas diferentes, é recomendável 
que o processo de otimização de cada uma delas seja separado usando métodos 
diferentes [36], Na maioria destes métodos, o treinamento é classificado como híbrido, 
uma vez que é dividido em dois estágios. No primeiro estágio, o número de funções 
radiais e seus parâmetros são determinados por métodos não supervisionados. Neste 
caso, os centros são posicionados em regiões do espaço onde estão situados os vetores 
de entrada mais representativos. Um método bastante utilizado, baseado em distância 
euclidiana, para realizar este processo é o algoritmo K-médias [3 7] [3 8]. No segundo 
estágio de treinamento os pesos das sinapses w¡¡ são ajustados. Como as saídas dos 
neurônios da camada intermediária constitui um vetor linearmente separável, os pesos 
podem ser determinados por modelos lineares, como por exemplo o algoritmo LMS 
[28]. 
2.5 Comparando redes SOM, RBF e MLP 
As redes de função de base radial (RBF) e os perceptrons de múltiplas camadas 
(MLP) são exemplos de redes em camadas alimentadas adiante, não lineares e 
consideradas aproximadores universais. Entretanto existe uma diferença bastante 
importante entre as redes RPM e as RBR e aproxima esta última às redes SOM. Esta 
diferença diz respeito à partição do espaço de padrões de entrada realizada por cada 
uma dessas redes. Enquanto os neurônios das redes SOM definem hiper-esferas [39] e 
os neurônios da camada intermediária de uma rede RBF definem um hiper-elipsóide 
[40] para partição do espaço de padrões de entrada, as redes MLP, por outro lado, 
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dividem o espaço de entrada através de hiper-planos[41]. A figura 2.5 ilustra a divisão 
dos dados de entrada realizadas pelas redes SOM, RBF e MLP. 
Figura 2.5 - Divisão dos dados de entrada realizado por: (a) redes RBF; (b) redes SOM; 
(c) redes MLP 
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Devido às fornias de dividir o espaço, as redes RBF e SOM constróem 
aproximadores locais, isto é, apenas as regiões do espaço de entrada que apresentam 
dados de treinamento terão resposta da rede [40], 
Já as redes RPM constróem aproximadores globais de um mapeamento de 
entrada e saída não linear, isto significa que para este tipo aproximação as redes MLP 
requerem um número menor de parâmetros e padrões que as redes RBF e SOM para o 
mesmo grau de precisão [42]. 
Por construirem aproximadores globais, as redes MLP possuem maior capacidade 
de generalização, em relação às outras duas redes, para regiões onde não há dados de 
treinamento. Esta característica está ilustrada na figura 2.5, onde é possível perceber, 
visualmente, que a amostra aj pertence à classe a, e que apenas a rede MLPconsegue 
reconhecê-la corretamente. Para este caso, as redes RBF e SOM identificam a amostra 
ctj como não pertencente a qualquer classe. Entretanto, esta capacidade de generalização 
das redes MLP permite também que padrões completamente diferentes daqueles 
utilizados no treinamento sejam classificados em uma das classes existentes, o que é 
conhecido como "falsos padrões". Na figura 2.5, também é possível perceber, 
visualmente, que a amostra ã2 não pertence a qualquer uma das três classes, e que 
apenas as redes RBFe SOM realizam corretamente esta classificação. Neste caso, a 
característica generalizadora da rede MLP fez com que a mesma classificasse, 
erradamente, a amostra &2 como pertencente à classe <p. 
2.6 Escolha de um Modelo de Redes Neurais Artificiais 
O modelo de RNA do tipo multicamada com algoritmo de treinamento 
backpropagation escolhido no desenvolvimento deste trabalho foi motivado pela sua 
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ampla utilização, capacidade de generalização e, particularmente, pelos bons resultados 
obtidos na identificação de acidentes em usinas nucleares [10-16] , quando estes 
acidentes fizeram parte do conjunto de treinamento da rede. Entretanto, devido ao 
problema dos "falsos padrões", sistemas de identificação de transientes baseados apenas 
nesse modelo de redes apresentaram algumas limitações, principalmente no que se 
refere à ausência da saída "não sei" para eventos fora do escopo de treinamento. Além 
deste problema, deve-se ter cuidado com outras deficiências inerentes a esse modelo de 
rede, como a lentidão do algoritmo de ajuste das conexões para superfícies complexas e 
a possibilidade do mesmo convergir para mínimos locais. 
Para melhorar o desempenho da rede MLP no problema específico de 
identificação de transientes onde as superfícies são complexas, adotou-se o modelo de 
RNA multicamadas do tipo jump. A figura 2.6 mostra esta rede, com uma camada de 
entrada, duas camadas intermediárias e uma camada de saída. Para este tipo de RNA, 
um neurônio de qualquer camada da rede é conectado a todos os outros neurônios das 
camadas posteriores (não há realimentação). O fluxo de sinal através desta rede se 
propaga "para a frente", da esquerda para direita , passando por todas as camadas. A 
figura 2.7 mostra uma parte da rede jump, onde dois tipos de sinais são identificados 
nesta rede: (1) o "sinal de estímulo", que é o sinal de entrada vindo da primeira camada 
da rede, se propagando "para a frente" (neurônio por neurônio) através da rede, 
emergindo na saída da rede como sinal de saída; (2) "sinal de erro", que é o erro 
originário em um neurônio de saída da rede, e propagado de volta (neurônio por 
neurônio) através da rede. 
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Camada de entrada Camada intermediária 
Figura 2.6 - RNA Jump 
Camada de Saída 
Sinal de estímulo 
Sinal de erro 
Figura 2.7 - Ilustração das duas direções do fluxo do sinal 
A aplicação do método "backpropagation" neste tipo de RNA resulta como regra geral 
da atualização das conexões {Âwjt(nj) através das seguintes equações: 
onde k representa qualquer neurônio das camadas posteriores à camada do neurônio j , 
ô(n) é o gradiente local, y, é a saída do neurônio i F(.) é a função de ativação , a/n) é a 
ativação do neurônio j e w/n a sinapse entre o neurônio k e i. 
A grande diferença entre a rede jump utilizada neste trabalho e uma rede 
feedforward [42], em relação ao processo de treinamento pelo algoritmo 
Awj,(n) = rj* S/n) * yrfn) (2.7) 
da. (n) (2.8) 
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backpropagaüon, é o fato que o termo de gradiente local ô/n), para a rede w sotre 
influência direta de todos os neurônios das camadas subsequentes à camada do 
neurônio j . Esta influência direta faz com que as alterações das sinapses das primeiras 
camadas da rede sejam mais sensíveis aos erros apresentados na saída da rede, 
possibilitando assim que a rede "jump" funcione melhor ao separar padrões em espaços 
muito complexos, que é o caso do espaço das variáveis de estado durante alguns eventos 
anormais. 
Objetivando acelerar o processo de treinamento e evitar mínimos locais incluiu-
se o termo momeníum na fórmula de ajuste das conexões. Segundo Rumelhart [43] o 
termo momeníum reduz o perigo de instabilidade e acelera o treinamento em regiões 
muito planas da superfície de erro. 
O problema de "falsos padrões" , inerentes às redes RPM, será tratado através de 
módulos de validação, que fazem parte do sistema de identificação de acidentes a ser 
apresentado no próximo capítulo. 
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CAPÍTULO 3 
DESCRIÇÃO DO SISTEMA DE IDENTIFICAÇÃO DE TRANSIENTES 
O modelo de RNA do tipo jump apresentado na figura 2.6 será utilizado como 
base no processo de identificação. O uso deste modelo foi motivado, principalmente, 
pela boa capacidade de generalização (capítulo 2) e pelos bons resultados obtidos pelas 
RNAs do tipo multicamada com algoritmo de treinamento backpropagation quando 
aplicadas ao problema de identificação de acidentes em usinas nucleares. 
O sistema proposto deve ser capaz de atender a três condições fundamentais: (i) 
ser robusto em relação ao ruído; (ii) trabalhar em sistemas dinâmicos; (iii) fornecer a 
saída "não sei" para eventos desconhecidos. Sendo assim, seu desenvolvimento foi feito 
em etapas, procurando em cada uma delas atender de forma gradual a cada uma dessas 
condições. 
Nas seções a seguir, será descrita cada uma das etapas do sistema de 
identificação de eventos. Como cada etapa subsequente é complementar à anterior, para 
cada uma delas serão apresentados alguns exemplos simples que procuram mostrar a 
implementação, o desempenho, e em alguns casos, a limitação da mesma. 
3.1 Sistema de Identificação de Eventos em Ambientes Ruidosos 
De modo a aumentar a capacidade de generalização e a robustez da rede ao 
ruído, o faz-se necessário que uma grande quantidade de padrões sejam apresentados à 
rede na fase de treinamento. Isto é feito adicionando exemplos de padrões com ruídos 
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superpostos e "forçando", através do treinamento, que a rede reconheça estes novos 
exemplos como pertencendo às respectivas classes originais (sem ruído). Entretanto, 
este tipo de arquitetura de RNA, por não ser fundamentalmente do tipo classificadora, 
permite que os valores apresentados na sua saída, em resposta a padrões de entrada que 
representam um mesmo evento, flutuem em torno do valor discreto esperado (isto é, 
evento A é representado pelo valor 1, evento B é representado pelo valor 2, e assim 
sucessivamente para todos os eventos previstos). A figura 3.1 ilustra, para uma variável, 
uma possível resposta deste tipo de RNA quando submetida a quatro conjuntos 
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Figura 3.1 Resposta da RNA utilizada neste trabalho 
Desta forma, ao se fazer uso desse tipo de RNA na identificação de eventos, 
torna-se necessário associar os valores contínuos apresentados na saída da rede aos 
valores discretos que representam cada um dos eventos. Para este fim é determinado 
durante a fase de treinamento da RNA, onde se utiliza todos os padrões (com e sem 
ruído), o raio da zona de alcance (Rev) de cada evento. Este raio é definido como o 
maior desvio entre o valor esperado e o valor apresentado na saída da rede para o 
respectivo evento. 
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Rev=Max\yev- y ev{3 (3.1) 
A 
onde: ev indica o evento, yev é o valor discreto esperado, y e v é o valor contínuo obtido 
pela RNA 
Determinado o raio de alcance de cada evento, define-se o critério de 
identificação e validação da rede (CIVR). Segundo este critério, o evento identificado 
(representado por um valor discreto), será aquele que mais se aproximar do valor 
A 
contínuo obtido na saída da RNA y, e este evento será considerado válido se, e 
A 
somente se, o desvio absoluto entre estes dois valores | yev - y |, for igual ou menor ao 
Rev do evento. A figura 3.2, apresenta o diagrama de blocos do sistema de identificação 
de eventos, baseado no CVIR. 




Figura 3.2 Diagrama de blocos do sistema de identificação e de validação da rede 
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Neste diagrama, os valores das variáveis de estados que representam o 
comportamento das diversas grandezas físicas, com ruídos superpostos, são 
apresentados à entrada da rede neural. O valor obtido na saída da rede é então levado ao 
módulo de validação (CVIR), antes de ser apresentado como saída do sistema. O 
módulo de validação verifica então se o valor apresentado pela saída da rede se encontra 
dentro da zona de alcance do respectivo evento, consultando para isto os valores 
armazenados durante a fase de treinamento da rede. Finalmente, caso o evento seja dado 
como válido pelo CIVR, o evento identificado pela rede é habilitado para ser 
apresentado como saída do sistema. Já no caso em que o CIRV invalidar a saída da rede 
(evento fora da zona de alcance), a saída da rede será desabilitada e o sistema 
apresentará como saída a resposta "não sei". 
O exemplo a seguir visa demonstrar a aplicação deste sistema na identificação de 
dois eventos, onde é possível perceber, visualmente, que os valores das variáveis, para 
cada evento, se apresentam distintos durante toda a série temporal. A figura 3.3 
apresenta o comportamento das variáveis vl e v2, livres de ruído, durante os eventos. 
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Figura 3.3 - Comportamento das variáveis vl e v2, livres de ruído, durante os eventos 1 
e 2 . 
Como o sistema deve ser robusto em relação ao ruído, novos padrões com ruídos 
devem ser gerados. Para este fim foram feitas as seguintes considerações: 
i) Cada evento é composto por curvas que representam trajetórias de um 
processo físico que está sendo observado em intervalos de tempo 
determinados, caracterizando assim uma série temporal que pode ser 
representado pelo modelo [ 4 4 ] : 
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vt = f(t) + a t s t=l , . . .N, (3.2) 
onde o sinal f(t) é uma função do tempo completamente determinada e a t é 
uma seqüência aleatória, ruído, independente de f(t); 
ii) A componente aleatória, a t, é devida ao processo de medição das grandezas 
envolvidas, onde envolve equipamentos eletrônicos que normalmente sofrem 
influência de um tipo de ruído que surge devido ao movimento aleatório dos 
elétrons livres no meio condutor e que não está relacionado com o sinal 
desejado, o ruído térmico [45]. O espectro de potência do ruído térmico pode 
ser considerado plano até freqüências da ordem de I O 1 3 Hz. Por isso, 
considera-se, geralmente, que o ruído térmico tem um espectro de densidade 
de potência constante, ou seja, ele contém todas as freqüências em igual 
quantidade. Por esta razão, também é chamado de ruído branco, cujo valor 
médio é nulo; 
iii)A amplitude do ruído segue uma distribuição normal com média zero. 
Objetivando que 99,7% das amplitudes do ruído sejam inferiores a um 
determinado limite, estabeleceu-se que a distribuição normal adotada 
tivesse desvio padrão (a ) igual a um terço deste limite. U m patamar bem 
razoável para este limite é 1% do valor máximo do sinal, se considerar os 
valores reais do ruído apresentados em uma usina nuclear do tipo P W R [46]. 
Portanto, 3 c na distribuição adotada para amplitude do ruído é igual a 1% do 
valor máximo do sinal. 
32 
Seguindo as considerações anteriormente descritas, as figuras 3.4 e 3.5 
representam, respectivamente, para os mesmos eventos A e B , três outros casos do 
comportamento das variáveis vl e v2 com diferentes ruídos superpostos. 
+ Evento A 
o Evento B 
6 











Figura3.4 Casos exemplos da variável v l , com ruído, durante os eventos 1 e 2. 
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Para o treinamento da RNA torna-se necessária a codificação destes eventos 
(valor numérico esperado para a saída da RNA), tabela 3.1. 




Escolhida a codificação, é realizado então o treinamento da rede, utilizando 
todos os casos (com e sem ruído) anteriormente apresentados. Durante o treinamento, é 
determinado o raio da zona de alcance (Rev) de cada evento, tabela 3.2 . 




A 1 0,008 
B 2 0,009 
Uma vez treinada a RNA e determinado o raio da zona de alcance, o sistema 
pode ser testado no reconhecimento dos eventos para o qual foi treinado. Para este fim, 
são gerados dois novos padrões representativos dos mesmos eventos A e B 
(adicionando, para cada evento, novos ruídos às variáveis vl e v2) e um novo padrão, 
representando o evento C, que não foi incluído no treinamento e que serve para testar a 
resposta "não sei". A figura 3.6 apresenta, graficamente, o comportamento das variáveis 
vl e v2 para os padrões A, B e C. As respostas obtidas pela RNA para estes eventos são 
apresentadas nas figuras 3.7, 3.8 e 3.9. 
+ Evento A 
o Evento B 
A Evento C 
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Figura 3.9 Resposta da RNA para o evento C 
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O próximo exemplo, figura 3.10, apresenta o comportamento de duas variáveis 
vi e V2 para outro caso hipotético em que as curvas que representam os eventos se 
interceptam em um determinado instante de tempo. O simples fato das variáveis 
assumirem valores iguais em um mesmo instante de tempo, faz com que o método não 
seja capaz de distinguir estes eventos e conseqüentemente realizar a classificação 
correta. As figuras 3.11 e 3.12 apresentam a resposta da R N A para cada um destes 
eventos, após seguir os mesmos passos do exemplo anterior, considerando a codificação 
e o raio da zona de alcance (obtido após o treinamento) como o mostrado na tabela 3.3. 
+ Evento A 
o Evento B 
Figura 3.10 Comportamento das variáveis vi e vj, para os eventos A, B 
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Figura 3.12 Resposta da RNA para o evento B 
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O mau desempenho obtido pela RNA nesse caso é justificado pelo fato de que 
apenas o valor instantâneo das variáveis é considerado, ou seja, a RNA não considera a 
evolução das variáveis ao longo do tempo, desconsiderando assim, a dinâmica do 
processo. 
3.2 Sistema de Identificação de Eventos em Ambientes Ruidosos Dinâmicos 
O sistema apresentado na seção anterior se mostrou com boa capacidade de 
generalização e robustez em relação ao ruído. Entretanto, a arquitetura de RNA 
utilizada pelo sistema, por não ter recorrência em sua estrutura interna (onde existe uma 
dependência direta com o tempo), não são se mostrou apta a trabalhar diretamente com 
sistemas dinâmicos. Desta forma, objetivando superar esta limitação, adotou-se o 
sistema de "janela temporal móvel", ou seja, incorporou-se à arquitetura externa da rede 
a dependência temporal, através da apresentação seqüencial no tempo do histórico 
recente das variáveis de estado utilizadas na identificação dos eventos, conforme 
representado na figura 3.13. 
Saída 
Figura 3.13 RNA com j anela temporal móvel 
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Para que a RNA seja capaz de "aprender" a reconhecer a tendência da curva da 
série temporal, durante a fase de treinamento, cada padrão deve ter para cada variável de 
entrada um número fixo de elementos, definido pela largura da janela. A tabela 3.4, 
apresenta como deve ser constituído um conjunto de treinamento para um evento 
genérico A. 
Nesta tabela, cada variável de estado pertencente ao conjunto variáveis de 
entrada, { v i ; V2. . .Vk}, utiliza uma quantidade m de colunas, definido pela largura da 
janela, para representar o histórico da respectiva variável. A cada nova linha, este 
histórico é deslocado no tempo, até que se utilize todos os n elementos da série 
temporal. 
Tabela 3.4 - Conjunto de treinamento com janela temporal móvel 
variável vi(t) variável v k ( t ) Evento 
Entrada 1 Entrada 2 Entrada m Entrada 1 Entrada 2 Entrada m Saída 
Vi(t) v , ( t + l ) V | ( t+m) v k (t) v k ( t + 1 ) v k (t+m) A 
v, ( t + 1 ) v, (t+2) vi ( t+m+I) v k ( t + I ) v k (t+2) v k ( t+m+1) A 
V[ (t+n-m) Vi (t+n-
m+1) 
v, (t+n) v k (t+n-m) v k ( t+n-m+1) v k (t+n) A 
k - número de variáveis de entrada; m - largura da janela; n - tamanho da série 
temporal 
Da mesma forma que o sistema anterior, o processo de identificação e validação 
é baseado no CIVR, entretanto, devido à utilização da janela temporal móvel, o 
processo só se inicia após o preenchimento da mesma com o histórico recente da 
respectiva variável. Para cada novo instante, o conjunto de valores do histórico é 
deslocado no tempo, ou seja , o valor mais antigo, v[t-m], é substituído pelo próximo 
valor da seqüência, v[t-m+l], e assim sucessivamente até que o novo valor adquirido 
seja atribuído ao valor mais recente da seqüência v[t] . 
A figura 3.14, apresenta o diagrama de blocos do sistema de identificação e 
validação da rede, após a inclusão da janela temporal móvel. 
Neste diagrama, o histórico recente dos valores de cada uma das variáveis de 
estado, que representam o comportamento das diversas grandezas físicas com ruídos 
superpostos, são apresentados à entrada da rede neural. A cada nova aquisição, a 
amostra mais antiga da janela é descartada, os elementos são deslocados e o novo valor 
inserido. A partir da saída da rede, o processo é equivalente ao descrito para o diagrama 
apresentado na figura 3.2. 
O próximo exemplo visa aplicar este sistema, na identificação dos eventos 
apresentados na seção anterior, figura 3.10. 
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Da mesma forma que nos exemplos anteriores, a RNA é treinada utilizando os 
eventos A e B, com e sem ruído. 
Para definir o número de elementos da janela temporal, deve-se considerar que 
esta deve ser grande o suficiente para identificar o comportamento dinâmico do sistema, 
porém sem comprometer a identificação de transientes rápidos. Este processo é 
realizado testando o desempenho da RNA com diversos tamanhos de janelas. O teste se 
inicia com o menor tamanho possível de janela (isto é, dois elementos), aumentando 
gradativamente o número de elementos, até que a RNA aprenda o comportamento 
dinâmico da série. Para o caso específico deste exemplo, isto foi alcançado com uma 
janela formada por cinco elementos. A tabela 3.5, apresenta o raio da zona de alcance de 
cada evento, determinado durante o treinamento. 
Tabela 3.5- Codificação e Raio de alcance de cada evento 
Evento Codificação 
da RNA 
A 2 0,080 
B 3 0,250 
De modo a testar a robustez do sistema ao ruído e a capacidade do mesmo em 
emitir resposta "não sei" para eventos desconhecidos, foram gerados dois novos padrões 
representativos dos mesmos eventos A e B (adicionando, para cada evento, novos ruídos 
às variáveis vl e v2) e dois novos padrões, representando os eventos C e D, que não 
foram incluídos no treinamento e que servem para testar a resposta "não sei". A figura 
3.15 apresenta graficamente as variáveis vl e v2 para os novos padrões A, B, C e D. 
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As respostas obtidas pela RNA para os eventos A, B, C e D são apresentadas, 






























Figura 3.16 Resposta da RNA para o evento A 
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Figura 3.17 Resposta da RNA para o evento B 
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Figura 3.18 Resposta da RNA para o evento C 
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Figura 3.19 Resposta da RNA para o evento D 
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Os primeiros resultados mostraram que o sistema baseado em janelas, pelo fato 
de considerar a tendência da curva, é capaz de contornar o problema apresentado pelo 
sistema anterior e diagnosticar corretamente os eventos A e B durante todo o percurso 
temporal. 
Nos testes da geração da resposta "não sei" para eventos desconhecidos ( C e D), 
os resultados demonstraram desempenhos diferentes para o sistema. No caso do evento 
C, os valores das variáveis vi e V 2 , durante todo o percurso temporal, fizeram com que 
os valores apresentados pela saída da RNA ficassem sempre fora da zona de alcance de 
cada evento e, conseqüentemente, os diagnósticos preliminares obtidos pela RNA 
foram invalidados pelo CIVR, fazendo com que o sistema apresentasse corretamente as 
respostas "não sei". Entretanto, o mesmo não ocorreu no caso do evento D. Neste caso, 
mesmo apresentado valores instantâneos e tendências diferentes aos apresentados pelos 
eventos A e B , as variáveis fizeram com que os valores apresentados pela saída da 
RNA, durante a série temporal, ficassem dentro da zona de alcance destes eventos e, 
conseqüentemente, os diagnósticos errôneos emitidos pela RNA foram validados, 
indevidamente, pelo CIVR, fazendo com que o sistema diagnosticasse o evento 
desconhecido D como um dos eventos pertencente ao conjunto de treinamento. Este 
último comportamento da RNA é justificável, uma vez que a rede neural multicamada 
utilizada neste trabalho, funciona como um interpolador não linear e seu treinamento 
consiste em ajustar os valores dos argumentos deste interpolador para que um padrão de 
entrada y (v\, v 2 . . .v n) produza um determinado valor de saída (y), sem no entanto 
excluir a possibilidade de que um outro padrão de entrada v' (v'i , v ' 2 , ...v'n) também 
obtenha como resposta o mesmo valor de saída (y). 
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3.3 Sistema de Identificação de Eventos em Ambientes Ruidosos Dinâmicos com 
Resposta "não sei" 
De modo a contornar a característica indesejável do tipo de RNA utilizada pelo 
sistema de identificação, a qual permite que outras configurações de padrões de entrada, 
além da incluída no treinamento (v}, produzam o mesmo valor y para saída da rede, 
torna-se necessário definir um outro critério capaz de validar o padrão de entrada e 
conseqüentemente a resposta do sistema como um todo. 
O segundo critério de validação, denominado critério de validação das variáveis 
(CVV), é complementar ao primeiro e tem por objetivo validar pontualmente todas as 
variáveis de estado utilizadas como entradas da rede. Para este fim um simulador neural 
auto associativo é utilizado para estimar o valor de cada uma das variáveis de estado. 
Este simulador estima o valor das variáveis, tendo como entradas os valores medidos 
das próprias variáveis de processo e o tipo de evento identificado pelo CIVR, figura 
3.21. 
vi(t) — •vi(0 
v 2 (t) — i v 2 (t) 
v„(t) — •v„(t) 
Evento 
Entradas Saída 
Figura 3.21 - Simulador auto-associativo 
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Da mesma forma que a RNA do CIVR, a rede do simulador também é treinada 
com uma grande quantidade de padrões (com e sem ruído). Durante esta fase é 
determinado, para cada variável de estado, o maior desvio Avmax, entre o valor esperado 
da variável e o valor apresentado na saída da rede. Desta forma, durante a operação, 
uma variável é dita válida se, e somente se, o valor absoluto da diferença entre o valor 
da variável v(t) e o valor de referência para esta mesma variável vrej(t), gerada pelo 
simulador neural, for igual ou menor ao Avmax da respectiva variável. Finalmente, 
segundo o CVV, o diagnóstico é dito válido se todas as variáveis também forem 
válidas. A figura 3.22, apresenta o diagrama de blocos do sistema de identificação e 
validação de eventos. 
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Figura 3.22 Diagrama de blocos do sistema proposto nesta tese 
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Definidos os critérios CIVR e CVV, pode-se descrever o procedimento para 
identificação e validação de eventos através do algoritmo apresentado na figura 3.23. 
^ Início ^ 
Constrói Janela 








RNA do CIVR 
Evento = Evento 
Identificado pelo 
CIVR 
Determina os Valores 




Figura 3.23 - Fluxograma do sistema de identificação de eventos 
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Visando demonstrar a funcionalidade do sistema atual, o mesmo é aplicado ao 
caso exemplo da seção anterior. Como o sistema também utiliza o CIVR, todos os 
passos referentes a este critério são repetidos, obtendo desta forma, os mesmos 
resultados para os raios das zonas de alcance, tabela 3.5. 
Os desvios máximos de cada variável (Àvmax ), a serem utilizados pelo CVV são 
obtidos após o treinamento da RNA do simulador, tabela 3.6. 
Tabela 3.6 - Valores dos desvios máximos Avmax 
v l v2 
Evento 
A 0,053 0,054 
B 0,081 0,076 
Finalmente, a resposta do sistema para todos os eventos (A,B,C e D) é obtida 
após a aplicação dos critérios CIVR e CVV, tabelas 3.7, 3.8, 3.9 e 3.10. Os resultados 
apresentados por estas tabelas demonstraram que o sistema foi capaz de diagnosticar 
corretamente os eventos A e B que fizeram parte do treinamento. Os resultados também 
demonstraram que o sistema foi capaz de emitir a resposta "não sei" para os eventos C e 
D que não fizeram parte do treinamento; particularmente a tabela 3.10 demonstrou que 
o sistema, através do módulo CVV, contornou com sucesso o problema de falsos 
diagnósticos apresentados pela arquitetura anterior. 
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Tabela 3.7 - Resposta do sistema para o evento A 
Tempo (s) 0 1 2 3 4 5 6 7 8 9 10 11 
Após CIVR - - - - A A A A A A A A 
Desvio 
Av 
vl - - - - 0.020 0.020 0.019 0.020 0.020 0.019 0.020 0.019 
v2 - - - - 0.020 0.019 0.019 0.020 0.019 0.019 0.019 0.019 
Sistema - - - - A A A A A A A A 
Tempo (s) 12 13 14 15 16 17 18 19 20 21 22 23 
Após CIVR A A A A A A A A A A A A 
Desvio 
Av 
vl 0.020 0.020 0.018 0.019 0.016 0.013 0.009 0.010 0.015 0.013 0.001 0.004 
v2 0.019 0.019 0.018 0.019 0.016 0.013 0.009 0.010 0.015 0.013 0.001 0.004 
Sistema A A A A A A A A A A A A 
Tempo (s) 24 25 26 27 28 29 30 31 32 33 34 35 
Após CIVR A A A A A A A A A A A A 
Desvio 
Av 
vl 0.004 0.003 0.005 0.007 0.018 0.002 0.010 0.006 0.010 0.011 0.009 0.005 
v2 0.004 0.003 0.005 0.006 0.018 0.001 0.010 0.006 0.009 0.011 0.009 0.004 
Sistema A A A A A A A A A A A A 
Tempo (s) 36 37 38 39 40 41 42 43 44 45 46 47 
Após CIVR A A A A A A A A A A A A 
Desvio 
Av 
vl 0.010 0.019 0.019 0.020 0.022 0.019 0.022 0.019 0.021 0.021 0.010 0.022 
v2 0.009 0.019 0.019 0.019 0.021 0.018 0.021 0.019 0.021 0.020 0.009 0.021 
Sistema A A A A A A A A A A A A 
Tempo (s) 48 49 50 51 52 53 54 55 56 57 58 59 60 
Após CIVR A A A A A A A A A A A A A 
Desvio 
Av 
vl 0.008 0.009 0.015 0.002 0.014 0.012 0.015 0.005 0.002 0.004 0.002 0.008 0.042 
v2 0.007 0.008 0.015 0.003 0.013 0.011 0.015 0.005 0.001 0.005 0.003 0.008 0.043 
Sistema A A A A A A A A A A A A A 
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Tabela 3.8 - Resposta do sistema para o evento B 
Tempo (s) 0 1 2 3 4 5 6 7 8 9 10 11 
Após CIVR - - - - B B B B B B B B 
Desvio 
Av 
vl - - - - 0.010 0.021 0.020 0.021 0.022 0.019 0.021 0.018 
v2 - - - - 0.009 0.021 0.020 0.021 0.021 0.019 0.021 0.017 
Sistema - - - - B B B B B B B B 
Tempo (s) 12 13 14 15 16 17 18 19 20 21 22 23 
Após CIVR B B B B B B B B B B B B 
Desvio 
Av 
vl 0.008 0.011 0.003 0.002 0.003 0.002 0.007 0.016 0.016 0.017 0.019 0.020 
v2 0.008 0.011 0.002 0.002 0.003 0.003 0.007 0.016 0.016 0.017 0.018 0.019 
Sistema B B B B B B B B B B B B 
Tempo (s) 24 25 26 27 28 29 30 31 32 33 34 35 
Após CIVR B B B B B B B B B B B B 
Desvio 
Av 
vl 0.020 0.018 0.017 0.014 0.012 0.014 0.007 0.001 0.001 0.005 0.003 0.005 
v2 0.019 0.018 0.016 0.013 0.011 0.013 0.005 0.000 0.002 0.004 0.005 0.004 
Sistema B B B B B B B B B B B B 
Tempo (s) 36 37 38 39 40 41 42 43 44 45 46 47 
Após CIVR B B B B B B B B B B B B 
Desvio 
Av 
vl 0.010 0.019 0.019 0.020 0.022 0.019 0.022 0.019 0.021 0.021 0.010 0.022 
v2 0.009 0.019 0.019 0.019 0.021 0.018 0.021 0.019 0.021 0.020 0.009 0.021 
Sistema B B B B B B B B B B B B 
Tempo (s) 48 49 50 51 52 53 54 55 56 57 58 59 60 
Após CIVR B B B B B B B B B B B B B 
Desvio 
Av 
vl 0.008 0.009 0.015 0.002 0.014 0.012 0.015 0.005 0.002 0.004 0.002 0.008 0.042 
v2 0.007 0.008 0.015 0.003 0.013 0.011 0.015 0.005 0.001 0.005 0.003 0.008 0.043 
Sistema B B B B B B B B B B B B B 
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Tabela 3.9 - Resposta do sistema para o evento C 
Tempo (s) 0 1 2 3 4 5 6 7 8 9 10 11 
Após CIVR - - - - NS NS NS NS NS NS NS NS 
Desvio 
Av 
vl - - - - - - - - - - - -
v2 - - - - - - - - - - - -
Sistema - - - - NS NS NS NS NS NS NS NS 
Tempo (s) 12 13 14 15 16 17 18 19 20 21 22 23 
Após CIVR NS NS NS NS NS NS NS NS NS NS NS NS 
Desvio 
Av 
vl - - - - -
-










Sistema NS NS NS NS NS NS NS NS NS NS NS NS 
Tempo (s) 24 25 26 27 28 29 30 31 32 33 34 35 
Após CIVR NS NS NS NS NS NS NS NS NS NS NS NS 
Desvio 
Av 
vl - - - - - - - - - - -
v2 - - - - - - - - - - - -
Sistema NS NS NS NS NS NS NS NS NS NS NS NS 
Tempo (s) 36 37 38 39 40 41 42 43 44 45 46 47 
Após CIVR NS NS NS NS NS NS NS NS NS NS NS NS 
Desvio 
Av 
vl - - - - - - - - - - - -
v2 
- - - - - - - - - - - -
Sistema NS NS NS NS NS NS NS NS NS NS NS NS 
Tempo (s) 48 49 50 51 52 53 54 55 56 57 58 59 60 




- - - - - - - - - - - - _ 
v2 
- - - - - - - - - - - - -
Sistema NS NS NS NS NS NS NS NS NS NS NS NS NS 
N S - " N ã o Sei" 
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Tabela 3.10 - Resposta do sistema para o evento D 
Tempo (s) 0 1 2 3 4 5 6 7 8 9 10 11 
Após CIVR - - - - B B B B B NS NS NS 
Desvio 
Av 
vl - - - 1.266 1.208 1.149 1.091 1.032 - - -
v2 - - - - 0.981 0.942 0.901 0.853 0.811 - - -
Sistema - - - - NS NS NS NS NS NS NS NS 
Tempo (s) 12 13 14 15 16 17 18 19 20 21 22 23 
Após CIVR NS NS NS NS NS B NS B NS B NS NS 
Desvio 
Av 
vl - - - - - 0.507 - 0.390 - 0.274 - -
v2 - - - - - 0.422 - 0.331 - 0.244 - -
Sistema NS NS NS NS NS NS NS NS NS NS NS NS 
Tempo (s) 24 25 26 27 28 29 30 31 32 33 34 35 
Após CIVR NS NS NS NS NS NS A A A A A NS 
Desvio 
Av 
vl - - - - - - 0.231 0.290 0.342 0.401 0.462 -
v2 - - - - - - 0.172 0.221 0.262 0.313 0.352 -
Sistema NS NS NS NS NS NS NS NS NS NS NS NS 
Tempo (s) 36 37 38 39 40 41 42 43 44 45 46 47 
Após CIVR NS NS NS NS NS NS NS NS NS NS NS NS 
Desvio 
Av 
vl - - - - - - - - - - _ _ 
v2 - - - - - - - - - -
- -
Sistema NS NS NS NS NS NS NS NS NS NS NS NS 
Tempo (s) 48 49 50 51 52 53 54 55 56 57 58 59 60 





Sistema NS NS NS NS NS NS NS NS NS NS NS NS NS 
NS- " Não Sei" 
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CAPÍTULO 4 
DESCRIÇÃO DOS SISTEMAS RELACIONADOS COM A SEGURANÇA DE 
REATORES NUCLEARES E OS PRINCIPAIS ACIDENTES POSTULADOS 
PARA UMA USINA NUCLEAR PWR 
4.1 - Introdução 
Na operação de uma usina nuclear existe a possibilidade do aparecimento de 
uma situação anormal, que se não for controlada, poderá causar a liberação de uma 
quantidade significativa de material radioativo para o meio ambiente. Desta forma, uma 
série de sistemas, procedimentos e funções relacionados com a segurança devem fazer 
parte do projeto destas centrais nucleares, de modo a controlar esses eventos anormais 
ou pelo menos minimizar suas conseqüências. 
A filosofia básica [47] dos órgãos reguladores em garantir a segurança no 
projeto, construção e operação de usinas nucleares tem sido chamada de defesa em 
profundidade e se expressa em termos de três níveis de segurança. 
O primeiro nível de segurança está relacionado com o "projeto do reator" e com 
os componentes associados a ele, uma vez que este deverá operar com alto grau de 
confiabilidade. Para este fim, os órgãos reguladores dão uma ênfase especial à 
qualidade dos materiais e da mão de obra utilizada na construção da usina . A usina 
deve ser projetada e construída para ser resistente aos fenômenos naturais. Além disso, 
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o projeto deve permitir o monitoramento contínuo ou periódico dos sistemas e 
componentes, de modo a detectar possíveis falhas. 
A despeito de toda a segurança oferecida pelo cuidado no projeto e construção 
da usina, é necessário prevenir que alguns incidentes venham a ocorrer durante o ciclo 
de vida da mesma. A proposta do segundo nível de segurança é fornecer meios para 
"evitar" ou "lidar" com esses eventos. 
Finalmente, o terceiro nível de segurança é baseado no ponto de vista de que é 
prudente ir além dos níveis de segurança mencionados anteriormente, e incorpora 
sistemas adicionais e barreiras de radioatividade para proteger o público, mesmo se 
alguns acidentes ocorreram. Para isto, falhas de componentes e sistemas são postulados 
e suas conseqüências são analisadas. A análise de cada evento hipotético determina um 
conjunto de acidentes de base de projeto, e sistemas de segurança são, então, projetados 
para controlá-los. 
4.2 - Principais Sistemas de uma Usina Nuclear PWR 
A usina nuclear com reator de água leve pressurizada (PWR), consiste 
basicamente de uma reator que é resfriado por circuitos de refrigeração. Cada circuito 
contém um trocador de calor ou gerador de vapor, uma bomba de circulação de 
refrigerante e as tubulações de interligação desses componentes. 
A energia liberada pela fissão, no núcleo do reator, transforma-se rapidamente 
em calor que aquece a água do Sistema de Refrigeração do Reator. Este calor é 
transportado pela água do sistema primário aos geradores de vapor, por meio de bombas 
de refrigeração. Nos geradores de vapor, a água do sistema primário transfere seu calor, 
através dos tubos destes geradores, para a água do sistema secundário que se transforma 
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em vapor saturado. O vapor produzido é expandido nas turbinas, as quais acionam o 
gerador elétrico. Os tubos dos geradores de vapor promovem uma separação entre a 
água do sistema primário e a do sistema secundário evitando, assim, que substâncias 
radioativas, eventualmente presentes no sistema de refrigeração do reator, contaminem 
o circuito água-vapor. 
No circuito água-vapor, a água de alimentação dos geradores de vapor é retirada 
do tanque de água de alimentação por meio das bombas de água de alimentação e 
preaquecida em trocadores de calor por extrações das turbinas. O vapor, após sua 
expansão nas turbinas, é condensado nos condensadores e o condensado resultante é 
conduzido, pelas bombas de condensado principal, ao tanque de água de alimentação. 
As bombas de água de refrigeração principal forçam a passagem da água pelos 
condensadores onde ela absorve o calor resultante da condensação do vapor. 
A utilização do calor obtido das extrações das turbinas para preaquecer o 
condensado e a água de alimentação promove uma menor rejeição de calor para o meio 
ambiente, o que implica num aproveitamento mais eficiente da energia gerada pelo 
reator. 
4.2.1 - Sistema de Refrigeração do Reator 
O Sistema de Refrigeração do Reator consiste, basicamente, dos seguintes 
componentes: 
- vaso de pressão do reator; 
- geradores de vapor; 
- bombas de refrigeração; 
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- tubulações principais; 
- pressurizador; 
- tanque de alívio do pressurizador; 
- válvulas de aspersão, de alívio e de segurança 
A pressão no Sistema de Refrigeração do Reator é mantida em um valor 
constante suficiente para evitar a ebulição e propiciar uma densidade de potência tão 
alta quanto possível. 
As variações de volume, ocasionadas por mudanças de temperatura decorrentes 
de variações de potência, são compensadas pelo sistema do pressurizador. Para isto, o 
pressurizador é mantido parcialmente cheio com água, acima da qual existe um colchão 
de vapor. A pressão no sistema é mantida constante através de aspersão de água (spray) 
na parte superior do pressurizador e de aquecimento elétrico em sua parte inferior. 
O reator e seu sistema de refrigeração consistem dos seguintes componentes 
principais: 
- vaso de pressão do reator; 
- geradores de vapor; 
- bombas de refrigeração do reator; 
- Sistema de Tubulações do Circuito Primário; 
- Sistema de Pressurização do Refrigerante do Circuito Primário; 
- Sistema de Alívio da Pressão do Refrigerante do Circuito 
Primário. 
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No vaso de pressão do reator a água de refrigeração entra pelos bocais do vaso, 
desce pelo espaço compreendido entre a parede do vaso de pressão e o envoltório dos 
elementos combustíveis, faz a volta e sobe por entre eles, onde é aquecida. 
Acima do núcleo do reator encontra-se a estrutura superior do núcleo com as 
guias das barras de controle. Durante a operação, sua função é a de controlar a potência 
do reator, movimentando-se verticalmente para dentro (redução de potência) e para fora 
(aumento de potência) do núcleo. Em caso de acidente, sua função é desligar o reator 
caindo por gravidade dentro do núcleo. 
O acionamento das barras de controle encontra-se acima da tampa do vaso de 
pressão do reator. As mudanças lentas de reatividade do núcleo do reator são 
compensadas, durante a operação, através da adição ou subtração do ácido bórico 
dissolvido no refrigerante para esta finalidade. 
Os geradores de vapor são trocadores de calor verticais com tubos em forma de 
"U". O refrigerante principal passa por dentro dos tubos trocando calor com a água de 
alimentação dos geradores de vapor. Separadores de umidade retiram a água do vapor 
produzido, o qual, após passar por secadores de vapor, deixa o gerador. 
As bombas de refrigeração do reator são bombas que fazem circular o 
refrigerante em cada circuito entre o reator e os geradores de vapor. 
O pressurizador é um vaso de pressão vertical ligado a uma perna do circuito 
primário através de uma linha de surto. Na sua parte inferior estão os bocais onde se 
situam as barras elétricas de aquecimento. Em sua parte superior encontram-se os bocais 
de ligação com as válvulas de alívio e segurança, bem como com as linhas de aspersão 
(spray), 
O tanque de alívio, ligado diretamente ao pressurizador através de linhas de 
alívio, tem cerca de dois terços de seu volume preenchido com água. Acima da 
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superfície da água encontra-se um colchão de nitrogênio. Este tanque é dimensionado 
de forma a acomodar a quantidade de vapor resultante de uma descarga das válvulas e 
está ligado a um circuito próprio de refrigeração. 
Todos os componentes do circuito primário estão localizados dentro do 
Envoltório da Contenção. 
4.2.2 - Sistema de Remoção do Calor Residual 
Mesmo com o reator desligado e sem reação em cadeia, existe uma produção 
contínua de calor oriunda do decaimento dos elementos radioativos produzidos durante 
a operação. Adicionalmente, com a queda de temperatura, o calor armazenado em 
estruturas é liberado. Estas duas parcelas se constituem no chamado calor residual, o 
qual deve ser removido do sistema. Esta tarefa é realizada pelo Sistema de Remoção do 
Calor Residual. 
4.2.3 - Sistema de Vapor Principal 
O vapor saturado, produzido nos geradores de vapor aciona a turbina que está 
acoplada ao gerador. Após sua expansão na turbina, o vapor é condensado no 
condensador. O condensado é transportado através dos preaquecedores de baixa pressão 
para o tanque de água de alimentação. Deste tanque, a água de alimentação é bombeada 
através dos aquecedores de alta pressão de volta aos geradores de vapor. 
Os geradores de vapor podem ser isolados do lado do vapor. Cada linha de vapor 
principal tem sua própria estação de válvulas, que é um bloco compacto de válvulas. 
Sendo assim, no caso de determinados acidentes, uma dada linha de vapor principal 
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pode ser isolada e a redução de pressão efetuada, por exemplo, através da liberação de 
vapor para a atmosfera. 
O tanque de água de alimentação tem como uma de suas funções acomodar as 
variações de volume no circuito secundario, e possibilitar o tratamento da água de 
alimentação. 
As bombas de água de alimentação conduzem a água de alimentação, tanto em 
operação normal quanto em operação com desvio, do tanque de água de alimentação 
através dos aquecedores de alta pressão, de volta aos geradores de vapor. 
O Sistema de Alimentação de Emergência tem a função de assegurar a 
alimentação dos geradores de vapor nas seguintes situações: 
- acidentes internos no circuito água-vapor; 
- acidentes com perda de refrigerante, pequenos e médios vazamentos; 
- influências externas, durante a operação normal. 
Em determinadas situações anormais de operação, parte do vapor produzido 
nos geradores de vapor não é admitida na turbina, sendo conduzida diretamente ao 
condensador através de uma estação de desvio. A estação de desvio é projetada para 
desviar parte da quantidade de vapor produzida à potência nominal. 
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4.2.4 - Sistema de Limitação 
O Sistema de Limitação consiste de dispositivos que impedem que os valores 
limites de algumas variáveis de processo preestabelecidas sejam ultrapassados. Quando 
estes valores limites são atingidos, os dispositivos de limitação entram em ação para 
trazer a usina de volta à condição normal de operação. Isto pode resultar numa redução 
de potência. 
4.2.5 - Sistema de Proteção do Reator 
O Sistema de Proteção do Reator tem como tarefa supervisionar e processar as 
variáveis importantes para a segurança da usina e do meio ambiente e de iniciar ações 
automáticas de proteção para manter a usina dentro dos limites de segurança. A escolha 
das variáveis de processo a serem supervisionadas, a seleção de critérios adequados de 
atuação e sua conexão com os sinais que dão início a ações de proteção decorrem 
fundamentalmente da análise de acidentes. 
O sistema de proteção do reator pertence, juntamente com os dispositivos de 
segurança ativos e passivos, ao sistema de segurança do reator. 
A instrumentação da usina informa, ao sistema de proteção, a existência de 
uma condição anormal que possa interromper ou dificultar a remoção de calor do núcleo 
do reator ou que tenha como resultado a liberação de radioatividade inadmissível para o 
meio ambiente. Essas situações são reconhecidas através de discrepâncias entre os 
valores medidos das variáveis físicas e os valores de operação. É necessário reconhecer 
a tempo essas condições anormais e executar as ações necessárias para se alcançar os 
seguintes objetivos de proteção, a saber, garantia: 
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- de uma redução de potência suficiente, subcriticalidade; 
- do inventário do refrigerante do sistema primário; 
- do transporte do calor do sistema primário; 
- da fonte fria no sistema secundário; 
- da alimentação dos geradores de vapor; 
- da limitação da pressão no sistema primário; 
Os sinais do SPR ativam o desligamento rápido do reator (TRIP), fazem atuar 
alarmes, impedem a retirada de barras de controle e controlam com prioridade os 
dispositivos de segurança ativos necessários para o controle de cada um dos acidentes. 
Para cumprir a exigência de alta disponibilidade, o TRIP é efetuado através de 
três ações independentes e diversas entre si: 
- desligamento dos suprimentos de potência elétrica para as barras de 
controle; 
- desligamento de todo o suprimento de potência; 
- introdução por queda de todas as barras de controle, por meio da 
função de queda de barras do Sistema de Limitação do Reator. 
Os dispositivos para essas ações são testáveis durante a operação, sem que seja 
atuado o desligamento rápido do reator pois apenas uma redundância do SPR é testada 
de cada vez. 
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Os principais sinais que provocam o TRIP do reator são os seguintes: 
- desligamento manual; 
nível baixo de água nos geradores de vapor; 
- desligamento do conjunto turbina/gerador; 
- fluxo elevado de nêutrons; 
- alta taxa de aumento de potência; 
- pressão elevada; 
- sinal de injeção de segurança; 
- pressão elevada; 
- sobrepotência e sobretemperatura. 
4.3 - Principais Acidentes Postulados para uma Usina Nuclear PWR 
O Relatório Final de Análise de Segurança (FSAR) analisa um conjunto eventos, 
postulados para uma usina nuclear, visando demonstrar o cumprimento de três objetivos 
de segurança. 
Desligamento seguro; 
Remoção do calor residual; 
- Limitação quanto a liberação de radioatividade. 
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Os eventos analisados são classificados em três categorias em função da 
freqüência de ocorrência. 
- Transientes Operacionais 
Acidentes 
- Transientes Antecipados com Falha no Desligamento Rápido do Reator 
(ATWS) 
4.3.1 — Transientes Operacionais 
No caso dos transientes operacionais é demonstrado que os sistemas de controle, 
limitação e desligamento rápido do reator são suficientes para: 
manter a integridade das barreiras; 
manter os componentes funcionando dentro dos limites permitidos para 
operação normal; 
evitar a liberação de radioatividade para o meio ambiente fora dos limites 
permitidos para operação normal; 
Alguns eventos incluídos nesta categoria são os seguintes: 
- abertura inadvertida de uma válvula de baypass do Sistema de Vapor 
Principal; 
- desligamento da turbina (Trip da Turbina); 
- isolamento de uma válvula de isolamento do Sistema de Vapor Principal; 
- perda de água de alimentação devido à falha de uma bomba de alimentação; 
perda de água de alimentação devido à falha de todas as bombas de 
alimentação; 
65 
- desligamento de uma bomba de refrigeração do reator; 
- desligamento de todas as bombas de refrigeração do reator; 
- retirada descontrolada do banco de barras de controle a partir de uma 
condição subcrítico; 
- retirada descontrolada do banco de barras de controle em operação normal; 
partida de uma bomba de refrigeração inativa em um nível de potência 
incorreto; 
atuação inadvertida do Sistema de Injeção de Segurança durante a operação 
normal; 
diluição descontrolada de boro; 
abertura inadvertida da válvula de alívio de segurança do pressurizador; 
- perda de alimentação elétrica externa para operação de equipamentos 
auxilares (Blackout); 
4.3.2 - Acidentes 
No caso dos acidentes é demonstrado que as funções realizadas pelo sistema de 
proteção do reator são suficientes para: 
- manter a integridade das barreiras; 
- manter os componentes funcionando dentro dos limites permitidos para a 
condição de acidente; 
- evitar a liberação de radioatividade para o meio ambiente fora dos limites 
permitidos para a condição de acidente; 
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Estão incluídos nesta categoria os seguintes eventos: 
- abertura inadvertida de todas as válvulas de "baypass" do Sistema de Vapor 
Princiapal; 
- perda de refrigeração do reator, resultante de rupturas na tubulação do 
primário (LOCA); 
- ruptura de tubos de gerador de vapor; 
- ruptura das linhas de vapor; 
isolamento da linha de vapor principal; 
- ruptura da linha de alimentação principal; 
abertura inadvertida de uma válvula de alívio do gerador de vapor; 
4.3.3 - Transientes Antecipados com Falha no Desligamento Rápido do Reator 
No início dos anos 70, começou nos EUA a discussão sobre transientes 
operacionais com falha do sistema de desligamento rápido do reator (barras de 
controle). Pode-se considerar como causa desta falha o fato do sinal de desligamento 
não conseguir percorrer o caminho até os magnetos de sustentação das barras de 
controle. Entretanto, para este caso a inserção ou queda das barras de controle, ainda é 
possível através da limitação da potência do reator. Uma segunda hipótese para falha no 
desligamento, é uma falha mecânica das barras de controle (presas). Nesse caso, nem o 
sistema de limitação de potência do reator consegue a movimentação das barras de 
controle. 
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No caso do ATWS, é demonstra-se que os meios utilizados para tratar cada 
evento são suficientes para: 
- assegurar a remoção do calor originário do sistema de refrigeração do reator; 
- manter os limites da pressão do sistema de refrigeração do reator. 
O ATWS é considerado um caso de acidente hipotético. Mesmo assim, são 
previstas ações do Sistema de Limitação do Reator, que atuam em caso de ATWS, para 
conduzir a usina a uma condição segura. 
Transientes sem desligamento rápido conduzem, na maioria dos casos, através 
do calor produzido e não removido, a uma elevação da temperatura e da pressão no 
circuito primário. Como consequência, ocorre uma atuação das válvulas de segurança 
com redução de pressão e perda parcial de refrigerante do reator. Com a redução da 
pressão, inicia-se a formação de bolhas no refrigerante do reator. O refrigerante do 
reator evapora-se parcialmente, o que acarreta uma piora considerável da moderação e 
conseqüentemente um ganho de reatividade negativa, a qual ocasiona o desligamento do 
reator. 
Um comportamento desse tipo de acidente com desligamento próprio, sem a 
atuação das barras de controle e sem conseqüências para a usina, está de acordo com o 
conceito de "segurança intrínseca". 
Além da segurança intrínseca, pela limitação da movimentação de barras de 
controle, é realizada a monitoração da queda de barras de controle. Se, após a presença 
da ativação do sinal de desligamento do reator, as barras de controle não atingirem um 
limite de queda definida, ocorrerá a injeção de acido bórico com as bombas de boração 




ESCOLHA DO CONJUNTO DE ACIDENTES PARA O TESTE DO MÉTODO 
O conjunto de acidentes utilizados para testar o método proposto por esta tese foi 
escolhido tomando como base os acidentes de projeto postulados para uma usina 
nuclear P"WR e que devem constar no Relatório Final de Análise de Segurança (FSAR). 
Os eventos iniciadores destes acidentes podem ocorrer tanto no sistema primário 
quanto no secundário, que por sua vez são constituídos de subsistemas menores. A 
Garantia da segurança nuclear está diretamente relacionada ao funcionamento destes 
subsistemas. Desta forma, então, foram escolhidos os acidentes utilizados para testar o 
método proposto por esta tese. 
A transferência de calor do sistema primário para o sistema secundário depende 
fundamentalmente dos sistemas de água de alimentação (principal e auxiliar) e do 
sistema de vapor principal. Sendo assim, os cinco primeiros acidentes foram escolhidos 
em função de falhas destes sistemas, são eles: 
a) Isolamento da linha de vapor principal - Para o isolamento da linha de vapor é 
assumido o fechamento inadvertido de todas as válvulas da linha de vapor 
principal. A princípio, o fechamento de todas as válvulas é muito improvável, 
uma vez que os mecanismos de controle para esta função são independentes. 
Entretanto, essa hipótese se torna possível ao considerar que o evento 
iniciador ocorre no Sistema de Proteção do Reator, que por sua vez atua sobre 
todas as válvulas. Neste caso, o sinal de desligamento rápido do reator 
também é gerado. No início deste acidente há um decréscimo na remoção de 
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calor causando um aumento da temperatura do lado primário. O acréscimo de 
temperatura provoca uma realimentação negativa de reatividade com 
conseqüente diminuição de potência do núcleo; 
b) Isolamento da água de alimentação principal - A perda de água de 
alimentação principal pode ser resultado de falhas nas bombas ou mau 
funcionamento de válvulas, causando o isolamento da linha de alimentação. 
A primeira conseqüência deste acidente é a redução da capacidade do sistema 
secundário em remover o calor gerado no núcleo do reator. Com a perda 
parcial da água de alimentação, o nível de água dos Geradores de Vapor 
diminui. Quando este nível do gerador de vapor alcançar o limite do sistema 
de proteção, ocorrerá o desligamento rápido do reator. Depois do 
desligamento do reator, a alimentação realizada por outra alimentação é 
suficiente para remoção do calor residual. A longo prazo, os geradores de 
vapor são alimentados com água de refrigeração de emergência. Devido à 
baixa temperatura desta água, a temperatura, pressão do refrigerante e o nível 
do pressurizador decrescem. O baixo nível do pressurizador faz disparar o 
sinal de isolamento para o sistema de refrigeração do reator, e tanto as 
bombas de refrigeração do reator quanto os aquecedores do pressurizador são 
desligados; 
c) Isolamento da água de alimentação principal e auxiliar - A perda total de 
água de alimentação, provoca a diminuição do nível do gerador de vapor. A 
temperatura do Sistema de Vapor aumenta, e conseqüentemente, a 
temperatura do refrigerante, o nível e a pressão do pressurizador também 
aumentam. Com a perda total de água de alimentação todas as bombas de 
refrigeração são desligadas, acarretando a quedas de barras, que por sua vez, 
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reduz a potência do reator suspendendo o aumento de pressão do 
refrigerante. 
d) Ruptura da linha de alimentação principal - Uma ruptura da linha de 
alimentação principal pode interromper o suprimento de água para os 
geradores de vapor. No início do acidente há um aumento da remoção de 
calor seguida de uma diminuição do mesmo. O nível de água e pressão em 
todos os geradores de vapor diminui. O rápido decréscimo da pressão na 
linha de vapor faz com que o limite do sistema de proteção seja alcançado, 
causando o desligamento rápido do reator. O mesmo sinal que causa este 
desligamento do reator também faz com que as válvulas que isolam as linhas 
de vapor sejam fechadas e as bombas das linhas de alimentação sejam 
desligadas. A remoção do calor de decaimento é assegurada pelas bombas de 
alimentação de emergência; 
e) Ruptura da linha de vapor principal - A ruptura da linha de vapor principal, 
equivale, no âmbito do FSAR, a uma abertura inadvertida de uma válvula de 
alívio ou de segurança. Neste caso, acontece uma liberação de vapor pela 
ruptura, resultando numa despressurização do sistema de vapor principal. A 
liberação do vapor provoca um crescimento inicial do fluxo de vapor que, a 
seguir, cai durante o acidente à medida que a pressão também cai. Ocorre 
uma redução de temperatura e, também, uma margem de desligamento do 
núcleo. 
O sexto e sétimo acidentes acarretam perda de refrigerante no sistema primário 
devido respectivamente a pequenas rupturas no sistema de refrigeração do reator e 
rupturas de tubos de geradores, são eles: 
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a) Perda de refrigeração do reator (LOCA) - O fluxo de massa de uma pequena 
ruptura é normalmente tão pequeno, que resulta em transientes com grandes 
periodos de tempo, nos quais a segurança automática disponível e as 
eventuais ações manuais no decurso do acidente garantem o domínio do 
acidente. Quanto menor for a ruptura, menos calor será removido pelo 
vazamento (perda de massa) e pela água fria (troca de calor) injetada pelas 
bombas de injeção de segurança. Como ocorre somente uma redução lenta 
de pressão, as bombas de injeção de segurança deverão garantir por um 
longo período, a complementação de massa e a remoção de calor do núcleo; 
b) Rupturas de tubos geradores de vapor - Na ocorrência de vazamentos nos 
tubos em U dos geradores de vapor, haverá uma transferência de refrigerante 
radioativo para o circuito de água-vapor, devido à alta diferença de pressão 
existente entre o lado primário e o lado secundário. As principais funções das 
ações automáticas e manuais que se desenvolvem, são as de restringir a perda 
de refrigerante e a de limitar os efeitos do acidente para que não haja liberação 
de vapor radioativo, através das válvulas de alívio, para a atmosfera. Para isso, 
as potências do reator e do gerador devem ser reduzidas o mais rápido possível. 
Com o funcionamento das BRR, é mantida a circulação forçada, evitando a 
formação de bolhas de vapor na região da tampa do vaso de pressão do reator 
com a pressão do Sistema de Refrigeração do Reator reduzida. Com o 
condensador como fonte fria, evita-se que o vapor principal radioativo seja 
liberado para o meio ambiente. Com a redução da potência, e com a redução da 
pressão do Sistema de Refrigeração do Reator, a diferença de pressão entre o 
lado primário e secundário é reduzida, diminuindo a taxa de vazamento. 
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O oitavo e nono acidentes são conseqüências de eventos externos à usina, são 
eles: 
a) Perda de alimentação elétrica externa - No evento de perda total de energia 
elétrica externa, ocorre uma perda de potência para os equipamentos auxiliares 
da usina, entre eles as bombas de refrigeração do reator. 
b) Desligamento da turbina - A maior rejeição de carga de uma usina nuclear é 
resultado do desligamento da turbina. O desligamento da turbina pode ser 
gerado pelo equipamento de proteção da turbina, do gerador ou condensador. 
Na possibilidade das linhas alternativas para o vapor estarem indisponíveis, 
a pressão do vapor irá aumentar rapidamente, com conseqüente aumento da 
temperatura e pressão do lado primário. O desligamento rápido do reator será 
ativado quando a pressão do vapor principal alcançar o limite do sistema de 
proteção. No lado primário o aumento da pressão será suspenso pela abertura 
das válvulas de alívio do pressurizador. Já no lado secundário o aumento da 
pressão é limitado pela abertura das válvulas de segurança das linha de vapor 
principal. 
Os demais acidentes (décimo ao décimo quinto), são variações de alguns dos 
anteriores, onde se postula a falha do desligamento automático do reator; são eles: 
isolamento das linhas de vapor do sistema de vapor principal sem desligamento do 
reator; isolamento da água de alimentação principal do sistema de água de alimentação 
principal sem desligamento do reator; isolamento de ambos os sistemas de alimentação 
(principal e auxiliar) sem desligamento do reator; ruptura das linhas de alimentação 
principal sem desligamento do reator; perda total de alimentação elétrica sem 
desligamento do reator; desligamento da turbina sem desligamento do reator. 
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Os acidentes descritos anteriormente foram gerados por simulação 
computacional [48] para potências de operação de 50% e 100%, e serviram como base 
para um trabalho precursor em diagnóstico de acidentes, e vêm servindo como base de 
dados para outros trabalhos [21][22][49][50] relacionados ao problema de classificação 
de acidentes. O tempo total de simulação foi de 60 segundos (onde o primeiro segundo 
corresponde à condição de normalidade). As variáveis escolhidas [48], foram aquelas 
que mais contribuem para a caracterização dos acidentes em questão. Assim, para o 
sistema primário foram escolhidas: potência nuclear; temperatura da perna fria; 
temperatura da perna quente; temperatura média do núcleo do reator; pressão do circuito 
primário; margem de subresfriamento; vazão do refrigerante pela ruptura do circuito 
primário; vazão do circuito primário; vazão do núcleo do reator; nível do pressurizador; 
potência térmica, vazão do circuito primário em unidades percentuais. Para o sistema 
secundário foram escolhidas: vazão de água de alimentação do gerador de vapor; vazão 
do sistema de vapor principal; pressão de vapor do gerador; nível do gerador de vapor 
(faixa larga); nível do gerador de vapor (faixa estreita). 
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CAPÍTULO 6 
APLICAÇÃO DO SISTEMA DE IDENTIFICAÇÃO DE TRANSIENTES EM UM 
CONJUNTO DE ACIDENTES POSTULADOS PARA UMA USINA NUCLEAR 
PWR 
Neste capítulo o sistema de identificação de transientes proposto nesta tese é 
aplicado na identificação dos eventos escolhidos no capítulo anterior, e que pertencem 
ao conjunto de acidentes postulados para uma usina nuclear tipo PWR, conforme 
destacadas na tabela 6.1. O conjunto de dados referentes a cada condição de operação, 
foram gerados por simulação computacional [48] para os patamares de 50% e 100% de 
potência nominal. Cada uma destas condições de operação é constituída de 60 amostras 
no tempo das 17 variáveis de processo, as quais estão descritas na tabela 6.2, com 
indicação de suas unidades de engenharia. 
Os testes de verificação do método são divididos em duas fases: treinamento e 
operação. 
Os objetivos da fase de treinamento são: 
(i) ajustar as sinapses das RNAs; 
(ií) determinar os raios da zona de alcance (Rev) de cada um dos acidentes; 
(iíi) determinar os desvios máximos de cada variável ( A v m a x ) . 
Na fase de operação o sistema, já treinado, é utilizado para efetuar as 
classificações instantâneas das amostras que seriam fornecidas peia instrumentação da 
usina, geradas a intervalos regulares de ls . 
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Na fase de operação são realizados testes para verificar a precisão, a robustez ao 
ruído e a capacidade do método de fornecer classificações "não sei" para transientes 
desconhecidos (não treinados). 
Tabela 6.1 - Condições de Operação da Usina. 
Nomeei atura Condição de Operação 
NORMAL Condição normal de potência 
BLACKOUT Perda de alimentação elétrica externa 
LOCA Perda de refrigerante do sistema primário 
SGTR Ruptura de tubos do gerador de vapor 
MFWBR Ruptura da alimentação principal 
TRIPTUR Desligamento da turbina 
MEFWISO Isolamento da alimentação principal e auxiliar 
MFWISO Isolamento da alimentação principal 
MSTMISO Isolamento da linha de vapor principal 
STMLIBR Ruptura da linha de vapor principal 
BLACKSEM Perda de alimentação elétrica sem desligamento do reator 
MFWBRSEM Ruptura de alimentação principal sem desligamento do reator 
MSTMISEM Isolamento da linha de vapor principal sem desligamento do reator 
MEFWISEM Isolamento da alimentação principal e auxiliar sem desligamento do 
reator 
MFWISEM [solamento da alimentação principal sem desligamento do reator 
TRIPTURSEM Desligamento da turbina sem desligamento do reator 
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Tabela 6.2 - Variáveis de estado utilizadas no cenário de teste. 
Número Variável de processo Unidade 
da 
Variável 
1 Vazão no núcleo % 
2 Temperatura na perna quente °C 
3 Temperatura na perna fria °c 
4 Vazão no núcleo kg/s 
5 Nível no gerador de vapor - Faixa larga % 
6 Nível no gerador de vapor - Faixa estreita % 
7 Pressão no gerador de vapor MPa 
8 Vazão de água de alimentação kg/s 
9 Vazão de vapor kg/s 
10 Vazão na ruptura kg/s 
11 Vazão no circuito primário kg/s 
12 Pressão no sistema primário MPa 
13 Potência térmica % 
14 Potência Nuclear % 
15 Margem de sub-resfri amento °C 
16 Nível do pressurizador % 
17 Temperatura média no primário °c 
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Visando aumentar a capacidade de generalização das RNAs, durante a fase de 
treinamento das RNAs, optou-se em dividir o sistema de identificação de transientes em 
dois subsistemas equivalentes, onde cada um deles é especializado em reconhecer os 
acidentes pertencentes a um determinado grupo, em função da ocorrência ou não do 
sinal de desligamento rápido do reator. 
Uma vez que cada subsistema é especializado em reconhecer os acidentes do 
seu grupo, suas respectivas RNAs devem, então, ser treinadas com os acidentes 
representativos do seu grupo. São eles: 
(i) primeiro grupo - acidentes em que não ocorreu o desligamento do reator e 
condição de normalidade, tabela 6.3 ; 
(ii) segundo grupo - acidentes onde ocorreu o desligamento rápido do reator, 
tabela 6.4. 
Tabela 6.3 - Acidentes do Primeiro Grupo (sem desligamento do reator) 
Nomeclatura Condição de Operação 
NORMAL Condição normal de potência 
BLACKSEM Perda de alimentação elétrica sem desligamento do reator 
MFWBRSEM Ruptura de alimentação principal sem desligamento do reator 
MSTMISEM Isolamento da linha de vapor principal sem desligamento do reator 
MEFWISEM Isolamento da alimentação principal e auxiliar sem desligamento do 
reator 
MFWISEM Isolamento da alimentação principal sem desligamento do reator 
TRIPTURSEM Desligamento da turbina sem desligamento do reator 
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Tabela 6.4 - Acidentes do Segundo Grupo (com desligamento do reator) 
Nomeclatura Condição de Operação 
BLACKOUT Perda de alimentação elétrica externa 
LOCA Perda de refrigerante do sistema primário 
SGTR Ruptura de tubos do gerador de vapor 
MFWBR Ruptura da alimentação principal 
TRIPTUR Desligamento da turbina 
MEFWISO Isolamento da alimentação principal e auxiliar 
MFWISO Isolamento da alimentação principal 
MSTMISO Isolamento da linha de vapor principal 
STMLIBR Ruptura da linha de vapor principal 
Durante a operação, e enquanto não ocorrer um desligamento rápido do reator, 
o sistema de identificação se utiliza do subsistema especializado em identificar os 
acidentes do primeiro grupo para fazer o diagnóstico. Ocorrendo o desligamento do 
reator, a resposta do sistema passa a ser emitida pelo subsistema especializado pelo 
segundo grupo. 
Todo o sistema foi desenvolvido em linguagem de programação C, sendo que, 
durante o treinamento das RN As foi utilizada uma ferramenta própria para projetos de 
RNAs, o NeuroShell [51]. Esta ferramenta, após ter treinado a RNA, gerou um código 
em C que foi incorporado ao sistema. 
A geração adicional de dados com ruídos para treinamento das RNAs, foi feita 
através de uma rotina desenvolvida com o MATLAB-4.0, recebendo como entrada os 
dados originais [48] (sem ruído) e, seguindo as considerações feitas na seção 3.1 do 
terceiro capítulo. A figura 6.1, ilustra, para o patamar de 100% de potência, o 
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comportamento da variável vazão de água de alimentação, sem e com ruído superposto, 
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Figura 6.1 - Vazão da água de alimentação durante o acidente LOCA: (a) sem ruído; (b) 
com ruído 
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6.1 Treinamento das RNAs e Determinação dos Parâmetros do Sistema 
Nesta seção o sistema é preparado paia ser aplicado na identificação dos 
acidentes pertencentes a cada um dos grupos anteriormente descritos, para os patamares 
de 50% e 100% de potência nominal. 
Dentre os transientes pertencentes a estes grupos, os acidente MFWBRSEM e 
MFWBR foram escolhidos como eventos desconhecidos para seus respectivos grupos e 
desta forma não fizeram parte do conjunto de treinamento das RNAs. 
Para formar o conjunto de treinamento das RNAs do CIVR de cada grupo, foram 
gerados, para cada patamar de potência, 5 novas curvas para cada uma das condições de 
operação, totalizando 360 padrões sem ruído e 1800 padrões com ruído para o primeiro 
grupo e 480 padrões sem ruído e 2400 padrões com ruído para o grupo 
Para definir o tamanho da janela e todos os parâmetros das RNAs, foram 
necessários vários ensaios, uma vez que não existe um critério geral, bem definido, para 
escolha destes parâmetros. Após estes ensaios, as RNAs que forneceram os melhores 
resultados, para cada grupo e patamar de potência, apresentaram a seguinte 
configuração: 
-camada de entrada constituída de 85 neurônios com funções de ativação 
linear ( 17 "janelas temporais móveis" com cinco elementos cada); 
- 1 camadas intermediária com 15 neurônios com funções de ativação logística; 
-camada de saída com 1 neurônio com função de ativação do tipo logística. 
81 
Após o treinamento da RNA do CIVR são obtidos, para cada grupo e patamar de 
potência, os raios da zona de alcance (Rev) para cada um dos acidentes, conforme 
apresentado nas tabelas 6.5 , 6.6, 6,7 e 6.8. 
Tabela 6.5 - Raio de alcance de cada acidente do primeiro grupo a 100% de potência 
Acidente Codificação da RNA Rev 
NORMAL 1 0,035 
BLACKSEM 2 0,069 
MEFWISEM 3 0,15 
MFWISEM 4 0,11 
MSTMISEM 5 0,08 
TRIPTURSEM 6 0,17 
Tabela 6.6 - Raio de alcance de cada acidente do primeiro grupo a 50% de potência 
Acidente Codificação da RNA Rev 
NORMAL 1 0,046 
BLACKSEM 2 0,071 
MEFWISEM 3 0,16 
MFWISEM 4 0,11 
MSTMISEM 5 0,1 
TRIPTURSEM 6 0,18 
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Tabela 6.7 - Raio de alcance de cada acidente do segundo grupo a 100% de potência 
Acidente Codificação 
da RNA 
BLACKOUT 2 0,1 
LOCA 3 0,09 
SGTR 4 0,1 
MEFWISO 5 0,1 
MFWISO 6 0,14 
MSTMISO 7 0,14 
STLIBR 8 0,16 
TR1PTUR 9 0,05 
- Raio de alcance de cada acidente do segundo grupo a 5 
Acidente Codificação 
da RNA 
BLACKOUT 2 0,12 
LOCA 3 0,09 
SGTR 4 0,11 
MEFWISO 5 0,12 
MFWISO 6 0,16 
MSTMISO 7 0,16 
STLIBR 8 0,16 
TRIPTUR 9 0,07 
Da mesma forma que se formaram dois grupos de treinamento para as RNAs do 
CIVR, também foram formados dois grupos de treinamento para as RNAs do simulador 
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auto associativo do CVV, constituídos com os mesmos números de padrões e para os 
mesmos acidentes. Assim sendo, após algumas simulações obteve-se as seguintes 
configurações para as RNAs: 
-camada de entrada constituída de 18 neurônios com funções de ativação 
linear ; 
- 1 camadas intermediária com 63 neurônios com funções de ativação do tipo 
logística; 
-camada de saída com 17 neurônios com função de ativação do tipo logística. 
Após o treinamento das RNAs dos simuladores, foram obtidos, para cada grupo 
e patamar de potência, os desvios máximos de cada variável ( A v m a x ) , tabelas 6.9, 6.10, 
6.11 e6.12. 
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Tabela 6.9 - Valores dos desvios máximos Avmax do primeiro grupo a 100% de potência 
^"x Variável 
AcidenteS^ 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
NORMAL 0.2 0.5 0.9 289 0.3 0.2 0.1 2.6 5.1 0.1 0.3 0.1 0.2 0.2 0.1 0.3 0.8 
BLACKSEM 1.9 1.1 1.5 334 1.2 0.6 0.1 12 39 0.1 1.4 0.1 2.3 2.4 0.7 0.8 1.5 
MEFWISEM 0.5 0.6 1.5 434 1.0 0.9 0.1 19 11 0.1 0.5 0.2 0.4 0.3 0.6 0.5 0.8 
MFWISEM 0.4 0.7 1.0 394 1.0 0.5 0.1 6.1 9.4 0.1 0.4 0.1 0.3 0.3 0.3 0.5 0.3 
MSTMISEM 0.5 0.8 2.5 448 0.9 0.8 0.1 8.4 18 0.1 0.6 0.1 0.6 0.5 0.4 0.7 1.3 
TRIPTURSEM 0.4 0.6 1.0 382 0.9 0.3 0.1 6.1 45 0.1 0.5 0.1 0.4 0.4 0.2 0.6 0.7 
Tabela 6.10 - Valores dos desvios máximos Avmax do primeiro grupo a 50% de potência 
' S . Variável 
AcidenteN. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
NORMAL 0.2 0.6 1.0 291 0.4 0.3 0.1 2.8 5.2 0.1 0.4 0.2 0.3 0.3 0.2 0.3 0.8 
BLACKSEM 2.0 1.3 1.6 353 1.3 0.7 0.1 14 40 0.1 1.5 0.1 2.4 2.6 0.7 0.9 1.7 
MEFWISEM 0.6 0.7 1.5 450 1.1 1.1 0.2 21 13 0.1 0.6 0.2 0.6 0.4 0.7 0.6 0.9 
MFWISEM 0.5 0.7 1.1 401 1.1 0.7 0.2 6.3 9.6 0.1 0.5 0.2 0.4 0.3 0.4 0.6 0.3 
MSTMISEM 0.6 0.9 2.6 450 0.9 0.9 0.1 8.5 19 0.1 0.7 0.1 0.5 0.6 0.5 0.8 1.5 
TRIPTURSEM 0.4 0.7 1.1 391 0.9 0.4 0.1 6.2 47 0.2 0.6 0.1 0.4 0.5 0.3 0.7 0.8 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
BLACKOUT 1.8 1.1 1.2 132 1.3 0.5 0.1 5.0 10 1.3 2.0 0.1 0.5 0.6 0.4 0.6 0.5 
LOCA 0.3 0.6 0.8 217 0.2 0.2 0.1 4.0 2.7 3.5 0.4 0.2 0.3 0.3 0.3 1.3 0.5 
SGTR 0.5 1.5 1.3 639 0.4 0.3 0.1 2.9 6.0 2.8 0.3 0.2 0.4 0.3 0.2 0.9 0.7 
MEFWISO 0.7 2.3 0.8 461 0.7 0.7 0.1 22 14 1.5 0.7 0.1 1.0 0.9 0.3 1.0 1.2 
MFWISO 0.8 1.5 0.7 316 0.6 0.8 0.5 6.1 11 1.8 0.5 0.1 0.5 0.5 0.3 0.4 0.9 
MSTMISO 0.9 2.1 1.0 274 1.3 0.5 0.1 11 25 1.1 0.9 0.1 0.8 0.5 0.4 0.4 1.2 
STLIBR 0.3 0.6 1.2 99 0.5 0.2 0.1 7.6 3.1 0.9 0.3 0.1 0.4 0.4 0.1 0.5 0.6 
TRIPTUR 0.4 0.5 0.2 186 0.7 0.4 0.1 11 8.3 1.2 0.3 0.1 0.4 0.2 0.4 0.3 0.3 
Tabela 6.12 - Valores dos desvios máximos Avimx do segundo grupo a 50% de potência 
Variável 
AcidenteX^ 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
BLACKOUT 1.7 1.1 1.4 138 1.5 0.6 0.3 5.2 11 1.5 2.1 0.2 0.5 0.7 0.5 0.7 0.6 
LOCA 0.4 0.7 0.9 222 0.4 0.2 0.1 4.2 2.8 3.7 0.6 0.2 0.4 0.4 0.3 1.4 0.5 
SGTR 0.6 1.4 1.3 643 0.5 0.4 0.1 3.1 6.1 2.9 0.4 0.2 0.4 0.3 0.3 0.9 0.8 
MEFWISO 0.8 2.4 0.9 472 0.8 0.7 0.2 24 15 1.7 0.8 0.1 1.1 1.1 0.3 1.2 1.3 
MFWISO 0.8 1.7 0.9 322 0.7 0.9 0.6 6.4 12 1.9 0.6 0.1 0.6 0.5 0.4 0.4 0.9 
MSTMISO 0.9 2.3 1.2 285 1.5 0.6 0.2 13 27 1.2 1.1 0.1 0.9 0.6 0.4 0.5 1.3 
STLIBR 0.4 0.6 1.4 102 0.6 0.2 0.1 7.9 3.2 1.1 0.3 0.2 0.4 0.5 0.3 0.6 0.7 
TRIPTUR 0.5 0.6 0.3 191 0.8 0.4 0.1 12 8.4 1.3 0.4 0.1 0.5 0.3 0.4 0.3 0.4 
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6.2 Fase de Operação do Sistema 
O teste do sistema, apresentado a seguir, visa fazer uma primeira avaliação da 
resposta do sistema para cada grupo e patamar de potência anteriormente relacionado. 
Desta forma, foi gerado para cada grupo e patamar de potência um total de 1680 novos 
padrões representativos dos eventos incluídos na fase de treinamento (adicionando, para 
cada acidente, novos ruídos às variáveis de estado) e 240 padrões representativos dos 
eventos MFWBR e MFWBRSEM que não foram incluídos nos treinamentos. 
Para cada evento do segundo grupo foi utilizado um conjunto de 60 padrões, 
onde todos os padrões representam a condição de acidente. As figuras 6.4 e 6.5 
apresentam, respectivamente, os gráficos das respostas da RNAs do CIVR para os 
patamares de 50% e 100% de potência nominal. Finalmente, no anexo A, as tabelas A.l 
e A.2 apresentam respectivamente, as respostas final do sistema para os patamares de 
50% e 100% de potência nominal. 
Para cada evento do primeiro grupo, também foi utilizado um conjunto de 60 
padrões, entretanto os dez primeiros padrões deste conjunto representam condição de 
normalidade e os últimos 50 padrões representam a condição de acidente. Esta 
disposição visa simular uma transição entre uma condição de normalidade e uma 
condição de acidente, servindo assim para verificar a capacidade do sistema em 
sincronizar corretamente o sistema. As figuras 6.2 e 6.3 apresentam, respectivamente, 
os gráficos das respostas da RNAs do CIVR para os patamares de 50% e 100% de 
potência nominal. Finalmente, no anexo A, as tabelas A.3 e A.4 apresentam, 
respectivamente, as respostas final do sistema para os patamares de 50% e 100% de 
potência nominal. 
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Para o teste final do sistema, executou-se várias vezes o mesmo procedimento do 
teste realizado anteriormente. Os resultados demonstraram que o sistema obteve 
praticamente os mesmos resultados do teste anterior, e que nos poucos casos (<1%) 
onde não se conseguiu fazer a identificação do evento, o sistema emitiu a resposta "não 
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Figura 6.2 - Respostas da RNA do CIVR para o primeiro grupo a 50% de potência 
nominal, representadas segundo a codificação apresentada na tabela 6.5 
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Figura 6.3 - Respostas da RNA do CÍVR para o primeiro grupo a 100% de potência 
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Figura 6.4 Respostas da RNA do CIVR para o segundo grupo, a 50% de potência 
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Figura 6.5 Respostas da RNA do CIVR para o segundo grupo, a 100% de potência 
nominal, representadas segundo a codificação apresentada na tabela 6.7. 
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CAPÍTULO 7 
CONCLUSÕES E RECOMENDAÇÕES 
7.1- Conclusões 
Nesta tese, foi apresentado um método para identificação de transientes 
utilizando técnicas e conceitos da área de Inteligência Artificial, particularmente Redes 
Neurais Artificiais, com o objetivo de auxiliar o operador na tomada de decisão no 
procedimento a ser seguido em situações de acidentes/transientes em centrais nucleares. 
Uma importante contribuição vista neste trabalho, é a independência do método 
em relação a um sinal que indique o início do acidente. Esta característica foi 
conseguida em virtude da robustez do sistema em relação ao ruído, que permitiu a 
distinção entre uma condição ruidosa de normalidade e uma condição de fora de 
normalidade, e da utilização da janela temporal que tornou o sistema capaz de 
identificar o evento através da sua dinâmica. 
Uma outra contribuição importante deste trabalho, é que o sistema proposto 
contornou, com sucesso, através dos dois módulos de validação (CIVR e CVV), a 
grande limitação das redes multicamadas com treinamento backpropagation, que é a 
incapacidade de fornecer uma resposta "não sei" confiável para eventos fora do escopo 
do treinamento. 
Pela observação dos resultados apresentados nas tabelas A.2 e A.4 ( para 100% 
de potência) e nas tabelas A.l e A.3 (para 50 % de potência), verificou-se que a RNA do 
tipo jump, com treinamento backpropagation, é capaz de diagnosticar rapidamente 
todos os acidentes postulados para um reator nuclear PWR, mesmo com inclusão de 
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ruído, que em alguns casos alteraram totalmente o comportamento da variável originai 
(livre de ruído). 
Os resultados da tabela A.3 (A.4 para 100% de potência) demonstraram que a 
RNA do CIVR foi capaz de identificar todos os acidentes do segundo grupo, assim que 
a primeira janela temporal foi formada (cinco primeiros segundos do acidente). 
Para os acidentes do primeiro grupo, os resultados da tabela A.l (A.2 para 100% 
de potência) demostraram que a RNA do CIVR, também foi capaz de tratar com 
sucesso a transição da condição de normalidade para a condição de acidente, 
identificando todos os acidentes deste grupo no tempo máximo de 5 segundos após o 
início do mesmo. 
As conclusões acima, obtidas a partir dos resultados das tabelas A. l ; A.2; A.3; 
A.4, se mantêm perfeitamente válidas se baseadas nos resultados obtidos no teste final 
do sistema, uma vez que os resultados foram praticamente os mesmos. 
Finalmente, um sistema de identificação de acidentes, capaz de operar em tempo 
real e mostrar a cada instante de tempo o estado da usina, permitindo que o diagnóstico 
seja feito nos primeiros segundos do acidente (em alguns casos antecipando ao 
desligamento do reator), diminui a sobrecarga cognitiva do operador de diagnosticar a 
condição da usina, aumentando, assim, a sua disponibilidade para a execução das ações 
corretivas apropriadas que visam trazer a usina para uma condição segura. 
7.2- Sugestões para trabalhos futuros 
Objetivando complementar e aperfeiçoar o método de identificação de 
transientes desenvolvido nesta tese, ficam como sugestões para trabalhos futuros: 
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a) Estender a aplicação deste método a um conjunto maior de acidentes, tornando-o 
capaz, também, de identificar as variações de um mesmo acidente (ex.: LOCAs de 
vários diâmetros de ruptura). Para isto, seria interessante criar um sistema modular, 
no qual cada módulo seria constituído de um sistema equivalente ao desta tese, com 
suas RNAs treinadas para identificar determinado acidente ou grupo de acidentes. O 
diagnóstico seria feito percorrendo-se os módulos, ou seja, o primeiro módulo 
identifica o acidente como pertencente a uma categoria mais abrangente, sendo esta 
identificação refinada a cada novo módulo, até que se chegue a uma identificação 
final mais específica. 
b) Introduzir nos módulos de validação uma metodologia possibilística , usando 
conceitos de lógica nebulosa, onde as zonas de alcance de cada classe seriam 
delimitadas de forma menos abrupta. Com isto, esses módulos deixariam de 
simplesmente validar ou invalidar o diagnóstico das RNAs, e passariam a oferecer, 
como resposta, um grau de confiança deste diagnóstico. Este grau de confiança 
pode, por exemplo, estar relacionado ao espaço ocupado pela classe que representa o 
evento diagnosticado. 
c. Embora os resultados obtidos tenham demonstrado que o sistema atual conseguiu 
efetuar o diagnóstico correto para quase a totalidade dos casos, em alguns poucos, 
casos ao longo do período de análise, isto não ocorreu. Estes casos indesejáveis, 
provavelmente, torna-se-ão mais freqüente à medida que o nível de ruído ou o 
número de acidentes do conjunto de treinamento aumente. Sendo assim, 
considerando que o modo mais natural do operador efetuar a identificação de um 
transiente é tomar a decisão após algum tempo de acumulação de evidência pela 
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observação dos resultados das classificações passadas, seria interessante, então, 
introduzir um módulo de acumulação de evidência, que considere em seu cômputo 
o histórico das classificações pontuais realizada pelo sistema. 
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ANEXO A 
RESPOSTA FINAL DO SISTEMA 
A.l- Resposta do Sistema para os Acidentes do Primeiro Grupo 
A.2- Resposta do Sistema para os Acidentes do Segundo Grupo 
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A.l- Resposta do Sistema para os Acidentes do Primeiro Grupo 
Tabela Al - Resposta do sistema para o primeiro grupo a 50% de potência nominal 
TEMPO BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM M F W B R S E M 
] 
- - - - -
2 
- - - - - -
3 
- - - - - -
4 
- - - - - -
5 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
6 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
7 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
8 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
9 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
10 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
11 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
12 Nao Sei (C1VR) Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei ( C W ) Nao Sei ( C W ) Nao Sei (CIVR) 
13 BLACKSEM Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei (CIVR) 
11 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
15 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
16 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sai (CIVR) 
17 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
18 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
19 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
20 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
21 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
22 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
23 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
24 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
25 BLACKSEM MEFWISEM M F W I S E M MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
26 BLACKSEM MEFWISEM M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
27 BLACKSEM M E F W I S E M M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
28 BLACKSEM M E F W I S E M M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
29 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei ( C W ) 
30 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
31 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
32 BLACKSEM MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
33 BLACKSEM M E F W I S E M M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
34 BLACKSEM MEFWISEM M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
35 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
36 BLACKSEM MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
37 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
3S BLACKSEM M E F W I S E M MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
39 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
40 BLACKSEM MEFWISEM M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
41 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
42 BLACKSEM M E F W I S E M MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
43 BLACKSEM M E F W I S E M M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
44 BLACKSEM MEFWISEM M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
45 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
46 BLACKSEM MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
47 BLACKSEM MEFWISEM M F W I S E M MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
48 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
49 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
50 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
51 BLACKSEM MEFWISEM M F W I S E M MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
52 BLACKSEM M E F W I S E M M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
53 BLACKSEM MEFWISEM M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
54 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Se i (CIVR) 
55 BLACKSEM MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
56 BLACKSEM MEFWISEM MFWISEM MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
57 BLACKSEM M E F W I S E M M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
5S BLACKSEM MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
59 BLACKSEM MEFWISEM M F W I S E M MSTMISEM TRIPTURSEM Nao Sei (CIVR) 
60 BLACKSEM MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
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Tabela A2 - Resposta do sistema para o primeiro grupo a 100% de potência nominal 
TEMPO B L A C K S E M MEFWISEM MFWISEM MSTMISEM TRIPTURSEM MFWBRSEM 
1 








5 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
6 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
7 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
8 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
9 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
10 NORMAL NORMAL NORMAL NORMAL NORMAL NORMAL 
11 Nao Sei ( C W ) NORMAL NORMAL NORMAL Nao Sei ( C W ) NORMAL 
12 Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei ( C W ) Nao Sei (CIVR) Nao Sei (CIVR) 
13 Nao Sei ( C W ) Nao Sei ( C W ) Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei (CIVR) Nao Sei (CIVR) 
14 B L A C K S E M MEFWISEM MFWISEM MSTMISEM Nao Sei (CIVR) Nao Sei (CIVR) 
15 B L A C K S E M MEFWtSEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
16 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
17 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
18 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
19 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
20 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
21 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
22 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
23 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
24 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
25 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
26 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
27 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
28 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
29 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
30 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
31 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
32 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
33 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
34 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
35 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
36 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
37 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
38 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
39 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
40 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
41 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
42 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
43 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
44 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
45 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
46 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
47 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
4S B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Ser (CIVR) 
49 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
50 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
51 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
52 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
53 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
54 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
55 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
56 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei (CIVR) 
57 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
58 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
59 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
60 B L A C K S E M MEFWISEM MFWISEM MSTMISEM T R I P T U R S E M Nao Sei ( C W ) 
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A.2- Resposta do Sistema para os Acidentes do Segundo Grupo 
Tabela A3 - Resposta do sistema para o segundo grupo a 50% de potência nominal 
T E M P O B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T M L I B R TR.1PTUR M F W B R 
1 
- - - -
2 
- - - - - - - -
- - - - -
4 
- - - - - -
- -
5 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
6 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
7 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C I V R ) 
8 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R N A O S E I ( C I V R ) 
9 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I <CIVR) 
10 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
U B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
12 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
13 8LACKOUT LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
14 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
¡5 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
16 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
17 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
13 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
19 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
20 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
21 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
22 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
23 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
24 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
25 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I ( C W ) 
26 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
27 BLACKOUT L O C A M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
28 BLACKOUT LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
29 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
30 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
31 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
32 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
33 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
34 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
35 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
36 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
37 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I 8 R T R I P T U R NAO S E I (C IVR) 
38 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
39 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
40 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
41 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
42 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
43 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
44 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
45 BLACKOUT LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
46 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
47 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
4S B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
49 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
50 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
51 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
52 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
53 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
54 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
55 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
56 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
57 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
58 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
59 B L A C K O U T LOCA M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (C IVR) 
60 B L A C K O U T L O C A M E F W I S O M F W I S O M S T M I S O S G T R S T L I B R T R I P T U R NAO S E I (CIVR) 
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Tabela A.4 - Resposta do sistema para o segundo grupo a 100% de potência nominal 





- - - - - -
-
3 - - - - -
4 
- - - - - - - -
S 8LACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
6 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
7 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
8 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
9 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
10 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
11 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
12 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
13 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
14 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
15 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
16 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
17 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
IS BLACKOUT LOCA MEFWISO MFWISO MSTMISO S G T R STLIBR T R I P T U R NAO SEI ( C W ) 
19 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
20 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
21 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
22 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
23 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
24 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
25 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
26 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
27 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
28 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
29 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
30 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
31 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
32 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
33 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
34 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI ( C W ) 
35 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI ( C W ) 
36 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
37 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
38 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
39 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
•10 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
41 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
42 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
43 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
44 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
45 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
46 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
47 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
48 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
40 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
50 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
51 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
52 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
53 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
54 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
55 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
56 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
57 BLACKOUT LOCA M E F W I S O MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
58 BLACKOUT LOCA M E F W I S O M F W I S O MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
59 BLACKOUT LOCA MEFWISO M F W I S O MSTMISO SGTR STLIBR TRIPTUR NAO SEI (CIVR) 
60 BLACKOUT LOCA MEFWISO MFWISO MSTMISO SGTR STLIBR T R I P T U R NAO SEI (CIVR) 
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