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The design of a cascade controller is demonstrated for a buck–boost converter that is com-
bined with two control loops consisting of inner and outer controllers. The outer loop is
implemented by a fractional-order proportional-integrated-derivative (FO-PID) controller
that works as a voltage controller and generates a reference current for the inner con-
trol loop. To provide faster dynamic performance for inner loop, a self-tuning regulator
adaptive controller, which tries to regulates the current with the help of a novel improved
exponential regressive least square identification in an online technique, is designed. More-
over, in the outer loop, to tune the gains of the FO-PID controller, a novel algorithm of
antlion optimizer algorithm is used that offers many benefits in comparison with other
algorithms. The system provided by the boost mode is a non-minimum phase system,
which creates challenges for designing a stable controller. In addition, a single loop con-
troller is proposed based on a PID controller tuned by a particle swarm optimization algo-
rithm to be compared with the cascade controller. Cascade loop can present significant
benefits to the controller such as better disturbance rejection. Finally, the strength of the
presented cascade control scheme is verified in different performing situations by real-time
experiments.
1 INTRODUCTION
The development of DC–DC power converters provided
numerous methods to produce electrical power for various
applications. Meanwhile, the load connected to a converter acts
as a consumer in need of different levels of voltage. buck–boost
converter is an efficient topology able to perform in both step-
down and step-up modes with minimum numbers of electri-
cal components. It provides higher efficiency in wider voltage
ranges and it presents lower operating duty cycle [1, 2]. More-
over, the weight and cost of this structure decreases consider-
ably compared to other topologies that depict it as a proper
alternative for industrial applications [3, 4]. Based on the zero
of this system located in the right half plane in boost mode, an
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unstable feature occurs as a non-minimum phase system mak-
ing challenging conditions for designing an appropriate control
method for the converter [5, 6]. Hence, the necessity of design-
ing a flexible and well-behaved controller capable of compen-
sating operational characteristics of the converter has been felt.
Thus, a demand is created for control strategies with more com-
plicated principles; this has caused a growth in the digital con-
trollers for switching mode power supplies (SMPS) [7, 8].
Proportional-integrated-derivative (PID) and hysteresis con-
trollers are the most common control strategies thanks to their
simple structure, suitable efficiency, and appropriate cost. In
[9–11], hysteresis and PID control schemes are used for the
buck–boost converter to track and regulate the load voltage
where a good performance can be seen; however, these are
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not robust against parametric variations and load uncertainties.
Due to switching characteristics of the buck–boost converters,
numerous control techniques are implanted for this topology,
as follows: sliding-mode control [12], predictive control [13],
and dead beat technique [14]. Providing a significant output sig-
nal with a very low level of overshoot and omitting the level
of ringing are the main contributions presented by these con-
trollers. Meanwhile, the complexity of predictive and dead beat
control strategies makes them unpopular alternatives [15, 16]. In
other words, sliding-mode control strategies can provide greater
robustness during transients, parametric variations, and chatter-
ing problems.
In [17–19], different adaptive techniques are listed for the
buck–boost converter. Yet, one can mention the fuzzy-PI adap-
tive control method tuned by Lyapunov stability, a back step-
ping adaptive method combined by the sliding-mode technique,
and an adaptive scheme designed by I-I observer. These meth-
ods presented good dynamic performance; yet, they are not able
to show good robustness against disturbances and the impact
of noise has not been examined for these controllers. To sur-
pass the weaknesses mentioned by the above papers, a predic-
tive neural network adaptive control technique was illustrated
in [20] depicting better responses rather than fuzzy neuro and
fuzzy strategies [21, 22]. Additionally, the design of a novel
robust adaptive controller is presented in [23, 24] by the help
of a robust estimator. This technique tries to compensate for
the negative impact of noise and disturbance in the identifica-
tion block before applying it to the control block which depicts
considerable results but is highly dependent on the estimator
which can result in lower efficiency.
These papers use a single loop voltage controller to track the
reference signal with a good robustness. In [25], it is highlighted
that for the single loop control designs a good operation can be
provided in the case of constant load. However, it is mentioned
that the major drawback of the single loop controllers (SLC) are
their weakness and poor performance when constant alterations
happen in input supply voltage. Authors in [26] have presented
that the single loop control shows lower stability since the cur-
rent feedback is absent. Also, the single loop voltage controllers
have no protection against short circuit faults; thus, they need
additional circuitry. Overall, the main drawbacks result from
the SLC for a DC–DC power converter are listed as follows:
(1) high transients can be produced during its operation, (2)
gains and dynamic behaviour of the system is effected by the
input supply voltage variations, (3) a greater risk of instability
is reported due to the lack of a current feedback loop, and (4)
there is no inherent short circuit protection [28, 29]. Various
cascade control techniques are reported for power converters
in [30–36] providing better stability and performance. Besides
their good results, off-line methods are used to reach the ideal
control gains which can decrease the efficiency of the strategy
in longer time periods; however, none of them are tested in
noisy situations while this is an inevitable circumstance. To ful-
fill all the issues discussed in these works, an adaptive cascade
controller is designed here. This work has an online self-tuning
inner loop which can provide better parametric optimization
in challenging conditions resulting in better outputs. In addi-
FIGURE 1 Structure of the cascade controller on buck–boost converter
tion, the outer loop utilizes an improved fractional-order PID
(FO-PID) control strategy that can improve robustness of
this structure.
Over the recent decade, fractional calculus perspective has
been used to redesign, adapt and explore control approaches
to improve dynamic response and model accuracy. In [37–39],
some of the major outcomes behind utilizing fractional calculus
are listed as follows:
- Robustness against parameter variations.
- Lower noise based on lower order derivatives.
- An extra degree of freedom providing better system descrip-
tion.
- Great system approximation with lumped parameters.
- Better adaption of system frequency behaviour.
Regarding fractional calculus, several considerable results are
reported which verify the efficiency of a fractional-order term
in control techniques.
To better clarify control structure on the converter, Figure 1
is plotted with two loops. First, a FO-PID compensator tries to
regulate the voltage of load in the outer loop and then generates
a reference current for the inner loop of the adaptive current
controller to fire the switch as an inner loop.
The novelty of this paper is focused on designing an adap-
tive cascade controller with an outer-voltage controller of the
FO-ALO-PID technique and an inner-current controller of
the self-tuning regulator adaptive (STRA) strategy along with
a novel improved exponential regressive least square (IERLS)
identification. Contributions provided by this method are listed
below:
- An adaptive cascade controller is presented with stability anal-
ysis insurance in different conditions.
- The closed-loop structure is verified with different distur-
bances and noise.
- The transient response and the robustness of the controller is
improved in different conditions particularly parametric vari-
ations and noise robustness when the system is subject to the
unwanted disturbance.
- Better PID gains are tuned by an antlion optimizer (ALO)
algorithm which improved the performance of the controller.
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FIGURE 2 Buck–boost converter
FIGURE 3 Buck–boost converter operation; (a) charging mode, (b)
discharging mode
- An improved identification technique is utilized providing
better parametric estimation for the adaptive controller.
- Results in both experimental and simulation environments
confirm the efficiency of the proposed adaptive cascade con-
troller.
2 BUCK–BOOST CONVERTER
This topology has components as follows: voltage source (E),
two switches named Q1 and Q2, capacitor (C), inductor (L), and
resistor R as load. In Figure 2, a circuit schematic of this struc-
ture is plotted considering switching devices. In Figure 2, two
operational modes are fired by the switching function of u. Fig-
ure 3 depicts the circuit topology based on the control variable,
u; when Q1 is switching and Q2 is off, the converter works in
buck mode; whereas, when Q2 is switching and Q1 is off, the
converter operates in the boost condition [47].
To drive the transfer functions of this converter, it must be
mentioned that transfer functions contain a right half plane
zero. Based on the location of zero in boost mode, a non-
minimum phase transfer function is provided [40, 41]. The state
space representations for the two modes are illustrated in Equa-
tion (1).































where s is the switching mode with corresponding values of 0
and 1. Moreover, the STR adaptive controller needs a digital dis-
crete transfer function of the proposed system where zero-order
hold (ZOH) drives this duty.





z2 + a1z + a2z
, (2)
where unknown parameters, b0, b1, a1, and a2, can be obtained
by using the recursive least square (RLS) identification method
on the converter.
3 VOLTAGE CONTROL LOOP
3.1 Basics of FO calculus
Fractional-order control strategy can be explained by differen-
tial equations. On the other hand, fractional calculus provides
the integrals and derivatives at an arbitrary order. The FO-PID
strategy is generally generated as a result of the conventional
PID controller based on fractional calculus. The prominent
benefit of FO-PID controllers is the ability to better tune the
parameters for improving the design flexibility. General calculus









1 R(𝛼) = 0,
∫ b
a
(dt )−𝛼 R(a) < 0,
(3)
where the operator has two lower and upper limits, a and b, and
𝛼 is known as the order of integration or differentiation (𝛼 ∈ R).
The fractional-order differintegrals are basically infinite dimen-
sional linear filters. Moreover, to apply the hardware implemen-
tation, band-limited realization of fractional-order controller is
inevitable. Three fundamental definitions are classified for frac-
tional calculus [42], from which the Riemann–Liouville’s differ-
integral definition method is utilized here. This technique is the













(−𝜏 + t )𝛼−m+1
d𝜏, (4)
where 𝛼 has the integer part of m, m > 𝛼 > m1,m ∈ N, the
applied function is f (t ) and Euler’s gamma function of x has
a notation of Γ(.). To clarify the FO-PID controller, a general-
ized transfer function is written in the form of (5).





however, KD , KI and KP are the corresponding derivative, inte-
gral and proportional gains of the control procedure. Based
on (5), two variables, 𝜇 and 𝜆, are added to the equation
for the differintegral order operator. Considering the differ-
ent structure of P, PI, PD and PID controllers, 𝜇 and 𝜆
variables are selected as ((0, 0), (0, 1), (1, 0) or (1, 1)),
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FIGURE 4 Representation of FO-PID controller
respectively. The schematic diagram of the FO-PID controller
is illustrated with the 𝜇−𝜆 plane in Figure 4 and the differen-
tiator order is shown by it. The differentiation is defined by
vertical axis while the order of the integrator may differ along
horizontal axis.
3.2 Optimizer algorithm of antlion
An ALO algorithm uses the process reaction between trapped
ants and antlions [44]. First, ants are considered as motions in
searching space and then, antlions try to catch them. Based on
the fact that ants move randomly in the space, the movement of
ants can be described by Equation (6).
X (t ) = [0 , c (2r (t1) − 1), c (2r (t2) − 1),
⋯ , c (2r (tn ) − 1)] .
(6)
In Equation (6), the cumulative sum is c, t illustrates a step of
random walk, n is the iteration maximum number, and r(t) is a
stochastic function calculated as below:
r (t ) =
{
0 i f rand ≤ 0.5,
1 i f 0.5 < rand .
(7)
Next, the position of the ants is stored in the matrix of Equa-
tion (8) and will be used during the optimization.
MANT =
⎡⎢⎢⎢⎣
T1,1 T1,2 ⋯ T1,d
T2,1 A2,2 ⋯ T2,d
⋮ ⋮ ⋮ ⋮
Tn,1 Tn,2 ⋯ Tn,d
⎤⎥⎥⎥⎦ , (8)
where MANT depicts each ant’s position, n is the number of ants,
Ti, j is the amount of the j thth variable (dimension) of the ith
ant, and d depicts the rate of variables. To clarify the ALO algo-
rithm better, the ants in this algorithm are as particles in the
particle swarm optimization (PSO) algorithm. Moreover, an ant
position has the role of the gains for a specific solution. A fit-




















where for saving the fitness of each ant, MOA is used, the objec-
tive function is f , the number of ants is shown by n, and the
mount of the j th dimension of ith ant is depicted by Ti, j . Fur-
thermore, ant lions fitness values and positions must be identi-





















TL1,1 TL1,1 ⋯ TL1,d
TL2,1 TL2,1 ⋯ TL2,d
⋮ ⋮ ⋮ ⋮
TLn,1 TLn,1 ⋯ TLn,d
⎤⎥⎥⎥⎦ .
(10)
In Equation (10), the storing matrix for the position of each
ant lion is MAntlion. Each ant’s fitness stores in MOA, the antlion
numbers and variable, numbers are shown by n and d , and TLi, j
depicts the j th dimension’s rate of ith antlion. In every step,










d ti − ai
+ ci , (11)
where bi illustrates maximum random walk in the ith variable,
ai can depict the minimum random walk of the ith variable, d
t
i
illustrates the maximum ith variable at the t th iteration, and cti
shows the minimum of the ithth variable at t th iteration. Alter-
natively, this equation must be done for every iteration to ensure
random movement in the search space. In addition, ant walk
is influenced by antlion traps and to have a mathematical def-
inition of it, Equation (12) is presented. Considering (12), the












where the maximum and minimum of all variables at the t th iter-
ation are illustrated by d t and ct ; however, d tj and c
t
j are named as
the the maximum and minimum of all variables for the ith ant,
and the position of the chosen j th antlion at the ith iteration is
shown by Antliontj .
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FIGURE 5 Structure of ALO algorithm: (a) antlion hunting manner, (b) roulette wheel structure inside the trap
FIGURE 6 ALO algorithm flowchart
3.3 Mathematical model of ALO algorithm
The antlion uses a hunting model called the roulette wheel
structure [45, 46]. Here, the antlion throws sand to the edge of
the pit when the ants are trapped inside it, which prevents an
ant from escaping. This mechanism model can be modelled by
an adaptive decrease over the radius of the ants’ random walks
hyper-sphere which is shown in Figure 5, while roulette wheel
















In the above equation, terms of t , T and w are the current
iteration, the maximum number of iterations, and an adjustable
constant for exploitation of the accuracy level which is explained
in (15).
0.95T < t w = 6,
0.9T < t w = 5,
0.75T < t w = 4,
0.5T < t w = 3,
0.1T < t w = 2.
(15)
The last step of the hunt is when the bait reaches the lowest
level of the pit and the antlion can catch it. For better adaptation
of this technique, one can assume that the bait is in the sand to
be eaten by antlion. Therefore, the position of antlion must be
adapted based on the position where the hunt has happened.
This adaption is assumed to increase the chance of a new hunt
which is depicted as follows:
Antliontj = Ant
t
i ; i f f (Ant
t
i ) > f (Antlion
t
j ), (16)
where at the t th iteration, the position of the ith ant is defined
by Ant ti . The flowchart of the ALO algorithm is demonstrated
in Figure 6.
3.4 Particle swarm optimization algorithm
Nowadays, optimization schemes have attracted attention based
on their good performance. The PSO algorithm is a well-known
optimization technique, which can be considered as an evolu-
tionary computation technique [42]. This algorithm was reached
by research on swarm. Indeed, this method of manipulating
algorithms, utilizes evolutionary operators. To deal with the d-
variable optimization problem, a flock of particles is applied to
the d-dimensional search space. Then, random positions and
velocities are selected by knowledge of their most appropriate
amounts. Each particle needs a proper velocity, which can be
justified related to the flying experience of itself and the other
particles [43]. Figure 7 shows the calculating procedure of con-
trollers parameters using the PSO technique.
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FIGURE 7 Flow chart of PSO
FIGURE 8 Comparison results between the proposed identification methods fed to a resistance load on the system (R = 10Ω): (a) convergence to the
parameter of 0.1365 in buck mode, (b) convergence to the parameter of 0.83 in boost mode, (c) convergence to the parameter of 0.1365 in parametric variation, (d)
convergence to the parameter of 0.1365 with injected 0.01 variance noise
4 CURRENT CONTROL STRATEGY
4.1 RLS identification process
RLS identification method is known as one of the most popular
estimation techniques which has some benefits as follows: ease
of implementation in real-time applications, low memory capac-
ity requirement and ability of improvement for various dynam-








e(t ) = y(k) − ŷ(k).
(17)
In Equation (17), e(t ) depicts the error function; however,
(18) illustrates the discrete digital transfer function.
y(k) = −a2y(k − 1)−
a1y(k − 2) + b1u(k − 1) + b0u(k − 2).
(18)
Considering (18), one is able to write Equation (19) as fol-
lows.
y(k) = 𝜙(k)𝜃(k),
𝜙(k) = [u(k − 1), u(k − 2), −y(k − 2), −y(k − 1)],
𝜃(k) = [a2, a1, b1, b0]
T .
(19)
Equation (19) shows two coefficients of 𝜙 and 𝜃 that are vec-
tors belonging to the parameters of observation and estimation.
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Meanwhile, u and y contain past values that are stored in the 𝜙
vector. Consequently, this recursive algorithm updates the cost
function regularly. Due to the fact that power converters are
working in practical applications, there is a possibility of differ-
ent harmful disturbances, such as parametric variation. To com-
pensate for the impact of this damaging phenomena, a devel-
opment has been made in the RLS identification algorithm. To
deploy this improvement, a factor named 𝜆 is added to the RLS
algorithm which is capable of widening the weighing function.
This factor has two major advantages for the algorithm as fol-
lows: the limits of parametric estimation are enlarged causing
better performance and the parametric estimation can be done
considering all the current changes. Equation (20) shows this
algorithm called the ‘forgetting factor algorithm’.
𝜃(k) = [𝜃(k − 1)𝜙(k)T − y(k)]K (k) + 𝜃(k − 1),
K (k) = (𝜆I + 𝜙T (k)P (k − 1)𝜙(k))−1𝜙(k)P (k − 1),
P (k) = P (k − 1)K (k)𝜙T (k) − P (k − 1).
(20)
The name of this algorithm is selected based on the additive
𝜆 factor named ‘time varying forgetting factor’ and is devoted
as 𝜆 = e
−h
T f . However, h and Tf are sampling cycle and time
constant exponential forgetting, respectably. In Equation (20),
two fundamental matrices are shown as P (k) and K (k) where
the first matrix is the adaption matrix and the second one is
the covariance matrix. It should be noted that an initial condi-
tion of P (0)is introduced for P (k) to sets the estimation pro-
cess. To clarify the function of 𝜆 in Equation (20), the following
assumption is presented: when 𝜆 reaches 1 > 𝜆, K (k) and P (k)
can reach a high rate. The prominent benefit of this structure is
its continuous preparation in compensating and analysing varia-
tions that occurred in system dynamics. Equation (21) presents
a trend to choose the value of 𝜆.




where a limit of 1 > 𝜆 > 0 is depicted for selecting the rate of
𝜆 and one can consider a positive constant for Σ0. Moreover,
it is possible to elaborate (21) in the following stages: consid-
ering the system in steady state condition, a low rate or zero
level is possible for 𝜀 where 𝜆 will be forced to go over 1 or
stays stable at 1. Meanwhile, in the presence of disturbances, the
rate of 𝜀 rises which is followed by a decrease in the value of
𝜆. Consequently, it can influence the K (k) and P (k) matrices
and the parametric estimation of identification procedure can
be improved.
4.2 Identification results of buck–boost
system
Due to different disturbing phenomenon such as aging and
heat of converter’s components, a small difference can be seen
in Tables 1 and 2 between the estimated parameters in real-
time environment and mathematical driven parameters, which
TABLE 1 Estimation results of the buck converter model with RLS
method





TABLE 2 Estimation results of the boost converter model with RLS
method





is acceptable and cannot result in any problem in the control-
ling process.
To estimate the parameters of the system using an identifica-
tion processor, a real-time stimulation of this converter is used
considering all the components with their real values and possi-
ble derivations.
4.3 Improved ERLS identification
algorithm
In the RLS identification scheme, adjustment of the speed con-
vergence in the dynamic tracking is done by 𝜆 as a time variable
feature. In addition, whenever a small rate appears for 𝜆, the
convergence to parameters can be fast; however, in the pres-
ence of large disturbances, it is possible that the effect of this
undesirability on the system increases consistently. Overall, the
key duty of 𝜆 is to adapt the convergence pace with the effect
of interrupting disturbances. This is named exponential RLS or
‘ERLS’ algorithm [50, 49]. Whereas, 𝜆 is an ideal factor that has
an excellent response in actuated conditions only. To explain this
circumstance, we assume that the system has not been actuated
and in this situation the regressive matrix is zero which provides
the following estimation relationships:
1
𝜆
P (t ) = P (t + 1),
𝜃(t ) = 𝜃(t + 1).
(22)
Equation (22) illustrates that the estimation parameters of 𝜃




, are unstable. A situation is introduced by this condition,
which is known as ‘Estimator Ending’ and can be described
as below: here, the estimation is fixed and if 𝜆 < 1, then the P
matrix rises exponentially and a huge variation occurs. To solve
this phenomena, conditional updating is presented, which in the
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FIGURE 9 Indirect self-tuning adaptive controller block diagram
FIGURE 10 General linear controller
FIGURE 11 Bode plot of the current loop controller
FIGURE 12 Bode plot of the voltage loop controller
estimation and covariance matrices are updated when actuation
happens. As a result, the estimator is developed by a conditional
updating method, which locates before the covariance matrix
and updates the condition of the covariance matrix if the condi-
tion of (23) is reached and results in exponential growth avoid-
ance.
𝜙(t )T P (t )𝜙(t ) > 2(1 − 𝜆). (23)
To ensure overcoming the estimator ending condition in the
estimation performance, a new strategy of developing a covari-
ance matrix is introduced as the ‘fixed matrix rejection method’.
Additionally, for applying this strategy, the coefficients of the
covariance matrix are bounded which resulted in a well-behaved
performance over the ratios of the estimator. However, provid-
ing this strategy over the estimator can prevent an exponential
increase of the covariance matrix when the regressive matrix is
fixed. This novel improved strategy is introduced by (24).
𝜃(k) =
[
y(k) − 𝜙(k)T 𝜃(k − 1)
]
K (k) + 𝜃(k − 1),




[P (k − 1) − (
𝜙(k)P (k − 1)𝜙(k)T P (k − 1)
I + 𝜙T (k)P (k − 1)𝜙(k))
,










𝜙T 𝜙c1 ≫ 1.
(25)
To check the performance of different identification strate-
gies, Figure 8 compared the performance of the presented iden-
tification methods to validate the robustness of the proposed
novel algorithm.
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In Figure 8 different working conditions are applied on the
system to check the identification method’s operation. Based
on Figure 8a,b, an excellent estimation converging to the real
parameter of 0.1365 in buck mode and 0.83 in boost mode for
RLS, ERLS and IERLS methods are observed, yet a small dif-
ference is visible for the RLS method, which cannot cause any
problem. In Figure 8c a sudden parametric variation is injected
at 2.5 s, ERLS and IERLS methods show a great and fast con-
verging, but RLS methods do not have the ability to manage
this disturbance on the estimator. Next, to examine the effect
of noise on the identification algorithms, a 0.01 variance noise
is injected to the system in Figure 8d. In this condition, the RLS
method is totally disabled and the ERLS tries to reach the esti-
mated parameter in a long time, which can be a big difficulty
for gaining the controlling signal of the cascade controller, but
the IERLS method depicts a rapid parametric converging. This




The chart presented in Figure 9 depicts the block diagram of a
self-tuning regulator. It can be seen that the fundamental func-
tion in this diagram is based on system identification to estimate
unknown parameters of the system [51]. Additionally, by reach-
ing proper parametric estimations of the system, it is possible to
offer an appropriate stability and regulation by the STR block.
The process of designing a control method is highly rele-
vant to the closed-loop poles and zeros locations. To satisfy
this issue, the pole placement method is utilized by this adaptive
controller. To conclude, three stages are listed for the STR adap-
tive controller initializing with system transfer function identifi-
cation and ending in control gains regulation by the controller
based on system performance. One can assume a single input
single output (SISO) system as Equation (26).
A(q)y(t ) = B(q)(u(t ) + v(t ) ). (26)
In Equation (26), three variables are shown as input, output
and disturbances which are shown by u, y and v and can create
the fundamental structure of the adaptive controlmethod pre-
sented in Figure 9. One can consider the general linear form of
FIGURE 13 Output voltage of buck–boost converter with cascade loop
and single loop controllers (Rload = 10Ω): (a) tracking in buck mode, (b)
tracking in boost mode
TABLE 4 Parameters of controllers
Algorithms KP KI KD 𝝀 𝝁
PSO-PID 0.0327 1.49 0.58 — —
FO-AL-PID 2.56 4.756 0.65 0.503 0.92
the adaptive controller as below:
Ru(t ) = Tuc (t ) − Sy(t ), (27)
uc (t ) is the desired reference for the system. However, T, S
and R are the polynomials containing the unknown parameters.
Considering Figure 10, two fundamental feed backs of control
law are presented for the closed-loop system; the transfer func-
tion of S depicts the negative feedback and the transfer func-
tion of T presents the feed forward. Moreover, the closed-loop
TABLE 5 Performance comparison of the controllers
Modes CLC SLC
Modes OS US St OS US St
Buck — — 0.004 s 0.7 V 0.6 V 0.08 s
Boost — — 0.02 s 1.04 V 2.13 s 0.065 s
US, Undershoot; OS, overshoot; St , settling time.
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FIGURE 14 Effect of sudden parametric variation on the controllers
(Rload = 10Ω); (a) tracking in Buck mode, (b) tracking in Boost mode.




u(t ), u(t ) =
AT
AR + BS
uc (t ). (28)
For calculating these polynomials, the ‘Diophantine equation’
is presented in (29).
AR + BS = Ac . (29)
Specifying the desired closed-loop polynomial Ac , the
observer polynomial, is the key idea behind the design method.
By solving (30), the values of R and S can be reached; yet, the
value of T and other conditions are unknown. To reach the value










Here, Ac should consist of stable poles. However, one can
solve the control law with Equations (30) and (29), but these
equations contain many solutions. Thus, the minimum degree
pole placement (MDPP) method is used with a good reliability
of implementation. Additionally, two categories are classified for
the STR controller named as: zero deleting indirect self-tuning
regulator and zero holding indirect self-tuning regulator. The
second technique is applied here to maintain the characteristics
of the system.
Two transfer functions of (G∗(q) ) and (G(q) ) are introduced as














) = b0q + b1











q2 + am1q + am2
. (32)
The numerator polynomial of B is presented as
B+B−, (33)
where B− and B+ are the polynomials with unstable and sta-
ble zeros. The structure of the converter system is stable and is
more suitable for designing a zero holding indirect self-tuning
regulator method. The B polynomial can be rewritten as (34).
B− = B, B+ = 1. (34)
Considering the points mentioned, the Diophantine equation
(34) is rewritten in (35).
AR
′
+ B−S = AoAm, (35)
(















Equation (36) helps to obtain the values of R and S but T
is still unknown. Hence, two assumptions of BT = BmA0 and
Bm = 𝛽B are suggested for T in (28), which proposes T as (37).
T = 𝛽Ao. (37)
Here, 𝛽 = (1 + am1 + am2)∕(b0 + b1).
In (38), the transfer function of a closed-loop system with








6 CONTROL LOOPS STABILITY
As mentioned before, the cascades controller decomposed to
inner-current control and outer-voltage control loops. To verify
the stability proof of the controllers, a transfer function for each
loop is calculated based on the proposed system. For the inner-
current loop, the closed-loop transfer function of STR method
is shown in Equation (38). Based on the gains of the controller,
the bode plot of inner loop is illustrated in Figure 11.
In addition, the outer loop is being analysed by its Bode plot
in Figure 12. Both of the Bode plots for control loops show the
stability of the cascade controller. Based on the Bode plots of
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FIGURE 15 Convergence of the controllers in sudden reference voltage alterations
TABLE 6 Detailed comparison between the adaptive cascade method
with the other controller in positive and negative reference voltage variations
Ref voltage changes CLC SLC
OS US St OS US St
NS (40–15 V) – – 0.01 s 1.2 V 1.2 V 0.08 s
PS (15–50 V) – – 0.025 s 21 V 25 V –
NS (50–25 V) – – 0.01 s 2.4 V 2.34 V 0.03 s
US, undershoot; OS, overshoot; St , settling time; NS, negative step; PS, positive step.
the both control loops and phase and gain margins, it can be
seen that the stability of the controllers are proved [52].
FIGURE 16 The performance of the controllers in noisy environment:
(a) tracking responses in the buck mode with applied noise of 0.01 variance, (b)
tracking responses in the boost mode with applied noise of 0.9 variance
FIGURE 17 The performance of the controllers in supply voltage
variations
7 SIMULATION RESULTS
Here, the performance of the designed adaptive cascade con-
troller will be tested by simulations and experiments using cir-
cuit parameters listed in Table 3. First, tracking the responses of
the cascade loop controller (CLC) and PSO based PID SLC are
compared in Figure 13. Moreover, the tuned gains of the PID
controllers by the proposed algorithm is illustrated in Table 4.
It should be noted that Matlab-simulink is used to validate the
performance of the adaptive cascade method.
Figure 13 shows the controllers, converging signals to the
reference signal for the buck–boost converter without apply-
ing disturbances. To better clarify the working performance of
the controllers in Figure 13, a detailed comparison is carried
out in Table 5. Considering the compared values of Table 5, it
is clearly evident that the adaptive cascade technique illustrates
better results with a faster settling time and a lower error.
As noted before, different disturbances can make some dif-
ficulties for the control process. Furthermore, to stimulate the
impact of parametric variation on the system, a sudden paramet-
ric change was prompted in Figure 14 for checking the perfor-
mance of the controllers in compensating for this disturbance.
Based on the results provided by Figure 14 in both buck and
boost modes, it is clear that adaptive cascade controller per-
forms with a well-behaved dynamic and quicker response rather
than the single loop control technique.
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FIGURE 18 The performance of the controllers feed to different loads:
(a) converging operation in resistive–inductive load for buck mode
(L = 1μH,R = 50Ω), (b) converging operation in resistive–capacitive load for
buck mode (C = 1μF,R = 50Ω), (c) converging operation in
resistive–inductive load for boost mode (L = 1μH,R = 50Ω), (d) converging
operation in resistive–capacitive load for boost mode (C = 1μF,R = 50Ω)
Next, to show the tracking operation of the controllers in ref-
erence voltage alterations, some positive and negative variations
are applied during the working operation of the converter in Fig-
ure 15. The first variation belongs to a negative reference signal
change of 40–15 V and then a positive rise took place in 15–50
V and finally a negative step is tested for 50–25 V which can
FIGURE 19 Topology of the buck–boost converter in experimental
environment
be a large variation for both of the controllers. A detailed com-
parison is demonstrated based on Figure 15 in Table 6, which
reaffirms a considerable robustness of the adaptive cascade
controller in compensating these sudden changes; however, the
single loop control method has an approximate tracking with
large ripples that is not suitable in industrial applications.
In industrial applications the impact of noise is an inevitable
phenomenon that can have the most harmful influence on con-
trol procedure. Thus, to stimulate the effect of this disturbance
on the system, noise is injected to the system with two levels of
0.01 and 0.1 variances in Figure 16.
The noise applied in Figure 16 in both working modes can
cause problems for the controllers. As is obvious from Fig-
ure 16, two other designed control strategies face deviations in
tracking responses but the adaptive cascade controller shows a
remarkable performance in compensating the impact of noise
which can present it as a suitable alternative for practical appli-
cations.
As mentioned before SLCs are not robust enough in supply
voltage variations. To check the performance of the controllers
against supply voltage variations, the output voltage is fixed at
30 V and the supply voltage is changed for different levels in
Figure 17.
It is clear from Figure 17 that the cascade controller performs
really well in various supply voltage alterations; however, a SLC
is unable to operate properly. On the other hand, this structure
can be changed for different consumers such as a DC motor
which is modelled as a resistive–inductive load; hence, the per-
formance of the controllers are tested in two types of load in
both of the working modes.
The results driven in Figure 18 totally show that the cascade
controller has excellent operation in different loads despite
the fact that a change in the load can dramatically influence
the dynamics of the system that can cause malfunction of the
controller. It should be noted that having an online parametric
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FIGURE 20 Cascade controller on buck–boost converter; (a) tracking response of the controller in buck mode for 10 V, (b) tracking response of the controller
in buck mode for 20 V, (c) tracking response of the controller in boost mode for 35 V, (d) tracking response of the controller in boost mode for 40 V
FIGURE 21 Performance of the adaptive cascade controller feed to different loads: (a) converging operation in resistive–inductive load for buck mode
(L = 1μH,R = 30Ω), (b) converging operation in resistive–capacitive load for buck mode (C = 10μF,R = 50Ω), (c) converging operation in resistive–inductive
load for boost mode (L = 1μH,R = 30Ω), (d) converging operation in resistive–capacitive load for boost mode (C = 10μF,R = 50Ω)
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FIGURE 22 Operation of the adaptive cascade controller on buck–boost
converter in reference signal variations; (a) the convergence in a negative
reference voltage change, (b) the convergence in a positive reference voltage
change
optimization over the control loops can be a positive aspect in
the load variations.
8 EXPERIMENTAL RESULT
ZOH technique is used to discretize the controller. We classify
three stages for applying the controlling strategy on the con-
verter; (1) collecting data from the designing software, (2) cod-
ing this data to C language and (3) sending the driven code
into the digital signal controllers. The PWM technique is uti-
lized to generate a firing signal for a buck–boost converter
switches, while in this technique, a square wave signal is sent
to the switches produced by a comparison driven between a tri-
angle wave and controller signal. In Figure 19a, hardware real-
time implementation of buck–boost converter is demonstrated
including power and control structures of the converter, simul-
taneously.
The prototype machine of Figure 19 is built to elaborate on
the accuracy of the presented adaptive cascade control for the
converter. As can be seen, different parts and tools are used
in this structure as follows: an Arduino processor is working
as the core of this topology to convert and generate control
signal while the adopted model is UNO-SMD CH340 type, a
DC–DC buck–boost converter is built to feed different types
of loads including a voltage sensor (LV25-P) and a current sen-
FIGURE 23 Convergence of the adaptive cascade control method on the
buck–boost converter under the impact of noise: (a) controller tracking
operation in buck mode with 0.01 variance noise, (b) controller tracking
operation in boost mode with 0.1 variance noise
sor (CSNE151-100) to establish the cascade controller, switch-
ing components are UF4007 and IRF9630. Furthermore, to
decrease computational difficulties of high sampling frequency
in the processor, the range of 10 to 20 kHz is selected for
switching frequency. A DUE processor converts the voltage and
current measured by sensors through its analog-to-digital con-
verter and then generated average values will be uploaded to
control loops as inputs. We considered 30 V as the supply volt-
age of the converter and the aim is to track a voltage of 5 to 50 V
on the load using the adaptive cascade controller. Experimental
results are acquired in two different modes of the converter in
Figures 20– 23.
The following experimental results are achieved based on
the converter’s performance utilizing the adaptive cascade tech-
nique with and without considering disturbances. Figure 20
shows the converging operation of the adaptive cascade con-
troller for the references of 10, 20, 30 and 35 V without consid-
ering disturbances fed to a resistance (R = 10Ω) which states a
significant tracking without containing harmful error.
Since converters are used in practical applications in real-
time environments, they encounter various and disturbing fac-
tors in their performance. As a result, the proposed controller is
examined in real-time situations to verify the performance of
the proposed controller. On the other hand, the load fed to
the converter in Figure 20 is a pure resistance load which can
be changed due to the need of a consumer and depicts a dif-
ferent structure. To test the converter connected to different
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load types, two types of load, resistive–capacitive and resistive–
inductive, are analysed in both modes by Figure 21.
Changing the load structure feed to the converter can vary
the dynamics of a system resulting in difficulties for control
procedure. However, observing Figure 21, this presented con-
trol scheme is robust enough to compensate for the dynam-
ical differences caused by load changes without a need to be
redesigned. In Figure 15, simulation results have been carried
out for testing the response of controllers in reference signal
changes. Besides, to drive this experiment in real-time condi-
tion, two variations are applied on the system in Figure 22. Also,
Figure 22 illustrates supply voltage variations in two rising and
falling levels. It can be seen that these alternations cannot cause
a serious difficulty for the controller and tracking performance
is conducted successfully.
Furthermore, the impact of noise is tested on two levels in
real-time environment (Figure 23). An excellent robustness is
seen for the proposed controller in Figure 23 which can com-
pensate for the negative impact of noise with different rate
of variances.
All the results once again reaffirm the great robustness of the
adaptive cascaded controller in different working conditions.
9 CONCLUSIONS
Here, an adaptive cascade control scheme is presented by an
outer-voltage control loop consist of a FO-PID controller
tuned by an ALO algorithm and an inner-current control loop
with a self-tuning regulator adaptive controller with a novel
IERLS identification method on a buck–boost DC–DC con-
verter. This discussed approach is able to keep the stability mar-
gin in a desired limit despite the parametric variations and large
signal transients on the DC–DC converter. Moreover, the adap-
tive cascade controller used a novel optimization algorithm in
the outer loop which is able to tune the gains of FO-PID with
better values; however, a novel identification algorithm is intro-
duced for the inner loop showing better parametric estimations
in challenging conditions with faster dynamic in comparison
with the outer loop. The proposed control method provided
better convergence to the reference signal in comparison with
a single loop PSO based PID controller in different working
situations. Both experimental and simulation results reaffirm
noticeable improvements in the performance of the converter in
both operating modes when considering harmful disturbances.
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