In this paper the characteristics of the primary breakup of a liquid jet is analyzed numerically. We applied the Volumes of Fluids (VOF) approach utilizing the Direction Averaged Curvature (DAC) model, to estimate the interface curvature, and the Direction Averaged Normal (DAN) model, to propagate the interface. While being used for the first time to predict liquid atomization, this methodology showed a high accuracy. The influence of varying the fluid properties, namely liquid-gas density and viscosity ratio, and injection conditions is discussed related to the required grid resolution. Resulting droplet sizes are compared to distributions obtained through the One-Dimensional Turbulence (ODT) model.
Introduction
Atomizing liquid jets are frequently occurring in industrial applications. For example, in combustion devices driven by liquid fuel, a fuel jet is injected in the combustion chamber. Before the combustion process takes place, the liquid jet needs to break up into small droplets, evaporate and mix with the surrounding air. The characteristics of the primary breakup of the fuel jet, i.e. liquid breakup length, local droplet diameter or velocity distributions, is crucial for the efficiency and exhaust level of the subsequent combustion process.
Due to its importance, these flows have been analyzed extensively by means of experiments in the last decades. For instance, Hiroyasu and Kadota [29] found an empirical best-fit relation between the fuel injection pressure, the ambient air density, the fuel mass flow rate and the Sauter Mean Diameter (SMD) of the resulting droplet distribution. In the following years Elkotb [9] , Varde et al. [76] and Faeth et al. [10] included additionally the effects of liquid viscosity, liquid density and surface tension in the study. Furthermore, Reitz and Bracco [58] derived correlations for the breakup length of the liquid core.
Farth et al. [11] identified the implosion of cavitation bubbles, turbulence in the liquid jet and aerodynamic liquid-gas interaction to be the most dominant mechanisms for liquid jet atomization. Since the first and second mechanisms are related to phenomena occurring inside the injection nozzle, a number of researchers elucidated the influence of the in-nozzle flow on the following jet break-up. For example, Martínez-Martínez et al. [48] reported a high dependence of the spray penetration length on the nozzle diameter. Moreover, Suh and Lee [72] found that an increase in the nozzle length to width ratio enhances the generation of cavitation bubbles in the nozzle and fuel atomization.
Extensive reviews summarizing the knowledge concerning the fundamental aspects of the physics of the disintegration of liquid jets have been provided by Sirignano and Mehring [69] and Eggers and Emmanuel [8] .
However, due to the large number of droplets, experimental measurements in these flow regions are very challenging. Especially when looking at droplet size distributions in optically dense sprays, results are blurred due to multi-scattering effects. Aiming to remove these effects, new experimental techniques have been developed in the recent years. Its potential to tackle this problem has been demonstrated by a group of methods based on Structured Laser Illumination Planar Imaging (SLIPI) [3] . A further advancement represents Dual-SLIPI [36] which even proved to be an adequate method to validate numerical models [20, 21] . Somewhat similar to SLIPI is an approach called ballistic imaging. However, in ballistic imaging the photons affected by multiscattering are rejected before the camera, while they are rejected by image processing after the images have been recorded in SLIPI. Ballistic imaging has been used successfully to image the liquid/gas interface of intact liquid structures inside the dense spray region [see the review of Linne [43] ].
Despite all experimental effort, the influence of the fluid properties on the liquid jet break-up is not yet fully understood. This is not only due to the optical density but also the full parameter range has not been studied so far. In particular, data concerning the effect of the viscosity of the surrounding gas is rare.
Furthermore, an important disadvantage of experiments is the difficulty to assess isolated effects. For this reason it is difficult to derive conclusions concerning the physics of the flow. For example from the above discussed experimental works it can not be concluded if the influence of the injection conditions on the jet breakup is caused by the changes in the in-nozzle flow, aerodynamic instabilities or something else.
Numerical simulations give the possibility to obtain results of a higher resolution and for isolated effects. The approaches usually applied to simulate sprays include the Eulerian-Eulerian and Lagrangian Particle Tracking (LPT) method. Both assume the liquid phase to be dispersed. The primary breakup of the liquid jet is not resolved, at its best it can be included in the simulation by modeling assumptions.
To simulate the primary breakup the liquid-gas interface is required to be resolved on the numerical grid. Following van Wachem and Schouten [75] , methods that resolve the liquid-gas interface can be grouped into surface tracking methods and volume tracking methods. Surface tracking methods include the front tracking [74] and the level-set method [53, 64] . These methods solve for the position of the interface while the volume of each phase is reconstructed. Therefore, surface tracking methods suffer in their original formulations from inaccuracies in the volume reconstruction. Also, the liquid volume in the domain is not conserved.
Volume tracking methods are the marker and cell [27] and the Volumes of Fluids (VOF) method [30] . These methods solve for the volume of each phase while the interface is reconstructed. Consequently, volume tracking methods suffer in their original formulations from errors in the interface curvature. Recent reviews summarizing the available computational models used to describe the atomization of jets were given by Gorokhovski and Herrmann [18] and Jiang et al. [32] . However, all attempts to resolve a strongly curved interface require a very high grid resolution. Therefore, only in the recent years sufficient computational capabilities are available to perform this kind of simulations.
Important implementations include the one by Desjardins et al. [6] and Desjardins and Pitsch [7] who applied a version of level-set which aims to be nearly mass conservative. To handle the high gradients at the liquid-gas interface, they implemented the ghost-fluid method. Furthermore, a combined VOF/level-set method was used by Le Chenadec and Pitsch [38] . To improve the grid quality at the interface they allowed mesh deformations. Fuster et al. [13] utilized the VOF method and improved the grid resolution at the interface, depending on its curvature, applying the octree adaptive grid refinement. A further combination of methods was proposed by Menard et al. [50] who exploited the advantages of each the VOF, level-set and ghost-fluid approach. When compared to experimental data of Diesel injection [39] , they recovered well the influence of the surrounding gas temperature. Shinjo and Umemura [65] [66] [67] developed a numerical method that applies the level-set method and an improved VOF formulation to combine the benefits of both. They analyzed the isolated aerodynamic breakup effect of a jet injected into still air while the in-nozzle flow was not taken into account. Through computing on a very fine grid (the nozzle diameter was resolved by 285 grid points) they could observe the ligament formation both from the mushroom tip edge and the liquid core surface. The droplet formation occurred from the ligament tip mostly by the short-wave mode.
Some researches aimed to evaluate the influence of the innozzle flow on the jet break-up. Som et al. [71] simulated only the nozzle flow solving the RANS (Reynolds Averaged Navier-Stokes) equations. The mass flow at the nozzle exit was analyzed depending on the fuel type, the injection pressure and the needle lift position. The subsequent coupling of RANS simulations of a nozzle flow to a liquid jet was performed by Yuan and Schnerr [80] . They demonstrated the enhancement of atomization due to cavitation by comparing a case applying a cavitation model with a case without. Moreover, recent time resolved Large Eddy Simulations (LES) by Ghiji et al. [16] of the flow inside a simplified nozzle and the subsequent atomization indicated a good agreement with experiments during early stages of Diesel injection. An approach without resolving the in-nozzle flow was recently followed by Xiao et al. [78] . They implemented the Rescaling and Recycling Method to facilitate generation of appropriate unsteady LES inlet conditions. The method was applied to replicate the turbulent nozzle outflow and to investigate its influence on the liquid jet. Siamas et al. [68] , on the other hand, focused on evaluating the effect of swirl created inside the nozzle on the flow field of annular gas-liquid jets using detailed VOF simulations. They identified the swirling motion to be responsible for the development of a central recirculation zone.
Besides the above discussed model developments, a new formulation of the VOF approach utilizing the Direction Averaged Curvature (DAC) and Direction Averaged Normal (DAN) models was proposed by Lörstad and Fuchs [47] . However, the method was so far only applied to compute bubbles and not yet to liquid jets. Nevertheless, its accuracy when describing bubbles was intensively tested by Lörstad et al. [45, 46] . It was reported to remedy some of the main issues in the VOF method: the DAC model was shown to model the surface tension forces highly accurate for high Reynolds number flows. Furthermore, the DAN model proved to be secondorder accurate, mass conservative, without over-or undershoots of the phase variable, and, most important, non-diffusive.
A simplified approach to resolve a turbulent flow, which is worth mentioning, is called One-Dimensional Turbulence (ODT). It has been originally proposed by Kerstein [33] and was extended by Kerstein et al. [34] and Ashurst and Kerstein [2] . The major advantage compared to the above discussed methods lies in its computational efficiency which allows to explore flow regimes (Reynolds and Weber numbers here) which are not accessible by LES or Direct Numerical Simulation (DNS) methods. This methodology was used by Movaghar et al. [51] to study the outcome of liquid atomization. Despite the limitation of the model to simulate topologically simple flows with one dominant flow direction, e.g. simple jets or boundary layers, the method has proven to correctly predict many different scaling laws in turbulent flow.
To sum up, the theoretical research until today focuses mainly on the improvement of the computational methodology. So far only a few investigations focused on gaining physical insight.
In the present study for the first time the VOF/DAC/DAN method was applied to the case of an atomizing liquid jet. In this paper the capabilities of the VOF/DAC/DAN method to accurately model the primary breakup of a liquid jet in relation to the required grid resolution are discussed. The method is utilized to study the influence of the fluid properties, such as liquid-gas density and viscosity ratio, and the injection profiles on the flow. The results are compared to data generated by the ODT model. The comparison is based on the resulting droplet diameter distribution, which is most sensitive to the resolution of the applied grid.
Description of the VOF/DAC/DAN approach
The VOF method is used to handle the liquid and the gaseous phase. The flow field is described in an Eulerian framework by the incompressible, isothermal Navier-Stokes equations for multiphase flows without phase changes. The non-dimensional mass and momentum conservation equations are given by
Herein u i , p, ρ and μ denote the velocity components, the pressure, the density and the dynamic viscosity of the fluid, respectively. The last term on the right hand side of the momentum equation represents forces due to the surface tension, where δ is a Dirac function which vanishes everywhere except at the interface, κ the interface curvature and n i the interface unit normal.
In the above equation, the jet Reynolds number, Re jet , and the jet Weber number, We jet , are based on the injection velocity U inj and the nozzle diameter d noz , namely
In this equation σ denotes the surface tension and the indices l and g the liquid and the gas phase, respectively. The fluid properties in Eqs. (2) and (3) are calculated linearly dependent on the phase variable α as
where ˜ α is a smoothed field of α using a smoothing function described by Rudman [62] . The governing equations are discretized by the finite differences method. The convective terms are approximated by a thirdorder accurate upwind scheme, the diffusive and pressure terms by fourth-order central schemes and the time derivatives by an implicit second order backward scheme. A coupling between the pressure and the velocity is used which is based on the simultaneous update of the dependent variables. The approach is SIMPLE like and described in detail for single-phase flows by Fuchs and Zhao [12] .
Turbulence modeling
The turbulent flow field is simulated by performing a LES, where the discretization scheme applied on the grid acts as a lowpass filter. A detailed discussion concerning LES can be found, for instance, in the textbooks of Pope [55] or Sagaut [63] . The grid size, h , is considerably smaller than the largest flow scales but it is larger than the Kolmogorov eddies ( l 0 h η) for large Reynolds numbers. Therefore, the large scale structures are captured, while the small scale structures are filtered out. When applying any spatial filtering to the governing equations, new terms appear; these are called Sub-Grid-Scale (SGS) terms. LES is based on Kolmogorov's hypothesis: the large scale structures are dependent on the specific flow situation, while the behavior of the small scale structures is isotropic and geometry independent, i.e. universal. If the scales that are filtered out are small enough to be considered as universal, the SGS terms can be closed by a turbulence model. A large number of models have been formulated in the past out of which many are based on the simple Smagorinsky model [70] . A widely used variant is the dynamic calculation of the Smagorinsky constant [15] using the least-square technique and averaging in one direction as proposed by Lilly [42] . This approach has been implemented to study a wide range of flows such as pneumatic conveying [22] , reactive flows [40] or the atmospheric boundary layer [35] , just to name a few.
As an indicator for the definition of an appropriate grid size the size of the Taylor scale eddies can be used, as they are defined to be located between integral scale and Kolmogorov scale eddies. In general it can be stated that the smaller the filter size is the smaller is the contribution of the SGS terms and the more accurate the solution will be. If the grid is fine enough, the contribution of SGS terms even vanishes and can therefore be neglected.
The SGS terms have a function of dissipating energy that is transferred by the energy cascade. To account for dissipation in this work the 'implicit turbulence model' [4] with no explicit SGS expression is used. By not including explicit dissipation, the overall dissipative properties of the discrete system are reduced. The neglected dissipative effects of an eventual explicit SGS model are accounted for by using dissipative numerical schemes. It must be emphasized that one may rely on such a model only if the resolution is fine enough, i.e. a considerable part of the turbulence energy spectrum is resolved.
The implicit LES approach has been successfully applied in comparable works as well, e.g. by Desjardins et al. [6] . In our simulations the grid is chosen to be approximately three times finer than the size of Taylor scale eddies. It is shown in Section 4.1 that the influence of the unresolved scales on the velocity field can be considered negligible. In fact, the limiting parameter for the grid resolution in the herein studied cases are apparently not the turbulent scales but the droplet sizes. Therefore, the preference of the simple implicit LES over a more complex model is justified.
Surface tension modeling and motion of the phase interface
Following the Continuum Surface Force (CSF) model as described in [5] , the Dirac function and the interface unit normal in Eq. (2) , are replaced by
The normal direction of the interface, which is needed for the phase transport and the curvature, is derived from the α field using the DAN model as presented by Lörstad and Fuchs [47] . To reduce the computational effort, the calculations are carried out in the direction of the largest component of the normal vector. A distance function, , is introduced which is estimated based on the volume fractions of the neighboring cells. These volume fractions are summed up in the calculation direction. It gives the distance of the interface in the neighboring cells to the center of the current cell. For the z -direction this leads to the expression for the interface normal, namely
This procedure, as it considers only the largest normal component, is simpler and faster as comparable methods, for example those proposed by Puckett et al. [57] or Renardy and Renardy [59] . Finally, the curvature is calculated applying the DAC model, as given by Lörstad and Fuchs [47] . As for the DAN model, the computational effort is reduced by carrying out the calculations in the direction of the largest normal component. In a similar way a distance function is established. For the z -direction the expression for the interface curvature is given by
To apply the surface tension forces to the flow equations, the topology of the gas-liquid interface needs to be known. Therefore, for the phase field, α, which represents the liquid volume fraction, the transport equation ∂α ∂t
is solved. When solving this equation it is of utmost importance to be not too diffusive in order to keep the liquid gas interface sharp and to use a stable approach at the same time.
Several approaches have been proposed and compared by Rudman [61] and Gopala and van Wachem [17] . In both papers the ability to keep the interface sharp and the mass conserved has been studied with simplified advection and shear flow cases and a case capturing the progression of the Rayleigh-Taylor instability. Rudman [61] reported the superior behavior of the direction split method proposed by Young [79] compared to the Simplified Line Interface Calculation (SLIC) method [52] , the original VOF method [30] and the flux-corrected transport (FCT) method proposed by Rudman [61] . Gopala and van Wachem [17] considered the Lagrangian Piecewise Linear Interface Construction (PLIC) [75] , the CICSAM [73] and the inter-gamma differencing scheme [31] to be preferable over the above mentioned FCT method.
Based on the discussion above, the direction split method proposed by Young [79] , extended from 2D to 3D is applied in this work. For details concerning the implementation, the reader is referred to the original paper by Lörstad [44] .
Lörstad et al. [45 , 46 ] , Lörstad and Fuchs [47] and Lörstad [44] reported several test cases which prove the quality of the above described VOF methodology. A three-dimensional Stokes flow (Re = 10 -6 ) past a fix liquid sphere represents one of them. The simulations for different viscosity ratios were compared to analytical solutions given by Panton [54] . For a viscosity ratio of unity the results indicated that the flow solution is second order accurate [47] . However, the viscosity model (c.f. Eq. (4) ) seems to introduce a first order error. The same conclusions were drawn when the velocity of a bubble rising in a quiescent liquid due to gravity was computed on different grid resolutions.
Furthermore, three-dimensional advection tests similar to the one used by Aniszewski et al. [1] and the two-dimensional tests by Rudman [62] and Gerlach et al. [14] were performed [47] . Herein, a liquid of an initially spherical shape is deformed by a pre-defined flow field. After a certain period of time the flow is reversed which would result, in the case of a perfect advection scheme, in a liquid of the initial shape. This type of tests evaluate the phase transport model and the DAN model. Second order accuracy was found for unidirectional and rotating flow fields while the accuracy showed to reduce slightly for large deformations.
The results of a commonly used case [e.g. by [1, 14, 37, 49, 56, 59, 77] ] to test the surface tension modeling are given by Lörstad et al. [45 , 46 ] . Therein, a droplet is placed in a zero velocity field as initial and boundary condition. The solution is usually subjected to spurious unphysical currents. The order of accuracy showed to be the same than for the immersed boundary method and the PROST VOF-model by Renardy and Renardy [59] even though the magnitude of the error is slightly larger. However, the spurious currents diminished with time. Moreover, the test revealed that, if the droplet is resolved by ten cells over the diameter, the maximum error for κ is approximately 4%. As the Weber numbers in engines are usually large, the error originating from the surface tension term is considered to be small. Additionally to the above discussed tests, the VOF/DAC/DAN approach has been successfully compared to experimental results for air bubbles rising in water due to gravity (by Lörstad and Fuchs [47] for a similar set-up than the one used by Popinet [56] ) and air injection into a water channel [44] .
Description of the ODT model
For comparison of the droplet size distributions obtained by the VOF approach, in the present study the ODT model is applied. The model is summarized in the following section. However, for a detailed description of the method, the reader is referred to its original formulation by Kerstein [33] and its extensions by Kerstein et al. [34] and Ashurst and Kerstein [2] .
ODT is a stochastic model resolving a turbulent flow along a notional line of sight through a 3-dimensional flow. The main advantages of such a one-dimensional stochastic simulation approach are twofold. First, a one-dimensional formulation enables affordable simulations of high Reynolds number turbulence over the full range of relevant length and time scales. On the contrary, computational cost considerations often limit the application of DNS to flows of moderate Reynolds numbers. Second, the model has proven to successfully capture diverse flow behaviors. Furthermore, it permits high resolution of property gradients, which is needed to capture details of, e.g., boundary layers, flame structures and flow structures close to phase boundaries.
ODT has recently been used by Movaghar et al. [51] to model the primary breakup of statistically stationary turbulent liquid jets. This was achieved by extending ODT to deal with the interaction between turbulence and surface tension energy. Moreover, Rayleigh type wave instabilities and shear driven breakup mechanism were accounted for.
The flow on an ODT line is time-advanced by solving a set of equations given by
Here, u i are the velocity components and φ is a passive scalar. The coefficients ν and ϱ denote the molecular viscosity and mass diffusivity, respectively. S u i and S φ represent source terms. In the present application the turbulent jet decays and S u i is equal to zero. In ODT turbulent advection is modeled by a series of stochastic eddy events. Each eddy event is modeled by applying an instantaneous mapping of the property field, called triplet map [c.f. [51] ]. ODT samples eddy events from an instantaneous eddy event rate distribution that evolves with the flow. These events are individually parameterized by the position y 0 and the size l . The reconstruction of the distribution every time an eddy event or an advancement of Eq. (9) takes place is computationally expensive. Therefore, for computational efficiency in ODT eddy events are sampled using an equivalent Monte-Carlo numerical procedure called thinning which was originally proposed by Lewis and Shedler [41] 
Results and discussion
The VOF simulations presented herein were run in simple cuboid domains as sketched in Fig. 1 . A Dirichlet condition was applied at the inlet, i.e. the velocity vector is given. The velocity components and scalars at the outlet correspond to a zero-gradient condition. At the walls no-slip and zero-gradient was imposed for the velocity components and the scalars, respectively.
The computed operation conditions are oriented on realistic parameters of Diesel injection. However, to improve numerical stability, the liquid-gas viscosity and density ratio were reduced. The inlet nozzle was assumed to have a diameter of d noz = 10 −4 m. A uniform velocity profile at the nozzle orifice of U inj = 500 m/s was considered. All results presented within this paper are normalized to d noz and U inj .
In the following section the sensitivity of results obtained by VOF to numerical parameters, namely the grid resolution and domain size, is assessed. Afterwards the effect of varying the liquidgas density and viscosity ratio is evaluated. Further, the results are compared to data obtained using the ODT method. Finally, the influence of in-nozzle flow on the jet development is studied.
Sensitivity of VOF to numerical parameters
The objective of the present study is to study the primary break-up of a liquid jet. For this purpose, a plane normal to the zaxis was introduced in the domain where the liquid phase which passes by is analyzed. The algorithm to extract information concerning the liquid is based on the algorithm described by Herbert et al. [28] and extended by Grosshans et al. [23] [24] [25] to time dependent problems. By identifying the connected liquid phase which passes the layer per timestep, the total volume of each liquid structure is determined. This quantity is used to calculate the radius equivalent to a spherical droplet.
To capture the characteristics of the fully atomized jet, this plane needs to be placed far enough downstream of the injector. On the other hand, it shall be close enough to the nozzle so the droplets are large enough to be accurately described by the VOF approach.
To define the appropriate position for this plane, a jet of Re jet = 15,0 0 0 and We jet = 10,0 0 0 was simulated. Moreover, a liquid-gas density and viscosity ratio of 10 and 3.42, respectively, were maintained. For this configuration the speed of sound is estimated to be 1500 m/s inside the liquid and 660 m/s inside the gas. This is supported by a Richardson extrapolation [according to the procedure described by Roache [60] ] concerning the same simulations which has been reported by Grosshans [19] and Grosshans et al. [26] . They evaluated the average streamwise velocity for three points in the domain. In summary, the apparent order of discretization showed to be between 2.5 and 3.7, which is in the expected range. The relative errors for h = 0.05 d noz were considered to be sufficiently low.
Besides the velocities, also the grid sensitivity of the resulting drop size distributions was analyzed. The high sensitivity of the droplet diameters to the used grid resolution has been pointed out earlier, e.g. by Gorokhovski and Herrmann [18] . Results extracted at z = 30 d noz are presented in Fig. 4 . Further to the above reported grid resolutions, an even finer grid, namely h = 0.0375 d noz , was included in the study. It is interesting to note that the droplet diameter distributions obtained with a cell size of h = 0.05 d noz are relatively reliable down to a droplet diameter of d d / h = 2. This confirms the excellent ability of the DAC/DAN method to capture the curvature of the liquid-gas interface. Nevertheless, smaller droplets are not properly resolved. However, the droplets which are smaller than d d / h = 2 contribute only 0.87% to the total liquid mass at the considered downstream position. The low liquid mass carried by the unresolved droplets carries, due to their small size, little kinetic energy. Thus, the related error is small.
On the other hand all investigated cases are of a high Weber number. Therefore, the surface tension term, and consequently the interface curvature has a low contribution to the momentum equation, c.f. Eq. (2) . This explains why the velocity profiles presented in Fig. 3 show a better convergence than the corresponding droplet diameter distributions.
Following the above discussions, the simulations described in the following were run on a grid with a cell size of h = 0.05 d noz .
Not only the grid resolution but also the domain size is investigated. Therefore, the above described jet was run is run in a domain of the size of 8, 12 and 16 d noz in x and y -direction. The average streamwise velocity profiles at a downstream position of z = 30 d noz are shown in Fig. 5 . It can be seen that the velocities at the centerline and in an area in spanwise direction of ± 2 d noz are nearly identical. This is the region where by far most of the liquid mass is transported. Thus, a domain of the size of 8 d noz in x and y -direction is judged to be sufficient and was considered in the following simulations.
Liquid-gas density ratio and comparison to ODT
To assess the sensitivity of the atomization on the fluid properties, simulations with liquid-gas density ratios of 10, 20 and 30 were performed. The other conditions are identical to those described in the previous section, namely Re jet = 15,0 0 0, We jet = 10,0 0 0 and μ l /μ g = 3 . 42 .
Snapshots of the penetration of the liquid jet of a liquid-gas density ratio of 10 are shown in Fig. 6 . Fig. 6 (b) depicts the jet very short after the beginning of the injection forming a mushroom cap shape. In Fig. 6 (c) a detail of the liquid core at later stage is enlarged. One can see the formation of Kelvin-Helmholtz instabilities at the surface. These lead to the stripping off of small droplets from the jet surface. As these droplets are small, their Stokes number is also small, hence their trajectories are strongly influenced by turbulent eddies, which leads to the dispersion of the spray.
The droplet diameter distributions for different liquid-gas density ratios are presented in Fig. 7 . The results of the VOF simulations ( Fig. 7 (a) ) are compared to the results of the ODT simulations ( Fig. 7 (b) ). In opposite to the ODT simulations, the VOF distributions stemming from the simulations show two peaks. The first peak is located around d d / d noz ≈ 0.02 and the second peak around d d / d noz ≈ 0.08. While the second peak is close to the resolution limit of the method, the first peak is clearly beneath. In the resolved region, both simulation types give distributions of a similar shape. However, the droplets predicted by ODT are generally larger that those resulting from the VOF simulations. This is also related to the method to analyze the droplets: the sizes predicted by ODT relate to droplets which are generated directly by the primary break-up. Thus, they did not experience any secondary break-ups which further decrease the droplet size. The droplets presented in Fig. 7 (b) are, therefore, not related to a fixed position in space. Instead the distribution includes all droplets which are separated at any time from the liquid core. The VOF results ( Fig. 7 (a) ), on the other hand, represent droplet distributions obtained at a fixed plane in space. Therefore, also a certain amount of secondary breakups is included in the results. Consequently, the distributions predicted by VOF show smaller droplets compared to ODT.
While the limitation of the VOF results correspond to the applied grid resolution, the leading order error in the ODT is assumed to be related to not capturing 3-dimensional effects. Thus, the effect of swirls or vortices are not reflected in the results presented in Fig. 7 (b) .
Comparing the simulations of different liquid-gas density ratios with each other, both VOF and ODT show little differences. Thus, both approaches indicate a low sensitivity of the droplet size distributions to the range of studied conditions. However, the VOF approach predicts more large, i.e. resolved, droplets the higher the liquid-gas density ratio is. For lower liquid-gas density ratios the jet breaks up faster, generating smaller droplets through secondary breakup.
The streamwise and spanwise droplet velocities of the three cases predicted by VOF are presented in Fig. 8 . The case of the highest density ratio shows the fastest and the case of the lowest density ratio the slowest droplets, c.f. Fig. 8 (a) . This is reasonable since larger droplets have a higher inertia and therefore their trajectories are the least disturbed by turbulent eddies. In the case of the low density ratio, the droplets are the smallest and the aerodynamic drag force acting on the droplets is the highest due to a high gas density. However, the spanwise droplet velocity distribution ( Fig. 8 (b) ) is only little influenced in the range of studied conditions. 
Liquid-gas viscosity ratio
Further, the influence of the liquid-gas viscosity ratio on the primary break-up was computed using VOF. For this purpose liquid jets of the properties μ l /μ g = 1, 2 and 7 were simulated. The other conditions are identical to those described in the previous section, namely Re jet = 15,0 0 0 and We jet = 10,0 0 0 while ρ l / ρ g was set to 10.
The resulting droplet diameter distributions are presented in Fig. 9 . In opposite to the results for different density ratios, the distributions for different viscosity ratios differ significantly from each other. The case of the smallest liquid-gas viscosity ratio creates the largest droplets, while the case of the highest liquid-gas viscosity ratio creates the smallest droplets. As the jet Reynolds number is kept constant for the three cases, an increase in the liquid-gas viscosity ratio results in an increase of the Reynolds number of the gaseous phase. This leads to more turbulent structures in the gas, which enhance the instability mechanisms acting on the liquid surface. These instabilities cause breakups and, consequently, smaller droplets.
Since small droplets have less inertia than large droplets, thus, their trajectories are more influenced by turbulent eddies. Furthermore, in cases of a viscosity ratio of 2 and 7, for which the smallest droplets occur, the gaseous phase contains the most turbulent structures. For this reason the droplets are the most dispersed in these cases and their spanwise velocities, (c.f. Fig. 10 ) are the highest.
The average streamwise velocity profiles as function of variations of the liquid-gas viscosity ratio are depicted in Fig. 11 . The negative streamwise velocities in this region account for the backflow which is caused by the air entrained by the spray. The cases containing the largest droplets, i.e. for a low viscosity ratio, show the highest centerline velocity, due to the high inertia of the droplets. The smaller the droplets, the lower the centerline velocity and the more the spray is widened up due to turbulent dispersion.
In-nozzle flow
The cases considered so far employ a uniform velocity profile as inlet condition for the liquid jet. To assess the jet development under conditions closer to real fuel injection, the influence of the flow inside the nozzle is taken into account.
In a separate simulation the flow inside a nozzle was computed and provided by Altimira (2013) 1 using the OpenFOAM solver The in-nozzle simulation applied a LES-VOF approach taking into account the generation of cavitation bubbles. Two different inlet flow fields were considered which both reflect the turbulence and cavitation inside the nozzle. However, while the liquid in one simulation is at ambient temperature (298 K), the second simulation accounts a liquid temperature of 348 K. The results of these simulations in terms of velocity profiles and liquid volume fractions served as instantaneous inlet conditions for the jet simulations presented herein. Instantaneous snapshots and time averages of the inlet conditions at the orifice plane are given in Fig. 12 . For both cases the asymmetry of the profiles caused by the in-nozzle geometry can be observed. For comparison, a third case is run applying a uniform velocity profile at the inlet.
All three cases have a jet Reynolds number of 80 0 0 and a jet Weber number of 330. The density ratio of the liquid and the cavitation vapor bubbles was 480 in the in-nozzle simulations. The corresponding ratio of viscosity was 88. Due to numerical stability issues, the liquid-gas density and viscosity ratios are reduced to 18 in the liquid jet simulation. For simplification, the vapor bubbles, originated from cavitation in the nozzle, are assumed to be of the same properties as the surrounding gas phase. It is recalled from Section 2 that no phase change model is applied.
With the discussion in the introduction in mind, it is expected that the in-nozzle flow will create disturbances transported through the liquid jet and leading to a faster break-up. This is confirmed when looking at the snapshots of the jet development in Fig. 13 . While the jet started with a top-hat profile propagates straight, the jets of the cases accounting for in-nozzle turbulence are stronger disturbed and propagate slower. As the collapse of cavitation bubbles is not modeled here, this effect is caused by turbulent structures created inside the nozzle. Also, the gas bubbles inside the liquid jet caused by cavitation in the nozzle enhance the break-up. The propagation of the tip of the liquid jets over time is shown in Fig. 14 . The figure confirms that the undisturbed jet propagates faster, while the effect of the increased liquid temperature is small.
Further, the influence of the in-nozzle flow on the liquid gas mixing is evaluated. The instantaneous mixing is quantified based on a mixing indicator proposed by Grosshans [19] , Grosshans et al. [26] . This indicator is based on the rms of the liquid volume fraction in the complete domain, rms( α). rms( α) is normalized to the theoretical value of the rms of the liquid volume fraction, relating to the liquid which is currently in the domain, if no mixing would occur at all, denoted as rms( α w ). Thus, the mixing indicator is always between unity and zero, whereas a decrease in the mixing indicator corresponds to a better liquid-gas mixing in the domain. The time evolution of this indicator is shown in Fig. 15 for the three simulated cases. The curves reveal that when employing a top-hat profile, the mixing is significantly better compared to the other two cases. This is due to the higher relative velocity at the liquid-gas interface after the injection. Consequently, small droplets are sheared off at the liquid surface. These small droplets can also be observed when comparing the snapshots of the three cases in Fig. 13 .
Conclusions
The outcome of liquid injection into a stagnant gas has been evaluated depending on the physical and numerical parameters. It has been demonstrated in this paper that the VOF/DAC/DAN method represents an accurate and efficient alternative to simulate the primary breakup of a liquid jet. For comparison, three cases of different liquid-gas density ratios have been calculated using the ODT model. Both methods predict similar features of the droplet size distributions, indicating that the disintegration of the liquid core into ligaments and droplets due to aerodynamic instabilities has been captured. However, the comparison also showed the limitation of the VOF approach to resolve small droplets depending on the grid resolution.
The influence of varying the liquid-gas density ratio between 10 and 30 on the aerodynamic break-up was demonstrated to be low. On the other hand, the reduction of the liquid-gas viscosity ratio from 7 to 1 resulted in smaller droplets and consequently a stronger dispersion. This is attributed to the increased turbulence in the gas phase, enhancing instabilities at the liquid-gas interface. Furthermore, in-nozzle turbulence and cavitation bubbles was shown to quicken the liquid core break-up.
