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ABSTRACT
The process of curing epoxides with amines has been for many years a route to obtain 
many useful materials, from everyday substances such as adhesives right through to 
thermoset resins used in advanced composite manufacture. This work will try to 
highlight how a combination of chemical and numerical techniques come together to 
aid the further understanding, of what is an extremely complex reaction. The thesis 
is divided into five chapters, each describing a different aspect of the studies carried 
out.
Chapter 1 is itself made up of two parts (a) and (b). Chapter 1(a) is a general review 
of epoxy resin curing chemistry, paying particular attention as to how our 
understanding of the process has developed over several decades, and highlights the 
various techniques used to study the reaction. Chapter 1(b) describes the experimental 
approach taken in this work, namely that of using model reactants in combination with 
radiochemical techniques in order to gain kinetic information about cure reactions.
In Chapter 2 the development of the various kinetic models is discussed. It is first 
described how, and on what basis, various aspects of the cure chemistry are 
incorporated into the model. One then goes on to describe the numerical analysis 
applied to the rate equations, and how this is incorporated within the model.
The results of the two major aspects of the work are divided into two distinct areas. 
The first (Chapter 3) deals with the modelling of those reactions using a low initial 
concentration of primary amine (usually <0.6M). These systems are devoid of many
of the complicating features of cure reactions, and are shown to be modelled to a high 
degree of accuracy. In essence they are ideal systems, and ones which the initial 
model (KINET31) used in this study is able to describe. Chapter 3 also describes 
some studies carried using aromatic diamines, and the modelling performed of these 
reactions. Chapter 4 on the other hand deals with those reactions which used high 
initial amine concentrations. By contrast the standard of modelling shown here with 
KINET31 was much poorer. It is then described how various physical aspects of the 
cure reaction are investigated in an attempt to highlight the model’s inadequacy. It 
is eventually shown how H-bonding of species, and the formation of pre-complexes, 
can play a very significant role in cure reactions. When the model is adapted to take 
these interactions into account a significant improvement is noted (KINET31H).
Finally Chapter 5 deals with another interesting aspect of cure reactions, namely that
of accelerators. With the model now taking into account the formation of the most
arc-
significant pre-complexes, the reactivities of various -OH type accelerators 4s- 
investigated.
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1.1 HISTORICAL DEVELOPMENT OF EPOXY RESINS
Although epoxies produced via the peracid attack of unsaturated species were first 
reported by Prileschajew in 1909 [1], it was not until the 1920’s that the first use of 
epoxies as thermoset plastics was reported [2,3]. However the well accepted beginning 
of epoxy resin technology as we would recognise it today, is marked by the patent of 
Schlack (of I.G.Farben) [4] in 1939. This is mainly due to the fact that he was the 
first to produce epoxies from bisphenol A (2,2-bis(p-hydroxyphenoi)propane). This 
work was later expanded upon with a patent describing the polymerisation of 
diepoxides with various amines, acids and mercaptans [5], Even so it was not until 
the work of Castan and Greenlee, of De Trey Freres (Switzerland) and Denoe and 
Raynolds (U.S) respectively, that the industrial importance of epoxy resins emerged. 
In 1936 Castan produced a resin derived from bisphenol A-epichlorhydrin, which 
when cured with phthalic anhydride produced a thermoset compound of commercial 
importance in the manufacture of cast and moulded articles [6], Greenlee found that 
a quality thermoset surface coating was afforded from a high molecular weight resin, 
again based on the bisphenol A-epichlorhydrin route [7]. After this initial patent, 
Greenlee and co-workers filed several others covering the preparation and modification 
of bisphenol A type resins, and the curing routes to produce surface coatings [8-11].
Shortly after the Second World War came the first commercial application of epoxy 
resins, introduced by Ciba A.G. (Basle), who now possessed the De Trey Freres 
licence. It came in the form of an epoxy based adhesive which bound light alloys 
(Araldite Type I). In the late 1940’s both the Shell Chemical Company and Union 
Carbide Plastics investigated many areas of epoxy technology. This was not really
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surprising considering that the former was the only real supplier of epichlorhydrin and 
the latter was a leading manufacturer of bisphenol A. Shell, having obtained licences 
from Devoe and Raynolds, began to market epoxides under the names of EPON (U.S) 
and EPIKOTE (other) to the surface coatings industry. In the period from the mid 
1950’s to the mid 1960’s the quality of epoxy resins increased dramatically, with the 
epichlorhydrin-bisphenol A resins being marketed at various standards of purity and 
molecular weight ranges. Today a vast majority of the epoxy resins sold are of the 
diglycidyl ether type (derived from bisphenol A) rather than those produced via 
epoxidation of unsaturated species.
1.2 PROPERTIES AND APPLICATIONS
Epoxy resins are without doubt one of the most versatile of all plastics with literally 
hundreds of applications in all spheres of technology. For this reason it is not possible 
to obtain clear cut figures as to the specific usage of epoxy resins in various fields, 
but the best estimation of this can be seen in Table 1.1 [12]
Table 1.1 AREAS OF USE OF EPOXY RESINS
Coatings (surface) 55%
Composite Materials 20%
Casting Resins 10%
Adhesives 5%
Miscellaneous 10%
Clearly their use in the area of surface coatings is by far the largest. The fact that 
these resins provide such high levels of chemical resistance, durability, toughness and 
adhesion, along with such low shrinkage, makes them outstanding in this particular 
field. In this capacity, they find use in laboratories, swimming pools, marine 
environments, garden furniture and masonry, but their most popular use is as metal 
primers in the automotive industry, where their excellent metal adhesion is highly 
desirable.
As a result of today’s technological progress in the area of materials science, there is 
a constant move to phase out the use of heavy, metallic components in many different 
environments. This trend is most prominent in the aerospace industry. Here the use 
of carbon fibre reinforced plastic (CFRP) materials can have as much as a 20-25%
) saving on weight and production costs. Epoxies lend themselves to this application
very readily in that they possess the qualities of being light and easily processable. 
They do however have certain drawbacks, such as their relatively poor hot-wet 
performance, which can drastically affect their structural properties. However despite 
considerable research into other thermoset resins such as bismaleimides [13] and 
cyanate esters [14] for use in CFRP’s, it is envisaged that by the year 2000 in the 
U.S., the use of epoxies in the aerospace industry will make up 81% of the total CFRP
I
applications; this compares to 82% in 1982 [15]. It is therefore clear that epoxy resins 
will continue to be researched as high performance materials for many years to come. 
As well as these more military applications, epoxy composites find use in many other 
areas, especially those appertaining to sport e.g. in golf clubs, arrow shafts, shotgun 
barrels and fishing rods. They have even been used in the missile industry as motor 
cases in weapons such as Polaris.
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As Table 1.1 also shows, epoxy resins are used as casting components, where they 
encapsulate many electrical and electronic devices. Epoxies are used for the potting 
of transformers and the splicing of low voltage cable, where their excellent electrical 
resistance is utilised. Away from electrical areas, epoxies have been used in castings 
of rods and tubes, and in many tooling applications. Although they can not be used 
in high-speed processing applications, the use of epoxies as adhesives has been 
widespread and has expanded into many specialist areas. They are particularly 
effective at binding metals but can be used to bind virtually all synthetic materials. 
They have found application in binding metal studs to concrete, chemically resistant 
films to tanks and piping and even solar panels to satellites. More recently they have 
found use in a wider number of civil engineering applications e.g. bridge construction.
1.3 EPOXY RESINS: STRUCTURE AND REACTIVITY
The whole basis of epoxy resin chemistry centres around the reactivity of the three- 
membered oxirane ring.
/ ° \
 HC CH2
The ring itself is highly strained [16], with the C-0 bond angle being 60° (strain 
energy 60 kJmol'1) as opposed to the normal tetrahedral carbon environment of 109.5°, 
and the usual divalent oxygen angle of 1 10°. As a result the ring is found to be highly 
reactive towards a range of substances, such as molecules containing an active 
hydrogen e.g. phenols, carboxylic acids, alcohols and thiols. The ring opening 
reaction which occurs can be shown in the general form:
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Although nomenclature in this area is sometimes poorly stated, epoxy resins can be 
defined as those resins prepared from compounds containing an average of more than 
one epoxide group per molecule [12]. A thermoset resin can be produced through 
reaction of these epoxide groups, usually in combination with a curing agent (often 
referred to as a cross-linking agent). This is the form in which these materials find 
a majority of their use. Industrial epoxides are produced via two major routes (Fig. 
1.1). Although nowadays hundreds of different epoxides are available, most of the 
ones used on an industrial basis are of the "glycidyl" type, containing the grouping 
CH2OCHCH2. The most common of these is the diglycidylether of bisphenol A 
(BADGE/DGEBA), produced as the name suggests from the corresponding phenol. 
This particular epoxide has proved to be the most popular due to the availability and 
minimal cost of acetone and phenol, the two starting materials for the manufacture of 
bisphenol A. An outline of the preparation of BADGE is described in the patent of 
Goppel [17]. Although this method describes a yield of pure BADGE of >95%, a 
commercial batch of the material would be expected to be in the form of various 
oligomers of the type (I),
R— H
OH
RCH2CHCH2Cl
Acich2c h - c h 2
epichlorhydrin
NaOH
OH
r c h 2ch ch 2ci
A
RCH2CH-.CH2
EPOXIDE PRODUCTION VIA EPICHLORHYDRIN
R-CH=CH-R R"C03H
o s
R-CH-CH-R’
EPOXY PRODUCTION VIA AN UNSATURATED SPECIES 
AND AN ORGANIC PERACID
Fig. 1.1 The two major routes for the production of industrial epoxides
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brought about via reaction of the formed epoxide groups with the remaining phenol. 
Typically a breakdown of a batch of BADGE would be something like 88% n= 0,10% 
n=l and 2% n=2 [18]. Epoxides are generally characterised by their epoxide  
equivalent; which gives the average density of epoxide functionalities in a commercial 
batch of resin. It is calculated simply by taking the molecular weight of the species 
and dividing by the number of epoxide groups per molecule. For example with pure 
BADGE (M.W. 340) the epoxy equivalent is 170. This number will of course vary 
depending upon the range of oligomers present.
As epichlorhydrin can react with most compounds containing an active hydrogen, the
glycidyl group can be attached to other classes of compound to provide different types
b 'u s ( 4 ‘ -  A M (aO pBdAL} I)  M fi/hAA (L 
of epoxide. For example, when reacted with -m-phenylenediamine one produces
tetraglycidyl-4,4-diaminophenylmethane (TGDDM; II), another commonly used
industrial epoxide. This epoxide is found to be more reactive towards acid and
anhydride curing agents and is used almost to the exclusion of other epoxides in the
aerospace industry.
TGDDM (II)
CH2— CH-CH2 k = /  \ = /  XCH2- CH—Cn2
Although industry has much greater use for glycidyl epoxides than any other kind, 
some of the more innovative epoxides come from the peroxyacid route using 
unsaturated precursors. Some can be engineered to meet specific requirements for the 
environment in which they will be used. Two such compounds are (IB) 3,4- 
Epoxycyclohexylmethyl,3,4-epoxycyclohexane carboxylate and (IV) l,2-<3yclohexane- 
4-vinyl oxide.
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Other interesting epoxides include those of the Novolac range [19]. Most common 
commercial Novolacs contain 3 to 5 epoxide functions per molecule, giving different 
options as to the nature of the final cured resin e.g. improved fire resistance [20]. It 
was found however that if too many epoxide groups are incorporated into the same 
molecule not all of them will react as a result of steric factors.
1.4 CURING AGENTS
Due to the highly strained nature of the epoxide ring, and consequently its relatively 
reactive nature, ring opening reactions are found to be both thermodynamically and 
kinetically favourable. Consequently many compounds which can induce ring opening 
have been investigated from the point of view of being possible curing agents in cure 
processes. The choice of curing agent will depend on several parameters, such as 
processing, cure time requirements, cost, and the properties of the final cured 
thermoset resin. The choice of curing agent can be as important as the epoxide itself, 
as this will determine the extent and nature of the intermolecular cross-linked 
structure. Generally curing agents can be divided into two categories:
( 1 ) Catalytic curing agents, not forming part of the eventual thermoset structure e.g. 
tertiary amines, Lewis acids
(2) Reactive curing agents; these form part of the eventual polymer e.g. primary and
secondary amines, imidazoles and carboxylic acids.
The curing agents of the catalytic variety induce homopolymerisation, where the ring 
is initially opened via the catalytic activity; polymerisation then proceeds, through a 
cationic route, forming a polyether type structure. Catalysts in this class include BF3 
and SnCl4 i.e. those electron deficient compounds of the Friedel-Crafts type. The 
exact cure mechanism is still not fully understood, although the two major theories 
both assume attack of the oxirane oxygen by the catalyst, forming a carbonium ion. 
The route proposed by Landau [21] and Arnold [22] then postulates the action of a 
hydroxylated species on the cation forming an alkoxide with regeneration of the 
catalyst. Harris and Temin’s mechanism [23] however does not include dissociation 
in this manner. In an industrial formulation it is not uncommon for these types of 
catalysts to be used in tandem with other types in the same blend. This imparts the 
curing characteristics of both hardeners into the final resin.
In order to create a more generally useful catalyst, Lewis acids are chemically 
complexed to other substances (usually amines). Probably the most useful of these 
has proved to be boron-trifluoride-monoethylamine (BF3:EtNH2), which is presently 
used in the curing of BADGE [24-7]. This type of catalyst offers a certain advantage 
over other catalysts in terms of its longer pot life i.e. the cure reaction will only take 
place upon heating and subsequent dissociation of the complex [28].
Of the other family of curing agents, (those forming part of the cross-linked resin) by 
far the most frequently used are amines and acid anhydrides. Many commercial 
anhydrides have been found to be excellent curing agents for epoxides [29-33]. Of
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the anhydrides, those of a cyclic structure are probably the most common. They tend 
to produce a thermoset with increased thermal stability compared to those cured with 
amines. The processing conditions of these types of resins however often require the 
use of high temperatures in order to obtain the optimum resin characteristics. Their 
mode of action relies on hydrolysis of the anhydride itself, before reaction with the 
epoxide (Fig 1.2).
1.4.1 Amines: Curing Characteristics
Both aliphatic [34-5] and aromatic amines [36-8] are used in the cure of epoxides, 
operating essentially as chain extenders via replacement of the amino hydrogens with 
an epoxy residue [39], Aliphatic amines provide the facility for room temperature 
curing, being considerably more reactive than their aromatic counterparts. As a result 
the processing costs are reduced as well as removing the problem of working with 
unpleasant vapours. With long chain aliphatic amines it is possible to produce resins 
with reduced brittleness and improved impact resistance.
Aromatic amines in contrast to aliphatic amines, have been used for the improved 
thermal and chemical resistance they impart to the thermoset. They have the 
advantage of producing dry brittle solids when partially cured, allowing the formation 
of "prepregs". These can then be stored in the cold prior to full cure in the autoclave. 
The most frequently used aromatic amines in cure processes are m-phenylenediamine 
(MPD) [40], 4,4,-diaminodiphenylsulphone (DDS) [41] and 4,4’-diamino 
diphenylmethane (DDM) [42]. DDM type resins are used mainly in electrical 
environments, with the electrical resistance of these resins being maintained in even
12
rC ,
LC.
O + HO—R
O
•CL
■c:
f
‘OH
.OR
s
O
O
/ o n
•CH—  CH2
o - ch - ch2-
I
OH
. 0
Fig. 1.2 The anhydride curing of epoxides
NH2
NH;
m-phenylenediamine (MPD) J4,4-diaminodiphenylmethane (DDM)
H2N—\  f  y— NH2
O
H2N-(CH2)nNH(CH2)n-NH2
4,4-diaminodiphenylsulphone (DDS) diethylenetriamine (n=2) 
bis(hexamethylene)triamine (n=6)
H2N— (CH 2)2NH (CH 2)2 -  OH
N-aminoethyiethanolamine
Fig. 1.3 A selection of aromatic and aliphatic amines which have been used
as curing agents
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the utmost humidity. The structures of some aliphatic and aromatic amine curing 
agents can be seen in Fig. 1.3.
It is also common for primary and secondary amines to be modified in some way, to 
improve certain aspects of the cure process e.g. pot life and cure kinetics. Resin 
compatability can be improved with the use of liquid eutectic mixtures of solid curing 
agents. For example curing agents such as DDM and MPD can prove difficult to 
blend into the epoxide and the use of such liquids gives improved pot lives.
1.5 AMINE CURING MECHANISM
The general mode of amine-epoxide cure has been accepted now for many years and 
can be demonstrated in the most simple terms by the scheme below (Scheme 2) [43]. 
The conventional way of interpreting the attachment of the amine is at the terminal 
epoxy carbon [44], this route giving the least steric interference; however some 
workers have seen the alternative mode of attachment [45],
O OH
 CH— CH2 + R NH2  *" — CH—CH2— NHR
Provided one considers only reactions carried out in bulk with no additional 
accelerators, and at normal cure temperatures i.e. <150°C, this will be the principal 
process taking place. From this scheme it is possible to see that when the epoxide and 
amine have the correct functionality i.e. two and four respectively, the formation of 
a three-dimensional cross-linked network can occur (Fig. 1.4).
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Fig. 1.4 Three-dimensional cross-linked structure of amine-cured 
epoxide (functionality 4:2)
0 ,
0-C H 2—CH—CH2
phenylglycidylether (V)
It is the formation of these solid networks and, prior to this, a highly viscous "gel 
form", which make such reactions so difficult to investigate, especially in terms of 
their chemistry. It would clearly be advantageous to study a system which remains 
in solution for the whole reaction. This can be achieved by using model epoxides, 
such as phenyl glycidyl ether (PGE; l,2-Epoxy-3-phenoxypropane) (V) [46], which 
because of their mono-functionality will only form discrete amine-epoxide adducts 
which remain in solution.
In terms of the mechanistics of amine-epoxide cure, Schechter et al. [47] along with 
Kakurai and Noguchi [48] noticed the fact that the presence of hydroxylated species 
appeared to accelerate the rate of reaction. The work of Schechter and co-workers 
was carried out using model epoxides, in reaction with monofunctional amines 
including n-butylamine and diethylamine. They studied reactions involving the 
addition of various compounds (in molar quantities) to the amine-epoxide mixture, 
such as water, isopropanol, acetone and nitromethane. They then proposed that the 
enhanced reaction rate due to hydroxylated species was a specific interaction rather 
than a solvent effect. As a result they put forward a proposed termolecular "push- 
pull" mechanism for the ring opening reaction (Fig. 1.5).
Clearly with hydroxylated species accelerating the reaction, it is likely that the 
hydroxyl groups of the products themselves will have the same catalytic effect. In the 
absence of additional hydroxylated compounds, this induced an autocatalytic type 
behaviour. This therefore explained the S-shaped curve of the epoxide consumption 
found by Schechter’s group. Similar observations were also made by Smith [49], 
however he put forward a slightly different interpretation of the mechanism. This
16
HRN-
H—0.
R'
R = H or other residue 
R’= H, alkyl or phenyl
Fig. 1.5 Termolecular "push-pull" mechanism of 
epoxide ring opening [47]
•OH ■oh
\ +
/ ° \  
v w s a /— HC --CHg
R R . -------N H
■HC CH2
RR' NH
Fig. 1.6 The pre-H-bonded ring opening mechanism proposed by Smith [49]
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involved the rapid formation of a hydrogen bond between the epoxide and the 
hydrogen bond donor, before the formation of the termolecular transition state with 
the amine (Fig. 1.6). Of course in the presence of a considerable amount of in situ 
hydroxyl groups (e.g. as a solvent) the reaction would appear to be overall second 
order, with the concentration of hydroxyl groups being effectively constant [50]. 
Since this relatively early work the curing mechanism and kinetics have been studied 
to a considerable degree, and from many different angles, without giving cause to 
change most of the above ideas.
1.6 ANALYTICAL TECHNIQUES USED IN CURE REACTIONS
1.6.1 Differential Scanning Calorimetry
Since its introduction on a commercial basis in the early 1960’s differential scanning 
calorimetry (DSC) has proved to be a highly convenient method for monitoring cure 
reactions. Consequently this technique has been employed in by far the greatest 
number of studies of amine-epoxide cure. Two forms of DSC are available, power 
compensation and heat flux DSC. In a power compensation instrument [51-2] the 
sample and the reference materials are held in separate holders of low thermal mass, 
with each having an individual heater and temperature sensor. The instrument then 
uses a differential control loop so that the power differential supplied to the two cells 
is such that the temperature difference between them is kept to a minimum. The 
eventual difference in power given to each cell is proportional to the heat flow of the 
sample compared to the reference material. A heat flux instrument [53] operates by 
having the sample and reference material controlled by the same heat source. With
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this apparatus the temperature difference between the two is measured electronically 
to obtain an output again proportional to heat flow.
In order to convert this heat flow data into some kinetically meaningful form one must 
assume that the heat flow relative to the instrument baseline is proportional to the 
reaction rate, and that the total heat of reaction (Q,) is the total area under the heat 
flow versus time curve [54]. The fractional degree of conversion (a) is given by the 
ratio Qt /Q,, where Qt is the partial area under the curve at a time, t. Qt can of course 
be found at any value of t by integration of the curve:
Qt = P  (dq/dt).dt 
J o
This can be written in terms of fractional conversion as
da/dt = (dq/dt) /  Q0
In order to put this expression in terms of a kinetic analysis, the general equation (1.1) 
is the most basic relationship used:
doc/dt = k .f(a ) (1.1)
where f(a) is some function of the fractional conversion and k  is the apparent rate 
constant, usually considered in the Arrhenius form
k  = A.e('E/RT)
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where E is the activation energy, R is the gas constant, T the temperature and A the 
pre-exponential factor. The function f(a) in Eqn. 1.1 is assumed to be of the form
f ( a )  =  ( l - a ) n
where n is the order of reaction. In the simplest case n is assumed to be equal to 1.0, 
depicting basic first order kinetics. Although expressions such as this do achieve 
some degree of accuracy over a limited course of the reaction, they can not account 
for the complex reaction mechanism of the overall cure process.
In order to include such features as autocatalysis and side reactions such as 
etherification, more complex rate expressions have been developed. Horie et al. [55] 
introduced an expression which provided the basis for most of those used in recently 
published work. The origin of their expression (or model) was the assumption of 
catalysis via hydroxyls, including both those in the products and those present as 
contaminants in the reaction mixture. When considering the reaction of a simple 
amine with an epoxide, this created the following scheme of reactions:
h
A, + E + HXa -> A2 + HXa
ky
Aj + E + HX0 —» A2 + HX0
A2 + E + HXa -> A3 + HXa
k2>
A, + E + HX„ -» A, + HX„
where Alt A2 and A3 are the primary, secondary and tertiary amines, E is the epoxide, 
HXa is the hydroxyl of the product and HX0 is the hydroxyl present as impurity in the 
starting reagents. This scheme therefore incorporated the ideas of Schechter [47] and 
Smith [49] detailed earlier. Horie and his co-workers then assumed that the ratio kjkx 
was equivalent for both catalysed reactions i.e k j k x = k f / k f  = n. This then made 
it possible to derive an expression for the rate of reaction (Eqn. 1.2)
dx/dt = (e0 - x)(/qx + k f c ^ i ^  + na^) (1.2)
where x is the epoxide consumed at a given time, e0 and c0 are the initial 
concentrations of HX0 and epoxide, and at and a2 are the concentrations of primary 
and secondary amines respectively. Horie’s group then made the assumption that n 
would not be far from the value of 0.5, and therefore set n = 0.5 + &n. 
Rearrangement of Eqn 1.2 now creates an expression in terms of initial amine 
concentration, a,,:
dx/dt = [(e0 - x)(a0 - x/2)] = (ktx  + fc /c j f l  + + a^
It was then suggested that the part of the expression including An would not vary 
much from unity during the whole course of the reaction. This then reduces the right 
hand side of the equation to merely (ktx  + k f  c0). With both dx/dt and x being found 
directly from DSC curves, it was then found that plots of the left hand side of the 
equation versus x, for various PGE/n-butylamine ratios at 70°C, gave straight lines up
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to 50% conversion. After this point an increase in the slope occurred causing a slight 
curvature in each plot. The value of k x could be obtained from the straight line 
portion of each plot, whilst 0 n and therefore were calculated via the slope at 60% 
conversion. Similar plots for BADGE and various aliphatic amines were found to be 
linear up to about 60% conversion, whereupon a dramatic reduction in reaction rate 
was observed. This was attributed to the onset of gelation and hence diffusion 
control.
Since this early work the kinetic expression derived has been used extensively, but in 
a more general form (Eqn. 1,3):
doc/dt = (Kj + K2otm)(l - a)n (1.3)
Variations of this equation have been used in many DSC studies of amine-epoxide 
cure kinetics [56-9]. This type of model allows workers to elucidate various physical 
parameters of the reactions such as activation energy, the overall order of reaction and 
the kinetic rate parameters. A majority of DSC investigations in this area look at 
commercial systems such as those involving TGDDM [60-3] and BADGE [64-9], with 
commonly used hardeners e.g. DDM, DDS.
Several authors have used combinations of parameters n and m in order to model sets 
of experimental data. For example Barton [62] has attempted to fit data for 
TGDDM/DDS systems over a range of temperatures using n=2, m=l (i) and m=n=l
(ii). He showed that in the case of (i), the plot of rate/(l-a)2 versus a  was linear up 
to only 20-30% conversion. After this point the experimental data for runs above
2 2
186°C show an acceleration away from the slope rather than the distinct retardation 
usually observed. Barton concluded that the model using the parameters in (ii) was 
more consistent, again fitting the data to 20-30% conversion, but each plot then 
showed a distinct retardation in rate at higher conversions. When the rate parameters 
were calculated from the straight line portion of each plot, Arrhenius plots over the 
range 172°C and 212°C showed good linearity. Moroni et al. [69] also show how rate 
parameters k x and k^ display Arrhenius dependence after interpolation from the slope 
and intercept of plots of (da/dt)/am (also assuming n=m=l; eqn 1.3).
In order to model the effects of rate retardation at high fractional conversions, Barton
[64] used a model where the reduced rate, rate/(l-a)n, was found to have a quadratic 
dependence upon fractional conversion. The rate expression was modified to
rate = ( k (  + k2'otffi)(l - a)n
where k x and k2’ are (kx - sta) and (ty - s2a) respectively. Barton calculated the 
constants sx and s2 over a series of temperatures for a BADGE/DDS system.
The models of Zukas et al. [70] and Riccardi et al. [71] both study the cure reaction 
using a more complex form of the general model (Eqn 1.2) and try to take into 
account the possibility of etherification reactions. Both investigations showed that the 
importance of the etherification reaction increased at elevated temperatures. The ratio 
of rate parameters for the catalysed amine-epoxide addition and the -OH/epoxide 
etherification decreases 2-3 fold from 140 to 200°C.
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Duffy et al. [72] made use of the Kissinger equation (Eqn. 1.4) in determining the 
relative reactivity of the primary and secondary amino functions for sterically hindered 
amines
-ln(<j>/Tp2) = E/RTp - ln(AR/EJ (1.4)
Here 0 is the heating rate and Tp is the peak exotherm temperature. By studying 
PGE/AMPP (l,4-bis(2-amino-2-methylpropyl)piperazine) systems at 10:1 molar ratios 
and various heating rates, the plot of -ln(<{>/Tp2) versus 1/Tp for the two observed 
exotherms gave the activation energy Ea and the frequency factor A. The rate 
constants k x and k2 were then obtained via the Arrhenius equation.
Overall, DSC has found extensive use in this field and has the advantage of providing 
quantitative data on reaction kinetics in a relatively short time, using only small 
amounts of material (10-50mg.). However it has an array of drawbacks especially 
in the kinetic analysis of the experimental data. For example the basic model 
described by Horie does make assumptions about various aspects of the. cure process 
i.e. the k j k 2 ratio. Although most values of k l/k2 are quoted at 1.4-2.0 for aliphatic 
amines [56,73], aromatic amines have k j k 2 ratios that can vary somewhat. The work 
of Dobas et al.[74] and Johncock et al.[75] for example have reported values in the 
range 2.0-5.0. This is thought to account for the non-linearity of r/(l - a)“ plots in the 
latter stages of conversion. It is also the case that many authors use a variety of 
"models" to describe their experimental data, and this makes comparison of their 
results extremely difficult. As the models used in DSC studies are of an empirical 
nature they have parameters which can not be determined a-priori e.g. m and n (Eqn
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1.4). These can then be found to be temperature and formulation dependent [74], 
requiring that each new formulation be re-characterised.
1.6.2 Nuclear Magnetic Resonance Spectroscopy
Nuclear Magnetic Resonance (NMR) spectroscopy has proved to be a valuable tool 
for investigating many aspects of epoxy curing e.g. monomer and polymer structure, 
conformation, molecular motion and kinetics. Studies using both solution and more 
recently solid-state NMR have figured in this field. Using NMR in solution studies 
mainly restricts the worker to the use of model compounds (to avoid cross-linking), 
however some extremely interesting studies have been carried out [76-7]. Proton (1H) 
NMR was used by Tighzert et al. [77] to follow the bulk reaction of BADGE and 
DDM at low temperature. Using d^-DMSO as the solvent they examined various 
samples of the "pre-gelled" curing reaction mixture using a high resolution instrument 
(350MHz). By looking at different peak intensities they were able to assess the 
percentage concentration of the various species involved. Glover et al. [78] made use
of l3C NMR in a similar fashion, to follow the reaction of sterically hindered amines
(V j)
such as -tetramethyl—silieon-diamine^^MSiDAtyV^ with model and commercial 
epoxides. Using an initial epoxide:amine ratio of 10:1, straightforward first order 
kinetics were assumed.
CH3 6H& a CH3
f I I
H2N— C—CH2OSiOCH2” C— NH2
CH3 a h  CH3
bis (2-mimio-2,2-dimethyl-l-ethoxy) dimethyl silane (VI)
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They found that by studying a shift corresponding to carbon (a) of the amine, a plot 
of In (peak height) versus time, yielded a straight line, the slope of which was equal 
to the rate constant, k {, multiplied by [PGE]0. The value of ty, for the reaction of the 
secondary amine with PGE was also calculated in a similar fashion, to yield k j k 2 
ratios of almost 4.0. Another study showed how l3C and 15N NMR, in combination 
with HPLC, were used to characterise the intermediates and products of the reaction 
of MPD with PGE (and BADGE). This information was then used to obtain a set of 
product versus time profiles [79]. As well as investigating the kinetic side of the 
process, 13C and NMR have also been used to some extent to look at the more 
subtle areas of resin formation. For example the importance of intramolecular 
cyclisation reactions is well known in epoxy cure, as their products can affect the resin 
rheology during cure and the final cross-linked density of the network. Studies in this 
area by Attias et al.[80] and later Johncock et al.[81] have highlighted the use of 
NMR in the qualitative assessment of these species.
Solid-state 13C NMR, until the introduction of cross-polarisation (CP) [82] and magic 
angle spinning (MAS) [83-4], was riddled by problems including broad peaks and long 
relaxation times. Nowadays however workers have made use of CP-MAS not least 
of which in its application to polymer systems such as epoxies [85-87], Although 
solid-state techniques have so far found only little use in terms of kinetic measurement 
of these systems, they have been shown to be useful in thermoset characterisation
[88]. A study using I3C CP-MAS has managed to show how certain structural aspects 
of the cured resin can be changed by using different amounts of a catalytic curing 
agent in a BADGE-DDS blend [89], By analysing various chemical shifts it was 
shown that as the amount of BF3 or BDMA (benzyldimethylamine) was increased, the
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relative proportion of ether linkages in the resin also increased. This was also 
accompanied by a diminishing content of -OH moieties. As the authors point out, 
these sort of observations have important ramifications in estimating the "hot-wet" 
performance of the final thermoset. It is well accepted that it is the presence of -OH 
moieties in an epoxy resin which gives it such poor performance in sustained hot, 
humid conditions. These groups attract the water molecules to the resin surface, 
subsequently causing permanent damage.
1.6.3 Fourier Transform Infra-Red Spectroscopy
Fourier Transform Infra-Red (FT-IR) spectroscopy, like NMR, is another technique 
which has been demonstrated to have extensive use in the analysis of cure reactions. 
IR spectroscopy, in terms of reaction kinetics, is used to follow the intensity of certain 
peaks during the course of a reaction. These absorbances would correspond to the 
nature of a particular bond which is known to change as the reaction proceeds. In 
epoxide cure reactions, following the opening of the epoxide ring appears to be the 
most convenient mode of operation [90-2]. The peak of interest in this case is usually 
between 910-920cm'1 and is due to the C-O-C stretching mode of the ring. By 
comparing the intensity of this peak with another which is known to remain constant 
(e.g. C-H stretching in a phenyl ring), one can ascertain to what degree the epoxide 
is consumed at any time in the reaction.
Golub et al. [93] demonstrated how by plotting the degree of conversion of epoxide 
groups against time, and using the integrated form of the Horie equation (eqn 1.3), it 
was possible to elucidate the reaction rate parameters. Golub’s group did however go
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on to show that the stoichiometry of their systems did have dramatic effects on the 
apparent rate constants. They explained their results by proposing an alternative form 
of the Horie equation involving the formation of H-bonded pre-complexes.
FT-IR was used in two different approaches in some extensive studies of 
TGDDM/DDS systems. The work of Morgan and Mones [94] estimated the relative 
speed of the three major cure reactions taking place i.e. PA-EP, S A-EP (addition) and 
EP-OH (etherification). They concluded that the PA-EP reaction was an order of 
magnitude faster than the other two processes. Another aspect of their study used 
their kinetic data to perform a topographic analysis of various systems, using different 
proportions of epoxide and amine. This allowed them in each case, to predict the 
nature of the cross-linked structure within a portion of the thermoset matrix. The 
authors also used FT-IR to follow curing in the presence of the catalytic curing agent, 
BF3:EtNH2. By observing the relevant areas of the spectrum it was apparent that the 
catalyst promoted the homopolymerisation of epoxide groups, at the expense of amine- 
epoxide addition reactions. The curing mechanism of the same catalytic species was 
also investigated by Smith et al. [95]. They used FT-IR measurements in combination 
with NMR, to show how the rate of polymerisation was faster when using HBF4 than 
with BF3:EtNH2. They concluded that the more active species was formed from the 
breakdown of the complex, and it was this that was responsible for the major catalytic 
effect.
FT-IR has also been used in structural investigations of fully cured epoxy networks. 
Various forms of IR spectroscopy are described by Garton [96] in the study of epoxy 
composites, whilst the nature of inter/intra-molecular H-bonding in thermoset resins
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was investigated by observing the 3000-3600cm'1 region of the spectrum [97],
1.6.4 Chromatographic Studies
A variety of chromatographic techniques have been used in the study of amine- 
epoxide cure reactions. Of these probably High Performance Liquid Chromatography 
(HPLC) has proved the most popular. This particular technique has been used widely 
in conjunction with model systems, such as those described earlier, whereby the 
reaction intermediates and products can be isolated, characterised and quantitatively 
assessed [98-101]. If the concentrations of the various species are ascertained, kinetic 
information regarding these systems is also available [105], Two notable recent 
studies in this area have been performed by Matjeka and Dusek [100,102], and these 
will be discussed in more detail later (section 1.7). Byrne et al. [103-4] have used 
HPLC to investigate the effect of the industrial accelerator Monuron (3-p- 
chlorophenyl-1,1-dimethyl urea). They managed to monitor the progress of the 
reaction between p-chloroaniline and PGE with various amounts of Monuron. It was 
demonstrated that as the amount of Monuron in the initial reactants was increased so 
did the amount of epoxide groups involved in homopolymerisation. However when 
the amount of accelerator was reduced to 0 .1 % equivalence, the reaction proceeded 
almost entirely via amine-epoxide addition.
Variations upon the HPLC technique have also been employed. The use of radio- 
HPLC for example has proved most convenient in the study of both aromatic amines 
and imidazoles with various epoxides [105-7]. By incorporating a radio-label in either 
component, the concentrations of each intermediate species can be readily monitored
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with time. By using radio-HPLC in this fashion, Buist et al. [107] were able to assess 
k j k 2 ratios for some aniline/PGE reactions in the presence of alcoholic catalysts.
Gel permeation chromatography (GPC) and size exclusion chromatography (SEC) are 
techniques which have been used to a lesser degree. Both methods separate different 
species by their molecular weight, although often without the resolution afforded by 
HPLC. Dusek and Bleha [108] used GPC in combination with mass spectrometry to 
identify the adducts produced in a dodecylamine/PGE system. By identifying 
molecular ions of 785 and 635 daltons, they showed that etherification had taken place 
even at 100°C. They also managed to obtain k jk ^  ratios, although their treatment 
which will also be discussed later, appears somewhat over simplified. GPC was also 
employed by Charlesworth [109] who studied a simple aniline/PGE system. Due to 
the poorer resolving power of the technique, special deconvolution software was 
employed to assess the relative amounts of each component at various stages of cure. 
As a result, the k jk ^  ratios found for various initial mixtures of amine and epoxide, 
showed a significant standard deviation from the mean value at any one temperature 
(up to 30%).
1.6.5 Other Techniques used in Cure Analysis
The techniques employed in a vast majority of studies on amine-epoxide cure 
reactions have already been discussed. However there are some less common methods 
which have been shown to be effective in this area. Of these probably the most 
innovative is the use of viscosity dependent molecular probes [110]. One such method 
involves the incorporation of a fluorescent compound into the resin itself, and the
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monitoring of its emission throughout the reaction [111-2]. Other variations upon this 
theme have also been demonstrated, for example fluorescence recovery after photo- 
bleaching [113]. Here, an area of a sample undergoing cure and containing a 
fluorophore is illuminated by a strong laser beam, causing irreversible bleaching of 
the fluorophore. As the cure proceeds the fluorescence due to "fresh" fluorophore 
molecules moving into the previously bleached area is monitored. The time taken to 
reach the original level of fluorescence intensity can be related to the diffusion 
coefficient of the molecules and hence the progress of cure.
Other techniques involve the direct monitoring of the viscosity changes occurring 
during cure [114]. Chin and Sung [115] used ultra-violet (U.V.) radiation to show that 
individual species can be identified and quantitatively analysed by incorporating a 
chromophore within the curing agent. By using p-aminoazobenzene as the 
chromophore, in a reaction with BADGE, the authors showed the bathochromic shifts 
of Xmax. from 395nm to 405 and 418nm respectively, upon successive additions of 
epoxide residues to the amino nitrogens. Chin and Sung thus predicted the 
bathochromic shifts of p,p’-diaminoazobenzene in its reaction with BADGE. This 
then allowed them to estimate the composition of the cure mixture as the reaction 
proceeded.
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1.7 KINETIC AND MECHANISTIC ASPECTS OF AMINE-EPOXIDE CURE 
REACTIONS
Having already detailed the vast array of experimental methods which have been 
employed in the study of amine-epoxide reactions, one can appreciate how the 
complexity of the reaction opens up many avenues of investigation. However the use 
of such a range of techniques can make it difficult to collate all the kinetic data, and 
draw meaningful comparisons between them. This on top of the fact that the cure 
reactions are carried out over a range of temperatures and in different solvents (or in 
bulk). However having said this there are some aspects of the cure process which 
have been extremely well looked into and it is certainly possible to discuss some of 
these areas in more detail.
Probably the most sought after information as regards these reactions is the relative 
reactivity of the primary and secondary amino functions of the curing agent. This 
feature of the reaction is thought to have great significance in determining the 
properties of the thermoset resin. The experimental route to such information has 
already been described for a specialist technique such as DSC, but a majority of the 
other methods rely on some indirect assessment of the various species concentrations
these. \A/tf<L
present during reaction. Once this- data is- available, the various rate constants can 
then be calculated, and it is the nature of these calculations which have steadily 
improved throughout the investigation of these reactions.
Due to the complexity of the rate equations used, the rate constants are often 
calculated after some kind of mathematical manipulation. One of the earliest
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examples of this was documented by Isaacs and Parker [50], who studied the reaction 
of a series of model epoxides with benzylamine. By performing these reactions in 
ethanol they were able to assume second order kinetics throughout the reaction, 
thereby simplifying the rate expression. Therefore,
-d[A]/dt = kx [A][EP][OH]
becomes,
-d[A]/dt = V[A][EP] where k x' = k x [OH]
They assumed that the cure process became a consecutive second order reaction, 
where the 1:1 and 2:1 adducts were produced by successive additions of epoxide. The 
two second order rate equations were then in the form,
-dx/dt = k x (a - x)(e - x - y)
-dy/dt = &2 (x y)(e - x - y)
where x and y are the concentrations of the 1 : 1  adduct (had no further reaction taken 
place) and the 2 :1  adduct respectively; a and e were the initial concentrations of amine 
and epoxide. The rate constants k x and were obtained via measurement of the rate 
of reaction from plots of x (in effect the total concentration of adducts) and y against
time. The k x/k2 ratios observed by the authors were quite different for the various
epoxides used. It was also apparent that a considerable range of values were obtained 
for a single system e.g. 2.6-5.6 for benzylamine/PGE and 1.25-1.67 for 1,2- 
epoxyethylbenzene.
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Harrod [116] later introduced a technique which led to the direct solution of the k l/k2 
ratio rather than the individual solution of the two rate constants. HaiTod’s system had 
slightly more in common with a "real" epoxy system in that it involved the bulk 
reaction of butylamine and propene oxide, as opposed to the use of a solvent. The 
amine in this case however was used in excess to yield a range of adduct 
concentrations, knowledge of which were required later in the calculation. Although 
the mathematical treatment of the rate equations is somewhat cumbersome, Harrod did 
find a value of k j k 2 with a smaller standard deviation (± 10 %).
Since these relatively early mathematical treatments of the rate expressions , several 
more complex and apparently more accurate methods have been demonstrated by 
workers in the field. One of the most thorough investigations of amine-epoxide 
reactions was made by Dobas and Eichler, who with various co-workers, produced a 
series of publications covering work on both mono- and diamine systems. In all the 
studies where the use of a model epoxide was required, they chose p-tolyl 
glycidylether. In one study they looked at a range of substituted anilines in their 
reaction with the model epoxide [117]. They carried out their reactions in ethanol at 
60°C and thus assumed second order kinetics. They followed the course of reaction 
by titrating the excess epoxide using sodium thiosulphate and acetic acid (with 
phenolphthalein as the indicator). The rate constants k x and L, were calculated in four 
different ways:
{1} using the method of Isaacs and Parker [50]
{2} the time ratio method of Frost and Schwemer [118]
{3} and {4} special adaptations of the method of Svirbely and Blauer 
[119-20]
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The authors showed that although reasonably good agreement between all of the 
methods was obtained, it was apparent that in some cases, especially with k2, a relative 
standard deviation up to 15% was observed. This was no doubt caused to some extent 
by the accuracy of the iterative methods themselves. For example, with the method 
of Frost and Schwemer, by only using the concentration of one species (i.e. the 
epoxide), the equations for the rate constants do not have unique solutions. This then 
means that indirect solutions of parameters must be made from the use of tables of 
theoretical values. The k jk  ^ ratios for a typical aniline appeared to be in the range 
3.0-5.0, with aniline itself having k jk ^  ca. 4.0. Despite some of these ranges being 
larger than one would like, the authors did manage to show an excellent relationship 
between the rate constants (kt and kf) and the pKb values of the anilines, in the form 
of a Bronsted plot. A similarly good relationship was demonstrated in the form of a 
Hammett plot (log k  versus a). In the same communication, Dobas and Eichler also 
demonstrated how the measured reactivity of an amine towards the model epoxide 
could be related to its theoretical reactivity in the form of quantum chemical 
calculations. By using such techniques they were able to determine the electron 
densities at the amino nitrogens for each aniline, and plot these against the 
experimental log k { values. There did not seem to be an overall correlation between 
the two parameters, certain values lying on quite different lines of correlation. This 
was probably due to the inherent approximations made in the quantum chemical 
calculations themselves - a fact pointed out by the authors.
In two subsequent papers Dobas and Eichler looked at gradually more complex 
systems. In the first, N,N’-disubstituted aromatic diamines were used, once more in 
reaction with p-tolyl glycidylether [121]. By using the same experimental and
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mathematical techniques they showed that the relative reactivity of the two secondary 
amino groups was practically constant (i.e. k jk ^  = 1.3-1.5) for the five substituted 
diamines they studied. In a subsequent paper, Dobas and Eichler studied the reaction 
of aromatic diamines with the model epoxide [122]. The system was once again made 
less complex by carrying out reactions in 99.9% ethanol, and the assessment of 
epoxide concentration throughout the reaction was made via the method described 
earlier. The mathematical treatment of the rate expressions was clearly more complex 
in this case. The method they used appeared to give accurate values of k x (describing 
the first addition of epoxide to the diamine), but thereafter the accuracy of the 
calculations decreased with subsequent rate parameters i.e. to k4. As a result the 
rate constants k3 and k4 were open to considerable uncertainty. However, the 
parameters eventually calculated showed some interesting features. Initially it was 
apparent that the k jk ^  ratio for the series of diamines is about 1 .2 -1.3, in reasonable 
agreement with those values obtained in the previous paper with the N,N’-disubstituted 
diamines. The authors also pointed out that k xJk2 -  k ^ k 4, indicating that the reactivity 
of each amino group is not substantially influenced by substitution with epoxide. The 
ratio kx/k3 in the case of the diamine reaction could then be compared to the k x/k2 ratio 
from the mono-amine reactions i.e. both represent the difference in reactivity of the 
secondary amino nitrogen (after the first addition of epoxide has taken place) with 
respect to the primary (-NH2). Dobas and Eichler found that k x/k3 for a typical 
diamine was of the order of 2.8-3.5, somewhat lower than their values of k x/k2 for the 
mono-amine reactions. In fact for 4,4’diaminodiphenylsulphone, k x/k3 was found to 
be only 1.95. A more thorough study of a series of diamines of the type H2N-C6H4-X- 
C6H4-NH2 was made slightly later [123]. This time, however, a k x/k3 value of around 
5.0 was recorded for 1,2-diaminobenzene, clearly indicating the influence of steric
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constraints upon reaction of the higher adducts.
r v < cH- cH»\ — J  CH2— CH— Cn2
(VII)
In more recent times, work has still gone on to try and investigate the many different 
aspects of the cure reaction. The Czech workers Karel Dusek and Libor Matejka have 
been responsible for the most interesting studies of both the mechanism and kinetics 
of the reaction. In two consecutive studies Matejka and Dusek studied the reaction 
of diglycidyl aniline (VII; DGA) with secondary amines [100] and then with aniline
[102]. DGA was used as a model for the industrial epoxide TGDDM. DGA 
possesses two chiral centres, at carbons 2  and 2 ’, and hence two pairs of 
diasteriosomers (denoted Ej and En). Due to the fact that no inversion of 
configuration can take place during reaction, the isomers can react with a secondary 
amine to produce two sets of adducts:
E(d M(I) -»  D(I)
E(n) -> M(n) D(n)
where M and D denote the mono- and diadducts formed upon the addition of amine. 
During the reaction of DGA with N-methyl aniline (NMA), the workers managed to 
isolate and assess the amounts of each of the isomeric species (apart from the epoxide 
itself), using a combination of analytical and preparative HPLC. The rate equations 
used to describe the reactions included both amine ( k f  and k f )  and hydroxyl catalysed 
steps (&2 and k4) for each set of isomers. Using a series of plots of the type seen
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below, all the rate constants could be calculated:
dfEl/dt versus (M + 2[D])/[A] 
[E][A]2
The results showed that the reactivity of isomers of the same species was somewhat 
different For example = 0.26 whereas = 0.88 M'2 min'1. However with both 
sets of isomers it was found that the reaction of the first epoxy group of DGA 
produced a positive substitution effect. This was demonstrated by the k jk ^  ratio for 
both the amine and hydroxyl catalysed reactions being of the order of 1.5-8.0. The 
authors account for this behaviour by proposing the formation of an intra-molecular 
hydrogen bond in the monoadduct, which clearly aids the opening of the second 
epoxide ring (Fig. 1.7):
CH2— CH— CHa^ NRH 
Fig. 1.7
The study using DGA and NMA was also extended to investigate etherification 
reactions. It was found that when excess epoxide was used, rate constants describing 
several etherification reactions could be obtained. These were found to be considerably 
smaller than those for the hydroxyl catalysed addition reactions (« 10-15 fold). Intra­
molecular etherification, leading to cyclic products (cyclisation), was also noted. 
Some of these particular species were also isolated and identified by mass
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spectrometry. The rate constant for this reaction was found to be slightly larger, being 
only 3-4 fold smaller than that for the hydroxyl catalysed reactions.
In the follow-up study Matjeka and Dusek showed that the use of aniline instead of 
NMA, facilitated the formation of higher molecular weight products. The authors 
point out the many routes possible, involving linear addition and cyclisations. They 
followed the reaction with time using both HPLC and GPC, the products of >1200 
molecular weight becoming indistinguishable. By again isolating and characterising 
the various species formed, they were able to calculate rate constants for the initiation 
step, four linearisation steps and a cyclisation. The positive substitution effect was 
once more noted, with the rate constant for the monoadduct/aniline reaction being the 
largest (k3).
In earlier work Dusek et al. also demonstrated another popular way of dealing with 
the complex reaction scheme i.e. determining k jk  ^by looking at product ratio [124]. 
Starting with reaction mixtures containing an excess of the amine, they found that for 
different initial concentrations of amine and epoxide (a^  and b0) the product ratios of 
amine and adducts also differed. The authors then used relatively simple rate 
expressions to describe the cure reactions as shown below.
dcap/dt = -2kv cap cb 
dju/dt = 2ki cap cb - k2 cas cb 
da/dt = &2 cas cb
In the above cap, c^ and cat are the molar concentrations of primary , secondary and
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tertiary amines. By eliminating cb (the concentration of epoxide) and time, and then 
converting concentration to mole fraction (cas -»  a.), two expressions could be derived 
involving only the mole fractions of the species and G, the k2/2 kx ratio e.g.
a, -  [1/(1 - G ffla / - a j
Dusek and co-workers found a G value of 0.41 for DDA-PGE, hence k j k 2 -  1.23. 
The value is clearly rather low and is no doubt due to the statistical factor of two used 
in the above equation, and also to the oversimplified rate expressions employed, which 
appear to ignore autocatalysis.
1.8 KINETIC MODELLING OF CURE REACTIONS
Although it is possible to gain kinetic information from amine-epoxide cure reactions 
by either mathematical or chemical manipulation of a particular system, in more recent 
times researchers in this field have begun to use the technique of modelling. In the 
era of more powerful and generally affordable computing facilities, the use of micro­
processors has opened up many avenues, especially in the physical sciences. 
Modelling of this type has been used for systems in chemical equilibrium, where 
equilibrium constants can be evaluated [125]. More recently however, modelling has 
been applied to kinetic systems and has been found to be invaluable when dealing 
with complex reactions such as those in alkane pyrolysis [126], atmospheric chemistry
[127] and enzymology [128]. Generally speaking, kinetic modelling is a technique 
which via a series of repetitive and long calculations, enables one to compare a 
theoretical "model" of a system with its actual experimental behaviour. In general,
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these calculations are in the form of a numerical analysis of a set of differential rate 
equations, using a known algorithm e.g. the Runge-Kutta [129]. As the number of 
calculations involved is so great the use of a computer is essential.
To date virtually all the kinetic modelling used specifically in the field of thermoset 
polymers, has been based on the use of empirical rate laws, such as those described 
in section 1.6.1 (DSC). Although such models have been demonstrated to good effect 
in many cases, the use of fundamental mechanistic type models does introduce several 
major advantages. For example, whereas empirical models can only estimate degree 
of cure, mechanistic models trace the fate of individual species thereby giving 
information as to resin morphology, and hence to properties of the final thermoset. 
Also empirical models allow only a characterisation of a specific system, using a set 
resin formulation and cure conditions. Mechanistic type models yield parameters 
which are not system dependent and can be applied to new formulations or extended 
for use under different cure conditions. All in all the use of basic mechanistic 
modelling of cure reactions is superior, giving kinetic information of great value which 
is not always available with other techniques.
Mechanistic modelling of amine-epoxide reactions could be said to have started with 
the work of Carothers and later Flory [130-2], who theoretically predicted the 
formation of three-dimensional polymer networks by making assumptions regarding 
the mechanistics and reactivity of the system. The most modem mechanistic models 
have ranged from those describing simple model systems [105,135], to those 
describing formation of the final resin [133]. Most fundamental kinetic models are 
designed on the same basis i.e. they contain a set of rate expressions which are
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thought to adequately describe the cure system, along with the appropriate unknown 
rate parameters. They may also contain other parameters such as those describing 
diffusion-control in advanced stages of cure [129], By first obtaining adequate 
experimental data, and then manipulating the various rate parameters it is hoped that 
a model can be used to mimic the behaviour of the real system. Provided the same 
parameter values can achieve this simulation over a range of conditions, they can be 
described as the true kinetic rate constants for the reaction. It is therefore possible to 
elucidate many kinetic constants from a complex overall process, however one must 
also be aware of the drawbacks and restrictions of this technique.
In order for kinetic modelling to operate to any degree of accuracy the experimental 
data used in the model must be of good quality and quantity. The more information 
available regarding the concentrations of different species the better. For example, it 
would be highly undesirable to try and elucidate four or five rate constants from only 
one set of experimental data. It would be much more plausible to achieve this if 
concentration data regarding other species were available. Chiao [134] points out that 
when modelling the reaction of DDS and TGDDM in the presence of BF3, from the 
data of Morgan et al. [94], the three rate constants he calculates are entirely unique 
i.e. no other combination of the three can correctly describe the data. This is clearly
we/e.
due to the fact that concentration data on four species was available. Had only one 
set of concentration data been available the parameters may have shown a 
mathematical dependence upon one another, and would therefore have no physical 
basis. Other problems can also be incurred, such as poor parameter sensitivity 
(section 3.7), and in the numerical analysis itself one must be careful that the 
integration steps and parameter values are appropriate.
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Despite these few difficulties, kinetic modelling remains probably the most likely 
method left open to researchers to gain any more accurate and informative data 
regarding cure reactions. Once a kinetic model can be tested for a range of 
formulations and cure conditions, it can then be thought of as a predictive tool. This 
aspect has of course great significance to the resin and composite manufacturer. Even 
to the present day, resin formulations are still tested on a trial and error basis, 
sometimes costing substantial amounts of money. It would be an enormous advantage 
if a predictive technique could be used to assess a future formulation’s cure kinetics 
under several conditions, and perhaps predict the physical nature of the final 
thermoset
In order to achieve this however, one must clearly research at the most fundamental 
level. Only by gaining plentiful information regarding simple model systems, under 
ideal experimental conditions, can one really attempt to fully describe a real cure 
system. There is still a definite need for more thorough fundamental research to be 
done, and in the present study, the combination of radiochemical and modelling 
techniques serves to confirm and introduce several interesting aspects of amine- 
epoxide cure reactions.
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1.10 INTRODUCTION
The experimental work as a whole can be divided up into two separate phases, the 
first being concerned with the preparation and characterisation of tritium labelled 
reagents, and the second consisting of the investigation of the kinetics of the amine- 
epoxide systems. As a result, the experimental procedure concerning both areas will 
be described in terms that would be generally applicable throughout the investigation. 
Naturally there were some modifications made to these procedures at various points 
in the study and these are described at the appropriate time. A third experimental 
phase, namely that of the kinetic modelling is dealt with as a separate issue in 
Chapter 2.
1.10.1 TRITIUM - ITS PROPERTIES AND APPLICATION
Tritium (3H) is the radioactive isotope of hydrogen, containing an extra two neutrons 
within its atomic nucleus. Although tritium production can occur to a relatively small 
degree as a result of nuclear reactions, initiated by cosmic rays in the upper 
atmosphere, it is produced on a much greater scale by artificial techniques, namely by 
bombarding lithium-6 with neutrons, whilst in the form of an alloy with aluminium 
or magnesium, one can obtain tritium and alpha radiation.
36Li + jn --------- *  *He + ?H
Tritium was first discovered by Rutherford and co-workers in 1934 [1], but it was a 
little while later before its radioactive properties were established [2]. As a result of
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these radioactive properties, tritium has found application in numerous fields of 
chemical and biochemical research. With hydrogen being the most abundant atom in 
a majority of organic molecules, it means that tritium can be readily employed as a 
radioactive tracer, and has proved indispensable in areas right through from 
mechanistic deduction to drug fate studies. Tritium decays by emitting low energy 6- 
rays of an average energy of 5.7 keV. Along with its half-life (12.4 years) and its 
penetrating power (6mm in air) [3], it is one of the least hazardous of radioisotopes, 
and the protective procedures required are fairly simple (e.g. thin plastic gloves) [4]. 
For these reasons, tritium has quite major advantages over other radiolabelling isotopes 
e.g. 14C and 35S. Although these latter isotopes do offer easier detection, they are 
more energetic so that individuals require greater protection. Compounds to be 
labelled with 3H can of course be prepared at much higher specific activity than the 
corresponding 14C variety.
1.10.2 Tritium Detection
1.10.2.1 Liquid Scintillation Counting
Although a weak energy 6-emitter tritium is still easily detected, especially in the era 
of sophisticated scintillation techniques. Scintillation devices rely on the collision of 
a radioactive decay particle (i.e. in the case of tritium an electron) with a fluorescent 
molecule, known as the scintillant, resulting in a transfer of energy. The energy 
transfer causes an excitation of the fluorescent molecule, such that when it returns to 
its ground state a quantum of visible light is emitted. The light can be detected by 
a pair of photomultiplier tubes over any energy range specific to that particular isotope
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i.e the channel number range [channel no. - 1 2  + 280(lgE(keV))]. With tritium, the 
channel range is around 0 - 400.
Due to the efficiency of the process, only a proportion of the radioactive 
disintegrations are detected by the photomultiplier tubes. The efficiency depends on 
the energy of the emitted radiation. Hence an isotope such as 14C has a counting 
efficiency of about 95%, but with tritium this drops to around 50-55%. The counting 
efficiency for a particular sample can be readily found from a quenching curve 
calibration, and from this the absolute radioactivity of the sample measured (i.e. in 
disintegrations per minute; DPM). DPM counted by the scintillation counter can be 
converted to a value in "Curies (Ci)" by means of a simple conversion factor, such 
that:
2.2 x 109 DPM = lmCi
1.10.2.3 Tritium Nuclear Magnetic Resonance Spectroscopy
Although scintillation counting provides an assessment of the extent of labelling 
within a molecule, through its total radioactivity, it cannot distinguish between labels 
in various sites on the substrate. A convenient method for determining the distribution 
of labelling is provided by the new technique of 3H nuclear magnetic resonance 
spectroscopy (3H NMR) [5,6]. Its use has eliminated the need for degradative analysis
[7].
Once the obvious safety aspects of sample preparation have been fully assessed, 3H 
NMR analysis can be quite conveniently undertaken. The tritium nucleus, with a spin
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of 1/2, is ideal for use in NMR studies. Tritium NMR then has many useful features, 
some of which relate closely to *H NMR. For example, in terms of chemical shifts 
(in parts per million), those of tritium are almost exactly the same as those for 
hydrogen, allowing one to interpret data in the same fashion. The tritium nucleus is 
also found to have a similar relaxation time to that of the proton, giving rise to sharp 
signals, whose integrated intensities are proportional to the number of nuclei in that 
position. The sensitivity of 3H NMR spectroscopy is another asset of the technique. 
The comparatively large magnetogyric ratio (about 1.2 times that of the proton) means 
that relatively small amounts of radioactivity can be conveniently detected. As a rule 
of thumb, one could expect to have an acceptable signal to noise ratio, after an 
overnight accumulation, with approximately lOOqCi per site.
— , 5Further aspects of 3H NMR spectroscopy worthy of note relate directly to the spectra 
themselves. With the aid of proton decoupling it is possible to greatly simplify a 3H 
spectrum, removing all JHT multiplets. However it is sometimes necessary to couple 
the signals to elucidate labelling patterns. J-n- splittings can occur but only in 
compounds labelled to high specific activity (40-50Ci/mmol). Finally the reference 
signal of TMS (or DDS) from a compound’s !H spectrum can be multiplied by 1.067 
(ratio of resonance frequencies) to provide a ghost 3H reference, enabling direct 
spectral comparison.
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1.10.3 PREPARATION OF COMPOUNDS
1.10.3.1 Reagents and Materials
The vast majority of the materials used in the study were commercially available. 
Most of the amines were obtained in approximately 95-98% purity and were either 
vacuum distilled or re-crystallised. Their purity was then checked (HPLC) prior to use. 
Reagents obtained at >99% purity required no further purification. The model 
epoxide, phenyl glycidyl ether (l,2-epoxy-3-phenoxypropane) was obtained from the 
Aldrich Chemical Co. at around 95% purity. This was routinely distilled prior to use 
(sometimes doubly depending on the batch). Purity could then again be checked using 
HPLC.
1.10.3.2 Preparation of Labelled Compounds
All the radiochemically labelled compounds were prepared by catalytic exchange using 
freshly reduced platinum dioxide (Adam’s catalyst) and high specific activity tritiated 
water. An outline of the technique is given below:
Platinum dioxide (70-80mg.) was suspended in distilled water (10ml.) before the slow 
addition of sodium borohydride (350mg.). After the vigorous effervescence had 
ceased, the mixture was then heated to 70°C to remove the excess borohydride. The 
remaining catalyst was then washed twice with distilled water, and then with acetone. 
Immediately prior to use the acetone was removed by blowing a gentle stream of 
nitrogen gas over the mixture.
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A general labelling experiment then involved loading the catalyst (40-50mg.) into a 
thick-walled glass tube, along with tritiated water (3pl; 50Ci/ml.) and the substrate
(lOOmg.). The tube was then immersed in liquid nitrogen prior to evacuation, and
I?then flame sealed. The tube was then placed in a thermostated oil-bath (usually 80- 
120°C) for a period of 24-48 hours. Once the tube had been removed and allowed to 
cool, it was opened and the contents dissolved in diethyl ether. The solution was then 
filtered and washed with water (2 x 10ml.) before being left to dry over anhydrous 
sodium sulphate. The sodium sulphate was then filtered off and finally the ether 
blown down under nitrogen to yield the labelled substrate. The final substrate usually 
had a specific activity of between 40-60 mCi/mmol, however this depended on the 
nature of the substrate and the preparation of the catalyst.
1.10.3.3 Analysis of Labelled Substrates
The total radiochemical activity of each labelled substrate was then assessed using 
liquid scintillation counting (toluene/PPO scintillant). In order to analyse a sample of 
the substrate using 3H NMR spectroscopy, a small portion, equivalent to 1-2 mCi, of 
the sample was dissolved in CDC13 (or de-DMSO; lOOjal.) and loaded into a 3mm. 
NMR tube. This tube was then evacuated and flame sealed, prior to being fitted with 
spacers and placed in a 5mm. tube containing a small amount of carbon tetrachloride. 
The sample could then be loaded into the spectrometer for analysis in the usual 
fashion. A selection of NMR spectra of the various labelled compounds are shown 
below:
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The general presentation of the spectra will be as follows:
Top (i) - *H (300MHz) NMR spectrum of unlabelled matmal
Middle (ii) - 3H (^ H decoupled; 320MHz)) NMR spectrum of tritium labelled material
Bottom (iii) - 1H (300MHz) NMR spectrum of tritium labelled material
All spectra were run in d -^DMSO unless otherwise indicated (signal for residual H2 O in d6- 
DMSO appears at 8 = 3.4 ppm)
Spectra shown:
Contents of NMR Spectra
Page Material
59 Aniline
60 2-Ethylaniline
61 2,6-Diethylaniline
62 1,3-Phenylenediamine
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Table 1.3 give details of the labelling patterns of each of the tritium labelled substrates 
used in this study. As well as highlighting the distribution of tritium within the 
molecule, the table also shows how each substrate is free of any "labile" tritium i.e. 
tritium not bonded to carbon and hence easily exchangeable. In terms of the kinetic 
measurements to be described later, the absence of labile tritium is of course 
imperative.
Table 1.3
COMPOUND/STRUCTURE LABELLING PATTERN (relative %)
a 39.7 
b 47.0 
c 13.3
a 15.7 
c 15.9 
b/d 30.2* 
e 38.1
aniline
V /
b a
NH2
o-toluidine
d CH3
NH2
* resonances on 3H spectrum indistinguishable for purposes of integration 
2,4-dimethylaniline a 22.1
2-ethylaniline
b a
a 10.5 
b 12.3 
c 13.2 
d 10.2 
e 21.0 
f 32.8
2,6-dimethylaniline a 16.2 
b 62.3 
c 21.5
2,6-diethylaniline
c d
CH2CH3
CH2CH3
a 32.8 
b 15.8 
c 30.0 
d 21.4
1,2-phenylenediamine a 50.8
b 49.2
NH2
yJ "
b a
•nh2
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1,3-phenylenediamine a 15.7
c. b 12.4
b NH2
c 71.9
H2N a
1,2-dianilinoethane a 39.6
b 40.0
c c 20.4
b a
1.10.4 KINETIC PROCEDURE
A portion (equivalent to 1-1.5 mCi) of the appropriate radiolabelled amine was loaded 
into a 2ml. volumetric flask. Inactive material was then added until the required 
amount had been reached (usually between 0.05 and 0.8g depending on concentration). 
The contents were then dissolved in phenyl glycidyl ether and the solution made up 
to the mark with further addition. The flask was then lowered into a thermostated oil 
bath kept at a temperature of 90.0°C (± 0.2°C) and the contents of the flask allowed 
to come to thermal equilibrium (approximately 5 mins.). Aliquots (50|al) of the 
reaction mixture were taken at appropriate time intervals, and immediately injected 
into chilled acetone (0.5ml) in order to quench the reaction by cooling and dilution. 
The samples were then either analysed immediately or else stored in the refrigerator 
for analysis later.
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The analysis of the samples was carried out using reverse-phase high performance 
liquid chromatography (HPLC). The mobile phase(s) were mixed with the use of a 
Spectra-Physics SP8700 solvent delivery system, and the column used for separation 
was packed with Spherisorb 50DS (5 micron silica spheres coated with C18 alkyl 
chains), had a 5mm diameter and was 12cm in length. The various components were 
detected by first mixing the elu§it with a liquid scintillation fluid (Unisolve E) and 
passing it through a Nuclear Enterprises Isoflo I detection system. Aliquots (20|il.) 
of the quenched reaction mixture were injected into the system and the various 
components eluted with the use of a solvent gradient consisting of water/THF or 
acetonitrile (the water phase containing 0.1% trifluoroacetic acid). Further details of 
gradients and separations can be seen in Section 3.1. The results of the analysis 
(counts per second versus time) could then be displayed on an Apple lie computer 
connected to the Isoflo detector.
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2.1 INTRODUCTION TO MODELLING PROCEDURES
2.1.1 Introduction to cure processes
In the previous Chapter it was shown how mathematical modelling of cure reactions 
has been used to elucidate the various reaction rate parameters describing the cure 
processes. It was also described how these kinetic models can exist in many different 
forms, however from this point onwards only models of a mechanistic nature will be 
considered.
The major features of all mechanistic models include (a) the reaction rate equations 
used in the model and (b) the type of mathematical treatment used on them. The set 
of rate equations used in these models is thought to account for all the possible (or 
significant) reactions between various species in the system (involving any appropriate 
catalysts). This then allows the model to generate a set of predicted concentrations for 
a species given the appropriate rate parameters. It is clear therefore that the rate 
equations used in these models are of paramount importance in determining the 
particular reaction parameters to be used, and then eventually in elucidating their 
modelled values. Hence, without a substantial degree of confidence behind the rate 
equations describing the cure system, the final values of the reaction rate parameters 
can take on very little physical meaning.
Clearly differences between workers models will occur, but most make use of the 
general rate equations describing cure, in the form
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-drPAl = kx [PA][OH][EP] etc. 
dt
where PA represents primary amine, OH those species containing an hydroxyl group 
and EP the epoxide. The equation above represents the hydroxyl catalysed epoxy ring 
opening by a primary amine, suggesting a ternary transition state, now well accepted 
in the literature [1] (section 1.1.3). Indeed most rate equations in mechanistic models 
are used largely on the basis that they have been well established by earlier 
researchers in the field [2],
The general model used in this study differs from others in two main areas
(1) it accounts for reaction initiation i.e. those reactions not catalysed by product 
formation, an area neglected by models dealing with more industrial systems;
(2) the analytical techniques employed mean that all the species formed in the reaction 
are accounted for, thereby ensuring that the likelihood of mathematical 
interdependence of the various rate parameters is vastly reduced.
In this chapter it will be shown why the model used in this study includes and 
eliminates certain reaction pathways in the overall cure process, including both 
evidence from the literature and from experimental work.
When the set of rate equations has been established it is then necessary to decide 
which mathematical treatment will be required for them i.e. in the form of a numerical 
integration. For this study one of the more popular techniques is used, namely that 
of the Fourth Order Runge-Kutta. An explanation of the mathematical treatment 
involved is given later, as well as an example showing how the algorithm is applied
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to the equations used in this study.
Numerical integration when applied to such systems leads to a vast number of 
mathematical calculations and hence the technique naturally lends itself to the use of 
a micro-computer. Indeed a micro-computer program employing a numerical 
integration treatment is common to all modem epoxy cure models. The program used 
in this study can be seen in Appendix 1, and a brief summary of the program layout 
will be given later in this Chapter.
2.1.2 Establishing the rate equations
The most basic equations describing the cure of an epoxide with an amine are given 
below, involving the reaction of both a primary and secondary amino function with 
an epoxy ring:
OH
O I
_  _  CH1  X C | |  ^ + R “ NH2  ► — CH— CH2— NHR
1:1 ADDUCT
O OH OH OH
----- Cl I  N CII2 + — CH— CH2— NHR  ►  — CH CH2 NR-CH2~CH-
2:1 ADDUCT
Indeed these two reactions are undoubtedly the most significant in any amine-epoxy 
cure system and knowledge about their relative rates is important for many industrial 
applications. Any modelling technique would clearly need to be able to gain 
information about these two reactions if it were to be used as any kind of predictive 
tool.
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Having established the principal modes of reaction one must consider the various 
pathways by which these reactions can occur i.e. which catalytic species if any are 
involved. It is well known for example that in systems containing no additional 
accelerators various hydroxyl containing species arising from product formation can 
catalyse both of the above processes. This phenomenon leads to autocatalysis, one of 
the major features of these reactions. For these reasons the model used in this study 
accounts for hydroxyl catalysis of both of the above reactions via product formation. 
This agrees with the most well established views of the literature, of a ternary 
transition state involving molecules of amine, epoxide and one containing an hydroxyl 
moiety [Fig. 1.5] [1]. The uncatalysed reaction of amine with epoxide (i.e. 
bimolecular) is considered insignificant and a more detailed justification of this is 
given later.
Although features such as those reactions mentioned above and the nature of catalysis 
afforded by hydroxylated species are accepted, there are many areas of amine-epoxy 
cure which are still poorly understood. One such area is that of the reaction initiation. 
Clearly the reactions involving hydroxyl catalysis (kx and k2) can only come into effect 
when some hydroxyl containing species exists in the system. Since the hydroxyls are 
only present in the products, in theory the reaction can never be initiated if one 
considers these reactions alone. There is obviously a need to include a formal 
initiation step which allows some of the hydroxylated products to be formed and 
hence the catalysed reactions to get underway.
A number of explanations have been put forward to account for the initial stages of 
the reaction. The most popular of these with earlier workers was that of the presence
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of hydroxyl containing impurities (such as water and unremoved alcohols) in the 
reactants providing the necessary catalysis for the cure reactions to proceed [3]. Indeed 
the more recent work of Hagnauer et al. [4] and Abuin et al. [5] showed that 
impurities in the cure reaction mixture can markedly influence the rate of cure and the 
physical properties of the cured resin. This argument is more plausible when 
industrial type reagents are used as they are regularly <95% pure, and especially in 
light of the fact that most epoxies are produced from the corresponding 
alcohol/phenol. However, when using model systems the reactants can be distilled and 
dried before cure, and the above explanations seem far less likely. Some workers 
dismiss the idea of catalysts altogether and include steps in their model which consist 
of bimolecular reactions only between amine and epoxide [6].
2.1.3 Determination of Initial Mechanism
In order to deduce the nature of the initial reaction mechanism a series of experiments 
were performed on aniline-phenyl glycidyl ether (PGE) systems involving initial rate 
measurements. By considering the equation describing the consumption of a primary 
amine in the system,
- drPAl = kv [PGE] [PA] [OH] + initial mechanism 
dt
where PA refers to any primary amine, then at t=0, when [OH] = 0,
- dfPAl = initial mechanism 
dt
73
therefore the rate of consumption of the aniline is entirely due to the initial reaction 
mechanism.
As the reactants used in this study were of high purity (section 1.9.1) it seems likely 
that only PGE and aniline can be involved in the initial mechanism and hence at t = 
0,
- d[PAl = K  [PAHPGEF 
dt
where kn is the rate constant for the initial mechanism and x and y are the orders of 
reaction with respect to each concentration.
By taking frequent samples of the reaction mixture over the first 10-15% of reaction 
and subsequently producing a plot of aniline counts versus time, a quadratic equation 
could be fitted to the resultant curve using a least squares fitting routine [7] (Fig.2.1). 
The equation describing the curve would therefore be in the form,
f(t) = at2 + bt + c (= [PA])
where f(t) is a function of time i.e. the radioactive counts, and a, b and c are 
constants. Differentiation of this equation allows the gradient of the function to be 
found at any value of "t", such that
df(t) = 2at + b (= -[PAD 
dt dt
Thus the initial rate (or slope) is the value of the above equation at t = 0
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f  TIME(HRS.f
Fig.2. 1 Showing polynomial fit of amine counts versus time to obtain the initial rate of 
reaction
and 2,4-dimethylaniline at various concentrations. The results from these experiments
can be seen in Table 2.1. From the plots of Initial Rate/[PGE] vs. [PA] and [PA]17
(Figs. 2.2 & 2.3) it would appear that the initial reaction is first order with respect to
[PGE] and close to second order with respect to the aniline. This kind of relationship
was also apparent for other aromatic amines studied in this way, with the best
correlation to Initial Rate/[PGE] being achieved with [PA]1-7'1'8. Clearly these
fractional powers would appear to make little physical sense when considering a single
transition state. However these observations can be explained if one postulates that
r
they are a result of two processes occuring simultaneously, one having a quadratic 
dependence and the other a linear dependence on the amine concentration, the 
combination of the two giving rise to the observed dependence. A similar type of 
observation was made by Eniklopiyan [8] who carried out work with the same model 
compounds. He also noticed an order with respect to amine between one and two.
Values of the initial rate of reaction were calculated for a range of systems using PGE
Table 2.1
Initial Rate Data for 2,4-Dimethylaniline 
[2,4-dimethyl [2,4-dimethyl [PGE] Initial Rate Initial Rate/[PGE]
aniline]
M
aniline] 1,7
M1,7 M Mhr1 hr’1
0.46 0.27 6.98 0.028 0.004
1.18 1.32 6.39 0.098 0.015
1.91 3.00 5.74 0.218 0.038
2.98 6.40 4.80 0.336 0.070
76
i A 
i K 
A.
I 
j 
[ 
PQ
 
Ej
 
(h
r 
) 
Ia
i 
r-l
 0
.1 
Ro~
 i
r©J
 
CP
Q 
p]
 
( h
r"
"1
O .H -d  t /lAe-Mre.y tyn i 11 ac-~| ( M)
Fig.2.2 Plot of initial rate/[PGE] versus [2,4-dimethylaniline]
Fig.2.3 Plot of initial rate/[PGE] versus [2,4-dimcthylaniline]17
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Of these two proposed mechanisms operating in the early stages of cure, the one 
which shows a quadratic dependence on the amine concentration clearly indicates an 
amine catalysed reaction, where the amino hydrogen acts as the proton source binding 
to the oxirane ring creating another termolecular transition state (Fig.2.4). As far as 
the competing reaction is concerned, EniUopiyan also mentions the fact that even after 
thorough purification of the reagents it is still very difficult to remove all the 
hydroxylated impurities, especially water. Indeed even though the phenyl glycidyl 
ether used was shown to be >99.5% pure by G.C. after purification, it still contained 
up to 0.03% water representing a typical concentration of 0.01 to 0.03M in the initial 
reactants. With amine concentrations being used down to 0.10M, the water 
concentration is too high to be considered insignificant and hence an additional 
reaction was entered into the rate equations describing a water catalysed ring opening 
reaction (Fig.2.5). The water catalysed reaction has to be considered separately to that 
catalysed by the hydroxyl groups of the product due to the differing catalytic strengths 
of the two species i.e. their H-bonding acidities.
It can be concluded therefore, that the cure reaction involving these model compounds 
can be initiated by either an amine or water catalysed process, involving an amino 
nucleophile in both cases, and leading to the same adduct product. The complete rate 
equation describing the consumption of primary amine therefore appears as:
- dfPAl = ^[PA][OH][EP] + &n[PA]2[EP] + jfc3[PA][H20][EP] 
dt
If one introduces these initiation mechanisms into the model, along with those already 
established and mentioned earlier, the overall picture becomes considerably more
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Fig.2.4 Proposed amine-catalysed mechanism for cure initiation
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Fig.2.5 Proposed water-catalysed mechanism for cure process
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complex. A summary of the different reactions and the rate parameters that describe 
them can be seen in Table 2.2
Although the model distinguishes between those processes catalysed by water and the 
hydroxyls of the products, it does not allow for any difference in the acidities of the 
individual hydroxyls on the 1:1 and 2:1 adducts. However as each hydroxyl is in an 
identical molecular position, it is reasonable to assume that their acidities will be 
almost identical.
Table 2.2 Reaction types and parameters used within the model
BASE ACID CATALYST RATE CONSTANT
(amino nitrogen 
attacks terminal 
carbon of oxirane 
ring)
(H-bonds to the 
oxygen of oxirane 
ring to aid ring 
opening)
(to describe the 
process in the 
model)
PA PA K
PA H20 k3
PA -OH
SA H20 h
SA -OH ki
where PA = primary amine, SA = secondary amine (1:1 adduct) and -OH is the 
hydroxyl group on the secondary or tertiary amine.
The inclusion of these new processes means that there are now a total of five 
parameters which must be calculated in order to fully describe the system. Ideally
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each parameter should be uniquely described by the model and have no
interdependence on any of the other parameters. In order to reduce the chances of 
r
these errors occur^ng during the modelling it was found that it was possible to 
calculate two of the above parameters via the initial rate measurments described 
earlier.
2.1.4 Determination of kn and k3 via initial rate measurements
Earlier it was shown how initial rate measurements showed the presence of two 
initiation steps in the cure process. By calculating the initial rate of reaction for a 
series of amine-epoxide concentrations, and then using the properties of simultaneous 
equations it is possible to calculate both k,, and k3 independently of the model.
If one considers the initial rate of decay of primary amine i.e. at t=0 ([OH]=0),
initial = -drPAI = £n[PA]2[EP] + *3[PA][H20][EP] 
rate dt
it can be seen that the initial rate and all the initial concentrations are either known 
or can be calculated and that ka and k3 are the only unknown parameters. With two 
such equations set up with varying concentrations of amine and epoxide, it is a simple 
calculation to elucidate both rate constants.
An example of such a calculation can be seen below for 2-ethyl aniline using initial 
concentrations of amine of 0.49 and 2.02M and PGE containing 0.073% water:
* a ll m easurem ents o f  water content in the phenyl g ly c id y l ether w ere m ade v ia  a  K arl-F ischer titration
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[AMINE] [PGE] [H20] INITIAL RATE
M M M Mhr' 1
2.02 5.55 0.034 0.0849
0.49 6.94 0.040 0.0133
Using the above rate equation at t = 0,
0.0849 = kJ/2.02 * 2.02 * 5.55) + A:3(2.02 * 0.034 * 5.55) 
and
0.0133 = £n(0.49 * 0.49 * 6.94) + £3(0.49 * 0.040 * 6.94)
Hence,
0.0849 = 22.65 kB + 0.381 k3 ............... (1)
and
0.0133 = 1.67 ka + 0.136 k3 .............. (2)
In order to eliminate k3 from the equations,
(2) * 2.801
0.0373 = 4.68 ka + 0.381 vt3 ...............(3)
(D-(3)
0.0476 = 17.97 ka
Therefore, ka -  2.65 x 10'3 hr'1 M'2 
= 7.36 x 10'7 s' 1 M'2
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k3 = 0.0849 - (22.65 * 0.00265)
0.381
= 0.0650 M'2 h r1
= 1.81 x 10'5 s 1 M‘2
The largest errors in these calculations arise from the standard deviation of the "t" 
coefficient in the quadratic curve fitting, which of course governs the value of the 
slope. These can be of the order of 10-15 %. Even if these errors are small another 
slight error which can occur in the curve fitting involves the fact that the best fit least 
squares curve may not pass exactly through the data point at t = 0. This means that 
the slope of the data curve may be slightly different to that predicted by the model,
which always starts from the first data point. Having said this these pre-calculated
c
values of ka and k3 have been used directly in the model with great sucess, although 
in some cases changes of up to ± 10% need to be made in order to model the data to 
the highest precision. Overall this method of calculation has provided a useful means 
of gaining precise estimates of two of the rate parameters, thereby making the 
modelling procedure less demanding.
2.1.5 Other possible reactions
The model so far consists of five mechanistic steps which are thought to account for 
the complete set of reaction pathways which occur in the amine-epoxide curing 
system. However it is commonly accepted that, under certain experimental conditions, 
other reactions can occur which could make the system yet more complex. These are 
outlined below:
Therefore from (1)
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2.1.5.1 Etherification
Etherification occurs via the reaction of a hydroxyl moiety with an epoxide ring, 
creating a chain extension:
R— C— CH?— OR 
IOH
Some workers have attempted to incorporate this reaction in their respective models 
in order to gain some kinetic information about it [9], and have confirmed that the 
process is insignificant compared to the amine-epoxide reaction below 150°C. 
Riccardi et al.[10] did show however that the reaction becomes more prominent above 
170°C where values of kJkE of around 6-9 were calculated, where kE is the rate 
constant describing the etherification. Gupta et al.[ll] showed that etherification was 
most significant in the latter stages of cure (near vitrification) and calculated values 
of kJkE of around 10 at 177°C.
Although the reaction is thought to be favoured in systems where there is excess 
epoxide [12] the reaction has been found to be rather insignificant below 150°C and 
even totally absent in other systems [13-4]. With regard to the present study, 
reactions of this nature would be detected by the presence of higher molecular weight 
species in the HPLC separations. Any hydroxyl-epoxide adduct would of course carry 
a radio-label. However during the whole of the study on model systems no such
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species were detected, even with the epoxide in large excess. In light of such 
evidence etherification reactions can therefore be omitted from any model where the 
reactions are carried out well below 150°C, as in the present study and also the recent 
work of Chiao [6].
2.1.5.2 Homopolymerisation
Homopolymerisation of epoxides occurs in the presence of catalysts, usually in the 
form of an inorganic base (NaOH), a Lewis base (i.e. a tertiary amine) or a Lewis acid 
complexed to an amine (i.e. BF3:EtNH2).
Ph— O — CH2— CH— CHoN . '
o-
I
Ph— O — CH,— CH 
I ch2 n+r3
The mechanism of the above reaction is highly complex and there is still considerable 
doubt as to how the catalyst acts, and whether or not it alone is responsible for the 
reaction [15]. Although the model reaction between an amine and phenyl glycidyl
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ether does yield a tertiary amine in the form of the 2 :1 complex, it is accepted that the 
steric constraints of this type of molecule render it ineffective as a catalyst for 
homopolymerisation [16]. In the absence of any of the other catalysts outlined above, 
it is clearly reasonable to assume that the reaction does not need to be included in the 
overall model. Experimental results from this study also show that all the epoxide in 
these model systems is consumed in addition reactions (see chapter 4) before 
homopolymerisation can take place.
All the possible accepted reaction routes for the amine curing of epoxides have now 
been covered. As described earlier the hydroxyl catalysed addition reactions of amine 
and epoxide together with the initiation steps (ka, k3[k4]) have all been
included in the model to be used in this study. Other reactions such as etherification 
and homopolymerisation can be neglected on the grounds of both evidence from the 
previous literature and experimental evidence gained from the current study.
2.2 NUMERICAL ANALYSIS
With such a complex mechanism being established in order to describe the cure 
process it is now necessary to find a means of solving the resultant set of rate (or 
differential) equations. It has already been demonstrated that the use of conventional 
kinetic analysis will be of little use for such a system and hence the equations are 
treated with a form of numerical analysis. Sets of ordinary differential equations such 
as those described above, with known initial values, can be integrated with the use of 
numerical algorithms [17]. If one considers the differential equation
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dx = f(x(t)) where x is the concentration
dt of some species
with the initial concentration at t=0 of x=x0 then the numerical value of x after an 
increment of time, h, would be a Taylor-series expansion :
x(h) = Xq + h{dx} + h^cfo} + .... etc.
{dt}t=0 2 !{d£ } t=0
Abbreviations of this solution have come in the form of Eulers formula, where
x(h) = x0 + h(dx)
{dt}t=0
which will solve for x in terms of the initial value of x, which is x0, and the slope of 
the function at t=0, which is simply the original function f(x(t)). To reduce the error 
in this method which will grow as the number of increments increases the simple 
expression of the gradient (dx/dt)t=0 is replaced by an averaged value taken at t=0 and 
at t=h :
i.e.
x(h) = Xq + h ( {dx} + {dx} )
2  ( {dt}t=0 {dt}t=h )
Successive modifications of this nature, further improving the accuracy of the 
approximation, lead to the expression for the Fourth Order Runge-Kutta:
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x(h) = x0 + h ( A  + B + C + D)
6
where A = f(x(t)), B = f(x(t) + A/2),
C = f(x(t) + B/2), D = f(x(t) + C)
The Fourth Order Runge-Kutta method is one of the most widely used one step 
algorithms for the integration of ordinary differential equations. Indeed the method 
has also been used by other workers in this field [2,18].
The method is therefore a more accurate version of Euler’s method, but works on the 
same general principle of estimating the slope of a function over a small time 
increment to predict a new value of the function. The Fourth Order Runge-Kutta 
technique however takes four estimates of the slope within one increment, weighting 
those taken in the middle of the increment by a factor of two, and then calculates the
new value of the function. A more detailed outline of the treatment can be seen
below:
Consider the equation: dA = - f(A)
dt
Initial concentration of the species A = C0
Initial slope of the concentration of A versus time,
(dA/dt) = -f(A) = Q0
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Estimated concentration (Q) at an increment h/2:
Cj — C0 - hQo 
2
Calculate the slope at h/2:
Qi = ftCj)
Further estimate of the concentration (C2) at h/2:
C2 = c0 - ha 
2
Further calculation of the slope at h/2:
q2 = f(cy
Estimate of the concentration (C3) at h:
C3 = C0 - hQ2
Finally calculation of the slope at h:
Q3 = f(c3)
The new concentration of A after an interval h, Ah, can then be calculated by
Ah = C0 - h(Q0 + [2*QJ + [2*0,] + Q3) 
6
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When the Runge-Kutta is applied to a system such as amine-epoxide cure with the 
rate equations described earlier, and using the initial concentrations and rate 
parameters below, the concentration of primary amine after an increment h is 
calculated as follows:
[EPOXIDE] = 7.0M [PRIMARY AMINE] = 0.5M [H20] = 0.02M 
h = 360 seconds ^  = 1.5 x 10‘5 k3 = 1.5 x 10'5 
kD = 1.5 x 10‘6 (all M’V )
drPAl = kx [PA][EP][OH] + kn [PA]2[EP] + £3[H20][EP][PA] 
dt
Therefore the calculation is:
Q0 = -(0 + (0.005*0.5*0.5*7.0) + (0.05*0.02*7.0*0.5))
= -(0.00875 + 0.0035) = -0.01225
C, = 0.5 - (0.01225*0.05) = 0.49939
Qj = -(0 + (0.005*0.499392*7.0) + (0.05*0.02*7.0*0.49939))
= -(0.00872 + 0.003496) = -0.01222
C, = 0.5 - (0.01222*0.05) = 0.049939
Q2 = -(0 + (0.005*0.499392*7.0) + (0.05*0.02*7.0*0.49939))
= -(0.00872 + 0.003496) = -0.01222
C3 = 0.5 - (0.01222*0.10) = 0.04988
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Qa = -(0 + (0.005*0.049882*7.0) + (0.05*0.02*7.0*0.4988)) 
= -(0.008707 + 0.003491) = -0.01220
Hence,
[PA]j = 0.5 - 0.10/6(0.01225 +0.02444 + 0.02444 + 0.01220)
= 0.4988M (to 4 s.f.)
Therefore the calculated concentration of primary amine after an interval of time, h 
(0.10 hrs.), starting with 0.50M and under the stated conditions would be 0.4988M.
The Runge-Kutta technique can be shown to be highly accurate provided a correct 
time increment is chosen. If the increment is too small there can be significant round­
up errors involved in the calculations, and too large an increment severely reduces the 
accuracy of the technique. Another area in which the Runge-Kutta procedure shows 
poor results is in cases where the rate coefficients describing the system are orders of 
magnitude different in size. This results in the iterations being caught in mathematical 
loops and is known as the phenomenon of stiff equations. There would appear to be 
no such problems encountered in this present study, especially considering that the 
onset of these errors is usually marked by a drastic change in behaviour of a species 
concentration, and is therefore easily detected.
It can be seen from the above, that in calculating the new concentration of primary 
amine several estimates of the amine concentration were made within the calculation
i.e. at h/2, h/2 and h. It is also apparent that although as a result of these estimates 
the concentration of primary amine changes, no subsequent change to the
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concentrations of epoxide and hydroxylated species is made, which would have
occured within that time increment. However the errors incurred by this have beenA
calculated to be at worst 0.005% in any one increment. These errors are clearly 
negligible as far as determination of the kinetic parameters is concerned.
2.3 COMPUTER PROGRAM
Application of the Runge-Kutta technique to the system of equations described earlier, 
results in the calculation seen in section 2,2 being determined 750 times for each 
species present. This is clearly a formidable mathematical task and one that lends 
itself to the use of a micro-computer. All the Runge-Kutta calculations in this study 
were performed on an IBM PC clone, working from a program written in Microsoft 
Quickbasic version 4.5. During the course of the investigation the model was further 
developed and improved. Up to six different versions of the program have been used, 
some to look at different types of cure systems or cure mechanisms and some to make 
them compatible with other hardware configurations e.g. to run on CGA graphics 
screens. The various versions of the program will be introduced at the appropriate 
stage of the work.
Although a number of versions of the program have been written they all possess 
essentially the same structure. The various stages of a run of the program can be 
described in the following manner:
(1) Acquiring data from outside sources (i.e. manual input or floppy disk) for use in 
the calculations
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(i) initial concentration of reactants (INPDAT)
(ii) experimental data from HPLC
(iii) estimated values of the rate coefficients
Any of these can be altered (CORR) and stored in a file for later use (SAVECONC, 
SAVEDATA).
(2) Calculation of predicted concentrations
At present the rate equations are hard-coded into the body of the program. The 
algorithm used for the Fourth-Order Runge-Kutta was modified from that published 
by Walker [19] and uses a subroutine (RUNGE) and function (YDASH). The 
subroutine performs the integration whilst the function holds the particular equation 
that is being integrated.
(3) Displaying Results
The results are displayed as (a) a graphical plot of the reaction profile (concentration 
versus time) showing both the predicted (OBSP) and experimental (SQUR, TRIAN 
etc.) data points and (b) a listing of the determined concentrations and rate parameters 
used (RESTAB).
(4) Converging Data
The program gives a facility to cycle and change any or all of the rate coefficients 
used in the previous display (CHANGEDATA), in order to converge the two sets of 
data.
A flow-chart showing the operation of the program can also be seen in Fig.2.6.
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3.1 INTRODUCTION
During the course of this work a whole range of initial amine-epoxide ratios were 
studied, using a variety of different amines. However from the point of view of 
discussing the results of these reactions, it is better to make a clear distinction between 
those reactions using low initial amine concentrations (<0.60M), and those where a 
more stoichometric mixture of reactants were used (1.0 - 3.8M amine). This reasoning 
has come about due to the very noticeable differences in the resultant modelling of 
these systems. However in the initial part of this chapter the acquisition and treatment 
of the experimental data obtained from the radiochemical methods employed in this 
study will be discussed. The details in this section will of course apply to the whole 
range of systems studied, and not just to those using low initial amine content. The 
accuracy of the analytical procedures will also be evaluated.
After discussion of the experimental details, the remainder of the chapter will then 
concentrate entirely on work carried out using initial amine concentrations up to 
0.60M. Within this section the modelling procedures themselves will be described, 
followed by a presentation and discussion of the modelled data, and the resulting rate 
parameters, found for a range of substituted anilines. The discussion will place due 
emphasis on the steric constraints of the cure process in the light of the particular 
amines studied (2- and 2,6-dialkylated). The discussion is then extended into the 
study of diamine/mono-epoxide systems. The necessary changes to the model are 
described along with the kinetic information gained in the process. Here one 
highlights the modelling techniques which have brought to light some very interesting 
features regarding the reactivity of various species in these more complex reactions.
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Finally the work is looked at from a theoretical aspect. As a kinetic tool the model 
would clearly be beneficial in a predictive capacity, and bearing this in mind the rate 
parameters are also viewed in the light of theoretical molecular orbital calculations. 
Some details will be given about some CNDO calculations carried out on the primary 
amines and related adducts used in this study, and how they have been used to try and 
predict various aspects of the cure kinetics e.g. kx/k2
3.2 ANALYSIS AND TREATMENT OF EXPERIMENTAL DATA
The radio-HPLC analysis of all systems was achieved using the reverse phase 
techniques described earlier (section 1.9.5). Due to the range of polarities and 
molecular weights of the amines/adducts, the most efficient separations were afforded 
by using a solvent gradient. The solvent was initially set at relatively high polarity to 
elute the primary amine itself, and then an appropriate increase in the non-polar 
component of the solvent afforded the elution of the less polar adducts. A typical 
solvent gradient for an aniline based system is shown below:
TIME (MINS.) %A (THF) %B (WATER)
0.00 40 60
7.00 40 60
20.0 53 47
25.0 53 47
Under these conditions excellent separation of all three radioactive species is achieved, 
with the 2:1 adduct of most amines eluting between 22 and 30 minutes after injection.
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Examples of the various chromatograms can be seen in Figs. 3.1a and 3.1b. Each 
figure shows three/four consecutive separations of samples taken at various stages of 
a reaction, with the parent amine in question being indicated. In Fig. 3.1a the first 
sample (i) contains a majority of primary amine still unreacted, with the 1:1  adduct 
just detected; (ii) shows that the reaction has progressed to the point where the 1:1 
concentration has increased substantially and some 2 :1 has started to form; (iii) 
indicates almost complete consumption of the primary amine, with 1:1  adduct being 
at its peak concentration and the 2 :1 even more noticeable; (iv) no primary amine 
remains and the 1:1 adduct has dropped in concentration also. The 2:1 adduct now 
forms a majority of the species present in the system.
Due to the fact that these separations were extremely clear, the integration of the 
various peaks was made comparatively straightforward. In order to perform the 
integration the chromatographic software required a baseline to be defined which was 
usually between 9-12 counts per second (cps), the typical peak heights of the species 
at their maximum concentration being 750-1500 cps. Fig 3.2 shows the accuracy of 
the chromatographic technique in the form of consecutive injections of the same 
sample. Table 3.1 shows the subsequent integrals of the species in each injection and 
their standard deviation. Clearly with such a level of accuracy one can base a high 
degree of confidence in the analytical procedure, which of course is of paramount 
importance when considering the modelling technique as a whole.
As the same size sample (50 jul.) was taken from the reaction flask each time, it is 
clear that the same amount of radioactivity would be present in each injection. 
However due to small errors in (a) sampling of the viscous reaction mixture, (b)
99
T in i 
R e g  
1 ©0 !
9 0  • 
8 0  ■ 
VB
S© ■
4 0  ■
3© • 
3 0  
1 0 - 
0
e / C h s 9  8  
i  on  :
< -  ±B'SS  c p s
I
R U N  1 2  
C u r s o r  s2' 
ii
< Tn c.ii
1ft
1 .3  . £■ c  p-~.
Rrt^m © tT 3r'54 Ti i 0  S A • r a w d - .  ™|rajnl.-
Fig.3.1a HPLC icparation of primary amine and adducts for anilinc/PGE at various stages of 
reaction
100
I I
T i w e / C h : y  i 
R e g i  o n s  
1 0 0 % = 0 0 0
90- 
0 0  • 
*?©■ 
£•© 
FT-© ■ 
4-© ■ 
30-
1 © ■ 
0
RUN 126  pi 
: p s  C u r s o r s
u „ . .4
•Ih lc i -M I'"!©© TyD'T..-::
Fig.3.1b HPLC separation of primary amine and adducts for 2,4-dimethylaniline/PGE at 
various stages of reaction
101
T i  w e / C h : 9  S  
R e <51 i  o n  sBKG 1. 
100 54 = 9 0 ©
9E1
set
7 0
£.©
S©
•4 0
3 0
2 0
1 0
©
S t .  o p  a t .  2 h 3 3
l h 3 © — lh i3 4  
C u r s o r : l h 3 4C pi 
5
I
12
A
0 0 2 :  ©0
E : 7 ' 6 2
9  . 0  c
© 3
13
U \
4©
Fig.3.2 Consecutive injections (four) of the same sample from an aniline/PGE reaction
Nc. Nase froi tG R.T. NetContents XRQls XTotal
i ANIL 1*30 4*48 2*51 21997.7 5.07 X 5.00 XnL 1:1 6*18 11*06 7*57 78614.0 18.12 X 17.89 X?O 2:1 16*30 21*36 19*12 10461.7 2.41 X 2.38 X
4 ANIL 39*36 42*36 40*21 22834.0 5.26 X 5.20 X
5 1:1 44*42 49*12 46*03 79717.3 18.37 X 18.14 X
6 2:1 55s 12 60*00 57*18 10764.0 2.48 X 2.45 Xn/ ANIL ihlO lhl3 lhll 20544.0 4.74 X 4.67 X
8 1:1 lh 15 lhl9 11)16 73079.3 16.84 X 16.63 X
9 2:1 ih26 lh31 1H2B 10223.7 2.36 X 2.33 X
10 BKGi 1H33 11)34
11 ANIL lh36 11)39 lh37 21205.0 4.89 X 4.82 X
12 1:1 11)41 11)45 11)42 73711.7 16.99 X 16.77 X
13 2:1 11)51 11)57 11)54 10711.3 2.47 X 2.44 X
Standard Deviations Of Counts
ANIL 21645 ± 857 (±4.0%)
1:1 76281 ±2920 (±3.8%)
2:1 10540 ±215 (±2.0%)
Table 3.1 Tabic of integrals for species shown in Fig.3.2
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injection loop loading and probably (c) slight variations in the radioactive counting 
efficiency, the total activity in each sample could vary by up to 20%. For this reason 
it was necessary to normalise the total radioactive counts of each injection, in effect 
creating an internal standard and making each sample a measure of product ratio 
rather than absolute concentration. Table 3.2 shows a typical set of experimental data 
for a single kinetic run. Reading from left to right shows the radioactive counts of 
each species taken directly from the HPLC chromatogram followed by the total 
radioactivity in each sample. Finally the normalised values of these counts can be 
seen at the far right hand side of the table (usually normalised to 100 000 counts). 
A plot of these counts can be seen in the form of a reaction profile (Fig. 3.3) showing 
the concentration of each species against the duration of the reaction.
At this stage of the procedure an accurate set of experimental results has been 
generated which involves the concentrations of each of the species involved in the 
reaction. In order to gain some kinetic information about the various reaction rate 
parameters, these concentrations need to be modelled under the appropriate conditions.
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3.3 MONO-AMINO/MONO-EPOXIDE SYSTEMS
3.3.1 Modelling Procedure
All modelling of the experimental data was performed on a PC using one of the 
"KINET" programs described in section 2.3. The general modelling procedure using 
KINET31 for mono-epoxide/aniline type systems will be described in some detail.
Initially the model is given information regarding (a) the initial concentrations of the 
reactants (amine, epoxide and water), (b) the normalised experimental data obtained 
from the HPLC samples and (c) the reaction time over which the model should 
calculate predicted concentrations. The only remaining parameters which the model 
now requires are the reaction rate constants kx - k4 and ka. Section 2.1.4 has already 
shown how two of these coefficients (ka and k3) can be calculated, independently of 
the model, and these values used at ± 10% in the final model. The values of the other 
parameters must be deduced by fitting the predicted model concentrations to those 
gained experimentally. At first initial estimates of kv X and K  niust be made 
followed by subsequent adjustment until each concentration curve is very 
approximately modelled. At this stage one should try and gain a precise value of the 
parameter kx and this is done by fitting the value of kx to the decay of the primary 
amine concentration. With k^  and k3 already known the only other rate parameter 
directly involved in the primary amine consumption is kx and hence its elucidation is 
relatively simple. Of course other factors, such as epoxide consumption and 
increasing hydroxyl content brought about as a result of other reactions, will affect the 
modelling of the primary amine to some extent, but these will only be minor in
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comparison to the kx step of the cure. With the primary amine decay modelled 
satisfactorily, the 1:1  and 2:1 complex concentrations are then modelled using k2 and 
k4. Although in the primary amine case the only unknown parameter was kv here both 
&2 and k4 are unknown and this presents a slightly more difficult case. In this type of 
situation it is possible for parameters to show some kind of mathematical dependence 
on each other (i.e. various combinations of k\ and k4 can model the experimental data) 
and hence lose some of their physical meaning. This problem was alleviated to a 
large extent with the current model as a result of the sensitivity of each rate parameter 
at different stages of the reaction. This allowed one to arrive at unique values of both 
parameters for each model. At the onset of the production of the 2:1 complex the 
hydroxyl content of the system is still relatively low (0.05 - 0.1M) and hence 
comparable to the concentration of water present. Subsequently k4 shows increased 
sensitivity in modelling this particular area of the reaction. Sometimes by setting k2 
to zero and modelling the first 10-20% of the 2:1 production one obtains a good 
estimate of k4. The value of k2 is then deduced by modelling the subsequent data 
points describing the 2:1 concentration. At the stage when very good estimates of 
each parameter have been found, a general "fine tuning" of the values (± 2-3%) may 
be necessary in order to fully optimise the overall modelling.
All the model fitting described above was performed by eye. A combination of the 
enhanced graphic adaptor displays of the program itself and the high sensitivity of the 
species concentrations to small changes in the model parameters, made this a 
satisfactory mode of practice. Section 3.3.3 will show a sensitivity analysis of 
KINET31 and deal with this area of the modelling in more detail.
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3.3.2 Modelling Results
Experimental data and modelling results were obtained for a series of six aromatic 
anilines using 2-3 different initial concentrations of amine up to 0.60M in PGE. 
Various examples of the modelling can be seen in Figs. 3.4 to 3.9. The reaction time 
for each model can be seen in the top right hand comer of the diagram and the 
particular set of rate parameters used to model the data appear directly below the time 
axis.
Probably the most striking feature of the modelled reactions as a whole is the 
extraordinarily accurate fit of the model prediction to that of the experimental data. 
In looking at the modelled data one should note that the exact experimental 
concentrations of each species are represented in the following way:
PRIMARY AMINE - bottom left comer of the square 
SECONDARY AMINE (1:1) - middle of the cross 
TERTIARY AMINE (2:1) - apex of the triangle
y  ol)c)& (a LoioU case  rep/es&Ahr q  - l o o  ooo eouM f
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0
Alt/Ctrl/Minus(CAPTURE) k l = .061 M -2hr-l ( 1.694E-B5 H -2 s -l)
L to  l i s t  resu lts k2 = .0256 ( 7 .11E-06 )
N fo r  new k 's kn = .0033 ( 9 . IE-07 )
D fo r  neu data k3 = .041 ( 1 .13BE-05 )
Q to  leave program k4 = .021 ( 5.83E-06 )
? I
Fig.3.4a MODEL: Aniline(0.51M) in PGE(7.01M)
Alt/Ctr1/Minus(CAPTURE) k l = .064 M -2hr-l ( 1.777E-05 H -2 s -l)
L to  l i s t  resu lts k2 = .022 ( 6 .11E-06 )
N fo r  neu kJs kn = .0038 ( 1.05E-06 )
D fo r  neu data k3 = .045 ( .0060125 )
Q to  leave program k4 = .025 ( 6.94E-06 )
?■_______________________________________________
Fig.3.4b MODEL: Aniline(0.15M) in PGE(7.11M)
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0Alt/Ctrl/Minus(CAPTURE) 
L to  l i s t  resu lts  
H fo r  new k 's  
D fo r  new data 
Q to  leave program
I_________________
k l  = .0268 M -2hr-i ( 7.44E-06 M -2s -l) 
k2 = .0103 ( 2.86E-06 ) 
kn = .00215 ( 5.9E-07 ) 
k3 = .08 ( 2.222E-05 ) 
k4 = .046 ( 1.277E-05 )
Fig.3.5a MODEL: 2-Methylaniline(0.51M) in PGE(6.87M)
A lt/C tr1/W  inus(CAPTURE) k l  
L to  l i s t  resu lts  k2
H fo r  new k 's  kn
D fo r  new data k3
Q to  leave program k4
? I_
_____________________ To
.026 K -2h r-i ( 7.22E-86 N -2 s -l)  
.008 ( 2.22E-06 )
.0023 ( 6.3E-07 )
.084 ( 2.333E-05 )
.042 ( 1 .166E-05 )
Fig.3.5b MODEL: 2-Methylaniline(0.23M) in PGE(7.02M)
AIt/Ctrl/Minus(CAPTURE) k l  = .055 M -2hr-l ( 1.527E-05 h -2 s -l)  
L to  l i s t  resu lts  k2 = .0197 ( 5.47E-06 )
H fo r  neu k 's  kn = .00633 ( 1.75E-06 )
D fo r  new data k3 = .142 ( 3.944E-05 )
Q to  leave program k4 = .071 ( 1.972E-85 )
? I__________________________________________________
Fig.3.6a MODEL: 2,4-Dimethylaniline(0.46M) in PGE(6.98M)
Alt/Ctrl/Minus(CAPTURE) k l  = .055 M -2hr-l ( 1.527E-05 M -2s -l)
L to  l i s t  resu lts  k2 = .017 ( 4.72E-06 )
N fo r  neu k 's  kn = .0063 ( 1.75E-06 )
D fo r  neu data k3 = .14 ( 3.B88E-05 )
Q to  leave program k4 = .86 ( 1.666E-85 )
? l __________________________________________________
Fig.3.6b MODEL: 2,4-Dimethylaniline(0.10M) in PGE(7.08M)
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Alt/Ctrl/Minus(CAPTURE) k l  = .0103 M -2hr-l ( 2.86E-06 M -2s -l)
L to  l i s t  resu lts  k2 = .0061 ( 1.69E-06 )
N fo r  new k 's  kn = .0013 ( 3.6E-07 )
D fo r  new data k3 = .012 ( 3.33E-06 )
Q to  leave program k4 = .0075 ( 2.0BE-06 )
?■__________________________________________________
Fig.3.7a MODEL: 2,6-Diethylaniline(0.49M) in PGE(6.75M)
A IV C tr  1/Minus (CAPTURE) k l  = .012 M -2hr-l ( 3.33E-86 M -2s -l)
L to  l i s t  resu lts  k2 = .0051 ( 1.41E-06 )
N fo r  new k*s kn = .0016 ( 4.4E-07 )
D fo r  new data k3 = .015 ( 4.16E-06 )
Q to  leave program k4 = .0095 ( 2.63E-06 )
?■_________________________________________________
Fig.3.7b MODEL: 2,6-Diethylaniline(0.23M) in PGE(7.09M)
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hrs
Alt/Ctrl/Minus(CAPTUKE) k l  
L to  l i s t  resu lts  k2
N fo r  new k 's  kn
D fo r  new data k3
Q to  leave program k4
? I
.019 M -2hr-l ( 5.27E-06 M -2s-l) 
.0086 ( 2.3BE-06 )
.0027 < 7.5E-07 )
.05 ( 1.388E-05 )
.032 ( 8.88E-06 )
Fig.3.8 MODEL: 2-Ethylaniline(0.49M) in PGE(6.94M)
Alt/Ctrl/Minus(CAPTURE) k l  = .0125 M -2hr-l ( 3.47E-06 M -2s -l)
L to  l i s t  resu lts  k2 = .011 ( 3.05E-06 )
N fo r  new k 's  kn = .00115 ( 3.1E-07 )
D fo r  new data k3 = .052 ( 1.444E-05 )
Q to  leave program k4 = .027 ( .0000075 )
? ft__________________________________________________
Fig.3.9 MODEL: 2,6-Dimethylaniline(0.52M) in PGE(6.91M)
Rate Constants Obtained from the Modelling Procedure Using KINET31 
All rate constants refer to 90°C (± 0.2°C)
Table 3.3
Amine Concentration (M) *i K  ka k3 
(M V ) xlO'6
K
Aniline 0.51 16.9 7.11 0.917 11.4 5.83
0.23 17.7 6.11 1.06 12.5 6.94
0.15 17.5 5.83 1.06 16.6 6.67
0 .11 16.7 6.01 0.875 17.0 7.08
2-Methyl aniline 0.51 7.44 2.86 0.597 22.2 12.8
0.30 6.83 2.61 0.528 20.8 10.8
0.23 7.22 2.22 0.639 23.3 11.7
2,4-Dimethylaniline 0.46 15.4 5.47 1.75 39.4 19.7
0.24 15.4 5.61 1.67 37.2 19.4
0.10 15.3 4.72 1.75 38.9 16.7
2-Ethyl aniline 0.49 6.94 2.56 0.833 15.6 10.7
0.39 6.66 2.49 0.808 14.8 10.3
0.24 5.28 2.39 0.750 13.9 8.89
2,6-Dimethylaniline 0.52 3.47 3.06 0.319 14.4 7.50
0.24 3.09 2.82 0.302 15.3 8 .11
2,6-Diethylaniline 0.49 2.86 1.69 0.361 3.33 2.08
0.23 3.33 1.42 0.444 4.17 2.64
0 .12 3.75 1.92 0.514 4.72 2.89
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Mean Values and Standard Deviations of Rate Constants in Table 3.3
Table 3.4
AMINE
Aniline
2-Methylaniline
2,4-Dimethylaniline
2-Ethylaniline
2,6-Dimethylaniline
2,6-Diethylaniline
RATE CONSTANTS (M'2 s 1) xlO'6 
K k2 kn k3
17.4 6.35 1.01 13.5 6.48
(±0.4) (±0.67) (±0.08) (±2.7) (±0.58)
7.16 2.56 0.588 22.1 11.8
(±0.31) (± 0.32) (± 0.056) (±1.25) (±1.00)
15.4 5.26 1.72 38.5 18.6
(± 0.1) (± 0.48) (± 0.05) (± 1.2) (± 1.65)
6.29 2.48 0.797 14.8 9.96
(± 0.88) (±0.085) (±0.043) (± 0.85) (± 0.95)
3.28 2.94 0.310 14.9 7.81
(±0.27) (±0.17) (±0.012) (±0.64) (±0.43)
3.31 1.68 0.440 4.07 2.54
(± 0.45) (± 0.25) (± 0.076) (± 0.70) (± 0.41)
It is clear that the modelled data in each case coincides with the vast majority of the 
experimental concentrations to within 5%. A full set of rate parameters used for the 
modelling of each of the studied systems can be seen in Table 3.3. Table 3.4 shows 
the mean values of the rate parameters for each amine and their relative standard 
deviations. This table shows another gratifying aspect of the modelling to be the 
excellent stability of the parameters used to model data for a single amine, over the 
range of concentrations, with typical standard deviations being in the order of ±5-10%. 
For the more sensitive parameters however, these values drop to less than +/-3%. 
Come [I] points out that probably the best criterion of the quality of a model is the 
consistency of the parameter estimates over a range of experimental conditions and 
hence the validity of the current model would appear to be supported.
In comparing the rate parameters for the different amines probably the most important 
quantity is the kx/k2 ratio; the ratio of the rate parameters for the hydroxyl catalysed 
ring opening with primary and secondary amine. Initially this particular set of 
aromatic amines, with alkyl substituents in the 2- and 6- positions, were studied in 
order to investigate the steric effects of these substituents on the cure reaction. It is 
commonly assumed that steric crowding around the amino function causes a sizeable 
increase in the kx/k2 ratio which subsequently has its advantages industrially in areas 
such as the long term storage of prepreg resins etc.. Inspection of the kx and k2 values 
found in this study, for the full set of anilines, reveals that typically the ratio is of the 
order of 2.5 - 3.0. Values in this range are very far removed from those obtained in 
studies using sterically hindered aliphatic systems (2,5-dimethyl-2,5-hexanediamine) 
and l,4-bis(2-amino-2-methylpropyl)piperazine, where kjk^ ratios were reported of up 
to 60 [2-4].
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Clearly the size of the k jk 2 ratio depends on the relative nucleophilicity of the primary 
and secondary amines (the hydroxyl catalyst being a constant factor in both reactions). 
The nucleophilic strength of each species will depend on both their basicity and their 
ability to create a sterically favourable transition state. Both the primary and 
secondary amine would be expected to have similar basicities, which suggests that if 
If the k jk 2 ratio were to vary greatly from unity that this would be as a result of steric 
factors. With the alkyl substituents being alpha- to the amino function in the aliphatic 
systems, the addition of an epoxy residue appears to add noticeably to the steric 
constraints of further reaction, whereas in the aromatic case, where the alkyl 
substituents are somewhat further removed from the reactive centre, the effect appears 
rather less pronounced.
Having mentioned the relatively small k jk 2 ratios found in this study one should point 
out that they are nevertheless greater than the accepted value of 2.0 incorporated in 
many other models. With the k jk 2 ratio for aniline itself being only marginally smaller 
than that for some of the other substituted amines, it would seem that the substituents 
in the 2- and 6- positions play only a minor steric role in the hydroxyl catalysed 
reactions. The reactivity of the secondary amine is reduced by a similar factor in each 
case which is no doubt due to the effect of the addition of the PGE residue to the 
amino nitrogen. The only noticeable exception to this rule is in the case of 2,6- 
dimethylaniline where the k jk 2 ratio is nearer 1.5. This of course indicates that the 
1:1 adduct has a more enhanced reactivity with respect to the primary amine than in 
any of the other anilines. This effect may be due to an unusually high basicity in the 
case of the 1:1 adduct, as the steric effects in this molecule do appear if anything to 
be even more magnified.
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In order to compare the kx values obtained for the various anilines, a Bronsted plot of 
(log kx + 6) versus pK* of the protonated amine can be seen in Fig. 3.10. It is 
interesting to note that all the points lie on a straight line of excellent correlation 
except the one for aniline itself. This tends to suggest that all the substituted primary 
amines experience a similar steric effect in their reaction with the epoxide which is 
absent in the aniline case. The fact that the points for 2,6-dimethyl and 2,6- 
diethylaniline also fall on this line would point towards the fact that this steric 
hindrance is due almost entirely to the 2- substituent i.e. as soon as a 2- substituent 
is present, a reduction in the expected kx is produced, but the presence of further 
substituents in the 6- postion has no additional steric effect. The Bronsted plot also 
has a slope of 0.67, indicating that the transition state would resemble the product 
rather than the reactant, as in an SN2 type reaction [5].
Another area of interest arising from Table 3.4 are the values of 1% and k4, representing 
the water catalysed epoxy ring openings with primary and secondary amine. For 
example with all but one amine it can be noted that the value of k3 is greater than that 
of kv In some cases k3 can be up to three times as large as kv  suggesting of course, 
with all other things equal, that water is a more efficient ring opening catalyst than 
the hydroxyl moiety of the amine-epoxide adducts. This is not really too suprising 
when one considers the relative acidities of the two types of catalyst. Water and 
R’OH (R’ = alkyl) have very similar pKa’s of the order of 15-16, but whereas the 
water molecule is a relatively small entity, the 1:1 and 2:1 adducts are both 
considerably more bulky, and this no doubt reduces their potential as a catalytic 
species. A similar relationship exists between and k4, with k4 being consistently 
larger than k2 for each amine.
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Finally one must consider the value of k^ , the rate constant for the amine catalysed 
reaction. It is by far the smallest of all the rate parameters, due to the much lower 
acidity of the amino hydrogens compared with those of a hydroxyl character. The 
k jk n ratios are of the order of 10-15 for most of the amines, somewhat lower than 
those found by Arutyunyan [6] for butylamine and aromatic amines reacting with 
PGE, which were up to 40. Generally speaking the steric hindrance in the amines is 
highlighted more in this reaction than in any of the others. With this reaction relying 
on both an amine’s nucleophilicity and acidity, one may have expected on a purely 
electronic basis, that the k^  values would be fairly similar. In order to create the 
ternary transition state and promote reaction through the amine catalysed path it is 
clearly necessary to have two of the amine molecules in close proximity to the oxirane 
ring. It is easy to imagine how with bulky ortho- substituents on the aromatic ring 
it is possible in some cases to get a very crowded transition state, making the reaction 
somewhat less favourable. Indeed the values of ka for 2,6-dimethyl and 2,6- 
diethylaniline do show some reduction with respect to those for the other amines. 
Therefore in terms of inhibiting the initiation reactions in aromatic amine-epoxide 
cures it would appear necessary to have both dry starting materials and ortho­
substituted curing agents.
Although the results on a general basis appear to make good physical sense and the 
model has proved very accurate in its ability to describe this type of system, it must 
never be forgotten that these are still model processes, operating under somewhat 
"ideal" conditions, and that the industrial cure process is still kinetically and physically 
a great deal more complex. However models such as these do give valuable insights 
into the kinetics of a complex series of reactions and aid in a broader understanding
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of the process as a whole. It is clearly advantageous to have a secure knowledge of 
the basic interactions that occur in these systems before embarking on a study of more 
complex situations where the kinetic parameters are likely to be much more difficult 
to find.
3.3.3 Sensitivity Analysis
When using mechanistic models such as the one described in this study one must be 
aware of the significance of all the rate parameters used. It must be noted that in 
general the quality of the models fit to the experimental data increases with the 
number of parameters used to describe the system. However this in turn is nullified 
by the fact that the errors in these parameter estimates will also increase. Therefore 
a model should only be used with a limited number of parameters depending on the 
amount of experimental data available. Come [1] states a tentative "rule of thumb" 
where the number of rate coefficients that can be estimated from an individual 
experiment should be nearly equal to the individual stoichiometries. The model 
KINET31 is clearly a great deal simpler than those used to model such reactions as 
alkane pyrolysis, but nevertheless one should highlight the validity or otherwise of 
including the various mechanistic steps and the accuracy to which the rate parameters 
describing them can be found. The most convenient way to carry out such a test is 
to perform a sensitivity analysis. In general this method shows whether or not 
inflicting certain changes in the various rate coefficients, actually causes significant 
changes in the modelling itself. It is performed by considering the output 
concentrations ca (a = l,2,3...c) as a function of the rate constants f  (i = l,2,3....s)
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with all other things being equal. Hence a change in the rate constant kt (8k) induces 
a variation in the output concentration ca (8cJ. The normalised sensitivity coefficient 
Gy is defined by the equation
cij = fc . 8c. 
c ..5 k,
The first stage of the analysis is to put all coefficients in turn to zero and calculate the 
values of Gy. If all the values of Gy are very small (<0.01) for a given rate parameter 
then it is assumed that that particular process is negligible and should be eliminated 
from the model. The remaining rate coefficients should then be changed by a factor, 
such as ten, and the Gy values re-calculated. If these values are very small this time 
around the corresponding rate coefficient is defined as non-determining. Non­
determining rate coefficients do not influence the output concentrations except under 
severe variation and hence it is not possible to gain accurate estimates of their value.
The results of a sensitivity analysis performed on KINET31 can be seen in Tables 3.5 
and 3.6. The values of Gy are calculated at various stages of the reaction between 
aniline (0.51M) and PGE, starting with the original coefficients that model the data. 
Table 3.5 shows that none of the rate parameters used in this study are negligible and 
hence are all required in the model. One can immediately see that when each 
coefficient is set to zero, the Gy values are >0.01 for each combination of rate 
coefficient and output. Table 3.6 uses the rate coefficients at one tenth of their 
original value to calculate Gy, and investigates the possibility of non-determining 
parameters. Each Gy in this table, with a few exceptions, can also be seen to be above
0.01, indicating that no parameters in the model can be classed as non-determining.
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It is worthwhile pointing out however, that where the ay values do dip below 0.01 or 
are close to it, that the rate parameter in question will be very insensitive in this area 
of the model.
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Table 3.5
Values of the Normalised Sensitivity Coefficient (c^ ) for KINET31 (k{ 0)
CONCENTRATION: Primary Amine
RATE PARAMETER Gy VALUES AT VARIOl
[25] [50] [75]
ka 0.18 0.62 0.81
ki 0.36 4.71 52.0
ki 0.013 0.36 1.84
h 0.27 1.17 2.25
K 0.0065 0.06 0.12
CONCENTRATION: Secondary Amine (1:1)
ka 0.26 0.05 0.26
kl 0.52 0.50 0.05
ki 0.065 0.59 2.7
ki 0.37 0.03 0.44
k4 0.016 0.063 0.14
CONCENTRATION: Tertiary Amine (2:1)
ka 0.45 0.26 0.09
kx 0.63 0.79 0.75
ki 0.77 0.88 0.88
k3 0.59 0.40 0.17
k4 0.25 0.10 0.044
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Table 3.6
Values of the Normalised Sensitivity Coefficient (ay) for KINET31 (kx 0.1k)
CONCENTRATION: Primary Amine
RATE PARAMETER 0 y AT VARIOUS STAGES OF REACTION (%)
[25] [50] [75]
K 0.18 0,58 0.85
0.37 4.74 9.11
k2 0.014 0.36 1.68
h 0.027 1.10 2.01
k4 0.0073 0.059 0.12
CONCENTRATION: Secondary Amine (1:1)
K 0.24 0.051 0.24
A 0.53 0.48 0.056
k2 0.067 0.59 2.62
k3 0.37 0.043 0.42
h 0.018 0.064 0.13
CONCENTRATION: Tertiary Amine (2:1)
K 0.44 0,26 0.090
kx 0.65 0.82 0.77
0.77 0.88 0.84
k3 0.59 0.40 0.16
k4 0.24 0,97 0.043
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3.4 M O LE C U LA R  O R B ITA L CALCULATIO N S: R E A C T IV ITY  PREDICTIONS
During the discussion of the modelling results for the mono-amine/mono-epoxide 
systems, several references have been made to the value of the kjk^ ratio, and to how 
this can be a very important factor in epoxy manufacture. For instance, being able to 
adapt an amine’s structure in order to give a certain k jk 2 ratio would clearly be a 
useful tool in predicting such parameters as the necessary cure cycle and the properties 
of the eventual thermoset resin. However for this to be successful one must have 
some understanding of the reasons why certain amines exhibit certain kx/k2 ratios. 
Although this feature of cure reactions is mentioned frequently in the literature, there 
has been little thorough investigation as to how these values come about.
A Bronsted type plot, such as the one shown previously (section 3.3.2) is of course 
one way to predict the likely reactivity of a given amine on a purely electronic basis. 
However we have already seen how certain steric effects of the reaction can change 
the reactivity of the actual system, away from that predicted on purely electronic 
grounds. Besides, this sort of plot would only be feasible when there is ample data 
available on the pK, of the species being investigated. Clearly this is not the case for 
the group of secondary amines (or 1:1 adducts), where their isolation and purification 
may prove difficult, and little data on their pR* values are known.
An alternative method of structure-reactivity prediction is via molecular orbital 
calculations. These sort of calculations have been used extensively in the past to look 
at many features of molecular electronic structure including dipole moments and 
charge densities, as well as the energy of the molecule to predict its reactivity [7]. It
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was considered worthwhile to investigate the results of such calculations for the series 
of amines and adducts looked at in this study. It would show (a) if the calculations 
could agree with the known pKa values of the primary amines, (b) whether a 
relationship between energy and rate constant exists and (c) whether a subsequent 
prediction of the size of the k jk 2 ratio was possible using these techniques.
3.4.1 Quantum Mechanical Techniques: A Brief Description
The concept of molecular orbitals avoids any assumptions concerning localised 
electrons in a molecule Le. in terms of lone pairs and hybridisation. Instead the 
electrons from each atom are "scrambled" and taken as belonging to the molecule as 
a whole; they are then inserted into appropriate molecular orbitals of quantised 
energy. The character of these molecular orbitals is calculated from the basis of the 
Schrodinger Equation:
H V =  E \
In this equation, Y  is a wavefunction describing all particles in the system (electrons, 
neutrons etc.), H is the Hamiltonian operator which operates on the wave function and 
E is the energy of the system. The molecular orbitals of the system are the functions 
that can satisfy the above equation. Unfortunately an exact solution is only possible 
for the simplest system i.e. the hydrogen atom. For more complex systems it is 
necessary to make orbital approximations. The calculation of the orbitals for 
polyatomic species is made more manageable by the use of the Born-Oppenheimer 
Approximation. This neglects, as a result of the large mass differential, any movement
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of the atomic nuclei with respect to electrons, and subsequently the operator used in 
the Schrodinger equation need only describe electronic motion.
The calculation of the molecular orbitals is performed using the approach of linear 
combination of atomic orbitals (LCAO). Here the sets of electronic orbitals present 
for each atom are combined in such a way as to give the correct symmetry and least 
electronic energy. The number of calculations needed to arrive at the final set of 
molecular orbitals is vast, and hence several types of calculation exist depending on 
the degree of accuracy required and the computational power and time available. 
Although ab initio methods are more accurate they do require either longer or more 
sophisticated computation. As a trade off for some of this accuracy, by using less 
computer time, a series of semi-empirical methods have been devised. These semi- 
empirical techniques involve a much larger degree of approximation in order to reduce 
the number of calculations to be performed. On the basis that in general only valence 
electrons are involved in a molecules action, these techniques only use the valence 
electrons in their calculations, with a constant contribution to the molecular orbitals 
from the inner electrons being assumed.
Two of these semi-empirical techniques are CNDO and MNDO (representing 
Complete and Minimal Neglect of Differential Overlap respectively). Instead of 
computing all parameters from first principles these methods will also use data 
obtained from experimentation, to further reduce computational requirements. For 
example, CNDO, as its name suggests, neglects completely the computation of atomic 
orbitals which are not centred at a single atom e.g. in aromatic structures. Instead an 
empirical parameter is used to represent the situation (MNDO is a less empirical type
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of calculation where some overlap of atomic orbitals is recognised). CNDO 
calculations would however appear to be adequate when considering a series of similar 
molecules, with a main core and only slight variations to the peripheral structure. On 
this basis it would appear that the set of primary and secondary amines looked at so 
far in this study would lend themselves to this type of calculation.
3.4.2 Calculations and Results
The series of molecular orbital calculations were performed using the program 
COSMIC [8] on a DEC Microvax II. The calculations were carried out for the set of 
amines and 1:1 adducts looked at in the kinetic study, with the molecules being 
initially set at their minimum energy conformation.
In order to gain information regarding the reactivity of the various molecules one 
observed the energy of the highest occupied molecular orbital (HOMO) i.e. the orbital 
in which the most energetic electrons reside. Table 3.7 shows the HOMO energies 
of the molecules studied, along with the corresponding rate constants Qcx and k2) 
describing their hydroxyl catalysed reaction to the higher adduct. By comparing the 
^  and k^  values and the molecular orbital energies it is immediately apparent that 
there is little correlation between the two. Even within the same family of molecules
i.e. primary amines, there seems no agreement with the kinetically derived kx value 
and the HOMO energy. With o-toluidine (2-MeAniline) for example the lowest 
HOMO energy is calculated, indicating the most stable entity, yet this is the third most 
reactive of all the amines studied. One sees the same type of behaviour when 
comparing the HOMO energies to the known pK* values of the molecules, where
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HOMO Energies of the Primary Amines and Adducts Calculated from CNDO 
Calculations
Table 3.7
AMINE PRIMARY 1:1 ADDUCT
kJmol'1
Aniline -1004 -1033
2-Methylaniline -1037 -1029
2,4-Dimethylaniline -995 -1033
2.6-Dimethylaniline -995 -1033
2-Ethylaniline -979 -966
2.6-Diethylaniline -1016 -1042
o-Phenylenediamine -1037 -970
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again only a poor agreement is observed. Here 2,6-dimethylaniline, having the lowest 
pKa at 3.9, has one of the highest HOMO energies at -995 kJ/mol. In the light of 
these observations it would seem unlikely that one could expect any correlation 
between and the HOMO energies for the series of 1:1 adducts, and this too is 
indeed the case.
Although the CNDO calculations provide no direct means of assessing the reactivity 
of the individual families of amino species, they may be able to throw light on the 
relative reactivities of the primary amine and its corresponding adduct. Even if the 
calculation is not accurate enough to show precise pKa correlations for the primary 
amines, it might be that the same inadequacies in these calculations also appear in 
those for the series of 1:1 adducts. As a result, with the molecules being of such 
similar structure, a comparison of the HOMO energies of the amine and the adduct 
may be possible, although one must be cautious in the assessment of the results. One 
can see that in terms of HOMO energies there are four amines where the 1:1 adduct 
appears less reactive than the amine itself. However for 2-methyl and 2-ethylaniline, 
their 1:1 adducts seem slightly more reactive on the same energetic basis.
We have already seen how most of the k jk 2 ratios derived from the model are 
between 2.0 and 3.0, indicating a common reduction in reactivity in moving from the 
amine to the adduct. However the HOMO energy levels suggest that the lack of 
reactivity in the case of the adducts may not be due to the same effect in each case. 
Whereas those amines showing a reduction in HOMO energy for the 1:1 adduct can 
have their reduction in reactivity explained on an electronic basis, the others would 
appear to have some other factor playing an important role, such as steric effects. On
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this basis the molecular orbital data would indicate that the steric effects are most 
severe in the case of the 2-substituted amines. This would seem a rather unsatisfactory 
conclusion considering that the 2,6-disubstituted species do not show such behaviour, 
and yet they are believed to exhibit this experimentally in the case of kn.
Overall, taking into account both the kinetic parameters obtained from the model and 
the results of the MO calculations, the most likely explanation for the observed value 
of the k jk 2 ratio appears to be the steric hindrance induced for each of the adducts by 
the PGE residue attached to the amino nitrogen. This obviously has the effect of 
reducing its nucleophilic capability with respect to that of the primary amine. The fact 
that the kx(k2 ratios are all so similar would suggest a common link, and the 
attachment of the PGE residue would seem to fulfil this requirement. The MO 
calculations were rather disappointing in that they shed little light on the study from 
a theoretical viewpoint. With the lack of agreement of the HOMO energies and the 
pKa of the primary amines, some degree of doubt is cast over the adequacy of the 
CNDO type semi-empirical calculation for this series of molecules, especially as 
HOMO energy and pK, have been linked within a class of compounds, to high 
correlation using ab-initio calculations [9-10]. The fact that the 2-alkyl anilines 
showed reverse trends compared to the others in terms of primary amine/1:1 adduct 
HOMO energies, suggests the possibility of a systematic error in the calculations (due 
to use of an approximation), rather than an unusual steric effect in the reaction.
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3.5 D IAM IN E-M O N O -EPO XID E SYSTEM S
3.5.1 Background
In order to test the capability of the modelling technique further, a series of reactions 
were carried out using aromatic diamines in combination with the model epoxide 
phenyl glycidyl ether (PGE). One obvious change in moving from a mono- to a 
diamine system is the increase in the number of different species present in the 
reaction at any one time. With each of four amino hydrogens being replaced by an 
epoxy residue it is clear that four different amine-epoxide complexes can be formed. 
If one includes the parent amine itself, this gives a total of five species, all of which 
could exist in the system at the same time. Fig.3.11 shows the reaction scheme for 
a diamine/PGE system. The scheme points out the possibility of a sixth species i.e. 
a 2:1 adduct where both the primary and secondary amino hydrogens are replaced on 
one nitrogen before any reaction at the other. This reaction route is dismissed for the 
purposes of this study and evidence to support this interpretation is reported later in 
section 3.5.2. Such changes in the overall system and reaction scheme clearly 
required the use of a different model. KINET42 was designed in order to describe the 
diamine/PGE system, using rate constants kk and k^  to represent the reaction of both 
primary amino groups, and kA and kb the reaction of the secondary amino groups. 
Each reaction was again assumed to occur via hydroxyl catalysis, except of course the 
amine catalysed initiation reaction (ka). However with the diamine systems the water 
catalysed reactions were omitted from the model. It was found that when using "dry" 
PGE (<0.015M water) the model was too insensitive to small changes in their 
corresponding rate parameters (g  ^ <0.03 ’.negligible). Again for the same reasons
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Fig.3.11 Scheme showing the reaction pathway for an aromatic diamine/PGE system
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described earlier, reactions such as etherification and homopolymerisation were 
omitted from the model.
3.5.2 Kinetic and Experimental Procedure
Two aromatic amines were studied in their reaction with PGE at 90°C (± 0.2°C), 
namely o- and m-phenylenediamine (OPD and MPD respectively). They were each 
used at varying concentrations all below 0.5M. In terms of preparation of reaction 
mixtures, sampling and quenching, the same kinetic procedure was observed for the 
diamine runs as for those involving mono-amines. The radio-HPLC analysis of the 
quenched samples did however prove more complex, both from the point of view of 
the number of species present and the varying molecular weights of the compounds. 
In order to achieve a satisfactory separation of the individual species a very "shallow" 
solvent gradient was required, similar to the one described for the mono-amines, but 
moving from the polar to non-polar medium over a much longer period of time 
(usually 45 mins to 1 hour). Fig.3.12 shows a HPLC chromatogram of three 
consecutive injections of quenched samples, taken in chronological order from the 
reaction of 1,2-phenylenediamine (0.23M) and PGE. The chromatogram shows the 
presence of four different adducts as well as the primary amine itself, at varying 
concentrations depending on the particular sample.
w u t
Experimental data from these reactions was- also treated in the same way (via peak 
integration and normalisation of the counts). The modelling of these systems was also 
slightly more difficult. The general approach was to attempt to model each individual 
species as they appeared in the reaction i.e. initially model the primary amine decay
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Fig.3.12 HPLC chromatogram showing the separation of primary amine and adducts in a 
PGE/o-phenylenediamine system
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(using ka and kx) and then the 1:1 concentration (k2) and so on. Once all five species 
had been looked at, a "fine tuning" of the rate constants was necessary in order to 
obtain the most accurate fit.
Clear characterisation of the different species in these reactions was only possible in 
the case of the 1:1 adducts. Table 3.8 shows the results of their micro-analyses 
(C,H,N). The low H and N values in the MPD adduct may be due to small traces of 
solvent. Of the higher adducts, most were not isolated in high enough purity to make 
micro-analysis possible i.e. the compounds regularly retained amounts of solvent 
which were extremely difficult to remove.
With positive identification of two of the species (primary amine and 1:1 adduct), the 
chromatograms of the reaction samples showed the chronological formation of only 
three further species, the final species reaching 95-98% of the initial amine 
concentration. The identities of these species were taken to be the 2:1, 3:1 and 4:1 
adducts respectively. Where possible some of these species were subjected to 
NMR analysis whereby ratios of peak areas could give further information about their 
identity i.e. the ratio of peak areas 6.0 - 6.8 ppm (protons adjacent to NRR’) to the 
remaining aryl shifts (7.0-7.5) would give a distinct value for each adduct (Table 3.9). 
For example, the last species on the chromatogram, for the reaction of MPD/PGE, was 
isolated and the NMR showed an aryl(NRR’)/aryl(other) ratio of 7.31; this would 
tend to indicate that the species was the 4:1 adduct. The ratios could be sligljjy high 
as a result of using CDC13 as a solvent, due to the small amount of CHC13 present 
contributing a signal at 7.26 ppm.
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Table 3.8
Microanalysis of 1:1 Adducts for Diamine-PGE Systems
m-Phenylenediamine C H N
Expected % 69.80 7.00 10.90
Found % 69.62 6.90 11.20
o-Phenylenediamine C H N
Expected % 69.80 7.00 10.90
Found % 71.30 6.57 10.41
Table 3.9
Ratio of peak area of aryl protons adjacent to NRR’ to other aryl protons for the m- 
phenylenedi amine
ADDUCT RATIO (NRR’)/OTHER
1:1 1 : 2.00
2:1 1 : 3.67
3:1 1 : 5.33
4:1 1 : 7.00
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3.5.3 Diam ine K inetic Results
Examples of the modelling of the two diamine-PGE systems using KINET42 can be 
seen in Fig.3.13. The rate constants used for each model appear in the usual place. 
It is again important to note the excellent standard of modelling over the entire 
reaction for both amines. In some cases the modelling towards the last 10-20% of the 
reaction was a little poorer, but this essentially only affected the value of kb to any 
great extent. One can also note from the reaction profile that the system reaches a 
state of almost pseudo first order reaction towards this period of the reaction. With 
the only reaction taking place at this stage being that of the 3:1 -» 4:1 adduct it is 
possible to gain an independent estimate of the value of kb. Consider the equation 
representing the decay of the 3:1 adduct,
- d[3i!l = K  [OH][3:l][PGE]
dt
where 3:1, OH and PGE represent the 3:1 adduct, the total OH content and remaining 
phenyl glycidyl ether respectively. If one assumes that the [OH] and [PGE] change 
only negligibly over this period of the reaction it is possible to arrive at the pseudo 
first order equation,
- d[3:ll = ^ ’[3:1] where kb' = kb [OH][PGE]
dt
Under first order conditions a plot of ln[3:l] versus time should yield a straight line 
of slope -kb\  The true third order rate constant kb can then be readily obtained by
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Fig.3.13a MODEL: l,2-Phenylenediamine(0.23M) in PGE(6.95M)
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Fig.3.13b MODEL: l,3-Phenylenediamine(0.24M) in PGE(7.11M)
Rate Constants Obtained From the Modelling of the Reaction of two Diamines with 
PGE using KINET42
Table 3.11
Rate Constants given at 90.0°C (± 0.2°C)
DIAMINE CONCENTRATION (M) RATE CONSTANTS
(M V )x  10'5
kx h K k3 k4
m-Phenylenediamine 0.43 7.88 5.45 1.27 4.30 1.53
0.25 7.78 5.56 1.39 4.17 1.53
0.24 8.11 5.72 1.40 3.89 1.42
o-Phenylenediamine 0.23 6.11 4.22 1.67 2.42 0.347
0.41 6.50 4.89 1.39 2.47 0.380
Table 3.12
Mean Values and Standard Deviations of Rate Constants in Table 3.11
DIAMINE RATE CONSTANTS (M'2s'x)x 10'5
*i ki K K K
m-Phenylenediamine 7.92
(±0.17)
5.58
(±0.14)
1.35
(±0.07)
4.12
(±0.21)
1.49
(±0.06)
o-Phenylenediamine 6.31
(±0.28)
4.56
(±0.47)
1.53
(±0.20)
2.45
(±0.04)
0.364
(±0.02)
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dividing -k f  by [OH] and [PGE] in turn. Fig.3.14 shows an example of such a plot 
for o-phenylenediamine (0.23M) in PGE at 90.0°C, starting at 22hrs.. The value of 
kb found from this plot is 3.02 x 10 6 M'2s '\  which is in good agreement with that 
found from the modelling.
A complete set of modelled results for both of the diamines can be seen in Table 3.11. 
As with the results for the mono-amines, it is gratifying to see the high level of 
consistency of the rate constants used for modelling data over a range of 
concentrations (the mean values of each parameter and their standard deviations can 
be seen in Table 3.12). The figures in brackets account for the statistical factors 
involved in the various reactions. For example in both diamines each -NH2 group is 
in an identical structural position, making both amino nitrogens equivalent. It is 
therefore possible that reaction could take place at either reactive site thereby 
increasing the probability of reaction by a factor of two.
In order to obtain the real rate constant for the reaction one should divide the 
observed value, klt by this factor. However in the case of the 1:1 adduct the observed 
rate constant, k2, is the true value, as only one reactive site is available. A similar 
argu^ment will of course apply to the 2:1 and 3:1 adducts, where the former contains 
two equivalent reactive centres and the latter only one.
Having taken the above aspects of the reaction into account the kinetic parameters 
themselves prove to be very interesting. Initially it should be noted that the modelling 
procedure used meant that it was possible to obtain independent values of the rate 
parameters for each consecutive addition of epoxide to the amine. When applied to
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other kinetic models, such as those used for DSC data [11], kx and k  ^ are thought to 
represent the simultaneous reaction of both primary and both secondary amino groups. 
Our results clearly show that each adduct p resses  a quite unique reactivity and shows 
less thorough models to be an oversimplification.
An aspect of the results which lends itself to comparison with the mono-amine 
systems are the k fk A and k jkb ratios, which compares the reactivity of both primary 
and secondary amino functions. For MPD these ratios are of the order of 2 and 4.5 
respectively and for OPD they are 2 and 5.5. The higher k^kb ratio compared to that 
of k-Jk2 for both diamines, is probably a result of the large steric factors affecting the 
reactivity of the 3:1 adduct (kb). When the diamine molecule has reacted to the extent 
where only the final secondary amino group is left to react, it has three large, 150 
dalton residues surrounding the reactive centre. This undoubtedly reduces the 
nucleophilic capability of the molecule, an effect which is more substantial with OPD 
rather then MPD, where the residues are positioned closer to the amino function.
In comparing the kx and k  ^values for both amines, it would appear that the addition 
of a PGE residue to the first primary amino group actually enhances the reactivity of 
the second. One would assume that this is caused by an inductive electronic effect 
whereby the unreacted amino function becomes more electron rich due to the PGE 
residue feeding electrons into the aromatic ring. The steric constraints of reaction at 
this stage are obviously out-weighed by these electronic effects. This tends to agree 
to some extent with the MO calculations (section 3.4.2), which in some cases found 
no electronic reason why the addition of a second epoxy residue to the amine should 
be any less favourable than the first, although that did deal with reaction at the same
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centre. As far as the value of X is concerned, this appears to be enhanced as a result 
of using diamines. Strictly speaking the statistical factor applied in this case should 
be two so as to account for the four amino hydrogens. When this factor is applied 
one arrives at the true value of X of about 5.0 x 10'6 M 'Y 1 for both diamines, which 
is greater by a factor of nearly 11.0 than the corresponding parameter for aniline.
A further interesting feature of these reactions, not connected to the kinetic side of the 
study, was the formation of an additional species, a good deal of time after the full 
extent of amine-epoxide additions was reached. It was customary with these systems 
to leave the reaction mixture thermo stated at 90°C for long periods after complete 
formation of the 4:1 adduct to check that the reaction had indeed ceased. However 
with the OPD/PGE systems, after standing for 96 hours after complete reaction (about 
36 hours), radio-HPLC analysis of a sample taken showed the formation of a higher 
molecular weight component. Attempted isolation of this material in any quantity and 
purity was unfortunately not possible, but the fact that it contained a radio-label would 
lead one to believe that it resulted from an etherification reaction. This would also 
account for the fact that the reaction was so sluggish at 90°C, that it becomes 
significant at temperatures >150°C.
The result of using modelling techniques to look at more complex systems, such as 
the diamine/PGE reactions, is that one is able to gain a great insight into the array of 
kinetic procedures involved. With information regarding each rate parameter being 
available, it would be possible to incoiporate such data in many aspects of cure 
technology e.g. designing cure cycles, estimating cross-linked density etc.. Of course 
this technique as it stands places a large emphasis on the acquisition of accurate
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experimental data, in terms of species concentrations. This in turn makes demands 
on the radio-HPLC analysis. With the molecular weight of some of these components 
reaching in excess of 680 (daltons) and with them having such a wide range of 
polarities, it could sometimes take up to 45-55 minutes to achieve a satisfactory 
separation of all adducts. It would therefore appear that the use of reversed-phase 
HPLC may be limited if one wanted to investigate higher degrees of polymerisation.
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4.1 IN TRO D U CTIO N
In the previous chapter it was shown how the kinetic modelling of amine-epoxide 
systems yielded consistent rate parameters over a range of relatively low initial amine 
concentrations (0.1 - 0.55M), for a series of primary and secondary aromatic mono- 
and diamines. It was also mentioned that a distinctly different type of behaviour was 
noted for those systems using higher initial amine concentrations (>0.75M) and it is 
this aspect that will be discussed in the present chapter.
Initially the general behaviour of these systems, in terms of kinetic modelling will be 
explained, highlighting of course the significant differences between these and the low 
initial amine systems. Subsequently it will be explained how, using the kinetic 
model, it was possible to obtain some quantitative data about the behaviour of the high 
initial amine systems, and how this related to additional physical features of these 
systems, which were not apparent when using low initial amine concentrations. Two 
of the most striking of these physical changes will be looked at in some detail, namely 
the sometimes large viscosity changes which occurred during the course of reaction 
and secondly the changes in solvent nature which also arise as a result of using more 
stoichiometric conditions. From the results of these investigations it will be proposed 
that these features are not the main factors responsible for the unusual kinetic 
behaviour and an alternative explanation presented. The latter takes into account the 
many H-bonded complexes that can occur in these bulk reactions and shows how their 
presence can dramatically affect the kinetics of reactions under these circumstances. 
Further supporting evidence is presented in the form of a study using Fourier 
Transform Infra-Red spectroscopy (FUR). In the light of this study it is then
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suggested that the model requires further refinement. Finally a new model is generated 
from which data from both the high and low initial amine systems is re-modelled and 
the results of this are also examined.
4.2 GENERAL BEHAVIOUR AND MODELLING OF SYSTEMS USING HIGH 
INITIAL AMINE CONCENTRATIONS
4.2.1 Incorrect Modelling
The modelling procedure applied to the systems involving the high amine 
concentrations was initially the same as that adopted for the previous systems i.e. one 
attempted to model the entire set of experimental data by adjusting the various rate 
parameters. As before both of the rate constants ka and k3 were calculated 
independently of the model and used directly in the modelling routine (usually with 
a correction of ± 10%), with the remaining rate constants being elucidated by 
modelling the experimental data.
Immediately it was apparent that these systems did not lend themselves to the kind of 
analysis possible with those reactions involving lower concentrations of amine. When 
fitting the data predicted by the model to the experimental data there was a marked 
difference in the quality of fit, and unlike the previous set of reactions it was very 
difficult to judge the correct approach to adopt. Whereas before the entire set of data 
was modelled with a great degree of accuracy over the entire reaction, using a single 
set of rate parameters, Figs. 4.1 to 4.4 show that this was not possible when 
modelling the systems with a high initial amine content. It turns out that it is only
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Fig.4.1 BEST FIT MODEL: Aniline(0.98M) in PGE(6.72M)
AIt/ctr1/Minus(CAPTURE) 
L to  l i s t  resu lts  
N fo r  neu k 's  
D fo r  neu data 
R to  leave program
k l  = .092 M -2hr-i ( 2.555E-05 M -2s -l) 
k2 = .048 ( 1.333E-05 ) 
kn = .0033 ( 9.1E-07 ) 
k3 = .041 ( 1 .138E-85 ) 
k4 = .021 ( 5.83E-06 )
"hrs
Fig.4.2 BEST FIT MODEL: AniIine(2.01M) in PGE(6.03M)
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Fig.4.4 BEST FIT MODEL: Aniline(3.76M) in PGE(4.86M)
possible to gain a model of best fit in these cases when only using a single set of rate 
parameters (kx, and k4). Although the examples shown involve only aniline and 2,4- 
dimethylaniline, two of the same anilines which were modelled at lower concentration 
earlier, the effect was demonstrated to be general in each case. From these figures it 
is clear that the standard of modelling has been dramatically reduced and the resultant 
rate parameters appear to be rather less precise over this concentration range. Tables
4.1 and 4.2 show the values of kx and k2 from the best fit modelled data for two of the 
aromatic amines studied.
With kx and k2 representing "real" kinetic rate constants, one would of course expect 
their value to hold across the whole range of reactant concentrations. However Tables
4.1 and 4.2 show how the value of both rate parameters increases steadily with 
increasing initial concentration of amine, eventually reaching about 2 to 2.5 times the
value found from the previous systems involving the low amine concentrations.
ha_\Ae/
Increases in rate constant with increasing amine concentration has also been observed 
by other workers dealing with industrial type systems [1],
Since the accuracy of the model in this study has already been demonstrated for 
reactions using low initial amine concentrations, it would seem unlikely that the errors 
in modelling here, lie in the set of rate equations used in the model itself. A more 
likely explanation may be in the procedure employed to model these systems. Figs.
4.1 to 4.4 show a similar pattern in that the model’s prediction appears to average out 
the errors in fitting across the extent of reaction so that the overall best fit to the 
experimental data can be achieved. Hence the model consistently predicts the reaction 
to be faster in its initial stages and slower in the latter with respect to the
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experimental points. It was therefore proposed that this method of modelling is 
inherently false, in that the model was merely being used as a curve fitting routine, 
and the output from it clearly had little physical meaning in terms of the kinetic 
behaviour of the system.
Table 4.1
Rate parameters for best fit models using high concentrations of aniline
[aniline] (M) kx xlO5/ 
(M 'V1)
ifcj xlO5/ 
(M 'V1)
0.98 2.22 0.89
1.50 2.39 1.06
2.01 2.56 1.33
3.04 3.33 1.72
3.44 3.50 1.75
3.76 3.39 1.58
Table 4.2
Rate parameters for best fit models using high concentrations of 2,4-dimethylaniline
[2,4-dimethyl 
aniline] (M)
Jfej xlO5/ 
(MV*1)
k2 xlO5/ 
(M 'V1)
1.18 2.00 0.75
1.90 2.25 1.21
2.98 2.47 1.53
3.93 2.64 1.22
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4.22  Acceleration Effects
The dangers of incorrect modelling having become evident, we decided to adopt a 
different approach to modelling the high amine concentration systems. Initially each 
set of data using initial concentrations of amine >0.75M was modelled using the same 
set of rate constants which accurately modelled the experimental data for reactions at 
the lower amine concentrations (Tables 3.4/3.5), and the rate constants were not 
varied. The results of such modelling proved to be a great deal more interesting in 
terms of showing a possible common link between all systems over the whole range 
of concentrations.
The effects of modelling under these conditions can be seen in Figs. 4.5 to 4.10 for 
a complete range of aniline/PGE concentrations. It can be seen that the rate constants 
used to model the reactions using the lower amine concentrations also appear to model 
each of the reactions using larger concentrations of amine but only for a fraction of 
their full extent of reaction. One should note that the nature of the breakdown in the 
modelling is the same in each case, such that at the point the modelled data leaves the 
experimental data, the experimental results appear to go on and show an enhanced rate 
of reaction compared to that predicted by the model. As well as occurring for each 
system (1.0M - 3.80M amine) this behaviour was also noted for the entire set of 
aromatic amines used at this concentration range. Figs. 4.11-4.14 show further 
examples for o-toluidine, 2-ethylaniline and 2,4-dimethyl aniline. Furthermore Table
4.3 shows for each aniline/PGE system, the point at which the modelling breakdown 
occurs in terms of the total theoretical epoxide consumption of each reaction. The 
Table (excepting the 0.98M case) indicates that the onset of the breakdown appears
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Fig.4.5 EARLY FIT MODEL: Aniline(0.98M) in PGE(6.72M)
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Fig.4.6 E A R LY  FIT M ODEL: Aniline(1.50M) in PGE(6.33M)
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A lt /C tr l /M  inus (CAPTURE) k l  = 
L to  l i s t  resu lts  k2 =
N fo r  neu k’ s kn =
D fo r  neu data k3 =
Q to  leave program k4 =
_0_________________________ "hrs"
.0626 h -2 h r-l ( 1.738E-05 M-Zs-1) 
.023 ( 6.38E-06 )
.00366 ( 1.01E-06 )
.048 ( 1.333E-05 )
.0237 ( 6.58E-06 )
Fig.4.7 EARLY FIT MODEL: Aniline(2.01M) in PGE(6.03M)
Alt/Ctrl/Minus(CAPTURE) k l  =
L to  l i s t  resu lts  k2 =
K fo r  neu k 's  kn =
D fo r  neu data k3 =
Q to  leave program k4 =
?■_
.0626 H -2 h r-l ( 1.738E-05 M -2 s -l) 
.623 ( 6.38E-06 )
.00366 ( 1.B1E-06 )
.048 ( 1.333E-05 )
.0237 ( 6.58E-06 )
Tirs
Fig.4.8 E A R LY  FIT MODEL: Aniline(3.04M) in PGE(5.34M)
0 Tirs
Alt/Ctrl/Minus(CAPTURE) k l = .0626 M -2hr-l ( 1.738E-05 M -2s -i)
L to  l i s t  resu lts k2 = .023 ( 6.38E-06 )
N fo r  new k’ s kn = .00366 ( 1.01E-86 )
D fo r  new data k3 = .048 ( 1.333E-05 )
Q to  leave program k4 = .0237 ( 6.58E-86 )
Fig.4.9 EARLY FIT MODEL: Aniline(3.44M) in PGE(5.07M)
Alt/Ctrl/Minus(CAPTURE) k i  = .0626 M -2hr-l ( 1.738E-05 M -2s -i) 
L to  l i s t  resu lts  k2 = .023 ( 6.38E-06 )
N fo r  new k 's  kn = .00366 ( 1.01E-B6 )
D fo r  new data k3 = .048 ( 1.333E-05 )
Q to  leave program k4 = .0237 ( 6.58E-06 )
? i _______________________________________________________
Fig.4.10 E A R LY  FIT  MODEL: Aniline(3.76M) in PGE(4.86M)
Alt/Ctrl/Oinus(CAPTURE) k l = .023 H -2 h r-l ( 6.38E-06 h -2 s -l)
L to  l i s t  resu lts k2 - .009 ( .0000025 )
N fo r new k 's kn = .003 ( B.3E-07 )
D fo r new data k3 = .054 ( .000815 )
Q to  leave program k4 = .036 ( .00001 )
? I____________________________________________________________
Fig.4.11 EARLY FIT MODEL: 2-ethylaniline(2.99M) in PGE(5.51M)
A lt /C t r 1 /0 inus(CAPTURE) k l = .027 rt-2 h r-l ( .0000075 M -2s -i)
L to  l i s t  resu lts k2 s .01 ( 2.77E-06 )
N fo r new k 's kn = .0022 ( 6 . IE-07 )
D fo r new data k3 = .06 ( 2.222E-05 )
Q to  leave program k4 = .046 ( 1.277E-05 )
? I ___________________________________________________________
Fig.4.12 E A R LY  FIT  MODEL: o-Toluidine(3.78M) in PGE(4.89M)
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? 1
Alt/Ctr1/Minus(CAPTURE) k l
L to  l i s t  resu lts  k2
N fo r neu k ’ s kn
D fo r neu data k3
Q to  leave program k4
.055 M -2hr-l ( 1.527E-05 M -2s -l) 
.02 ( S.55E-06 )
.0061 ( 1.69E-06 )
.137 ( 3.8G5E-05 )
.068 ( 1.88BE-05 )
Fig.4.13 EARLY FIT MODEL: 2,4-Dimethylaniline(1.90M) in PGE(5.92M)
A lt/C tr1 /M  inus(CAPTURE) k l  
L to  l i s t  resu lts  k2
N fo r neu k*s kn
D fo r neu data k3
Q to  leave program k4
.055 M -2hr-l ( 1.527E-05 M -2s -l) 
.02 ( 5.55E-06 )
.0061 ( 1.69E-06 )
.138 ( 3.833E-05 )
.068 ( 1.888E-05 )
Fig.4.14 EA R LY  FIT MODEL: 2,4-Dimethylaniline(3.93M) in PGE(4.60M)
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to be dependent upon the original stoichiometries of the reaction mixture.
Table 4.3
INITIAL [AMINE] % THEORETICAL EPOXIDE CONSUMPTION
M AT MODELLING BREAKDOWN
0.98 6.1
1.50 21.0
2.01 18.0
3.04 10.3
3.44 9.5
3.76 12.4
These results are clearly of more physical significance than those obtained via the best 
fit (incorrect) modelling. They show that the model (KINET31) is accurate in the 
initial stages of reactions using higher initial amine concentrations. However the 
model appears to lose this accuracy as the reaction proceeds, the result of which 
suggests an apparently enhanced rate of reaction with respect to the model’s 
prediction. The fact that the model fails in the same way each time would also 
suggest that the error is systematic, arising as a result of the same feature in each 
"accelerated" reaction. The accelerating feature would also appear to be sensitive to 
the conditions produced in the reaction mixture, accounting for the fact that the 
acceleration is so much more prominent in the >3.0M cases than those using excess 
epoxide.
It is suggested that the acceleration effect is not a fault of the kinetic side of the 
model, its accuracy has already been demonstrated in earlier stages of the study.
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These errors in modelling are probably best explained in terms of some additional 
physical feature of the cure which enhances the system’s reactivity, and which is 
clearly not accounted for by the model as it stands. With this in mind it was decided 
to try and link the changing physical nature of these systems to the acceleration in the 
experimental data.
4.2.3 Acceleration in Rate Data
In order to investigate the acceleration effect in a more quantitative fashion a method 
was devised whereby the magnitude of the acceleration could be found at each stage 
of reaction. The method initially involved modelling an accelerated reaction over its 
entire length using the rate constants found from the low amine concentration data. 
One would then identify in terms of experimental data points the position at which the 
modelling broke down and from that point onwards each individual data point was 
modelled in turn via the introduction of an "acceleration factor". This acceleration 
factor can be expressed in terms of an "R value".
The R value merely implies the factor by which the rate expression, using the original 
rate parameters and appropriate standing concentrations of each species, must be 
multiplied in order to model an accelerated data point. Hence,
Enhanced rate =-d[PA ]’/dt = R (£,[PA][OH][EP] + ......... )
To show the technique in operation one could consider the situation shown in Fig. 
4.15a where the decay of the primary amine is shown in terms of experimental data
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Fig.4.15(a) and (b) Showing how accelerated data can be modelled 
in order to elucidate the acceleration factor R
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and the model prediction using the established rate constants. The usual acceleration 
pattern is seen, whereby the experimental data is modelled from A to B before the 
modelling begins to break down. From then on all the modelled points are removed 
from the experimental data file and a new file is produced where point B is the pseudo 
initial concentration of amine (at time, t ’). The model then automatically calculates 
the standing concentrations of each species at this point and on that basis the next 
experimental point (point C) is modelled using an R value >1.0 (Fig. 4.15b). When 
point C has been successfully modelled a further data file is produced where point C 
is taken as the new pseudo initial concentration of amine, and point D is modelled. 
This process continues until all the remaining accelerated data points have been 
modelled.
Some problems however can be incurred with this technique. For example when 
modelling the acceleration in data for the primary amine concentration after it reaches 
about 20% of its original value, one finds that the relative concentration of amine is 
so low that a small range of "R" values are able to model the next point. Hence when 
the decay of primary amine reaches this stage, either the concentration of the 1:1 or 
2:1 adducts is modelled using the appropriate R value. [The R value implies that each 
term in the rate expression is multiplied by the same factor, however it was noted that 
in modelling the accelerated data the model was very insensitive to the accelerated 
values of the k3, k4 and kD terms. Hence although they were multiplied by the R factor 
the modelling was mainly governed by changes in the kx and k2 terms]. The results 
gained from such a treatment of a reaction can be seen in Table 4.4. The models used 
to obtain the first R values (for aniline 1.50M) are displayed in Figs. 4.16 and 4.17. 
Here the initial value of kx is 1.75 x 10'6 M 'V 1 and this appears to adequately model
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? I
Alt/CtrI/Minus(CAPTURE) k l = 
L to  l i s t  r e s u lts  k2 =
N for new k ’s  kn =
D for new data k3 =
Q to  leave program k4 =
.062 U -2hr-l ( 1.722E-05 « - 2 s - l )  
.0276 ( 7.66E-06 )
.0031 ( 8.6E-07 )
.041 ( 1 . 13BE-05 )
.02 ( 5.55E-06 )
____________________ 4 1irs~
Fig.4.16 Modelling of early data points using aniline(1.50M) in PGE(6.33M)
2-27 ZL ”hrs~
Alt/Ctr1/ffinus(CAPTURE) 
L to  l i s t  r e s u lts  
N for new k ’s  
D for new data 
Q to  leave program
k l = .07548 H -2hr-l ( 2.096E-05 M -2s-l) 
k2 = .028815 ( .000008 ) 
kn = 3.80358E-03 ( 1.05E-06 ) 
k3 = .0495618 ( 1.376E-05 ) 
k4 = .0242046 ( 6.72E-06 )
Fig.4.17 Modelling of the first accelerated data points in the 
aniline(1.50M)/PGE(6.33M) reaction
the first six data points (up to point E). After this time an R factor needs to be 
applied to the rate expression, such that kx between E and F is 2.1 x 10'6 M 'V 1. One 
can note that the most convenient way to obtain the R value is by manipulating the 
various rate parameters such that:
Established kx = X  M 'V 1
Enhanced kx required to model accelerated point = Y M 'V 1 
Hence R = Y[X
Table 4.4
R values for the reaction of aniline (1.50M)/PGE
TIME (HRS.) R VALUE
0.00 1.00
2.55 1.20
3.04 1.28
3.48 1.63
4.36 1.72
4.81 1.62
5.34 1.79
5.87 1.88
6.30 1.80
6.72 1.75
7.60 2.07
8.87 2.30
When obtaining the above data it is clearly not accurate to assume that the R value 
that models the points A to B i.e. 1.0 (Fig.4.15) then jumps "quantum" like by a 
certain factor in order to model point C. The acceleration effect is undoubtedly a 
gradual process, so that the R value that models data between two points is probably 
only an average of the set of R values operating over that time period i.e. if the R
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value is 1.0 between points A and B and then 1.2 between B and C, it is more likely 
that the R values at the actual points B and C are something like 1.00 and 1.40 
respectively, implying that the value of 1.2 describes only the average behaviour 
between B and C. As it is not possible to arrive at the exact values of R at each 
experimental point it is sufficient to assume that the average R value is operational at 
the mid-point of the time interval between points. Provided that the increments 
between data points are small in terms of % reaction (< 8-10%) the errors in this 
assumption will only be minimal.
Clearly the above method of deducing the "acceleration" effects quantitatively puts a 
high degree of emphasis on having accurate experimental data. In Chapter 2 the 
separation of the components present in these systems by HPLC was discussed and 
it was shown that each species concentration was accurate to ± 1-4%. The data 
obtained from modelling the accelerated reactions, such as that in Table 4.4 can be 
fitted via a least squares routine [2] to an appropriate polynomial equation, usually in 
the form of a quadratic or cubic function. This then can be applied to each 
accelerated reaction of interest producing functions of R value versus time to 
describe each system.
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4.3 PHYSICAL FEATURES OF MODEL REACTIONS USING HIGH INITIAL 
AMINE CONCENTRATIONS
It has already been suggested in Section 4.2 that the reason behind the acceleration of 
these reactions is an additional physical feature which is:
{1} Concentration dependent in its magnitude 
{2} Concentration dependent in its onset
{3} Absent or negligible in systems using low initial amine concentrations
As a result two physical aspects of the reaction were initially investigated: (a) 
viscosity and (b) solvent nature. Both of these features can alter dramatically as the 
cure reaction proceeds and both fit the above criteria. Furthermore it is well known 
that they can influence the rates of chemical reactions.
4.3.1 Viscosity Effects
The changing viscosity of curing epoxy systems is one of the major features of the 
process and is important not only from the kinetic viewpoint but also from the 
processing side of composite manufacture. Kinetically, changes in viscosity have been 
used rather extensively to follow cure processes with several predictive models being 
published [3,4]. A majority of this work however describes systems which by the 
nature of the reactants and thermal conditions used, are allowed to vitrify and hence 
reach various stages of cross-linking i.e. DDS/TGDDM. Under such conditions, 
considerations of the viscosity of the reaction mixture in relation to kinetic parameters
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is in the sphere of diffusion control. After vitrification and in the latter stages of cure, 
the reactions taking place in these systems are controlled by the rate of diffusion of 
the reactants through the mixture rather than by any kinetic process. However in 
relation to the current study i,e. using model systems, there is little appreciation of the 
viscosity changes which occur during the reaction and how they can affect the overall 
kinetics. Arutyunyan et al. [5] however measured the relative viscosity versus time 
for the reaction of PGE with excess aniline and showed that the increase is of the 
order of 13-15 fold. Viscosity changes of this magnitude are clearly not able to bring 
about diffusion control but their effect on the reaction rate parameters has not been 
the subject of detailed investigation.
Generally for reactions taking place in relatively low viscosity environments, such as 
in solvents, diffusion control is only considered in systems where the kinetic rate 
constants are of the order of 108 - 109 s'1 [6]. The rate constants involved in the 
model amine-epoxide reactions however are a great deal smaller (approx. 10'6 M 'V 1). 
Indeed far from seeing a negative effect on the reaction rate, this study consistently 
shows a rate enhancement and hence an explanation of how it may be possible for 
small increases in viscosity to actually increase the rate of reaction must be sought.
Alexsandrov et al. [7] have shown in a theoretical study how the reaction rate constant 
of an elementary chemical process (in the kinetic region) can depend on the viscosity 
of the reaction medium. Their study dismisses the Transition State Theory (TST) of 
absolute rates of chemical reactions where:
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k = (T/ A) K . exp(-E/T)
with T, h and E referring to temperature, Plancks constant and the activation energy 
respectively. K is the so-called transmission factor, and the rate constant k is 
apparently independent of viscosity. Instead they adopt the current cage theory of 
chemical reactions in solution which pictures the reaction of A and B into products 
C and D in the following steps:
1 2 
A + B --------- *~[A + B]  ► [ AB*]
C + D
The steps 1 to 4 are designated as
(7) Formation of an elementary reaction cage
(2) Formation of the activated complex (also in TST)
(3) Transformation into products
(4) Breakdown of the reaction cage and release of products into the bulk solvent.
They explain how the overall rate constant k depends on the rates of diffusion of the 
reactants towards each other (kD), the transformation of the reactants within the cage 
(W) and the premature breakdown of the cage with escape of the reactants A and B 
(X), so that
k = [W/(W + X)].kD
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The overall rate constant can therefore be summed in the form of the diffusion (kD) 
and kinetic resistances (£kin),
k'1 = kD'1 + k ^ 1
where k ^  = (k^PQ.W; hence the reverse of the rate constant is the sum of the two 
terms, one dependent and one independent of the viscosity of the system. Therefore 
for a reaction carried out in an inert solvent, changing to a more viscous medium 
would clearly hinder the approach of the reactants into the solvent cage, causing kD 
to drop and hence reducing the overall rate constant.
However if one considers the above relationships in the context of a reaction carried 
out in bulk (i.e. using no additional solvent), such as in the amine-epoxide systems, 
the kD term present in the various expressions appears to be somewhat redundant. In 
bulk reactions the reactants would surely be in constant contact with each other, with 
the solvent "cage" merely consisting of more of the reactants themselves. As a result 
it may be possible that formation of the ternary transition state is not governed by 
diffusion of the reactants through the solvent component, thereby severely reducing 
the diffusion effects of the reaction and the importance of kD. As far as the X  term 
of the equations is concerned i.e. that due to non-productive cage breakdown, an 
increase in viscosity will have the effect of sustaining the reaction cage, which can 
then hold the reactants more tightly, resulting in an enhanced reaction rate.
If one takes into account the combined effects of kD and X  in a bulk reaction it can 
be seen that with kD in effect becoming infinite, and X  becoming reduced as a result
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of increasing viscosity, it is indeed possible for there to be a positive overall effect on 
the reaction rate constant (and hence the reaction rate). This theoretical treatment 
could then be tested via a series of experiments which were capable of showing 
empirical relationships involving k (or the R factor) and the viscosity of systems.
4.3.1.1 Experimental Procedure
Reaction mixtures of various amines and phenyl glycidyl ether were thoroughly mixed 
and made up to the mark in volumetric flasks (20ml.). Aliquots (16ml.) of the 
mixture were loaded into a cylindrical stainless steel chamber designed for use with 
the Brookfield Digital Viscometer (RTVD Model), which had been previously 
calibrated and fitted with a spindle (SC4-21) used for measuring low viscosity media 
(1 - 10000 cps). The chamber was then immersed in a thermostatbd oil bath at 90°C 
(± 0.2°C) and the viscometer switched on. The reading from the viscometer was 
monitored via a chart recorder thereby providing an output of viscosity versus time.
4.3.1.2 Results and Discussion
Figures 4.18 and 4.19 show plots of viscosity versus time for a range of amine- 
epoxide concentrations for two of the aromatic amines studied (aniline and 2,4- 
dimethyl aniline). Each of the plots shows the same basic trends in that the viscosity 
increases experienced get progressively more pronounced and have a shorter onset 
time as the initial amine concentration increases. As the system reaches the stage 
where [amine]0 = 2[epoxide]0 (approximately 2.5M amine) the viscosity versus time 
curves become more asymptotic (maximum viscosity 20-30 cps) until with the amine
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in excess the behaviour starts to show the reverse trend.
In order to deduce whether these viscosity changes have a uniform effect on all 
systems a plot of the R value versus viscosity was produced for the complete range 
of aniline/PGE concentrations (Fig. 4.20). At first sight the plot appears to show a 
reasonably sound correlation between the acceleration of the rate constant and the 
viscosity of the system, but there are some other features of the plot which must be 
noted. It would appear that these relatively small rises in viscosity do appear to be 
accompanied by an increase in the rate parameters and that the same general trend 
takes place in each system. The area of greatest acceleration is in the range 2.0 - 3.0 
cps with all subsequent increases being at a much smaller gradient.
Systems such as those with 1.0-2.0M amine do not show a large increase in viscosity 
even over the entire course of reaction. As a result data in these cases can only be 
plotted over a small viscosity range. Fig 4.21 concentrates on this low viscosity 
region of the original plot and shows the relationship between R and viscosity to be 
less convincing. The plot is able to highlight the fact that a sizeable span of R values 
can occur at any particular viscosity. For example at 2.0 cps, the R value can range 
from 1.10 to 2.12, the lower end of this range being due to those systems using the 
lower initial amine concentrations. There are quite large behaviourial differences 
between the systems containing aniline at 1.0-2.0M and those containing aniline in 
excess, and this would indicate that viscosity changes do not cause a consistent kinetic 
effect in each system. For this reason we must say that there is no definite correlation 
between the accelerated kinetics and the rising viscosity observed in these systems, 
and hence no clear case for assuming the cure kinetics are appreciably affected by the
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observed viscosity changes. Also in the light of Alexandrov’s cage model, and 
neglecting any diffusion effects (kD), it would appear that the value of the overall rate 
constant k  would be proportional to viscosity (X = 1/p). This too does not seem to 
be the case in any of the accelerated systems. There are conditions, especially in the 
systems containing lower amine concentrations, where the R  value increases without 
any change in the viscosity.
4.3.2 Solvent Effects
4.3.2.1 Background
The effects of viscosity change on the kinetics of model cure reactions having been 
largely discounted, it was decided to consider how the changing solvent nature of the 
reaction could affect the reaction kinetics. Strictly speaking there is no solvent when 
a reaction is carried out in bulk, but to all intents and purposes the solvent in this case 
is the reaction mixture itself. In a reaction using up to 0.5M amine the vast excess 
of the epoxide acts essentially as the solvent, and as only a small fraction of the 
epoxide is consumed during reaction, the nature of the solvent will also remain largely 
unaltered. Hence in reactions of this type one would expect no change in the kinetic 
parameters across the whole reaction and indeed this is what is observed (Chapter 3). 
However when one considers those reactions using higher initial amine concentrations 
(1.0-4.0M) the same argument cannot be applied. Here the solvent composition will 
change quite appreciably as the reaction proceeds. From starting with a solvent 
consisting of a mixture of epoxide and amine, reaction will take place until towards 
the end of the process the original reactants would have been consumed and the major
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component remaining would be the adducts, with a more hydroxyl type character. 
This gradual change in solvent throughout these reactions could be responsible for the 
acceleration effect on the kinetic parameters.
The effect of solvent on reaction rate has been thoroughly researched in the literature, 
with many specific examples being demonstrated. Some of the earliest work in the 
area was performed by Menshutkin [8] on the reaction of triethylamine and methyl 
iodide in various pure solvents. He demonstrated that by carrying out the reaction in 
acetophenone rather than hexane, the rate constant increased by a factor of 719. Most 
of the research in this area up to 1950 was carried out using pure solvents until the 
work of Winstein and Grunwald [9,10] who studied the solvolysis of alkyl halides in 
aqueous alcohol media. Many attempts have been made to link a specific solvent 
parameter to a series of observed rate parameters, but no one parameter appears to 
operate for a range of solvents and reaction types.
The problem was then investigated from a different angle by the coworkers Kamlet 
and Taft with the use of Multiple Linear Regression Analysis (MLRA) [11-13]. With 
this technique one tries to relate the macroscopic properties of the solvent to the 
microscopic aspects of the reaction (e.g. transition state, dipoles and breaking of 
bonds). One arrives at a general expression of the form:
log k  (or OG) = aA + bB  + cC + dD +....
where AJB,C and D  relate to some solvent property and a,b,c and d are appropriate 
coefficients. The solvent properties considered include hydrogen bond acidity and
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basicity and cohesive energy density (ease of void formation in solvent to house the 
transition state). Each solvent can then be classified by attributing certain values to 
them regarding each of the solvent parameters. For example, the term for hydrogen 
bond acidity (a) has a value of 0.93 for methanol but only 0.08 for acetone, because 
methanol is the much better Bronsted acid. In order to investigate the solvent effects 
on a particular reaction, it must be carried out in a number of different solvents so that 
after a regression analysis the most significant solvent parameters are highlighted i.e. 
the analysis may show that a reaction is much more dependent upon solvent acidity 
than basicity.
In terms of the present study we were initially more interested in a more qualitative 
approach. We would clearly like to see whether by keeping the solvent constant one 
could keep the modelling consistent over a range of amine/epoxide concentrations, or 
whether we would still see the acceleration at greater amine concentrations. In order 
to carry out such an investigation a series of aniline/PGE reactions were carried out 
in dimethyl sulphoxide (DMSO) and 1,4-dioxan at 70°C.
4.3.2.2 Experimental Procedure
The kinetic procedure used for this study resembled that given in section 1.9.3. Once 
again the appropriate mixture of labelled and unlabelled aniline was loaded into a 5ml. 
volumetric flask together with a known weight of epoxide. The mixture was then 
dissolved and made up to the mark in an appropriate solvent before being immersed 
in a constant temperature bath at 70°C (± 0.1°C). Treatment of the samples taken 
from the reaction mixture was in the usual fashion, as were any numerical treatments
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and modelling. (A run under bulk conditions i.e. using no solvent, was also performed 
at 70°C by way of a control experiment).
4.3.2.3 Results and Discussion
The results obtained from the modelling of the data from the above experiments were 
most informative. It was once again found that by using low initial amine 
concentrations with any amount of epoxide in either solvent, it was possible to model 
a complete reaction with a single set of parameters. However by increasing the amine 
concentration (>1.0M in any amount of epoxide) in either solvent, an apparent 
acceleration of the experimental data away from that predicted by the model was again 
observed. Fig. 4.22 shows the modelled data for 0.83M aniline/2.71M PGE in 1,4- 
dioxan. The modelling in this case is excellent up to about 75-80% reaction with a 
single set of parameters. However Fig. 4.23 shows the early stages of a similar 
reaction using 1.49M aniline/2.19M PGE. It is immediately clear that the model 
breaks down when the parameters from Fig. 4.22 are used. The same behaviour was 
noted for the higher concentrations of aniline in DMSO, even when using much lower 
epoxide concentrations (around 1.0M).
It is clear therefore that even when the solvent is kept constant, but the amine 
concentration increased the model is unable to adequately describe the course of the 
reaction. Unfortunately time did not permit a more quantitative study of these results 
(as was the case for the bulk reactions) but we can conclude that it is probably not as 
a result of changing solvent composition that these reactions are seen to undergo a
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Fig.4.22 MODEL: Aniline(0.83M)/PGE(2.71M) in 1,4-dioxan at 70°C
AIt/Ctr i/M i nus(CAPTURE) kl = .0867 H-2hr-l ( 1.B6E-06 H-2s-l)
L to list results k2 = .00325 ( .0000009 )
N for new k's kn = .00032 ( 8E-08 )
D for new data k3 = .0057 ( 1.58E-06 )
Q to leave program k4 = .002 ( 5.5E-07 )
? I____________________________________________________________
Fig.4.23 EARLY FIT MODEL: Aniline(1.49M)/PGE(2.19M) in 1,4-dioxan at 70°C
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significant acceleration. One can also conclude, as a result of this study, that the 
acceleration is solely dependent upon the concentrations of amine and epoxide. Both 
in bulk reactions and those in solvent it is only as a consequence of using higher 
amine contents that the acceleration is most prominent. Of course higher amine 
content naturally leads to greater product concentration (in excess epoxide) and it is 
perhaps this fact which could give some further indication of the source of enhanced 
reaction.
Table 4.5 shows the rate parameters assessed from the modelling of the bulk reaction 
of aniline (0.30M)/PGE, together with those in solvent using lower amine 
concentrations (taken from Figs. 4.22 and 4.23). The Table highlights the fact that the 
rate parameters are all reduced with respect to the bulk reaction when using 1,4-dioxan 
and DMSO as solvents. It has already been observed that the rate parameters for the 
cure reaction are lowered in hydrogen bond acceptor solvents due to the hydroxyl 
groups on the adducts binding to the solvent and hence reducing their effectiveness 
as catalysts. However this would not strictly affect the rate constants, merely the 
available concentration of the hydroxyl groups, hence the effect on the rate constants 
is only an apparent one.
One should also be surprised, in light of previous results, by the standard of modelling 
seen in Fig. 4.22. Here the concentration of aniline is higher than in most bulk 
reactions where one would expect to completely model the reaction. The 1,4-dioxan 
would appear to be able to bond to the hydroxyl groups of the adducts, reducing their 
effective concentration, but this also appears to make the modelling more consistent 
over the course of the reaction. This now gives a further indication as to the source
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of the acceleration in other systems, in that it may hinge on the available concentration 
of hydroxyl moieties. If this concentration is in some way reduced i.e. due to low 
initial amine content or the use of hydrogen bond acceptor solvents, then the 
acceleration is somehow curtailed.
Table 4.5
Modelled data from solvent reactions (at 70°C)
Reaction Solvent k x k2 kn 
(M V ) xlO7
k3 k4
Aniline (0.30M)/PGE (7.05M) Bulk 56.0 20.0 2.0 66.0 33.0
Aniline (0.83M)/PGE (2.71M) 1,4-Dioxan 21.4 9.44 1.11 6.67 3.33
Aniline (0.34M)/PGE (2.44M) DMSO 27.7 7.2 5.5 6.11 1.38
4.3.3 Hydrogen Bonding in Amine-Epoxide Cure
Having investigated two of the major physical changes which occur during an amine- 
epoxide cure reaction, and shown that they are probably not sufficient to explain the 
apparent rate acceleration that occurs in these systems, it was important to look at 
perhaps a less obvious physical phenomenon which is also thought to influence the 
course of reaction. An area often ignored in the discussion of amine-epoxide cure, is 
the formation of H-bonds between the many different species present in the reaction 
mixture. These H-bonded complexes are thought to have an influence upon many 
aspects of the cure process, not least of all the kinetics.
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Since the work of Harrod [14] and Noskov et al. [15] the formation of H-bonded 
complexes, even at elevated temperatures, can be regarded as proven. Rozenberg [16] 
points out that the number of these complexes that can form is potentially vast. If one 
takes into account all the various functionalities present, even in a model system, one 
could consider the following series of equilibria:
H + H. +— ------t U
E + ----- EH„
A, +
ILaX -^ A ,H n
A, + Aj ^ J*
<11
where H is the free hydroxyl; Hn are the autocomplexes (self-associated) hydroxyl 
groups; Ai+i are autocomplexes of the amine groups and E is the epoxy group; i = 1, 
2, 3; n = 1, 2, 3; j = 1, 2. The above equilibria can then be added to the other possible 
donor-acceptor intermediates (i.e. the etherial oxygen of PGE bonding to H-bond 
donors). This scheme makes no mention of H-bond donor impurities or additives 
present at the start of the reaction.
Clearly a thorough investigation of all these interactions would be a mammoth task, 
requiring detailed spectroscopic studies. Some workers, mainly Russian, have 
however attempted to quantify some of the effects in terms of equilibria and 
thermodynamics. Studies using model alcohols, to represent the hydroxyl containing 
adducts, in conjunction with various amines and epoxides have attempted to estimate 
the various physical parameters for each interaction. Rozenberg [17] used 
cyclohexanol along with N-ethyl substituted anilines to calculate a  H and K^ q for the
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various amino/alcohol interactions. In the same paper Rozenberg highlights the work 
of other workers, using cyclohexanol and iso-propanol as models, which agree with 
his previous data, and show that the strongest interactions appeared to be those of -OH 
self-association (*H = 27.2 kJ mol'1). Table 4.6 shows a set of thermodynamic 
H-bonding data for a range of model compounds.
Table 4.6
System Type of Hydrogen Equilibrium Constant *H
Bond at 298K (M'1) (kJ mol'1)
Isopropanol-
isopropanol OH...OH
Isopropanol-PGE OH. .0(oxirane/ether)
Isopropanol-anisole OH..O(ether)
OH..O(oxirane)
Isopropanol-N,N-diethyl
aniline
N-methylaniline-
N-methylaniline
OH...N
NH...NH
N-methylaniline-anisole NH... O(ether)
2.45
1.08
0.33
0.75
0.38
0.45
0.36
17.21
9.6
12.5
9.2
7.5
7.5
In light of the data shown above, it is remarkable that with all these factors 
overlooked, some of the reported experimental results show such excellent correlations 
e.g. in Arrhenius plots (Ink  versus 1/T) [18,19]. It is possible that all these 
interactions have relatively little effect on the overall reactivity of the system, with all 
the species still being available for reaction. An elegant study in this area, conducted
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by Spacek et al. [20] goes some way towards supporting this idea. These workers 
attempted to model the rate of cure reactions against fractional conversion (a). 
However the model they used was originally based upon the idea that only the free 
concentrations of each reactant were available for reaction. Their model also took into 
account the heats of H-bonding interactions between the various species with respect 
to DSC outputs. After modelling amine-epoxide reactions at various molar ratios (6) 
they showed that the model based upon the free concentration of reactants was, if 
anything, marginally worse than an alternative using the total concentrations. Their 
conclusions were therefore, that the formation of H-bonds between species in no way 
affects their ability to interact with other molecules and that both free and bound 
species take place in reaction. Table 4.7 shows the values of ka and kh they obtained 
for the reaction scheme below:
d[El = *a[PA]a5[E] + *b[PA][E][C]
dt
where PA has its usual meaning, E refers to the epoxide and C represents the hydroxyl 
containing catalytic species.
Spacek and his co-workers also point out some other interesting aspects of kinetic 
behaviour which seem to have a direct bearing on the present study. They noted that 
as they reduced the ratio of A J E 0 (6), the rate constants they were able to obtain from 
the modelled portion of the data gradually increased. With dibutylamine (DBA) and 
phenyl glycidyl ether (PGE) they found values of k„ to be 1.76 M'^Y1 at 6 = 2.92, and 
3.05 when 6 dropped to 1.14 (at 110°C). Similarly for DBA/MGA (N,N- 
methylglycidylaniline) where k. was measured as 1.52 and 4.98 M'° V 1 for 6 at 2.0
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and 1.14 respectively. Whereas Spacek’s model holds up to fractional conversions (a) 
of > 0.8 where B > 1.8, in most stoichiometric reactions where B —» 1.0, the 
experimental data show^ a dramatic increase in reaction rate occurjng at a  > 0.4-0.5, 
which causes a deviation away from the straight line portion of the plot.
Table 4.7
The rate parameters of Spacek et al. using models both corrected and uncorrected for 
the heats of H-bonding interaction (DBA/FGE at 120.2°C)
k , 104/  kb 104/
(M A '1) ( M A 1)
B Uncorrected Corrected Uncorrected Corrected
1.07 4.48 4.62 9.79 9.71
2.99 2.40 2.55 8.02 8.08
Clearly the fact that the reaction rate constants change so dramatically for differing 
initial amine concentrations, and that each stoichiometric reaction shows a distinct 
acceleration in rate suggests findings similar to those seen in this study. Although the 
data of Spacek et al. appear to show that both H-bonded and free species can take part 
in reaction, it should be noted that the observed deviations from their model are 
probably due to the fact that it only assumes negative rate effects as a result of H- 
bonding. A plausible explanation of both their data and that from the present study 
can be sought by assessing the positive aspects of H-bonding on the rate of cure.
An area in which H-bonding is thought to assist reaction is in the binding of 
hydroxylated species to the oxirane oxygen during the ring opening reaction [26]. It
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is usually assumed, and has been so far in this study, that a single hydroxyl moiety 
binds to the ring in the formation of a termolecular transition state, along with either 
a primary or secondary amino group. In order to investigate some of the aspects of 
epoxy-hydroxyl interactions in more quantitative detail, a series of experiments were 
performed using Fourier Transform Infra-Red spectroscopy (FTIR).
By observing the nature of the "O-H" stretching vibrations (3300-3700crriof model 
alcohols, the following study shows how measurements of the equilibrium constant 
can be made, for the formation of H-bonded complexes between the certain hydroxyl 
and oxirane moieties. The effect of self-association of hydroxyl groups is also looked 
at, and it will be demonstrated that the combination of these interactions can have a 
significant effect on the reaction kinetics of the bulk cure system.
4.3.3.1 Experimental Investigation: FT-IR
Fourier Transform Infra-Red spectroscopy is now a commonly used analytical 
technique for obtaining high quality infra-red spectra. The early work of Michelson 
[21,22] in developing the interferometer led to the introduction of the technique. After 
a period of practical difficulty the technique now shows considerable advantages in 
many areas over classical dispersive techniques.
In the interferometer light from a polychromatic source is first split, via a beam 
splitter, into two beams at 90° to each other. One of these is reflected back by a 
stationary plane mirror, whilst the other is reflected by a moveable mirror. Once the 
beams have travelled their respective paths, one having passed through the absorbing
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sample, they undergo a recombination at the beam splitter before being passed to the 
detector. The sum of the two beams, i.e. their constructive and destructive 
interference, will depend on their path difference (due to the moveable mirror) and 
on wavelength. The maximum flux (or "centre burst") at the detector is produced 
when the pathlengths of the two beams are the same. As the pathlengths are changed, 
each frequency experiences alternative constructive and destructive interference and 
the net result is a drop in intensity. The detector records an interferogram, made up 
of the total energies of all the wavelengths of the incoming light. Although the 
interferogram is in the frequency domain, as the analyst would like, the advent of fast 
-fast Fourier transform algorithms [23], means that a normal spectrum is obtained very 
quickly.
FTIR has several advantages over dispersive techniques in terms of speed, resolution 
and more recently, with the advent of micro-computers, ease of data management. For 
spectra in the range 4000-400cnr1 obtained at the same resolution (Z) and at a given 
signal to noise ratio, the multiplex advantage in scanning all the frequencies at all 
times results in spectra being obtained at (4000-400)/Z times faster than with 
dispersion. In the same way, spectra of an increased signal to noise ratio of 
(4000-400/Z)1/2 can be obtained over the same period with FT compared to dispersion. 
When using manipulative techniques in IR (e.g. subtraction of absorbance spectra) it 
is clearly important to have a high degree of stability and reproducibility between 
scans. Great accuracy in using FT techniques arises from an internal calibration via 
a neon-helium laser, which cuts out drift of the type seen in most dispersive 
instruments.
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4.3.3.2 Experimental Procedure
Various stock solutions (approximately 1.0-1.5M) of PGE and various alcohols in 
carbon tetrachloride were made up in volumetric flasks. Aliquots of these solutions 
were diluted with further carbon tetrachloride to make a solution of the correct 
concentration for analysis. The analyte solutions were then injected into the sample 
cell. This cell consisted of two silica plates, fitted with a teflon spacer (0.1-0.3mm), 
held in position by a metal jacket, designed for use with a heating apparatus. The cell 
was then set at the desired temperature, measured with a thermocouple. The IR 
spectrum was recorded using the Perkin Elmer 1750 FTIR Spectrophotometer 
interfaced to a Perkin Elmer 7300 Professional Computer. The spectral data could 
then be manipulated in various ways or stored on a floppy disk for later analysis. 
Spectra were generally recorded between 3800 - 2950 cm'1 for each analyte solution. 
The exact pathlength was calculated from the interference fringes produced by the 
empty cell prior to loading with the analyte solution.
4.3.3.3 Materials
Phenyl glycidyl ether was used at the same purity as for the kinetic experiments 
(containing < 0.02% water). Benzyl alcohol was obtained at Analar grade and 
required no further purification. Amines obtained at 99% purity were distilled and 
their !H n.m.r. spectra taken prior to use.
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CALCULATION OF SAMPLE PATHLENGTH
An infra-red interference pattern is first obtained from an empty cell. The pathlength 
(1) in pm between the plates is determined by:
1 = 10000/2d pm
where d is the period (in cm'1) of one cycle of the interference pattern (d was usually 
determined by taking an average of 10 cycles).
4.3.3.4 Calculations involving benzyl alcohol/phenyl glycidyl ether interactions
Figure 4.24 shows the I.R. absorption spectrum between 3800 and 3000 cm'1 of a 
solution of benzyl alcohol (0.10M) in carbon tetrachloride. The strong, sharp 
absorbance at 3617 cm'1 is that due to the monomeric -O-H stretching frequency in 
the alcohol. (Most ROH species at 5.0 x 10'2 M are entirely in the monomeric form
[24] and one would expect benzyl alcohol, being aliphatic, to also be a monomer at 
the concentration used.)
It is possible to calculate the extinction coefficient of the peak. The percentage 
transmittance spectrum is first translated into an absorbance spectrum (log(l/T) = A), 
and then the maximum absorbance is measured. This can be done by subtracting a 
spectrum of the pure solvent from the sample spectrum or by extrapolating a baseline 
across the base of the peak and measuring the A ,^  - Abase at the appropriate 
frequency. The extinction coefficient (e) can then be measured using the Beer- 
Lambert Law where,
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1 Wavenumber (cm"1) j
3700 3600 3500 3400
Fig.4.24 IR-absorbance spectrum showing absorbance due to monomeric hydroxyl groups in 
benzyl alcohol (0.10M) in CCl,
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A a= e.c.l
where A is the measured absorbance (at a desired frequency), c is the concentration 
of the species concerned and 1 is the pathlength in cm.
For benzyl alcoholInterference spectrum: 11 sine wave cycles = 251.8 cm*1.
Pathlength = 104/(251.8 x2/11) = 218.4 Jim 
= 0.0218 cm
Hence, as e = A/(c.l)
= (0.279 - 0.151)/(0.1 x 0.0218)
therefore the extinction coefficient at 3617cm*1 (£3617)
= 58.7 M ' W
With the value of £3617 it was then possible to calculate the concentration of 
monomeric benzyl alcohol when various aliquots of PGE were added to the system. 
Fig. 4.25 shows the IR absorption spectrum of 0.10M benzyl alcohol and 0.30M PGE 
in carbon tetrachloride at 21.0°C (pathlength 0.218mm). This spectrum now shows 
characteristic absorbances for both monomeric and associated hydroxyl groups. The 
monomeric hydroxyls absorb at the frequency seen before (3617cm*1), with the 
absorbance corresponding to the associated hydroxyls being much broader and centred 
around 3530cm"1. As the benzyl alcohol is monomeric at this concentration, the 
associated hydroxyls must come about as a result of H-bonding between the alcohol
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Wavcnumber (cm’1)
Fig.4.25 IR-absorbancc spectrum showing the absorbances due to monomeric and H-bonded 
benzyl alcohol (0.10M) in PGE (0.30M) in CC1*
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and the epoxide. Due to the range of absorbance of the associated hydroxyls, they 
appear to absorb to some extent at the frequency of the monomeric species. In order 
to calculate the absorbance due to the monomeric species alone, one must carefully 
extrapolate the absorbance of the associated hydroxyls beneath the peak at 3617cm'1, 
thereby creating a theoretical baseline. The baseline absorbance can then be taken 
from the absorbance maximum to yield the correct Absmono.
For 0.10M benzyl alcohol and 0.30M PGE:
Abs3617 = 0.262 - 0.172 = 0.90
Using the extinction coefficient (e) for this absorbance calculated earlier, the 
concentration of monomeric benzyl alcohol can be calculated: 
c = Abs3617/(58.7 x 0.0218) 
c = 0.070M
Therefore, [benz.alc.]mono = 0.070M
As the original concentration of benzyl alcohol in the analyte solution was 0 .10M, the 
concentration of associated (H-bonded) hydroxyl is easily calculated:
[benz.alc]H.B = [benz.alc]tot - [benz.alc.]mono 
= 0 .10-0 .07  
[benz.alc]H_B = 0.03M
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As the alcohol and epoxide form a 1:1 associate, the concentration of associated PGE 
molecules was clearly 0.03M as well. This meant that the concentration of 
unassociated PGE could also be easily determined:
[PGE]mooo “  [PGE]tot - [PGE]h.b
0.30 - 0.030 
[PGE]mooo = 0.27M
The equilibrium constant (K ^ for the H-bonding interaction could then be readily 
calculated:
Keq = [benz.alc]H.B
[benz.alc]mono. [PGE]mono
0.03
(0.07)(0.27)
= 1.59 M*1
This of course is one isolated calculation and a more accurate value of can be 
obtained by performing the same measurements over a range of PGE concentrations. 
When [benz.alc]H.B is plotted versus ([benz.alc]mono.[PGE]mono), the slope of the 
resultant straight line is equal to Keq.
Although these experiments are relatively easy to perform at ambient temperatures, 
from the point of view of this study, the behaviour of the system at 90°C is of greatest 
interest In order to calculate the value of at 90°C (i.e. above the boiling point of 
CC14) one must make use of thermodynamic relationships. Initially one takes a 
solution of benzyl alcohol and PGE in which about 60-70 % of the alcohol is H- 
bonded at ambient temperature (20-25°C). One then measures the values of at
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various raised temperatures up to 65°C; further rises would only result in vaporizing 
the carbon tetrachloride. Table 4.8 shows the value of Keq at temperatures for benzyl 
alcohol/PGE. A plot of In versus 1/T results in a straight line of slope -AII/R. As 
AH is assumed to be independent of temperature one can extrapolate this plot to a 
value of 1/T corresponding to 90°C and read off the lnK^ value (Fig. 4.26). The 
value of calculated from this plot is 1.05.
4.3.3.6 Discussion
The above calculations have been solely concerned with the H-bonding interactions 
between alcoholic hydroxyl groups and epoxide rings within a simple system. When 
considering a curing environment there is the possibility of many other interactions 
of this kind, some much less significant, but others of much greater importance. For 
example, when carrying out the study above it was important to keep the alcohol at 
a low enough concentration to prevent any self-association. In a cure reaction, the 
hydroxyl groups formed as a result of amine-epoxide addition, are quite capable of 
forming such auto-complexes and creating a range of H-bonded structures. These 
complexes can be of one of two kinds - either cyclic or linear.
- - ’ V  R  RR - O H \  | |
Y,  R— OH “ -OH--OH
r- oh- Y 1
Rozenberg [17] points out the fact that the linear associates possess a terminal 
hydrogen which is highly acidic with respect to its monomeric equivalent, whilst the 
cyclic derivatives are inactive as ring-opening catalysts. With the amount of cyclic
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associates being fairly low (1-2%), the major association effects must concern the 
formation of the linear type n-mers. With the existence of these species the possibility 
of more efficient ring opening reactions presents itself. This would come about via 
catalysis from a more acidic linear n-m er (Fig.4.27).
As a result of such H-bonded auto-complexes, it must also be remembered that the 
effective concentration of hydroxyl groups in the mixture will decrease. However 
with the acidity of an auto-complex being around an order of magnitude greater than 
the monomeric hydroxyl [25], the net effect will still be a more enhanced rate of 
reaction.
If one considers the likelihood of such reactions taking place, it is possible to explain 
the apparently enhanced reactivity of the amine-epoxide model systems at various 
stages of cure. Both the models used so far in this study and by Spacek et al., assume 
that only monomeric hydroxylated species catalyse the ring opening. In the early 
stages of cure the hydroxyl content of the system is very low, however the models 
would clearly become more inaccurate as the concentration of transition states like that 
above became more frequent. The result would be very much like what has been 
observed in the modelling of the amine-epoxide systems using >0.60M amine, where 
the reaction accelerates from that predicted by the model, which of course ignores the 
possibility of associated species.
If we look at the H-bonding equilibria within these systems in greater detail, we can 
see why the acceleration effect only affects those systems with increased amine 
content Assuming that the H-bonding taking place in the carbon tetrachloride
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Fig.4.27 Showing a few of the series of H-bonded complexes which can be formed in the cure 
mixture (and the equilibrium constants governing their formation)
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solutions would be similar to that in an epoxy cure (i.e. = 1.1), we can first
consider a reaction involving an initial amine concentration of 2.0M. The behaviour 
of this particular system can be described as follows:
(a) Initially only trace amounts of hydroxyl are present in the reaction mixture (usually 
water) and these would be bound to the PGE (5.8M). No R-OH is yet present in the 
system
(b) As small amounts of R-OH are formed in an excess of PGE, a large proportion is 
bound to the epoxide rings, leaving only a small amount available for self-association
(I). At this stage the simple model is able to accurately describe the experimental 
data, as very few accelerated reactions are taking place
(c) As the reaction proceeds further more and more hydroxyl moieties are produced. 
This occurs in tandem with a reduction in epoxide concentration, and as a result, 
increasingly more hydroxyls undergo auto-complexation (II). This then allows an 
appreciable number of accelerated reactions to take place (Dl). The model as it stands 
is incapable of allowing for such processes, and hence one observes an acceleration 
of the real rate of reaction away from that predicted by the model.
When proposing this alternative scheme, including H-bonding effects, we must explain 
why the simple model is able to show such great accuracy in modelling the systems 
involving the low amine concentrations. The answer to this would appear to lie in the 
first equilibrium (I), and the large excess of epoxide present throughout these 
reactions. It would appear that with Keq = 1.05, and [PGE] = 6-7.0M, the hydroxyls 
formed during reaction are almost entirely bound to the epoxide rings. This leaves 
only very small amounts of hydroxyl available for auto-complexation, compared to a
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reaction involving a larger amine concentration. As a result these reactions are never 
really able to enter into stages (II) and (III) of the reaction scheme. Even after 70- 
80% reaction there is still only 0.8-0.9M total hydroxyl in the system. Of this only 
around 0.1M would be available for auto-complexation, and hence the number of 
accelerated reactions taking place would be negligible. Under these conditions the 
simple model is much more accurate, assuming only monomeric hydroxyl catalysis, 
and hence the modelling is of a good standard. Of course on this basis the model 
does not strictly describe the reaction scheme, involving pre-complexes, but the 
transition states are still correct (the rate parameters being incorrect by the same factor 
in each case).
The whole concept of H-bonding in amine-epoxide systems would therefore seem to 
require a completely new approach when considering kinetic modelling techniques. 
A totally accurate model would take into account all the H-bonded associates formed 
in the reaction, and arrive at rate parameters deduced from the "real" concentrations 
of each species.
Having considered the hydrogen bonding of hydroxyl species, both to themselves and 
the oxirane ring, one must also mention the amine catalysed reaction (kD), and its 
behaviour with respect to the above arguments. Clearly the H-bonding between the 
N-H of an amino group and an oxirane ring is of much less significance than the 
hydroxyl case. The hydroxyl moiety possesses a much greater acidity than the 
aromatic amino group and although some studies have tried to quantify the "-NH- 
epoxy" equilibrium [16] it can be considered negligible from the point of view of this 
study. If on the other hand, one assumed that the equilibrium did occur to some
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extent, the rate constants obtained for kQ, like those for k x-k4, would again only be 
incorrect by a factor depending on the equilibrium constant.
Evidently, in an attempt to explain the results of the kinetic modelling carried out in 
the last two chapters, a new line of thought has emerged which goes some way 
towards confirming the early work of Smith [26]. It would clearly seem unreasonable 
for a model to assume a strictly termolecular reaction scheme. Judging from both the 
evidence of the H-bonding studies, and that of the accelerated modelling, it would 
suggest that H-bonded pre-complexes do form in cure mixtures, and that they are the 
most likely source of ring opening reactions. In order to test this theory yet further, 
it would be necessary to design a model, which by taking into account the accelerated 
processes, was capable of giving consistent rate parameters across the complete range 
of amine-epoxide stoichiometries. To this end such a model was derived, KINET31H, 
which this time accepted data regarding H-bonding equilibria, and calculated rate 
parameters based upon the pseudo  second order reaction path.
4.4 KINET31H - A MORE COMPLETE MODEL
4.4.1 Model Description
KINET31H was designed specifically to account for the so-called "accelerated" 
reactions involving higher initial amine concentrations. To this end the aspect of H- 
bonded equilibria was introduced into the theoretical calculations, on the basis of the 
discussion seen in the previous section. KINET31H was able to calculate theoretical 
concentrations of each species given both the equilibrium (association) constants of
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the H-bonding interactions and the resultant rate constants. The new model thus 
removed the termolecular aspect of the reaction, assuming that a transisitpn state was 
only formed between an EP...OH complex and an incoming amino group. The model
h
also accounted for complexes occuring between an epoxide and an OH...OH auto­
associate (K^ qj), the aspect of the reaction thought to be greatly reponsible for the 
acceleration seen in these systems. As a result of using higher initial amine 
concentrations, this model was able to neglect any contribution to the rate of reaction 
from a water catalysed amine-epoxide reaction (i.e. EP...OH2 + amine).
The rate parameters used in KINET31H can therefore be summarised in the following 
fashion:
Rate Constant Interaction Described
k x OH...EP + PA
k2 OH...EP + SA
kn PA + PA + EP
k3a (OH..OH)..EP + PA
£4a (OH..OH)..EP + SA
The various equilibrium constants required by the model were then obtained as 
follows:
K^ qj EP..OH Via PGE-benzyl alcohol (IR; section 4.3.3)
Koh OH..OH Ref. [16]
Keq2 EP..(OH)2 Estimated
2 0 6
With these various equilibria occuring in competition within the system, it meant that 
the model would also have to predict the various concentrations of H-bonded species 
at each time increment (prior to Runge-Kutta analysis). The model performed such 
a calculation by a method of successive approximation. The subroutine used for this 
type of calculation can be seen in Fig.4.28. The calculation involved having an 
estimate of the concentration of "free" hydroxyl, and from this calculating the 
concentrations of each other species. If as a result the total hydroxyl content of the 
system was calculated to equal that actually present, the various species concentrations 
were used in the Runge-Kutta analysis. However if the calculated total and the actual 
total did not correspond, the new estimate of free hydroxyl was taken and the 
calculation repeated.
4.4.2 Results and Discussion
With knowledge of the concentrations of the various species present in the system at 
any time (as a result of the H-bonding equilibria), it was then possible to model the 
series of accelerated reactions. It immediately became apparent that not all of the rate 
parameters would need to be calculated from each set of data. The rate constants k x 
and &2 were pre-determined via re-modelling of a reaction involving only 0.51M 
aniline. The model used for these calculations was KINET31A, which accounted for 
the formation of both EP..OH and EP..OH2 complexes. KINET31A used the values 
of the equilibrium constants to again assess the concentrations of each complex. 
Although the Keq (EP..OH) value could be taken from the benzyl alcohol/PGE FT-IR 
studies, K^ (EP..OIT2) could only be estimated at 1.2 M 1, water having a similar pKa 
to that of an aliphatic alcohol. The use of this model meant that it was possible to
r
2 0 7
SUB e q u i l o o p  ( e p ,  oh)
FEM Assumes  b o t h  FOH. .EP a nd  ( F 0 H ) 2 . . E P  s p e c i e s  p r e s e n t  
10000 OHTOT = o h :  EPTOT = ep
10018 OHF = OHTOT: FEH F i r s t  a p p r o x i m a t i o n  t o  f r e e  h y d r o x y l
10019 EPF = EPTOT /  (1 + ( k l l  * OHF) + (k22  * k33  * OHF * OHF))
10022 AA = 2 * k22 * (1 + k33 * EPF)
10025 BB = 1 + k l l  * EPF
10028 OHF = (SQE(BB * BB + 4 * AA * OHTOT) -  BB) /  (2 * AA)
10032 EPOH = k l l  * EPF * OHF
10033 0H2 = k22 * OHF * OHF
10035 EP0H2 = k33 * 0H2 * EPF
10038 EPTOTCALC = EPF + EPOH + EP0H2 
10040 BIFF = EPTOTCALC -  EPTOT
10042 IF ABS(DIFF) < . 0 0 01  GOTO 10050
10045 OHF = OHTOT -  EPOH -  (2 * (0H2 + EP0H2) ) :
FEH I mp r o v ed  e s t i m a t e  t o  - f r e e  h y d r o x y l  
10047 GOTO 10019 
10050 END SUB
fa.
Fig.4.28 Subroutine incorporated into KINET31H in order pre-calcualte the 
concentrations of H-bonded complexes prior to Runge-Kutta analysis
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independently obtain values for the rate constants describing the reaction of primary 
and secondary amines with hydrogen bonded epoxide (EP..OH). The modelling in this 
case can be seen in Fig.4.29, with the values of kx and kj being shown to be 13.5 and 
5.28 x KT4 M'Y1 respectively. The values for these parameters were then used 
directly in the KINET31H model (along with ka, also unchanged) and the model fitted 
to the experimental data in each case via manipulation of the parameters &3a and k4i. 
The modelling in each reaction involving high aniline concentrations can be seen in 
Fig. 4.30. Table 4.8 shows the values of ^  and k4a used to model the various 
systems.
The most striking aspect of the study is clearly the excellent standard of modelling 
observed in each case, and the clear agreement between the various parameters used 
over the range of concentrations. Both of these features lend support to the validity 
of the model and therefore to the idea of the H-bonded equilibria playing a vital role 
in the kinetics of the cure reactions.
Let us initially look at the values of k x and deduced from KINET31A. They differ 
from those gained from KINET31 (termolecular model) by a factor of around 7.0. If 
we consider the original rate expression, without the k^ step, after it has been adapted 
to take into account H-bonding between -OH and epoxide, we can see how this comes 
about, as now
-d[A]/dt « k x [EP...HO] [PA]
where [EP...HO] = Keql [O H ]^ [EP]^
Therefore,
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-d[A]/dt *  k x Kcql [0H]frec [EPjfoe [PA]
This is essentially the same equation used for k x in KINET31, except in that case the 
total hydroxyl content was used, and in this revised expression only the free hydroxyl 
content is used. It is this reduction in concentration (a factor of around 6-7) that 
causes the rate constant (kx in this case) to have to increase by a similar factor in order 
to model the data.
Table 4.8
Showing the rate parameters used to model the aniline-PGE reactions using high initial 
amine content
Rate constants used directly from KINET31A: 
k x 1.35 x IO*4 M'V1 
ki 0.53 x IO"4 M V  
ka 9.17 x 10'7 M 's'1
CONCENTRATION RATE CONSTANTS
(M) (M 'V ) xlO4
3^a Va
1.50 7.08 2.17
2.01 7.25 2.03
3.04 7.14 2.19
3.44 6.67 2.00
3.76 [5.56] 1.97
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It is interesting to note that the rate constant fc3# is on average some 5 to 5.5 times the 
size of k x. This suggests that the catalysis afforded by an hydroxyl autoassociate 
(OH...OH) is considerably more effective than that of the single hydroxyl. This no 
doubt results from the enhanced acidity of the terminal hydrogen in the associate 
compared to the single species (section 4.3.3.6). One could also note that the k j k ^  
is rather less (about 4.0 to 4.5 fold), and this could be due to the slightly larger steric 
constraints of the transition state.
The fact that the rate parameters agree so well across the range of initial amine 
concentrations suggests that the model is accurate in its assessment of the equilibria 
taking place. Theoretically there is much greater potential for H-bonding than the 
model takes into account i.e. the formation of larger hydroxyl autoassociates, however 
given the size of the adducts this would seem unlikely, and this is found in the 
modelled data. The model of course does lack completeness in the area of the various 
equilibrium constants. The PGE-benzyl alcohol system was only a model for the 
adduct-PGE interaction (EP..HO; K ^). Secondly the value of KqH was only taken 
from literature data on isopropanol, and this may not correspond too closely to the 
real system. Finally the value of 1.8 for (ERXOH)^, is only estimated from the 
probable pK, enhancement of the OH...OH auto-associate. Any one of these 
parameters could contain a source of error and hence one could not be entirely sure 
of the absolute value of rate constants derived from this model. However the results 
presented do show that this approach is undoubtedly the one that should be taken. 
The inclusion of the various H-bonding equilibria has greatly enhanced the modelling 
capability, and has gone a long way to deducing the true mechanism of amine-epoxide 
addition reactions.
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AIt/Ctrl/Minus(CAPTURE) kl
L to list results k2
N for new k*s kn
D for new data k3
to leave program k4
.485 M-2hr-l C 1.3472E-04 M-2s-l) 
.19 ( 5.277E-05 )
.0033 ( 9.166666E-07 )
.3 ( 8.333334E-05 )
.15 ( 4.166667E-05 )
Fig.4.29 MODEL(KINET31 A): Aniline(0.51M) in PGE(7.01M)
Alt/Ctrl/Minus(CAPTURE) 
L to list results 
N for new k*s 
0 for new data 
|  to leave prograi
kl = .485 M-2hr-l ( 1.3472E-04 tl-2s-l) 
k2 = .19 ( 5.277E-05 ) 
kn = .0033 ( 9 .166666E-07 ) 
k3 = 2.55 ( 7.063333E-04 ) 
k4 = .78 ( 2.166667E-04 )
Fig.4.30a MODEL(KINET31H): Aniline(1.50M) in PGE(6.60M)
_D_________________
A lt/Ctr 1/M imi* (CAPTURE) 
L to list results 
H for new k's 
D for new data 
Q to leave program
? I__________________
 ± __
kl = .485 rt-2hr-l ( 1.3472E-04 M-2s-l) 
k2 = .19 ( 5.Z77E-05 ) 
kn - .0033 ( 9 .166666E-07 ) 
k3 = 2.61 ( .000725 ) 
k4 = .73 ( 2.627778E-04 )
hrs
Fig.4.30b MODEL(KINET31H): Aniline(2.01M) in PGE(5.50M)
Alt/Ctr 1/Minus (CAPTURE) 
L to list results 
N for new k's 
0 for new data 
to leave program
kl = .485 M-2hr-l ( 1.3472E-04 M-2s-l) 
k2 = .19 ( 5.277E-05 ) 
kn = .0033 ( 9.166666E-87 ) 
k3 = 2.57 ( 7.138888E-04 ) 
k4 = .79 ( 2.194445E-04 )
Fi*.4.30c MODEUKINET31H): Aniline(3.04M) in PGE(5.00M)
A lt/Ctr l/Minus (CAPTURE) 
L to list results 
M for new k's 
D for new data
leave programQ to
kl = .485 N-2hr-l ( 1.3472E-04 H-2s-i)
k2 = .19 ( 5.277E-05 )
kn = .0033 ( 9.166666E-07 ) 
k3 = 2.4 ( 6.666667E-04 )
k4 = .72 ( .0002 )
Fig.4.30d MODEL(KINET31H): Anffine(3.44M) in PGE(4.80M)
AIt/Ctrl/Minus(CAPTURE) kl
L to list results k2
N for new k's kn
I for new data k3
leave progra* k4|  to
.485 M-2hr-l ( 1.3472E-04 H-2s-l) 
.19 ( 5.277E-05 )
.0033 ( 9.166666E-07 )
2 ( S.5555S6E-04 )
.71 ( 1.972222E-04 )
Fig.4.30e MODEL(KINET31H): Aniline(3.76M) in PGE(4.60M)
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MODELLING OF REACTIONS INVOLVING ADDITIONAL 
HYDROXYLATED CATALYSTS
CHAPTER 5
TABLE OF CONTENTS
Page
5.1 Introduction 218
5.2 Experimental Procedure 219
5.2.1 Kinetic Procedure 219
5.2.2 FTTR Measurements 220
5.3 Results and Discussion 220
217
5.1 INTRODUCTION
So far this study has concentrated on looking at cure systems involving aromatic 
amines and model epoxides in bulk, and with the exception of some work in Chapter 
4 (using inert solvents), these systems have had no added diluents or catalysts. In the 
conclusions presented in Chapter 4 it was described how the cure mechanism may 
proceed for the whole range of amine-epoxide stoichiometries. This involves the 
creation of H-bonded pre-complexes which subsequently lead to the possible formation 
of a series of transition states. These would be of variable stability depending on the 
catalytic species involved, and it was demonstrated how, with a knowledge of the H- 
bonded equilibria, the kinetic model may be used to probe this series of reaction 
pathways. With this in mind it was decided to try and use the kinetic modelling 
technique to investigate the effects of adding hydroxylated catalysts to a model cure 
system. It is not uncommon for such reagents to be added to "real" cure systems in 
order to catalyse certain parts of the reaction; however phenols and carboxylic acids 
for example, tend to promote homopolymerisation at elevated temperatures rather than 
the addition reactions looked at here.
In this study the cure temperature was again kept at 90.0°C with the idea of 
eliminating all reactions except for those of amine-epoxide addition. This being the 
case, a system may be created whereby a whole series of hydroxylated catalysts were 
present in the same cure mixture, all possible aids for the epoxide ring opening. If, 
furthermore, the amine concentrations were once again kept below 0.50M, one could 
also eliminate to a large extent the formation of hydroxylated auto-complexes.
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To this end a series of reactions were carried out involving aniline, PGE and an
wtra,
additional hydroxylated species (an alcohol or phenol). The experimental data was 
then modelled using the H-bonding model (involving the formation of pre-complexes; 
KINET32A). The results show how the model is capable of giving kinetic 
information regarding each catalytic species, allowing one to assess their individual 
reactivities. The fact that the model is effective at doing this is yet one further step 
towards describing a "real" system, and to the author’s knowledge is the first time that 
rate parameters for individual catalytic interactions of this nature have been isolated.
5.2 EXPERIMENTAL PROCEDURE
5.2.1 Kinetic Procedure
The kinetic procedure carried out for this study resembled that given in section 1.9.3. 
Once again the appropriate mixture of labelled and unlabelled aniline was loaded into 
a 2ml. volumetric flask, before a known portion of hydroxylated catalyst was added 
(usually equivalent to 0.10 - 0.30M in solution). The contents of the flask were then 
dissolved in PGE and made up to the mark. The flask was then thermostat^d at
90.0°C(± 0.2°C), with samples from the reaction mixture being removed, quenched and
were
analysed in the usual fashion. The experimental data from the HPLC analyses was- 
also worked up in the fashion described earlier.
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5.2.2 FTIR Measurements
In order to provide information regarding the H-bonding equilibrium constants 
between the various alcohol/phenols and PGE, a series of measurements at different 
temperatures were carried out for each catalyst used. The measurements took the 
same course as those described in Section 4.3.3.2, using the hydroxylated species at 
low concentration (<0.06M) in carbon tetrachloride. PGE was added in appropriate 
amounts (usually about 0.6-0.8M for alcohols and 0.2-0.4M for phenols) so as to 
provide a convenient degree of association at room temperature, before further 
measurements were made at elevated temperatures. The values for the H-bonding 
interaction were calculated in the same fashion as that for benzyl alcohol (Section 
4.3.3.3).
5.3 RESULTS AND DISCUSSION
The model used in this series of reactions would apparently require the solution of up 
to seven rate parameters (ka> k x-k4 from the usual amine-epoxide system and kcl, kc2 
representing the ring opening via the added hydroxyl catalyst). However as was 
described in section 4.4, provided these reactions were carried out at 90°C and at low 
amine concentration, it meant that the rate parameters k x-k4 and ka> could be re­
evaluated using experimental data from Chapter 3 (e.g. aniline(0.51M) in PGE), and 
using a model which accounted for H-bonding equilibria (KINET31A). The rate 
parameters found from re-modelling a low concentration aniline run using KINET31A 
(as in Fig.4.29) could then of course be used directly when modelling the catalytic 
systems as they were in the previous Chapter. The rate parameters k x - k4 and k^, were
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of course the same as those in Table 4.8, and could be entered directly into 
KINET32A. It should be noted that the water catalysed reaction is not overlooked in 
this section as only low initial amine concentrations are being used. KINET32A not 
only allowed for H-bonding between the hydroxylated adducts and the epoxide, but 
also between the added catalyst and the epoxide (assuming a constant level of H- 
bonded water). As a result the modelling of the catalytic reactions was, if anything, 
somewhat more straightforward than anything before. With and k x-k4 being read 
into the model directly, this left only kcl and kc2 to be tuned in order for the 
experimental data to be fully modelled. Various examples of the modelling involving 
KINET32A can be seen in Figs. 5.1 & 5.2, and a list of the rate parameters used can 
also be seen in Table 5.1. The standard of modelling for this set of reactions was 
once again of high quality, although unfortunately it was not possible to investigate 
each system over a range of conditions (i.e. concentrations, temperature) and hence 
confirm the model’s validity. Even so, it is clearly of some interest to look at the 
results of these preliminary investigations, especially from the point of view of future 
work. From the data in Table 5.1 it is quite apparent that the phenolic type catalysts 
accelerate reaction many times faster than the alcohols. This was clearly to be 
expected, with the catalytic ability of the hydroxylated species being largely dependent 
upon its acidity. The pK* of most phenols is of the order of 9-11, whilst that of a 
simple aliphatic alcohol is less than that of water at about 17-18. However it is not 
only electronic factors that govern these ring opening reactions. As we have already 
seen in Chapter 3, steric factors tend to play an appreciable role, no doubt due to the 
fact that several species need to be in close proximity to each other in order to 
facilitate reaction.
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0 i^O "hrs”
A/C/-(CAPTURE) kl
LIST RESULTS(L) k2
NEW k's(N) kn
NEW DATA(D) k3
QUIT(Q) k4
? 1
.485 rt-Zhr-1 ( 1.3472E-04 H-2s-l)
.19 ( 5.277E-05 )kcl = .37 ( 1.O277E-04 )
.6033 ( 5.Z77E-05 )kc2 = .1 ( 2.777E-05 ) 
.3 ( 8.333E-05 )
.15 ( 4.166E-05 )
Fig.5.1 MODEL(KINET32A): Aniline(0.31M)/PGE(6.89M) with benzyl
alcohol(0.15M)
A/C/-(CAPTURE) kl = .485 H-2hr-i ( 1.3472E-04 H-2s-l)
LIST RESULTS(L) k2 = .19 ( 5.277E-05 )kcl = 4.1 ( 1.13888E-03 )
NEW k’s(N) kn = .0033 ( 5.277E-05 )kc2 = 1.1 ( 3.0555E-O4 )
NEW DATA(D) k3 = .3 ( B.333E-05 )
QUIT(Q) k4 = .15 C 4.166E-05 )
■ ____
Fig.5.2 MODEL(KINET32A): Aniline(0.38M)/PGE(7.02M) with phenol(0.15M)
Rate Constants Derived from Remodelling Aniline (0.51M) in PGE using the Model
KINET31A (accounting for H-bonding between -OH..EP and OH2..EP)
Rate Parameter xlC 5(M'2s‘1)
k x 13.5
hi 5.28
ka 0.092
k3 8.33
k4 4.17
Table 5.1b
Rate Constants for the Hydroxylated Catalysts Added to Reaction Mixture
Table 5.1a
CATALYST CONCENTRATION kcX kc2
(M) xlO^CM’V 1)
Benzyl alcohol 0.07 11.1 3.61
0.15 10.3 2.78
0.18 9.72 2.58
n-Pentanol 0.30 6.81
Phenol 0.15 114 30.6
4-Methoxyphenol 0.15 85.2 25.0
Bisphenol-A 0.22 91.7 29.2
2,4,6-tri‘butyl 0.30 6.5
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Let us first consider the two alcohols. Benzyl alcohol was chosen as a model for the 
amine-epoxide adducts, as in the H-bonding studies in the previous chapter. The 
results from KINET32A suggest that its choice is appropriate. The values of kcl and 
kc2 for benzyl alcohol were on average around 10.0 and 3.0 (x 10"5) M'2 s'1 
respectively, which are not far removed from those of kx and for aniline-PGE 
derived in the low amine system. This of course suggests that both types of -OH have 
similar catalytic ability. n-Pentanol on the other hand showed considerably less 
catalytic strength than both of the above species, with kcl being only 6.81 x 10'5 M'2 
s'1, and this result does appear to be somewhat puzzling. Of course it must not be 
forgotten that benzyl alcohol will be slightly more acidic than n-pentanol, but as the 
benzyl derivative was a slightly weaker catalyst than an adduct, there would seem no 
obvious reason why pentanol should have such a marked decrease in reactivity. 
Perhaps the C-5 methylene chain of the pentanol causes considerably more steric 
effects than would at first appear to be the case, however it would seem highly 
unlikely that these could be any more so than those involved with the amine-epoxide 
adducts. It could prove interesting to look in more detail at this effect, through a 
series of n-alkylated and branched chain alcohols.
If one now turns to look at the phenolic catalysts, one should at first note the rate 
parameters for phenol, 4-methoxyphenol (4-MPh) and bisphenol A. It can be seen that 
phenol has the largest kcl value (11,4 x 10"4 M'2 s'1), with those of bisphenol A and the 
4-methoxy derivative being similar in size at around 9.0 x IO-4 M'2 s'1. These values 
are much as expected. Thus the 4-MPh shows a slight drop in reactivity no doubt due 
to the slightly less acidic nature of the hydroxyl moiety compared to that in the parent 
compound. The methoxy group is a well known o-/p- director, and would tend to
224
donate electrons to these positions on the phenyl ring. This effect causes the O-H 
bond to become slightly stronger and hence the pK^  to increase. Bisphenol-A on the 
other hand appears to have a quite significant steric component to its reactivity. It 
must be remembered of course that a statistical factor should be taken into account 
when considering this particular catalyst, due to the two equivalent hydroxyl groups 
being present on the same molecule. This converts the observed kcl value to around
4.5 x 10*4 M'2 s'1, over 2.5 times less reactive than phenol itself. This reduction in 
reactivity is almost certainly the result of a steric effect, whereby the bulky bisphenol 
structure finds some difficulty in taking part in a three membered transition state.
One example where steric effects on catalysis are even more prominent is in the case 
of the 2,4,6-tri‘butylphenol. The value of kcl involving this species is only 8.89 x 10'6 
M'V1, about half that of k v  for catalysis by the hydroxyls of the amine-epoxide 
adducts. Clearly the acidity of this phenol is of the same order as the others (pKa 
10), but its ability to form H-bonds with the epoxide ring is hampered by the large t- 
butyl groups ortho- to the phenolic hydroxyl. In fact the modelling of the 
experimental data in this particular case can be achieved with a value of zero being 
given to the parameter kc2. This suggests that by the time the reaction of the 1:1 
adduct with a further epoxide group takes place, one finds that the catalysis due to the 
phenol is apparently zero. This is a good example of the extent to which steric effects 
can contribute to the reactivity of a catalytic species. Judging by the results of these 
early studies, it would clearly be of great interest to investigate a whole range of 
catalytic species, perhaps looking at some carboxylic acids as well as further alcohols 
and phenols.
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In light of the re-modelled data in Fig.4.29 it would seem appropriate to go back and 
model all the experimental data using low initial amine concentrations (i.e. in Chapter 
3) with the H-bonding model KINET32A. However the result of this would be the 
same as that described in Chapter 4, with an increase in the parameters k x-k4 by a 
factor of 6-7 for each aniline. As mentioned before, this comes about as a result of 
most of the hydroxyls being H-bonded when a large excess of epoxide is present. 
When re-modelled (KINET32A), the "compensating" factor seen in all rate parameters 
(except k j  is of the order of 6-7 for each aniline, and hence a simple re-modelling 
exercise does not yield any new information as the relative magnitudes of the rate 
parameters remain largely unaltered.
S V P P E N p IX
KINETIC MODEL: KINET3 1  
(used for mono-amine/PGE reactions)
DECLARE SUB p l o t s u b l  (>
DECLARE SUB i n p c o n c  ()
DECLARE SUB r a t e s u b  ()
DECLARE SUB s a v e c o n c  ( )
DECLARE SUB c h a n g s u b  ()
DECLARE SUB v i s s u b  ()
DECLARE SUB s t a t i s  ( )
DECLARE SUB t r i a n  ( x ! ,  Y!)
DECLARE SUB c r o s s  ( x ! ,  Y!)
DECLARE SUB s q u r  ( x ! ,  Y!)
DECLARE FUNCTION l o g l O !  ( x ! )
DECLARE SUB banup  ()
DECLARE FUNCTION y d a s h ! ( h ,  Z,  Y, k ,  o ,  kn ,  k3 ,  aq )
DECLARE FUNCTION y d a s h 2 !  ( h ,  u ,  Y, L, o ,  kn ,  k ,  Z, k3 ,  k4 ,  a q )
DECLARE FUNCTION y d a s h 1! (h ,  Z,  L,  u ,  o ,  k n ,  k ,  Y, k3 ,  k4 ,  a q )
DECLARE SUB p o i n t s  ( x ! ,  Y1! ,  Y 2 !,  Y3 !)
DECLARE SUB o b s p  ( x ! ,  Y1! ,  Y2 !,  Y 3 !)
DECLARE SUB p r e s s k e y  ()
DECLARE SUB p o u t  ()
DECLARE SUB nfo r m ( x ! ,  s f%,  f l d % ,  c r !)
DECLARE SUB s c a l a x  ( x l ! ,  x 2 i , Y l ! ,  Y 2 !)
DECLARE SUB c o r r  ( c $ ,  x p ( ) ,  n ! )
DECLARE SUB s a v e d a t a  ()
DECLARE SUB i n p d a t  ( )
DECLARE SUB r u n g e  ( x ! ,  Y!,  Z ! ,  k l ,  h ! ,  o ! )
DECLARE SUB r u n g e 1 (x>,  Z ‘ , Y! ,  k ! ,  h i ,  u i ,  L i ,  o ! )
DECLARE SUB r u n g e 2  ( x ! ,  Y! ,  Z ! ,  k i ,  h i ,  u ! ,  L ! ,  o ! )
DECLARE SUB r e s t a b  I )
90 REM K n p r o p o r t i o n a l  t o  Amine s q u a r e d  
100 REM p r o g r a m  KINET31
110 REM c a l c u l a t e s  t h e  c o n c e n t r a t i o n  o f  s p e c i e s  f rom r a t e  e q u a t i o n s
118 REM f o r  t h e  r e a c t i o n  b e t w e e n  a m o n o - e p o x i d e  and mono-amine
120 REM u s i n g  t h e  R u n g e - K u t t a  me t hod  o f  s o l v i n g  1 s t  o r d e r
REM d i f f e r e n t i a l  e q u a t i o n s
130 REM I n c l u d e s  a m i n e - c a t a l y s e d  co mp on en t
135 REM a l l o w s  f o r  non z e r o  s e c o n d a r y  amine
136 REM and  v a r y i n g  e p o x i d e  and  w a t e r  c o n c e n t r a t i o n
137 REM and  Kn p r o p o r t i o n a l  t o  ami ne  s q u a r e d
140 REM BJH GJB MJP 2 1 / 1 1 / 9 0
180 REM 9 0  ch an  = 1: x y r a t i o  = 1 . 6 7 9 :  l o g 2  = L 0 G 10 ( 2 ) :  l o g 5  = LOG10(5)
211 COMMON SHARED s a t a b O ,  p a t a b ( ) ,  t t a b ( ) ,  t a t a b ( ) ,  c p s a ( ) ,  c p s l (  ) ,  c p s 2 ( )  
t e x p ()
212 COMMON SHARED FILE$,  n d a t a ,  k l ,  k 2 ,  kn ,  c o u n t s ,  l i m i ,  k3 ,  k4 ,  a q ,  C0NC$ 
p a s ,  e p s ,  t p l o t
DIM s a t a b ( l O O O ) ,  p a t a b ( l O O O ) ,  t t a b ( l O O O )
DIM t a t a b ( l O O O ) ,  c p s a ( 4 0 ) ,  c p s l ( 4 0 ) ,  c p s 2 ( 4 0 ) ,  t e x p ( 4 0 )
213  b an u p  
m2 -  0
214  REM e p ox y  l o o p  
m2 = m2 + 1
215  LINE ( 0 ,  0 ) - ( 6 0 0 ,  2 5 0 ) ,  2 ,  B 
LINE (5 ,  3 ) - ( 5 9 5 ,  2 4 7 ) ,  4 ,  B
216 VIEW PRINT 2 TO 20 
IF m2 > 1 THEN
GOTO 217 
ELSE
GOTO 218 
END IF
217  PRINT "CONCENTRATIONS BEING USED ARE"; CONC$
INPUT "CHANGE THEM? (Y OR N ) M; CC*
IF CC$ s  "Y" OF CC$ = " y *' THEN 
GOTO 218
ELSEIF CC$ = "n" OR CC$ = "N" THEN 
GOTO 230
ELSE PRINT MINCORRECT ENTRY -  TRY AGAIN"
END IF
218 INPUT "READ CONCENTRATIONS FROM FILE (Y o r  N ) " ; Z$
PRINT " * * .* * * * * * * * * * * * * * * * * * n
IF Z$ = "N" OR Z$ = " n " THEN
219 GOTO 224
PRINT " * ** * * * ** ** ** * * * * * ** *"
220 ELSEIF Z$ = "Y" OR Z$ = "y" THEN
221 GOTO 225
ELSE PRINT "INCORRECT INPUT -  TRY AGAIN"
GOTO 217 
END IF
224 INPUT "HAKE CONCENTRATION FILE (Y or N ) " ;  x$
IF x$ = "y" OR x$ = "Y" THEN
i n p c o n c  
GOTO 230
ELSEIF x$ = "n" OR x$ = "N" THEN
INPUT "INITIAL CONCENTRATIONS OF PA, EP, AQ"; p a s ,  e p s ,  aq  
PRINT " * ** ** * ** * ** * * * * * * * * *  "
ELSE PRINT " INCORRECT INPUT -  TRY AGAIN"
GOTO 224 
END IF
225  INPUT "NAHE OF CONCENTRATION F I LE " ;  CONC$
PRINT " * * ** ** * * * * * ** ** ** * * * "
226 OPEN " b : / "  + CONC$ + ".DAT" FOR INPUT AS #2 :  INPUT #2 ,  p a s ,  e p s ,  aq
227 CLOSE #2
230 INPUT "READ EXPERIMENTAL DATA FROM FILE? PRESS Y OR N";  c$
PRINT " * ** * ** ** ** * * * * * ** ** *"
240 IF c $  = "Y" OR c$  = "y" THEN
250 INPUT "ENTER NAHE OF DATA FILE:  ",  FILE$
PRINT " * ** * * * ** ** ** * * * * * ** *"
257 OPEN " b : \ "  + FILE$ + ".DAT" FOR INPUT AS # 3 :  n = 0 
260 REM r e a d f i l e  l o o p
270 DO WHILE NOT E0F(3)
280 n -  n + 1: INPUT # 3 ,  t e x p ( n ) ,  c p s a ( n ) ,  c p s l ( n ) ,  c p s 2 ( n )
290 LOOP
300 CLOSE # 3 :  n d a t a  = n :  GOTO 370 
310  ELSEIF c$ = "n" OR c$ = "N" THEN 
320  i n p d a t
325 ELSE PRINT "INCORRECT INPUT -  TRY AGAIN"
327 GOTO 230 
330  END IF
370 t c  = c p s a ( l )  + c p s 1 ( 1 ) + c p s 2 ( l )
371 t  = t e x p (1)
372 t s t a r t  = t e x p ( l )
373  IF t c  THEN
374 c a t  = c p s a ( 1)
375 c o ne  = c p s 1(1 )
376 c two  = c p s 2 ( l )
384 p a i  = ( c a t  /  t c )  * p a s
385 s a i  = ( c o n e  /  t c )  * p a s
386 t a i  = ( c t wo  /  t c )  * p a s
387 e p i  = e p s  -  s a i  -  2 * t a i
388  o h i  = s a i  + (2  * t a i )
389  PRINT " e p i  and  o h i  = ",  e p i ,  o h i
390  ELSE
391 INPUT " E n t e r  i n i t i a l  v a l u e s  o f  p a , e p  " ;  p a i ,  e p i
392  END IF
394 max = c p s a (1)
FOE mx = 1 TO n
IF c p s a ( m x )  > max THEN max = c p s a ( m x )
IF c p s l ( m x )  > max THEN max = c p s l ( m x )
IF c p s 2 ( m x )  > max THEN max = c p s 2 ( m x )
NEXT mx
400 c o u n t s  = t c  /  p a s
401 CLS : LINE (0 ,  0 ) - ( 6 0 0 ,  1 75 ) ,  3 ,  B 
LINE ( 5 ,  3 ) - ( 5 9 5 ,  1 7 2 ) ,  1, B
VIEW PEINT 2 TO 15
402 PEINT "TIME LIMIT FOE PLOT"
PEINT TAB( 5 ) ;  " C1> MANUAL INPUT"
PEINT TAB( 5 ) ;  "{2> AUTOMATICALLY SET"
PEINT TAB( 5 ) ;  "{3} INPUT NO. OF DATA POINTS EEQUIEED"
403 INPUT "CHOOSE MODE C1 -  3 3 " ;  dd 
IF dd -  1 THEN
GOTO 410
ELSEIF dd = 2 THEN 
t p l o t  = t e x p ( n  -  1 )
GOTO 428
ELSE IF dd = 3 THEN 
p l o t s u b l  
PEINT t p l o t  
GOTO 428
ELSE PEINT "INCOEEECT ENTEY -  TEY AGAIN"
GOTO 403 
END IF
410 INPUT "ENTEE TIME LIMIT FOE CALCULATION (HES) t l i m  
PEINT " ** ** **********"
425 t l i m  = t p l o t  
428 q2 = 0
430 EEM r u n g e  l o o p
431 q2 = q2 + 1
435 IF  t c  THEN
436 p a t a b ( l )  = p a i :  s a t a b ( l )  = s a i  : t a t a b ( l )  = t a i :  t t a b ( l )  = t s t a r t
437 pa  = p a i ?  ep  = e p i :  s a  = s a i :  oh -  o h i
438 ELSE
440 p a t a b ( l )  = p a i :  s a t a b ( l )  = 0 :  t a t a b ( l )  = 0 :  t t a b ( l )  = 0
441 pa  = p a i :  ep  = e p i :  s a  = 0 : oh = 0 : t a i  = 0
442 END IF
IF q2 > 1 THEN 
GOTO 443 
ELSE 
END IF
CLS : LINE (0 ,  0 ) - ( 6 0 0 ,  1 75 ) ,  4 ,  B
LINE ( 5 ,  3)  -  (5 95 ,  1 7 2) ,  14,  B
PEINT "ENTEE ESTIMATES OF EATE CONSTANTS"
PEINT TAB( 5 ) ;  "E13 LOAD EATE CONSTANTS FEOM FILE (WITH VISCOSITY COEEECTION 
PEINT TAB(5 ) ;  "C23 LOAD EATE CONSTANTS FEOM FILE AND USE DIEECTLY"
PEINT TAB( 5 ) ;  "C33 INPUT MANUALLY"
PEINT TAB( 5 ) ;  "C43 CEEATE A EATE CONSTANT FILE"
INPUT "ENTEE MODE (1 TO 4 ) " ;  q 
IF q = 1 THEN
INPUT "NAME OF EATE CONSTANT F I L E " ;  EATE$
OPEN "b : \ " + EATE$ + ".DAT" FOE INPUT AS #6 
INPUT # 6 , k l ,  k2 ,  k n ,  k 3 ,  k4 
CLOSE #6
v i s s u b  
GOTO 462
ELSEIF q = 2 THEN
INPUT "NAME OF RATE CONSTANT F I L E " ;  RATE$
OPEN " b : \ "  + RATES + ".DAT" FOR INPUT AS #6 
INPUT # 6 , k l ,  k2 ,  kn ,  k3 ,  k4 
CLOSE #6 
GOTO 462
ELSEIF q = 3 THEN 
GOTO 460
ELSEIF q = 4 THEN 
r a t e s u b  
GOTO 428 
END IF
443 LINE ( 0 ,  0 ) - ( 6 0 0 ,  1 75 ) ,  4 ,  B 
LINE ( 5 ,  3 ) - ( 5 9 5 ,  172 ) ,  14,  B
INPUT "CHANGING ALL RATE CONSTANTS"; AAS 
PRINT
444 IF AA$ = "y" OR AAS = "Y" THEN
445 GOTO 450
446 ELSE
447 c h a n g s u b
448 GOTO 462
449 END IF
450 INPUT " IS  A VISCOSITY CORRECTION FACTOR REQUIRED"; v$
PRINT "
451 IF v$ = "Y" OR v$ = "y" THEN
455 v i s s u b
456 GOTO 462 
458 END IF
460 INPUT "ENTER VALUES FOR k 1 , k 2 , k n , k 3 , k4 »; k l ,  k2 ,  kn ,  k3 ,  k4 
PRINT
REM LPRINT "FIT NO." ;  q 2 ;  " IS  NOW SHOWN ON THE SCREEN"
REM LPRINT "THE RATE CONSTANTS USED ARE
REM LPRINT " k l " ;  k l ,  " k 2 " ;  k 2 ,  " k n " ;  k n ;  " k 3 " ;  k 3 ;  " k 4 " ;  k4
462 h = t p l o t  /  750 
540 i = 2 :  t  = t s t a r t :
545  CLS 0 
LOCATE 9 ,  34 
PRINT "KINET 31"
PRINT TAB(32)5  
PRINT "CALCULATING"
LINE ( 2 0 0 ,  1 0 0 ) - ( 4 0 0 ,  1 60 ) ,  3 ,  B
LINE ( 1 7 5 ,  8 5 ) - ( 4 2 5 ,  175 ) ,  1, B
LINE ( 1 5 0 ,  7 0 ) - ( 4 5 0 ,  19 0) ,  3 ,  B
550 REM s o l v e  l o o p  
560 s a o  = s a  
570  pao  = pa
590 r u n g e  t ,  p a ,  e p ,  k l ,  h ,  oh 
600  p a t a b ( i )  = pa
610 t t a b ( i ) = t
620 t  = t  -  h
630  r u n g e l  t ,  e p ,  s a ,  k 2 , h ,  p a o ,  k l ,  oh 
640 s a t a b ( i ) = s a
650  t  = t  -  h
660 r u n g e 2 t ,  e p ,  s a o ,  k 2 , h ,  p a o ,  k l ,  oh
670  t a  = ( ( p a i  + s a i )  -  pa  -  s a )  + t a i :  IF t a  < 0 THEN t a  = 0
680 t a t a b ( i )  = t a
690 i = i + 1
700 oh = s a  + (2 * t a )
720 I F  ABS( t )  >= t p l o t  THEN GOTO 740
730  GOTO 550
740 l i m i  = i -  1
770 s c a l a x  t p l o t ,  t s t a r t ,  max,  0 
780  FOE i = 1 TO l i m i
790 pam = c o u n t s  * p a t a b ( i ) :  IF pam < 0 THEN pam = 0
800 sam = c o u n t s  * s a t a b ( i ) :  IF sam < 0 THEN sam = 0
810  tam = c o u n t s  * t a t a b ( i ) :  IF tam < 0 THEN tam = 0
820 p o i n t s  t t a b ( i ) ,  pam, sam,  tam 
830 NEXT i
850 FOE i = 1 TO n d a t a
860  o b s p  t e x p ( i ) ,  c p s a ( i ) ,  c p s l ( i ) ,  c p s 2 ( i )
870  NEXT i 
890  EEM menu l o o p
893 WINDOW
892 VIEW PEINT 20 TO 25
894 LOCATE 20 ,  3
Z = ( k l  /  3 6 0 0 ) : Z 1 = Z * 100000000: Z2 = I NT( Zl ) : Z3 = Z2 /
Y = (k2  /  3 6 0 0 ) : Y1 = Y * 100000000: Y2 = INT(Yl ) : Y3 = Y2 /
900 PEINT " A I t / C t r l / M i n u s ( C A P T U R E )  k 1 — II ♦ % k l ; " - 2 h r - 1 II • Z3
901 PEINT TAB( 3 ) ;  "L t o  l i s t  r e s u l t s k2 _ 11 « k 2 ; 11 II • Y3
902 PEINT TAB( 3 ) ;  "N f o r  new k ’ s kn = 11 * k n ; II II • 1 kn
903 PEINT TAB( 3 ) ;  "D f o r  new d a t a k3 rr M • k 3 ; 11 II • k3
904 PEINT TAB( 3 ) ;  "Q t o  l e a v e  p r o g r a m k 4 = n ♦ k 4 ; 11 11 • 1 k4
905 VIEW (2 ,  2 6 0 ) - ( 6 0 0 ,  3 4 8 ) ,  , 4
909 EEH LINE (5 ,  2 5 9 ) - ( 5 9 5 ,  348)
910 INPUT ; c$
920 IF c$  = "P" OE c$  = "p" THEN
921 p o u t
930 ELSEIF c$ = "L" OE c$  = "1" THEN
931 r e s t a b
940 ELSEIF c$  = "N" OE c$ = "n" THEN
942 VIEW PEINT 2 TO 19
9 4 3 ‘ CLS 0 :  VIEW
945 GOTO 430
950 ELSEIF c$ = "Q" OE c$  = " q “ THEN
953 GOTO 990
960 ELSEIF c$ = "D" OE c$ -  "d" THEN
962 VIEW PEINT 2 TO 19
963 VIEW (1 ,  1 ) - ( 5 9 9 ,  1 7 5 ) :  CLS 0
965 GOTO 214
970 ELSE
971 GOTO 890
972 END IF
975 GOTO 890
990 CLS : PEINT " p r o g r a m t e r m i n a t i n g "
995 END 
MESSAGE:
PEINT H THIS PEOGEAM EEQUIEES GEAPHICS CAPABILITY " 
NOGRAPHICS = TEUE 
RESUME NEXT 
4010  END
100000000
100000000
)
/  36 00 ;  
/  3600 ;  
/  36 00 ;
SUB banup
111 CONST f a l s e  = 0 ,  TRUE = NOT f a l s e
112 ON ERROR GOTO MESSAGE
113 SCREEN 9
114 ON ERROR GOTO 0
115 IF NOGRAPHICS THEN END
117 LOCATE 8 , 45
142 PRINT TABOO);
143 PRINT "KINET 31"
144 PRINT TABOO);
145 PRINT "IBM v e r s i o n  3 .0 "
146 PRINT TABOO);
147 PRINT HBJH,GJB,MJP, 1990"
\ 148 LINE ( 2 0 0 ,  1 0 0 ) - ( 4 0 0 ,  1 60 ) ,  1, B
LINE ( 1 7 5 ,  8 5 ) - ( 4 2 5 ,  1 7 5 ) ,  3 ,  B 
LINE ( 1 5 0 ,  7 0 ) - ( 4 5 0 ,  19 0) ,  1, B
149 VIEW PRINT 24 TO 25
150 PRINT TAB( 2 5 ) ;
151 PRINT "PRESS ANY KEY TO CONTINUE"
153 DO
154 LOOP UNTIL INKEY$ <>
155 CLS 
END SUB
SUB c h a n g s u b
6030  INPUT "WHICH RATE CONSTANT DO YOU WISH TO CHANGE"; W$ 
6040 INPUT "WHAT IS ITS NEW VALUE"; n
6050 IF W$ = " k l " THEN k l rr n
6060 IF W$ = n k 9 i' THEN k 2 = n
6070 IF W$ = " k 3 " THEN k3 - n
6080 IF W$ = " k 4" THEN k4 = n
6090 IF W$ = "kn" THEN kn - n
6100 INPUT "MORE CHANGES";
6110  .IF m$ = "Y" OR = "y" THEN GOTO 6030  ELSE 
END SUB
SUB c o r r  ( c $ ,  x p ( ) ,  n)
1930 REM c o r r l  l o o p  
1940 REM c o r r 2  l o o p
1950 PRINT "Any c o r e c t i o n s  t o  ",  c$
1955 INPUT " ?  E n t e r  p o i n t  no .  o r  0 :  ",  x
1956 a = INT(x)
1960 IF a >= 0 AND a <= n THEN GOTO 1980
1970 GOTO 1940
1980 IF  a > 0 THEN
1983 PRINT c $ ;  " = " ;  x p ( a ) ;  : INPUT " c o r r e c t  v a l u e  = x p ( a )
1984 GOTO 1930 
1986 ELSE
1988 GOTO 2000 
1991 END IF
2000  REM END OF C00R1 LOOP
END SUB
SUB c r o s s  ( x ,  Y)
3150  DRAW Mc 2 "
3180  DRAW "L2 BR2 U2 BD2 R2 BL2 D2 BU2 "
END SUB
I
SUB i n p c o n c
741 CLS : INPUT "INITIAL AMINE CONCENTRATION"; p a s  
743 INPUT "INITIAL EPOXIDE CONCENTRATION"; e p s  
745 INPUT "TRACE WATER CONCENTRATION"; aq  
747 INPUT "NAME OF CONCENTRATION F I L E " ;  CONCS 
750 s a v e c o n c
END SUB
SUB i n p d a t
1710 CLS : PRINT " E n t e r  e x p e r i m e n t a l  d a t a ,  e n t e r  - 9 9 9  t o  t e r m i n a t e  d a t a  e n t  
a x .  no.  p o i n t s  40"
1720 n = 1
1730 REM ENTER LOOP
1740 PRINT " P o i n t  no .  ",  n
1750 INPUT "Time = ",  t e x p ( n )
1760 IF t . e x p (n )  = - 9 9 9  THEN GOTO 1820 
1770 INPUT "amine  c o u n t s  = ",  c p s a ( n )
1780 INPUT " 1 : 1  c o u n t s  = ",  c p s l ( n )
1790 INPUT " 2 : 1  c o u n t s  = ",  c p s 2 ( n )
1800 n = n + 1: IF n = 41 THEN GOTO 1910 
1810 GOTO 1730
1820 INPUT "Any c o r r e c t i o n s ?  P r e s s  Y o r  N . " , c$
1830 IF c$ = "Y" OR c$  = "y" THEN 
1840 c o r r  " t i m e " ,  t e x p ( ) ,  n
1850 c o r r  "amine c t s . " ,  c p s a ( ) ,  n
1860 c o r r  " 1 : 1  c t s . " ,  c p s l ( ) ,  n
1870 c o r r  " 2 : 1  c t s . " ,  c p s 2 ( ) ,  n
1880 END IF
1890 n d a t a  = n:  INPUT "Do you wish  t o  s a v e  t h e  d a t a ?  P r e s s  Y / N . " ,  c$
1900 IF c$ = "Y" OR c $  = "y" THEN
1901 s a v e d a t a
1902 GOTO 1925
1905 ELSE
1906 GOTO 1925
1907 END IF
1910 PRINT " t o o  many d a t a  p o i n t s "
1911 GOTO 1710
1925 REM end  o f  s u b r o u t i n e  
END SUB
FUNCTION l o g  10 (x)  STATIC 
l o g l O  = LOG( x ) /  LOG(10#)
END FUNCTION
SUB n fo r m ( x ,  s f%,  f l d%,  c r )
END SUB
SUB o b s p  ( x ,  Y l ,  Y2, Y3)
3000  PSET ( x ,  Yl )
3010  s q u r  x ,  Yl 
3100  PSET ( x ,  Y2)
3200  c r o s s  x ,  Y2 
3300  PSET ( x ,  Y3)
3400  t r i a n  x ,  Y3 
END SUB
SUB p l o t s u b l
INPUT "WHAT NO. OF DATA POINTS ARE REQUIRED FOR PLOT"; pp 
t p l o t  ss t e x p ( p p )
PRINT t p l o t ;
FOR kk = 1 TO 50 00 :  NEXT kk 
END SUB
SUB p o i n t s  (x ,  YI,  Y2, Y3) 
xp = x
PSET ( x p ,  Y I ) :  PSET (xp ,  Y2) :  PSET (xp ,  Y3)
END SUB
SUB p o u t
PRINT " p r e s s  c t r 1 + a l t + m i n u s  "
END SUB
SUB p r e s s k e y  
END SUB
SUB r a t e s u b
8000  CLS : INPUT "INPUT VALUES OF k l ,  k2 ,  kn ,  V.3, k 4 " ;  k l ,  k2 ,  kn,  k3,  k4
8010 INPUT "NAME OF RATE CONSTANT F I LE " ;  RATES
8020  CLS : PRINT "INSERT DISKETTE IN TO DRIVE A, PRESS ANY KEY"
8030 DO
8040 LOOP WHILE INKEYS = ""
8050  OPEN " b : \ "  + RATES + " . d a t " FOR OUTPUT AS #7
8060  PRINT #7,  k l ,  k2 ,  kn ,  k3 ,  k4
8070  PRINT k l ,  k2,  kn ,  k3 ,  k4
8080 CLOSF #7
END SUB
SUB r e s t a b  
1550 c = c o u n t s  
1555 s t a t i s
1560 PRINT " L i s t  e v e r y  n t h  v a l u e :  e n t e r  n "
1565 TNPUT ; INC
1590 LPRINT 1 li A u t o c a t a l y s e d  f i r s t  o r d e r  r e a c t i o n >
1591 LPRINT y I) RATE CONSTANTS , moI~2 h r - 1  ( mo l -2 S
1600 LPRINT 1 n k l  = ";  k l ;  " ( ";  k l /  3600 ; II s ii
1602 LPRINT y It k2 = ";  k 2 ; " ( k2 /  3 6 0 0 ; II s it
1603 LPRINT y H k3 = " ;  k  3 ;  " ( " ;  k3 /  36 0 0 ; II \ ii
1604 LPRINT y II k4 = ";  k 4 ; " ( " ;  k4 /  3 600 ; n \ ii
1605 LPRINT y II kn = " ;  k n ;  " ( " ;  kn /  3 600 ; n \ ii
1610 LPRINT , " * * * * * * * * ** * * * * * * * * * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
4* ^  ’P ^  4* ^  II/fs •■p* 'T' 4^  'T** 4s
1620 LPRINT , " t i m e  c one  c one  c on e  c o u n t s  c o u n t s
t s "
1630 LPRINT , " pa  s a  t a  pa  s a
u
1640 LPRINT , " * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * * ** * * * * * * * * * ** * * * * * * * *
^^ 4^>4> 4^,4' H ^  ^  ^  ^  4** ^ T**
1650 FOR i = 1 TO l i m i  STEP INC
1651 LPRINT T A B U ) ;  t t a b ( i ) ;  TAB(14) ;
1660 LPRINT USING "; p a t a b ( i ) ,  s a t a b ( i ) ,  t a t a b ( i ) ;
1661 LPRINT USING "##.  " ;  c * p a t a b ( i ) ,  c * s a t a b ( i ) ,  c * t a t a b ( i )
1670 NEXT i
1680 CLS 0 
1690 END SUB
SUB r u n g e  ( x ,  Y, Z, k ,  h ,  o)
SHARED p a i  
1180 y t  = Y
1190 a = y d a s h ( h ,  Z,  Y, k ,  o ,  kn ,  k3 ,  a q )
1200  x = x + h /  2
1210 Y = y t  + a /  2 :  REM o = p a i  -  y + o h i
1220 B = y d a s h ( h ,  Z, Y, k ,  o ,  kn ,  k 3 ,  a q )
1230 Y = y t  + B /  2 :  REM o = p a i  -  y + o h i
1240 c = y d a s h ( h ,  Z, Y, k ,  o ,  kn ,  k 3 ,  aq )
1250 x = x + h /  2
1280 Y = y t  + c :  REM o = p a i  -  y + o h i
1270 Y = y t  + (a  + 2 * (B + c )  + y d a s h ( h ,  Z, Y, k,  o ,  kn ,  k3 ,  a q ) )  /  8
END SUB
SUB r u n g e l  (x ,  Z, Y, k,  h ,  u ,  L, o)
1310 y t  = Y
1320 a = y d a s h l ( h ,  Z, L, u ,  o ,  kn ,  k ,  Y, k3 ,  k4 ,  aq)
1330 x = x + h /  2
1340 Y = y t  + a /  2
1350 B = y d a s h l ( h ,  Z, L, u ,  o,  kn ,  k,  Y, k3 ,  k4 ,  aq )
1360 Y = y t  + B /  2
1370 c = y d a s h l ( h ,  Z, L, u ,  o,  kn ,  k,  Y, k3 ,  k4 ,  a q )
1360 x = x + h /  2
1390 Y = y t  + c
1400 Y = y t  + (a + 2 * ( B + c ) + y d a s h l ( h ,  Z, L, u,  o,  kn ,  k ,  Y, k3 ,  k4 ,  aq
6
END SUB
SUB r u n g e 2  ( x ,  Y, Z, k,  h ,  u,  L, o)
1440 y t  = Y
1450 a = y d a s h 2 ( h ,  u,  Y, L, o ,  kn ,  k ,  Z, k3 ,  k4 ,  aq )
1460 x = x + h /  2 
1470 Y = y t  + a /  2
1480 B = y d a s h 2 ( h ,  u ,  Y, L,  o ,  kn ,  k ,  Z, k3 ,  k4 ,  aq )
1490 Y = y t  + B /  2
1500 c = y d a s h 2 ( h ,  u,  Y, L, o ,  kn ,  k,  Z, k3 ,  k4,  aq )
1510 x = x + h /  2
1520 Y = y t  + c
1530 Y = y t  + (a  + 2 * (B + c )  + y d a s h 2 ( h ,  u,  Y, L, o ,  kn ,  k ,  Z, k3 ,  k4 ,  aq
6
END SUB 
SUB s a v e c o n c
7000  PRINT "INSERT DATA DISK IN DISKDRIVE A, AND PRESS ANY KEY"
7004  DO
700 5  LOOP WHILE INKEY$ =
70 10  OPEN " b : \ "  + C0NC$ + ".DAT" FOR OUTPUT AS #5
70 2 0  PRINT # 5 ,  p a s ,  e p s ,  aq  
7030  PRINT p a s ,  e p s ,  a q  
7040  CLOSE #5
END SUB
fe
SUB s a v e d a t a  
SHARED n d a t a
2029  INPUT "ENTER NAME OF DATA F I L E " ;  FILE$
2030  PRINT “ I n s e r t  d i s k  i n t o  d r i v e  , p r e s s  any  key  t o  c o n t i n u e "
2035  DO
2036 LOOP WHILE INKEY$ =
2050  OPEN " b : \ "  + FILE$ + ".DAT" FOR OUTPUT AS #3
2060  FOR i = 1 TO n d a t a *- PRINT #3 ,  t e x p ( i ) ,  c p s a ( i ) ,  c p s l ( i ) ,  c p s 2 ( i )
2061 PRINT t e x p ( i ) ,  c p s a ( i ) ,  c p s l ( i ) ,  c p s 2 ( i )
2065  NEXT i
2070  CLOSE #3 
END SUB
SUB s c a l a x  ( x l ,  x2 ,  Yl ,  Y2)
2008 DIM t  i m(50)
2009 REM x l = t p l o t , x 2 = 0 , y l = m a x , y 2 = 0
2010  f = . 0 5 :  x = f * ( x l  -  x 2 ) :  Y = f  * (Yl  -  Y2)
2020 xmax = x l  + 2 * x :  xmin = x2 -  x :  ymax = Yl + Y: ymin = Y2 -  Y
2040 dx = xmax -  xmin :  dy = ymax -  ymin :  i = 0
2041 x y r a t i o  = 1 . 6 7 9 :  l o g 2  = l o g l 0 ( 2 ) :  l o g 5  = l o g l O ( 5 )
2100  x u n i t s  = x y r a t i o  * d y : x f  = x u n i t s  /  dx :  xm = xmin * x f
2101 CLS 0
2102 VIEW (1 ,  1 ) - ( 6 0 0 ,  2 4 0 ) ,  , 2
2110 WINDOW (xmin ,  y m i n ) - ( x m a x ,  ymax)
2120 LINE (xmi n ,  0 ) - ( x m a x ,  0 ) ,  Is LINE (0 ,  y m i n ) - ( 0 ,  ymax) ,  1
2130  xg = l o g l O ( x l ) :  eg  = I N T ( x g ) :  dg = 10 ^ e g :  xg = xg -  eg
2140 IF xg < 1og2 THEN
2150  dg = . 2  * dg
2160  ELSEIF xg < l o g 5  THEN
2170  dg = . 5  * dg
2180 END IF
2190  yg = . 01  * ymax:  x = 0 
2200  REM g r a d  l o o p
2210 X = x + dg:  IF x > x l  THEN GOTO 2228 
2215  x x f  = x :  LINE ( x x f ,  y g ) - ( x x f ,  - y g ) ,  3 
2218  i -  72 * x x f  /  (xmax -  xmin)  + 3
2220  IF i > 70 THEN GOTO 2227
2221 VIEW PRINT 2 TO 20 
2225  LOCATE 18, i
2227  GOTO 2210
2228  REM l a b e l  a x e s
2229  LOCATE 18, 72
2230  PRINT " h r s "
2231 LOCATE 2,  3
2232  PRINT "c
2233  LOCATE 3
2234 PRINT "o
2235  LOCATE 4
2236  PRINT "u
2237  LOCATE 5
2238  PRINT "n
2239  LOCATE 6
2240  PRINT " t
2241 LOCATE 7
2242  PRINT "s 
END SUB
SUB s q u r  ( x ,  Y)
3030  DRAW ”c2"
3040  DRAW " r 4  u4 14 d4 "
3050 DRAW " r 2  u2"
3060  DRAW " p l , 2 "
END SUB
SUB s t a t i s
DIM y d i f f p a ( 1 00 ) ,  y d i f f s a ( 1 0 0 ) ,  y d i f f t a ( l O O )
v a r p a  = 0
v a r s a  = 0
v a r t a  = 0
sumpa = 0
sumsa  = 0
s u m t a  = 0
FOR i = 1 TO n d a t a
y d i f f p a ( i )  = c p s a ( i )  -  c * p a t a b ( i )  
sumpa = sumpa + c p s a ( i )  
y d i f f s a ( i )  = c p s 1 ( i ) -  c * s a t a b ( i )  
sumsa  = sumsa  + c p s l ( i )  
y d i f f t a ( l )  = c p s 2 ( i )  -  c * t a t a b ( i )  
s u m t a  = s u m t a  + c p s 2 ( i )
NEXT i
meanpa = sumpa /  n d a t a  
meansa  = sumsa  /  n d a t a  
m e an t a  = s u m t a  /  n d a t a  
FOR i = 1 TO n d a t a
v a r p a  = v a r p a  + ( ( c  * p a t a b ( i ) )  -  meanpa)  ^ 2
v a r s a  = v a r s a  + ( ( c  * s a t a b ( i ) )  -  me ans a )  ^ 2
v a r t a  = v a r t a  + ( ( c  * t a t a b ( i ) )  -  m e a n t a )  ^ 2
NEXT i
v a r p a  = v a r p a  /  n d a t a  
v a r s a  = v a r s a  /  n d a t a  
v a r t a  = v a r t a  /  n d a t a  
s d p a  = SQR( v a r p a )  
s d s a  = S Q R ( v a r s a )  
s d t a  = S Q R ( v a r t a )
PRINT " v a r i a n c e  p a , s a , t a  = " ,  v a r p a ,  v a r s a ,  v a r t a  
PRINT " s t a n d a r d  d e v i a t i o n  p a , s a , t a  = " ,  s d p a ,  s d s a ,  s d t a  
PRINT " t h e  d i f f e r e n c e s  i n  y a r e "
FOR i = 1 TO n d a t a
PRINT y d i f f p a t i ) ,  y d i f f s a ( i ) ,  y d i f f t a ( i )
NEXT i 
END SUB
SUB t r i a n  ( x ,  Y)
3250  DRAW "C2"
3260  DRAW "F4 L8 E4"
END SUB
SUB v i s s u b
5000 INPUT " r e q u i r e d  v i s c o s i t y  f a c t o r " ;  v
5 0 1 0  kl  = k l  *  v :  k2 = k2 *  v :  kn = kn *  v :  k3  = k3 *  v :  k4 = k4 *  v 
END SUB
1 0 1 0  FUNCTION ydash <h, Z,  Y, k, o, kn, k3 ,  aq)
1 0 2 5  REM d ( p a ) / d t  = - h t k 1 ( o h ) ( p a ) ( e p )  + k n ( e p ) ( p a ) ^ 2  + k 3 ( e p ) ( p a ) ( H 2 0 ) 1 
1 030 ydash = -h *  Z *  Y *  (k *  o + kn *  Y + k3 *  aq)
END FUNCTION
FUNCTION y da s h l  (h, Z, L,  u, o, kn, k, Y, k3,  k4,  aq)
1 0 7 5  REM dE s a 3 / d t  = hCk1 ( o h ) ( p a ) ( e p )+ k n( e p ) ( p a ) ^ 2 - k 2 (e p ) ( o h ) ( s a ) + 
k 3 ( e p ) ( a q ) ( p a ) - k 4 ( e p ) ( a q ) ( s a )3
1080 y d a s h l  = h * Z * ( L * u * o + k n * u * u - k * Y * o + k 3 * a q * u  
-  k4 *  aq *  Y)
END FUNCTION
FUNCTION ydash2 (h, u, Y, L,  o, kn, k, Z,  k3 ,  k4,  aq)
1125 REM d C e p 3 / d t  = - h  ( kn Cpa3/' 2Cep3+k 1 Cep3 Cpa3 Coh 3+k2Csa3 Cep3 Coh 3 
+k3Cpa3Caq3Cep3+k4Csa3Caq3Cep3)
1 1 3 0  ydash2  = -h * u *  Y *  (L *  o + kn *  u) - h * k * Z * Y * o
- h * k 3 * a q * Y * u - h * k 4 * a q * Y * Z
END FUNCTION
