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A TOUR ON THE MASTER FUNCTION
THEOPHILUS AGAMA
Abstract. In this paper we study a function defined on natural numbers having exactly two prime factors.
Using this function, we establish analogues of Mertens’s Theorem on positive integers n with the property
that Ω(n) = 2. We establish in particular the following estimates:
∑
n≤x
Ω(n)=2
logn
n
= (log x)(log log x) +O(log x),(1)
∑
n≤x
Ω(n)=2
logn = x log log x+O(x)(2)
∑
n≤x
Ω(n)=2
1
n
=
1
2
(log log x)2 +O(log log x)(3)
∑
n≤x
Ω(n)=2
log2 n = x(log x)(log log x) +O(x log x).(4)
1. Introduction
The von Mangoldt function is an arithmetic function not multiplicative, defined on the primes as
Λ(n) :=
{
log p if n = pk
0 otherwise,
where p runs over the prime numbers. It is an extremely usefull arithmetic function, for such is it’s reputation
in giving a clear picture about the distribution of primes. For example, the prime number theorem has
an equivalent formulation
1
x
∑
n≤x
Λ(n) ∼ 1 [1]. It also has a nice multiplicative property
∑
d|n
Λ(d) = logn.
Mertens’s theorem states: ∑
n≤x
Λ(n)
n
= log x+O(1)(5)
∑
p≤x
log p
p
= log x+O(1)(6)
∑
p≤x
1
p
= log log x+ b1 +O
(
1
log x
)
.(7)
In this paper we establish estimates for the sums in 5, 6 and 7, over integers having exactly two prime
factors. That is, positive integers n with the property Ω(n) = 2, where Ω(n) :=
∑
pα|n
1.
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2. Notations
Through out this paper a prime number will always be represented by p or q. Any subscript of p or q will
also denote a prime number. Any letter apart from p will represent a real or nutural number. The big
omega function, denoted Ω(n) =
∑
pα|n
1, counts the number of prime factors of any natural number n with
multiplicity. Chebyshev’s theta function is represented by θ(t) :=
∑
p≤t
log p.
3. The master function
In this section we study an arithmetic defined on semi-primes. This function will play a crucial role in
establishing these estimates, since it enables us to extract every information we need concerning almost
prime integers. By virtue of that, we start by establishing estimates of the various partial sums.
Definition 1. Let n be any positive integer, then we let
Υ(n) :=


log p if n = p2
log(p1p2) if n = p1p2, p1 6= p2
0 otherwise,
where p, p1, p2 are all primes.
The first ten values of this function are given by Υ(1) = 0,Υ(2) = 0,Υ(3) = 0,Υ(4) = log 2,Υ(5) = 0,Υ(6) =
log 6,Υ(8) = 0,Υ(9) = log 3,Υ(10) = log 10.
Remark 3.1. This function naturally assigns weight to positive integers having exactly two prime factors.
We let Ψ(x) :=
∑
n≤x
Υ(n). This function similarly counts the number of positive integers having two prime
factors in a weighted manner. In any case, it is of interest to establish an estimate for this partial sum.
Theorem 3.2. For all x ≥ 4,
Ψ(x) :=
∑
n≤x
Υ(n) = x log log x+O(x).
Proof. We observe that Ψ(x) :=
∑
n≤x
Υ(n) =
∑
p≤ x
2
pi
(
x
p
)
log p. By applying partial summation, we have
∑
p≤ x
2
pi
(
x
p
)
log p = θ
(
x
2
)
+ x
x
2∫
2
θ(t)
t2 log(x/t)
dt+O
(
x
x
2∫
2
θ(t)
t2 log2(x/t)
dt
)
Using prime number theorem [1], in the form θ(t) = t+ O
(
te−c
√
log t
)
for c > 0 and it’s equivalent forms,
the expression on the right can be rewritten as
θ
(
x
2
)
+ x
x
2∫
2
θ(t)
t2 log(x/t)
dt+O
(
x
x
2∫
2
θ(t)
t2 log2(x/t)
dt
)
=
x
2
+O
(
xe−c
√
log x/2
)
+ x
x
2∫
2
(t+O(te−c
√
log t)
t2 log(x/t)
dt
(8)
+O
(
x
x
2∫
2
t+O(te−c
√
log t)
t2 log2(x/t)
dt
)
.
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By rewriting the expression on the right, seperating the main term from the error term, we have
x
2
+O
(
xe−c
√
log(x/2)
)
+ x
x
2∫
2
(t+O(te−c
√
log t)
t2 log(x/t)
dt+O
(
x
x
2∫
2
t+O(te−c
√
log t)
t2 log2(x/t)
dt
)
=
x
2
+O(xe−c
√
log x)
+x
x
2∫
2
dt
t log(x/t)
+O
(
x
x
2∫
2
dt
tec
√
log t log(x/t)
)
+O
(
x
x
2∫
2
dt
t log2(x/t)
)
+O
(
x
x
2∫
2
dt
tec
√
log t log2(x/t)
)
.
It follows therefore that Ψ(x) =
∑
n≤x
Υ(n) = x2+x
x
2∫
2
dt
t log(x/t)+O(xe−c
√
log x)+O
(
x
x
2∫
2
dt
t log2(x/t)
)
+O
(
x
x
2∫
2
dt
tec
√
log t log(x/t)
)
.
Now, we estimate the expressions on the right term by term. It is easily seen that
x
2∫
2
dt
t log(x/t)
= log log(x/2)− log log 2,
x
2∫
2
dt
t log2(x/t)
=
1
log 2
− 1
log(x/2)
and
x
2∫
2
dt
tec
√
log t log(x/t)
=
(9)
−
log 2∫
log(x/2)
du
uec
√
log x−u(10)
Now, we see that
−
log 2∫
log(x/2)
du
uec
√
log x−u ≪
log 2∫
log(x/2)
du
ec
√
log x−u
≪
√
log(x/2)∫
√
log 2
m
ecm
dm
≪ 1.
Plugging these estimates into the main expression, we have that
Ψ(x) = x log log(x/2) +
x
2
+O(xe−c
√
log x)− x log log 2 +O(x) +O
(
x
log(x/2)
)
+O(x)
= x log log(x/2) +O(x)
= x log log x+O(x),
thereby establishing the estimate. 
Corollary 3.1. For all x ≥ 4 ∑
p≤x/2
pi
(
x
p
)
≥ x
log x
log log x+O
(
x
log x
)
.
Proof. The result follows by using the inequality
∑
p≤x/2
pi
(
x
p
)
log p ≤ log(x/2) ∑
p≤y
pi
(
x
p
)
in combination with
the estimate in Theorem 3.2. 
Corollary 3.2. For all x ≥ 4 ∑
n≤x
Ω(n)=2
logn = x log log x+O(x),
where Ω(n) :=
∑
pα|n
1.
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Proof. First we observe that
∑
n≤x
Υ(n) =
∑
p2≤x
log p +
∑
pq≤x
p6=q
log(pq) =
∑
n≤x
Ω(n)=2
logn − θ(√x), where θ(√x) :=
∑
p≤√x
log p is Chebyschev’s function and p, q runs over the primes. Combining this estimate with Theorem
3.2, we have that
∑
n≤x
Ω(n)=2
logn−θ(√x) = x log log x+O(x). Using Chebyshev’s theorem [2], the result follows
immediately. 
Corollary 3.3. For all x ≥ 4, ∑
n≤x
Ω(n)=2
log2 n = x(log x)(log log x) +O(x log x).
Proof. First consider the weighted sum
∑
n≤x
Υ(n) logn. By using partial summation, we have
∑
n≤x
Υ(n) logn = log x
∑
n≤x
Υ(n)−
x∫
4
Ψ(t)
t
dt.
Using Theorem 3.2, we have
log x
∑
n≤x
Υ(n)−
x∫
4
Ψ(t)
t
dt = log x
(
x log log x+O(x)
)
−
x∫
4
log log t dt+O(x)
= x(log x)(log log x) +O(x log x)−
x∫
4
log log t dt
= x(log x)(log log x) +O(x log x)− x log log x+O(1) +O(li(x))
= x(log x)(log log x) +O(x log x).
Again we observe that
∑
n≤x
Υ(n) logn =
∑
n≤x
Ω(n)=2
log2 n − 2 ∑
p≤√x
log2 p. By applying partial summation, we
have
∑
p≤√x
log2 p = θ(
√
x) log
√
x− 1
2
x∫
2
θ(
√
t)
t
dt.
Appealing, once again, to Chebyshev’s theorem [2], we have
θ(
√
x) log
√
x− 1
2
x∫
2
θ(
√
t)
t
dt = O(√x log x) +O(√x)
≪ √x log x.
By comparing the two estimates for the weighted sum
∑
n≤x
Υ(n) logn the result follows immediately. 
Corollary 3.4. For all x ≥ 4, ∑
n≤x
Ω(n)=2
1
n
=
1
2
(log log x)2 +O(log log x).
Proof. First, let us consider the weighted sum
∑
n≤x
Υ(n)
n logn . By partial summation it turns out that
∑
n≤x
Υ(n)
n logn
=
1
x log x
∑
n≤x
Υ(n) +
x∫
4
Ψ(t)
t2 log t
dt+
x∫
4
Ψ(t)
t2 log2 t
dt.
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Applying Theorem 3.2, we have
1
x log x
∑
n≤x
Υ(n) +
x∫
4
Ψ(t)
t2 log t
dt+
x∫
4
Ψ(t)
t2 log2 t
=
1
x log x
(
x log log x+O(x)
)
+
x∫
4
log log t
t log t
dt
+O
( x∫
4
1
t log t
dt
)
+
x∫
4
log log t
t log2 t
dt+O
( x∫
4
1
t log2 t
dt
)
(11)
Now, we estimate each term in 11. First of all
x∫
4
log log t
t log t
dt =
log log x∫
log log 4
u du(12)
=
1
2
(log log x)2 +O(1).
Again
x∫
4
1
t log2 t
dt =
log log x
log x
+O(1) +
x∫
4
log log t
t log2 t
dt
=
log log x
log x
+O(1) +O(1)(13)
≪ 1.
Plugging these estimates into 11, it follows that
∑
n≤x
Υ(n)
n logn =
1
2 (log log x)
2+O(log log x). On the other hand
we notice that
∑
n≤x
Υ(n)
n logn
=
∑
n≤x
Ω(n)=2
1
n
− 1
2
∑
p≤√x
1
p2
.
Using the fact that
∑
p≤√x
1
p2 ≪ 1, and combining the two estimates for the weighted sum
∑
n≤x
Υ(n)
n logn , the
result follows immediately. 
Remark 3.3. Having established an estimate for the partial sum of the arithmetic function Υ(n), a natural
quest is to examine the behaviour of their average. That is we examine next the partial sum of the average
value Υ(n)n .
Theorem 3.4. For all x ≥ 4,
∑
n≤x
Υ(n)
n
= (log x)(log log x) +O(log x).
Proof. By applying partial summation, we have that
∑
n≤x
Υ(n)
n
=
1
x
∑
n≤x
Υ(n) +
x∫
4
Ψ(t)
t2
dt.
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Using Theorem 3.2, we have that
1
x
∑
n≤x
Υ(n) +
x∫
4
Ψ(t)
t2
dt =
1
x
(
x log log x+O(x)
)
+
x∫
4
t log log t+O(t)
t2
dt
= log log x+O(1) +
x∫
4
log log t
t
dt+O
( x∫
4
1
t
dt
)
= log log x+O(1) + (log x)(log log x)− log x+O(1) +O(log x)
= (log x)(log log x) +O(log x),
thereby establishing the estimate. 
Corollary 3.5. For all x ≥ 4, ∑
n≤x
Ω(n)=2
log n
n
= (log x)(log log x) +O(log x).
Proof. We first observe that ∑
n≤x
Υ(n)
n
=
∑
n≤x
Ω(n)=2
logn
n
−
∑
p≤√x
log p
p2
.
Applying partial summation, we have
∑
p≤√x
log p
p2
=
1√
x
∑
p≤√x
log p
p
+
1
2
x∫
4
Φ(t)
t3/2
+O
( x∫
4
1
t3/2
dt
)
.
Appealing to Mertens’s theorem [2], we have that
1√
x
∑
p≤√x
log p
p
+
1
2
x∫
4
Φ(t)
t3/2
+O
( x∫
4
1
t3/2
dt
)
=
1√
x
(
log(
√
x) +O(1)
)
+
1
4
x∫
4
log t
t3/2
dt+O
( x∫
4
1
t3/2
dt
)
=
log x
2
√
x
+O
(
1√
x
)
+O
(
1√
x
)
+O(1) +
x∫
4
log t
t3/2
dt
= O(1) +
x∫
4
log t
t3/2
dt.
≪ 1.
Using Theorem 3.4, we have that
∑
n≤x
Ω(n)=2
logn
n −
∑
p≤√x
log p
p2 = (log x)(log log x)+O(log x) and the result follows
immediately. 
4. Relation with von Mangoldt function
The von Mangoldt function is a non-multiplicative arithmetic function that assigns weight to prime powers.
The master function, similarly, is also not multiplicative and assigns weight to almost prime integers. In
spite of their differences, they perform similar roles in different settings. So it is a natural instinct to compare
these two in the following ways.
Theorem 4.1. The following relations remain valid.
(i)
∑
d|n
Λ(d) = k
∑
d|n
Υ(d) if n = pk for k ≥ 2.
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(ii)
∑
d|n
Λ(d) =
∑
d|n
Υ(d) if n = (p1 · p2 · · · pk)k for k ≥ 2.
(iii)
∑
d|n
Λ(d) =
∑
d|n
Υ(d) +
r∑
i=1
ci log pi for ci ∈ Z+ if n = pk11 · pk22 · · · pkrr , for each ki ≥ 2 with r ≤ ki.
Proof. For (i) consider n = pk for k ≥ 2. Then by definition, it follows that ∑
d|n
Λ(d) = k log p. Also
by definition,
∑
d|n
Υ(d) = log p. By combining the both estimates (i) follows. Also for (ii) suppose n =
(p1 · p2 · · · pk)k for k ≥ 2, then it follows by definition
∑
d|n
Λ(d) = k log p1 + k log p2 + · · ·+ k log pk. Again by
definition
∑
d|n
Υ(d) = (log(p1 · p2) + · · · + log(p1 · pk)) + (log p1 + log p2 + · · · + log pk) + (log p2 · p3 + · · · +
log(p2 · pk)) + · · · log(pk−1 · pk) = k log p1 + k log p2 + · · · + k log pk. By comparing both expressions, (ii)
follows immediately. For (iii) suppose n = pk11 ·pk22 · · · pkrr with ki ≥ 2 and r ≤ ki for each i = 1, 2 · · · r. Then
it follows by definition
∑
d|n
Λ(d) = k1 log p1 + k2 log p2 + · · ·+ kr log pr = (r log p1 + r log p2 + · · ·+ r log pr) +(
(k1− r) log p1+(k2− r) log p2+ · · ·+ (kr − r) log pr
)
= (r log p1+ r log p2+ · · ·+ r log pr) +
r∑
i=1
ci log pi for
ci ∈ Z+. By definition, we see that
∑
d|n
Υ(d) = r log p1+r log p2+ · · ·+r log pr, and the proof is complete. 
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