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Abstract
Three common classes of kernel regression estimators are considered: the Nadaraya–
Watson (NW) estimator, the Priestley–Chao (PC) estimator, and the Gasser–
Mu¨ller (GM) estimator. It is shown that (i) the GM estimator has a certain
monotonicity preservation property for any kernel K, (ii) the NW estimator has
this property if and only the kernel K is log concave, and (iii) the PC estimator
does not have this property for any kernel K. Other related properties of these
regression estimators are discussed.
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fitting, monotonicity preservation property
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1. Introduction, summary, and discussion
We are given points (x1, y1), . . . , (xn, yn) in R2. These points may be thought
of as particular realizations of random pairs (X1, Y1), . . . , (Xn, Yn). In particu-
lar, this includes nonlinear regression models of the form
Yi = f(Xi) + εi
for i ∈ [n] := {1, . . . , n}, where f is a somewhat smooth unknown function from
R to R and the εi’s are random variables such that E(εi|X1, . . . , Xn) = 0 for all
i.
One then wants to obtain an estimator fˆ of the unknown function f . A
way to do that is to smooth the data (x1, y1), . . . , (xn, yn) using a kernel K,
which is understood as a probability density function (pdf) on R – that is, a
nonnegative measurable function from R to R such that
∫
RK(u) du = 1. The
resulting kernel smoothers fˆ of the data are called kernel regression estimators.
The kernel K is usually taken according to the formula
K(u) = Kκ,h(u) :=
1
h
κ
(u
h
)
(1.1)
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for real u, where κ can be thought of as a fixed kernel, and then h is a positive
real number referred to as the bandwidth, whose choice may depend on the
model, the estimator used, the sample size n, and possibly on the data as well;
the choice of the “mother” kernel κ may depend on the model and the estimator.
See e.g. [6].
Let
x := (x1, . . . , xn) and y := (y1, . . . , yn).
The three most common kernel regression estimators are as follows.
The Nadaraya–Watson (NW) estimator [15, 19] is defined by the formula
fˆ NWK (x) := fˆ
NW
K;x,y(x) :=
∑n
i=1 yiK(x− xi)∑n
i=1K(x− xi)
(1.2)
for all real x such that the denominator
∑n
i=1K(x− xi) of the ratio in (1.2) is
nonzero; let us denote the set of all such x by D NWK;x,y:
D NWK;x,y :=
{
x ∈ R :
n∑
i=1
K(x− xi) > 0
}
.
For x /∈ D NWK;x,y, the value of fˆ NWK;x,y(x) is left undefined. So, D NWK;x,y is the
domain (of definition) of the NW estimator fˆ NWK;x,y.
The Priestley–Chao (PC) estimator [16] is defined by the formula
fˆ PCK (x) := fˆ
PC
K;x,y(x) :=
n∑
i=1
yi (xi − xi−1)K(x− xi) (1.3)
for all real x. Here, it is assumed that the xi’s are in the order of their indices,
so that
x1 6 · · · 6 xn (1.4)
and that x0 is a real number such that x0 6 x1.
The Gasser–Mu¨ller (GM) estimator [9] is defined by the formula
fˆ GMK (x) := fˆ
GM
K;x,y(x) :=
n∑
i=1
yi
∫ si
si−1
K(x− t) dt (1.5)
for all real x, where
si := (xi + xi+1)/2.
Here, (1.4) is assumed again, with the additional assumptions x0 := −∞ and
xn+1 :=∞, so that
s0 = −∞ and sn =∞.
Note that x0 here is not the same as x0 for the PC estimator.
The PC and GM estimators are defined on the entire real line R, which is
thus the domain of these two estimators.
The question considered in the present note is this:
2
• Under what conditions on the kernel K do the NW, PC, and GM kernel
estimators preserve the monotonicity?
More specifically, assume that condition (1.4) holds, as well as the condition
y1 6 · · · 6 yn, (1.6)
so that, if xi < xj for some i and j in [n], then yi 6 yj . One can also say that
x = (x1, . . . , xn) and y = (y1, . . . , yn) are co-monotone.
The co-monotonicty condition arises naturally e.g. in the following setting:
We have two groups – labeled, say, as an x-group and a y-group, each consisting
of n individuals. The individuals in each group are ordered according to the
values of a certain numerical characteristic, matching the individual in the x-
group with the ith smallest value xi of the characteristic to the individual in the
y-group with the ith smallest value yi of the characteristic, so that conditions
(1.4) and (1.6) hold.
Let us say that the NW kernel estimator preserves the monotonicity for a
given kernel K if the function fˆ NWK = fˆ
NW
K;x,y is nondecreasing (on its domain
D NWK;x,y) for any natural n and any co-monotone x and y in Rn. Similarly
defined are the monotonicity preservation properties for the PC and GM kernel
estimators, with the domain D NWK;x,y of course replaced by R for the latter two
estimators.
The monotonicity preservation property appears to be natural and desirable
for a curve estimator. This point is an instance of the general principle that it is
desirable for the values of a statistical estimator to be in the set of all values of
the estimated function of the unknown distribution. E.g., it is natural to want
the values of an estimator of a nonnegative parameter to be nonnegative; the
values of an estimator of a pdf to be pdf’s; etc.
As pointed out e.g. in [10], “Monotone estimates are of course required in
many practical applications, where physical considerations suggest that a re-
sponse should be monotone in the dosage or the explanatory variable.” Various
methods for monotonizing kernel estimators have been proposed, including the
isotonic regression methods using constrained optimization [8]; a method based
on the minimization of misclassification costs [4]; constrained spline-based meth-
ods [13] and other projection techniques [12]; ones based on maximizing fidelity
to the conventional empirical approach subject to monotonicity [10]; monotone
smoothing by inversion [7]; a method based on the Hardy–Littlewood–Po´lya
monotone rearrangement [1]. The paper [5] uses a sieve (rather than kernel)
estimator which imposes the monotonicity constraint.
The main results of this note, which will be proved in Section 2, are Theo-
rems 1, 2, and 3, which characterize the kernels K for which the NW, PC, and
GM kernel estimators preserve the monotonicity.
Theorem 1. The NW kernel estimator preserves the monotonicity for a given
kernel K if and only if K is log concave.
Recall here that a nonnegative function g is log concave if ln g is concave,
with ln 0 := −∞. An important example of a log-concave kernel is any normal
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pdf. Also, if K = Kκ,h is as in (1.1) with κ(u) = cp e
−|u|p for some real p > 1 and
all real u (with cp := 1/
∫∞
−∞ e
−|u|p du) or with κ(u) = b e−1/(1−u
2) I{|u| < 1} for
all real u (with b := 1/
∫ 1
−1 e
−1/(1−u2) du and I{·} denoting the indicator), then
K is log concave. Also, the arbitrarily shifted and rescaled pdf’s of the gamma
distribution with shape parameter > 1 and of the beta distribution with both
parameters > 1 are log concave. It is easy to see that the tails of any log-concave
kernel K necessarily decrease at least exponentially fast. Also, clearly the kernel
Kκ,h defined by (1.1) is log concave for each real h > 0 if the corresponding
mother kernel κ is log concave.
In a somewhat more specific setting, the “if” part of Theorem 1 was es-
sentially presented in [14, Remark 2.1], based on a monotone likelihood ratio
property of a posterior distribution, with a reference to [11, Lemma 2, page 74].
However, the latter lemma does not explicitly mention a posterior distribution.
Therefore, we shall give a short, direct, and self-contained proof of the “if” part
of Theorem 1, which will also be used to prove the “only if” part of Theorem 1.
Theorem 2. The PC kernel estimator does not preserve the monotonicity for
any given kernel K. More specifically, for any kernel K, any natural n, and any
co-monotone x and y in Rn, the function fˆ PCK;x,y is not nondecreasing – unless
x and y are trivial in the sense that
yi (xi − xi−1) = 0 for all i ∈ [n] (1.7)
(in which case fˆ PCK;x,y is identically 0).
Theorem 3. The GM kernel estimator preserves the monotonicity for any given
kernel K.
Remark 4. It immediately follows from the definitions (1.2), (1.3), and (1.5)
that the NW, PC, and GM kernel estimators are linear in y. In particular, if y
is replaced by −y, then the values of these estimators change to their opposites.
Therefore, the monotonicity preservation property of any one of these three
estimators implies the corresponding constancy preservation property, by which
we mean the following: if y1 = · · · = yn, then the corresponding values of the
estimators do not depend on x.
In fact, it is obvious that, for any kernel K, the NW and GM kernel estima-
tors have the constancy preservation property; moreover, they have the constant
preservation property: if y1 = · · · = yn = c, then the NW and GM kernel es-
timators have the constant value c. On the other hand, in view of Theorem 2,
for any kernel K, the function fˆ PCK;x,y for y1 = · · · = yn is constant if and only if
at least one of the following two trivial cases takes place: (i) y1 = · · · = yn = 0
or (ii) x1 = · · · = xn.
The NW and GM kernel estimators also have the shift preservation property
(which actually follows from the constant preservation property and the linear-
ity): If y1, . . . , yn are replaced by y1 + c, . . . , yn + c for some real c, then fˆ
NW
K;x,y
and fˆ GMK;x,y are replaced by fˆ
NW
K;x,y + c and fˆ
GM
K;x,y + c, respectively. On the other
hand, for any kernel K, if y1, . . . , yn are replaced by y1 + c, . . . , yn + c for some
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real c, then fˆ PCK;x,y is replaced by fˆ
PC
K;x,y + c if and only if at least one of the
following two trivial cases takes place: (i) c = 0 or (ii) x1 = · · · = xn.
Summarizing this remark, we may say that the NW and GM kernel estima-
tors always have the constancy and shift preservation properties, whereas the
PC estimator practically never has these nice properties.
The presence – or, in the case of the PC estimator, absence – of the mono-
tonicity and shift preservation properties is illustrated in Figure 1.
The upper row in Figure 1 shows graphs of fˆ NWK;x,y, fˆ
PC
K;x,y, and fˆ
GM
K;x,y for
the (randomly generated) 20-tuples
x = (−8.8,−8,−6.8,−6.3,−4.3,−3.9,−3.9,−3.7,−2.8,
− 2,−1.8,−1,−1, 1.9, 2.3, 2.9, 5.2, 6.5, 9.3, 10) (1.8)
and
y = (−7.1,−6.1,−5.8,−5.3,−4.9,−1.2,−0.6,−0.4, 0.8,
2, 2.1, 2.3, 2.4, 4.4, 5.9, 6, 6.9, 7.4, 8.1, 9.3), (1.9)
with K of the form Kh := Kκ,h as in (1.1) with κ being the standard normal
density.
For each of the three graphs in the upper row of Figure 1, the bandwidth h
of the kernel Kh is determined by cross-validation (see e.g. [18]) – that is, as an
approximate minimizer (obtained numerically) of
CW(h) :=
20∑
j=1
(
yj − fˆKh;x(j),y(j)(xj)
)2
in real h > 0, where fˆ ∈ {fˆ NW, fˆ PC, fˆ GM}, x(j) := (x1, . . . , xj−1, xj+1, . . . , x20),
and y(j) := (y1, . . . , yj−1, yj+1, . . . , y20).
The lower row in Figure 1 shows graphs of fˆ NWK;x,y+10, fˆ
PC
K;x,y+10, and fˆ
GM
K;x,y+10
for x and y as in (1.8) and (1.9), with y replaced by its shifted version y+10 :=
(y1 + 10, . . . , yn + 10). Here the kernel K is of the same form as the one used
for the upper row of Figure 1, with the bandwidth h still determined by cross-
validation.
For the graphs of fˆ PCK;x,y and fˆ
PC
K;x,y+10 in Figure 1, it is assumed that x0 :=
x1 − h.
The corresponding data points are also shown in Figure 1.
Figure 1 illustrates the monotonicity and shift preservation properties of the
NW and GM estimators and the lack of these properties for the PC estimator.
One may also note that the GM graphs in Figure 1 look very similar to the
corresponding NW graphs. However, other choices of x and y suggest that the
GM graphs are usually a bit smoother than the NW ones.
A possible reason for this is that the cross-validation quality CW(h) for
the NW estimator is usually rather flat (that is, almost constant) in a large
neighborhood of a minimizer h of CW(h), and hence the choice of a numerical
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minimizer h of CW(h) for the NW estimator may be rather unstable, which can
then affect the smoothness of the resulting NW estimator. Moreover, CW is
usually rather flat for the GM estimator as well. This observation is illustrated
in Figure 2.
On the other hand, as clearly seen from the definition (1.5), the GM estima-
tor is always continuous, for any, however discontinuous, kernel K. Of course,
this cannot be said concerning the NW and PC estimators.
Figures 1 and 2 also suggest that, at least for the co-monotone x and y,
the NW and GM curves fit the data (x,y) significantly better than the PC
estimator does. In particular, for x and y as in (1.8) and (1.9) the smallest
values of the cross-validation quality CW are about 27.1, 71.7, and 20.7 for the
NW, PC, and GM estimators, respectively; here, of course, the lower values of
CW correspond to the higher quality of the fit.
Figure 3 is quite similar to Figure 1 except that in Figure 3 for the mother
kernel κ we use the “rectangular” uniform density on the interval (−1/2, 1/2),
instead of the standard normal density.
We see that the graphs of the GM estimator in Figure 3 are much smoother
than the corresponding graphs of the NW estimator; actually, in this setting
the GM estimator is a piecewise affine continuous function.
Concerning the values of the cross-validation quality CW for the “rectangu-
lar” kernel K, they were about 105.8 for each of the two instances of the NW
estimator and 23.4 for each of the two instances of the GM estimator, whereas
for first and second instances of the PC estimator the respective CW values
were about 99.2 and 2257.1. Thus, for such a discontinuous “rectangular” ker-
nel K, the GM estimator appears to perform much better than the NW and PC
ones. The performance of the PC estimator was especially poor in the second
instance.
Figure 4 is quite similar to Figures 1 and 3 except that in Figure 4 the
mother kernel κ is the infinitely smooth pdf defined by the formula κ(u) =
b e−1/(1−u
2) I{|u| < 1} for all real u with b := 1/ ∫ 1−1 e−1/(1−u2) du.
We see that the graphs of the GM estimator in Figure 4 look again smoother
than the corresponding graphs of the NW estimator; however, in this case all
the curves are infinitely smooth.
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Figure 1: Upper row: graphs of fˆ NWK;x,y (left), fˆ
PC
K;x,y (middle), and fˆ
GM
K;x,y (right) for x and
y as in (1.8) and (1.9). Lower row: graphs of fˆ NWK;x,y+10 (left), fˆ
PC
K;x,y+10 (middle), and
fˆ GMK;x,y+10 (right) for x and y as in (1.8) and (1.9). Here K is of the form (1.1) with κ being
the standard normal density.
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Figure 2: Graphs of CW for the NW estimator (left), the PC estimator (middle), and the
GM estimator (right) for x and y as in (1.8) and (1.9). Here K is of the form (1.1) with κ
being the standard normal density.
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Figure 3: Upper row: graphs of fˆ NWK;x,y (left), fˆ
PC
K;x,y (middle), and fˆ
GM
K;x,y (right) for x and
y as in (1.8) and (1.9). Lower row: graphs of fˆ NWK;x,y+10 (left), fˆ
PC
K;x,y+10 (middle), and
fˆ GMK;x,y+10 (right) for x and y as in (1.8) and (1.9). Here K is of the form (1.1) with κ being
the uniform density on (−1/2, 1/2).
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Figure 4: Upper row: graphs of fˆ NWK;x,y (left), fˆ
PC
K;x,y (middle), and fˆ
GM
K;x,y (right) for x
and y as in (1.8) and (1.9). Lower row: graphs of fˆ NWK;x,y+10 (left), fˆ
PC
K;x,y+10 (middle),
and fˆ GMK;x,y+10 (right) for x and y as in (1.8) and (1.9). Here K is of the form (1.1) with
κ(u) = b e−1/(1−u
2) I{|u| < 1} for all real u, where b = 1/ ∫ 1−1 e−1/(1−u2) du.
8
2. Proofs
The proofs of Theorems 1, 2, and 3 given below are each based on quite
different ideas.
Proof of Theorem 1.
Consider first the “if” part. Here we suppose that K is log concave. Take any
x and z in D NWK;x,y such that x < z. We have to show that fˆ
NW
K (z) > fˆ NWK (x).
Letting for brevity
ki := K(x− xi) and li := K(z − xi),∑
i :=
∑
i∈[n], and
∑
i,j :=
∑
i∈[n],j∈[n], we see that
2
(
fˆ NWK (z)− fˆ NWK (x)
)∑
i
ki
∑
j
lj
= 2
(∑
j yj lj∑
j lj
−
∑
i yiki∑
i ki
)∑
i
ki
∑
j
lj
= 2
∑
j
yj lj
∑
i
ki − 2
∑
i
yiki
∑
j
lj
=
∑
j
yj lj
∑
i
ki +
∑
i
yili
∑
j
kj −
∑
i
yiki
∑
j
lj −
∑
j
yjkj
∑
i
li
=
∑
i,j
(yj ljki + yilikj − yikilj − yjkj li)
=
∑
i,j
(yj − yi)(ljki − kj li).
(2.1)
For any i and j in [n] such that i 6 j we have xi 6 xj and hence, by the log-
concavity of K, ki > l1−ti ktj and lj > ltik1−tj , where t := ti,j := (z−x)/(xj−xi+
z−x) ∈ [0, 1) and 00 := 0, so that ljki > kj li and hence (yj−yi)(ljki−kj li) > 0.
The latter inequality similarly holds for any i and j in [n] such that i > j. So,
by (2.1), we have fˆ NWK (z) > fˆ NWK (x), which completes the proof of the “if” part
of Theorem 1.
Consider now the “only if” part of Theorem 1. Here we are assuming that
the NW kernel estimator preserves the monotonicity for K, and we have to show
that K is then log concave. It is enough to show that K is log concave on the
set s(K) := {x ∈ R : K(x) > 0}.
Take n = 2, y1 = 0, y2 = 1, x1 = 0, x2 = (v−u)/2, x = (v+u)/2, and z = v
for any u and v in s(K) such that u < v. Then, by (2.1), l2k1 > k2l1, that is,
K((v + u)/2)2 > K(u)K(v), which means that lnK is midpoint concave. Also,
lnK is Lebesgue measurable, since K is a pdf. By Sierpin´ski’s theorem [17], any
Lebesgue measurable midpoint concave function is concave. So, lnK is concave
and thus K is log concave. Now the “only if” part of Theorem 1 is proved as
well.
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Proof of Theorem 2. Take any kernel K, any natural n, and any co-monotone
x and y in Rn such that the function fˆ PCK;x,y is nondecreasing. We have to show
that then x and y are trivial in the sense that (1.7) holds.
Since K is a pdf, (1.3) implies∫
R
fˆ PCK (x) dx :=
n∑
i=1
yi (xi − xi−1) ∈ R,
so that
∫
R fˆ
PC
K ∈ L1(R).
However, the only nondecreasing function f ∈ L1(R) is the zero function.
Indeed, if f(a) > 0 for some a ∈ R, then f > f(a) > 0 on the interval [a,∞)
and hence
∫
[a,∞) f(x) dx = ∞, which contradicts the assumption f ∈ L1(R).
Similarly, if f(a) < 0 for some a ∈ R, then f 6 f(a) < 0 on the interval (−∞, a]
and hence
∫
(−∞,a] f(x) dx = −∞, which again contradicts the assumption f ∈
L1(R).
Therefore and because the function fˆ PCK;x,y was assumed to be nondecreasing,
we conclude that fˆ PCK;x,y must be the zero function. Recalling (1.3) again and
applying the Fourier transform, we see that
n∑
j=1
yj (xj − xj−1)eitxj Kˆ(t) = 0 (2.2)
for all real t, where Kˆ is the Fourier transform/characteristic function of the
pdf K given by the formula
Kˆ(t) :=
∫
R
eitxK(x) dx
and i is the imaginary unit. Since Kˆ(0) = 1 and the function Kˆ is continuous,
there exists some real t0 > 0 such that for all t ∈ (−t0, t0) we have Kˆ(t) 6= 0
and hence, by (2.2),
∑n
j=1 yj (xj − xj−1)eitxj = 0 or, equivalently,∑
j∈J
yj (xj − xj−1)eitxj = 0,
where
J :=
{
j ∈ {1, . . . , n} : xj − xj−1 6= 0
}
.
Note that the xj ’s for j ∈ J are pairwise distinct – because for any j and
k in J such that j < k we have xj 6 xk−1 < xk. Using now the textbook
fact that exponential functions are linearly independent on any nonempty open
interval (cf. e.g. Lemma 3.2 on page 92 in [3] or a more general version for
group characters [2, Theorem 12, page 38]), we conclude that yj (xj−xj−1) = 0
for all j ∈ J and hence for all j ∈ {1, . . . , n}, which completes the proof of
Theorem 2.
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Proof of Theorem 3. Let F be the cdf corresponding to the pdf K, so that
F (x) =
∫ x
−∞
K(u) du
for x ∈ [−∞,∞]. Also introduce
(∆iF )(x) := F (x− si−1)− F (x− si)
for all x ∈ [−∞,∞] and all i = 1, . . . , n and
∆yi := yi − yi−1
for all i = 2, . . . , n, so that
yi = y1 +
i∑
j=2
∆yj
for all i = 1, . . . , n; as usual,
∑1
j=2 · · · := 0. Then, recalling the definition (1.5)
of the GM kernel estimator, for all real x we have
fˆ GMK (x) =
n∑
i=1
yi (∆iF )(x)
=
n∑
i=1
(
y1 +
i∑
j=2
∆yj
)
(∆iF )(x)
= y1
n∑
i=1
(∆iF )(x) +
n∑
i=1
i∑
j=2
∆yj (∆iF )(x)
= y1 +
n∑
j=2
∆yj
n∑
i=j
(∆iF )(x)
= y1 +
n∑
j=2
∆yj F (x− sj−1),
taking into account that s0 = −∞ and sn = ∞, whereas F (−∞) = 0 and
F (∞) = 1. Also, by (1.6), ∆yj > 0 for all j = 2, . . . , n. Now it is obvious that
the function fˆ GMK is nondecreasing. This completes the proof of Theorem 3.
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