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Abstract 
Lorentzen, L., Bestness of the parabola theorem for 
Applied Mathematics 40 (1992) 297-304. 
We show that the simple conditional convergence set 
a& ’ -ir, ypr ’ > is maximal in the sense that if b is 
conditional convergence set. 
continued fractions, Journal of Computational and 
P’ ={z E C; I z I -Re(z e-‘*“)< 4 co&) for a fixed 
an arbitrary point in C\P,, then P, u(b) is not a 
Keywords: Convergence and divergence of continued fractions. 
1. The main result 
Following the idea of Jones and Thron [3, p.801, we say that a set E c C is a simple 
conditional convergence set for continued fractions 
K(a,,/l) = K? = ? +z +z + *a. = l+ “az , a,#O, 
a3 
l+- 
l+*. 
if every such continued fraction K(a,/l) with 
all a,, E E and i fi lak 1(-V+“+’ = 00 
n=l k=l 
converges to a value fE Q? = C U (00). It is a simple corwergence set if every K(a,/l) with all 
a,, E E converges. It follows from [3, Theorem 4.42, p.1051 that 
P, = (z E C; 1 z 1 -Re(r emiza) < i COS’Q), 
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where cr is a fixed real number E ( - $T, i T>, is a conditional convergence set, and by [3, 
Theorem 4.40, p.991 that every bounded subset of P, is a simple convergence set. We shall 
prove the following theorem. 
Theo~m 1. Let b be a complex number such that b e P,. Then {b) U P, is not a simple conditional 
corwergence set. 
In fact, we prove the following stronger result. 
Theorem 2. Let b be a complex number such that b e Pa. Then there exists a point a on the 
boundary aPa of Pp such that the linear fractional transformation 
is elliptic. 
Theorem 1 is a simple consequence of Theorem 2, since the two-periodic continued fraction 
% +% +z +I +=.. 
diverges if S(w) is elliptic. (This follows since the two-periodic continued fraction is essentially 
iterations of the elliptic transformation S(w). See also [3, Theorem 3.1, p.471.) 
2. Further ideas 
Theorem 1 is part of a larger picture. The important thing is that Pal is a region whose 
boundary aPa has the following property. Let a E aP,. Then there exists a point b E aP, such 
that tha linear fractional transformation 
s(w)=~ +s 
is parabolic [4]. We say that (a, b) is a parabolic pair if S(w) is parabolic. The whole boundary 
of Pa is therefore made up of such parabolic pairs! Parabolic pairs are commutative, as stated 
in the following lemma. 
Lemma 3. (a, b) is a parabolic pair iff (b, a) is a parabolic pair. 
Definition 4. Let E be a simple convergence set, conditional or not. The natural part of the 
boundary aE of E is the set of points a E aE such that (a, 6) is a parabolic pair for some 
bEaE. 
Example 5. The Worpitzky disk 1 z 1 < f is a closed convergence region. The natural part of its 
boundaryis{- 4,. -!I (We consider (- $, - $) as a parabolic pair.) 
L. Lorentzen / Parabola theorem for continued fractions 299 
Let E be a simple conditional convergence region, (region = open, connected set), and let r 
be the natural part of its boundary. Then r is natural in the following sense. Let (a, b) be a 
parabolic pair with a E r, 6 E P. Then E cannot be extended in such a way that a becomes an 
interior point without pushing b out of E. This is easily seen since there are points c arbitrarily 
close to a such that 
is elliptic, and that in turn means that the two-periodic continued fraction 
diverges. But Theorem 1 gives evidence in support of stronger interpretations of the word 
“natural”. Let Adenote the closure in C of a set A. 
Corljecture 6. Let E be a simple conditional convergence region, and let the natura! part of its 
boundary aE be all of aE. Let b E C \ E. Then (b) u E is not a simple conditional convergence s t. 
Coqjecture 7. Let E be a simple conditional convergence r gion, and let P be the natural part of 
its boundary aE, r # aE. Then there exists a larger simple conditional convergence r gion E * such 
thatEcE”,E”ZEandaEnaE”=r. 
The ideas and results so far generalize to twin conditional convergence sets (E,, E,). That is, 
E, and E, are sets of complex numbers such that every continued fraction K(a,/l) with 
a2n_,EE1,a2,EE2 foralln and i fi ]ak]W”+‘+‘_ 
n=l k=l 
converges in t. (This is quite in line with [3, p.1151.) For example, let 
p, = (2 EC; 12 1 -Re(z e-i2a) 4 2g2 COS2c$ 
p2 = {Z E C; I z I -Re(z e-i2a) < 2(1 -g)2 cos2CY , 1 
where - $r < cy < $r and 0 <g < 1 are fixed real numbers. Then (P,, P2) form twin condi- 
tional convergence regions. This follows from the multiple parabola theorem [3, Theorem 4.43, 
p.1061 with all ~9~ = a! and p2,, = g cos cy, p2n+ 1 = (1 -9) cos CY. The boundaries (aPI, aP2> are 
natural in the sense that to every a E aP, there exists a b E aP2 such that (a, b) is a parabolic 
pair, and vice versa. One also has the next result. 
Theorem 8. Let b be a complex number such that b ~5 P2. Then ( P,, P2 II {b}) do not form twin 
conditional convergence sets. 
This is a consequence of the following stronger result. 
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Theorem 9. Let b be a cornpkx number such t.+/rt b e Pz. Then there exists a point a E aP, such 
that the linear fractional transformation 
is elliptic. 
Of course, Theorem 9 reduces to TlIL?rern 2 if we choose g = i. 
What about k-periodic conditional convergence sets (E,, Ez,. . . , Ek)? That is, sets 
E,, E,,..., Ek of complex numbers such that every cr;ntinuzd fraction K(a,/l) with 
00 n 
akn+EEp, forp=l,..., k and n=O, 1,2 ,..., and c n lakl 
(-I)n+k+’ =o. 
n=l ICC1 
converges to a value f E t. The natural part of its boundary (E,, aE,, . . . , aE, 1 would then be 
cr,, L.... I.,), such that rP E aE, and such that to every ap E rp there exists numbers 
a, E ri, n = 1, 2,. . ., k, n #p, such that the linear fractional transformation 
is parabolic. That is, (a,, a2, . . . , a,) is what we can call a parabolic k-tuple. For these we also 
have the following lemma. 
Lemma lO.(a,, t.+.., ak ) is a parabolic k-tuple iff ( ap, ap + 1 9 . - . , ap +k _ 1) is a Parabolic k-tuP[e? 
where a,, = a, (mod k). 
We do not know if there exist k-periodic conditional convergence sets (E,, E,, . . . , Ek) 
where at least one E,, contains more than two points, such that the natural part (r,, I&. . . , rk) 
of the boundary is equal to the boundary (aE,, aE,, . . . , aE,) itself if k > 2. 
3. Pro& 
We start by proving the following simple lemma. It can be found in the iiterature, for 
instance in [I, Theorem 4.3.4, p.671, but we include the proof for completeness. 
Lemma 11. The linear fractional transformation 
Aw+B 
S(w) = 
Cw+D’ 
AD-BCH!? C+O, 
is elliptic ( parabolic) iff R2 is real and 0 < R2 < 1 ( R2 = ! !, where 
R2= 
(A+D)’ 
4(AD-BC)’ 
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Proof. The fixed points w1 and w2 of S(w) are the solutions of the quadratic equation 
S(w) = w. S is elliptic iff 1 Cw, + D 1 = 1 Cw, + D 1 and Cw, + D f Cw, + D. S is a par&& iff 
Cw, + D = Cw, + D. We have 
Cw,+D= +I+,‘)) l+ ( /<), if R*#O, 
CWi+D= +~~-, if Ri = 0, 
for i = 1, 2 and the result follows. 0 
We choose to prove Theorem 2 (which implies Theorem 1) first, and then generalize the 
proof to cover Theorem 9 instead of proving Theorem 9 directly. 
Proof of Theorem 2. It is well known and easy to prove that t E Pa iff z = J* where 5 is 
contained in the parallel strip lIm(& e-‘(l) I < i cos a. Let b = d* E @\P,. That is, d = (u + 
iv) eia where LY>~ or v< -6 for S=i cos cy. We shall prove the existence of a point 
a = c2 E aPa such that 
is an elliptic transformation. Since 0 is a point in the interior of P,, it follows that both c and d 
are nonzero. It follows therefore from Lemma 11 that S(w) is elliptic if 
c*+l+d* 
R= 
2cd 
=E( -1,l). 
We write c = (x + i6) e’“. (Because of the symmetry it turns out that it suffices to consider this 
part of the boundary of the parallel strip.) Then this condition on c can be written: 
(x + is)* + e-i2a + (u + ifi)* = 2t(x + iS)(u + iv). 
Collecting the real part and the imaginary part of this equation separately gives us the two 
equations 
X*-S*+COS2a+U*-v*=2t(xu-v~) (1) 
and 
2x8 - sin 2cu + 2~0 = 2t(xu + US j. (2) 
We want to prove that the system (l), (2) of equations has a solution (x, t) where x E W and 
- 1 < t < 1 for all u E R and v E R with I v I ~2 8. 
cme I. u = v sin 2~/{2(u* -- S*>]. The equations (l), (2) take the form 
x2 - 6* + cos 2ar + 
v* sin22ar 
qv* - a*)* 
- v* = 2t 
( 
xv sin 2cx 
2(v2 - S2) 
-Vi3 
1 
and 
I 
(1 1 
I (2 ) 
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Inspecting equation (2’) we let first t = S/P. Then t is clearly in the required interval. Inserted 
into (1”) this gives the solution 
sin 2a 
6 x= 2(&~2) + PZ ~ 
-62-cos2a- 
sin22a 
4(v2 G2) ’ 
for x. We find that x E R if tv2 2 a2 + cos’a, since then 
(3) 
t-2 - S2 - cos 2a - 4tffi2J =(l+-$!$)(V2-S2-c0S2a)>0. 
In fact, we also find that t = S/L’ can be a solution only in this case by inspection of (0, (2). 
It remains to consider the case 6’ < Y’ < a2 + cos2a. Returning to equation (2’), we now let 
6 sin 2a 
Inserted into (1’) this gives the solution 
(6 
z +-J 
)(4( 
t-2 _ S2)2 
t = 
- sin22a) - 4(v2 - S2)’ cos 2a 
2Sv(4( v2 - 6’)’ + sin”2a) 
9 
for 1. Then i t 1 < 1 iff 
-25 1 L’ I- 4(Lq2 - 6’)2 - 26 1 v I sin22a 
< 4($ - 62)2(i52 + t12) - (S2 + lJ2) sin22a - 4(v2 - a2)’ cos 2a 
<2611+4(rZ- 62)2 + 26 I v I sin22a, 
that is, if both 
and 
4( I c I +6)’ - sin’2a - 4( I u I +a)2 cos 2a > 0 (6) 
4( I r I -6)4 - sin22a - 4( I v I -6)2 cos 2a < 0. (7) 
This holds for ] c I > -S + cos a = 5 cos a and 1 v I < 6 + cos a = 5 cos a; i.e., for i cos a < 
< 5 cos a. Since L” 3 s2 + cos’a if I v I 3 6 + cos a, this proves that the system (11, (2) of 
equations has a solution Lx, t 1 in the required range in Case 1. 
Case 2. u f v sin 2a/{2(r2 - iFi'>}. Then t # S/v, and we can solve (2) for x to get 
sin a cos a-uv+tuS 
x= 
S-w ’ 
Inserted into ( 1) this gives 
F(t) := ( sin a cos a - uv + tui3)2 + ( -ii2 + cos 2a + uz - v2 + 2tviS)(6 - tv)2 
-2tu(sin a cos a - uv + tuS)(S - tv) = 0. (8) 
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We want to prove that the equation F(t) = 0 has a solution 1 E ( - 1, 1). F( t ) is obviously a 
continuous function, and 
6 
0 ( ld2 
2 
F- = sin ar cos a! - uu + - 
1 
> 0. 
V V 
Further, 
F(H)=( sin cu cos a! - uv & us)2 + ( -s2 + cos 2cY + u2 - v2 + 2vS)(6 T U)’ 
T 2u(sin ar cos (Y - uv f US)@ + v) 
= (8 T u)‘((G + u)’ - a2 + cos 2a + u2 - ~1~ f 2~6 T 2u(G + u)), - 
where G = (sin cu cos a)/@ T v). Assume first that u > S = : cos (Y. Then 
F( - 1) = (6 + u)‘(G’ - s2 + cos 2ar - v2 - 2~6) 
= (6 + u)‘( G2 + cos 2cu - (8 + u)‘) < 0, 
since then 
IGI / 
sin (Y cos (Y 
I I 
sin ~1 cos a! 
= < -- 
iMV 2is 
= lsin ac 1, 
so that G2 + cos 2cr < sin2cr + 1 - 2 sin2a! = cos2cy and (S + uJ2 > (2SJ2 = cos2cz. This means 
that there exists a t E ( - 1, S/v) such that F(t) = 0, where I S/u I < I S/6 I = 1. 
IflY<-_S=-* cos (Y, then F(1) < 0 by the same argument as above. Since F(S/c) > 0, we 
thus have a solution in (S/v, 1). 0 
Proof of Lemma 3. This is a direct consequence of Lemma 10. U 
Proof of ‘Fhesrem 9. We shall use the same argument and notation as in the proof of Theorem 
2. We have z E P, iff z = l2 where lIm(l em’*) I <g cos cy, and z E P2 iff z E l2 with 
lIm(c e-‘9 I < (1 -g) cos a. Let c2 E ilP,; that is, c = (x + ia) eia for some x E R!, where 
6 =g cos CY, and d = (u + it!) eirr, where v > (1 -9) cos Q! or u < -(l -g: cos cy. We need to 
prove that the system (l), (2) of equations has a solution (x, t) where x E R and - 1 < t < 1 for 
all ud2 and u&R with iul >(l-g)cos a)=cos cw- 6 > 0. Notice that also now we have 
v2 - S2 > 0 since cos CY > 0. We again distinguish between the two cases as in the proof of 
Theorem 2. 
Case 1. The equations (l), (2) still take the form (l’), (2’). But now t = S/u 1~ in the required 
interval only if I v I > 6 = g cos cy. So, assume that this inequality halds. Then the solution (3) 
for x is real if v2 2 S2 + cos2a! = (1 + g2)cos2a. 
Next we let v* < (1 + g2)cos2a. Then the solution (4) for x gives the solution (5) for t, which 
satisfies ItI <liff(6)and(7)hold;thatis,iff --S+cos a=(l-g)cosa< lul <S+COS~= 
(1 + g) cos Q’. Since I L’ I > S = g cos a~ and u2 2 S2 + cos2a if I u I > S + cos a, this proves 
Case 1. 
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Cme 2. Then ! f iS/r*. Solving (2) for x and inserting this into (1) gives us (8), just as in the 
proof of Theorem 1. We want to prove that (8) has a solution t E ( - 1, 1). As earlier, we have 
that F(S/d > 0. Assume first that L* > (1 - g) cos cy. Then F( - 1) < 0, since then 
IGI / 
sin at cos a 
= 
6 + e’ 1 I 
sin cy cos cu 
< 
g cos a + (l-g) cos at 
= )sin al. 
Hence F(t) = 0 has a solution in ( - 1, S/v). Likewise, if v < - (1 - g) cos CY, then F( 1) < 0, 
since also then 1 G 1 < lsin ar I. Hence F(t) = 0 has a solution in (S/v, 1). q 
Proof of Lemma 10. (a,, uz, . . . , a,) is a parabolic k-tuple iff 
q+% +z + . . . _LRI; 
is a parabolic transformation. (a,, 
. 
I l+w 
Lip+ 1, l .*,ap+k_l ) is a parabolic k-tuple iff 
is a parabolic transformation. Let 
?+q+ +? + l == 
Then S,=$ - 1 0 S 0 $. Hence SP is parabolic iff S is parabolic. 0 
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