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Résumé 
 
La sécurité des systèmes de transports intelligents est au centre de tous les débats. Afin de s’assurer 
un fonctionnement sécuritaire, il est nécessaire de pouvoir vérifier le bon fonctionnement des 
capteurs permettant d’avoir une parfaite connaissance de l’environnement et de l’état du véhicule. 
Cette thèse présente une nouvelle solution de détection et d’identification de faute pouvant 
apparaitre sur les capteurs embarqués d’un véhicule intelligent. Cette méthode est basée sur la 
redondance analytique des données, consistant à estimer une même mesure à l’aide de capteurs de 
différentes natures. Cette mesure subit alors une transformation non linéaire permettant à la fois 
d’accroitre la sensibilité aux fautes et d’être plus robuste aux bruits. 
Cette étude propose plusieurs solutions de transformation et d’estimation qui seront évaluées en 
simulation avant de proposer une méthode d’optimisation de la prise de décision en fonction de 
critères choisis par l’utilisateur.  
La description de l’architecture, des méthodes employées ainsi que des équations permettant 
l’établissement de celle-ci seront décrites dans le chapitre 3. L’évaluation en simulation des 
performances de l’architecture sera effectuée dans le chapitre 4 avant une analyse finale des 
résultats ainsi qu’une comparaison avec une solution existante dans le dernier chapitre, permettant 
la validation de notre approche. 
 
Mots-clés : Détection et identification de fautes, redondance analytique des données, 
transformation non linéaire.  
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PID  Proportionnel intégral dérivé 
GPS  Système de positionnement Global 
INS   Système de navigation inertiel 
IMM   Multi modèles interactifs 
CA  Accélération constante 
CV  Vitesse constante   
CT  Virage constant 
GNSS  Système de navigation satellitaire Global 
IRI   Indice de dureté international 
UIO  Observateur à entrées inconnues 
LMI  Inégalité des matrices linéaires 
QAM   Modulation d'amplitude en quadrature 
DFNN  Réseau de neurones flous dynamiques 
ARX  Exogène autorégressif 
OKID   Identification par observateur-filtre de Kalman 
DGPS  GPS différentiel 
RAIM  Contrôle de l’intégrité automatique du récepteur 
UAV  Véhicule aérien sans pilote 
KF  Filtre de Kalman 
GPS-RTK GPS cinétique temps réel 
ESP  Programme de stabilisation électronique 
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ABS   Système antiblocage des roues 
TNL  Transformation non-linéaire 
ROC   Caractéristiques d’opération du récepteur 
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Chapitre I : Introduction 
 
L’automatisation des véhicules est un défi important, tant sur le côté technique, qu’éthique ou 
législatif. En effet, les questions de sécurité entrainent de fortes interrogations concernant la 
fiabilité des systèmes embarqués dans un véhicule. Les avancées dans le domaine de l’intelligence 
véhiculaire nous amènent de plus en plus à déterminer l’état des acteurs (obstacles, chaussée, 
environnement, conducteur et véhicule) de l’environnement du véhicule de manière précise et 
fiable. L’évaluation de ces acteurs est nécessaire afin de fournir un environnement de conduite 
confortable et sécuritaire à l’automobiliste, en assurant un niveau de performance, de fiabilité et 
de robustesse suffisant. Pour se faire, l’utilisation d’un grand nombre de capteurs de natures 
différentes et d’algorithmes de fusions de données est nécessaire. Concernant les outils de 
géolocalisation sur lesquels nous avons choisi de nous concentrer, deux catégories de capteurs sont 
généralement utilisées, à savoir les capteurs proprioceptifs à référence locale, tels que l’odomètre 
ou les centrales inertielles, qui vont nous renseigner sur l’attitude relative du véhicule; et les 
capteurs proprioceptifs à référence globale, tels que  le système de navigation par satellites ou le 
compas, qui donneront quant à eux, une information absolue (repère nord-est). Les signaux 
provenant de ces capteurs sont par la suite utilisées dans des algorithmes de fusions de données 
permettant une estimation plus précise de l’état du véhicule.  
Toutefois, l’augmentation du nombre de sources d’informations entraine aussi l’augmentation du 
nombre de sources d’erreurs, puisque chacun des capteurs va être soumis à des fautes de différentes 
natures. Les erreurs peuvent avoir plusieurs causes : des bruits de mesure, des comportements hors 
limite du véhicule ou bien encore, la défaillance intrinsèque (bris) ou extrinsèque (mauvais 
alignement) de l’un des capteurs. Si cette défaillance n’est pas détectée rapidement, l’erreur induite 
se propagera dans les différents algorithmes de fusion utilisés et va croitre proportionnellement 
avec le temps, et ainsi générera une estimation erronée des états du système pouvant être critiques 
selon la nature de la défaillance. Dans le cadre d’une conduite automatisée, ces erreurs peuvent 
avoir de graves conséquences du point de vue de la sécurité. Il est donc primordial d’effectuer la 
détection de défaillance le plus tôt possible afin que les données erronées interviennent le moins 
possible dans l’estimation de l’état du véhicule. 
C’est dans ce contexte que mon projet prend place. L’objectif principal est en effet de proposer et 
de mettre en œuvre une méthode permettant la détection et l’analyse des défaillances pouvant 
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apparaitre sur les différents capteurs utilisés dans le calcul de l’estimation de l’état dynamique du 
véhicule.  
Le Détecteur et Identificateur de Faute (FDI, Fault Detection and Identification) proposé est 
composé de deux parties principales : 
- Un module de transformation de l’information fournie par le capteur, 
- Le module de détection visant à différencier un capteur défaillant d’un capteur sain. 
Chacune de ces parties peut être ajustée selon le type de capteur et la nature de la faute à détecter. 
Ainsi, plusieurs tests peuvent être réalisés en parallèle pour couvrir divers types de fautes 
admissibles sur les capteurs. 
Le module de transformation permet la création d’une variable appelée résidu qui se doit d’être 
sensible aux fautes visées par le test, tout en restant robuste aux perturbations autres que celles 
visées par le test. Le module de détection permet, quant à lui, l’analyse de cette variable afin de 
réaliser le test permettant la décision [A-B]*. 
De plus, il est important de faire la distinction entre des fautes liées aux capteurs et des 
perturbations extérieures enregistrées par des capteurs sains qui n’auraient pas été masquées par 
la transformation, notamment des perturbations liées à la variation de qualité du revêtement de la 
route. Afin de pallier à ces fausses alarmes, une étude du comportement du véhicule selon la qualité 
de la route a été notamment été menée est peut être observée dans [C-D].  
Cette architecture permet de définir le plan de ce document comme suit : Tout d’abord, le chapitre 
II permettra de dresser un état de l’art relativement étendu concernant la détection de faute, mais 
aussi plus largement les véhicules intelligents, leur dynamique ainsi que les méthodes de fusions 
de données permettant la détermination de l’état du véhicule. Nous étudierons ensuite dans le 
chapitre III, le contexte de cette étude, avec une analyse des capteurs utilisés, ainsi que 
l’architecture proposée où les différents modules nécessaires à la détection de faute seront 
présentés. Le chapitre IV traitera des différents résultats de simulation obtenus lors de ces études 
et permettra une analyse des performances de la solution proposée. Enfin, dans le chapitre V,  une 
analyse de ces résultats (aussi présentée dans [E]) ainsi qu’une comparaison avec une solution 
existante seront présentées.  
 
* Les publications repérées par des lettres font références aux publications rédigées dans le cadre de mon projet de 
recherche et sont données dans la liste des publications réalisées durant le projet 
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Chapitre II : État de l’art 
 
2.1 Véhicules intelligents, ADAS et dynamique 
Avant de pouvoir parler de détection de faute, il est nécessaire de comprendre les enjeux de celle-
ci. Pour cela, nous allons faire une présentation de ce qu’est un véhicule intelligent, présenter la 
définition des ADAS (Advance Driving Assistance System), système d’aide à la conduite avancé, 
ainsi qu’une brève étude du comportement dynamique d’un véhicule lors de son comportement 
nominal. 
2.1.1 Les véhicules intelligents et les ADAS 
La définition d’un véhicule ou d’un système de transport intelligent est la suivante : « Un système 
de transport intelligent (STI) est l’application de nouvelles technologies de l'information et de 
communication au domaine des transports. On les dit "Intelligents" parce que leur développement 
repose sur des fonctions généralement associées à l'intelligence : capacités sensorielles, mémoire, 
communication, traitement de l'information et comportement adaptatif. On trouve les STI dans 
plusieurs champs d'activité : dans l'optimisation de l'utilisation des infrastructures de transport, 
dans l'amélioration de la sécurité (notamment de la sécurité routière) et de la sûreté ainsi que dans 
le développement des services. L'utilisation des STI s'intègre aussi dans un contexte de 
développement durable : ces nouveaux systèmes concourent à la maîtrise de la mobilité en 
favorisant entre autres le report de la voiture vers des modes plus respectueux de 
l'environnement. » [1]. 
Globalement, il s’agit de tout véhicule équipé de capteurs permettant de se renseigner sur son état 
ainsi que sur son environnement, ou de modules de communication qui lui permettent de 
transmettre et recevoir des informations d’autres véhicules ou des infrastructures environnantes. 
Ces informations peuvent lui permettre de prendre des décisions et renvoyer des signaux au 
conducteur, voire intervenir directement sur les commandes (accélération longitudinale et angle 
au volant) pour éviter une situation pouvant comporter des risques. Allant de simples systèmes 
d’aide à la conduite, aux véhicules entièrement autonomes, une très grande gamme de véhicules 
peut entrer dans la catégorie des véhicules intelligents.  
SAE international (Society of Automative Engineers, Organisation internationale permettant 
l’échange d’information et d’idées pour tout ce qui touche à l'ingénierie des véhicules) propose 
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une classification en 6 niveaux des véhicules selon leur niveau d’automatisation [2]. Celle-ci peut 
être résumée dans le tableau ci-dessous, comportant la définition de chaque niveau. 
 
Tableau 1 : Description des niveaux d'automatisation de conduite SAE 
Nive
aux 
SAE 
Nom Définition Exécutio
n de la 
comman
de en 
rotation 
et en 
accélérat
ion 
Surveillance 
de 
l’environnem
ent de 
conduite 
Performance
s de repli des 
taches de 
conduite 
dynamique 
Capacités 
du système 
(mode de 
conduite) 
Conducteur humain, surveille l’environnement de conduite  
0 Aucune 
automatisatio
n 
Toutes les commandes doivent être effectuées par le 
conducteur même si il est possible d’avoir des 
avertisseurs du système 
Conducte
ur 
Conducteur Conducteur n/a 
1 Assistance à 
la conduite 
L’exécution spécifique d’un mode de conduite par 
un système d’assistance sur soit l’accélération soit la 
commande au volant, compte tenu de 
l’environnement avec l’attente que le conducteur 
soit maitre durant toutes les autres taches. 
Conducte
ur et 
système 
Conducteur Conducteur Quelques 
modes de 
conduite 
2 Partiellement 
automatisé 
L’exécution spécifique d’un mode de conduite par 
un ou plusieurs systèmes d’assistance sur 
l’accélération et la commande au volant, compte 
tenu de l’environnement avec l’attente que le 
conducteur soit maitre durant toutes les autres 
taches. 
Système Conducteur Conducteur Quelques 
modes de 
conduite 
Système de conduite automatisée, surveille l’environnement de conduite   
3 Automatisation 
conditionnelle 
L’exécution spécifique d’un mode de conduite par 
un système de conduite automatisée de tous les 
aspects des taches dynamiques de conduite avec 
l’attente que le conducteur réponde de façon 
appropriée à une requête d’intervention. 
Système Système 
  
Conducteur Quelques 
modes de 
conduite 
4 Hautement 
automatisée 
L’exécution spécifique d’un mode de conduite par 
un système de conduite automatisée de tous les 
aspects des taches dynamiques de conduite, même si 
le conducteur ne répond pas de façon appropriée à 
une requête d’intervention. 
Système Système Système 
 
Quelques 
modes de 
conduite 
5 Entièrement 
automatisée 
La conduite réalisée en tout temps par un système de 
conduite automatisée pour tous les aspects de la 
conduite sur tous les types de routes et dans toutes 
les conditions environnementales dans lesquelles un 
conducteur pourrait conduire. 
Système Système Système Tous les 
modes de 
conduite 
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Cette classification permet une distinction entre les véhicules partiellement automatisés, équipés 
de système d’aide à la conduite généralement appelé ADAS (Advance Driver Assistance System) 
et les véhicules entièrement automatisés dont l’émergence la commercialisation à grande échelle 
sont prédites par de nombreux spécialistes d’ici les années 2030.  
Les ADAS sont décrits comme un ensemble d’outils d’aide à la conduite ayant pour but 
d’augmenter la sécurité et le confort de la conduite [3]. Ils sont généralement composés d’une large 
gamme d’outils permettant, par exemple, de réduire la distance d’arrêt du véhicule ou d’augmenter 
la précision de la détermination de la position de ce dernier. Parmi ces outils, on peut trouver des 
systèmes de détection des lignes tels que décrit dans [4]. Cet article commence en décrivant les 
différentes caractéristiques d’un bon algorithme de détection de ligne : 
1) La qualité de la détection de ligne ne doit pas être altérée par les ombres. 
2) Il doit être possible de gérer les courbes de la route au lieu d’assumer la route droite. 
 3) L’algorithme doit assumer le parallélisme des lignes de marquage de chaque côté de la ligne 
pour améliorer la détection avec l’apparition de bruits sur l’image. 
 4) Il doit fournir une mesure fiable du résultat obtenu permettant de savoir si l’algorithme est 
toujours viable. 
Zhou et al. propose un algorithme de détection de ligne utilisant à la fois la reconnaissance de ligne 
par estimation de paramètres (largeur - longueur) et une reconstruction géométrique 3-D 
permettant une interpolation des lignes. Cette reconstruction est effectuée en construisant un 
modèle géométrique de la route en 2 dimensions, utilisant le rayon de courbure 1/ρ, la largeur de 
la voie W et l’angle d’origine du marquage central θ pour déterminer les trajectoires possibles pour 
les lignes de marquages extérieures (en rouge sur la Figure 1) [4].  
 
Figure 1 : Paramètres de la route et Détermination des rayons de courbure 
 22 
 
Plusieurs modèles sont alors établis selon la courbure de la route (dans le cas présenté, 7 modèles). 
Ensuite, on compare la capture aux modèles pour déterminer la courbure réelle de la route. La 
notion de profondeur est ensuite induite par la détection du point de disparition. Cette méthode a 
démontré de bons résultats, permettant notamment l’interpolation des lignes de marquages dans 
les zones d’ombre, où la caméra ne permet pas seule une distinction nette des lignes.  
Une autre méthode de détection des lignes, couplée à un régulateur de vitesse sont présentés dans 
[5]. La détection de ligne est effectuée à l’aide de caméra couleur. Le régulateur de vitesse 
autonome permet une adaptation de la vitesse à celle du véhicule suivi et un ajustement de la 
distance de sécurité en fonction de la vitesse. La commande en vitesse pourra soit suivre le véhicule 
suivi, soit la vitesse limite si celle-ci est dépassée. La commande est effectuée en utilisant un filtre 
PID pour éviter les instabilités. La partie ACC (Automatic Cruise Control pour contrôle 
automatique de la vitesse) n’est faite qu’en simulation, avec comme hypothèse que la vitesse du 
véhicule précédent est connue. La mesure de la distance intervéhiculaire, nécessaire pour 
l’élaboration d’un ACC, est généralement effectuée à l’aide de capteurs, tels que des lidars, comme 
dans [6] ou un algorithme de fusion de données permet une meilleure détermination de la distance 
avec véhicule suivi, utilisant à la fois une mesure lidar et une approche collaborative pour effectuer 
cette détermination. En effet, la distance donnée par le lidar est combinée à la distance euclidienne 
entre les positions GPS des deux véhicules. 
La composante commune à tous ces systèmes d’aide à la conduite est l’utilisation de capteurs pour 
déterminer l’état du véhicule ou capturer des informations concernant l’environnement de ce 
dernier. Dans le premier cas, nous parlons de capteurs proprioceptifs, qui peuvent être à référence 
locale (Odomètre, INS (système de navigation inertiel)) ou globale (GPS (Système de guidage par 
satellites), Compas). Dans le deuxième cas, nous parlons de capteurs extéroceptifs (Caméra vidéo, 
Lidar). La détection de faute sur ces capteurs est donc primordiale pour assurer le bon 
fonctionnement des outils d’aide à la conduite. 
    
2.1.2 Dynamique du véhicule 
 
Les deux commandes admissibles par le conducteur ou le système, ayant un impact sur la 
dynamique du véhicule, correspondent à l’accélération longitudinale et la commande de direction 
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(angle d’Euler influençant la vitesse de lacet). Si nous observons le véhicule dans son 
environnement, les axes peuvent être déterminés comme sur la figure suivante. 
 
Figure 2 : Présentation des axes du véhicule 
 
Dans ce cas, l’accélération longitudinale est selon l’axe X, appelée AccX, et la vitesse de lacet sera 
autour de l’axe Z, appelée VθZ.  
Le comportement d’un véhicule est fortement non linéaire et non stationnaire, entrainant de 
grandes difficultés à le modéliser. Généralement, des modes de fonctionnement dans lesquels il 
est possible de linéariser son fonctionnement sont définis afin de faciliter la modélisation. Étant 
donné les commandes admissibles, il semble logique de définir ceux-ci à l’aide des commandes 
(AccX et VθZ). Cette modélisation est notamment utilisée dans certains algorithmes de fusion de 
données multimodaux (développés dans la partie 2.2.3) et généralement représentée sous forme de 
chaine de Markov, tel que représenté ci-dessous, et qui permet de noter les différentes transitions 
possibles d’un mode à l’autre. Dans notre cas, nous avons choisi de différencier les modes par 
l’absence/la présence d’une accélération longitudinale ou d’une vitesse de lacet (rotation). 
 
 
Figure 3 : Chaine de Markov représentant les modes de fonctionnement 
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Tableau 2 : Modes de fonctionnement dynamique 
Mode de fonctionnement Description 
H0 Véhicule immobile 
H1 Vitesse constante, ligne droite 
H2 Accélération constante, ligne droite 
H3 Vitesse constante, rotation constante 
H4 Accélération constante, rotation constante 
H5 Marche arrière, ligne droite, vitesse constante 
H6 Marche arrière, rotation constante, vitesse 
constante 
 
Même si les modes dynamiques sont définis à l’aide de ces deux mesures (AccX et VθZ) les autres 
accélérations et vitesses angulaires peuvent aussi être étudiées afin de fournir un complément 
d’information sur la dynamique du véhicule. Nous allons maintenant aborder la modélisation du 
comportement du véhicule dans un environnement 3D. Pour cela, nous allons effectuer une analyse 
pour chaque mode de fonctionnement décrit plus haut  (H0 – H6) en prenant en compte la 
géométrie de la route. 
En considérant le comportement dynamique du véhicule, il est important de prendre en compte 
une force présente quelle que soit la position du véhicule, il s’agit de la gravité G. Celle-ci se 
traduit par une accélération verticale de 9,81 m/s2. Selon le devers de la route (δdevers) et sa pente 
(δpente), celle-ci va se retrouver selon les 3 axes du véhicule x-y-z (pouvant aussi respectivement 
être nommés Roulis-Tangage-Lacet, Roll-Pitch-Yaw en anglais).  
Dans la description du mode H0, il s’agira de la seule force en présence. Les modes H5 et H6 étant 
respectivement similaires (compte tenu du comportement) aux modes H1 et H3, nous ne les 
étudierons pas ici, et nous focaliserons sur l’étude des 4 principaux modes de fonctionnement en 
marche avant, et du mode arrêt. 
Puisque nous évoluons dans un environnement 3D, notre vecteur d’observation va évoluer. Il sera 
de la forme suivante. 
- Vitesse angulaire selon les trois axes 
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- Accélération selon les 3 axes 
Cette dynamique est décrite en détail selon le mode de conduite dans [7]. 
Mode H0 
Les odomètres vont renvoyer ici une vitesse et une distance nulle.  
Le magnétomètre indiquera la direction du véhicule, toutefois celle-ci ne fait pas partie de notre 
observateur. L’angle au volant nous donnera la direction des roues, toutefois ceci n’est pas 
important lorsque le véhicule est à l’arrêt. 
 
Figure 4 : Distribution des vitesses angulaires et des accélérations pour le mode H0 
Mode H1 
Le comportement dynamique du véhicule en mode H1 correspond à une vitesse constante en ligne 
droite. Le schéma ci-dessous représente l’observateur choisi, et nous pouvons observer que le 
comportement de celui-ci est similaire à celui du mode H0. La distinction se fera donc par un test 
d’hypothèse sur la vitesse. Si celle-ci est nulle, le mode dynamique du système est H0.  
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Figure 5 : Distribution des vitesses angulaires et des accélérations pour le mode H1 
 
Mode H2 
Ce mode dynamique de fonctionnement se traduit par une accélération constante en ligne droite. 
Une accélération longitudinale (notée Acclong sur la figure) va avoir pour effet l’apparition d’une 
vitesse de tangage (VθY). Il est difficile de déterminer la vitesse de tangage, car elle dépend de 
nombreux paramètres tels que décrits dans l’équation ci-dessous [7].  
  
1
( ) ( ( ), , ( ), ( )...)
t long
t f Acc t m Ad t t 
 
(1) 
 
Où Ad est l’adhérence, m la masse du véhicule, δ représente les angles de la géométrie de la route. 
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Figure 6 : Distribution des vitesses angulaires et des accélérations pour le mode H2 
Mode H3 
Le mode H3 se caractérise par une accélération longitudinale nulle dans un virage. Le virage va 
entrainer une vitesse de lacet et de roulis (VθZ et VθX) ainsi qu’une accélération transversale liée 
à la force centrifuge (fcent). Celle-ci dépendant de la masse m du véhicule, de la vitesse 
longitudinale vx, et du rayon de courbure de la trajectoire, dépendant lui-même de l’angle des 
roues, de la géométrie de la route, de l’adhérence, etc. 
 La vitesse de lacet va essentiellement être fonction de la commande volant, tandis que la vitesse 
de roulis va dépendre de plusieurs paramètres (devers de la route, vitesse longitudinale du véhicule, 
qualité des amortisseurs…) 
 
Figure 7 : Distribution des vitesses angulaires et des accélérations pour le mode H3 
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Mode H4 
Ici, nous sommes dans une configuration avec une accélération constante dans un virage. Des 
vitesses de rotation sont présentent sur les 3 axes (roulis, tangage et lacet). La rotation du véhicule 
va entrainer, comme dans le mode H3, une accélération latérale due à la force centrifuge. 
 
Figure 8 : Distribution des vitesses angulaires et des accélérations pour le mode H4 
 
2.1.3 Conclusion 
 
Cette première étude prend place comme une introduction sur le contexte de l’intelligence 
véhiculaire et sur l’analyse du comportement d’un véhicule lors de son fonctionnement nominal. 
Cette étape n’est qu’un préambule à l’étude de la détection de faute, mais permet toutefois de 
comprendre l’utilité des capteurs dans les systèmes d’aide à la conduite et les véhicules autonomes. 
La deuxième partie concernant la dynamique du véhicule sera utile plus tard, lors de l’étude des 
interactions avec l’environnement afin d’analyser le comportement de ce dernier dans des 
conditions différentes d’utilisation. 
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2.2 Algorithmes de fusion de données et modélisation de 
systèmes 
 
L’étude des algorithmes de fusion de données réalisée ici est nécessaire pour 2 raisons. Tout 
d’abord, afin de connaitre l’impact d’une défaillance, il est plus logique de prendre connaissance 
de la structure des algorithmes permettant la détermination de l’état d’un véhicule. Enfin, certaines 
méthodes de détection de fautes s’inspirent des algorithmes de fusion afin d’effectuer la 
modélisation des systèmes sous surveillance [8,53,68,97,100,104,112]. Aux vues de ce constat, 
une attention plus importante a été portée aux filtres probabilistes, fréquemment utilisés dans notre 
domaine d’expertise. L’étude commencera donc par ces derniers avant d’aborder d’autres filtres 
plus complexes visant à pallier ses limitations. 
 
2.2.1 Filtre de Kalman 
 
Le filtre de Kalman est un algorithme de fusion de données permettant de prendre en compte un 
mode de fonctionnement, et de calculer la prédiction de l’état en fonction de ce mode de 
fonctionnement, tout en faisant intervenir dans une deuxième étape les données transmises par les 
différents capteurs.  
Avant de développer le filtre de Kalman, il faut commencer par définir la forme de l’état que l’on 
cherche à déterminer sous forme matricielle. Par exemple, si nous voulons déterminer la vitesse V 
et l’accélération Acc d’un mobile, le vecteur d’état sera x=[V; Acc]. 
Ensuite, il est nécessaire de faire certaines hypothèses liées, par exemple, à la dynamique du mobile 
pour pouvoir effectuer l’étape de prédiction du filtre de Kalman, qui se calcule comme suit. 
( ) * ( 1) * ( 1) ( )
pr
x t A x t B u t v t    
 
(2) 
Ici, A représente la matrice qui relie l’état précédent à la prédiction. Comme décris plus tôt, celle-
ci dépend des hypothèses émises quant à la dynamique suivie. Par exemple, si la vitesse est 
supposée constante, la matrice A sera comme donnée dans l’équation (3), si l’accélération est 
donnée comme une constante, la matrice A deviendra celle donnée par (4). u est le vecteur de 
commande appliquée au système, avec la matrice B qui permet la transformation pour obtenir une 
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forme identique à celle de l’état. Cette partie n’est pas nécessaire au fonctionnement du filtre. v(t) 
est ici un bruit blanc lié au système. 
1 0
0 0
A
 
  
   
     
(3) 
1
0 1
T
A
 
  
   
     
(4) 
Une fois l’état prédit calculé, la prédiction de la matrice de covariance est effectuée. 
( ) * ( 1)* ( )
T
pr
P t A p t A Q t  
 
       
(5) 
Q représente la covariance liée uniquement au système. Ensuite, le calcul de la prédiction de la 
mesure zpr peut être effectué, qui permettra par la suite de calculer l’innovation y du système en 
tenant compte aussi de la mesure effectuée z. La matrice C est la matrice de transformation liant 
les mesures à l’état. 
( ) * ( )
pr pr
z t C x t
 
         
(6) 
( ) ( ) ( )
pr
y t z t z t 
 
         
(7) 
y(t) représente la différence entre les prédictions des observations et les mesures effectuées par les 
capteurs. Ensuite, on calcule la covariance de cette innovation par l’équation (8), où R représente 
la covariance du bruit de mesure. 
( ) * ( )* ( )
T
pr
S t C P t C R t 
 
       (8) 
Ces informations nous conduisent à calculer le gain de Kalman K permettant de calculer enfin, 
l’état estimé x (notre reconstruction) et la covariance de ce dernier.  
1
( ) ( )* * ( )
T
pr
K t P t C S t

 
              
(9) 
( ) ( ) ( ) ( )
pr
x t x t K t y t 
 
           
(10) 
( ) ( ( ) ( )) ( )
pr
P t I K t C t P t 
 
          
(11) 
Le filtre de Kalman permet donc de calculer une estimation de l’état d’un système en prenant en 
compte à la fois le résultat des mesures et les prédictions liées aux hypothèses émises. Des 
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exemples d’application de ce filtre sont montrés dans [9] et [11] et d’autres articles ou livres en 
expliquent le fonctionnement, les avantages et les limitations [10], [12]. Une application 
permettant notamment la détection de fautes dues au glissement des roues d’un train est notamment 
décrite dans [8]. 
 
2.2.1.1 Filtre de Kalman étendu 
 
Dans [13] le filtre utilisé est un filtre Kalman étendu, contrairement à ce qui vient d’être exposé 
pour le filtre de Kalman linéaire, il n’est pas possible de décrire la dynamique du système à l’aide 
de matrices, celle-ci étant non-linéaire. Les équations liées au calcul de la prédiction de l’état et 
des mesures s’écrivent alors comme suit.  
( ) ( ( 1), ( 1)) ( )
pr
x t f x t u t v t   
 
           
(12) 
( ) ( ( ))
pr pr
z t h x t
 
           
(13) 
Où f et h représentent les fonctions non-linéaires reliant l’état prédit et les prédictions de mesures 
à l’état précédent et aux commandes si nécessaire. Il faut donc calculer les matrices de 
transformation A et C en utilisant les fonctions de transformation comme décrites ci-dessous, le 
reste est inchangé. 
1 1
1
1
i
i i
i
f f
x x
A
f f
x x
  
  
 
  
  
 
     
               
(14) 
1 1
,1 ,
,1 ,
pr pr i
i i
pr pr i
h h
z z
C
h h
z z
  
  
 
 
 
  
     
              
(15) 
D’autres formes de filtres de Kalman existent, telles que les filtres non parfumés, ceux-ci sont 
présentés dans certains ouvrages ou revues tels que [11], mais leur conception ne sera pas décrite 
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ici. En effet, des solutions basées sur l’estimation pour différents modes dynamiques semblent plus 
adaptés au problème de l’intelligence véhiculaire, où il n’est pas judicieux de simplifier le 
fonctionnement d’un véhicule en un seul choix de mode dynamique. D’autres algorithmes de 
fusion, parfois issus ou inspirés du filtre de Kalman ([13]) ont donc été étudiés. 
 
 
 
2.2.2 Filtre à particules 
 
Le filtrage particulaire est une alternative au filtre de Kalman lorsque les bruits associés aux 
systèmes ne sont pas de distribution gaussienne et que ce dernier est fortement non linéaire. 
François LeGland le décrit ainsi dans [14], et nous donne quelques exemples d’utilisation. Il est 
fondé sur la représentation des états successifs (x0, x1…xi) par une chaine de Markov de premier 
ordre. Ceci signifie que les états prédits seront définis uniquement par une fonction de l’état 
précédent. 
1
,
( , )
( )
k k k k
pr k k k k
x F x W
Y h x V

 
 
        (16) 
Avec F et h des fonctions non linéaires liant respectivement l’état précédent à l’état prédit, et ce 
dernier aux prédictions des mesures, à la manière d’un filtre de Kalman. Les termes Wk et Vk sont 
des processus de bruit. 
La détermination de l’estimé se fait via une simulation Monte-Carlo permettant le calcul des N 
particules représentant les états estimés x, en faisant varier pour chacune les différents paramètres 
du système. Ensuite on calcule pour chacune la pondération δ associée dépendante de l’erreur 
résiduelle entre l’état prédit et les observations effectuées par les capteurs (δ=g(Y-Ypr)). Enfin nous 
obtenons un estimé final comme donné par : 
1
( ) ( ) ( )
N
est i i
i
x t x t t

  
          (17) 
L’inconvénient majeur de cet algorithme reste le temps de calcul, puisqu’il est nécessaire de 
calculer les N estimés et pondérations afin d’obtenir le résultat. Plus on augmente le nombre de 
particules, plus le résultat est précis, toutefois, le temps de calcul augmentera de façon 
proportionnelle. Son fonctionnement est présenté dans [14] et [15], il est utilisé par Qi Weia et al. 
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[16] pour faire la détection de véhicules en mouvement. Kichun Jo et al. [19] l’utilisent quant à 
eux pour éliminer le biais pouvant apparaître sur les données du GPS.  
Dans [16], les auteurs utilisent un filtre à particules à plusieurs couches pour effectuer la poursuite 
de véhicules en mouvements dans une zone routière. Un filtre à plusieurs couches permet 
d’éliminer les particules avec la pondération la plus faible pour les remplacer par une redistribution 
de la particule avec la pondération la plus forte, comme le montre la Figure 9. 
 
Figure 9 : Filtre à particule à plusieurs couches. 
 
D’après l’auteur, cette technique présente de meilleurs résultats que les filtres à particules à 
décalage de moyenne présentés dans [17] et [18] pour la poursuite de cibles mobiles. 
En ce qui concerne [19], le biais est défini comme étant une valeur aléatoire et le calcul des 
particules est effectué en faisant varier celle-ci. Ici, toutes les particules ne sont pas prises en 
compte, un seuil est déterminé, et si la valeur de pondération est inférieure à celui-ci, les particules 
sont rejetées. Cette étape permet de réduire le nombre de particules, et surtout d’éliminer celles 
qui présentent une probabilité de correspondre à la valeur finale très faible. 
 
2.2.3 IMM (Interactive Multi Model) 
 
L’algorithme IMM est très intéressant, car il offre un bon compromis entre le filtre de Kalman et 
le filtre à particules. Il s’agit de définir un nombre fini de modes de fonctionnement, représentant 
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chacun une hypothèse étudiée dans le fonctionnement du système. Il s’agit pour ce genre de filtre, 
de simplifier le fonctionnement en une série d’hypothèses admissibles, puis de les modéliser sous 
la forme d’une chaine de Markov, où chaque mode a une probabilité P de correspondre au mode 
de fonctionnement réel, comme décrit par [20]. Cet algorithme est utilisé dans de nombreux 
domaines tels que la géolocalisation [21-26], ou la poursuite de cible [27-28], mais il est aussi 
utilisé dans la modélisation de la fiabilité de systèmes, comme on peut le remarquer dans [29]. 
Chaque mode de fonctionnement permet la détermination de l’état à l’aide d’un filtre de Kalman 
dont la prédiction correspondra au choix de mode de fonctionnement. 
Concernant l’utilisation dans les systèmes de géolocalisation, les IMM permettent de choisir des 
modes de fonctionnement correspondant à certains modes de dynamiques simples pour représenter 
l’attitude du véhicule en un instant donné. Dans [23], 3 modes dynamiques sont choisis, à savoir 
vitesse constante (CV), accélération constante (CA) et rotation constante (CT). Le choix de ces 
modes permet de construire les différents filtres de Kalman avec la matrice de prédiction 
correspondant aux hypothèses choisies. Toutefois, plus on simplifie le problème, moins celui-ci 
correspond à la réalité. Une évolution de ce modèle est alors proposée dans [24] avec l’ajout des 
modes marche-arrière (CR) et à l’arrêt (CS). Il est évident que rajouter des modes influe aussi sur 
le temps de calcul nécessaire pour chaque itération. Un compromis doit être fait pour avoir une 
modélisation la plus proche du fonctionnement réel sans nuire au temps de calcul. Une fois le choix 
des modèles fixé, il est possible de représenter le système comme une chaine de Markov. Prenons 
par exemple l’IMM étudié dans [23], qui compte 3 modes CA, CV et CT. Sa représentation sera 
donc donnée par la Figure 10. 
 
 
Figure 10 : représentation des 3 modes de fonctionnement 
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En accord avec la représentation par une chaine de Markov, la probabilité de se retrouver dans 
chacun des trois états donnera la pondération associée à ce mode de fonctionnement. Cette 
pondération ˆ ( )iP t  est calculée avec l’équation (18), où C est la matrice de transformation du filtre 
de Kalman associé au mode de fonctionnement, ( )iP t  est la pondération précédente, Qi(t) est la 
matrice de covariance issue du filtre de Kalman et vi(t) est l’erreur entre les prédictions et les 
observations issues des capteurs. 
1/2 1ˆ ( ) * ( ) * ( ) exp( 1 / 2 ( ) ( ) ( ))T
i i i i i i
P t C P t Q t v t Q t v t
  
 
    (18) 
Cette pondération permet enfin de calculer l’état estimé en effectuant la somme des états et de leur 
pondération à la façon d’un filtre à particule. 
1
ˆ( ) ( ) ( )
N
est i i
i
x t x t P t

  
         (19) 
L’utilisation d’algorithmes IMM pour effectuer la détection de fautes peut notamment être 
observée dans [112], où le premier mode de fonctionnement représente le fonctionnement nominal 
tandis que chaque autre mode de fonctionnement prendra en compte une faute en particulier, visée 
par le test.  
2.2.4 Conclusion 
 
L’étude des algorithmes de fusion a permis d’observer une grande divergence entre les différents 
choix possibles. Des choix simples, tels que le filtre de Kalman jusqu’au filtre à particules établi 
sur les simulations Monte-Carlo, il est possible d’observer des algorithmes de fusion de données 
de nature et de complexité variables. L’étude de ces différents outils était une étape indispensable 
avant l’étude des détecteurs de fautes, car ces derniers, comme nous allons le voir maintenant, sont 
souvent inspirés des solutions proposées précédemment. 
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2.3 Capteurs, défaillances et perturbations 
 
2.3.1 Modélisation des capteurs 
 
L’estimation de la géolocalisation en temps réel d’un véhicule intelligent se doit d’être précise et 
fiable afin d’assurer un fonctionnement sécuritaire. En effet, un défaut de géolocalisation pourrait 
entrainer une sortie de route si l’information s’avérait erronée. Afin de pouvoir effectuer 
l’estimation de la dynamique du véhicule, et donc de sa position géographique, un ensemble de 
capteurs proprioceptifs à référence absolue (GPS, compas) ou à référence locale (Centrale 
inertielle, odomètres) sont généralement utilisés. Ce choix de capteurs a été effectué afin que 
l’estimation puisse être effectuée même si un des capteurs est isolé. Cela nécessite une certaine 
redondance de l’information. La sélection a donc été établie sur les critères suivants : 
- Capteur couramment utilisé dans le domaine automobile, 
- Capteurs faibles coûts, 
- Capteurs disponibles sur la plupart des véhicules sur le marché actuellement, 
- Capteurs complémentaires pour la mesure de l’état dynamique du véhicule. 
Nous avons donc choisi d’utiliser : 
- Une centrale inertielle, donnant l’accélération linéaire et la vitesse de rotation autour de 3 axes 
(Roll-Pitch-Yaw). 
- Des odomètres renvoyant la vitesse des roues ainsi que la distance parcourue par celles-ci. 
- Un système GNSS qui fournit la position absolue du véhicule dans l’espace. 
- Un compas permettant de connaitre l’orientation absolue du véhicule (Repère nord-est). 
La centrale inertielle et le compas sont généralement présents sur un seul et même circuit. Nous 
verrons plus tard lors de la modélisation des fautes que cela doit être pris en compte. 
Si nous considérons les capteurs en mode nominal, sans aucune erreur d’aucune sorte, les valeurs 
en sortie de la centrale inertielle, du compas et du système GNSS n’ont besoin d’aucun 
prétraitement. Toutefois, l’information provenant de l’odomètre nécessite d’être traité avant 
utilisation compte tenu de la forte quantification de l’information fournie par ce capteur. 
L’odomètre est un outil permettant de connaitre la distance parcourue par une roue en comptant le 
nombre de repères observés par celui-ci. Ces repères, situés sur la roue, peuvent être de natures 
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différentes selon les systèmes, nous prendrons en compte ici des repères visuels. L’information 
transmise étant un nombre entier correspondant au nombre de repères vus sur une période, 
l’information de la distance sera discrétisée. Le pas de quantification en distance est donné par 
(20), où Di est le diamètre de la roue et tics est le nombre de repères sur cette même roue. 
*
D
Di
Q
tics


 
         (20) 
À partir de l’information numérique fournie, il est maintenant possible de déterminer la distance 
Distodo parcourue par une roue, ainsi que la vitesse Vodo de celle-ci, où T est la période 
d’échantillonnage de l’odomètre et QV est le pas de quantification en vitesse. 
*
odo tics D
Dist N Q          (21) 
*odo
odo tics V
Dist
V N Q
T
 
  
        (22) 
 
 
2.3.2 Modélisation des fautes 
Les fautes observables sur un système peuvent être de plusieurs natures différentes, des 
incertitudes sur la modélisation, des sources de bruits sur le système ou sur les capteurs, 
défaillances du système ou des capteurs ou bien encore des défauts sur les actionneurs.  
Qi et al. [30] propose une description des différents modèles de faute. Ce document donne aussi 
une vue d’ensemble des détecteurs de fautes dans le domaine des hélicoptères, mais nous y 
reviendrons plus tard. Les fautes sont classées en 3 catégories selon l’endroit où elles apparaissent. 
- Actionneurs 
- Composants du système 
- Capteurs  
 
Figure 11 : Description d'une chaine de traitement d'un système 
 
Concernant les actionneurs, nous distinguons généralement 3 types de fautes : 
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- Sortie constante, 
- Dérive, 
- Et un gain constant. 
La sortie constante est un collage de la sortie à une valeur fixe, le gain constant va renvoyer une 
information de la forme : 
( ) ( )
a n
u t u t
 
         (23) 
Tandis que la dérive donnera une sortie de la forme : 
( ) ( ) ( )
a n
u t t u t
 
        (24) 
Où γ(t) est une variable aléatoire dans le temps 
Pour les capteurs, on distingue : 
- Faute totale, renvoie une valeur fixe (pouvant être 0), ou stochastique en sortie, 
- Biais,  
( ) ( )
s
y t y t  
 
        (25) 
- Gain, 
( ) ( )
s
y t y t
 
              (26) 
- Fautes aberrantes. 
 0
( ) ( ) ( )
s
y t y t a t t  
 
 (27) 
où δ est une impulsion et a est une valeur stochastique. t0 est le temps d’occurrence du défaut. Ces 
dernières apparaissant généralement sur le système GPS. 
Enfin, les fautes sur le système vont entrainer des modifications sur ses paramètres et donc altérer 
son fonctionnement et modifier sa fonction de transfert. La modélisation devient donc plus difficile 
à réaliser, comme nous allons le voir par la suite. 
 
2.3.2.1 Incertitudes sur les modèles 
 
Les incertitudes sur les modèles constituent surement la partie la plus délicate à traiter, car elle 
nécessite une connaissance parfaite du fonctionnement du système. Bien qu’identifiée ici, nous 
souhaitons faire abstraction de cette composante pour nous concentrer sur les fautes liées aux 
capteurs. L’incertitude sur un système est la plupart du temps représentée par un biais Δf sur les 
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fonctions de transformation f, comme noté dans l’équation (28). Toutefois, dans notre cas, les 
entrées du système u ne sont pas prises en compte dans le calcul d’état. L’état prédit devient alors : 
( ) ( ( 1), ( 1)) ( ( 1), ( 1)) ( )
pr
x t f x t u t f x t u t v t       
 
    (28) 
Outre les incertitudes sur la modélisation du système, l’odomètre présente lui aussi une distribution 
particulière. Dû à sa discrétisation, les informations données par ce capteur ne seront pas 
parfaitement précises, comme le montre la figure 12 prenant en exemple la vitesse instantanée. À 
moins que la vitesse réelle soit un multiple du pas de quantification QV, il est impossible de 
retransmettre celle-ci parfaitement. 
 
Figure 12 : Distribution de la vitesse donnée par l'odomètre. 
La vitesse mesurée donnée par l’équation (22), pourra donc être éloignée de la valeur réelle d’au 
maximum QV. Cela peut se représenter par des incertitudes sur les mesures ΔOV pour la vitesse et 
ΔODi pour la distance, centrées autour de 0 avec des distributions homogènes entre –QV et QV pour 
la vitesse et –QD et QD pour la distance. 
réel odo V
V V O  
 
        (29) 
 
2.3.2.2 Exemples de bruits et perturbations 
 
Les sources de bruits peuvent être variées et intervenir sur toutes les composantes du système. 
Généralement les bruits sur le système sont considérés comme étant à distribution gaussienne, et 
sont pris en compte dans l’équation (30) par le terme vk. Une fois de plus les entrées n’étant pas 
prises en compte, notre modèle d’état devient : 
,
( )
pr k k k k k
x A A x v   
 
       (30) 
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En ce qui concerne la centrale inertielle et le compas, les bruits peuvent eux aussi être modélisés 
par une incertitude à distribution gaussienne additionnelle z sur le résultat de la mesure. Si nous 
prenons en compte l’accélération du mobile, il en résultera l’information suivante : 
INS Veh Acc
Acc Acc z 
 
        (31) 
Le cas de l’odomètre est plus complexe, puisque la discrétisation du signal va permettre de 
masquer certains bruits stochastiques comme le montre la figure 13. 
 
Figure 13 : Exemple de détection manquée ou de fausse alarme pour un odomètre 
 
L’équation suivante présente la réponse du compteur odométrique réel en prenant en compte les 
erreurs stochastiques liées aux fausses détections PbFA et aux détections manquées PbDM d’un 
repère par le système, en supposant cette erreur suivant une loi normale. Comme on peut le voir 
dans [31], la détection se fait par la comparaison avec un simple seuil (dans ce cas précis, utilisation 
d’un passage de seuil à 0). Le choix de ce seuil va grandement influencer les erreurs de détection. 
 
_ _ ( _ ) ( _ )
FA DM
Nbre mes Nbre réel Pb Nbre réel Pb Nbre réel  
 
   (32) 
Outre les erreurs liées à la discrétisation, les capteurs odométriques vont souffrir d’erreurs 
comportementales. En effet, lors de changements brusques de dynamique ou de virages à grande 
vitesse, il est possible d’observer des blocages ou des glissements de roues qui entraineront une 
incertitude quant à la mesure de distance parcourue. Un glissement des roues entrainera une 
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surestimation systématique de la mesure, tandis qu’un blocage entrainera une sous-estimation. Il 
est difficile de modéliser cette faute, car elle dépend de nombreux paramètres extérieurs au 
comportement propre du véhicule (Conditions climatiques, adhérence de la route…). 
Concernant le GNSS (Système de navigation satellitaire Global), les fautes sont généralement liées 
à l’environnement dans lequel se trouve le système. Parmi ces erreurs, un biais lié à un trajet multi 
réflexions du signal provenant d’un ou plusieurs des satellites peut être observé. Ce genre de défaut 
a été étudié dans [32]. Dans [33] et [34] les auteurs ont modélisé le biais engendré afin de pouvoir 
le prédire compte tenu du délai généré par le multi parcours. 
 
2.3.2.3 Défaillances 
 
L’objectif de ce document étant l’étude des défaillances des capteurs, il est important que cette 
section soit le plus complète possible. 
Tout d’abord, concernant la centrale inertielle, une fatigue de l’un des capteurs de la centrale 
inertielle, par exemple un biais et un coefficient sur la réponse de l’accéléromètre, qui se traduira 
comme suit : 
_ * _
Acc Acc
Acc me Acc réelle  
 
              (33) 
_ * _me réelle       
       (34) 
Où les valeurs β et α représentent respectivement un biais et un coefficient apparaissant sur les 
mesures. Si ces valeurs sont constantes. La fatigue peut aussi entrainer une modification de la 
covariance du capteur, puisque celui-ci risque d’être plus sensible au bruit. Il est aussi possible que 
les valeurs de  β et α augmentent avec le vieillissement du capteur. Une mise à jour de la valeur de 
ces coefficients sera donc nécessaire afin de conserver un bon fonctionnement du système. 
Un désalignement du capteur par rapport à l’axe du véhicule (figure 14), auquel cas, toutes les 
mesures liées à la centrale inertielle (gyroscope et accéléromètre) seront affectées, comme indiqué 
dans la figure suivante, et dans l’équation (35). 
_ _ _ _ *cos( ) _ _ *sin( ) _ _ *sin( )
Dx Dy Dz
Acc me x Acc re x Acc re y Acc re z    
        
(35) 
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Figure 14 : Désaxement de la centrale inertielle 
Où les angles θD sont les angles de désalignement entre le repère normal et le nouveau repère dont 
souffrent les mesures du module INS. Le compas peut souffrir des mêmes erreurs. S’il est inclus 
dans le même dispositif que la centrale inertielle, le désalignement sera le même que celui de l’INS 
et il peut lui aussi présenter un biais ou un coefficient en cas de défaillance du capteur.  
 
Concernant l’odomètre, la perte d’un repère va être assimilée à un défaut systématique entrainant 
une sous-estimation constante de la distance parcourue et donc de la vitesse mesurée. 
 
_ _ (1 1/ )Dist mesurée Dist réelle tics        (36) 
_ _ (1 1/ )Vitesse mesurée Vitesse réelle tics   
(37) 
 
2.3.3 Interactions avec l’environnement 
Outre les perturbations et défaillances propres au système global, des perturbations liées aux 
interactions avec l’environnement peuvent aussi être observées. Les parcours multiples en font 
partie. Il s’agit d’une perturbation liée aux environnements urbains, due à la réflexion sur les 
bâtiments des signaux GPS permettant la détermination de la position du véhicule.  
 
Figure 15 : Exemple de trajet multiparcours 
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Le multi parcours peut générer des biais qui vont entrainer des dégradations de la précision de la 
mesure GPS [90]. Outre ceci, la qualité du revêtement de la route peut affecter les mesures.  
La qualité de la route est souvent définie par l’indice de dureté international (International 
Roughness Index, IRI). Ce dernier est défini par les propriétés du profil en deux dimensions de la 
route (différence de hauteur en fonction de la distance parcourue). La mesure de l’IRI est souvent 
effectuée pour permettre d’améliorer les conditions routières afin d’augmenter le confort du 
conducteur. Il est aussi possible d’envisager d’éventuelles perturbations sur les mesures des 
capteurs embarquées dans le véhicule. 
Dans la littérature, plusieurs méthodes ont été utilisées pour mesurer cet indice. Certains outils ou 
drones ont été développés spécifiquement pour cette tâche, comme décrit dans [84] où un robot 
équipé de capteurs laser et sonar mesure le dénivelé de la route. Raghavendra et al. [85] décrit 
quant à lui un système permettant la mesure de qualité de la route à l’aide d’un système embarqué 
équipé d’accéléromètres permettant de relever les accélérations verticales liées aux différences de 
hauteur de la route et d’un GPS pour la localisation du véhicule, et d’un drone, équipé de caméra 
haute définition afin de connaitre la nature de la route selon le trajet emprunté (Pavés, asphalte…). 
Cette étude réalisée à Bangalore, ayant pour but de déterminer les vibrations endurées par un 
conducteur, a été réalisée sur une portion de route de 14 km, durant laquelle les mesures 
d’accélération ont été enregistrées. Une valeur de bruit ambiant, le moteur étant arrêté, est par la 
suite soustraite afin de déterminer la nuisance réelle subite. 
Outre ces systèmes développés spécifiquement pour effectuer la mesure d’IRI, certaines 
recherches ont été effectuées afin de mesurer l’indice en utilisant les accéléromètres et les systèmes 
de localisation présents dans les téléphones cellulaires [86-89]. Bills et al. [86] propose de coupler 
les mesures d’accélération avec la géolocalisation d’un téléphone cellulaire pour effectuer la 
détection de trous et de bosses dans les rues de Nairobi au Kenya. La vitesse GPS est aussi utilisée 
pour déterminer un profil de la route (route de campagne, autoroute…). La méthode proposée 
permet la détection des bosses et des tronçons de route fortement dégradés, toutefois, cette étude 
reste à approfondir, puisque certains comportements ne peuvent être détectés par cette méthode. 
L’utilisation des accéléromètres de téléphones cellulaires pour effectuer la mesure d’IRI est aussi 
faite dans [87]. L’expérience est réalisée avec deux téléphones intelligents, dans deux différents 
véhicules pour uniformiser l’étude (les véhicules représentant des « filtres » différents pour le 
bruit). Les deux appareils sont associés à des récepteurs GPS ainsi que des caméras vidéo (pour 
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connaitre à la fois la position et la vitesse des véhicules) permettent d’effectuer les essais. 
Douangphachanh et al. utilise ici la somme des magnitudes des accélérations (après filtrage passe 
haut pour supprimer la gravité et les accélérations basses fréquences du véhicule) pour déterminer 
la qualité de la route. Cette étude est faite pour différentes vitesses afin de voir l’impact de celle-
ci sur les relevés. L’impact de la vitesse du véhicule sur la mesure d’IRI est d’ailleurs étudié dans 
[88] où une relation linéaire du premier ordre est déterminée (38). 
0
y ax b                    (38) 
Où y est l’accélération verticale représentant l’IRI, x étant la vitesse du véhicule. Une nouvelle 
relation linéaire est donc déterminée pour calculer l’IRI indépendamment de la vitesse. 
0i i i
y ax b                     (39) 
Cela permet de déterminer que les résultats ne sont plus dépendants de la vitesse du véhicule. 
Au travers de ces différentes études, on peut observer qu’il est possible de déterminer l’IRI à l’aide 
de plusieurs méthodes, mais surtout, que la valeur d’IRI va naturellement affecter les mesures 
capteurs. Il semble donc nécessaire de prendre ceci en compte dans la détection des fautes. 
  
2.3.4 Conclusion 
Cette étude sur les comportements fautifs des capteurs et sur la modélisation des différentes fautes 
est nécessaire pour pouvoir effectuer une détection de faute méthodique qui prendra en compte les 
différents défauts étudiés. Cette étude a permis de dresser une liste des fautes admissibles dans un 
système [30], et notamment sur les capteurs, partie qui nous concerne plus spécialement. Par la 
suite quelques exemples ont été développés sur des cas précis de capteurs couramment utilisés.  
Cette étude effectuée, nous pouvons maintenant nous intéresser aux différentes solutions de 
détection de fautes proposées dans la littérature. 
 
2.4 Diagnostics de fautes 
Certains ouvrages [35-37], et de nombreux articles [97-111] ont été rédigés sur le diagnostic de 
fautes. Dans la littérature, il est fréquent de voir l’acronyme FDI (Fault Detection and 
Identification). Les FDI regroupent tous les systèmes de détection et de diagnostic de faute. 
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Si on peut observer un si grand nombre de FDI dans la littérature, c’est qu’il est nécessaire de 
disposer d’un système de diagnostic de faute qui soit adapté au système sous surveillance. Comme 
il existe une multitude de systèmes de nature différente, il est donc logique de voir des systèmes 
de diagnostic correspondant apparaître. 
Dans un premier temps, je présenterai la théorie autour des FDI avant de présenter certains cas 
d’étude. Dans la littérature, on distingue souvent 3 types de détecteurs de fautes; les détecteurs 
basés sur les modèles de systèmes, le traitement du signal, et les détecteurs basés sur les 
connaissances [30]. Heredia et al. proposent une comparaison entre une détection basée sur les 
modèles et une détection libre de toute modélisation dans [38] pour la détection de fautes sur les 
actionneurs de l’hélicoptère. Les fondements de ces 2 méthodes étant les mêmes, je vais 
commencer par étudier les systèmes basés sur les modèles. 
 
2.4.1 Détection basée sur l’analyse de modèle de système 
Les systèmes soumis à des diagnostics de fautes sont généralement présentés sous la forme ci-
dessous [36]. 
 
Figure 16 : Systèmes soumis à un diagnostic de faute [36]. 
Dans ces ouvrages, différentes méthodes de génération de résidu et d’analyse sont proposées. Les 
fautes pouvant apparaître sur les actionneurs, sur le système et/ou sur les capteurs peuvent être de 
natures différentes. Patton et al. [35] identifient trois natures de fautes : 
 46 
 
 - Des bruits, pouvant intervenir sur le système, sur la sortie des actionneurs ou sur la 
réponse des capteurs, 
 - Des différences entre le modèle choisi et la réponse réelle du système, 
 - Des défaillances d’une des composantes du système complet (Actionneurs, Système, 
Capteurs). 
La modélisation du système peut alors être exprimée par les équations d’états suivantes. 
( 1) ( ( 1), ( 1), , ( 1))x t t F x t u t x v t     
 
       (40) 
( ) ( ( 1), ( ), , ( ))y t G x t t t x w t  
 
       (41) 
Dans ces équations, x(t) est l’état prédit du système, Δx représente l’incertitude sur le modèle choisi 
et v(t), une source de bruit sur le système. Dans la seconde équation représentant les observations 
prédites des capteurs y(t), w(t) est un bruit sur la mesure, et ε(t) est une erreur due à une défaillance. 
Ainsi les trois sources d’erreurs présentées ci-dessus sont prises en compte dans ces équations. La 
figure 16 présente aussi la génération de résidu, étape primordiale dans la détection et 
l’identification de fautes. La détermination de ce résidu est d’autant plus importante qu’elle doit 
permettre une identification de la source d’erreur. Pour cela, des notions telles que l’observabilité 
ou le découplage des fautes sont primordiales. Toutes ces notions sont importantes pour le 
diagnostic et ont été étudiées dans la littérature [35-36].  
Le diagnostic se fait donc en trois étapes : 
- Modélisation du système (dynamique et capteurs) 
- Génération du signal de résidu 
- Analyse du résidu. 
La première étape peut être fastidieuse selon la nature du système. En effet, comme pour notre 
problématique, le système peut présenter des non-linéarités qui compliquent la modélisation. Dans 
ce cas, comme nous l’avons vu précédemment lors des algorithmes de fusion, il est possible 
d’utiliser des filtres visant à représenter le plus fidèlement possible le système. Patton et al. [39] 
expliquent qu’il est quasiment impossible de concevoir un modèle qui représente parfaitement le 
système étudié. Dans ce document traitant du diagnostic de fautes d’un moteur de jet, les auteurs 
proposent une méthode visant à simplifier le modèle utilisé pour le système, mais d’ajouter au 
calcul d’état une modélisation mathématique de l’incertitude (Δx). Il est alors possible de prendre 
cette valeur en compte avant le calcul de résidu. Il est toutefois nécessaire de connaître 
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parfaitement le comportement du système observé pour pouvoir appliquer cette méthode. Le même 
constat est fait dans [40] plus globalement pour les systèmes variant dans le temps. Dans ces deux 
documents, la notion de découplage des fautes est très importante, en effet, ce n’est que si toutes 
les fautes peuvent être distinguées séparément que le diagnostic de faute peut être réalisé de façon 
optimale. 
Patton a optimisé sa méthode afin de découpler au maximum les différentes fautes [41]. La 
génération du vecteur de résidu r(t) se fait à l’aide de l’équation ci-dessous, où e(t) est un vecteur 
présentant la différence entre l’état prédit par le modèle et celui estimé après correction, et sera 
donc liée aux incertitudes du modèle et aux fautes du système. fs(t) représente quant à elle les fautes 
des capteurs. 
( ) ( ) ( )
s
r t Ce t f t 
 
            (42) 
Le choix de la matrice de transformation C est primordial pour que le découplage soit réalisé de 
façon efficace. Dans ce cas précis, c’est le profil fréquentiel des fautes qui est connu. L’utilisation 
de filtres passes bandes, afin d’isoler chaque faute, permet le découplage. 
 
Cette section a permis de déterminer les étapes importantes d’un diagnostic de faute basé sur la 
modélisation du système. Les prochaines sous-sections vont permettre une étude plus poussée de 
chaque élément. 
 
2.4.1.1 Modélisation des systèmes 
 
Comme dit précédemment, la détection de faute basée sur la modélisation du système se fait en 
trois étapes. La première consiste à effectuer une modélisation la plus fidèle possible du système 
réel. Dans le cas d’un système simple, linéaire, la modélisation peut se faire de façon relativement 
aisée, à l’aide d’outils tels que le filtre de Kalman [42]. Toutefois la modélisation est parfois plus 
délicate. Dans le cas de systèmes non linéaires, de systèmes variant dans le temps, des 
approximations et des simplifications doivent être effectuées pour avoir un modèle de système qui 
soit à la fois précis et réalisable en termes de complexité. Dans la section 2.2 sur les algorithmes 
de fusion de données, on a pu observer certaines solutions visant à effectuer cette tâche. Des 
algorithmes, tels que l’IMM, permettent de réduire un système complexe non linéaire en un sous-
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ensemble de modèles plus simples et souvent linéaires caractérisant les manœuvres ou les 
comportements les plus courants. 
 
Dans les FDI, l’utilisation d’un ensemble de filtres probabilistes (type filtre de Kalman) utilisant 
chacun un modèle particulier est une approche classique. Ceci se ramène à un algorithme 
multimodèle faisant interagir plusieurs modèles caractérisant le comportement du système. Ce 
genre de solution peut être appliqué pour modéliser le comportement d’un robot mobile [43-44]. 
Le calcul en parallèle des différents filtres de Kalman, chacun correspondant à une attitude 
particulière du mobile, permet une approximation convenable de la dynamique réelle observée par 
le robot. Toutefois, selon le niveau de complexité du système, une approximation par un réseau de 
filtre de Kalman pourrait ne pas être adéquate. 
Si le comportement du système est fortement non-linéaire, d’autres solutions telles que les filtres 
particulaires peuvent être utilisées, toutefois il est possible de passer outre une modélisation 
complexe du système, en prenant en compte les incertitudes liées à la modélisation dans le calcul 
du résidu, de façon à en minimiser leur impact [39-41]. Cette étape nous mène naturellement à la 
génération de résidus. 
 
2.4.1.2 Génération de résidus 
 
Cette étape consiste à déterminer les variables qui vont permettre une détection des différentes 
défaillances du système sous surveillance. Comme on a pu l’observer plus tôt, le résidu est calculé 
en prenant en compte les différences entre les données observées et celles modélisées. Selon la 
précision du modèle, la nature des fautes que nous souhaitons identifier, la construction du résidu 
doit se faire de manière différente. Le résidu est généralement défini comme une variable ou un 
vecteur extrêmement sensible aux différentes fautes admissibles, basé sur l’observation et 
l’estimation de paramètres fréquemment utilisés [35-37].  
 Les notions d’observabilité et de découplage des fautes sont ici primordiales. Il est important de 
pouvoir distinguer chaque faute de façon indépendante pour pouvoir effectuer une analyse correcte 
des fautes. Le comportement général d’un résidu doit être celui décrit dans la figure ci-dessous, à 
savoir qu’il doit avoir une distribution connue centrée autour de 0 lorsque le système fonctionne 
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correctement, et une distribution différente en présence d’une faute (Moyenne excentrée, comme 
pour les faute F2 et F3 et/ou variance différente, faute F1 [45]). 
 
Figure 17 : Exemple d'impacts de fautes sur le résidu d'un système. 
Si le modèle est parfaitement connu, et que les bruits sur le système et sur les capteurs sont 
gaussiens, le résidu peut être tout simplement la différence entre la prédiction et l’estimation d’un 
filtre de Kalman comme dans [42]. Celui-ci nous donnera alors directement une indication sur une 
défaillance des capteurs ou sur un comportement anormal de notre système. Dans le cas de 
systèmes plus complexes, ou dont la dynamique n’est pas parfaitement connue, des méthodes 
visant à améliorer la génération de résidu ont été développées.  
Une grande variété de solutions est proposée dans [36], nous allons ici en présenter quelques-unes. 
Généralement, le vecteur utilisé dans la génération de résidu est appelé un observateur, et celui-ci 
doit répondre à certaines conditions pour pouvoir permettre la détection de faute telle que 
souhaitée. Patton, Chen et Daltan proposent de modifier la structure du système modélisé afin de 
répondre aux contraintes d’observabilité et de découplage [45-46]. Pour cela, ils utilisent les 
vecteurs propres des matrices de transformations afin que l’observabilité de chaque composante 
soit maximale. Cette technique est fonctionnelle pour des systèmes à complexité très importante, 
dans ce cas précis, c’est l’étude d’un réacteur nucléaire qui est effectuée.  
Les incertitudes du modèle ou les erreurs sur les entrées peuvent être simulées de façons 
différentes. Dans [47], ces incertitudes sont prises en compte dans le calcul d’état comme donné 
dans l’équation (43).  
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( ) ( )
pr k k k k k k k k
x A A x B B u v      
 
          (43) 
L’erreur modélisée résultante est alors comme suit, où les matrices ΔA et ΔB sont les matrices 
d’incertitudes sur le modèle et sur les entrées. 
k k k k k k
E d A x B u   
 
        (44) 
Où Ek et dk représentent respectivement les incertitudes du modèle et les valeurs d’états et de 
commandes affectant le vecteur d’erreur.  
Cette approche consistant à introduire des entrées inconnues au système afin de construire un 
observateur permettant d’obtenir un résidu où les fautes sont découplées s’appelle UIO (Unknown 
Input Observer). Cette méthode, parfois utilisée pour générer un résidu dans un modèle de mobile 
volant, n’est toutefois pas adaptée à un système fortement non linéaire [48], mais si nous proposons 
une modélisation par des sous modèles simples et linéaires, il est possible d’envisager l’utilisation 
de cette méthode.  
Une autre façon efficace de faire la détection de défaillances consiste à faire une analyse spectrale 
des résidus [49]. Dans le document cité, l’analyse du comportement d’un moteur électrique est 
effectuée par l’analyse spectrale des résidus visant à observer l’évolution des caractéristiques du 
moteur, telles que les vibrations, l’évolution du champ magnétique, la mesure de température, 
l’analyse du bruit généré ou des radiofréquences émises. Chaque défaillance génère une signature 
spectrale particulière pouvant être détectée dans une des mesures citées dans la table 3. 
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Tableau 3 : Cartographie des défaillances en fonction de la méthode utilisée dans [49] 
Méthode Défaillance détectée 
Défaut 
d’isolation 
Enroulement 
rotor 
Enroulement 
stator 
Désalignement Roulement 
boite de 
vitesse 
Analyse des 
vibrations 
Non Non Oui Oui Oui 
Analyse de la 
signature du 
moteur 
(MCSA) 
Non Oui Oui Oui Oui 
Flux axial Non Oui Oui Oui Non 
Débris d’huile 
de lubrification 
Non Non Non Non Oui 
Gaz de 
refroidissement 
Oui Oui Oui Non Non 
Décharge 
partielle 
Oui Non Non Non Non 
 
L’analyse spectrale des différentes composantes permet donc d’effectuer la détection des 
défaillances du système. Ce genre d’analyse est aussi proposé dans [41] pour des systèmes non 
linéaires dans le temps. 
Malgré une efficacité reconnue, la complexité de cet algorithme est toutefois à noter. En effet, le 
temps de calcul nécessaire pour faire une analyse spectrale ne convient pas à un environnement en 
temps réel.  
D’autres méthodes utilisables pour des systèmes linéaires sont présentées dans [50] et [51], avec 
l’utilisation d’observateurs H∞ et H-/H∞ outils permettant la synthétisation du système en boucle 
fermée pour des contraintes particulières, et une structure LMI (Linear Matrix Inequality), 
consistant à prendre en compte les pires conditions possibles de perturbations pour borner le 
système étudié, toutefois la principale limitation de ces techniques est leur application sur des 
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systèmes fortement non linéaires. Afin de palier à ce problème, certaines propositions ont été faites 
de façon à prendre en compte les linéarités dans la génération de résidu comme on a pu le voir 
précédemment dans [47], ou bien alors il sera nécessaire de baser la génération de résidu sur une 
modélisation du système prenant en compte les non-linéarités. Pour cela, il est possible de fonder 
la génération de résidu sur des algorithmes de modélisation plus complexes, prenant en compte les 
non-linéarités ou décomposant un système complexe en plusieurs modes linéaires, tel que l’IMM. 
Patton et al. utilisent des modèles de Takagi-Sugeno pour représenter le système, qui consistent 
eux aussi à représenter le fonctionnement du système par un ensemble de sous-modèles linéarisés 
autour d’un point de fonctionnement [52-53]. Les transitions entre chaque sous-modèle Z sont 
effectuées à l’aide de logique floue, en prenant en compte dans le calcul du degré d’appartenance 
µ, qui doit suivre la contrainte suivante. 
1
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(45) 
 
Figure 18 : Évolution du coefficient µ autour des sous-modèles. 
 
Il est primordial que le système soit une fois de plus entièrement observable pour pouvoir 
déterminer ce coefficient. La dynamique du résidu généré suivra alors la loi suivante, 
correspondante au modèle établi. 
1
( ) ( ( ))( ) ( )
N
i i i
i
e t w t A L C e t

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      (46) 
Dans [54], les auteurs utilisent un estimateur décentralisé pour effectuer la modélisation du 
système pour la mesure de distance inter véhiculaire. Cela consiste, comme précédemment à 
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utiliser plusieurs modèles locaux, linéarisés autour d’un point de fonctionnement. Le modèle 
global étant la somme de tous les modèles locaux pondérés par une matrice G dite de mixage, 
calculée en fonction des covariances des modèles et des mesures locales. 
Ce rapide tour d’horizon des techniques de génération de résidus que nous pouvons pour la plupart 
retrouver dans [36] nous conduit maintenant à l’étape suivante, l’analyse de ces résidus. 
 
2.4.1.3 Analyse des résidus 
La détection de faute, si le résidu est généré d’une façon similaire à celle présentée dans la section 
2.4.1.2, peut consister en un simple test d’hypothèse. Un simple seuil peut permettre la détection 
de faute dans le cas de systèmes linéaires, constants dans le temps, sans aucune perturbation, avec 
un modèle parfaitement connu. Toutefois, il est parfois plus compliqué d’effectuer cette analyse, 
et des méthodes de détection et d’identification plus complexes peuvent être étudiées. Une fois de 
plus, certaines techniques sont présentées dans [36], puis reprisent dans plusieurs publications. 
L’analyse du résidu a plusieurs objectifs. Le premier est de permettre une détection efficace de 
fautes. Le second est de pouvoir identifier les types de défaillances ainsi que leurs origines (source 
de la défaillance). Comme nous pouvons l’observer dans la figure 19, il peut apparaitre des 
situations où un résidu obtenu à partir d’une mesure et d’un état prédit ne permet pas de distinguer 
clairement le type de défaillance courante. 
 
Figure 19 : Exemple de cartographie des défaillances 
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Pour simplifier, imaginons que la partie gauche de la figure 19 représente le résidu en mode 
nominal de notre système, r0. La partie droite représente l’état de ce même résidu prenant en 
compte les défaillances allant de 1 à 4, en faisant l’hypothèse que 2 défaillances ne peuvent 
apparaitre simultanément. Il est ici possible de développer des lois visant à effectuer la distinction 
entre chaque défaillance. Dans ce cas, une analyse préliminaire, avant la mise en fonctionnement 
est donc indispensable pour dresser une cartographie des défauts. Pour cela, il est nécessaire 
d’émettre des hypothèses et d’identifier chacune des défaillances possibles pour étudier leur 
impact sur le résidu du système.  
Cette technique est notamment utilisée dans [55] pour détecter des défaillances sur les équipements 
radio utilisant une modulation QAM 16. Dans ce cas précis, cela consiste à observer des dérives 
angulaires sur les résultats de la démodulation. En effet, ce mode de transmission de données 
consiste à transformer un message binaire en information analogique, représentée par l’amplitude 
et la phase du signal, permettant donc par détermination de ces deux caractéristiques de retrouver 
le signal binaires transmis. Autrement dit, sur la partie de gauche de la figure 20, chaque point du 
repère  représentant les axes réel et imaginaires, correspond à un message sur quatre bits. La partie 
de droite de la figure 20 représente un exemple de problème d’angle dans le calcul de la 
démodulation. L’auteur présente aussi une méthode fondée sur l’apprentissage des machines pour 
compenser les défauts détectés par la suite. 
 
Figure 20 : Observation d'une défaillance dans la démodulation de signal QAM16 correspondant à un déphasage 
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Une cartographie des défaillances est aussi utilisée Fernando Puerta pour l’étude du 
fonctionnement d’un moteur diesel [56]. Cette cartographie n’est parfois pas suffisante pour 
effectuer l’identification de la source de défaillance. Lorsque 2 défaillances distinctes affectent le 
système de la même façon, il est nécessaire d’élaborer des lois de classification afin d’identifier la 
source d’erreur. Des exemples d’utilisation des théorèmes de classification sont donnés dans [57], 
dans le cadre de détermination d’environnement pour des fauteuils roulants intelligents. Le 
développement et le fonctionnement des théorèmes de classification sont présentés dans les 
documents [58–61]. Dans [62], la classification mène à la construction d’un réseau bayésien, qui 
permet d’observer par la suite, les conséquences des défaillances ainsi détectées. D’autres 
méthodes fondées sur l’utilisation de réseaux de neurones ont été utilisées pour effectuer la 
classification des défaillances. Par exemple pour la localisation de défaillance sur les réseaux 
électriques [63-65], ou dans l’identification de source d’erreur dans les cartes électroniques [66]. 
 
 
Figure 21 : Représentations de réseaux de neurones 
Plusieurs variantes fondées sur les réseaux de neurones existent pour effectuer la classification de 
fautes, Chung et al. étudie des réseaux à dynamique floue  (Dynamic Fuzzy Neural Networks, 
(DFNN)) pour l’identification de défaillances [67]. L’utilisation de ces deux techniques ensemble 
permet une simplification du système d’identification de faute et du temps de calcul nécessaire. 
Les réseaux de Kohonen ou cartes auto-organisatrices sont aussi utilisés dans la classification de 
fautes. Chan et al. utilise cette technique fondée sur les réseaux de neurones pour classifier les 
fautes d’un système comportant des capteurs dont l’information est redondante [68]. 
Outre l’aspect classification, la non-linéarité d’un système peut entrainer des difficultés à définir 
un seuil de comparaison pour déterminer la présence d’une défaillance. Des techniques visant à 
pallier les problèmes liés à la non-linéarité des systèmes sont présentées dans [69], où les auteurs 
font une brève revue de techniques déjà utilisées et apportent leur contribution en présentant une 
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solution fondée sur un seuil adaptatif, qui s’ajuste automatiquement en fonction de la réponse des 
capteurs. Cette solution reste toutefois sensible aux défaillances des capteurs. 
 
2.4.1.4 Quelques exemples dans le domaine véhiculaire 
 
Heredia et al. propose une autre approche de la modélisation du fonctionnement d’un hélicoptère 
autonome pour effectuer la détection de fautes [38]. Après une brève présentation de l’hélicoptère 
autonome Marvin, et des capteurs embarqués, les auteurs proposent une modélisation ARX (Auto 
Regressive eXogenous (ARX)) qui est très utile pour des modèles sujets aux bruits. L’ARX est un 
modèle autorégressif prenant en compte des entrées extérieures. 
( ) ( ( 1), ( 2), ( 3)... ( ), ( ), ( 1)... ( )) ( )y k F y k y k y k y k n u k u k u k m k       
 
 (47) 
Le résidu est dans ce cas calculé de façon indépendante pour chaque type de faute, comme on a pu 
le voir dans la première partie.  
3 3
2 2
1 1
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    
  
     (48) 
où les pondérations nj et mi sont définies après expérimentations. 
Enfin l’analyse du résidu est effectuée par des tests d’hypothèses, et comparaisons à des seuils. 
Dans [71][73], cette même technique est utilisée pour l’étude de fautes des capteurs de manière 
identique. Chaque observateur est lié à un capteur. Ainsi, quand un capteur est fautif, les autres 
résidus ne sont pas affectés. Les résultats montrent ici une détection systématique des erreurs. 
La modélisation est réalisée de manière différente dans [72][74]. Ici, les auteurs ont choisi de 
modéliser le système par un filtre OKID (Observer-Kalman Filter Identification). Cette méthode 
a pour avantage de ne nécessiter aucune connaissance à priori du système. La solution proposée 
converge vers une solution optimale lorsque nous sommes en présence de bruit. 
L’OKID permet de déterminer les paramètres de modélisation du système, en simulant en entrée 
un échelon et en obtenant la matrice généralisée de Hankel. Finalement, une solution plus simple 
est présentée ci-dessous, en ajoutant un observateur discret. 
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(50) 
Ceci est une méthode récursive qui permet un ajustement des matrices A , B  et D  en fonction 
des entrées/sorties sans connaissance à priori du système lui-même. 
Le FDI construit ici permet une détection de faute par comparaison de la valeur de sortie d’un 
capteur avec sa valeur estimée (comprise dans une certaine marge). 
Heredia et al. ont aussi étudié une tout autre approche dans [70] pour détecter d’éventuelles fautes 
du DGPS (GPS Différentiel), même si la méthode reste identique pour les autres capteurs. Des 
techniques pour déterminer les erreurs du récepteur GPS ont déjà été étudiées, notamment RAIM 
(Receiver Autonomous Integrity Monitoring) [113] nécessitant toutefois l’accès à plus de satellites. 
Ce papier se concentre donc sur des FDI pour du DGPS quand on ne peut pas utiliser le RAIM. 
La technique proposée utilise la reconnaissance d’environnement via des caméras et la 
communication entre les UAV pour détecter et corriger la faute sur un des récepteurs DGPS. Les 
erreurs classiques du GPS (atmosphériques…) sont déjà résolues par l’utilisation du DGPS. 
Toutefois des erreurs du système de réception GPS peuvent encore apparaitre. Même si celles-ci 
sont rares, elles peuvent engendrer des erreurs catastrophiques dans la détermination de la position 
du mobile. 
Il est possible de distinguer 3 groupes d’erreurs : 
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 -1 Des erreurs qui sont détectées par le récepteur GPS, auquel cas celui-ci fournira un 
diagnostic de la mesure qu’il fournit. 
 -2 Des erreurs qui ne peuvent être détectées par le récepteur GPS, mais qui peuvent être 
décelées en utilisant les informations proprioceptives. 
 -3 Des erreurs dans le code du GPS, ce qui donnerait des erreurs totalement imprévisibles. 
L’auteur reconnait toutefois une limitation de la technique de détection, lorsque la dérive est 
infime.  
Cette méthode consiste en fait en une approche collaborative. On va choisir un référentiel visuel 
puis croiser les informations des deux mobiles pour vérifier que l’égo-localisation est correcte. La 
probabilité que deux mobiles rencontrent une même image est très faible, cela limite les 
performances de ces algorithmes. En cas d’incertitudes le parcours de certains hélicoptères peut 
alors être modifié pour rencontrer le mobile sujet à ces incertitudes. 
Cheng et al. utilise une approche différente [75]. Ici, on cherche à évaluer les fautes sur le système, 
et non sur les capteurs. Ceux-ci sont donc considérés comme fonctionnant parfaitement.  
Deux approches sont abordées pour effectuer la modélisation du système, une première fondée sur 
l’utilisation de filtre de Kalman dans le cas de systèmes linéaires, une deuxième se basant sur 
l’utilisation de filtres à particules. 
Deux états représentent le système (IMM), un état H0 où le système est en fonctionnement 
nominal, et un état H1, dit fautif. Une décision est prise pour chaque capteur, puis cette information 
binaire est centralisée pour une prise de décision globale. 
Cette étude est approfondie dans [76] et [77], où les lois de décisions locales et globales sont 
données. Dans [77], l’étude la prise de décision prend en compte les éventuelles corrélations entre 
les différents capteurs. 
L’approche proposée par Cheng et al. est utilisée afin de déterminer les fautes du système en 
assumant les capteurs fonctionnant de façon nominale.  
 
2.4.1.5 Conclusion 
 
Quelques méthodes couramment utilisées pour la détection et l’identification de fautes ont été 
présentées ici, en commençant par les FDI fondés sur l’analyse de modèles de systèmes. Le 
système étudié étant fortement non-linéaire, il sera nécessaire, soit de choisir des solutions de 
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modélisation permettant la linéarisation de celui-ci, soit de choisir des méthodes de génération de 
résidus adaptés aux systèmes non linéaires. La modélisation fondée sur des systèmes multimodèles 
ayant déjà fait leurs preuves dans le domaine véhiculaire, l’utilisation de ceux-ci pour linéariser la 
modélisation semble adéquate. 
 Dans ces conditions, la plupart des solutions de génération peuvent être retenues, tout en gardant 
à l’esprit que ce genre de modélisation n’étant pas parfait, des incertitudes liées au modèle vont 
perturber les mesures. Cette analyse doit donc prendre en compte celles-ci, ainsi que les bruits, et 
les défaillances des capteurs que nous souhaitons détecter et analyser. Une large gamme d’outils 
peut être utilisée pour répondre à ces différentes interrogations. Dans [78], l’auteur propose une 
solution fondée sur l’analyse du résidu d’un filtre pour l’analyse du contrôle d’un moteur. 
Toutefois cette solution nécessite d’avoir une parfaite connaissance de la dynamique du système 
afin de pouvoir faire une prédiction la plus précise possible.  
Certaines autres méthodes ont pour but de faire abstraction des problèmes liés à la modélisation et 
aux interactions avec l’environnement en utilisant une redondance analytique afin d’effectuer la 
détection de comportements fautifs des capteurs uniquement. Celles-ci vont être étudiées dans la 
partie suivante. 
 
 
2.4.2 Méthodes de détection basées sur la redondance 
 
Les méthodes basées sur la redondance peuvent être de deux natures différentes. La redondance 
peut être soit physique, soit analytique. 
La redondance physique consiste à dupliquer une partie du système pour assurer son bon 
fonctionnement malgré une panne [91]. Jae Min Lee et al. utilise cette méthode pour des réseaux 
de communication en entreprise, où la couche physique du réseau est dupliquée pour assurer la 
transmission de données, même en cas de fautes sur une ligne. La détection de fautes étant elle-
même assurée par l’analyse d’évènements sur la ligne. Plus proches de notre problématique, les 
systèmes aéronautiques pour lesquels toute faute pourrait être critique, triplent généralement les 
capteurs embarqués et utilisent un système de vote pour s’assurer un fonctionnement robuste. 
Toutefois, cette solution reste couteuse, puisqu’elle nécessite la mise en place de plusieurs capteurs 
de même nature. Il est donc intéressant de trouver une alternative à cette redondance physique. 
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La redondance analytique, quant à elle, consiste en la comparaison entre une variable mesurée et 
son estimation compte tenu du comportement du système, ou bien au travers la détermination de 
celle-ci via des mesures de natures différentes permettant la reconstruction de la variable 
commune. Si nous tenons compte de la première partie de cette définition, les FDI basés sur la 
modélisation peuvent entrer dans cette catégorie, puisque nous comparons la modélisation du 
système à la réponse de nos capteurs. Cette méthode est décrite dans [79] où elle est utilisée pour 
effectuer le diagnostic de fonctionnement de capteurs d’une station d’épuration. Yang et al. utilise 
aussi la redondance analytique pour l’analyse de l’alimentation en air d’une pile à combustible 
[80].  
Dans un domaine plus proche, la redondance analytique basée sur la modélisation du système est 
utilisée dans [81] pour la détection de fautes de systèmes robotisés. Toutefois cette méthode 
nécessite encore une parfaite connaissance du système afin d’en faire la modélisation. Cette 
méthode est basée sur la vérification des espaces de parité qui consiste à vérifier la fermeture 
algébrique des relations entrées/sorties du modèle en utilisant les mesures réelles [82]. Dans le cas 
de systèmes linéaires, il s’agit de vérifier cette relation en déterminant une matrice de projection 
W permettant la construction d’un vecteur de parité p(t)(51), supposé nul lorsque il n’y aucun 
défaut et sensible aux différentes défaillances et bruits, et la mesure effectuée y(t), décrite dans 
l’équation (52) où e(t) représente un bruit blanc et d(t) sont les fautes détectables [83]. x(t) étant 
l’état du véhicule. 
    p t Wy t  (51) 
              y k Cx k e k Fd k    (52) 
Ici la matrice W doit permettre de dissocier les fautes du comportement normal du système par des 
relations linéaires. 
Dans notre cas la forte non-linéarité du comportement véhiculaire, ainsi que les importantes 
interactions avec l’environnement ne permettent pas d’effectuer une modélisation assez précise 
pour effectuer la détection de fautes sur les capteurs. Ne pouvant effectuer de modélisation fidèle 
du comportement du système, seules les sorties de capteurs permettant la mesure de certaines 
variables vont pouvoir être comparées afin d’effectuer la détection.  
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Figure 22 : FDI permettant de faire abstraction des fautes dues à l'environnement et des défauts de modélisation 
Nous nous intéresserons donc à la deuxième partie de la définition de la redondance analytique, à 
savoir la détermination d’une même variable par des capteurs de natures différentes. Dans ce cas 
de figure, au lieu de modéliser le système, la modélisation se fait seulement sur les capteurs, où 
nous définissons des variables qui seront soit mesurées directement, soit déduites de mesures de 
natures différentes en utilisant les lois de la physique.  
Huang et al. utilisent la redondance analytique dans [97] telle que décrite ci-dessus en effectuant 
l’estimation de l’état du véhicule au travers de plusieurs filtres de Kalman étendus en parallèle, 
chacun d’entre eux excluant un capteur, remplaçant la mesure effectuée par ce dernier par une 
estimation de cette mesure utilisant les informations provenant des autres capteurs embarqués, 
comme le montre la figure ci-dessous. Suite à la décision rendue, le filtre excluant le capteur fautif 
sera alors utilisé pour estimer l’état du véhicule. Un résidu est calculé pour chaque variable du 
vecteur d’état pour chaque filtre. Une table d’observabilité de chaque faute étudiée sera alors 
dressée pour chaque résidu afin de déterminer quelle faute va affecter quel résidu et ainsi pouvoir 
effectuer l’identification de la source et de la nature de la faute, selon les résidus affectés. Cette 
solution semble toutefois complexe puisque nécessitant le calcul de nombreux filtres de Kalman 
étendus en parallèle (dans le cas présenté, 8 filtres). 
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Figure 23 : Détecteur par redondance analytique utilisant des filtres de Kalman étendus 
 
2.4.3 Conclusion 
L’analyse des différentes solutions de détections de fautes proposées ici permet de définir les 
avantages et inconvénients de chacune. Les solutions basées sur la modélisation du système sont 
généralement très efficaces, mais souffrent d’importantes conditions à respecter. Tout d’abord, 
elles nécessitent une parfaite connaissance du comportement du système, quelles que soient les 
conditions d’utilisation. Il est aussi préférable que le comportement soit linéaire, même si des 
solutions de linéarisations ont été proposées. Certaines hypothèses quant à l’occurrence des fautes 
doivent aussi être émises, par exemple, assumer un comportement non-fautif des actionneurs et 
des capteurs pour pouvoir détecter une mal-fonction du système. 
Les méthodes basées sur la redondance d’information permettent d’effectuer une détection de faute 
sur les capteurs embarqués sans tenir compte du comportement du système, en analysant 
uniquement les réponses de ces derniers. Même si le système est défaillant ou fonctionne 
partiellement, l’analyse peut toujours être effectuée, toutefois cette méthode est plus coûteuse 
puisqu’elle nécessite l’ajout de capteurs additionnels. La redondance analytique semble donc être 
une solution plus appropriée pour notre problématique. En effet, la forte non-linéarité du 
comportement d’un véhicule et ses fortes interactions avec l’environnement (principalement le 
contact avec la chaussée) pourraient entrainer des difficultés à effectuer une détection de faute 
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basée sur la modélisation. De plus, l’industrie automobile cherchant constamment à réduire les 
coûts de fabrication des véhicules, l’ajout de nouveaux composants reste à proscrire.  
 
 
2.5 Conclusion 
Cette étude de l’état de l’art a permis de mieux comprendre le contexte au sein duquel nous 
évoluons. Mon projet de recherche prenant place dans le domaine des véhicules intelligents, la 
première partie a servi à établir ce que définit un véhicule intelligent. Ensuite, nous nous sommes 
intéressés à l’étude de la dynamique des véhicules. Cette partie est nécessaire pour comprendre le 
comportement du véhicule dans son fonctionnement nominal. Ceci est nécessaire pour pouvoir 
ensuite distinguer des comportements fautifs. 
Dans la deuxième partie, une étude des algorithmes de fusion de données fréquemment utilisés 
dans le domaine de l’intelligence véhiculaire, ceci afin de comprendre l’importance des capteurs 
embarqués dans les systèmes. En effet, quelle que soit la nature de la détermination (position, 
vitesse, etc.) des mesures doivent être effectuées, et parfois, celles-ci peuvent engendrer des erreurs 
importantes dans la détermination finale de l’état du système. De plus, certaines méthodes de 
fusion de données étudiées sont parfois utilisées dans des techniques de détection de fautes, d’où 
l’importance d’en faire l’étude ici. 
Ensuite, une étude de la modélisation des capteurs et des fautes admissibles permet de dresser un 
tableau des comportements nominaux ou fautifs. Afin d’effectuer une détection robuste, les 
interactions avec l’environnement sont discutées, notamment celles dues à la qualité de la route, 
pouvant grandement affecter les capteurs.  
Enfin, cet état de l’art s’est concentré sur certaines solutions de détection de fautes proposées dans 
la littérature. Deux méthodes principales ont été identifiées ici. La première est basée sur la 
modélisation du système et nécessite une parfaite connaissance du dis système et de son 
comportement. La deuxième, basée sur la redondance d’information, permet une détection dans 
des systèmes au comportement fortement non linéaire ou/et perturbé par d’importantes interactions 
avec son environnement.  
Compte tenu de l’étude réalisée ici, concernant le comportement d’un véhicule et des différentes 
perturbations liées à l’environnement, il semble logique de se diriger vers la deuxième solution 
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proposée, basée sur la redondance. Nous allons donc maintenant pouvoir développer notre solution 
en nous basant sur ces constatations. 
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Chapitre III : Capteurs et architecture 
 
Comme l’a illustré l’état de l’art, la détection des fautes sur les capteurs embarqués d’un véhicule 
va poser certains problèmes. Les importantes non-linéarités du système, ainsi que les fortes 
interactions avec l’environnement, vont être problématiques pour l’élaboration d’une détection 
basée sur la modélisation. Sans la possibilité d’effectuer une modélisation convenable du système, 
il est impossible de développer une solution robuste pour la détection de faute des capteurs. Les 
solutions basées sur la redondance des données semblent alors plus adaptées à la situation, puisque 
ne nécessitant pas de modélisation et pouvant être utilisé quelle que soit la dynamique du système. 
Toutefois, la redondance physique nécessite l’emploie de plusieurs capteurs de même nature afin 
d’en comparer l’information enregistrée. Toutefois dans un contexte industriel où il est important 
de limiter les coûts de production, l’ajout de capteurs supplémentaires serait une dépense superflue.  
Nous avons donc choisi d’utiliser des méthodes basées sur la redondance analytique, consistant à 
comparer les sorties des capteurs de différentes natures, via l’estimation d’une mesure commune, 
pour déterminer la présence de fautes. Ce chapitre permet l’exposition des capteurs étudiés ainsi 
que des relations physiques reliant les différentes mesures entre elles, et enfin, une architecture de 
détection et d’identification de fautes suivant ces critères sera proposée. 
 
3.1 Capteurs et redondances 
Dans le cadre de ce projet, nous cherchons à effectuer une détection de fautes des capteurs 
embarqués, sans ajouts de capteurs supplémentaires (redondance physique) en utilisant 
uniquement les ressources présentes dans le véhicule intelligent. Nous avons choisi de nous 
concentrer sur les capteurs fréquemment utilisés lors de la détermination de l’égo-localisation d’un 
véhicule.  
Généralement, un véhicule utilise dans un premier lieu un système de guidage par satellite pour se 
localiser (GNSS, Global Navigation Satellite System) aussi appelé GPS pour le continent Nord-
américain (Global Positionning System). Plusieurs solutions de guidage par satellites, beaucoup 
plus précises, peuvent être proposées, comme le GPS différentiel (DGPS) ou le GPS-RTK (Real 
Time Kinematic). Toutefois, ces systèmes sont beaucoup plus couteux qu’un système GPS 
classique. 
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Outre les systèmes GNSS, les centrales inertielles permettent de connaitre les accélérations et les 
vitesses angulaires sur les trois axes. La plupart de celles-ci sont aussi équipées de magnétomètres 
permettant la détermination de l’orientation absolue du véhicule.  
Tous les véhicules sont aussi équipés d’odomètres permettant de déterminer la distance parcourue 
et la vitesse. Il est aussi fréquent que les électro-stabilisateurs programmés (ESP, Electronic 
Stability Program) ou les systèmes de freinage antiblocage des roues (ABS. Antiblockiersystem) 
utilisent des mesures odométriques pour déterminer les vitesses des roues. Ces capteurs étant 
présents sur les véhicules, et généralement peu couteux, ils sont parfois utilisés pour améliorer la 
précision de la détermination de position à l’aide d’algorithmes de fusion de données, comme on 
peut le voir dans [92] où cette approche est utilisée pour l’estimation de la position dans un 
environnement urbain.  
Ces capteurs étant présents dans les véhicules, nous avons choisi de réaliser l’étude en prenant 
pour exemple un réseau de capteurs composé d’une centrale inertielle, et de 4 odomètres (un sur 
chaque roue du véhicule). Comme il a été décrit dans la partie 2.1.2, les modes dynamiques de 
fonctionnement peuvent être définis par l’accélération longitudinale (Accx) et la vitesse de lacet du 
véhicule (Vθz). Il semble donc intéressant d’utiliser ces 2 mesures pour effectuer la détection de 
faute. Nous avons choisi ces capteurs car ils sont les plus pertinents dans la détermination des 
signaux analysés (vitesse de lacet et accélération longitudinale) 
L’objectif sera donc de déterminer ces deux paramètres à l’aide des capteurs présents dans notre 
système. Concernant la centrale inertielle, les accélérations longitudinales et vitesses de lacet sont 
directement données en sortie du capteur et n’ont besoin d’aucune transformation. Toutefois, les 
données odométriques nécessitent une transformation pour pouvoir nous renseigner sur ces 
valeurs. 
Considérant deux couples droite-gauche d’odomètres (couple avant et couple arrière), 
l’accélération longitudinale peut être déterminée par dérivation de l’équation (22) donnant la 
vitesse odométrique. Toutefois, lors d’un virage les odomètres droit et gauche pourraient présenter 
des accélérations différentes. Il est toutefois possible d’estimer la vitesse du véhicule VV en 
moyennant les deux vitesses odométriques droite et gauche, respectivement appelées VO_D et VO_G. 
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L’accélération peut alors être déterminée pour chaque couple d’odomètres par dérivation de 
l’estimation de la vitesse du véhicule. 
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        (54) 
Ici, T représente une période de la base de temps. 
Une fois l’accélération déterminée, il est maintenant nécessaire de déterminer la vitesse angulaire 
du véhicule. Pour cela nous pouvons nous servir de la distance différentielle ddiff. Comme le montre 
la Figure 24 et l’équation (55), nous pouvons déterminer l’angle observé entre deux mesures à 
l’aide des distances odométriques. 
 
 
Figure 24 : Détermination de la vitesse angulaire 
Ainsi, utilisant la distance différentielle et la distance entre les deux roues R, il est possible 
d’approximer θ, et ainsi déterminer la vitesse angulaire. 
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Disposant maintenant des accélérations longitudinales et des vitesses de lacet, nous pouvons 
maintenant les utiliser pour effectuer la détection de fautes. Nous allons donc maintenant présenter 
l’architecture proposée. 
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3.2 Observabilité 
Pour s’assurer du bon fonctionnement du détecteur de fautes, il est nécessaire de vérifier que les 
transformations permettant d’obtenir les mesures communes vues dans la section précédente, ne 
masquent pas les fautes apparaissant sur les capteurs. Cela consiste en la vérification du 
changement de comportement d’une mesure en présence d’une faute telle que celles décrites par 
Qi et al. [30]. Dans le cas étudié, les mesures INS ne subissant pas de transformation, seules les 
transformations subies par les mesures odométriques seront analysées, connaissant les quatre 
natures de fautes décrites.  
Tout d’abord, l’ajout d’un biais sur la vitesse (ou la distance) odométrique est effectué. Cette faute 
sera principalement masquée par l’estimation de l’accélération, puisque si le biais est constant, il 
n’y aura pas de modification de l’accélération. La seule perturbation résultante étant une 
augmentation ponctuelle à l’instant de l’apparition de la faute, correspondant à une faute aberrante 
(impulsion de Dirac). Outre cela, un biais sur la vitesse de lacet fautive VθzF(t) sera aussi généré 
(positif ou négatif dépendant de l’odomètre affecté), plus facile à détecter que l’erreur aberrante. 
Ici, le biais est appliqué sur l’odomètre droit. Ici, VθzNF(t) représente la valeur non fautive de vitesse 
de lacet. 
_ _
( ( ) ) ( )
( ) ( )
* *
O D O G
zF zNF
D t D t
V t V t
R T R T
 
   
    
        (57) 
À présent, un facteur d’échelle β est appliqué sur l’odomètre droit. L’estimation d’accélération 
AccxF(t) sera affectée (58), toutefois la faute résultante correspond à un gain ainsi qu’un biais 
dépendant de la valeur mesurée par l’odomètre opposé. La mesure de vitesse de lacet sera affectée 
de la même manière (59). AccxNF(t) représentant la valeur non fautive de l’accélération 
longitudinale. 
   _ _ _ _( ) ( ) ( ) ( )
( )
2
O D O G O D O G
x F
V t V t V t T V t T
Acc t
T
     
  
 (58-a) 
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V t V t V t T V t T
Acc t
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             
  
(58-b) 
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(58-c) 
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Une perte totale sera quant à elle observable sur les deux estimations de mesures d’Accélération 
(60) et de vitesse de lacet (61). 
   _ _
_ _
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 (60) 
Ici, l’accélération présente un terme additif correspondant à l’accélération réelle observée sur cette 
roue divisée par 2 (VR_D(t) représentant la vitesse réelle de la roue droite). La vitesse de lacet sera 
aussi affectée par un terme additif proportionnel à la distance réelle parcourue par la roue affectée, 
DR_D (61). 
_ _
0 ( ) ( )
( ) ( )
* *
O L R D
zF zNF
D t D t
V t V t
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 

    
        (61) 
Une erreur aberrante induira aussi une erreur aberrante sur les deux estimations utilisées, 
correspondant à une perturbation de forte intensité durant une courte période de temps. 
 
3.3 Architecture 
Basée sur la redondance analytique, la représentation de notre algorithme de détection et 
d’identification est donnée comme suit. Les valeurs Si représentent les sorties des capteurs ou les 
estimations de la mesure choisie (Accélération longitudinale ou vitesse de lacet dans notre cas). 
Cette architecture est ensuite répétée pour chaque mesure différente. Afin de simplifier les 
explications de notre architecture, l’exemple de l’accélération longitudinale sera pris en compte, 
mais l’architecture et les développements sont identiques pour toutes les mesures. 
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Figure 25 : Architecture du détecteur de fautes 
Cette architecture peut être scindée en plusieurs parties distinctes pouvant être étudiées de façon 
indépendante. Tout d’abord, la partie estimation de la mesure, déjà étudiée dans les sections 3.1 et 
3.2, permet d’obtenir la mesure commune qui sera étudiée. Puis vient la transformation non 
linéaire, qui permet de maximiser la sensibilité du détecteur à une faute, quelle que soit la 
dynamique du véhicule. Les résultats de transformation (S’i), sont supposés tous égaux lors d’un 
fonctionnement nominal. Ensuite, il est nécessaire de retrancher une valeur globale pour recentrer 
le résidu. Deux solutions sont proposées ici, une première consistant à déterminer le mode 
dynamique de fonctionnement en effectuant une TNL (Transformation Non-Linéaire) centrée 
autour de 0, puis de retrancher une valeur globale de résidu, une seconde où la TNL est directement 
centrée autour d’une valeur globale de la mesure, estimée à l’aide des différentes mesures. Ces 
deux méthodes nécessitent chacune un seul bloc d’estimation de valeur globale, le second n’étant 
pas utilisé. Pour la première il interviendra après les TNL et sera décrit dans la section 3.3.2, pour 
la deuxième, il agira directement sur la TNL en définissant le centre de la transformation, et sera 
décrit dans les sous-sections allant de 3.3.1.2.2 à 3.3.1.2.5. Enfin, la prise de décision permettant 
la détection de faute sur un des capteurs, et l’isolation de celui-ci dans le processus de détection 
via les décisions Ci dénotant la présence d’une faute sur le capteur i (1 = capteur sain, 0 = capteur 
fautif). Nous commencerons cette étude par l’analyse de la transformation non linéaire. 
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3.3.1 Transformation non linéaire 
La phase de transformation non linéaire consiste en la transformation de la valeur mesurée ou 
estimée (accélération longitudinale ou vitesse angulaire dans ce cas) en une variable sensible aux 
fautes, quelle que soit la dynamique du véhicule. Afin de vérifier le bon fonctionnement de la 
transformation, il est nécessaire de prendre en compte les différents modèles de fautes admissibles 
sur les capteurs et pour cela, nous prenons en compte la description faite par Qi et al. [30], déjà 
observée dans la section 2.3.2, Modélisation des fautes.  
Il est aussi nécessaire de faire varier les conditions d’utilisation pour s’assurer du fonctionnement, 
quelle que soit la situation. Plusieurs solutions ont été étudiées et seront présentées ici. 
 
 
3.3.1.1 Détermination du mode dynamique 
La première solution proposée consiste à déterminer le mode dynamique de fonctionnement 
comme présenté dans la section 2.1.2, Dynamique du véhicule. 
Dans cette section les modes de fonctionnement ont été décrits par les présences d’accélération 
longitudinale ou de vitesse angulaire (Tableau 2, section 2.1.2). Pour cela, au lieu d’attribuer une 
valeur booléenne nous avons choisi d’appliquer une transformation de forme gaussienne, centrée 
autour de 0, bornée entre 0 et 1, correspondant à la probabilité d’être dans un mode dynamique 
donné dépendamment de la valeur d’entrée. Cette transformation permet un filtrage des valeurs 
les plus faibles pour ne pas avoir de commutations multiples d’un mode dynamique vers l’autre en 
présence de bruit. Un exemple de transformation est donné par la figure 26, pour l’accélération 
longitudinale donnée par l’INS.  
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Figure 26 : Exemple de transformation gaussienne centrée autour de zéro 
2
0.5*( ( )/ )
0.5
11 *'( ) ( (
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        (62) 
 
Il est possible de configurer l’écart type de la gaussienne en faisant varier le paramètre σ pour 
obtenir une sensibilité plus importante aux faibles variations de valeurs d’entrées. Plus la valeur σ 
sera faible, est plus nous serons sensibles aux variations de faible amplitude. Nous ferons donc 
référence à la valeur σ comme étant la sensibilité de notre transformation. Appliquant ces 
transformations, il est possible de déterminer les probabilités d’être dans un mode dynamique 
donné, dépendamment des valeurs d’accélérations longitudinales et des vitesses angulaires. Ces 
valeurs pourront être utilisées par la suite. 
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Figure 27 : Exemple de répartition des probabilités d'être dans un mode dynamique donné en accord avec les valeurs de vitesse 
de lacet et d'accélération longitudinale 
Cette première méthode de transformation non linéaire est donc équivalente à déterminer si un 
capteur donne des probabilités différentes concernant les modes dynamiques. 
Suite à la présentation de cette transformation, il est maintenant possible d’en étudier les 
performances. Pour cela, il est nécessaire d’étudier l’impact du paramètre σ, mais aussi l’évolution 
des valeurs d’entrées ou l’importance de la faute observée. 
Dans un premier temps, nous avons voulu observer l’évolution de la valeur en sortie de la 
transformation, 
'
S pour une valeur non fautive en entrée égale à 0 ( 0NFS  ). Nous faisons ensuite 
varier à la fois la valeur de σ et l’importance de la faute observée S pour obtenir le comportement 
de la valeur de sortie en fonction de ces 2 variables. 
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Figure 28 : Valeur de sortie de la transformation non linéaire (détermination du mode dynamique) en fonction de la sensibilité et 
de l'importance de la faute observée 
Cette simulation permet d’observer que la valeur de sensibilité va affecter la sortie de la 
transformation au même titre que l’importance de la faute. En effet, plus la valeur de σ sera faible, 
et plus il sera possible d’observer une forte perturbation en sortie de la transformation. Si la 
sensibilité est configurée à 0, tout écart entre la valeur nominale et la valeur d’entrée entrainera 
d’ailleurs un 
'
S de 1. Cette caractéristique est d’ailleurs problématique, puisque le moindre bruit 
entrainera une forte perturbation en sortie de transformation.  
On observe finalement que plus la valeur de faute est faible, et plus il sera nécessaire de configurer 
une faible valeur de sensibilité σ pour pouvoir obtenir une réponse en sortie de la transformation. 
Le problème ici est que cette transformation fonctionne principalement lorsque les valeurs 
d’entrées S sont centrées autour de 0, comme le montre la figure 29. La simulation (figure 30) 
permet aussi d’illustrer la perte de sensibilité avec l’accroissement de la valeur d’entrée pour une 
faute ΔS fixe (0,5 pour ce cas précis), quel que soit la valeur de σ. Cette simulation permet le calcul 
du
'
S dans le cas d’un détecteur possédant 6 entrées (donc 6 mesures provenant de capteurs 
différents). Ces simulations sont effectuées dans le cas de fonctionnement non bruité dans un 
premier temps, pour étudier l’impact de certains paramètres sur la transformation. 
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Figure 29 : Exemple de perte de sensibilité avec l'accroissement de la valeur d'entrée 
 
Figure 30 : Sortie de la transformation en fonction de la valeur d'entrée S et de la sensibilité 
Or il est nécessaire que l’algorithme de détection puisse fonctionner, quelle que soit la dynamique 
du véhicule. Pour cela d’autres transformations ont été étudiées. 
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3.3.1.2 Méthode de transformations alternatives 
3.3.1.2.1 Transformation centrée symétrique 
Pour éviter la perte de sensibilité liée à une modification de la valeur d’entrée, une solution 
envisageable est de centrer la transformation, non pas autour de 0, mais d’une valeur globale 
estimée SGV en calculant la valeur moyenne instantanée provenant de l’ensemble des capteurs 
étudiés.  
1
1
( ) ( )
N
GV N
i
S t S t
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         (64) 
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         (65) 
Ainsi, la transformation conservera sa sensibilité, quelle que soit la valeur d’entrée. Les valeurs 
non fautives se situeront du côté opposé à la valeur fautive par rapport à la valeur globale, compte 
tenu de son expression en présence d’une faute (66) en considérant que la valeur fautive SF soit 
égale à SNF+ΔS. Nous pouvons ainsi en déduire le schéma suivant (figure 31), représentant un 
exemple de transformation. 
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Figure 31 : Exemple de transformation centrée autour de la valeur globale 
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La simulation suivante permet d’illustrer cette hypothèse par le calcul de la sortie de la 
transformation en fonction de la valeur d’entrée et de la sensibilité pour une valeur fixe de 
perturbation en entrée (0,5, même simulation que pour la première transformation). Il apparait 
clairement que, quelle que soit la valeur S en entrée, la transformation conservera une même 
sensibilité aux fautes. Une fois de plus, il apparait que la sensibilité maximale correspond aux 
valeurs faibles de σ. 
 
Figure 32 : Sortie de la transformation centrée autour de la valeur globale en fonction de la valeur d'entrée et de la sensibilité 
Cette transformation semble donc convenir mieux aux conditions d’utilisation puisque la 
dynamique du véhicule peut être très variable durant une course. 
 
3.3.1.2.2 Transformation centrée asymétrique 
Considérant la répartition de chaque côté de la transformation des valeurs d’entrées fautives et non 
fautives, il serait avantageux de prendre en compte le sens de la dérive pour augmenter la 
sensibilité. Pour cela, l’équation de la transformation devient asymétrique et sera bornée entre -1 
et 1. Un exemple de transformation est alors donné figure 33. 
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Figure 33 : Exemple de transformation centrée autour de la valeur globale, non-symétrique 
Une fois de plus nous avons effectué des simulations en faisant varier la valeur d’entrée non fautive 
et la sensibilité pour étudier le résultat de la transformation, présenté Figure 34 (même 
configuration de simulation que pour la première transformation).  
 
Figure 34 : Sortie de la transformation centrée autour de la valeur globale, asymétrique en fonction de la valeur d'entrée et de la 
sensibilité 
Ces résultats de simulations montrent l’accroissement de la sensibilité, notamment pour les valeurs 
faibles de σ. 
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Les simulations réalisées dans cette section ont toutefois toutes été réalisées avec l’absence de 
bruit. Si nous souhaitons une étude plus représentative de la réalité, il est nécessaire d’ajouter des 
bruits afin de vérifier le fonctionnement des différentes transformations non linéaires.  
 
3.3.1.2.3 Étude en présence de mesures bruitées 
Les deux exemples suivants illustrent les résultats obtenus avec les deux méthodes précédemment 
étudiées (transformations non linéaires centrées, symétriques et asymétriques) avec six mesures 
en parallèle en présence d’un bruit blanc non corrélé d’écart type 0,05 sur tous les signaux. Une 
faute correspondante à un offset de 0,2 est injectée sur un des capteurs tandis que les autres ne sont 
soumis qu’au bruit blanc. Pour chacune des deux simulations, la figure de gauche représente les 
résultats obtenus précédemment en l’absence de bruit, et le graphique de droite représente la 
répétition de 100 itérations de la détermination du ΔS’ en fonction de la sensibilité σ. Une perte de 
sensibilité de la transformation se traduira par une réduction de l’aire en dessous du réseau de 
courbes signifiant que le bruit pourrait engendrer des fausses alarmes ou des détections manquées. 
 
Figure 35 : détermination du ΔS' en présence de bruit pour une transformation non linéaire centrée, symétrique 
 
Figure 36 : détermination du ΔS' en présence de bruit pour une transformation non linéaire centrée, asymétrique 
Il apparait que les deux méthodes présentent une dégradation des performances avec l’apparition 
de bruit, toutefois la méthode asymétrique semble conserver une certaine sensibilité. Il est toutefois 
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nécessaire d’améliorer les performances pour éviter les défauts de détection. Pour cela il est 
possible dans un premier temps de modifier la méthode d’estimation de la valeur de mesure  SGV 
autour de laquelle est centrée la transformation. 
Trois méthodes ont été développées pour effectuer l’estimation de la valeur globale mesurée. La 
première, utilisée précédemment, consiste à calculer la valeur moyenne instantanée (équation 
(59)). Toutefois, si un capteur est beaucoup plus bruité que les autres, ou une perturbation vient 
modifier une des mesures, l’impact sur l’estimation sera important. Il est donc possible de 
développer d’autres méthodes d’estimation afin de pallier à ces problèmes. Notre objectif ici est 
donc d’effectuer une estimation de la mesure basée sur les différents capteurs qui soit le moins 
sensible possible aux bruits et perturbations. 
 
3.3.1.2.4 Estimation de la valeur de mesure globale par filtre de Kalman 
  
La première méthode étudiée a été l’utilisation d’un filtre de Kalman linéaire pour estimer la valeur 
globale en prenant en compte les différentes mesures. Le filtre de Kalman, tel que décrit dans la 
section 2.2.1, nécessite pour la phase de prédiction de décrire l’évolution dynamique de la mesure. 
Le système étant non linéaire il est difficile de décrire celle-ci de façon optimale. Toutefois, 
l’évolution des mesures se faisant à une fréquence plus faible que d’éventuelles perturbations 
électriques, nous avons choisi de configurer le filtre de Kalman en mode mesure constante, ce qui 
donne pour la prédiction de l’état de la mesure l’équation suivante. 
  
( ) ( 1)
pr
x t x t   (68) 
Ensuite, concernant le calcul du gain de Kalman, prenant en compte la covariance des capteurs 
donnée par le constructeur, nous avons choisi de ne pas considérer cette valeur, mais de construire 
une matrice permettant de pondérer chaque mesure en fonction de son éloignement de la 
précédente valeur globale estimée. Les valeurs représentant cette dérive sont alors calculées 
comme suit. 
   
2
( ) * ( 1) (1 )* ( ) ( 1)
GV
r t g r t g S t S t      
  
 (69) 
Le coefficient g, compris entre 0 et 1, permet de configurer l’importance donnée à la valeur 
précédente de r par rapport à la différence actuelle entre la mesure et la valeur globale précédente. 
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Si nous appelons ε la différence  
2
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  (70) 
En remontant jusqu’à l’instant initial, avec initr la valeur initiale représentant les variations passées, 
nous obtenons l’équation suivante : 
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(71) 
Il apparait donc que plus on avance dans le temps, et moins les valeurs les plus anciennes auront 
d’importance. En utilisant cette formule, on s’assure d’avoir une valeur qui prendra en compte à 
la fois les différences entre la valeur globale et la valeur de mesure, et les valeurs précédentes. 
Cela permet aussi de diminuer progressivement la valeur de variation d’une mesure après 
l’apparition d’une faute ponctuelle, si celle-ci retrouve un comportement normal. La matrice de 
covariance des mesures pour le filtre de Kalman peut alors être calculée comme suit avec ri étant 
la valeur de variation comme calculée précédemment pour la mesure i. 
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(72) 
  
3.3.1.2.5 Estimation par valeur moyenne pondérée 
Il est aussi possible d’effectuer une estimation en effectuant un calcul de valeur moyenne tout en 
prenant en compte les valeurs de variations calculées précédemment pour l’estimation par filtre de 
Kalman. Toutefois il est nécessaire de normaliser ces valeurs pour s’assurer de ne pas ajouter de 
gain à notre transformation. Comme nous souhaitons attribuer un poids plus important aux 
informations présentant les plus petites valeurs de variations, il est nécessaire de prendre l’inverse 
des valeurs calculées précédemment. 
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Les pondérations normalisées sont alors déterminées comme suit, puis la valeur globale est estimée 
(70). 
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Nous avons ici développé plusieurs méthodes afin de générer des signaux pouvant être utilisés 
pour la détection de fautes. Dans certains cas, ceux-ci peuvent être utilisés directement comme 
résidus. Il s’agit des transformations centrées qui permettent d’obtenir un signal de sortie centré 
autour de 0 lors du fonctionnement nominal des différents capteurs. Toutefois, si la solution basée 
sur la détermination du mode dynamique est utilisée, l’estimation de la valeur globale de signaux 
transformés sera nécessaire pour recentrer le résidu. Cette estimation va maintenant être présentée 
tandis que les performances des différentes solutions proposées seront étudiées en simulation dans 
le chapitre IV. 
 
3.3.2 Estimation de la valeur globale de résidu 
 
Comme expliqué plus tôt, un résidu est généré pour chaque capteur et pour chaque mesure de façon 
à pouvoir dissocier les sources d’erreur. Dans le cas d’une transformation basée sur la 
détermination du mode dynamique de fonctionnement, celui-ci est généré par la différence entre 
la variable S’i, correspondant à la transformation non linéaire de la valeur de sortie Si du capteur i, 
et la valeur globale 'S . 
Cette valeur globale est calculée instantanément en calculant la valeur moyenne des 
transformations provenant des capteurs n’ayant pas été déterminés comme étant fautifs. Ceci 
revient à dire, que la valeur Ci correspondante sera à 1. Cela se traduit par l’équation ci-dessous 
pour le calcul de la valeur globale. 
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  (76) 
Le calcul du résidu RSi pour la mesure S du capteur i sera alors comme donné par l’équation (77). 
'
( ) '( ) ( )
Si i
R t S t S t             (77) 
Si nous considérons maintenant une perturbation ∆S’i due à une faute quelconque en entrée. 
Appelons alors la transformation issue du capteur fautif 
'
iF
S  et la transformation issue du capteur 
non-fautif
'
NF
S . Le comportement des transformations étant supposé identique pour tous les 
capteurs non-fautifs, la relation liant les deux termes est la suivante. 
' ' '
( ) ( ) ( )
iF NF i
S t S t S t            (78) 
Si nous reprenons (76) en termes de capteurs fautifs et non-fautifs, une valeur globale lorsqu’il n’y 
a pas présence d’une faute peut être donnée par (79). 
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(79) 
Puis, lors de l’apparition d’une faute, avant qu’une décision soit prise, la valeur globale sera 
affectée par le comportement fautif, comme montré dans (80). 
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     (80) 
Remplaçant le résultat de la transformation pour le capteur fautif par sa description (73) on obtient 
l’équation ci-dessous. 
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       (81) 
Alors, avant que la décision soit prise les coefficients C étant tous à 1, la valeur globale peut alors 
être donnée par (82). 
' ' ' ' '
1
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iF j NF i i NF
j
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N N
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Les résidus pour un capteur fautif et non-fautif peuvent alors être donnés respectivement par les 
équations (83) et (84), où RiF et RNF représentent respectivement les résidus pour le capteur fautif 
i, et les capteurs non-fautifs. 
' '
( ) ( ) ( )
iF iF iF
R t S t S t           (83) 
' '
( ) ( ) ( )
NF iNF iF
R t S t S t           (84) 
Nous pouvons maintenant remplacer dans ces équations 
'
iF
S  et 
'
iF
S  par leurs définitions 
(respectivement équations (82) et (78)) afin de retrouver l’impact de la perturbation sur les 
différents résiduels. 
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Le premier terme est alors commun aux deux résidus (fautif et non-fautif) et correspond à un résidu 
lorsque nous nous trouvons en fonctionnement nominal, qui est supposé être centré autour de 0, 
puisque les valeurs individuelles et globales sont supposées identiques. À partir de ces deux 
équations, il est possible de déterminer la perturbation résiduelle ∆R, c’est-à-dire, la composante 
non-nulle due à une faute sur un des capteurs. 
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(87) 
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        (88) 
Il apparait donc ici que la perturbation affectera à la fois le résidu du capteur fautif, mais aussi 
celui du capteur non-fautif, puisqu’avant la prise de décision, le capteur fautif est aussi pris en 
compte dans le calcul de valeur globale. Plus la valeur de N sera grande, et plus la différence entre 
un comportement sain et un comportement fautif sera évidente. 
Une fois la décision prise, le capteur fautif est rejeté du calcul de la valeur globale 
'
AD
S  (89). Les 
deux perturbations résiduelles seront comme décrit dans (90) et (91). 
 85 
 
 
( )
' '
( )
1
1
1
( ) ( ) ( )
( )
N j F
AD j jN i F
j
i
i
S t C t S t
C t
 
 


 
  
 


 
        
(89) 
'
( ) ( )
F i
R t S t            (90) 
( ) 0
NF
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Cette étude de la génération de résidu permet de réaliser un premier constat : comme le montre les 
équations (87) et (88), les performances de notre architecture, avec une TNL non-centrée vont 
dépendre du nombre de capteurs impliqués dans la détection. En effet, plus on aura de capteurs 
permettant la comparaison, plus la différence entre un capteur sain et un capteur fautif sera évidente 
durant la phase prédétection. 
Tout ceci permet de dire qu’en présence d’une perturbation 
'
i
S il sera possible d’effectuer la 
détection. Les performances seront une fois de plus étudiées lors du chapitre simulation. Il reste 
maintenant à étudier le processus de prise de décision pour compléter l’étude de l’architecture 
proposée. 
 
3.3.3 Prise de décision 
Suite au prétraitement effectué sur les différentes mesures analysées, la détection d’une faute et 
l’identification de la source incriminée peut être effectuée par un simple test d’hypothèse binaire. 
Toutefois, selon la méthode de transformation choisie, ces hypothèses seront définies 
différemment. Considérant dans un premier temps l’hypothèse H0, rencontrée lorsqu’aucune faute 
n’est présente sur aucune des mesures. Dans cette configuration, peu importe la méthode de 
transformation choisie, le résidu consistera en un processus centré autour de 0, présentant une 
distribution de forme gaussienne, avec un écart type Std dépendant de la sensibilité de la 
transformation. L’hypothèse H0 peut alors être décrite comme suit. 
0
2
0
0.5*( / )1
*
(2* )
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H
R
R
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exp
S
f R H
td pi

 
  
 
  
           
(92) 
La difficulté vient de la détermination des hypothèses en présence de fautes. Pour cela nous devons 
distinguer plusieurs cas de figure selon la méthode de transformation utilisée et la nature de la 
faute. Dans un premier temps, séparons les modes de transformation. 
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1) Méthode de transformation centrée autour de la valeur globale 
Concernant cette méthode de transformation, nous avons vu lors de son étude dans les sections 
précédentes qu’un résidu en présence d’une faute sur la mesure concernée présenterait une 
perturbation de moyenne non-nulle, variable selon l’importance de la faute et la sensibilité de la 
transformation. Le résidu d’une mesure non-affectée par la faute restant centré autour de 0, nous 
nous retrouverons alors dans l’hypothèse H0, correspondant à l’absence de faute. 
Le scénario ainsi décrit correspond aux hypothèses composées, telles que décrites dans [93] et [94] 
où les paramètres de distribution d’une des deux hypothèses ne sont pas entièrement connus, que 
ce soit la valeur centrale de distribution, les coûts ou les probabilités à priori. Dans notre cas, 
l’hypothèse H0 est parfaitement connue tandis que la distribution de l’hypothèse H1 n’est pas 
connue puisque dépendante de la nature de la faute et de l’importance de celle-ci. En effet, si nous 
prenons en compte dans un premier temps les fautes entrainant un biais sur la mesure, en résultera 
un résidu de distribution gaussienne non centré autour de 0, dont le décalage avec l’origine 
dépendra de l’amplitude de la faute. L’hypothèse H1 peut alors s’écrire comme suit : 
2
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 
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 
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(93) 
Avec dr étant la valeur moyenne de la distribution fautive, dépendant de la valeur de la faute et de 
la sensibilité de la transformation, comprise dans l’intervalle de fonctionnement de l’algorithme [-
1, 1]. La solution généralement proposée dans ce cas de figure pour effectuer la distinction consiste 
en un test de Neyman-Pearson [94], [95] permettant de réaliser un test sans connaitre les 
paramètres manquants, tels que le coût des différentes erreurs ou les probabilités à priori, en fixant 
le taux de fausses alarmes souhaité. Si les deux distributions sont connues, ou du moins en partie, 
il est possible de déterminer une valeur de seuil. De façon à réduire la probabilité d’erreur. Un 
exemple est d’ailleurs donné dans [94].  
La détermination d’un seuil reste toutefois problématique. En effet, même s’il est possible de 
déterminer à l’aide de Neyman-Pearson un seuil de détection pour une faute en particulier, ce 
dernier ne sera pas optimal pour l’ensemble des défaillances envisageables. Une mesure fautive 
liée à un facteur d’échelle par exemple ne présentera pas une distribution gaussienne, et il n’est 
pas possible dans ces conditions de déterminer un seuil en utilisant le test de Neyman-Pearson. 
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Une autre solution pour déterminer la valeur de seuil est d’effectuer un ensemble de simulations 
en prenant en compte les différentes situations pouvant être rencontrées et en faisant varier les 
différents paramètres (sensibilité, importance et nature de la faute) afin de déterminer la valeur de 
seuil permettant de réduire au maximum les risques. Il s’agit donc de tracer les courbes ROC 
(Receiver Operating Characteristics) qui consiste à représenter les probabilités de bonnes 
détections PD en fonction de la probabilité de fausses alarmes PF en faisant varier plusieurs 
paramètres, dont le seuil de détection. Cette étude sera donc réalisée dans la section simulation 
afin de s’appuyer sur les distributions obtenues dans l’analyse des défaillances. De plus, une 
évaluation des couts de chaque erreur devra être étudiée pour effectuer une analyse la plus précise 
possible. 
 
2) Méthode de transformation non-centrée 
Dans cette configuration la détermination du seuil est d’autant plus délicate que nous avons 
observé que le résidu correspondant à un capteur non-fautif en présence d’une faute sur un autre 
capteur sera modifié dû à la comparaison des résidus (Section 3.2.2). Une détection pourrait alors 
intervenir sur les trois capteurs, et ce n’est qu’en comparant les différentes valeurs de résidu qu’il 
sera possible d’effectuer l’identification de la source fautive, puisque nous avons pu observer 
l’impact d’une perturbation sur le résidu pour les sources fautives et non fautives (ΔRF et ∆RNF, 
équations (87) et (88)). Le problème est donc identique au cas précédent, et pourra être résolu en 
simulation en optimisant la valeur de seuil en fonction des différents paramètres selon les courbes 
ROC. Toutefois, les fausses alarmes devront être analysées différemment en présence d’une faute 
sur un capteur différent de celui sous surveillance ou en l’absence de faute. 
 
3.4 Conclusion 
Dans ce chapitre, dans lequel l’essentiel de mes développements théoriques ont été présentés, une 
description des capteurs utilisés dans l’étude et des principes de redondance ont été tout d’abord 
effectuées. Par la suite une description théorique de la structure de détection de faute proposée a 
été faite. Pour cela, plusieurs solutions ont été présentées afin de générer un résidu qui puisse être 
évalué afin d’effectuer une détection et une identification de faute la plus précise possible. Pour 
cela deux approches de transformation s’opposent, la transformation centrée, et la transformation 
basée sur la détermination du mode dynamique. La deuxième ayant été développée plus tôt 
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nécessite une étape de centralisation du résidu entrainant des perturbations sur les résidus non 
affectés en cas de fautes sur un des capteurs, tandis que des solutions ont été trouvées pour 
minimiser cette influence dans les algorithmes de transformation centrée. De plus, il a déjà été noté 
que la solution basée sur le mode dynamique présente un fort risque de détection manquée pour 
de fortes valeurs mesurées en entrée. 
Ces constatations montrent les avantages à utiliser une transformation centrée, toutefois, une 
évaluation en simulation des différentes solutions proposées sera tout de même effectuée à fin de 
comparaison de performances. 
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Chapitre IV : Simulations 
 
Suite au développement de l’architecture proposée, il est maintenant temps de réaliser des 
simulations afin de valider le fonctionnement de chaque partie. Il sera donc nécessaire de tester 
chaque étape de la détection indépendamment avant de tester l’algorithme au complet. Plusieurs 
solutions ayant été étudiées, parmi lesquelles certains paramètres peuvent être modifiés, il est 
nécessaire de prendre en compte toutes les combinaisons possibles en faisant varier les différents 
paramètres et conditions de simulation pour s’assurer un bon fonctionnement, quelles que soient 
les conditions d’utilisation. Nous commencerons donc par l’étude de la transformation non 
linéaire, avant de simuler le comportement de la génération de résidu puis de la prise de décision. 
Toutes les simulations sont réalisées à l’aide du logiciel Matlab. Afin de travailler avec des données 
correspondantes au comportement enregistré par un véhicule, nous utilisons le logiciel PRO-SiVIC 
permettant de simuler le comportement d’un véhicule ainsi que la réponse des capteurs embarqués 
pour générer une banque de données correspondante à l’état du véhicule ainsi que la réponse 
simulée des capteurs. Le scénario proposé pour la simulation comportementale représente un 
scénario de conduite complexe, couvrant tous les modes dynamiques de fonctionnement proposés 
dans la section 2.1.2. Les différentes simulations proposées sont répertoriées dans la table suivante. 
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Tableau 4 : Différentes simulations réalisées et objectifs 
Mesure étudiée conditions de Simulations Objectif de la simulation 
Estimation de la 
valeur globale de 
mesure 
Entrée constante, ajouts de bruits 
et de fautes 
Évaluation des performances des différentes 
estimations proposées selon les niveaux de 
bruit et les fautes proposées (Estimation de 
l’erreur pour chaque méthode). 
Entrée provenant de la 
plateforme de simulation PRO-
SiVIC, ajouts de fautes de 
différentes natures et importance 
Vérification du comportement temporel, 
Évaluation des performances des différentes 
estimations proposées selon les niveaux de 
bruit et les fautes proposées (Estimation de 
l’erreur pour chaque méthode). 
Transformation 
non-linéaire 
Entrée constante, ajouts de bruits 
et de fautes, variation du niveau 
de sensibilité 
Évaluation des performances des différentes 
TNL proposées selon les niveaux de bruit et 
les fautes proposées, en fonction de la valeur 
de sensibilité (Estimation de l’erreur pour 
chaque méthode). Étude de la sensibilité en 
sortie. 
Entrée provenant de la 
plateforme de simulation PRO-
SiVIC, ajouts de fautes de 
différentes natures et 
importance, variation du σ 
Vérification du comportement temporel des 
différentes TNL proposées pour différentes 
fautes. 
Comparaison à 
valeur globale de 
transformation 
Entrée provenant de la 
plateforme de simulation PRO-
SiVIC, ajouts de fautes de 
différentes natures et 
importance, variation du σ 
Vérification du comportement temporel de la 
génération de résidu concernant la 
comparaison avec une valeur globale de 
transformation. 
Prise de décision Entrée provenant de la 
plateforme de simulation PRO-
SiVIC, ajouts de fautes de 
différentes natures et 
importance, variation du σ 
Étude des distributions des résidus selon la 
nature et l’importance de la faute, et la 
sensibilité de la TNL. Courbes ROC en 
fonction de du seuil de détection 
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Dans le chapitre suivant les résultats obtenus ici seront analysés de façon plus approfondi afin 
d’optimiser la prise de décision. 
 
4.1 Estimation de la valeur globale 
Comme décrit dans la partie 3.2.1, certaines solutions proposées pour la transformation non 
linéaire nécessitent l’estimation de la valeur globale à partir des mesures des capteurs qui se doit 
d’être la plus proche possible de la valeur mesurée. Pour cela, trois solutions ont été étudiées 
(section 3.3.1.2.4). La première consiste à calculer la valeur globale en effectuant un calcul de 
valeur moyenne instantanée (équation (64)). Les deux autres solutions proposées consistent en une 
estimation par filtre de Kalman utilisant comme matrice de covariance une matrice comportant les 
valeurs r représentant les variations du signal par rapport à la valeur globale, tel que décrit dans 
(71) et (72), et un calcul de valeur moyenne pondérée utilisant ces mêmes valeurs r pour définir le 
poids de chaque mesure dans l’estimation de valeur globale (section 3.3.1.2.5, équations (79) et 
(75)). Ces trois méthodes, respectivement nommées méthodes 1, 2 et 3, vont être évaluées en 
simulation dans cette section. 
4.1.1 Simulations avec entrée constante 
La première simulation consiste en une estimation de la valeur globale pour une entrée constante 
égale à 1. Nous ajoutons ici un bruit blanc sur chaque mesure (au nombre de 3), non corrélés 
caractérisés par leur écart type, différent pour chaque mesure (respectivement 0.002, 0.005, 0.02). 
La figure ci-dessous représente les mesures bruitées. Les trois mesures reçoivent un niveau de bruit 
différent afin de pouvoir par la suite observer les performances selon plusieurs cas de figure. 
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Figure 37 : Mesures bruitées avec différents niveaux de bruit. 
Pour l’instant, aucune autre perturbation n’a été ajoutée aux mesures. Le paramètre g, nécessaire 
pour l’évaluation de la matrice de covariance, a été fixé à 0,5 dans un premier temps (équation 
(69)). Voici maintenant le résultat de l’estimation selon les 3 méthodes proposées (Mesure 1, 2 et 
3, respectivement pour l’estimation par valeur moyenne, l’estimation par filtre de Kalman et 
l’estimation par valeur moyenne pondérée). 
 
Figure 38 : Estimation de la valeur globale pour les 3 méthodes proposées en présence de bruit blanc sur les mesures. 
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Il apparait ici que les méthodes 1 et 2 donnent des résultats très similaires tandis que la méthode 3 
semble présenter des résultats plus précis. Les erreurs quadratiques moyennes seront compilées en 
fin de section afin de comparer les performances de chaque méthode pour chaque cas étudié. 
La deuxième simulation réalisée consiste à effectuer l’estimation lorsqu’une des mesures (la 
mesure 1 dans ce cas-ci) est affectée par un biais de valeur 0.2.  
 
Figure 39 : Mesures en présence de bruit et d'un biais sur la mesure 1 uniquement. 
La figure ci-dessus permet de visualiser les mesures pour cette configuration. Par la suite nous 
effectuons l’estimation de la valeur globale pour les 3 méthodes proposées. Ici, le trait orange 
représente l’instant à partir duquel le biais est injecté. 
 94 
 
 
Figure 40 : Estimation de la valeur globale selon les 3 méthodes, ajout d'un biais sur la mesure 1 uniquement. 
Une fois de plus la méthode 3 semble être plus robuste aux perturbations, toutefois, il semble que 
l’erreur soit plus importante après l’injection du biais. Cela est dû au fait que lorsque la mesure 1 
est perturbée, la valeur r représentant sa variation par rapport à la valeur globale va s’accroitre et 
ainsi la mesure sera moins prise en compte que les deux autres. Or, celle-ci étant la plus faiblement 
bruitée, il parait logique que l’estimation soit moins précise, puisque basée sur des mesures plus 
bruitées. Pour vérifier cette hypothèse, nous effectuons une simulation similaire, cette fois-ci en 
injectant le biais sur la mesure 3 au lieu de la mesure 1. Celle-ci étant plus bruitée que les deux 
autres, le résultat après l’apparition du biais n’est pas dégradé comme le montre la figure ci-
dessous. 
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Figure 41 : Estimation de la valeur globale selon les 3 méthodes, ajout d'un biais sur la mesure 3 uniquement. 
Ces trois simulations ont été par la suite réalisées 1000 fois afin d’obtenir un échantillon 
significatif. Il fût ainsi possible de calculer la valeur moyenne de l’estimation afin de la comparer 
à la valeur d’entrée. Les résultats sont présentés dans le tableau ci-dessous. 
 
Tableau 5 : Valeur moyenne en fonction de la méthode pour une entrée constante 
 
 
 
Paramètres de simulation Méthode 1 Méthode 2 Méthode 3 
Mesures bruitées, pas de biais 
 
1 1 1 
Mesures bruitées, 
biais sur la mesure 1 
Avant apparition du biais 1 1 1 
Après apparition du biais 1.066 1.066 1.0001 
Mesures bruitées, 
biais sur la mesure 3 
Avant apparition du biais 1 1 1 
Après apparition du biais 1.0667 1.0667 1 
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Tableau 6 : Erreur quadratique moyenne en fonction de la méthode 
Paramètres de simulation Méthode 1 Méthode 2 Méthode 3 
Mesures bruitées, entrée constante, pas de biais 
 
3*10-5 3*10-5 1*10-6 
Mesures bruitées, 
entrée constante, 
biais sur la mesure 1 
Avant apparition du biais 5*10-5 5*10-5 1*10-6 
Après apparition du biais 5*10-5 5*10-5 1*10-5 
Mesures bruitées, 
entrée constante, 
biais sur la mesure 3 
Avant apparition du biais 5*10-5 5*10-5 1*10-6 
Après apparition du biais 5*10-5 5*10-5 1*10-6 
 
Ces résultats montrent que l’estimation de la valeur globale par la méthode 3 ne présente pas de 
biais, même lors de l’apparition d’une anomalie sur une des mesures. De plus, le tableau ci-dessus 
rassemblant les erreurs quadratiques calculées pour ces simulations montre que les estimations les 
plus précises ont été réalisées avec la méthode 3. 
Ces résultats ne sont toutefois pas suffisants pour déterminer la robustesse des méthodes 
d’estimation. Afin d’élargir l’étude, nous utilisons cette fois-ci comme signal d’entrée, des données 
d’accélération simulées sur le logiciel PRO-SiVIC.  
 
4.1.2 Simulations avec données provenant du logiciel PRO-SiVIC 
Pour cela, nous avons choisi un scénario comportant un seul véhicule, effectuant une trajectoire 
complexe avec des changements de vitesse ainsi que des virages. Comme signaux d’entrées, nous 
prenons en compte l’accélération relevée par la centrale inertielle, ainsi que l’accélération 
déterminée par dérivation des vitesses odométriques (tel que décrit dans la section 3.1) pour chaque 
couple d’odomètres droite/gauche (une accélération pour les odomètres avants, une pour les 
arrières). 
Avant d’étudier les performances de la détermination de valeur globale, il est important de noter 
que nous appliquons sur les données provenant du simulateur PRO-SiVIC un filtre passe-bas 
Butterworth d’ordre 5 et deux fréquence de coupure égale à la moitié de la fréquence 
d’échantillonnage pour éliminer les oscillations pour être relevé par les capteurs, mais ne traduisant 
pas la dynamique du véhicule.  
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Le profil de l’accélération pour les trois ensembles de capteurs est présenté dans la figure ci-
dessous. 
 
Figure 42 : Profil de l'accélération générée par le logiciel PRO-SiVIC. 
Nous effectuons ensuite l’estimation de valeur globale avec les trois méthodes proposées, comme 
nous l’avons réalisé précédemment. La figure qui suit présente les résultats obtenus ainsi que 
l’accélération de référence (Accélération réelle donnée par le logiciel de simulation). Les quatre 
courbes sont superposées, il est donc difficile de déterminer les performances de chaque méthode. 
Toutefois, les erreurs quadratiques seront  une fois de plus relevées et notées dans le tableau en fin 
de section pour évaluation. 
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Figure 43 : Estimation de la valeur globale pour les données provenant de PRO-SiVIC. 
Suite à ces simulations, nous allons maintenant étudier l’impact des différentes fautes observées 
dans la section 2.3.2.  
 
4.1.2.1 Biais 
Nous voulons ici observer si l’estimation reste précise avec l’injection de fautes. Nous calculerons 
donc l’erreur moyenne quadratique, mais aussi l’erreur moyenne afin de déterminer si la sortie ne 
présente pas de biais. La première simulation consistera en l’ajout d’un biais sur l’accélération 
provenant de la centrale inertielle. Les résultats étant dépendants de la valeur du biais, la même 
simulation sera réalisée pour trois valeurs de biais (0.1, 0.3, 0.5). Les figures représentent les 
résultats obtenus pour le biais le plus grand, tandis que les autres seront retranscrits dans des 
tableaux. 
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Figure 44 : Mesures d'accélération avec ajout d'un biais de 0.5 m/s2 sur l'INS 
Le trait orange sur la figure représente ici l’apparition du biais sur la mesure. Les calculs d’erreurs 
seront effectués à partir de cet instant pour évaluer l’impact de la faute sur l’estimation. 
 
Figure 45 : Estimations de l'accélération utilisant les 3 méthodes proposées 
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Tableau 7 : Erreur moyenne en fonction de la méthode 
Paramètres de simulations Méthode 1 Méthode 2 Méthode 3 
Données d’accélération provenant du logiciel 
PRO-SiVIC, aucun ajout 
-0.001 -0.001 -0.001 
Données d’accélération provenant du logiciel 
PRO-SiVIC, biais de 0.1 m/s2 sur l’INS 
0.0324 0.0084 0.0061 
Données d’accélération provenant du logiciel 
PRO-SiVIC, biais de 0.3 m/s2 sur l’INS 
0.0991 0.0236 0.0157 
Données d’accélération provenant du logiciel 
PRO-SiVIC, biais de 0.5 m/s2 sur l’INS 
0.1657 0.0394 0.0259 
 
 
Tableau 8 : Erreur quadratique moyenne en fonction de la méthode 
Paramètres de simulations Méthode 1 Méthode 2 Méthode 3 
Données d’accélération provenant du logiciel 
PRO-SiVIC, aucun ajout 
3*10-4 4*10-4 4*10-4 
Données d’accélération provenant du logiciel 
PRO-SiVIC, biais de 0.3 m/s2 sur l’INS 
1*10-3 6*10-4 6*10-4 
Données d’accélération provenant du logiciel 
PRO-SiVIC, biais de 0.1 m/s2 sur l’INS 
1*10-2 1*10-3 8*10-4 
Données d’accélération provenant du logiciel 
PRO-SiVIC, biais de 0.5 m/s2 sur l’INS 
3*10-2 2*10-3 1*10-3 
 
Afin de mieux illustrer ces résultats, une évaluation du biais en sortie et de l’erreur quadratique en 
fonction du biais en entrée a été réalisée. Les 2 figures ci-dessous montrent les résultats pour un 
biais sur l’INS variant de -0.5 à 0.5 m/s2. 
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Figure 46 : Biais en sortie en fonction de l'amplitude du biais en entrée (injecté sur l'INS) 
 
 
Figure 47 : Erreur quadratique en fonction de l'amplitude du biais en entrée (injecté sur l'INS) 
Cette simulation montre que le biais en sortie et l’erreur quadratique vont augmenter avec 
l’importance du biais en entrée, toutefois, la méthode 3 présente des résultats plus précis pour la 
majorité des cas de figures. 
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4.1.2.2 Facteur d’échelle 
Ensuite, un facteur d’échelle a été ajouté, toujours sur la mesure provenant de la centrale inertielle. 
Les figures ci-dessous montrent l’aspect visuel des mesures et les résultats d’estimation obtenus 
pour une mesure fortement  dégradée ( _ 0.5* _Mesure INS Acc réelle ). 
 
Figure 48:Mesures d’accélération, INS présentant un facteur d’échelle 
 
Figure 49 : Estimation de la valeur globale d’accélération en présence d'un facteur d'échelle sur la mesure de l'INS. 
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Il est cette fois-ci plus pertinent de mesurer le facteur d’échelle induit par la faute plutôt que le 
biais. Nous faisons donc varier le gain en entrée sur la mesure de l’INS entre 0.5 et 1.5 et observons 
les facteurs d’échelles en sortie ainsi que l’erreur quadratique. Cette étude est plus délicate, car 
elle nécessite de diviser l’estimation par une valeur de référence, or il est possible que celle-ci soit 
nulle, et que par conséquent, nous obtenions de très fortes valeurs de gain. Il a donc été choisi 
d’effectuer cette analyse uniquement sur les valeurs du signal de référence supérieures à 0.2 m/s2. 
Ci-dessous, un exemple de la détermination du facteur d’échelle, avant et après élimination des 
données pouvant être problématique. 
 
 
Figure 50 : Détermination du facteur d'échelle en fonction du temps avant (gauche) et après (droite) élimination des valeurs de 
référence proches de zéro 
 
Figure 51 : Facteur d'échelle de l'estimation en fonction du gain injecté sur la mesure d'accélération de l'INS 
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Figure 52 : Erreur quadratique en fonction du facteur d'échelle en entrée. 
L’erreur quadratique moyenne diminue autour d’un facteur d’échelle de 1, et correspond à l’erreur 
quadratique moyenne calculée lors de la première simulation, sans ajout de faute.  
Un facteur d’échelle est, cette fois-ci ajouté de la même façon sur une des mesures de vitesse 
odométrique (roue avant gauche). Le facteur d’échelle en sortie est alors comme suit. 
 
 
Figure 53 : Facteur d'échelle sur l'estimation en fonction du facteur d'échelle appliqué sur la vitesse odométrique de la roue 
avant gauche. 
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L’erreur quadratique présente quant à elle un comportement particulier. En effet, celle-ci baisse 
avec l’augmentation de la valeur de la faute injectée pour les méthodes 2 et 3. Ceci est dû au fait 
que l’augmentation de l’erreur sur un jeu de capteur en particulier, va entrainer l’augmentation des 
valeurs de variances associées à ce dernier. Or, si ce capteur fournit une mesure plus bruitée que 
les autres mesures utilisées, l’estimation en sera d’autant meilleure, puisque les pondérations liées 
au capteur fautif seront fortement réduites.  
 
Figure 54 : Erreur quadratique en sortie en fonction du facteur d'échelle sur la vitesse de rotation de la roue avant gauche 
La mesure de l’INS étant plus précise que les déterminations effectuées à partir des vitesses de 
rotations des roues, si l’INS présente une faute, l’erreur quadratique augmentera tandis que dans 
le cas d’une faute sur un des odomètres, la pondération de l’INS sera accrue et donc la mesure sera 
plus précise, et l’erreur quadratique réduite. 
 
4.1.2.3 Erreur aberrante 
Cette fois-ci, il n’est pas pertinent de mesurer les erreurs moyennes, puisque les erreurs aberrantes 
sont ponctuelles. Il est donc plus intéressant d’observer la réponse temporelle à de tels stimuli. 
Dans une même simulation, une impulsion de Dirac a donc été ajoutée à des instants différents sur 
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la mesure odométrique, et sur la mesure de l’INS, respectivement encadrées en bleu et en noir sur 
le diagramme ci-dessous. 
 
Figure 55 : Mesures en présence d'erreurs aberrantes 
Des oscillations dues au filtrage appliqué sur les mesures apparaissent là où les impulsions ont été 
ajoutées. Nous effectuons ensuite les estimations avec les trois méthodes proposées et observons 
les résultats dans la figure ci-dessous. Les oscillations sont toujours présentent, mais sont réduites. 
Les valeurs maximales de dépassement en fonction de la valeur d’entrée et de la méthode utilisée 
sont notées dans le tableau suivant. 
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Figure 56 : Estimations de l'accélération en présence d'erreurs aberrantes. 
Tableau 9 : Dépassement maximal en sortie dû à une erreur aberrante en fonction de la méthode et du dépassement en entrée. 
Dépassement en 
entrée 
Dépassement  
Méthode 1 
Dépassement  
Méthode 2 
Dépassement  
Méthode 3 
6.92 2.3 0.55 0.37 
23 7.5 1.67 1.045 
 
Encore une fois, la méthode 3 donne de meilleurs résultats que les deux autres méthodes proposées. 
Il reste à étudier l’impact d’une perte totale pour avoir complété l’étude sur l’estimation de la 
valeur globale. 
 
4.1.2.4 Perte totale  
La perte totale d’un capteur peut être décrite de deux façons, la valeur de sortie du capteur peut 
être collée à une valeur, qui peut être 0 ou la dernière valeur enregistrée, ou bien transmettre 
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uniquement un bruit blanc en sortie. Les trois cas de figure seront simulés ici, sur les deux types 
de capteurs étudiés. 
Le premier cas étudié sera celui d’un collage à 0 des capteurs. Pour cela, lors d’une simulation, les 
valeurs de vitesse odométrique avant-gauche, et de l’accélération fournie par l’INS seront 
artificiellement mises à 0 durant une période de 3000 échantillons sur une même simulation. Ces 
deux périodes seront repérées respectivement par un encadré bleu et noir. 
 
Figure 57 : Réaction de la mesure ou la détermination d'accélération due à un collage à 0 des capteurs 
Il apparait que le collage à 0 de la vitesse odométrique va se traduire par un comportement proche 
de celui d’une erreur aberrante suivi d’un facteur d’échelle et d’une autre erreur aberrante. Ce qui 
est logique puisque le collage à 0 va produire un changement instantané de vitesse, se traduisant 
par une accélération infinie sur un temps très court. Par la suite, l’accélération étant déterminée en 
utilisant les variations de vitesses moyennes par couple d’odomètres droite-gauche, si un des 
odomètres présente une valeur constante, cette variation sera réduite, celle-ci dépendant aussi de 
la vitesse angulaire du véhicule. Enfin, si le capteur retrouve un fonctionnement nominal, un 
nouveau changement brusque de vitesse apparait alors et se traduit par une nouvelle impulsion de 
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Dirac. Les résultats de l’estimation sont présentés dans la figure ci-dessous, ainsi que l’erreur entre 
l’estimation et la valeur de référence. 
 
Figure 58 : Estimation en présence de collages à 0. 
 
Figure 59 : Erreur entre l'estimation et la valeur de référence. 
Afin d’avoir un meilleur aperçu de la qualité de l’estimation, l’erreur quadratique durant les 
périodes de perturbations a été calculée et retranscrite dans le tableau suivant. 
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Tableau 10 : Erreur quadratique moyenne en fonction de la méthode utilisée pour un collage à 0. 
Capteur fautif Méthode 1 Méthode 2 Méthode 3 
Vitesse odométrique avant-gauche 2*10-2 2*10-3 1*10-3 
INS 1*10-2 1*10-3 1*10-3 
 
L’erreur quadratique moyenne pour la méthode 3 est inférieure aux autres méthodes proposées. 
De la même façon, si la perte totale induit, non pas un collage à 0, mais un processus stochastique 
stationnaire, les résultats seront équivalents puisque le filtrage des données aura fortement filtré le 
bruit induit. 
Intéressons-nous maintenant au cas d’un collage à la dernière valeur enregistrée. Pour cela, une 
simulation similaire est effectuée, mais cette fois-ci, au lieu d’affecter la valeur 0 aux mesures, la 
même donnée est répétée pendant la période de 3000 échantillons utilisée précédemment. 
 
 
Figure 60 : Accélérations avec collage à la dernière mesure effectuée. 
Le comportement de l’accélération provenant de la vitesse odométrique correspond à celui vu 
précédemment, à la différence qu’il n’y a pas de changement brusque de vitesse lors de l’apparition 
de la faute. Ensuite, l’accélération est réduite puisqu’une des deux vitesses odométriques est 
constante et enfin, un changement brusque de vitesse va entrainer une très forte accélération. 
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L’estimation résultante est présentée ci-dessous puis les valeurs d’erreur quadratique moyenne 
seront données dans le tableau suivant. 
 
Figure 61 : Estimation en présence de collages à la dernière valeur mesurée. 
 
Tableau 10 : Erreur quadratique moyenne en fonction de la méthode utilisée pour un collage à la dernière valeur mesurée. 
Capteur fautif Méthode 1 Méthode 2 Méthode 3 
Vitesse odométrique avant-gauche 2*10-3 3*10-4 2*10-4 
INS 2*10-2 1*10-3 1*10-3 
 
La méthode 3 semble, encore une fois, plus performante que les deux autres méthodes proposées. 
 
4.1.3 Conclusion 
Cette étude en simulation de l’estimation de la valeur globale a été réalisée afin de vérifier les 
performances de trois méthodes d’estimation. Pour cela, nous avons utilisé tout d’abord une entrée 
constante, puis des données provenant du simulateur PRO-SiVIC. À cela, des fautes ont été 
ajoutées pour simuler des défaillances, telles que modélisées dans la section 2.3.2. Tout au long de 
cette étude, la troisième méthode, consistant en une moyenne pondérée des mesures, a montré de 
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meilleurs résultats que les deux autres méthodes proposées. Nous utiliserons donc cette dernière 
dans la suite de l’étude en simulation pour l’analyse des performances de notre architecture. 
 
 Toutes les simulations réalisées ici ont été faites sur les données d’accélération, toutefois, des 
simulations similaires ont été faites sur la vitesse angulaire du véhicule, et permettent, elles aussi 
d’arriver à cette même conclusion. 
 
4.2 Transformation non linéaire 
L’évaluation de la qualité de l’estimation de valeur globale nous permet maintenant d’étudier la 
transformation non linéaire. Dans la section 3.2.1, trois méthodes ont été proposées, cependant, la 
première consistant en  la détermination du mode dynamique, centrée autour de 0 ne semble pas 
pertinente, puisqu’elle ne permet pas une distinction des fautes en tout temps. L’emphase sera donc 
mise sur les deux autres méthodes proposées, à savoir les méthodes centrées autour de la valeur 
globale, symétrique et asymétrique. 
Une brève étude a déjà été présentée dans la section 3.2.1, mais celle-ci sera étendue ici. De plus, 
les simulations précédentes ont été réalisées en prenant pour valeur globale la valeur moyenne 
instantanée des différentes mesures (méthode 1 d’estimation de la valeur globale, qui présente des 
performances inférieures aux deux autres méthodes d’estimation proposées). Les simulations 
seront réalisées cette fois-ci en prenant pour valeur globale l’estimation effectuée par la méthode 
3, consistant en une moyenne pondérée des différentes mesures. 
 
4.2.1 Simulations avec entrée constante 
Comme pour les simulations réalisées sur l’estimation de la valeur globale, la première partie va 
consister en une simulation avec comme entrée, une valeur constante. Les premiers essais réalisés 
dans la section 3.2.1 ayant d’autant plus montré que la valeur en entrée n’affecte pas le résultat de 
la transformation du moment que celle-ci est centrée autour de la valeur globale. Les mêmes 
paramètres de simulation que lors de la section précédente seront donc utilisés pour le signal 
d’entrée (valeur du signal d’entrée égal à 1, trois mesures avec trois niveaux de bruit différents, 
respectivement 0.002, 0.005, 0.02 pour les mesures 1, 2 et 3). Tout en conservant ces signaux en 
entrée, il est possible d’évaluer les transformations non linéaires en faisant varier la méthode 
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(symétrique, asymétrique) et la valeur de sensibilité σ. Pour l’instant, aucune faute n’est ajoutée 
aux signaux d’entrées. La première simulation consiste à observer tout simplement la sortie des 
transformations non linéaires pour les 2 méthodes proposées, avec une sensibilité configurée à 0.2. 
Les résultats sont supposés être centrés autour de 0 pour la transformation non linéaire (TNL) 
asymétrique et proches de 0 pour la TNL symétrique, celle-ci correspondant à la valeur absolue de 
la TNL asymétrique. 
 
Figure 62 : Transformation non linéaire (TNL) pour une entrée constante, bruitée avec une sensibilité de 0.2. 
 Il apparait logiquement que plus le niveau de bruit est élevé, et plus la transformation sera 
perturbée. Il apparait aussi, en agrandissant l’échelle, que les valeurs de TNL ne s’arrêtent pas sur 
la valeur 0, mais oscillent autour de celle-ci.  
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Figure 63 : Agrandissement autour de 0 des TNL 
Ce phénomène est dû à la soustraction de la valeur globale précédant la transformation, qui ne 
permettra le passage à 0 que lors des cas où l’ensemble des capteurs présenteront des valeurs 
strictement égales, fait extrêmement rare en présence de bruit. 
La simulation suivante va permettre l’évaluation de l’impact de la sensibilité sur les TNL des trois 
mesures. Dans un souci de clarté, la TNL symétrique correspondant à la valeur absolue de 
l’asymétrique, uniquement cette dernière sera représentée dans les simulations temporelles. Cette 
première simulation montre les TNL des 3 mesures pour des sensibilités de 0.1 et 0.5.  
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Figure 64 : TNL asymétriques pour deux sensibilités différentes. 
Les échelles sont volontairement différentes sur les trois graphes pour pouvoir observer les 
variations de la TNL. Plus la sensibilité est élevée (valeur faible de σ) et plus le bruit aura un 
impact important sur la TNL, d’autant plus si le niveau de bruit est élevé (mesure 3).  
Le graphique ci-dessous représente l’évolution de l’erreur quadratique moyenne en fonction de la 
sensibilité pour les trois mesures, calculé sur une longueur de 10000 échantillons. La sensibilité a 
été configurée pour varier entre 0.05 et 0.2. Comme attendu, l’erreur quadratique moyenne 
diminue avec l’augmentation du paramètre σ puisque la transformation devient moins sensible aux 
bruits. Toutefois, et comme nous l’avions relevé dans la section 3.2.1, augmenter la valeur de σ 
rendra la transformation moins sensible aux fautes, et un compromis devra être fait sensibilité et 
robustesse au bruit. 
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Figure 65 : Erreur quadratique moyenne en fonction de la sensibilité pour les trois mesures. 
Suite à cette étude sans ajout de faute autre que du bruit, un biais va maintenant être ajouté sur une 
des mesures. Le but étant de distinguer la faute injectée du bruit présent les mesures, une 
observation temporelle sera tout d’abord effectuée. Une fois de plus, seuls les résultats de la 
solution asymétrique seront présentés. Un biais ∆S a donc été ajouté temporairement sur chacune 
des trois mesures S, représenté sur le graphique par une ligne orange pour l’apparition d’un défaut, 
et une ligne verte pour son retrait. Un biais de valeur 0.2 a été ajouté aux mesures avec la sensibilité 
σ configurée à 0.1. 
 117 
 
 
Figure 66 : TNL asymétriques des trois mesures avec apparition d'un biais sur chacune d'entre elles 
Les résultats présentés ci-dessus montrent effectivement une modification de la TNL en présence 
d’une faute. Toutefois, en cas de présence d’une faute de plus faible valeur, la sensibilité pourrait 
ne pas être suffisante. Un bruit trop élevé pourrait aussi engendrer de fortes perturbations sur la 
TNL en cas de faible valeur de sensibilité σ. Il est donc intéressant de relever la différence notée 
entre les valeurs fautives et non fautives, en fonction de la sensibilité et de l’importance de la faute 
pour les trois mesures présentées ci-dessus. Afin que la simulation soit plus pertinente, les niveaux 
de bruit ont été augmentés pour atteindre respectivement 0.01, 0.02, 0.05.  
Les premiers résultats présentés ici donnent l’énergie présente sur la TNL, pour la troisième 
mesure, avant et après l’apparition d’une faute. L’énergie étant la même pour les transformations 
symétrique et asymétrique, une seule représentation est nécessaire. Suivent les valeurs moyennes, 
qui cette fois-ci, diffèrent entre les deux méthodes de transformation. Une simulation similaire a 
été effectuée pour les autres entrées, présentant des résultats assez proches avec de légères 
variations dues au niveau de bruit différent. Ces simulations étant réalisées avec le signal le plus 
bruité permettent de s’assurer du fonctionnement pour les autres mesures. 
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Figure 67 : Énergie sur la TNL (symétrique et asymétrique) pour la 3ème mesure, avant (gauche) et après (droite)  l'apparition 
d'une faute, en fonction de la sensibilité et de la valeur de la faute injectée. 
 
Figure 68 : Valeurs moyennes de la TNL (asymétrique et symétrique) pour la 3ème mesure, avant (gauche) et après (droite) 
l'apparition d'une faute, en fonction de la sensibilité et de la valeur de la faute injectée. 
Les figures de gauche ne dépendent, bien évidemment pas de la valeur de la faute. Comme nous 
avions pu l’observer lors de la section 3.2.1, plus une faute sera importante et plus il sera facile de 
la détecter puisque celle-ci aura un impact plus important sur la TNL. De même, plus la sensibilité 
σ est petite, est plus il est aisé de distinguer une faute. 
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Il est toutefois plus intéressant de calculer la différence entre ces deux valeurs afin de pouvoir 
évaluer la possibilité de détection offerte par les différentes TNL, selon les conditions d’utilisation 
et les paramètres configurés.  
 
Figure 69 : Différence entre les valeurs moyennes de TNL après et avant apparition d'une faute pour les TNL symétrique 
(gauche) et asymétrique (droite) 
La transformation asymétrique présente moins de perte de performance lorsque la sensibilité est 
très faible. Ce résultat confirme les faits observés précédemment, dans la section 3.2.1. La méthode 
de TNL asymétrique sera donc préférée pour la suite des simulations. Tout comme pour 
l’estimation de valeur globale, une étude va maintenant être réalisée avec pour signaux d’entrée 
des mesures d’accélération et de vitesse de rotation des roues provenant du simulateur PRO-SiVIC. 
 
4.2.2 Simulations avec données provenant du logiciel PRO-SiVIC 
Le même scénario que précédemment est utilisé afin de réaliser ces simulations, la première étape 
étant d’observer les TNL des différentes mesures sans ajout de faute. Lors de premières 
simulations, la valeur de sigma a été arbitrairement fixée à 0.1 et 0.2 afin d’observer la différence 
obtenue en sortie entre ces deux configurations. Cette fois encore, les simulations sont effectuées 
sur l’accélération longitudinale, prenant en compte le fait que le principe reste le même pour la 
vitesse de lacet du véhicule. 
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Figure 70 : TNL des trois mesures pour deux valeurs de σ, 0.1 (bleu) et 0.2 (rouge) 
Comme attendu, la valeur plus faible de sensibilité (bleu) est plus sensible aux perturbations, ce 
qui entraine des fluctuations de la TNL pouvant entrainer des fausses alarmes par la suite. Ce 
comportement sera analysé plus longuement lors de l’étude de la génération de résidu. 
 
4.2.2.1 Biais 
Pour la simulation suivante, un biais est injecté sur la mesure de l’INS. Toutefois, au lieu d’injecter 
un biais comportant un changement abrupt, comme nous l’avons fait dans la section précédente 
concernant l’estimation de valeur globale, le biais injecté ici se présente sous la forme d’une rampe, 
il va donc s’accroitre dans le temps pour atteindre la valeur de 0.2 m/s2 avant de retomber à 0 par 
la suite afin de vérifier le fonctionnement lors de l’apparition progressive d’un défaut. Un biais 
plus classique de 2 m/s est ajouté sur la vitesse odométrique de la roue avant gauche. Les 
apparitions de ces deux fautes sont repérées sur les graphiques suivants par des lignes orange quand 
leurs disparitions sont repérées par des lignes vertes. 
 121 
 
 
Figure 71 : Ajout d'un biais classique sur l’odomètre avant gauche et d’un biais progressif sur l'accélération de l'INS. 
Les résultats montrent une augmentation progressive de la valeur de TNL correspondante à l’ajout 
du biais sur la composante d’accélération longitudinale de l’INS, tandis que l’ajout d’un biais sur 
la vitesse odométrique entraine une erreur aberrante, plus délicate à détecter sur l’analyse de la 
composante d’accélération longitudinale, toutefois, celle-ci est plus facilement observable sur la 
vitesse angulaire du véhicule.  
 
4.2.2.2 Facteur d’échelle 
Un facteur d’échelle de 1.1 est ajouté à la mesure de vitesse odométrique avant gauche, puis dans 
un deuxième temps, à la mesure d’accélération de l’INS. Comme précédemment, l’apparition est 
repérée par une ligne interrompue orange quand sa disparition sera repérée par une ligne verte. La 
sensibilité est configurée comme précédemment (deux simulations, sensibilité à 0.1 et 0.2). 
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Figure 72 : Facteur d'échelle injecté sur la vitesse odométrique avant gauche et l’accélération de la centrale inertielle 
Le comportement sur la TNL des odomètres avant est identique à celui observé précédemment 
pour les simulations en présence d’un biais. Le facteur d’échelle sur la mesure de l’INS entraine 
une modification de la TNL, toutefois il est difficile d’en déduire la présence d’une faute. Un 
traitement sera probablement nécessaire pour effectuer la détection. 
 
4.2.2.3 Erreur aberrante 
Une fois de plus, des impulsions de Dirac sont injectées sur les mesures d’accélération de l’INS 
(orange) et sur la vitesse odométrique avant gauche (vert). La figure ci-dessous présente les 
résultats de simulation pour le calcul de TNL. Les fautes injectées entrainent très distinctement 
une modification de la TNL. 
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Figure 73 : TNL avec injections d'erreurs aberrantes. 
 
 
4.2.2.4 Perte totale 
Ici, trois cas de figure sont simulés, la perte totale entrainant un collage à 0 sur la vitesse 
odométrique avant gauche (orange, sur la figure ci-dessous), une perte totale se traduisant par 
l’apparition d’un bruit blanc centré autour de 0 à la place de la mesure sur la roue arrière gauche 
(vert) et enfin une perte entrainant le collage à la dernière valeur enregistrée pour la mesure 
d’accélération de l’INS (bleu). Les résultats de simulation montrent une forte modification de la 
TNL en cas de perte totale. La détection sera donc plus aisée dans ce cas de figure. 
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Figure 74 : Perte totale des capteurs. 
4.2.3 Conclusion 
L’ensemble des modèles de fautes a été étudié ici concernant la TNL. Ces données brutes 
permettent d’observer l’impact de ces fautes sur les différentes transformations proposées. 
Certaines peuvent permettre une détection instantanée tandis que d’autres nécessiteront une 
analyse plus poussée afin d’émettre un diagnostic juste. La génération de résidu décrite dans le 
chapitre trois doit aider à l’émission de ce diagnostic. Celle-ci va être étudiée en simulation dans 
la section suivante. 
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4.3 Comparaison à la valeur globale de résidu 
Cette section de simulation concerne la comparaison à une valeur globale de transformation 
étudiée dans la section 3.3.2 de cette thèse. Cette partie est essentiellement nécessaire pour les 
transformations non-linéaires centrées autour de 0, afin de retirer la composante commune.  
Contrairement aux simulations réalisées précédemment, nous n’utiliserons que des données 
provenant de PRO-SiVIC sans étudier au préalable le fonctionnement pour une entrée constante. 
En effet, après validation des deux premières étapes de transformation à l’aide d’une entrée 
constante, l’étude à l’aide des données provenant de la plateforme de simulation semble suffisante 
et plus représentatives de conditions réelles de fonctionnement. Ces simulations seront donc 
effectuées pour étudier l’impact des fautes sur les différentes mesures en accélération et en vitesse 
angulaire. Lors du fonctionnement normal de l’algorithme de détection de faute, ces deux 
composantes seront étudiées simultanément afin d’effectuer la détection de faute. Cette section de 
simulation sera donc organisée comme les précédentes, à savoir l’analyse pour une catégorie de 
faute, de l’impact de celle-ci sur les différents résidus calculés. La décision ayant une grande 
importance dans la génération de résidu, les simulations seront systématiquement étudiées sans 
décision, puis celle-ci sera ajoutée afin d’observer le comportement global de la solution proposée. 
Avant l’injection d’aucune faute, une première simulation est effectuée afin d’observer le résidu 
généré pour chaque mesure pour l’accélération et la vitesse de lacet, avec une sensibilité configurée 
à 0.1 (bleu) et 0.2 (rouge). 
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Figure 75 : Résidus sur l’accélération pour les trois jeux de mesures, sans faute. 
 
Figure 76 : Résidus sur la vitesse de lacet pour les trois jeux de mesures, sans faute. 
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Les deux résidus obtenus sont, comme espéré, des processus centrés autour de 0. L’impact des 
différentes fautes sera donc étudié maintenant pour effectuer par la suite la détection demandée. 
Le résultat de la décision ayant un impact sur le résidu, celui-ci sera étudié sans traitement ni 
aucune décision dans un premier temps.  
 
4.3.1 Biais 
Deux biais sont ajoutés sur la mesure d’accélération, le premier sous forme d’une rampe 
augmentant progressivement jusqu’à atteindre 0.2m/s2 (orange), comme nous l’avions vu dans la 
section précédente, le second est un simple biais de 0.2 m/s2 (vert), tandis qu’un biais de 2 m/s est 
ajouté à la mesure de vitesse odométrique avant gauche (bleu). 
Les résidus correspondant pour les mesures d’accélération et de vitesse angulaire sont alors 
présentés dans les figures ci-dessous, sans l’application d’aucune décision. 
 
 
Figure 77 : Résidus pour l’accélération longitudinale en présence de biais sur la vitesse odométrique avant-gauche et sur 
l'accélération mesurée par la centrale inertielle. 
 128 
 
 
Figure 78 : Résidus pour la vitesse de lacet en présence de biais sur la vitesse odométrique avant-gauche et sur l'accélération 
mesurée par la centrale inertielle. 
Comme nous l’avions vu lors des simulations précédentes, un biais sur la vitesse odométrique 
entraine une erreur aberrante sur le résidu en accélération, plutôt délicat à détecter, tandis qu’il 
entraine une modification plus facilement décelable sur le résidu de vitesse de lacet. Le biais sur 
l’accélération mesurée par la centrale inertielle va quant à lui entrainer une augmentation du résidu 
en accélération. La valeur de l’augmentation va dépendre de la valeur de la faute ainsi que de la 
sensibilité σ, plus celle-ci est faible, plus l’augmentation de la valeur de résidu sera grande en 
présence d’une faute. L’augmentation de la valeur des résidus en présence de fautes ∆R correspond 
aux valeurs théoriques décrites dans la section 3.2.2 (équations (87) et (88), respectivement pour 
les mesures fautives et non fautives). 
 
4.3.2 Facteur d’échelle 
Le même facteur d’échelle de 1,1 est appliqué une fois de plus sur les mesures de vitesses 
odométriques avant gauches (vert) et de mesure d’accélération provenant de la centrale inertielle 
(orange).  
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Figure 79:Résidus de l’accélération en présence d'un facteur d'échelle sur les mesures odométriques avant gauche et 
d'accélération de l'INS. 
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Figure 80 : Résidus de la vitesse de lacet en présence d'un facteur d'échelle sur les mesures odométriques avant gauches et 
d'accélération de l'INS. 
 
La détection d’un facteur d’échelle diffère de celle d’un biais par le fait que lorsque la mesure est 
à 0, ce dernier ne peut être détecté, n’entrainant pas de modification de la valeur mesurée. Comme 
on peut le voir sur la figure 79, l’apparition d’une perturbation sur le résidu ne correspond pas à la 
totalité du temps d’ajout de la faute sur la mesure (lignes interrompues vertes sur le graphique). Il 
est toutefois acceptable de ne pas détecter cette faute puisqu’elle n’entraine pas d’erreurs de 
mesures. 
 
4.3.3 Erreurs aberrantes 
Les erreurs aberrantes sont une fois de plus simulées pour des impulsions de Dirac sur la vitesse 
odométrique avant gauche (orange) et sur l’accélération mesurée par l’INS (vert). 
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Figure 81 : Résidus en accélération pour une erreur aberrante. 
 
 
Figure 82 : Résidus en vitesse de lacet pour une erreur aberrante. 
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Comme attendu suite aux simulations réalisées pour la TNL, les perturbations sur les résidus dues 
aux erreurs aberrantes vont être importantes, mais de courtes durées. Leur signature particulière 
permet une détection afin d’isoler l’information corrompue.  
 
4.3.4 Pertes totales 
 
La perte totale est simulée par le collage à 0 de la vitesse odométrique avant gauche (orange) et le 
collage à la dernière valeur enregistrée pour la mesure d’accélération de la centrale inertielle. 
 
Figure 83 : Résidus en accélération après perte totale d'un capteur. 
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Figure 84 : résidus en vitesse de lacet après perte totale d'un capteur. 
 
4.3.5 Conclusion 
Les simulations réalisées pour la comparaison avec une valeur globale de transformation ont 
permis de vérifier le fonctionnement de l’algorithme proposé en présence de fautes. Les résultats 
ainsi obtenus sont en accord avec ceux obtenus lors de l’étude de la TNL et nous permettent 
maintenant de nous concentrer sur la prise de décision. Cette dernière ayant un impact important 
sur la génération de résidu, le comportement de cette dernière après la décision sera alors décrit.   
 
4.4 Prise de décision 
Les simulations concernant la prise de décision sont primordiales. En effet, compte tenu de la 
nature des signaux à traiter, il est complexe de déterminer la meilleure solution concernant le choix 
du seuil de détection. Pour cela deux études seront menées, une première concernera la distribution 
des signaux en présence ou pas de fautes. Ces distributions seront analysées en fonction de la 
nature et de l’importance de la faute. Il est aussi intéressant de comparer les distributions non 
fautives, en l’absence de toute faute et en présence d’une faute sur un autre capteur, pour étudier 
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l’impact que cela pourrait avoir sur la prise de décision. De plus, cette étude sera effectuée pour 
les différentes solutions proposées. Ensuite, une fois cette étape réalisée et les résultats décryptés, 
la dernière étude pourra être réalisée, consistant à calculer les courbes ROC permettant de 
déterminer le seuil de détection entrainant le plus faible taux d’erreurs de détection.  
 
4.4.1 Analyse des distributions 
Pour effectuer l’analyse des différentes distributions, il faut dans un premier temps prendre en 
compte les différents paramètres pouvant influer celles-ci. Considérant dans un premier temps les 
distributions lorsqu’il n’y a aucune faute, seule la sensibilité de la transformation non linéaire 
impactera le résultat. Pour effectuer cette analyse, la simulation consiste à effectuer un tour de 
piste sur le simulateur Pro-SiVIC, en faisant varier la vitesse afin de retrouver tous les modes 
dynamiques lors de ce laps de temps. Les différentes TNL sont effectuées en faisant varier la 
sensibilité pour obtenir les différents résidus. Ces résultats sont compilés de façon à obtenir un 
histogramme pour chaque résidu et chaque sensibilité distincte. Théoriquement, et considérant la 
présence d’un bruit blanc sur les mesures, les histogrammes ainsi obtenus devraient présenter des 
distributions gaussiennes centrées autour de 0. La simulation ayant été effectuée pour une 
sensibilité σ variant linéairement de 0.02 à 0.8, et pouvant prendre 40 valeurs différentes dans cet 
intervalle, il a été choisi de ne représenter que 4 valeurs de sensibilité de quatre couleurs 
différentes, comme décrit dans le tableau ci-dessous. 
 
Tableau 11 : Couleurs correspondantes à la sensibilité 
SENSIBILITÉ  COULEUR 
0.02 Vert  
0.2 Noir 
0.5 Rouge 
0.8 Bleu 
 
Afin d’effectuer cette étude de manière méthodique, elle sera présentée en deux parties, la première 
concernera la méthode de transformation basée sur la détermination du mode dynamique tandis 
que la deuxième sera pour la TNL centrée, asymétrique. Dans chacune des deux options, il est 
important d’analyser les distributions des résidus pour chaque capteur, que ce soit dans une 
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situation de fonctionnement nominal ou en présence de fautes. Il est aussi primordial de porter 
attention aux capteurs non-fautifs lors de l’apparition d’une faute sur un des autres capteurs. 
 
4.4.1.1 TNL basée sur la détermination du mode dynamique 
 
Dans cette sous-section, nous nous intéressons donc à la première méthode de transformation non 
linéaire, basée sur la détermination du mode dynamique de fonctionnement du véhicule que nous 
appellerons TNL1 pour simplifier. Dans un premier temps, les distributions pour chaque capteur 
lors du fonctionnement nominal seront présentées (figures 85 et 86). Ensuite l’étude en présence 
de fautes sera réalisée, comme mentionné plus haut. Comme mentionné dans la section 3.2.2, le 
résidu pour cette méthode de TNL nécessite une comparaison avec la valeur globale de 
transformation pour présenter une distribution autour de 0 lors du fonctionnement nominal. Voici 
donc les distributions pour le fonctionnement nominal des capteurs INS et du couple d’odomètres 
arrière (le fonctionnement étant identique pour les 2 couples d’odomètres, il a été choisi de n’en 
représenter qu’un ici). 
 
 
Figure 85 : Distribution du résidu de l'INS pour la TNL1 dans un fonctionnement nominal. 
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Figure 86 : Distribution du résidu des odomètres arrière  pour la TNL1 dans un fonctionnement nominal. 
Les deux distributions présentent le comportement attendu, à savoir une distribution centrée autour 
de 0 avec une variance augmentant avec la diminution de la valeur de σ. Les distributions pour les 
valeurs très faibles de sensibilité semblent excentrées, mais cela est dû à la discrétisation lors de 
l’estimation de population. 
La représentation du comportement des distributions est toutefois plus complexe à présenter, car 
celles-ci vont aussi varier selon la nature, mais aussi l’importance de la faute injectée. Concernant 
la nature de la faute, il a été choisi de présenter successivement chacune de celles étudiées, mais 
concernant l’importance de la faute, celle-ci étant un paramètre des simulations pouvant prendre 
une multitude de valeurs, vous présenter l’évolution de celle-ci serait soit illisible, soit trop 
encombrant. Tout comme nous avons sélectionné plusieurs niveaux de sensibilité afin de vous les 
présenter, l’évolution des distributions par rapport à l’amplitude de la faute serait présentée à l’aide 
de trois valeurs distinctes d’amplitude de faute. Les différentes natures de fautes seront présentées 
et les signaux ne subissant aucune perturbation (résidu concernant la vitesse angulaire quand une 
faute est introduite sur la mesure d’accélération de l’INS, par exemple) ne seront pas présentés.  
 
4.4.1.1.1 Biais sur la mesure d’accélération de l’INS 
La première simulation nous amène donc au biais sur l’accélération de l’INS. Le comportement 
en cas de biais sur la vitesse angulaire étant identique, il ne sera pas présenté. Dans un premier 
 137 
 
temps, voici les distributions pour des valeurs de biais de 0.2, 0.5 et 1 m/s2 respectivement du haut 
vers le bas (Figure 87). 
 
 
Figure 87 : Distribution des résidus de l'accélération INS en présence d'un biais sur cette mesure, pour trois valeurs différentes 
de biais. 
Comme attendu, les distributions en présence d’une faute se décalent du point central. Plus la 
valeur de sensibilité est faible et plus la distinction est effectuée facilement. Toutefois, la valeur la 
plus faible de sensibilité (0.02) semble ne pas réagir comme souhaité. Comme discuté, un 
compromis doit être fait entre sensibilité et robustesse au bruit. De plus, il semble qu’une partie 
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des distributions restent centrées, comme il est possible de l’observer en se concentrant sur la 
figure du bas représentant la distribution avec un biais de 1m/s2. Il apparait de façon plus distincte 
pour le résultat avec une sensibilité de 0.2, tracé en noir, qu’une partie de la distribution reste 
autour de 0. Ce comportement est dû aux valeurs importantes d’accélération qui ne permettent pas 
d’effectuer la détection correctement, comme expliqué dans la section 3.2.1.1, figure 29. De plus, 
les résidus des autres capteurs subiront des perturbations tel que décrit dans la section 3.2.2. (Figure 
88). 
 
Figure 88:Distribution des résidus de l'accélération déterminée par les vitesses odométriques arrière  en présence d'un biais sur 
l’accélération mesurée par l’INS, pour trois valeurs différentes de biais. 
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4.4.1.1.2 Biais sur la mesure odométrique avant droite 
Dans le cas d’un biais sur une des mesures de vitesses odométriques, les déterminations 
d’accélération (figure 89) et de vitesse de lacet (figure 90) seront faussées. Il est donc important 
d’observer les deux composantes. Les biais entrainant les résultats présentés ci-dessous, sont 
respectivement, de haut en bas, de 2, 5 et 10 m/s. Ainsi, les deux figures ci-dessous représentent 
les distributions de résidus pour l’accélération et la vitesse angulaire. Il semblerait notamment que 
la vitesse de lacet soit plus sensible que l’accélération à un biais sur une des vitesses angulaires. 
En effet, compte tenu de la manière dont est estimée l’accélération, un biais sur la vitesse serait 
intégralement masqué. 
 
Figure 89 : Distribution des résidus de l'accélération déterminée par les vitesses odométriques avant  en présence d'un biais sur 
la vitesse odométrique avant droite, pour trois valeurs différentes de biais. 
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 Ce phénomène pourrait se traduire par des détections manquées, mais, toutefois le résidu sur 
l’estimation de vitesse angulaire permet une détection.  
 
Figure 90 : Distribution des résidus de la vitesse de lacet déterminée par les vitesses odométriques avant  en présence d'un biais 
sur la vitesse odométrique avant droite, pour trois valeurs différentes de biais. 
Suite à l’analyse des résultats concernant les résidus incriminés, il est possible d’observer les 
résidus des mesures non fautives. Les figures 91 et 92 représentent donc respectivement les 
distributions pour les mesures de vitesse de lacet de l’INS et pour le couple d’odomètres arrière. 
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Les résidus non-fautifs pour les accélérations dépendant des résidus fautifs et ces derniers étant 
centrés autour de 0, les distributions resteront inchangées et ne seront donc pas présentées. 
 
Figure 91 : Distribution des résidus de la vitesse de lacet de l’INS en présence d'un biais sur la vitesse odométrique avant droite, 
pour trois valeurs différentes de biais. 
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Figure 92 : Distribution des résidus de la vitesse de lacet déterminée par les vitesses odométriques arrière en présence d'un biais 
sur la vitesse odométrique avant droite, pour trois valeurs différentes de biais. 
Comme attendu avec la TNL1, les résidus non-fautifs sont aussi perturbés, entrainant un risque de 
fausses alarmes. 
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4.4.1.1.3 Facteur d’échelle sur la mesure INS 
Les simulations ont été réalisées uniquement sur la mesure d’accélération, le comportement en cas 
de faute sur la mesure de vitesse angulaire étant similaire. Dans le cas de l’apparition d’un gain 
sur une mesure, le problème vient principalement du fait que lors de mesures de valeurs proches 
de 0, la perturbation ainsi générée sera très faible. Il sera donc plus délicat d’effectuer une 
détection, toutefois une détection manquée lorsque la mesure fautive n’entraine pas de 
perturbations importantes sur le résultat est très peu couteuse puisque le fonctionnement ne sera 
que très faiblement impacté. En résultera donc une distribution présentant une quantité non 
négligeable d’éléments autour de la valeur 0 (dépendamment du profil de la mesure, si celle 
présente une forte concentration de valeur autour de 0) et des valeurs s’en éloignant, témoignant 
de la faute sur la mesure. Les figures ci-dessous présentent respectivement les distributions 
fautives pour des gains de 0.5, 1 (valeur non fautive) et 1.5, pour illustrer l’évolution avec des 
gains inférieurs et supérieurs à 1 (figure 93), et les distributions non fautives liées à l’estimation 
de l’accélération via les odomètres arrière pour ces mêmes valeurs de gain (figure 94). 
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Figure 93 : Distribution des résidus de l'accélération de l’INS  en présence d'un gain sur la mesure d’accélération de l’INS, pour 
trois valeurs différentes de gain. 
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Figure 94 : Distribution des résidus de l'accélération estimée à l’aide des odomètres arrière  en présence d'un gain sur la mesure 
d’accélération de l’INS, pour trois valeurs différentes de gain. 
Ces notions devront être prises en compte lors de la détermination de seuil permettant la détection.  
4.4.1.1.4 Facteur d’échelle sur la mesure de vitesse odométrique avant droite 
Les deux résidus en accélération (figure 95) et en vitesse de lacet (figure 96) seront présentés ici 
afin d’observer l’impact d’un gain sur la mesure de vitesse odométrique. Les deux figures 
suivantes représentent respectivement la distribution du résidu en accélération en vitesse de lacet, 
pour des gains de 0.5 (haut), 1 (centre, non-fautif) et 1.5 (bas). 
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Figure 95 : Distribution des résidus de l'accélération estimée à l’aide des odomètres avant  en présence d'un gain sur la mesure 
de vitesse odométrique avant droite, pour trois valeurs différentes de gain. 
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Figure 96 : Distribution des résidus de la vitesse de lacet estimée à l’aide des odomètres avant  en présence d'un gain sur la 
mesure de vitesse odométrique avant droite, pour trois valeurs différentes de gain. 
Il apparait que le résidu correspondant à la vitesse de lacet semble beaucoup plus sensible aux 
fautes de cette nature. Tout comme lors de la simulation précédente, les valeurs d’accélérations 
faibles autour de 0 ne permettent pas une distinction nette de la faute. Les distributions sont donc 
légèrement décalées, mais restent toutefois majoritairement nulles. Les résidus concernant la 
vitesse de lacet sont quant à eux beaucoup plus faciles à traiter. Compte tenu de ce constat, seuls 
les résultats concernant la vitesse angulaire seront présentés pour le capteur INS non-fautif (figure 
97). 
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Figure 97 : Distribution des résidus de la vitesse de lacet mesurée par l’INS  en présence d'un gain sur la mesure de vitesse 
odométrique avant droite, pour trois valeurs différentes de gain. 
 
4.4.1.1.5 Collage  
Ici seront présentés les résultats de simulation en présence d’un collage à une valeur d’une mesure. 
Le cas particulier d’un collage à 0 sera présenté ici. La simulation sera réalisée, dans un premier 
temps pour un collage de la mesure d’accélération de l’INS (figure 98) puis de la vitesse 
odométrique avant droite (figure 99). Seuls les résidus fautifs seront montrés ici, puisque les non-
fautifs dépendent directement de ces derniers (section 3.2.2).  
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Figure 98 : Distribution des résidus de l’accélération mesurée par l’INS  en présence d'un collage à 0 de cette mesure. 
Les distributions sont une fois de plus partagées entre des valeurs autour de 0 pour les mesures 
d’accélérations qui sont elles-mêmes centrées autour de 0, et des mesures entrainant une 
perturbation puisque différentes de la valeur réelle d’accélération. 
 
Figure 99 : Distribution des résidus de la vitesse de lacet estimée à l’aide des odomètres avant  en présence d'un collage à 0 de 
la mesure de vitesse odométrique avant droite. 
Le collage d’une vitesse odométrique est très facilement identifiable en utilisant la vitesse de lacet, 
comme le montre la figure 99.  
Ce dernier résultat de simulation termine l’analyse des résidus concernant la TNL1 basée sur la 
détermination du mode dynamique de fonctionnement. Une étude de même nature va maintenant 
être réalisée pour la transformation non linéaire asymétrique centrée autour d’une valeur globale. 
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4.4.1.2 TNL asymétrique centrée 
Dans cette section, les mêmes simulations que précédemment seront réalisées en ne modifiant que 
le mode de transformation non linéaire, qui cette fois est asymétrique et centrée autour de la valeur 
globale (nommée TNL3). Dans ces conditions nous n’effectuons pas l’étape de comparaison à la 
valeur globale de résidu, nécessaire dans le cas précédent. 
4.4.1.2.1 Biais sur la mesure d’accélération de l’INS 
Ci-dessous les distributions pour des valeurs de biais de 0.2, 0.5 et 1 m/s2 respectivement du haut 
vers le bas (figure 100). 
 
Figure 100 : Distribution des résidus de l'accélération INS en présence d'un biais sur cette mesure, pour trois valeurs différentes 
de biais. 
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La courbe verte représentant la plus faible valeur de sensibilité configurée semble erronée, mais 
fonctionne toutefois correctement. Son comportement se traduit par le fait que pour un biais 
supérieur à 0.2, le résidu prendra de façon systématique une valeur de 1 pour le scénario réalisé et 
les autres valeurs sont à 0. Les distributions des capteurs non fautifs restent parfaitement centrées 
autour de 0. 
4.4.1.2.2 Biais sur la mesure de vitesse odométrique avant gauche. 
Un biais variant de 0 à 10 m/s est injecté sur la mesure de vitesse odométrique avant gauche. Ci-
dessous sont représentées les distributions des résidus pour la vitesse de lacet estimé à l’aide du 
couple d’odomètres avant pour trois valeurs de biais (figure 101). Les autres résidus restent une 
fois de plus centrés autour de 0 et ne seront donc pas représentés. 
 
Figure 101 : Distribution des résidus de la vitesse de lacet déterminée par les vitesses odométriques avant  en présence d'un 
biais sur la vitesse odométrique avant gauche, pour trois valeurs différentes de biais. 
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4.4.1.2.3 Facteur d’échelle sur la mesure d’accélération de l’INS 
Tel que discuté dans la section concernant le facteur d’échelle utilisant la TNL1, il est plus délicat 
d’effectuer la détection d’un gain, puisque les mesures originellement centrées autour de 0 ne 
seront que très peu impactées par la faute. Ainsi, les distributions présenteront une forte 
concentration autour de 0 si l’entrée du signal présente une grande quantité de faibles valeurs 
(comme cela peut être le cas lors de certaines phases de conduites sans changement de dynamique, 
comme une conduite sur autoroute avec régulateur de vitesse). Cette détection manquée est 
toutefois peu couteuse puisque l’erreur résultante est très faible. La figure 102 représente donc les 
distributions pour trois valeurs distinctes de gain. Une grande concentration de résultats se retrouve 
autour de 0 comme prévu, toutefois un étalement de la distribution apparait pour des valeurs de 
gain différentes de 1. Les distributions non fautives restent inchangées et centrées autour de 0, 
quelle que soit la valeur du gain. 
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Figure 102 : Distribution des résidus de l'accélération de l’INS  en présence d'un gain sur la mesure d’accélération de l’INS, 
pour trois valeurs différentes de gain. 
4.4.1.2.4 Facteur d’échelle sur la mesure odométrique avant gauche 
Le facteur d’échelle sur la vitesse odométrique est beaucoup plus facile à distinguer puisqu’il se 
traduit par un biais sur l’estimation de la vitesse de lacet (figure 103). 
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Figure 103 : Distribution des résidus de la vitesse de lacet estimée à l’aide des odomètres avant  en présence d'un gain sur la 
mesure de vitesse odométrique avant droite, pour trois valeurs différentes de gain. 
 
 
4.4.1.2.5 Collage 
Un collage à zéro est réalisé pour la mesure d’accélération de l’INS (figure 104), puis dans un 
deuxième temps sur la mesure de vitesse odométrique avant gauche (figure 105). Les deux graphes 
suivants représentent donc le résidu en accélération pour le capteur INS, et le résidu de vitesse de 
lacet pour l’estimation effectuée avec le couple d’odomètres avant. Les résidus non-fautifs restent 
centrés autour de zéro. 
 155 
 
 
Figure 104 : Distribution des résidus de l’accélération mesurée par l’INS  en présence d'un collage à 0 de cette mesure. 
 
Figure 105 : Distribution des résidus de la vitesse de lacet estimée à l’aide des odomètres avant  en présence d'un collage à 0 de 
la mesure de vitesse odométrique avant gauche. 
Les résultats sont similaires à ceux obtenus pour l’injection d’un facteur d’échelle, et les 
conclusions sont les mêmes. 
 
Une fois ces distributions obtenues, la prochaine étape est d’appliquer un seuil afin de déterminer 
l’efficacité de l’algorithme de détection. Comme convenu dans la section 3.2.3, il n’est pas aisé de 
définir un seuil optimal de façon théorique. Une série de simulation est alors réalisée en faisant 
varier la valeur de seuil de détection afin de déterminer la meilleure solution. 
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4.4.2 Courbes ROC 
Les courbes ROC (Receiver Operating Characteristic) permettent l’évaluation de la qualité d’une 
décision pour un test d’hypothèse [96]. Pour cela, l’affichage de la probabilité de détections 
effectuées correctement en fonction de la probabilité de fausses alarmes est effectué, en faisant 
varier le seuil de détection de façon à faire évoluer la courbe.  
Considérant le nombre de paramètres pouvant évoluer lors des différentes simulations réalisées 
(TNL utilisée, Nature du défaut, importance de la faute, sensibilité choisie), il est difficile de 
représenter toutes les possibilités. Certains exemples seront donc montrés pour illustrer les 
principaux résultats obtenus ainsi que les faits permettant de choisir la meilleure solution possible 
pour réaliser le test d’hypothèse. Généralement, les courbes ROC sont représentées sous forme 
d’un réseau de courbes, pour plusieurs valeurs d’un des paramètres comme décrit dans la figure 
106. Dans le cas, par exemple, d’une décision entre deux distributions de forme gaussienne 
centrées autour de deux points espacés d’une distance dg variable, cette dernière est prise en 
compte pour tracer le réseau de courbes, comme dans l'exemple donné ci-dessous. 
 
Figure 106 : Exemple de courbes ROC en fonction de la distance dg. 
Inspiré par cet affichage, les résultats présenteront donc un réseau de courbes pour plusieurs 
valeurs de fautes, de la plus faible vers la plus forte valeur simulée. Chaque courbe sur un graphe 
représente une valeur de biais différente respectant le code couleur donné dans la table suivante. 
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COULEUR VALEUR DE BIAIS (M/S2) 
BLEU 0.02 
VERT  0.2 
JAUNE  0.4 
NOIR 0.6 
ROUGE 0.8 
 
Généralement, et comme nous avons pu l’observer dans les simulations concernant les 
distributions fautives en présence de biais, les distributions permettent d’effectuer une détection 
de fautes assez facilement (dépendamment bien entendu de la valeur de biais et de sensibilité). Cet 
exemple sera donc étudié en premier. 
La première simulation permet l’évaluation de l’impact de la sensibilité sur la détection (σ 
augmente de gauche à droite) pour un biais sur la mesure de l’INS, et pour les deux méthodes de 
transformation non linéaire (TNL1 : figure 107, et TNL2 : figure 108). Cette première série de 
simulation est réalisée en ne tenant compte que des résultats obtenus pour la présence de biais sur 
l’INS et lors de simulations non fautives. Les fausses alarmes dues à la présence d’une faute sur 
d’autres capteurs ne sont donc pas étudiées dans un premier temps. Afin de réaliser ces courbes 
ROC, les données de PRO-SiVIC ont été utilisées, dans un premier temps sans ajout de faute pour 
obtenir les taux de fausses alarmes selon la sensibilité et le seuil configuré, puis dans un deuxième 
temps avec l’ajout des fautes décrites ici, pour obtenir les taux de bonne détection. Le 
comportement présenté pour la figure 107 semble fortement non-linéaire. Cela peut s’expliquer 
par le fait qu’en plus de dépendre du seuil et de la sensibilité, la détection va aussi dépendre du 
niveau de signal en entrée comme décrit dans la section 3.3.1.1 (figure 29). De plus, l’écart 
important entre les valeurs de biais de 0.4 (jaune) et de 0.6 (noir) peut être dû à l’impact du bruit 
qui rendra plus délicate la détection de biais de faible amplitude.  
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Figure 107 : Courbes ROC pour un biais sur la mesure d'accélération de l'INS pour la TNL1 avec des sensibilités de 0,02 (en 
haut, à gauche), 0.4 (en haut, à droite) et 0.8 (en bas). 
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Figure 108 : Courbes ROC pour un biais sur la mesure d'accélération de l'INS pour la TNL2 avec des sensibilités de 0,02 (en 
haut, à gauche), 0.4 (en haut, à droite) et 0.8 (en bas). 
Mis à part pour la plus faible valeur de biais, la solution fournie par la TNL2 semble correspondre 
aux attentes (dépendamment du seuil) contrairement à la TNL1 qui présente des probabilités 
d’erreurs supérieures.  
Concernant l’impact de l’apparition de fautes sur d’autres capteurs, il est possible de relever 
plusieurs choses : 
- La TNL2 n’est pas affectée par ce phénomène. 
- La TNL1 sera affectée (comme vu précédemment) et une prise de décision 
supplémentaire sera nécessaire pour effectuer la détermination de la source fautive.  
Le problème n’est alors plus une simple décision binaire, mais un problème de classification et il 
devient plus délicat de déterminer la solution optimale. Les résultats de la TNL3 ne sont pas 
présentés ici car identiques aux résultats de la TNL2, mais pour un test bilatéral. 
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Toutefois, la TNL1 présentant systématiquement des probabilités d’erreur plus importantes que la 
TNL2, cette dernière lui sera préférée, et le reste de l’analyse sera effectuée uniquement pour la 
transformation non linéaire asymétrique centrée autour de la valeur globale. 
 
4.5 Conclusion 
Ce chapitre durant lequel les différentes simulations réalisées ont été présentées a permis d’évaluer 
les différentes solutions proposées pour la génération des résidus.  
Dans un premier temps, les évaluations de trois méthodes différentes pour l’estimation de la valeur 
globale ont permis de déterminer que la méthode utilisant une moyenne pondérée serait la plus 
efficace. Utilisant la valeur globale ainsi estimée, les différentes solutions de transformation non 
linéaire ont été réalisées et étudiées dans différentes conditions afin d’évaluer leur efficacité et leur 
robustesse selon les conditions de fonctionnement proposées. Par la suite, la génération de résidu 
a été effectuée et étudiée avant la réalisation de courbes ROC afin de permettre une évaluation 
globale de la qualité de la détection réalisée en fonction des différents paramètres pour toutes les 
conditions possibles étudiées. Toutefois, il est encore nécessaire de procéder à l’étape 
d’optimisation permettant la sélection des sensibilités et seuils entrainant le plus faible taux 
d’erreur possible.  
Pour conclure, ce chapitre a permis au travers de l’étude des résultats de simulations obtenus de 
sélectionner la méthode de génération de résidu la plus efficace, consistant en une transformation 
non linéaire asymétrique centrée autour de la valeur globale, estimée par une moyenne pondérée 
tel que décrit dans la section 3.2.1.2.5. Cette méthode sera utilisée dans le chapitre V. 
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Chapitre V : Analyse des résultats et étude de cas 
 
Dans ce chapitre, une analyse des résultats obtenus en simulation sera effectuée afin de déterminer 
les conditions optimales de détection de faute. Pour cela, nous utiliserons les courbes ROC 
obtenues précédemment et nos émettrons des hypothèses pour fixer les valeurs de seuil et de 
sensibilité. L’étude sera ensuite évaluée dans des conditions d’utilisation différentes. Dans ce 
chapitre les calculs et résultats sont présentés pour le capteur INS, mais la méthode doit être 
appliquée de la même façon pour chaque signal d’entrée. 
 
5.1 Analyse des probabilités d’erreurs et détermination du seuil 
Afin de déterminer la valeur de seuil permettant la meilleure détection, nous utilisons les courbes 
ROC obtenues précédemment pour déterminer les conditions permettant le plus faible taux 
d’erreur. Outre le taux d’erreur, il est important de déterminer le coût de chaque mauvaise décision. 
Ce coût correspond à l’impact qu’une mauvaise décision peut avoir sur le fonctionnement du 
système.  
Tout d’abord, les fausses alarmes. Cette erreur de diagnostic entraine l’isolation temporaire d’un 
capteur pour éviter la transmission de données erronées aux algorithmes de fusion de données. Ce 
type d’erreur n’entrainant donc pas de perte de fonctionnement dans le système, nous pouvons 
considérer son coût comme nul. Toutefois, un taux de fausses alarmes trop élevé pourrait entrainer 
des problèmes de fonctionnement liés aux commutations successives d’un capteur notamment dues 
à un processus stochastique additionnel en entrée.  
Les étapes précédentes de simulations ont permis d’observer aussi une probabilité de détections 
manquées non négligeables lorsque le signal d’entrée présente des valeurs faibles et que la faute 
n’entrainait pas de variations importantes de la valeur mesurée (collage à 0 où gain pour un signal 
d’entrée lui aussi proche de 0). Dans ces conditions il est important de différencier les erreurs 
nuisibles au fonctionnement de celles n’entrainant pas de modification majeure de la valeur de 
sortie. Compte tenu de la méthode de création des résidus, les valeurs fautives non détectées ne 
sont jamais éloignées de la valeur globale en entrée. Cet éloignement peut être ajusté via la 
sensibilité. Toutefois, trop la réduire entrainerait une forte augmentation du taux de fausses 
alarmes. Dans ces conditions, la première étape est d’ajuster la sensibilité pour que le taux de 
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fausses alarmes reste acceptable tout en réduisant au maximum, à la fois les détections manquées 
et leur coût. 
Afin de déterminer ces coûts C01, l’erreur quadratique entre la valeur fautive S01 et la valeur réelle 
Sre lors d’une détection manquée est utilisée. 
  201 01( ) ( , 0 | 1) ( )reC t S t H H S t   
        (94) 
Selon la demande, il est possible d’attribuer un coût plus important en appliquant un gain sur sa 
détermination. Prenant en compte cette valeur, il est donc possible de déterminer le risque Ψ lié à 
la prise de décision en sommant les coûts correspondants aux détections manquées. Ainsi, on 
obtient un risque dépendant du coût ainsi que de la proportion de détections manquées. 
01
C
N
 
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        (95) 
Où N est le nombre d’échantillons total. La détermination de critère permet l’évaluation des 
performances en fonction de la sensibilité et du seuil. Ainsi la dernière étape consiste à trouver les 
caractéristiques permettant la minimalisation du risque. Il est toutefois nécessaire de fixer la valeur 
maximale de probabilité de fausses alarmes souhaitées, car il est probable que la minimalisation 
entraine un très fort taux de fausses alarmes.  
Plusieurs stratégies peuvent être choisies afin de sélectionner les bons paramètres. Chaque stratégie 
consiste à choisir et fixer un premier critère puis de rechercher les caractéristiques permettant 
l’optimisation des autres critères, selon une hiérarchie définie.  
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Figure 109 : Stratégie générale d’optimisation de la décision 
 
La première stratégie choisie repose sur le taux de fausses alarmes et le risque dû aux détections 
manquées. La méthode de détermination des paramètres de détection sera donc de retirer dans un 
premier temps toutes les caractéristiques donnant un taux de fausses alarmes supérieur à celui 
choisi, puis de sélectionner celles permettant l’obtention de la plus faible valeur de risque, quelles 
que soient les conditions (valeur et nature de la faute). Les conditions optimales seront donc 
obtenues en suivant la méthode décrite dans le diagramme suivant. 
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Figure 110 : méthode de détermination des conditions optimales de détection 
En utilisant cette méthode, et en configurant le taux maximum  de fausses alarmes à 1%, il est 
possible d’obtenir les risques présentés dans la figure suivante pour le capteur INS, selon la 
sensibilité et le seuil. À partir de ces valeurs de risque, et en suivant encore la méthode ci-dessus, 
nous pouvons obtenir les caractéristiques présentées dans le tableau 11. 
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Figure 111 : Risques globaux en fonction du seuil et de la sensibilité 
Tableau 12 : Récapitulatif des résultats obtenus pour la première stratégie proposée 
Taux maximal de fausses alarmes demandé 1% 
Risque minimal obtenu 0.0117 
Seuil 0.98 
Sensibilité 0.02 
Taux de fausses alarmes correspondant 0 
Taux de détections manquées correspondant 68% 
 
On observe que le taux moyen de détections manquées est très élevé, toutefois le risque encouru 
est très faible. Il est aussi possible de dissocier les différentes natures de fautes. En effet, il a été 
démontré plus tôt que certaines natures de fautes, selon la valeur de celles-ci et la valeur d’entrée, 
pouvaient être extrêmement difficiles à détecter, car la déviation entre la valeur mesurée et la 
valeur réelle est trop faible, d’où le risque très faible. Ce choix est fait pour des probabilités 
d’apparition des défauts de chaque nature égales, toutefois, il est aussi possible d’effectuer cette 
opération pour optimiser chaque décision de façon indépendante, car le taux de détections 
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manquées élevé peut indiquer que le test est optimal pour une nature de faute, mais de qualité 
moindre pour les autres.  
Tableau 13 : Résultats dissociés pour chaque nature de faute. 
Nature de la faute Taux de détections manquées Risque maximum induit 
Biais 5.5% 0.02 m/s2 
Facteur d’échelle 100% 0.01 m/s2 
Collage 100% 0.01 m/s2 
 
Ces résultats permettent d’observer que, effectivement, le test n’est pas optimal pour chaque nature 
de faute, toutefois que les valeurs de risques sont extrêmement faibles. Cela est dû au fait que les 
valeurs d’erreurs maximales correspondent aux taux de détections manquées les plus faibles. Le 
risque induit par un biais étant plus important que celui induit par les deux autres fautes étudiées, 
une étude indépendante pour chaque nature de faute pourrait s’avérer bénéfique. Le taux de 
détections manquées de 100% pour les facteurs d’échelle et les collages correspondent en effet au 
scénario particulier que nous avons simulé. Toutefois, pour déterminer la qualité réelle du 
détecteur, la première chose à faire est de déterminer les erreurs maximales pour chaque nature. 
Pour cela, utilisant les valeurs de sensibilité et de seuil sélectionnées, nous calculons la valeur 
d’erreur en entrée entrainant le passage par ce seuil en utilisant la transformation inverse de celle 
utilisée (TNL-1). Il s’agit de déterminer quel signal d’erreur maximal en entrée permettra 
d’atteindre le seuil de détection. 
 
_ ( 2*ln((1 )*0.4* 2 )Err Max seuil     
         (96) 
L’erreur maximale selon cette équation et les paramètres utilisés est alors Err_Max = 0.0805. 
À l’aide de cette équation, il est alors possible d’étudier une deuxième stratégie où la première 
priorité serait l’erreur maximale acceptable et le deuxième serait le taux de fausses alarmes. En 
configurant l’erreur maximale tolérée en entrée à 0,1, cette nouvelle stratégie donne les mêmes 
caractéristiques (seuil et sensibilité) que la stratégie précédemment présentée. En réduisant encore 
l’erreur admissible en entrée pour atteindre une valeur de 0.05 m/s2, la valeur de seuil diminue, et 
nous obtenons les résultats présentés dans le tableau suivant. Le taux de détections manquées 
baisse tandis que la probabilité de fausses alarmes augmente. 
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Tableau 14 : Récapitulatif des résultats obtenus pour la deuxième stratégie proposée 
Erreur maximale demandée 0.05 
Risque minimal obtenu 0.074 
Seuil 0.76 
Sensibilité 0.02 
Taux de fausses alarmes correspondant 16% 
Taux de détections manquées correspondant 51% 
 
Cette deuxième stratégie a pour avantage de ne pas tenir compte des probabilités d’erreur, et donc 
de pouvoir être ajustée selon les conditions d’utilisation.  
La qualité de la détection dépendra donc aussi de la stratégie choisie. Lors de la comparaison de 
la méthode de détection proposée avec d’autres méthodes, il sera nécessaire de prendre en compte 
la stratégie choisie. 
 
5.2 Comparaison de la méthode proposée avec une méthode 
existante. 
 
Afin d’évaluer les performances du détecteur de fautes proposé, une comparaison avec une 
méthode existante est proposée ici. Pour ce faire, la méthode proposée dans [97] est reprise dans 
notre contexte. Nous avons choisi de comparer les résultats obtenus à cette méthode, car elle utilise 
elle aussi la redondance analytique de données dans un contexte véhiculaire et a été rédigée en 
2015. Le vecteur d’état du véhicule sera composé au minimum de l’accélération longitudinale Accx 
et de la vitesse de lacet Vθz, mesures qui seront estimées à l’aide de plusieurs filtres de Kalman, 
excluant chacun un des jeux de capteurs permettant l’estimation de l’état, et un premier filtre 
prenant en compte tous les capteurs. Dans le contexte proposé, nous disposerons donc de 4 quatre 
filtres, F0 disposant de tous les capteurs, F1 sans INS, F2 sans le couple d’odomètres avant, et F3 
sans les odomètres arrière. La description de la dynamique faite par Huang et al. indique une 
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accélération longitudinale et une vitesse de lacet constante. Les résidus sont ensuite calculés par 
la différence entre les variables estimées de l’état et les mesures brutes.  
Dans ces conditions, nous avons choisi d’effectuer la détection de trois types de fautes, un biais 
sur la mesure d’accélération de l’INS, un collage à zéro de ce dernier et de la mesure inertielle de 
la vitesse de lacet puis enfin un collage à zéro de la mesure de vitesse odométrique avant droite. 
Tout d’abord, suivant le scénario utilisé pour les simulations précédentes, les résidus pour les 
trajectoires, lors du fonctionnement nominal. Sont présentés, en bleu, les résidus calculés suivant 
la méthode de Huang et al., et en rouge, les résidus obtenus avec la méthode proposée ici, pour 
une sensibilité de 0.2.  
 
Figure 112 : Résidus pour la méthode proposée (rouge) et la méthode de Huang et al. 
Lors de la simulation suivante, un biais de 0.3 m/s2 est injecté sur la mesure d’accélération de 
l’INS, puis un collage à zéro de cette dernière mesure seront simulés. Le biais est représenté sur la 
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figure par une zone bleutée quand le collage sera en vert. Pour ces deux fautes, seuls les résidus 
de l’accélération seront présentés, ceux de la vitesse de lacet n’étant pas altérés. 
 
 
 
Figure 113 : Résidus concernant l'accélération en présence de biais (zone en bleu) et de collage à 0 (vert) de la mesure 
d'accélération longitudinale de l'INS. 
Il apparait que la méthode proposée ici (en rouge, à gauche) fournit un résidu présentant une 
perturbation uniquement pour le capteur INS quand la méthode proposée par Huang et al. (à droite, 
en bleu) présente des perturbations sur l’ensemble des résidus en accélération, de plus faible 
amplitude, mais celles-ci peuvent tout de même entrainer des fausses alarmes pouvant nuire au 
fonctionnement du système. 
La seconde simulation concerne le collage à zéro de la mesure de vitesse de lacet de l’INS (zone 
verte), puis de la vitesse odométrique avant droite (zone bleue). Dans ce dernier cas, les deux 
mesures d’accélération et de vitesse de lacet seront affectées, elles seront donc cette fois-ci toutes 
les deux représentées. Le collage de la mesure INS est difficilement détecté par la méthode 
proposée, car les valeurs de vitesse de lacet au moment de l’apparition de la faute sont faibles. Il 
est à noter que cette faute est d’ailleurs totalement ignorée par la méthode de Huang et al. Le 
collage à 0 de la vitesse odométrique avant droite entraine quant à lui une détection efficace pour 
les deux algorithmes toutefois perturbées par l’apparition de perturbations sur les résidus issues 
des mesures provenant des autres capteurs. 
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Figure 114 : Résidus en présence de collage à 0 de la mesure odométrique avant droite  (zone en bleu) et de la mesure de vitesse 
de lacet de l'INS (vert). 
La méthode proposée semble donc présenter certains avantages par rapport à la méthode décrite 
dans Huang et al. Tout d’abord, l’absence dans la plupart des cas de perturbations sur les résidus 
non affectés permet une réduction des fausses alarmes. Ensuite, la possibilité de modifier la 
sensibilité de la transformation non linéaire permet, selon les conditions d’utilisation, de rendre 
l’algorithme plus robuste en présence de forts bruits de mesures, ou bien plus sensible aux fautes 
de faibles valeurs, si les conditions le permettent, sans augmenter les fausses alarmes. Enfin, le 
temps de calcul de la méthode proposée ici est quatre fois plus faible que celle usant de filtres de 
Kalman. Ce facteur est d’autant plus important que l’ajout d’autres capteurs et l’utilisation d’autres 
vecteurs de mesures affectera plus grandement le temps de calcul des filtres de Kalman, que la 
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solution utilisant les transformations non linéaires. Les deux solutions étant toutefois rapides (0.4 
ms par itération pour les filtres de Kalman et 0.1 ms pour les TNL) cela peut paraitre anecdotique, 
toutefois dans un système complexe où le temps de calcul doit être partagé entre toutes les 
applications, il est nécessaire de réduire ce dernier au maximum. 
Concernant les performances en termes de pourcentage d’erreur, pour les deux simulations 
présentées dans cette section, regroupant les quatre fautes étudiées, nous obtenons les résultats 
décrits dans le tableau ci-dessous. 
Tableau 15 : Pourcentage d’erreur en fonction du capteur ciblé et de la méthode utilisée 
 Méthode de 
Huang et al. 
Méthode par 
TNL 
INS 
Fausses alarmes 31.8 2.1 
Détection manquées 11.2 15 
Pourcentage d’erreur total 43 17 
Odomètres 
arrière 
Fausses alarmes 11.8 2.2 
Détection manquées 0 0 
Pourcentage d’erreur total 11.8 2.2 
Odomèters 
avant 
Fausses alarmes 1 2.8 
Détection manquées 0.1 0.6 
Pourcentage d’erreur total 1.1 3.4 
Global 
Fausses alarmes 14.9 2.4 
Détection manquées 3.7 5.2 
Pourcentage d’erreur total 18.5 7.6 
 
Ici, le seuil de détection a été optimisé pour les deux méthodes. Toutefois, d’autres paramètres 
peuvent entrer en ligne de compte, les conditions données dans la publication ont été reprise 
directement. Les résultats obtenus montrent globalement de meilleurs résultats pour la méthode 
proposée ici, utilisant une transformation non-linéaire, même si la méthode utilisant des filtres de 
Kalman est parfois plus performante. Ces observations permettent de déduire que notre solution 
est compétitive face aux solutions proposées dans l’état de l’art. 
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5.3 Conclusion 
L’analyse des résultats présentée ici a permis de définir une méthode permettant l’optimisation de 
deux critères d’évaluation de la qualité de la détection de faute en choisissant au mieux la 
sensibilité du détecteur ainsi que le seuil de comparaison. Cette méthode consistant à limiter un 
premier critère dans un premier temps avant d’optimiser le second suivant les restrictions imposées 
par le premier permet l’obtention de résultats en accord avec la stratégie choisie par l’utilisateur. 
Il est toutefois complexe d’évaluer les performances du détecteur de fautes, tant les critères de 
performances sont nombreux, mais aussi tant il est difficile de rencontrer toutes les conditions 
réelles pouvant intervenir lors du fonctionnement du véhicule. Cette évaluation a donc été 
effectuée via la comparaison de notre méthode avec un détecteur de fautes à redondance analytique 
proposée dans la littérature. Au cours de cette comparaison, nous avons pu noter des résultats très 
encourageants, enregistrant notamment un meilleur comportement des résidus non-fautifs lors de 
l’apparition d’une faute sur un autre capteur. Dans ces conditions, les résidus non incriminés 
présentaient un comportement majoritairement proche du comportement nominal pour notre 
méthode de détection, quand celle issue de l’état de l’art présentait des perturbations pouvant 
entrainer des fausses alarmes. Ces observations en plus d’autres permettent de conclure que notre 
solution présente des bonnes performances, pouvant d’autant plus s’adapter selon la stratégie 
choisie. 
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Chapitre VI : Conclusion générale 
 
Les systèmes de transports intelligents se démocratisent et l’automatisation de ces derniers est au 
centre de toutes les discussions. La question sécuritaire est souvent abordée quand on parle de 
véhicules automatisés. Que ce soit en termes de prise  de décision lors d’évènements à risque où 
de fiabilité des systèmes, la sécurité est et doit rester la priorité numéro un dans le développement 
de nouveaux systèmes de transports intelligents. Afin de s’assurer du bon fonctionnement, en toute 
sécurité, du véhicule, il est primordial d’avoir une parfaite connaissance de son environnement et 
de son état. Afin d’assurer cette connaissance, les véhicules sont pourvus d’une multitude de 
capteurs. Qu’ils soient extéroceptifs et permettent d’avoir une vision globale des environs d’un 
véhicule (Caméras, radar, lidar…) pour des applications de détections d’obstacles, ou d’aide au 
stationnement; ou bien qu’ils soient proprioceptifs (GNSS, INS, odomètres…) et soient utilisés 
pour la géolocalisation ou des applications de régulation de vitesse, les capteurs sont au centre des 
systèmes d’aide à la conduite et d’automatisation de la conduite. Connaissant l’importance des 
capteurs au sein d’un véhicule, il est primordial de pouvoir avoir confiance en l’information 
mesurée par ces derniers.  
Prenant en compte ces aspects, nous avons proposé dans cette thèse une solution de détection de 
faute pouvant intervenir sur les capteurs embarqués d’un véhicule, basée sur la redondance 
analytique des données, utilisant une transformation non linéaire. 
Dans un second chapitre, suite à l’introduction, un état de l’art a été dressé. Afin de mieux 
comprendre les enjeux de la détection de faute, les véhicules intelligents et les systèmes d’aide à 
la conduite (ADAS) ont été étudiés. La dynamique du véhicule a ensuite été abordée afin de 
comprendre les limitations que pouvaient avoir certaines méthodes proposées dans la littérature. 
Dans cette section, des modes dynamiques de fonctionnement ont été définis. Différentes 
méthodes de fusion de données ont aussi été étudiées, dont certaines utilisant les modes 
dynamiques de fonctionnement définis au préalable afin de faciliter la modélisation de 
comportement véhiculaire. Ces parties préliminaires ont permis de présenter à la fois le contexte 
de l’étude et la difficulté que représente la modélisation de comportement véhiculaire. Par la suite, 
les modèles permettant de représenter les capteurs ainsi que les fautes et perturbations pouvant 
nuire à leur fonctionnement ont été étudiés. Une fois ceci terminé, les différentes solutions 
proposées pour effectuer le diagnostic de faute ont été présentées. L’accent a tout d’abord été mis 
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sur la modélisation des systèmes, et les détecteurs de fautes l’utilisant. Comme décrit plus tôt, il 
est important de noter que la complexité du comportement du système due aux différentes 
interactions avec son environnement peut entrainer des erreurs liées à cette modélisation. Enfin, 
les méthodes basées sur la redondance analytique ont été décrites. Cette méthode semblant plus 
appropriée à la problématique proposée, elle a donc été choisie pour poursuivre l’étude. 
Le chapitre 3 a ensuite permis le développement théorique de l’architecture proposée. Cette 
dernière étant basée sur la redondance analytique, la première étape fut d’effectuer le choix des 
capteurs sous surveillance, ainsi que des mesures utilisées pour effectuer la détection. Par la suite, 
l’observabilité des différents modèles de fautes proposés dans la littérature a été étudiée afin de 
s’assurer qu’aucun d’eux ne soit masqué par la transformation subie par la mesure. L’architecture 
globale de la méthode proposée a alors été décrite. Cette architecture comportant plusieurs blocs 
indépendants, chacun d’eux a été étudié dans une section différente. Tout d’abord, la 
transformation non linéaire (TNL) a été présentée. Trois solutions ont été proposées afin 
d’effectuer la TNL, deux d’entre elles nécessitant l’estimation d’une valeur globale de mesure en 
entrée. Ici aussi, trois solutions ont été proposées et étudiées en simulation par la suite. La première 
TNL proposée nécessitant une estimation de valeur globale de résidu, cette dernière a été étudiée 
dans la section suivante. Enfin, le processus de décision a été présenté dans la dernière section de 
ce chapitre. 
Dans le quatrième chapitre, toutes les simulations permettant d’évaluer la méthode proposée ont 
été présentées, des différentes estimations de valeur globales proposées au résultat final en 
présence de fautes de différentes natures et intensités. Ce chapitre nous a permis de déterminer que 
la TNL la plus performante est la TNL3, transformation non linéaire asymétrique, centrée autour 
de la valeur globale, estimée par une moyenne pondérée. Utilisant cette transformation, taux de 
fausses alarmes et de bonnes détections ont été calculées afin de tracer les courbes ROC. 
Dans le cinquième chapitre, les résultats obtenus précédemment ont été utilisés afin de déterminer 
les paramètres utilisés dans la prise de décision (seuil et sensibilité). Afin d’optimiser le choix de 
ces paramètres, une méthode a été développée afin de favoriser de critères d’évaluation de la 
décision. Selon la stratégie choisie, il est donc possible, par exemple de réduire au maximum le 
taux de fausses alarmes en limitant l’erreur maximale à une valeur donnée. L'évaluation les 
performances de notre méthode étant subjective puisque dépendant des données en entrées, les 
résultats ont été comparés, pour des mêmes conditions, avec ceux obtenus à l’aide d’une méthode 
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issue de la littérature, elle aussi basée sur la redondance analytique des données. Noter méthode 
fournissant de meilleurs résultats, pour un temps de calcul plus faible, nous pouvons estimer que 
la solution proposée est viable. 
En résumé, cette thèse présente une nouvelle méthode de détection de fautes pouvant perturber les 
mesures de capteurs embarqués sur un véhicule intelligent. Cette méthode basée sur la redondance 
analytique des données et utilisant une transformation non linéaire des données permet d’effectuer 
la détection de faute sur les capteurs, quelle que soit la dynamique du véhicule. Lors de cette étude, 
nous avons pris pour exemple une centrale inertielle et deux couples d’odomètres (gauche-droite) 
sur les roues avant et arrière, afin d’estimer l’accélération longitudinale et la vitesse de lacet du 
véhicule. Il est toutefois possible d’utiliser cette méthode pour d’autres jeux de capteurs en 
s’assurant de trouver une mesure commune assurant l’observabilité des fautes appliquées en 
entrée. 
Concernant les perspectives futures pour ce projet, suite à l’étude réalisée sur les capteurs 
proprioceptifs il serait intéressant d’étendre l’analyse des résultats aux autres capteurs et ainsi 
pouvoir vérifier les performances de la détection de faute pour de capteurs de natures différentes. 
Ensuite il serait intéressant d’utiliser toutes les ressources proposées par les nouvelles technologies 
dans le domaine de l’intelligence véhiculaire (communication inter-véhiculaire, apprentissage 
machine) pour étudier la possibilité d’amélioration continu des performances de la méthode 
proposée. Étant donné l’essor connu par le développement des nouvelles technologies dans cette 
industrie, les possibilités d’amélioration semblent très prometteuses. 
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