We propose a method for the simulation of large ionic systems with long-range forces using the Monte Carlo method. This method employs a domain decomposition strategy for subdividing the simulation cell and parallelisation of these subdomains using a thread based strategy. This is thus ideally suited to modern day multi-core architectures.
Introduction
Oxides, both binary and ternary, such as perovskites, have an enormous range of useful properties, exploited in thermoelectrics, ferroelectrics, ion conductors, colossal magneto-resistant materials, superconductors and piezoelectrics and are candidate materials for further uses in energy conversion, in catalysis, as sensors, and in memory applications [ 1 ] . The manufacture of working devices often demands the ability to exercise precise control in the industrial production of these materials. Indeed, even atomic level definition may be required for applications such as supported superconductors, magnetic, optical and electronic devices. In order to exercise control during the fabrication process we need to understand the thermodynamic properties and in particular often the subsolidus structure of complex oxide systems. Appreciation of cation ordering, defect clustering, exsolution processes, domain formation and microstructure evolution, and their consequences is crucial both in materials science and in mineralogy.
The literature is awash with relevant examples of which one or two must suffice here. Promising electrolytes for intermediate-temperature solid oxide fuel cells include CeO2, doped for example with Gd 3+ [ 2 ] . Simple arguments would suggest that the ionic conductivity would increase steadily with dopant concentration, consistent with an increasing concentration of oxygen vacancies. But the conductivity reaches a maximum at a concentration much before the solubility limit. The traditional explanation is the formation of clusters of the dopant cations and the oxygen vacancies [ 3 , 4 ] . This has been shown to be incomplete by the experimental observation using microscopy and electron diffraction [ 5 ] of nano-size domains accompanied by local ordering of oxygen vacancies and dopant segregation, and such domains are also responsible for the decrease in conductivity [ 6 ] . But the detailed composition and atomistic structure of the domains, which vary markedly with dopant, and the underlying mechanisms responsible for their formation and influence on the conductivity remain unclear.
Atomistic modelling of such systems in order to tackle these issues is particularly challenging. The length scales involved are such that very large numbers of atoms are needed in simulation cells. Indeed, as pointed out by Wang et al. [ 7 ] , computer simulations have tended to examine the local structure of point defects and are too small in scale to study nano-domain structure in oxides. Typically such traditional pointdefect calculations (and thus at the dilute limit) have been carried out to establish the energies of associated defects, such as in recent work on Y-doped CeO2 [ 8 ] where such calculations were used to suggest building blocks for the construction of larger defect clusters. Alternatively, the structure of a large unit cell containing a defect or defect cluster can be optimised (the supercell approach) [ 9 ] . But such an approach imposes an artificial periodicity, and only a small number of configurations (arrangements) can be considered. Computationally feasible supercells are still too small for microstructure evolution and only a few configurations can be considered. Neither of these methods is readily extended to systems which require explicit consideration of a large number of different configurations over a large lengthscale. We require a method to take explicit account of possible cluster formation and ordering automatically over such lengthscales for specified finite dopant concentrations, making no assumptions about local structure and which can also readily take into account the effects of elevated temperatures.
In previous work we have demonstrated, for oxides and silicates, the use of [ 19 , 20 , 21 ]. This distributed data strategy allows the simultaneous evolution of the simulation cell on all processors (cores). However MD timescales longer than a few nanoseconds remain a serious problem and the MC method is far more suitable for calculating thermodynamic properties (associated with, e.g. orderings, adsorption, partition coefficients, solvation, self-assembly, agglomeration, melting and crystallization, free energy differences, interfaces). Unfortunately, due to the stochastic nature of MC, it is not straightforward to apply the domain decomposition algorithms developed in MD and this problem is augmented for ionic materials such as oxides, where long-range interactions are necessary. Moreover, in MC simulations it is often necessary to carry out a greater number of moves as the number of particles in the cell increases in order to maintain the same degree of sampling.
In this paper we describe a simple protocol that can be employed to study very large ionic systems using MC style moves. This procedure overcomes many of the limitations in previous calculations and we demonstrate the methodology using a simple binary oxide mixture.
Method
At finite defect or trace element concentrations or in solid solutions it is necessary to sample effectively numerous different configurations, allowing for the exchange of ions at crystallographically inequivalent positions. In standard molecular dynamics simulations of condensed materials kinetic barriers prevent atoms or ions from moving through the lattice and so in almost all cases it is impossible to sample a statistically meaningful number of configurations within a reasonable amount of computational time. Similarly in Monte Carlo (MC) simulations an unfeasibly large number of random atom displacements are required for an appreciable number of exchanges.
We have previously implemented a MC scheme to calculate the solubility of dopant ions in ionic materials as a function of temperature, pressure and composition [ 22 ] . Such MC calculations include four types of change in the system; which type of change is attempted at any stage is made at random. (ii) A trial change in the cell parameters. All simulations are carried out within the NPT ensemble. 24 The magnitude of the volume change is also chosen at random, within a specified amount and is governed by the variable vmax (adjusted automatically so that the acceptance/rejection ratio is 0.5). After each volume alteration the change in energy is calculated and a decision whether to accept or reject this is made according to the standard Metropolis scheme. In this study we adjusted only the cell volume, however, the procedure can be generalised (i.e., random changes in any of the lattice parameters).
(iii) Exchange of the positions of two ions selected at random. In our demonstration calculation below, this involves swapping an Mg 2+ ion and a Mn 2+ . The change in energy is determined and the exchange is accepted or rejected according to the usual Metropolis method.
(iv) A trial mutation of one cation type into a second type (and vice versa) . The energy required for this evaluated and employed to calculate the change in chemical potential. The accuracy of any simulation is dependent on the suitability of the interatomic potential model chosen. As in our previous calculations we have employed the ionic model writing the interaction energy between any pairs of ions i and j as:
The first two terms on the right hand side together form an interatomic potential of the Buckingham form and the potential parameters, A, ρ and C can be obtained through fitting to either ab initio or experimental data. For all the calculations presented in this paper we use the potential set developed by Lewis and Catlow [ 25 ] . We have previously successfully employed this potential set to study Mg1-xMnxO in bulk materials, surfaces and thin films [10, 16] . The final term on the right-hand side is the Coulomb interaction of the ions which decays very slowly as a function of distance (as 1/rij 
where α is a damping parameter. The damping function serves to accelerate the convergence of the Madelung energy to the correct energy as the pairwise interaction cutoff (Rc) distance is increased [30] . The advent of these methods permits the calculation of the electrostatic terms in the same section of the program as the nonbonded pair interactions. Vlugt et al. [31] have recently explored the application of both the Wolf and FG methods for the calculation of the thermodynamic properties of small molecules in zeolitic materials. They found that in order to reproduce the thermodynamic data calculated using the Ewald method to the same accuracy, Rc had to be as large as 20 Å [ 34 ] . Thus for MC simulations using either serial or a replicated data parallel calculation method, the increased cutoff gives rise to a much larger cell size than would be required using the Ewald method negating any computational advantages.
We now present the parallelisation strategy for the MC simulation of multi-million atom simulations. The memory requirements of these simulations and the need to speed up the evaluation of the interaction energy of a particle (to increase the number of configurations sampled within a reasonable time frame) makes it necessary to split the calculation over a number of cores, i.e. domain decomposition is required. This can only be achieved in MC if the domains do not interact and each processor can work on a domain simultaneously. A number of strategies have been developed to prevent the interaction of domains [ 35 ] . All of these reduce the domains into subdomains and we and vmax are stored globally (for rmax an average over the cores is calculated). As they are computed infrequently (approximately every 100 cycles) this does not add significantly to computational time required for the simulation.
Pilot application to solid solutions
We first compare the results obtained with the FG method with a benchmark. For this we used the Ewald technique as implemented in the MC program DL_MONTE [ 41 ] .
Moreover, DL_MONTE was employed to verify, where possible, the results calculated with the new DDMC code. It is also necessary to establish a framework in which the comparisons can be made. For example, it is not appropriate to use the defect energy of an isolated Mn 2+ ion in MgO -the difference between two large quantities>> -due to the fluctuations in the total energy during MC simulations and more sensitive tests are required. We found the most useful test was the calculation of the chemical potential difference, Δμ, calculated using the test particle mutations described above (equation We have also briefly investigated the influence of temperature on the formation of defect clusters. As expected the association of dopant ions is reduced so that for x = 0.1 the dopants tend to be dispersed at temperatures above 600 K. Nevertheless, even at 1400 K for higher concentrations, such as for x = 0.25 shown in figure 5 , nano-sized domains persist.
Conclusions
We have demonstrated that it is feasible to employ DDMC to study large ionic systems using approximate methods for the long-range Coulomb sum whilst retaining the accuracy of the thermodynamic properties of the materials. This approach is facilitated by the structure of modern high performance computers by providing a combination of MPI and openMP parallelisation.
In this instance we have studied 1728000 ions using 64 domains, but the method could be readily employed to run much larger systems. The technique has been applied in a pilot project to study the structure of MgxMn (1- 
