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Abstract 
The volatility of electricity prices is the important information for the risk management of electricity markets and the 
pricing of electricity financial derivatives. A multicycle GARCH-M model based on Gram-Charlier series expansion 
of the normal probability density function is proposed, in which the time trend, time-varying variance, time-vaying 
skewness, multicycles and the relationship among load and spot price can be fully taken into account. The numerical 
example based on the historical data of the Pennsylvania-New Jersey-Maryland electricity market shows that the 
time-varying variance and squared system load have a significant effect on the average daily electricity prices, there 
exist volatility clustering and weekly, semi-monthly, monthly, bimonthly, quarterly and semi-annual periods, and the 
second and third moments of electricity price series manifest the clear synchronous time-varying characteristics. 
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1. Introduction 
In deregulated electricity markets, electricity price is set by the market clearing price at which quantity 
supplied is equal to quantity demanded. It is influenced not only by the objective factors such as weather 
condition, load demand, power production costs, available generation capacity and transmission network 
congestion, but also by the subjective factors such as market trading rules, participants’ bidding strategies 
and psychological reaction to prices. All of these factors make an accurate price prediction become a 
complex issue. The current methods to predict electricity price can be divided into long-term and short-
term forecasting methods [1]. The long-term price forecasting can be achieved by simulating the 
competition rules, which mainly include probabilistic production simulation, oligopoly equilibrium model 
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and intelligent agent simulation model. With the statistical analysis for a large number of historical data, 
the mathematical model to reflect price change can be established and the short-term price forecasting can 
be obtained. The short-term forecasting methods mainly include time series analysis, artificial neural 
network, grey forecasting models and hybrid prediction approaches. 
With relatively small historical data required, time series analysis (TSA) can accurately reflect the 
continuous changes of the historical data, and has the advantage of analytical tractability. Autoregressive 
moving average (ARMA) and autoregressive moving average with exogenous variables (ARMAX) 
models are the commonly used TSA methods. In [2], an ARMAX model with load as an exogenous 
explanatory variable is used to predict the next 24-hour spot price in the Pennsylvania-New Jersey-
Maryland (PJM) electricity markets. Due to the characteristics such as non-constant mean and variance 
for the most electricity price time series, an electricity price forecasting method based on autoregressive 
integrated moving average (ARIMA) model has been proposed in [3], but the impacts of load and other 
factors on electricity price were not considered. Cuaresma et al. [4] have noted that each hour of the day is 
also an important factor to influence day-ahead electricity price and an ARMA-based period-decoupled 
forecasting model is proposed, showing greatly improved prediction accuracy for the price spikes. The 
electricity price forecasting methods using combination of ARIMA with predicted errors improvement 
and wavelet transfer funtion are respectively proposed in [5] and [6]. A period-decoupled electricity price 
forecasting method based on transfer function models, taking the effect of load on electricity price and the 
non-stationary properties of price series into account, is presented in [7], and further improve the 
prediction accuracy. However, with the assumption that the price series distribution is normal with 
constant variance, these models in [2-7] can not effectively deal with the heteroscedasticity of price series, 
and, moreover, the more estimated parameters and computational cost have also impeded their heavy use 
in practice. 
With comprehensive consideration of the changing rules and influencing factors of the electricity spot 
prices, a multicycle GARCH-M model based on Gram-Charlier series expansion of the normal probability 
density function (henceforth, GC expansion) is proposed, in which the second moment, third moment and 
multicycle of electricity price series are described by time-varying variance, time-varying skewness and 
sine function. The proposed model holds the advantages of less computational cost and parsimonious 
scale of estimated parameters. The numerical example based on the historical data of the PJM market 
shows that time-varying variance and the system load square have a significant effect on the average daily 
electricity prices, there exist volatility clustering and weekly, semi-monthly, monthly, bimonthly, 
quarterly and semi-annual periods, and the second and third moments of electricity price series manifest 
the clear synchronous time-varying characteristics. 
2. Model and solution method 
2.1. Multicycle GARCH-M model 
Electricity price forecasting model can be viewed as a multi-input single-output system, in which the 
output variable is the electricity price and the input variables are the impact factors of electricity price 
such as fuel prices, seasonality, climate, load and bidding strategies of market participants. Moreover, in 
this paper, the system will be delineated by a multicycle GARCH-M model. Considering the market 
clearing price and system load are publicly available in each market all over the world. Therefore, the 
system load at hours t, t-1, … and the electricity prices at hours t-1, t-2, … are selected as the input 
variables. Assume that tp , 
2
td , and tε  denote the spot price, the squared system load  and the residual at 
hour t, respectively, then the multicycle GARCH-M model can be formulated as follows: 
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where B  is the backshift operator, 1tI −  denotes an available information set till period 1t− , th  denotes 
conditional variance of tε , tz  denotes the standardized residual, ( )f t  denotes the time trend and 
seasonal changes, wkdd  is a dummy variable that takes a value of 1 if the observation is in weekday and 
zero otherwise (weekend), 0 1 2 11 1 21 2( , , , , , , , , )m mα α α α α α α α= " " , 1( , , )uγ γ γ= " , 1( , , )pφ φ φ= " , 1( , , )qκ κ κ= " , 
1( , , )vθ θ θ= "  and 0 11 1 21 2( , , , , , , )h hr sβ β β β β β= " "  are the estimated parameters. With this general formulation 
for the sinusoidal function we allow for the possibility of having many cycles per year, and the amplitude 
and the location of the peak of the cycle can be respectively captured by 1iα  and 2iα .  
2.2. Parameters calibration 
Before parameters calibration, assumption on the distribution of residuals needs to be made. Using a 
GC expansion truncated at the third moment, the probability density function (PDF) for tz  conditional on 
the available information set 1tI −  can be obtained [8]. The conditional PDF of tε  can be expressed as: 
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where tη  denotes the conditional third moment (skewness) corresponding to the distribution of tz , 
0 11 1 21 2( , , , , , , )r s= η ηδ δ δ δ δ δ� �  is the parameters to be estimated in the skewness equation. 
Let ( , , , , , , )ξ α φ θ γ κ β δ= , the log-likelihood function for all observations corresponding to tε  is given by: 
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where 1( ) ln ( )t t tl ξ g ε I −=  is the log-likelihood function for one observation at period t. By maximizing 
the ( )L ξ , the estimate values of parameters ξ , ξ , can be obtained. It is important to note that the log-
likelihood function ( )L ξ  is highly nonlinear. Therefore the starting values of the parameters ξ  must be 
selected with care. In order to improve the accuracy of estimation, a successive approximation method, 
namely using the parameters estimated from simpler models as starting values for more complex one, is 
used in this paper. 
3. Empirical results  
The PJM is organized as a day-ahead market. Participants submit buying and selling bid curves for 
each of the next 24 hours. Then the market operator aggregates bids for each hour and determines market 
clearing prices and volumes for each hour of the following day. In this paper, A total of 1197 observations 
of average daily electricity spot prices in dollars per megawatt hour ($/MWh) and average daily loads in 
gigawatt (Gw) are employed to validate the performance of the multicycle GARCH-M model. The sample 
period begins on 1 June, 2007 and ends on 9 September, 2010. Analyzing the correlation coefficient, 
partial correlation coefficient and time trend chart of the sample data, the values of , , , , , , , ,h hm p q u v r s r sη η  in 
the GARCH-M model can be identified. In our situation, they are equal to 52,1,3,1,0,1,1,1,1. Table 1 
shows the results of the maximum likelihood estimation (except for the coefficient of conditional 
skewness, all other coefficients that are not significant at the 90% confidence interval have been removed). 
Investigating the data in Table 1, the following conclusions can be derived: 
Table 1. Estimation Results of GC Expansion Based Multicycle GARCH-M Model 
Parameters Estimated Std. Err. t-statistics p-value Parameters Estimated Std. Err. t-statistics p-value 
0α  1.1322 0.3409 3.322 0.0009 224α  129.54 0.3437 376.90 0.0000 
2α  -2.3450 0.3044 -7.704 0.0000 152α  1.0198 0.1446 7.055 0.0000 
0γ  0.0067 0.0001 46.668 0.0000 252α  -292.30 0.1782 -1640.6 0.0000 
1γ  -0.0065 0.0001 -44.971 0.0000 1κ  -0.2703 0.0294 -9.204 0.0000 
1φ  0.9798 0.0044 221.12 0.0000 2κ  -0.2646 0.0319 -8.288 0.0000 
12α  0.3370 0.0860 3.917 0.0001 3κ  -0.1630 0.0298 -5.471 0.0000 
22α  -160.13 0.1485 -1078.2 0.0000 0θ  0.0636 0.0339 1.873 0.0611 
14α  -0.1701 0.0402 -4.228 0.0000 0β  0.2750 0.0960 2.865 0.0042 
24α  -9.8079 0.2488 -39.416 0.0000 11β  0.8068 0.0197 40.902 0.0000 
16α  -0.1401 0.0413 -3.391 0.0007 21β  0.1945 0.0231 8.410 0.0000 
26α  -363.21 0.3104 -1170.3 0.0000 0δ  0.2029 0.0651 3.118 0.0018 
112α  0.1286 0.0505 2.547 0.0109 11δ  0.0386 0.2483 0.155 0.8764 
212α  -225.46 0.4009 -562.34 0.0000 21δ  0.0146 0.0041 3.549 0.0004 
124α  -0.2323 0.0816 -2.848 0.0044      
Maximum log-likelihood -3347.60 
Cramer-Von Mises Stitistics 0.336950 
Nyblom Stitistics 6.21922 
 
1) The Nyblom statistic for the model is less than the critical values at the 99% confidence interval. 
This shows that the estimated values of all parameters are of constancy. The model can be used to 
forecasting and analyzing the electricity spot prices. 
316  Ruiqing Wang et al.\ / Energy Procedia 14 (2012) 312 – 317 Ruiqin Wang et al. / Energy Procedia 00 (2011) 000–000 5 
 
2) The t-statistics for 1 2, , (2,4,6,12,24,52)i i i∈α α  are significant at the 95% confidence level. This shows that 
there exists weekly, semi-monthly, monthly, bimonthly, quarterly and semi-annual periods. The amplitude 
of the peak for the weekly period is larger than others. 
3) The t-statistic for 2α  is significant at the 99% confidence level. This shows that the impacts of load 
on the average daily electricity prices for weekday and weekend are more different. 
4) The t-statistics for 0γ  and 1γ  are significant at the 99% confidence level, indicting that 
2
td  has a 
marked impact on the average daily electricity prices. However, when 2td  is incorporated in the mean 
equation, the sign of 2α  changes from positive to negative. This shows that there exists some substitution 
effect between wkdd  and 
2
td . 
5) The t-statistic for 0θ  is significant at the 90% confidence level, showing the conditional variance 
has a marked impact on the average daily electricity prices. When keeping the other explanatory variables 
constant, the average daily electricity prices increase with the increase of the volatility of prices series.. 
6) The t-statistic for 11β  in the conditional variance equation is positive and significant at the 99% 
confidence level, indicting that the volatility is persistent. The impacts of prior periods volatility on 
current periods volatility show a gradually weakening trend, because the value of 11β  decreases with the 
lagged periods. As shown in the left panel of Figure 1, there clearly exists volatility clustering, 
demonstrating that high conditional variance is followed by high conditional variance.  
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Figure 1. Conditional Variance (left panel) and Skewness (right panel) of Electricity Price Series 
7) The t-statistic of 21β  in the conditional variance equation is significant at the 99% confidence level, 
indicating that the volatility of the electricity price series will be strengthened by external shocks. The 
sum of 11β  and 21β  is close to 1, indicating that there may exist an integrated GARCH effect for the 
average daily electricity price series. 
 8) The t-statistic of 21δ  is siginificant at the 99% confidence level, indicating that the conditional 
skewness will be strengthened by external shocks. As shown in the right panel of Figure 1, the conditional 
skewness series, different from the return series in the traditional financial markets, exist no obvious 
volatility clustering. In fact, this is rejected with the t-statistic of 11δ  that is not significant at the 90% 
confidence level. 
9）Comparing the left panel and the right panel of Figure 1, it can be found that when the volatility of 
conditional variance is high, the volatility of conditional skewness is also high, indicating that there exists 
synchonous time-varying characteristics between the conditional variance and skewness. 
10) The Cramer-Von Mises statistic 0.337 is slightly larger than the critical limit 0.333 at the 99% 
confidence level, indicating that the GC expansion truncated at the third moment is still not fully 
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consistent with the actual distribution of residuals. How to incorporate the higher moments in the 
GARCH-M model is a relevant subject to future research work.  
4. Conclusions 
With comprehensive consideration of the changing rules and influencing factors of the electricity spot 
prices, a multicycle GARCH-M model based on GC expansion is proposed, in which the multicycle, 
second and third moments of electricity price series are described by sine function, time-varying variance 
and skewness respectively. The proposed model holds the advantages of less computational cost and 
parsimonious scale of estimated parameters. Moreover, the time trend, conditional variance, conditional 
skewness, multicycle and the relationship among load and spot price can be fully taken into account. The 
numerical example based on the historical data of the PJM electricity market shows that time-varying 
variance and the squared system load have a significant effect on the average daily electricity prices, there 
exist volatility clustering and weekly, semi-monthly, monthly, bimonthly, quarterly and semi-annual 
periods, and the conditional variance and skewness of the electricity price series manifest the clear 
synchronous time-varying characteristics. But the GC expansion truncated at the third moment is still not 
fully consistent with the actual distribution of residuals. Therefore, in order to accurately describe the 
volatility of electricity price series, how to incorporate the higher moments (such as fourth moment) in the 
model is a relevant subject to future research work. 
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