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Abstract
Non-smoothness at optimal points is a common phenomenon in
many eigenvalue optimization problems. We consider two recent
algorithms to minimize the largest eigenvalue of a Hermitian ma-
trix dependent on one parameter, both proven to be globally con-
vergent unaffected by non-smoothness. One of these models the
eigenvalue function with a piece-wise quadratic function, and ef-
fective in dealing with non-convex problems. The other projects the
Hermitianmatrix into subspaces formed of eigenvectors, and effec-
tive in dealing with large-scale problems. We generalize the latter
slightly to cope with non-smoothness. For both algorithms, we an-
alyze the rate-of-convergence in the non-smooth setting, when the
largest eigenvalue is multiple at theminimizer and zero is strictly in
the interior of the generalized Clarke derivative, and prove that both
algorithms converge rapidly. The algorithms are applied to, and the
deduced results are illustrated on the computation of the inner nu-
merical radius, the modulus of the point on the boundary of the
field of values closest to the origin, which carries significance for
instance for the numerical solution of a definite generalized sym-
metric eigenvalue problem.
Key words. Eigenvalue Optimization, Non-Smooth Optimization,
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1 Introduction
A pair of Hermitian matrices A,B ∈ Cn×n is said to be definite if
γ(A,B) := min
z∈Cn,‖z‖2=1
√
(z∗Az)2 + (z∗Bz)2
= min
z∈Cn,‖z‖2=1
|z∗(A+ iB)z|
= min {|w| | w ∈ F (A+ iB)} > 0,
(1.1)
where F (C) denotes the field of values of C ∈ Cn×n, the subset of C de-
fined by
F (C) := {z∗Cz ∈ C | z ∈ Cn, ‖z‖2 = 1} .
The definiteness of (A,B) carries significance for the numerical solu-
tion of the generalized eigenvalue problem Ax = λBx [3, 5]. If (A,B) is
known to be definite, then the generalized eigenvalue problem can be
transformed into another related problem A˜x = λB˜x with λmin(B˜) =
γ(A,B). Furthermore, the transformed problem can be solved by calcu-
lating a Cholesky factorization B˜ = R∗R, and computing the eigenvalues
of the Hermitian matrix R−∗A˜R−1. This is a plausible procedure with a
small backward error provided γ(A,B) is not small. Two other applica-
tion areas concern Hermitian quadratic eigenvalue problems, in partic-
ular checking the hyperbolicity of such problems [8], and saddle point
linear systems with symmetric indefinite coefficient matrices, in partic-
ular setting up a conjugate gradient iteration for such systems [13].
Motivated by such applications, Cheng and Higham have focused on
procedures for efficient determination of whether a given pair (A,B) of
Hermitian matrices is definite or not [3]. If the Hermitian pair is not def-
inite, in the same paper, the authors have also considered the computa-
tion of a pair (A +∆A∗, B +∆B∗) where (∆A∗,∆B∗) solves the following
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minimization problem for a prescribed positive real number δ:
dδ(A,B) := min
{∥∥[ ∆A ∆B ]∥∥
2
∣∣∣∣ γ(A +∆A,B +∆B) ≥ δ} . (1.2)
The non-convex eigenvalue optimization problem
min
θ∈[0,2π)
λmax(A cos θ +B sin θ), (1.3)
has shown to be closely related to both the determination of whether
the pair (A,B) is definite or not, as well as the computation of an op-
timal (∆A∗,∆B∗) such that γ(A + ∆A∗, B + ∆B∗) ≥ δ and dδ(A,B) =∥∥[ ∆A∗ ∆B∗ ]∥∥2 . Note that above λmax(·) represents the largest eigen-
value of its matrix argument, which is a notation we adopt throughout
this text. The minimal value in (1.3) has a geometric meaning in terms of
F (A+iB); in absolute value it corresponds to the inner numerical radius
of A + iB, i.e., the modulus of the point on the boundary of F (A + iB)
closest to the origin. It is argued in [3] that the major challenge for the
estimation of dδ(A,B) is the global solution of the optimization problem
in (1.3).
The optimization problem in (1.3) is only a special instance of a family
of eigenvalue optimization problems
min
ω∈Ω
λmax(A(ω)), A(ω) :=
κ∑
j=1
fj(ω)Aj, (1.4)
whereΩ is an interval inR, thematricesA1, . . . , Aκ ∈ Cn×n areHermitian,
and the functions f1, . . . , fκ : Ω → R are real analytic on their domain Ω,
which is an open interval in R containing Ω. An eigenvalue optimiza-
tion problem of the form (1.4) is typically non-convex excluding the very
special affine caseA(ω) = A1 + ωA2.
Recentlywehave developed general algorithms [16, 9] that are inmany
cases effective in solving non-convex eigenvalue optimization problems
of the form (1.4) globally. The former of these [16] employs piece-wise
quadratic functions to model the objective eigenvalue function, and is
meant for small- to medium-scale problems. The latter [9] introduces a
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subspace framework to deal with problemswhen the size ofA(ω) is large.
It repeatedly projectsA(ω) to small subspaces, andminimizes the largest
eigenvalue of the resulting projected matrix-valued function.
Herewe present the adaptations of the algorithms in [16, 9] for the so-
lution of (1.3). This paves the way for efficient determination of whether
a Hermitian pair (A,B) is definite or not, as well as efficient computation
of the distance dδ(A,B) in (1.2) and a nearest definite pair (A˜, B˜) such
that γ(A˜, B˜) ≥ δ. The adaptation of the algorithm in [16] is guaranteed to
converge to the global minimizer of (1.3), and performs well in practice
on small- to medium-scale problems. The subspace framework in [9] ex-
tends the range of applicability to quite large Hermitian matrix pairs.
The main contribution of this work is on the theoretical side. Global
convergence of the algorithms has already been established; [9] is glob-
ally convergent for the family of optimization problems (1.4) provided
the projected problems are solved globally, whereas the algorithm in [16]
is globally convergent for problems of the form (1.4) provided a global
lower bound is known on λ′′max(A(ω)) over all ω where λmax(A(ω)) is dif-
ferentiable. We are also quite informed about the rate-of-convergences
of these algorithms in the smooth case when λmax(A(ω∗)) is simple at a
converged global minimizer ω∗; the subspace framework [9] converges at
a superlinear rate [9, 10] both in theory and in practice, while we observe
that the algorithm in [16] converges at a linear rate (even though a for-
mal proof is open, numerical experiments indicate a linear convergence
convincingly). However, little is known about the rate-of-convergences
in the presence of non-smoothness when λmax(A(ω∗)) is not simple. In
this work, we analyze the rate-of-convergences of the algorithm in [9, 10]
on the problems of the form (1.4) in the non-smooth setting. We as-
sume λmax(A(ω∗)) is multiple, moreover 0 ∈ Int ∂λmax(A(ω∗)) (i.e., zero
lies strictly in the interior of ∂λmax(A(ω∗))), where the generalized Clarke
derivative ∂f(ω) at ω∗ of a univariate function f(ω) that is differentiable
almost everywhere excluding a set Γ of measure zero is given by [4]
∂f(ω∗) := Co
{
lim
k→∞
f ′(ω(k))
∣∣ ω(k) → ω∗, ω(k) /∈ Γ ∀k} (1.5)
withCo(·) denoting the convex hull. The condition 0 ∈ Int∂λmax(A(ω∗)) is
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equivalent to λmax(A(ω)) having non-zero left-hand and non-zero right-
hand derivatives at ω∗, which is generically the case. In our analysis for
the subspace framework, we keep an additional assumption, namely we
assume 0 /∈ bd∂λj(A(ω∗)) (i.e., zero is not on the boundary of ∂λj(A(ω∗)))
for the jth largest eigenvalue λj(A(ω)) if λj(A(ω∗)) = λmax(A(ω∗)). This as-
sumption also holds generically in the non-smooth setting, and amounts
to requiring that λj(A(ω)) has non-zero left-hand and right-hand deriva-
tives at ω∗. We prove that if the maximum of the errors of the last two
iterates of the algorithm in [16] is h, the error of the next iterate is O(h2).
We also generalize the subspace framework in [9] to cope with the non-
smooth setting, and show rigorously that the iterates of the proposed
generalized framework converge at a quadratic rate.
Our work is exposed in the following order. Background on definite
pairs and on the distance dδ(A,B) are summarized in Section 2; in par-
ticular the links between these concepts, the eigenvalue optimization
problem (1.3) and the inner numerical radius of A + iB have been dis-
cussed. The crucial task is the solution of (1.3), equivalently the compu-
tation of the inner numerical radius of A + iB. In Section 3, two algo-
rithms are spelled out to compute the inner numerical radii for small to
medium size matrices, namely a level-set method and the algorithm in
[16] based on piece-wise quadratic support functions. The latter is pre-
sented in the general scope of (1.4) pointing out how it can be adapted
for (1.3). The remarkable contribution is a rate-of-convergence analy-
sis in Section 3.3 for the piece-wise quadratic support based algorithm
in the non-smooth setting when λmax(A(ω)) is multiple and not differ-
entiable at a converged global minimizer. The analysis indicates a rapid
convergence, surprisingly faster than the smooth case when λmax(A(ω))
is simple at the minimizer. This is followed by Section 4 which is de-
voted to the subspace framework to deal with (1.4) when the Hermitian
matrices A1, . . . , Aκ are large; the proposed framework generalizes the
basic one in [9] taking into account also the possible non-smoothness
at the optimal point. It is in particular applicable to solve (1.3) and to
compute the inner numerical radius of A + iB for large A, B. In Section
4.3, we establish a quadratic rate-of-convergence of the proposed sub-
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space framework formally in the non-smooth case, which was left open
by the previous works. Numerical examples at the ends of Sections 3 and
4 illustrate the efficiency of the algorithms, and confirm that the rate-of-
convergences established in theory are realized in practice.
2 BackgroundonDefinitePairs andNearestDef-
inite Pairs
2.1 Connections with Fields of Values
Recall that a given Hermitian pair (A,B) is definite if
γ(A,B) = min
z∈Cn,‖z‖=1
√
(z∗Az)2 + (z∗Bz)2
= min{|z| | z ∈ F (A+ iB)} > 0.
The quantity γ(A,B) is called the Crawford number. If a given Hermi-
tian pair (A,B) is known to be definite, then the following result [3, 19] is
helpful for the numerical solution of the generalized eigenvalue problem
Ax = λBx.
Theorem 2.1. Suppose that (A,B) is a definite Hermitian pair. Letting
Aθ := A cos θ +B sin θ and Bθ := −A sin θ +B cos θ,
for θ ∈ [0, 2π), and φ ∈ [0, 2π)be such that γ(A,B)eiφ = argminz∈F (A+iB) |z|,
the following assertions hold:
(i) Aθ + iBθ = e
−iθ(A+ iB).
(ii) The pair (uθ, vθ) is an eigenvalue of (Aθ, Bθ) (i.e., det(vθAθ − uθBθ) =
0) if and only if the pair (u, v) defined by[
v
u
]
:=
[
cos θ sin θ
− sin θ cos θ
] [
vθ
uθ
]
is an eigenvalue of (A,B) (i.e., det(vA− uB) = 0).
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(iii) The matrix Bϕ is positive definite, indeed λmin(Bϕ) = γ(A,B), where
ϕ := −π/2 + φ.
(iv) The inclusions F (Aϕ + iBϕ) ⊆ Hϕ := {ω ∈ C | Im(ω) ≥ γ(A,B)},
and iγ(A,B) ∈ F (Aϕ + iBϕ) hold.
The definiteness of a pair (A,B) can be inferred from the inner nu-
merical radius ofA+iB, where, for amatrixC ∈ Cn×n, its inner numerical
radius is defined by
ζ(C) := min {|z| | z is on the boundary of F (C)} .
It follows from (1.1) that the pair (A,B) is definite if and only if 0 /∈ F (A+
iB) if and only if γ(A,B) = ζ(A+iB). The next result describes a concrete
approach to determine the definiteness of (A,B) by solving an eigen-
value optimization problem associated with ζ(A+ iB).
Theorem 2.2 (Cheng&Higham [3]). The inner numerical radius satisfies
ζ(C) =
∣∣∣∣ minθ∈[0,2π)λmax(H(θ))
∣∣∣∣ (2.1)
where H(θ) = (Ce−iθ + C∗eiθ)/2. Letting θ∗ := argminθ∈[0,2π) λmax(H(θ)),
we furthermore have
(i) 0 ∈ F (C) if and only if λmax(H(θ∗)) ≥ 0, and
(ii) the point ζ(C)eiφ is on the boundary of F (C)with
φ :=
{
θ∗ if 0 ∈ F (C)
θ∗ + π if 0 /∈ F (C)
The eigenvalue optimization characterization (2.1) is a consequence of
the facts that the inner numerical radius of C and Ce−iθ are the same,
since F (Ce−iθ) = e−iθF (C), as well as
λmin
(
Ce−iθ + C∗eiθ
2
)
≤ Re(z) ≤ λmax
(
Ce−iθ + C∗eiθ
2
)
∀z ∈ F (Ce−iθ)
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where the bounds are attained at points on the boundary of F (Ce−iθ).
Next suppose that (A,B) is not definite. For a prescribed real num-
ber δ > 0, we consider dδ(A,B) defined as in (1.2), which corresponds to
a distance from (A,B) to a nearest definite pair that is δ-away from in-
definiteness. It is clear from this definition that if (A,B) is definite with
γ(A,B) > δ, then we have dδ(A,B) = 0. Moreover, dδ(A,B) has a charac-
terization in terms of ζ(A+ iB), which is stated next [3].
Theorem 2.3. For a given Hermitian pair (A,B), let C := A + iB and
θ∗ := argminθ∈[0,2π) λmax(H(θ)), where
H(θ) = A cos θ +B sin θ = (Ce−iθ + C∗eiθ)/2.
(i) We have
• dδ(A,B) = δ + ζ(C) if 0 ∈ F (C)
(equivalently if λmax(H(θ∗)) ≥ 0), or
• dδ(A,B) = max{δ − ζ(C), 0} if 0 /∈ F (C)
(equivalently if λmax(H(θ∗)) < 0).
(ii) Furthermore, letting H(θ∗) = Qdiag(λi)Q∗ with λn ≤ · · · ≤ λ1 be
a spectral decomposition, two sets of optimal perturbations in both
cases are given by
∆A1 = cos θ∗Qdiag(min{−δ − λi, 0})Q∗,
∆B1 = sin θ∗Qdiag(min{−δ − λi, 0})Q∗
and
∆A2 = −dδ(A,B) cos θ∗I, ∆B2 = −dδ(A,B) sin θ∗I.
(iii) The inner numerical radius ζ(A + ∆Aj + i(B + ∆Bj)) is attained at
ζ(A+∆Aj + i(B +∆Bj))e
i(θ∗+π) for j = 1, 2.
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2.2 Procedure to Locate a Nearest Definite Pair
Algorithm1 below computes the distance dδ(A,B)defined as in (1.2) for a
given real number δ > 0 by exploiting Theorem 2.3. It also computes op-
timal perturbations∆A,∆B, and determines an angle ψ such that (A˜, B˜)
is a definite pair with positive definite B˜ and λmin(B˜) = max{δ, γ(A,B)},
where A˜ + iB˜ = e−iψ(A +∆A+ i(B +∆B)).
Algorithm 1Distance to a Nearest Definite Pair
Input: Hermitian matrices A,B ∈ Cn×n, a parameter δ > 0
Output: dδ(A,B), matrices ∆A,∆B s.t. γ(A + ∆A,B + ∆B) = max{δ,
γ(A,B)} and ‖[∆A ∆B]‖2 = dδ(A,B), as well as ψ ∈ [0, 2π) s.t.
(A˜, B˜) = e−iψ(A + ∆A,B + ∆B) is a definite pair with λmin(B˜) =
max{δ, γ(A,B)}.
1: θ∗ ← argminθ∈[0,2π) λmax(A cos θ +B sin θ)
2: H(θ∗)← A cos θ∗ +B sin θ∗
3: Qdiag(λi)Q
∗ ← spectral decomposition ofH(θ∗) with λn ≤ · · · ≤ λ1
4: dδ(A,B)← max{δ + λ1, 0}
5: ∆A← cos θ∗Qdiag(min{−δ − λi, 0})Q∗
∆B ← sin θ∗Qdiag(min{−δ − λi, 0})Q∗
6: ψ ← θ∗+π/2 is such that (A˜, B˜) is a definite pair with positive definite
B˜ and λmin(B˜) = max{δ, γ(A,B)}, where A˜+iB˜ = e−iψ(A+∆A+i(B+
∆B))
We deduce that the matrix B˜ is positive definite with λmin(B˜) = δ for
the particular choice of ψ in line 6 by employing Theorems 2.3 and 2.1. In
particular, by part (iii) of Theorem 2.3, the inner numerical radius ζ(A +
∆A,B + ∆B) is attained at ζ(A + ∆A,B + ∆B)ei(θ∗+π). Hence, it follows
from part (iii) of Theorem 2.1 that, for the angle
ψ := θ∗ + π − π/2 = θ∗ + π/2,
the matrices A˜, B˜ defined by A˜ + iB˜ = e−iψ(A +∆A + i(B +∆B)) satisfy
λmin(B˜) = γ(A+∆A,B +∆B) = max{δ, γ(A,B)}.
Note that if (A,B) is definite with γ(A,B) ≥ δ, then Algorithm 1 re-
turns dδ(A,B) = 0 and∆A = ∆B = 0. But ψ in line 6 in this case satisfies
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A˜+ iB˜ = e−iψ(A+ iB) with λmin(B˜) = γ(A,B).
It is argued in [3] that the most challenging part of Algorithm 1 is
the solution of the optimization problem minθ∈[0,2π) λmax(H(θ)) globally
in line 1. In the next section we present two algorithms to solve these
non-convex eigenvalue optimization problems.
3 Computation of Inner Numerical Radius
3.1 Level-Set Algorithm
The problem at our hand can be expressed as
ζ(C) =
∣∣∣∣ minθ∈[0,2π) f(θ)
∣∣∣∣ , where f(θ) = λmax(H(θ)).
Our first algorithm to minimize f(θ) globally is analogous to the one to
compute the numerical radius described in [15], and is an extension of
the Boyd-Balakrishnan algorithm to compute theH∞-norm [2].
Following the practice in [15], for a given estimate α > 0 for the min-
imum of f(θ) over θ ∈ [0, 2π), the algorithm finds the α-level set of f(θ),
that is it determines the set of θ such that f(θ) = α. The open intervals
I1, . . . , Ik satisfying
f(θ) < α ∀θ ∈ Iℓ
for ℓ = 1, . . . , k are inferred from this α-level set. The refined estimate α˜
is set equal to the minimum value attained by f over the set of the mid-
points of I1, . . . , Ik. The key and challenging issue for the algorithm is
determining the α-level set of f(θ), and the following result [15] is helpful
for this purpose.
Theorem 3.1. Let α > 0 be a given real number, and
R(α) =
[
2αI −C
I 0
]
, S =
[
C∗ 0
0 I
]
.
The pencil L(λ) = R(α) − λS has eiθ as an eigenvalue for some θ ∈ R or
singular if and only if the Hermitian matrixH(θ) = (Ce−iθ + C∗eiθ)/2 has
α as an eigenvalue.
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We put Theorem 3.1 into use to find the α-level set of f(θ) as fol-
lows. First we extract the unit generalized eigenvalues eiθ
′
of the pencil
L(λ) = R(α) − λS. The set of such θ′ is a superset of the α-level set of
f(θ) by Theorem 3.1. To determine the exact α-level set, we compute the
eigenvalues of H(θ′) for each θ′, and keep the ones for which H(θ′) has α
as indeed the largest eigenvalue.
Now we are ready to present the algorithm. At the jth iteration, given
an estimate r(j) for f∗ := minθ∈[0,2π) f(θ) such that r(j) > f∗ and a set
of midpoints φ
(j)
1 , . . . , φ
(j)
mj of the open intervals where f(θ) takes values
smaller than r(j), theminimumvalue that f(θ) attains over themidpoints
φ
(j)
1 , . . . , φ
(j)
mj is computed. We set r
(j+1) equal to this minimum value. Ob-
serve that r(j+1) is a refined estimate, and still an upper bound for f∗. Sub-
sequently, the open intervals I
(j+1)
1 , . . . , I
(j+1)
mj+1 where f(θ) < r
(j+1) is deter-
mined by exploiting Theorem 3.1 followed by the maximum eigenvalue
checks. Here we note that I
(j+1)
mj+1 may be of the form I
(j+1)
mj+1 =
(
ℓ
(j+1)
mj+1 , 2π
)
∪
[
0, u
(j+1)
mj+1
)
with ℓ
(j+1)
mj+1 > u
(j+1)
mj+1 . Finally, the midpoints θ
(j+1)
1 , . . . , θ
(j+1)
mj+1 of
I
(j+1)
1 , . . . , I
(j+1)
mj+1 are computed. Algorithm 2 formally describes this level-
set method.
The sequence
{
r(j)
}
generated by Algorithm 2 is guaranteed to con-
verge to the minimal value of f(θ) globally, whose absolute value is equal
to ζ(C). This global convergence result can be deduced from the con-
tinuity of f(θ) and the fact that the length of the greatest open interval
where f(θ) is smaller than the current estimate is at least halved at each
iteration [2, Theorem 4.2].
Theorem 3.2. The sequence
{
r(j)
}
generated by Algorithm 2 converges to
f∗ := minθ∈[0,2π) f(θ).
Algorithm 2 converges locally at a quadratic rate under the assump-
tion that λmax(H(θ)) is simple at one of its global minimizers. It can be
proven for instance by following the ideas in the proof for the quadratic
convergence result [2, Theorem 5.1] regarding the level-set algorithm for
H∞-norm computation. A formal proof is included in Appendix A.
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Algorithm 2 Level-set based algorithm for inner numerical radius
Input: Amatrix C ∈ Cn×n.
Output: The sequence {r(j)}.
1: φ
(0)
1 ← 0 andm0 ← 1
2: for j = 0, 1, . . . do
3: r(j+1) ← min{f(φ(j)k ) | k = 1, . . . , mj}
4: Determine all of the intervals I
(j+1)
k =
(
ℓ
(j+1)
k , u
(j+1)
k
)
or I
(j+1)
k =(
ℓ
(j+1)
k , u
(j+1)
k + 2π
)
with ℓ
(j+1)
k , u
(j+1)
k ∈ [0, 2π) such that
f(θ) < r(j+1) ∀θ ∈ I(j+1)k and f(ℓ(j+1)k ) = f(u(j+1)k ) = r(j+1)
for k = 1, . . . , mj+1.
5: Form the set
{
φ
(j+1)
1 , . . . , φ
(j+1)
mj+1
}
, where φ
(j+1)
k is themidpoint of the
open interval I
(j+1)
k defined by
φ
(j+1)
k :=

ℓ
(j+1)
k
+u
(j+1)
k
2
, if ℓ
(j+1)
k < u
(j+1)
k
ℓ
(j+1)
k
+u
(j+1)
k
+2π
2
mod 2π, otherwise
.
6: end for
Theorem 3.3. Let θ∗ := argminθ∈[0,2π) λmax(H(θ)), and suppose λmax(H(θ))
is simple at θ∗. Then the sequence
{
r(j)
}
generated by Algorithm 2 con-
verges to f∗ := minθ∈[0,2π) f(θ) at a quadratic rate.
Remark. In the case that λmax(H(θ)) is not simple at θ∗, we have no longer
quadratic convergence. This is unlike the analogous algorithms to com-
pute the numerical radius and H∞-norm, which converge quadratically
regardless of the multiplicity of the eigenvalue at the maximizer of the
largest eigenvalue function involved. The reason is that the largest eigen-
value function at a maximizer is guaranteed to be at least twice continu-
ously differentiable. On the contrary, this differentiability property is not
true at a minimizer of the largest eigenvalue function if the eigenvalue is
not simple.
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3.2 Support Based Algorithm
The algorithm that we employ in this section for computing the inner
numerical radius is borrowed from [16]. Throughout the section, we con-
sider the general setting of (1.4). The algorithm that we discuss here to
solve (1.4) globally is based on the boundedness of the second derivatives
of the objective eigenvalue function. It replaces the eigenvalue func-
tions with piece-wise quadratic support functions that underestimate
λmax(A(ω)) globally.
We first introduce formally the quadratic support functions, which
are the main ingredients of the algorithm and based on the analytical
properties of λmax(A(ω)). The next result states the analytical properties
that are relevant to the derivation [17, 11].
Lemma 3.4. LetA(ω) : R→ Cn×n be a Hermitianmatrix-valued function
as in (1.4). The following hold:
(i) The eigenvalues λ˜1(ω), . . . , λ˜n(ω) of A(ω) can be permuted in a way
so that each of them is a real analytic function of ω.
(ii) For given ω˜, p ∈ R, letting φ(α) := λmax(A(ω˜ + αp)), the left-hand
derivative φ′−(α) and the right-hand derivative φ
′
+(α) of φ(α) exist
everywhere, furthermore they satisfy φ′+(α) ≥ φ′−(α) at all α ∈ R.
(iii) If λmax(A(ω)) is simple, then it is twice continuously differentiable.
At all such ω, we have
dλmax(A(ω))
dω
= v∗
dA(ω)
dω
v
and
d2λmax(A(ω))
dω2
= v∗
d2A(ω)
dω2
v +
2
n∑
k=2
1
λmax(A(ω))− λk(A(ω))
∣∣∣∣v∗k dA(ω)dω v
∣∣∣∣2
where λk(A(ω)) denotes the kth largest eigenvalue of A(ω), and v, vk
are unit eigenvectors corresponding to λmax(A(ω)), λk(A(ω)), respec-
tively, for k = 2 . . . , n.
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In the next result we present the quadratic support functions. The
proof of the fact that these functions are global under-estimators for the
largest eigenvalue functions follows from part (ii) of Lemma 3.4. We omit
the proof because of its similarity to the proof of [14, Theorem 2.2], the
analogous result that constructs upper support functions for smallest
eigenvalue functions.
Theorem 3.5 (Quadratic Lower Support Functions). Suppose λmax(A(ω))
is simple at ω(k) ∈ Ω. Additionally, suppose γ satisfies λ′′max(A(ω)) ≥ γ for
all ω ∈ Ω such that λmax(A(ω)) is simple. Then, we have
λmax(A(ω)) ≥ qk(ω) := λk + λ′k(ω − ω(k)) +
γ
2
(ω − ω(k))2 ∀ω ∈ Ω (3.1)
where λk := λmax(A(ω(k))) λ′k := λmax(A(ω(k)).
We call qk(ω) as in (3.1) the quadratic support function about ω
(k).
Such a quadratic support function is defined in terms of a lower bound γ
for the second derivatives of the eigenvalue function. This lower bound
can occasionally be obtained from the expression
d2λmax(A(ω))
dω2
= v∗
d2A(ω)
dω2
v + 2
n∑
k=2
1
λmax(A(ω))− λk(A(ω))
∣∣∣∣v∗k dA(ω)dω v
∣∣∣∣2 .
Since the summation term on the right-hand side is non-negative, we
must have
d2λmax(A(ω))
dω2
≥ v∗d
2A(ω)
dω2
v ≥ −
∥∥∥∥d2A(ω)dω2
∥∥∥∥
2
.
Hence γ = −maxω∈Ω ‖d2A(ω)/dω2‖2 is a theoretically sound choice.
In the case of computing the inner numerical radius of A + iB for
a given Hermitian pair (A,B), we minimize λmax(H(θ)) where H(θ) =
A cos θ +B sin θ over θ ∈ [0, 2π]. Since∣∣∣∣d2λmax(H(θ))dθ2
∣∣∣∣ = |v∗(A cos θ +B sin θ)v|
≥ −‖A cos θ +B sin θ‖2 ≥ −‖A‖2 − ‖B‖2
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with v representing a unit eigenvector corresponding to the largest eigen-
value ofH(θ), we can set γ = −‖A‖2 − ‖B‖2.
Finally we present the algorithm based on these support functions.
For a given point ω(0), initially the quadratic support function q0(ω) about
ω(0) is constructed. Then the algorithm generates a sequence
{
ω(k)
}
con-
sisting of estimates for a globalminimizer of λmax(A(ω)), a sequence
{
ℓ(k)
}
consisting of lower bounds for the globally smallest value of λmax(A(ω))
and a sequence {q¯k(ω)} consisting of piece-wise quadratic model func-
tions for λmax(A(ω)). At the kth iteration, the point ω(k+1) is set equal to a
global minimizer of the piece-wise quadratic model function qk(ω) :=
maxj=0,...,k qj(ω). This is followed by the construction of the quadratic
support function qk+1(ω) aboutω
(k+1), and inclusion of qk+1(ω) in the piece-
wise quadratic model function. A formal description is given in Algo-
rithm 3.
Algorithm 3 Support Based Algorithm
Input: The matrix-valued function A(ω), a closed interval Ω ⊂ R, the
lower bound γ on λ′′max(A(ω)) for all ω ∈ Ω such that λmax(A(ω)) is
simple.
Output: The sequences
{
ω(k)
}
and {ℓ(k)}.
1: ω(0) ← an initial point in Ω
2: q0(ω)← the initial quadratic support function about ω(0)
3: for k = 0, 1, . . . do
4: q¯k(ω)← max {qj(ω) | j = 0, . . . , k}
5: ω(k+1) ← argminω∈Ω q¯k(ω) and ℓ(k+1) ← q¯k(ω(k+1))
6: qk+1(ω)← the quadratic support function about ω(k+1)
7: end for
The next result draws global convergence conclusions regarding the
sequences {ω(k)} and {ℓ(k)} by Algorithm 3. This has been proven in [16,
Theorem 8.1].
Theorem 3.6. Every convergent subsequence of the sequence {ω(k)} by Al-
gorithm 3 converges to a global minimizer of λmax(A(ω)) over ω ∈ Ω. Fur-
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thermore,
lim
k→∞
ℓ(k) = min
ω∈Ω
λmax(A(ω)).
If the global minimizer ω∗ of λmax(A(ω)) over ω ∈ Ω is unique, then the
convergence of the sequence {ω(k)} itself to ω∗ can be asserted. This is
formally presented next.
Theorem 3.7. Suppose that λmax(A(ω)) has a unique global minimizer
over all ω ∈ Ω, say at ω∗. Then the sequence
{
ω(k)
}
by Algorithm 3 con-
verges to ω∗.
Proof. Assume for a contradiction that
{
ω(k)
}
does not converge to ω∗.
Equivalently there exists ǫ0 > 0 such that for all K ∈ N and for some
k ∈ N such that k > K, we have ∣∣ω(k) − ω∗∣∣ ≥ ǫ0. Hence, we can construct
a subsequence
{
ω(ℓk)
}
of
{
ω(k)
}
such that for all k the inequality∣∣ω(ℓk) − ω∗∣∣ ≥ ǫ0 (3.2)
is satisfied. But this subsequence
{
ω(ℓk)
}
is bounded, so it has a sub-
sequence
{
ω(nℓk)
}
that is convergent. Now the uniqueness of ω∗ com-
bined with Theorem 3.6 leads us to limk→∞ ω(nℓk) = ω∗, which contradicts
(3.2).
3.3 Rate-of-Convergence of the Support Based Algorithm
In numerous numerical experiments, we observe that Algorithm 3 con-
verges at a linear rate in the smooth case if λmax(A(ω)) is simple at its
global minimizers, but a formal proof of this observation is open at the
moment.
Here we turn out attention to the non-smooth case, in particular pro-
vide a formal rate-of-convergence analysis in this case. Remarkably the
presence of non-smoothness accelerates Algorithm3. This is quite a con-
trast to the level-setmethod of Section 3.1, whose quadratic convergence
in the smooth case is hindered and limited to a linear convergence by the
existence of non-smoothness.
Throughout the rest we assume λmax(A(ω)) has a unique global mini-
mizer, say at ω∗, and that λmax(A(ω∗)) ismultiple with 0 ∈ Int∂λmax(A(ω∗))
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where ∂λmax(A(ω∗)) is the generalizedClarke derivative defined as in (1.5).
(Recall that the condition 0 ∈ Int ∂λmax(A(ω∗)) holds generically.) The
eigenvalue function λmax(A(ω)) is continuous and piecewise real ana-
lytic at ω∗. Indeed there has to be two real analytic eigenvalue func-
tions λ˜1(A(ω)), λ˜2(A(ω)) such that λ˜1(A(ω∗)) = λ˜2(A(ω∗)) and λmax(A(ω))
= max{λ˜1(A(ω)), λ˜2(A(ω))} in a neighborhood of ω∗ [17]. Moreover, with-
out loss of generality, we can assume there exists an open interval I con-
taining ω∗ such that
λmax(A(ω)) =
{
λ˜1(A(ω)) ω ∈ I, ω ≥ ω∗
λ˜2(A(ω)) ω ∈ I, ω < ω∗
and λ′∗,+ := λ˜
′
1(A(ω∗)) > 0, λ′∗,− := λ˜′2(A(ω∗)) < 0. Note that λ′∗,+ and λ′∗,−
correspond to the right-hand and left-hand derivatives, respectively, of
λmax(A(ω)) at ω∗. In what follows, we also use the notations
λ′′∗,+ := λ˜
′′
1(A(ω∗)), λ′′′∗,+ := λ˜′′′1 (A(ω∗)),
λ′′∗,− := λ˜
′′
2(A(ω∗)), λ′′′∗,− := λ˜′′′2 (A(ω∗)),
which correspond to higher order one-sided derivatives of λmax(A(ω)) at
ω∗, as well as λ∗ := λmax(A(ω∗)). Additionally, the short-hands λk, λ′k, λ
′′
k
represent λmax(A(ω(k))), λ′max(A(ω(k))), λ′′max(A(ω(k))) at an iterate ω(k) of
Algorithm 3. Finally, the lower bound γ for the second derivatives of
λmax(A(ω)) is assumed to be negative throughout this section without
loss of generality.
The following result characterizes the global minimizer ω(k+1) of qk(ω)
for large k. This point always turns out to be the intersection point of
two quadratic support functions about the iterates that are closest to ω∗
among the iterates on the left-hand and on the right-hand side of ω∗.
Moreover if the distance between the iterates about which these two sup-
port functions are constructed is h, then ω(k+1) is located at a distance of
Θ(h2) to ω∗.
Lemma 3.8 (Minimizers of the Support Functions). Suppose ω∗ is the
unique global minimizer of λmax(A(ω)) over ω ∈ Ω, and the eigenvalue
λmax(A(ω∗)) is multiple, 0 ∈ Int ∂λmax(A(ω∗)). The sequence {ω(k)} by Al-
gorithm 3 satisfies the following for all large k:
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(i) The point ω(k+1) is the intersection point of qℓ(k)(ω) and qr(k)(ω),
where ℓ(k), r(k) ∈ {0, . . . , k} are given by
ℓ(k) := argmin{ω∗ − ω(j) | j ∈ {0, . . . , k} s.t. ω∗ > ω(j)} and
r(k) := argmin{ω(j) − ω∗ | j ∈ {0, . . . , k} s.t. ω∗ < ω(j)}.
(ii) Letting h := max{ω∗ − ω(ℓ(k)), ω(r(k)) − ω∗}, we have
ω(k+1) = α · ω∗ + β ·
(
ω(ℓ(k)) + ω(r(k))
2
)
+O(h3), (3.3)
where α, β ∈ R+ are such that α + β = 1 and β = Θ(h).
(iii) Furthermore, |ω(k+1) − ω∗| = Θ(h2).
Proof. (i) The real analyticity of λ˜1(A(ω)), λ˜2(A(ω)) imply that these eigen-
value functions are continuously differentiable. Observe that λ′max(A(ω))
= λ˜′1(A(ω)) for all ω ∈ I such that ω > ω∗, and λ′max(A(ω)) = λ˜′2(A(ω)) for
all ω ∈ I such that ω < ω∗, so there exists an interval I˜ := (ω∗−δ, ω∗+δ) ⊆
I for some δ > 0 such that
λ′max(A(ω)) ≥
λ′∗,+
2
∀ω ∈ (ω∗, ω∗ + δ),
λ′max(A(ω)) ≤
λ′∗,−
2
∀ω ∈ (ω∗ − δ, ω∗).
We can choose δ as small as we wish. In particular, in the subsequent
arguments, we assume δ ≤ min{(λ′∗,−)/(4γ),−(λ′∗,+)/(4γ)} without loss
of generality.
Theorem 3.7 shows that ω(k) → ω∗ as k →∞, so for all k large enough
ω(k), ω(r(k)), ω(ℓ(k)) ∈ I˜. For such a large k, we have
q′ℓ(k)(ω
(ℓ(k))) = λ′max(A(ω(ℓ(k)))) ≤
λ′∗,−
2
.
Additionally, the inequality δ ≤ (λ′∗,−)/(4γ) implies
q′ℓ(k)(ω) = λ
′
max(A(ω(ℓ(k)))) + γ(ω − ω(ℓ(k))) ≤
λ′∗,−
2
− γδ ≤ λ
′
∗,−
4
.
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for allω ∈ (ω∗−δ, ω(ℓ(k))). Thismeans qℓ(k)(ω) is decreasing on this interval,
so
qk(ω
(ℓ(k))) = qℓ(k)(ω
(ℓ(k))) < qℓ(k)(ω) ≤ qk(ω) ∀ω ∈ (ω∗ − δ, ω(ℓ(k))).
Consequently, ω(k+1), the global minimizer of qk(ω), cannot lie in (ω∗ −
δ, ω(ℓ(k))).
Analogous arguments apply to qr(k)(ω) for ω ∈ I˜ such that ω > ω(r(k)).
In particular,
q′r(k)(ω
(r(k))) = λ′max(A(ω(r(k)))) ≥
λ′∗,+
2
,
and, employing δ ≤ −(λ′∗,+)/(4γ), we have
q′r(k)(ω) = λ
′
max(A(ω(r(k)))) + γ(ω − ω(r(k))) ≥
λ′∗,+
2
+ γδ ≥ λ
′
∗,+
4
for all ω ∈ (ω(r(k)), ω∗ + δ). This leads us to the conclusion
qk(ω
(r(k))) = qr(k)(ω
(r(k))) < qr(k)(ω) ≤ qk(ω) ∀ω ∈ (ω(r(k)), ω∗ + δ).
Hence, ω(k+1) /∈ (ω(r(k)), ω∗ + δ) as well.
As ω(k+1) ∈ I˜ = (ω∗ − δ, ω∗ + δ), the only possibility left out is that
ω(k+1) ∈ [ω(ℓ(k)), ω(r(k))]. But the global minimizer of qk(ω) in [ω(ℓ(k)), ω(r(k))]
is the intersection point of qℓ(k)(ω) and qr(k)(ω), as the former of these
quadratic functions is decreasing, while the latter is increasing on this
interval.
(ii) It follows frompart (i) thatω(k+1) satisfies qℓ(k)(ω
(k+1)) = qr(k)(ω
(k+1)).
Now solving this equation for ω(k+1) yields
ω(k+1) =
λℓ(k) − λr(k) + λ′r(k)ω(r(k)) − λ′ℓ(k)ω(ℓ(k)) − γ2
([
ω(r(k))
]2 − [ω(ℓ(k))]2)(
λ′r(k) − λ′ℓ(k)
)
− γ (ω(r(k)) − ω(ℓ(k)))
.
By applications of Taylor’s theorem with third order remainders to λr(k),
λℓ(k), λ
′
r(k), λ
′
ℓ(k), specifically by expressing them in terms of λmax(A(ω))
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and one-sided derivatives of λmax(A(ω)) at ω∗, we obtain
ω(k+1) =
{ [
λ∗ + λ′∗,−(ω
(ℓ(k)) − ω∗) + λ′′∗,−(ω(ℓ(k)) − ω∗)2 +O(h3)
]
−[
λ∗ + λ′∗,+(ω
(r(k)) − ω∗) + λ′′∗,+(ω(r(k)) − ω∗)2 +O(h3)
]
+[
λ′∗,+ + λ
′′
∗,+(ω
(r(k)) − ω∗) + λ′′′∗,+(ω(r(k)) − ω∗)2 +O(h3)
]
×[
(ω(r(k)) − ω∗) + ω∗
]
−[
λ′∗,− + λ
′′
∗,−(ω
(ℓ(k)) − ω∗) + λ′′′∗,−(ω(ℓ(k)) − ω∗)2 +O(h3)
]
×[
(ω(ℓ(k)) − ω∗) + ω∗
]
−
(γ/2)
[ [
ω(r(k))
]2 − [ω(ℓ(k))]2 ] } /{ [
λ′∗,+ + λ
′′
∗,+(ω
(r(k)) − ω∗) + λ′′′∗,+(ω(r(k)) − ω∗)2 +O(h3)
]
−[
λ′∗,− + λ
′′
∗,−(ω
(ℓ(k)) − ω∗) + λ′′′∗,−(ω(ℓ(k)) − ω∗)2 +O(h3)
]
−
γ
[
ω(r(k)) − ω(ℓ(k))
] }
.
This can be rearranged into
ω(k+1) =
(α+ − α−) · ω∗ + η ·
(
ω(ℓ(k))+ω(r(k))
2
)
α+ − α− + η + O(h
3)
where
α+ :=
[
λ′∗,+ + λ
′′
∗,+(ω
(r(k)) − ω∗) + λ′′′∗,+(ω(r(k)) − ω∗)2
]
,
α− :=
[
λ′∗,− + λ
′′
∗,−(ω
(ℓ(k)) − ω∗) + λ′′′∗,−(ω(ℓ(k)) − ω∗)2
]
,
η := −γ (ω(r(k)) − ω(ℓ(k))) .
The desired result follows from α+ − α− > 0, α+ − α− = Θ(1), and by
setting α := (α+ − α−)/(α+ − α− + η), β := η/(α+ − α− + η).
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(iii) This is immediate from equation (3.3) by observing∣∣ω(k+1) − ω∗∣∣ = ∣∣∣∣α · ω∗ + β · (ω(ℓ(k)) + ω(r(k))2
)
− (α+ β) · ω∗
∣∣∣∣+O(h3),
=
∣∣∣∣β · [(ω(ℓ(k)) + ω(r(k))2
)
− ω∗
]∣∣∣∣+O(h3) = Θ(h2).
The main rate-of-convergence result concerning Algorithm 3 in the
non-smooth case is presented next. It asserts that if the maximum of the
errors of the last two iterates is h, the error of the next iterate is O(h2). A
similar rapid convergence conclusion is drawn for the sequence {ℓ(k)} as
well.
Theorem 3.9 (Rate-of-convergence). Suppose λmax(A(ω)) has a unique
global minimizer over Ω at ω∗. Additionally, suppose that the eigenvalue
λmax(A(ω∗)) is multiple, and 0 ∈ Int ∂λmax(A(ω∗)). Following assertions
hold for the sequence {ω(k)} generated by Algorithm3 for all k large enough:
(i) k ∈ {ℓ(k), r(k)}.
(ii)
∣∣ω(k+1) − ω∗∣∣ = O(max{∣∣ω(k) − ω∗∣∣ , ∣∣ω(k−1) − ω∗∣∣}2).
(iii) If γ is large enough in absolute value, then
λ∗ − ℓ(k+1) = O((λ∗ − ℓ(k−1))2).
Proof. (i) If ω(k) > ω∗, then it is apparent from (3.3) that for large k we
must haveω(k) ∈ (ω∗, (ω(ℓ(k−1))+ω(r(k−1)))/2) implyingω(k)−ω∗ < ω(r(k−1))−
ω∗. Hence, in this case, r(k) = k.
Similarly, if ω(k) < ω∗, then ω(k) ∈ ((ω(ℓ(k−1)) + ω(r(k−1)))/2), ω∗) for large
k by (3.3). This in turn implies ω∗ − ω(k) < ω∗ − ω(ℓ(k−1)), so ℓ(k) = k.
(ii) Let us suppose k = r(k) without loss of generality. (Otherwise,
k = ℓ(k) by part (i) and a similar arguments applies.) This means that
ℓ(k) 6= k, so ℓ(k) = ℓ(k − 1). If ℓ(k) = ℓ(k − 1) = k − 1, then part (iii) of
Lemma 3.8 implies
|ω(k+1) − ω∗| = Θ(max{ω∗ − ω(ℓ(k)), ω(r(k)) − ω∗}2)
= Θ(max{ω∗ − ω(k−1), ω(k) − ω∗}2).
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Hence, let us suppose ℓ(k − 1) 6= k − 1. But then r(k − 1) = k − 1 by part
(i). Furthermore, as ω(r(k)) = ω(k) ∈ (ω∗, (ω(ℓ(k−1)) + ω(r(k−1)))/2), we must
have
ω(k−1) − ω∗ = ω(r(k−1)) − ω∗ > ω∗ − ω(ℓ(k−1)) = ω∗ − ω(ℓ(k))
from which we deduce
max{|ω(k−1) − ω∗|, |ω(k) − ω∗|} ≥ max{ω∗ − ω(ℓ(k)), ω(r(k)) − ω∗}.
Hence, letting h := max{|ω(k−1) − ω∗|, |ω(k) − ω∗|}, we have max{ω∗ −
ω(ℓ(k)), ω(r(k)) − ω∗} = O(h). It follows from part (iii) of Lemma 3.8 that
|ω(k+1) − ω∗| = O(h2), completing the proof.
(iii) Part (i) of Lemma 3.8 asserts that the point ω(k−1) is the intersec-
tion point of qℓ(k−2)(ω) and qr(k−2)(ω). Without loss of generality, let us
assume ω(r(k−2)) − ω∗ > ω∗ − ω(ℓ(k−2)). We have
ℓ(k−1) = qr(k−2)(ω(k−1))
= λr(k−2) + λ
′
r(k−2)(ω
(k−1) − ωr((k−2)) + γ
2
(ω(k−1) − ω(r(k−2)))2.
Now applications of Taylor’s theorem about ω∗ yields
ℓ(k−1) =
[
λ∗ + λ′∗,+(ω
(r(k−2)) − ω∗) +
λ′′∗,+
2
(ω(r(k−2)) − ω∗)2
]
+[
λ′∗,+ + λ
′′
∗,+(ω
(r(k−2)) − ω∗)
]
(ω(k−1) − ω(r(k−2))) + γ
2
(ω(k−1) − ω(r(k−2)))2
+ O((ω(r(k−2)) − ω∗)3),
where we use ω(k−1) − ω∗ = Θ((ω(r(k−2)) − ω∗)2) due to part (iii) of Lemma
3.8. Letting h := λ∗ − ℓ(k−1), the last equation yields
h = − λ′∗,+(ω(k−1) − ω∗) −
λ′′∗,+
2
(ω(r(k−2)) − ω∗)2
− λ′′∗,+(ω(r(k−2)) − ω∗)(ω(k−1) − ω(r(k−2)))
− γ
2
(ω(k−1) − ω(r(k−2)))2 + O((ω(r(k−2)) − ω∗)3)
= − λ′∗,+(ω(k−1) − ω∗) +
λ′′∗,+
2
(ω(r(k−2)) − ω∗)2
− γ
2
(ω(r(k−2)) − ω∗)2 + O((ω(r(k−2)) − ω∗)3).
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Assuming γ is large enough, the terms on the order of Θ(ω(k−1) − ω∗) =
Θ((ω(r(k−2)) − ω∗)2) do not cancel out. This means ω(k−1) − ω∗ = Θ(h) and
(ω(r(k−2)) − ω∗)2 = Θ(h).
Letting h2 := λ∗ − ℓ(k) ≤ λ∗ − ℓ(k−1) (recall that the sequence {ℓ(k)} is
increasing bounded from above by λ∗), and following similar steps, we
also deduce ω(k) − ω∗ = Θ(h2) = O(h). Now it follows from part (ii) that
|ω(k+1) − ω∗| = O(h2). The point ω(k+1) is the intersection point of qℓ(k)(ω)
and qr(k)(ω), where ℓ(k) = k or r(k) = k, so
ℓ(k+1) = qk(ω
(k+1)) = qk(ω
(k+1))
= λk + λ
′
k(ω
(k+1) − ω(k)) + γ
2
(ω(k+1) − ω(k))2.
Assume for now ω(k) > ω∗. Recalling ω(k) − ω∗ = Θ(h2) = O(h), and once
again applying Taylor’s theorem to λk, λ
′
k about ω∗ give rise to
ℓ(k+1) =
[
λ∗ + λ
′
∗,+(ω
(k) − ω∗) +O((ω(k) − ω∗)2)
]
+[
λ′∗,+ +O(ω
(k) − ω∗)
]
(ω(k+1) − ω(k)) + γ
2
(ω(k+1) − ω(k))2
= λ∗ + λ′∗,+(ω
(k+1) − ω∗) + O(h2) = λ∗ +O(h2),
which in turn implies λ∗ − ℓ(k+1) = O(h2) as desired. If ω(k) < ω∗, all of
the equalities above still hold but by applying Taylor’s theorem on the
left-hand side of ω∗. This results in the same expressions except that oc-
currences of λ′∗,+ are replaced by λ
′
∗,−.
3.4 Numerical Experiments
Distance toaNearestDefinitePair. Consider thematricesA = diag(−3 :
3) ∈ R7×7 and B ∈ R7×7 defined by bij = 1/(i + j) except b11 = b77 = −1.
This is an indefinite Hermitian pair example taken from [3]. We run both
algorithms to compute the inner numerical radius ζ(A+ iB) and the dis-
tance dδ(A,B) for δ = 10
−8. The computed distance by both algorithms
is dδ(A,B) = 0.8118872239262. Figure 1 illustrates the field of values of
A+iB,A+∆A+i(B+∆B) and A˜+iB˜ = e−iψ(A+∆A+i(B+∆B)), where
∆A,∆B and ψ are as in Algorithm 1. Note that B˜ is positive definite with
λmin(B˜) = 10
−8. In each plot, the point where the inner numerical radius
is attained is marked with a diamond, and the eigenvalues of A + iB are
marked with circles. In this example, λmax(A cos θ + B sin θ) turns out to
be simple at the global minimizer θ∗ and Table 1 illustrates the quadratic
convergence of Algorithm 2.
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Figure 1: The figure depicts the field of values of A + iB (top left),
(A+∆A) + i(B +∆B) (top right), e−iψ((A+∆A) + i(B +∆B)) (bottom),
where ∆A,∆B, ψ are those returned by Algorithm 1 for the Hermitian
pair (A,B) taken from [3] and δ = 10−8. In each case, the diamondmarks
the point where the inner numerical radius is attained, whereas the cir-
cles mark the eigenvalues.
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k r(k)
2 0.8687683091642120
3 0.8119559545628993
4 0.8118872240421637
5 0.8118872239262381
6 0.8118872239262371
Table 1: The iterates r(k) of Algorithm 2 are listed with respect to k. These
listed values indicate a quadratic rate-of-convergence as expected in the-
ory.
eigenvalue problem (QEP)
Q(λ)x = (λ2A + λB + C)x = 0 (3.4)
is said to be hyperbolic if A,B,C ∈ Cn×n are Hermitian, A is positive
definite, and
(x∗Bx)2 > 4(x∗Ax)(x∗Cx) ∀x ∈ Cn s.t. x 6= 0. (3.5)
Let x be an eigenvector and λ be the corresponding eigenvalue satisfying
(3.4). By multiplying (3.4) by x∗ from left, we obtain the quadratic equa-
tion λ2x∗Ax+ λx∗Bx+ x∗Cx = 0 with solutions
−x∗Bx±√(x∗Bx)2 − 4(x∗Ax)(x∗Cx)
2x∗Ax
. (3.6)
At least one of these two solutions must be the eigenvalue λ correspond-
ing to x, which implies, assuming the existence of n linearly indepen-
dent eigenvectors and due to (3.5), an hyperbolic QEP has at least n real
eigenvalues. More is true; it is shown in [12, Section 7.6] that if the QEP
is hyperbolic with positive definite B and positive semidefinite C, then
counting also the multiplicities, n numbers as in (3.6) involving positive
square-roots correspond to n eigenvalues of (3.4), referred as primary
eigenvalues. The remaining n numbers as in (3.6) but involving nega-
tive square-roots also correspond to n eigenvalues; these are called the
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secondary eigenvalues. The eigenvectors associated with the primary
eigenvalues form a linearly independent set, and the same is true for the
secondary eigenvalues.
It is well known [8] that the hyperbolicity of the QEP in (3.4) is equiv-
alent to the definiteness of (A1, B1)with
A1 =
[ −C 0
0 A
]
B1 = −
[
B A
A 0
]
. (3.7)
Consider in particular the QEP with
A = I4, B =

8 −4 0 0
−4 12 −4 0
0 −4 12 −4
0 0 −4 8
 , C =

2 −1 0 0
−1 3 −1 0
0 −1 3 −1
0 0 −1 2

corresponding to a mass, damping, stiffness matrix, respectively. Appli-
cations of Algorithms 2 and 3 for the computation of the inner numer-
ical radius of A1 + iB1 yield the global minimizer θ∗ = 2.5682098635 of
λmax(A1 cos θ + B1 sin θ) with λmax(A1 cos θ∗ + B1 sin θ∗) = −0.4897656697.
It follows from Theorem 2.2 that the field of values of A1 + iB1 does not
contain the origin, implying that the pair (A1, B1) is definite and hence
the QEP is hyperbolic.
Comparison of Algorithms 2 and 3. Next we compare the performances
of the level-set based and support based algorithms to compute the in-
ner numerical radius of An + iBn for various n, where An is the Fiedler
matrix and Bn is the Moler matrix of size n × n. In Table 2, we provide
CPU times and the number of iterations required by each algorithm. The
reason why the level-set approach requiresmore time is that it computes
all eigenvalues of matrices of size 2n × 2n, whereas the support based
algorithm computes only the largest eigenvalues of n× nmatrices.
The case when λmax(H(θ∗)) is not simple. The next example illustrates
the convergence rates of Algorithms 2 and 3 when the largest eigenvalue
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LEVEL-SET SUPPORT-BASED
n iter t n iter t
120 5 1.60 120 84 0.40
240 5 8.90 240 119 1.39
360 6 45.44 360 143 4.04
480 6 107.99 480 162 6.28
Table 2: CPU times (in seconds) and the number of iterations required
by Algorithms 2 and 3 to compute the inner numerical radius ofAn+ iBn
for various n, whereAn is the Fiedlermatrix andBn is theMoler matrix of
size n× n.
is not simple at the global minimizer. Consider the tridiagonal matrix
A˜ =

1 i
i 1 i
i a3
. . .
. . .
. . . i
i an
+ 0.5iIn with aj = 2 +
j
n
(3.8)
for n = 10 and let A = A˜eiπ/6. The global minimum of λmax((Ae
iθ +
A∗e−iθ)/2) is attained at θ∗ = 3.665191429188092 and λmax(H(θ∗)) has mul-
tiplicity 2. The quadratic convergence of Algorithm 2 is no longer true for
this example; this is illustrated in Table 3 where the last seven iterates of
the algorithm are listed. On the other hand, we observe faster conver-
gence for Algorithm 3 consistent with the rate-of-convergence result in
Theorem 3.9. This is depicted in Table 4.
Linear systems in saddle point form. This is another example where
the eigenvalue function is non-smooth at the optimizer. The matrix of a
saddle point linear system is of the form
A =
[
A BT
B −C
]
, (3.9)
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k r(k)
28 -0.9999999999999492
29 -0.9999999999999833
30 -0.9999999999999944
31 -0.9999999999999982
32 -0.9999999999999996
33 -0.9999999999999998
34 -1.0000000000000000
Table 3: The iterates r(k) of Algorithm 2 to compute the inner numerical
radius of the matrix A defined as in (3.8) are listed.
where A ∈ Rn×n is symmetric positive definite, B ∈ Rm×n with m ≤ n
and C ∈ Rm×m is symmetric positive semidefinite. The matrix A is usu-
ally large and sparse, and can be reduced to the block diagonal matrix
diag(A, S) with S = −(C + BA−1BT ) by row and column operations; in-
deed XTAX = diag(A, S) for some invertible X ∈ R(n+m)×(n+m). Now
observe that S is symmetric negative semidefinite implying that A is in-
definite with n positive eigenvalues and rank(S) negative eigenvalues.
The indefiniteness of A is a hurdle for iterative solvers such as Krylov
subspace methods; it slows down the convergence. It has been shown in
[13] that, letting J := diag(In,−Im), if there is a real scalar µ such that
M(µ) = A − µJ is positive definite, then a conjugate gradient iteration
that depends on this value of µ can be constructed to solve the linear
system JAx = J b. Clearly the positive definiteness of M(µ) for some
µ ∈ R is equivalent to the positive definiteness of −A sin θ + J cos θ for
some θ ∈ [0, 2π]. NowTheorem2.1 suggests testing the definiteness of the
pair (A,J ). If this pair is definite, then, by part (iii) of Theorem 2.1, the
matrix−A sinϕ+J cosϕ is positive definite for ϕ := −π/2 + φwhere φ is
the angle such that γ(A,J )eiφ is the point inF (A,J ) closest to the origin.
This in turn implies thatM(µ) is positive definite for µ := − cosϕ/ sinϕ.
We consider a linear system in saddle point form that arises from a
stable discretization of a Stokes equation with the coefficient matrix A
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k ℓ(k+1)
∣∣ω(k+1) − θ∗∣∣
12 -1.000024850740653 0.000903071031368
13 -1.000002750999332 0.000041649882203
14 -1.000000001968154 0.000001828314169
15 -1.000000000011313 0.000000003906009
16 -1.000000000000000 0.000000000007542
17 -1.000000000000000 0.000000000000000
Table 4: The sequence {ℓ(k+1)} and the error of the sequence {ω(k+1)}
by Algorithm 3 are listed with respect to k on the example involving the
computation of the inner numerical radius of A = A˜eiπ/6, where A˜ is as
in (3.8).
of the form (3.9). This linear system is generated by the MATLAB pack-
age “Incompressible Flow Iterative Solution Software (IFISS) version 3.5”
[18]; more specifically, the sparse matrices A,B,C are constructed by
running the script file stokes testproblem with the default options, re-
sulting in A of size n = 578 and C of size m = 256. For compatibility
with the particular examples worked through in [13, 7], we shift A by
0.0764In, and run support based algorithm to determine the definiteness
of the pair (A,J ). We detect that the pair is definite. Moreover com-
putations yield µ = 0.0541 for which M(µ) is positive definite, indeed
λmin(M(µ)) = 0.0223. The non-smoothness in these computations is
encountered in a strong fashion, as λmax(A cos θ + J sin θ) at the mini-
mizing θ has multiplicity three. Table 5 indicates rapid convergence for
the sequences {ℓ(k)} and {ω(k)} by Algorithm 3. In particular, according
to the table, the sequences {ℓ(2k)}, {ℓ(2k+1)} appear to be converging at a
quadratic rate. Additionally, the number of accurate decimal digits of ω(k)
is doubled at every two iterations. Once again, these are consistent with
the assertions of Theorem 3.9.
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k ℓ(k+1)
∣∣ω(k+1) − θ∗∣∣
11 -0.022231442152684 0.000008162291389
12 -0.022224901919276 0.000006757114932
13 -0.022224901723492 0.000000000136544
14 -0.022224901666671 0.000000000058712
15 -0.022224901666670 0.000000000000000
Table 5: This table is analogous to Table 4, but it concerns the exam-
ple of the saddle point linear system arising from the Stokes equation,
in particular the positive definiteness of A − µJ for some µ, where
A ∈ R(n+m)×(n+m) is as in (3.9) and J := diag(In,−Im).
4 SubspaceFramework forLarge-ScaleCompu-
tation of Inner Numerical Radius
We now deal with the general univariate eigenvalue optimization prob-
lems of the form (1.4) when the Hermitian matrices A1, . . . , Ad involved
are of large size. This setting encompasses the eigenvalue optimization
characterization (1.3) for the inner numerical radius when the matrices
A,B are large. Hence, the approach discussed in this section can be in-
corporated into Algorithm 1 to deal with large Hermitian matrix pairs.
For instance, it can be used to determine the definiteness of a large-
scale Hermitian pair (A,B), or for such a large definite Hermitian pair,
it can be used to find an angle ϕ such that A˜ + iB˜ = e−iϕ(A + iB) with
λmin(B˜) = γ(A,B).
We rely on the subspace framework from [9], which is based on the
conversion of the original problem into a small-scale one by means of
orthogonal projections and restrictions to certain subspace. It is estab-
lished in the literature that the framework converges globally and at least
at a superlinear rate locally [9, 10] under the assumption that the ob-
jective eigenvalue function λmax(A(ω)) is simple at the converged global
minimizer. Herewe generalize the basic subspace procedure in [9] slightly,
taking into account also the non-smooth case when λmax(A(ω)) is multi-
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ple at the converged global minimizer. We prove that the convergence
of the generalized subspace procedure occurs at a quadratic rate asymp-
totically in the non-smooth case. This rate-of-convergence issue in the
non-smooth setting has been left open by the previous works.
4.1 Generalized Subspace Procedure
The subspace procedure is built around the reduced problems of the
form
min
ω∈Ω
λmax(AV(ω)), (4.1)
where
AV(ω) := V ∗A(ω)V
= f1(ω)V
∗A1V + · · ·+ fd(ω)V ∗AdV
for a given small dimensional subspace V , say dim V = k, and an n × k
matrixV whose columns formanorthonormal basis forV . Note that (4.1)
involves smaller k × k eigenvalue problems compared with (1.4), which
involves n× n eigenvalue problems.
In the remaining part of this subsection, we shall describe a proce-
dure to construct a small dimensional subspace V such that the global
minimizers and the globallyminimal values of λmax(A(ω)) andλVmax(A(ω))
are nearly the same. To this end, we remind a lemma from [9] that relates
the eigenvalues of A(ω) and AV(ω). Here and throughout the rest of this
section λj(A(ω)) and vj(A(ω)) denote the jth largest eigenvalue and a
corresponding unit eigenvector ofA(ω).
Lemma 4.1. Let V1,V2 be two subspaces of Cn such that V1 ⊆ V2. We have
the following for each k = 1, . . . , dim V1:
(i) (Monotonicity) λk(AV1(ω)) ≤ λk(AV2(ω)) ≤ λk(A(ω)) ∀ω ∈ Ω.
(ii) (Hermite Interpolation) For a given ω ∈ Ω, if V1 contains v1(A(ω)),
. . . , vj(A(ω)), then the following hold for each k = 1, . . . , j:
• λk(AV1(ω)) = λk(A(ω)),
31
• if λk(A(ω)) is simple, then so is λk(AV1(ω)), and satisfies
λ′k(AV1(ω)) = λ′k(A(ω)).
The subspace procedure is presented formally in Algorithm 4. At ev-
ery iteration, the subspace procedure first solves a projected small-scale
problem for a given subspace V . Then, denoting the global minimizer of
this small problem with ω∗, the subspace is expanded with the inclusion
of an eigenvector corresponding to λmax(A(ω∗)), as well as eigenvectors
corresponding to other eigenvalues ofA(ω∗) that are at most ǫ away from
λmax(A(ω∗)). The following interpolation result between the eigenvalues
of the full and projected problems generated by Algorithm 4 is an imme-
diate corollary of part (ii) of Lemma 4.1.
Theorem4.2. The following are satisfied by the sequences {ω(k)} and {Vk}
generated by Algorithm 4 for each j, each k = 1, . . . , j, each p = 1, . . . , ℓk:
(i) λp(AVj(ω(k))) = λp(A(ω(k))).
(ii) if λp(A(ω(k))) is simple, then the same holds for λp(AVj(ω(k))), and
λ′p(AVj(ω(k))) = λ′p(A(ω(k))).
In the case of inner numerical radius, the projected small-scale prob-
lems can be solved globally and efficiently by means of the algorithms
in Section 3. The support based algorithm in Section 3 is applicable to
solve the projected problems associated with various other eigenvalue
optimization problems of the form (1.4), as long as a global lower bound
γ on λmax(A′′(ω)) at the points of differentiability is available. The main
computational burden of the subspace procedure stems from lines 2, 3,
7, 8, which require the computation of the eigenvectors of the full prob-
lem.
The subsequent two subsections are devoted to analyses of the con-
vergence properties of Algorithm 4. The next subsection provides formal
arguments in support of the fact that every convergent subsequence of
the sequence {ω(k)} by the algorithm converges to a global minimizer of
λmax(A(ω)). Then Section 4.3 addresses how quickly this convergence oc-
curs.
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Algorithm 4 The Subspace Procedure
Input: Matrix-valued functionA(ω), closed interval Ω ⊂ R, and ǫ ∈ R+.
Output: The sequence {ω(k)}.
1: ω(1) ← a random point in Ω
2: v
(1)
1 ← eigenvector corresponding to λmax(A(ω(1)))
3: v
(1)
2 , . . . , v
(1)
ℓ1
← eigenvectors corresponding to eigenvalues
λ2(A(ω(1))), . . . , λℓ1(A(ω(1))) ofA(ω(1)) such that
λmax(A(ω(1)))− λj(A(ω(1)) ≤ ǫ for j = 2, . . . , ℓ1
4: V1 ←span
{
v
(1)
1 , v
(1)
2 , . . . , v
(1)
ℓ1
}
5: for k = 1, 2, . . . do
6: ω(k+1) ← argminω∈Ω λmax(AVk(ω))
7: v
(k+1)
1 ← eigenvector corresponding to λmax(A(ω(k+1)))
8: v
(k+1)
2 , . . . , v
(k+1)
ℓk+1
← eigenvectors corresponding to eigenvalues
λ2(A(ω(k+1))), . . . , λℓk+1(A(ω(k+1))) ofA(ω(k+1)) such that
λmax(A(ω(k+1)))− λj(A(ω(k+1)) ≤ ǫ for j = 2, . . . , ℓk+1
9: Vk+1 ← Vk ⊕ span
{
v
(k+1)
1 , v
(k+1)
2 , . . . , v
(k+1)
ℓk+1
}
10: end for
4.2 Global Convergence
For the sake of rigor, here and in the next section, we consider the prob-
lem at our hands in the infinite dimensional setting. In particular, in this
analysis the matrix-valued functions are replaced by self-adjoint com-
pact operators A(ω) : ℓ2(N) → ℓ2(N), where ℓ2(N) denotes the Hilbert
space consisting of square summable infinite sequences of complex num-
bers equipped with the inner product 〈v, w〉 = ∑∞k=1 vkwk and the norm
‖v‖ = √∑∞k=1 |vk|2. The compact self-adjoint operator A(ω) dependent
on the parameter ω is still assumed to be of the form specified in (1.4);
only now Aj : ℓ
2(N) → ℓ(N) are self-adjoint compact operators for j =
1, . . . , d. Intuitively A(ω) for each ω, as well as A1, . . . , Ad, can be consid-
ered as infinite dimensional Hermitian matrices.
The global convergence of the subspace procedure is a consequence
of the monotonicity and interpolation properties, as well as the uniform
Lipschitz continuity of the reduced eigenvalue function formally stated
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below.
Lemma4.3 (UniformLipschitz Continuity [9]). There exists a positive real
number η such that for a prescribed J ∈ Z+ for each j = 1, . . . , J and for
all subspaces V of ℓ2(N) the following holds:
|λj(A(ω1))− λj(A(ω2))| ≤ η |ω1 − ω2| ∀ω1, ω2 ∈ Ω, and∣∣λj(AV(ω1))− λj(AV(ω2))∣∣ ≤ η |ω1 − ω2| ∀ω1, ω2 ∈ Ω.
Now let
{
ω(ℓk)
}
be a convergent subsequence of
{
ω(k)
}
. The interpo-
lation property (part (i) of Theorem 4.2) implies
min
ω∈Ω
λmax(A(ω)) ≤ λmax(A(ωℓk)) = λmax(AVℓk (ωℓk)), (4.2)
while the monotonicity property (part (i) of Lemma 4.1) implies
min
ω∈Ω
λmax(A(ω)) ≥ min
ω∈Ω
λmax(AVℓk+1−1(ω))
= λmax(AVℓk+1−1(ω(ℓk+1))) ≥ λmax(AVℓk (ω(ℓk+1))).
(4.3)
Hence, minω∈Ω λmax(A(ω)) is squeezed in between λmax(AVℓk (ωℓk)) and
λmax(AVℓk (ω(ℓk+1))), the gap between which is decaying to zero as k → ∞
due to uniform Lipschitz continuity (Lemma 4.3). This leads to the fol-
lowing global convergence result. The details of the proof are omitted, as
the proof is identical to the one for [9, Theorem 3.1].
Theorem 4.4 (Global Convergence). Every convergent subsequence of the
sequence
{
ω(k)
}
generated by Algorithm 4 in the infinite dimensional set-
ting converges to a global minimizer of λmax(A(ω)) over ω ∈ Ω. Moreover,
lim
k→∞
λmax(AVk(ω(k+1))) = lim
k→∞
min
ω∈Ω
λmax(AVk(ω)) = min
ω∈Ω
λmax(A(ω)). (4.4)
4.3 Rate-of-Convergence
In this section, as has been done earlier for the rate-of-convergence anal-
ysis of the support based algorithm, we again assume λmax(A(ω)) has a
unique global minimizer over Ω, say at ω∗. It turns out that Theorem 3.7
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that is established for the support based algorithm applies to this set-
ting as well; this is a consequence of Theorem 4.4, in particular its asser-
tion that every convergent subsequence of the sequence {ω(k)} by the
subspace framework is guaranteed to converge to a global minimizer.
Hence, the sequence {ω(k)} itself converges to the unique global mini-
mizer ω∗ = argminω∈Ω λmax(A(ω)).
Here we are concerned with how quickly {ω(k)} by Algorithm 4 con-
verges to ω∗. If the eigenvalue λmax(A(ω∗)) is simple, then the eigenvalue
function λmax(A(ω)) is real analytic at ω∗. In this case, it has been shown
in [10] that the precise R-order of convergence of {ω(k)} to ω∗ is 1+
√
2, i.e.,
there exists a sequence {ε(k)} converging to zero such that |ω(k)−ω∗| ≤ ε(k)
for all k large enough and ε(k+1) = O((ε(k))1+
√
2).
Otherwise, λmax(A(ω∗)) is multiple with algebraic multiplicity K ≥ 2.
Throughout this section, it is assumed that
0 /∈ bd ∂λj(A(ω∗)), for j = 1, . . . , K, (4.5)
where λj(A(ω)) denotes the jth largest eigenvalue ofA(ω). This assump-
tion is equivalent to having non-zero one-sided derivatives of λj(A(ω))
at ω∗ for j = 1, . . . , K, and holds generically. As already discussed in Sec-
tion 3.3, λmax(A(ω)) is continuous and piecewise real analytic at ω∗, but
usually not differentiable. Furthermore, part (i) of Lemma 3.4 asserts the
existence of real analytic eigenvalue functions λ˜1(A(ω)), . . . , λ˜n(A(ω)) of
A(ω). PreciselyK of these n real analytic functions at ω∗must be equal to
λmax(A(ω∗))with nonzero derivatives; a zero derivative for one of theseK
functions at ω∗ contradicts (4.5). Hence, without loss of generality, sup-
pose
λ˜1(A(ω∗)) = . . . = λ˜K(A(ω∗)) = λmax(A(ω∗))
are such that
λ˜′1(A(ω∗)), . . . , λ˜′P (A(ω∗)) > 0, λ˜′P+1(A(ω∗)), . . . , λ˜′K(A(ω∗)) < 0.
Our arguments make use of the gap
ϕ := λmax(A(ω∗)) − λK+1(A(ω∗))
= λmax(A(ω∗)) − max
{
λ˜j(A(ω∗))
∣∣ j = K + 1, . . . , n} (4.6)
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as well as the real analytic eigenvalue functions of AVk(ω) which we de-
note with λ˜1(AVk(ω)), . . . , λ˜dk(AVk(ω)), where dk := dim Vk.
TheHermite interpolation property extends to λ˜j(A(ω)), λ˜j(AVk(ω)) at
the iterates ω(k) of Algorithm 4 for large k in the way stated by Lemma 4.5
below. This result immediately follows from part (ii) of Lemma 4.1, as the
set {λ˜j(A(ω)) | j = 1, . . . , K} corresponds to the set of largest K eigen-
values ofA(ω) for all ω in an open interval I containing ω∗. Furthermore,
ω(k) ∈ I for large k, and the eigenvectors corresponding to λ˜j(A(ω(k))) for
j = 1, . . . , K are included in the subspaces.
Lemma 4.5. Let {ω(k)} be the sequence generated by Algorithm 4, and
ω∗ denote the unique global minimizer of λmax(A(ω)) over Ω such that
λmax(A(ω∗)) has algebraic multiplicity K ≥ 2. For each k ∈ Z+ large
enough, there exist ℓ1, . . . , ℓK ∈ {1, . . . , dim Vk} satisfying
λ˜j(A(ω(k))) = λ˜ℓj(AVk(ω(k))), λ˜′j(A(ω(k))) = λ˜′ℓj(AVk(ω(k))),
for j = 1, . . . , K.
It is a matter of convention how we label the real analytic eigenvalue
functions ofAVk(ω). For ease of notation, from here on, we relabel if nec-
essary so that ℓj = j for j = 1, . . . , K in Lemma 4.5. The next lemma gives
a description of ω(k+1), the global minimizer of λmax(AVk(ω)), in terms of
the real analytic eigenvalues λ˜1(AVk(ω)), . . . , λ˜K(AVk(ω)).
Lemma 4.6. Suppose that λmax(A(ω)) has a unique global minimizer over
Ω at ω∗. Furthermore, suppose λmax(A(ω∗)) has algebraic multiplicityK ≥
2, and that (4.5) holds. The following assertions are satisfied for all k large
enough:
(i) Letting δj := λ˜
′
j(A(ω∗)) > 0 for j = 1, . . . , P , there exists εj > 0 such
that for all ω ∈ (ω∗ − εj, ω∗ + εj)we have
λ˜′j(A(ω)) ≥ 3δj/4 and λ˜′j(AVk(ω)) ≥ δj/2.
(ii) Letting δj := λ˜
′
j(A(ω∗)) < 0 for j = P + 1, . . . , K, there exists εj > 0
such that for all ω ∈ (ω∗ − εj, ω∗ + εj)we have
λ˜′j(A(ω)) ≤ 3δj/4 and λ˜′j(AVk(ω)) ≤ δj/2.
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(iii) The point ω(k+1) is such that
λmax(AVk(ω(k+1))) = λ˜j1(AVk(ω(k+1))) = λ˜j2(AVk(ω(k+1)))
for some j1 ∈ {1, . . . , P} and some j2 ∈ {P + 1, . . . , K}.
Proof. (i) It follows from [9, Proposition 2.9] that there exists an open in-
terval I containing ω∗ and a positive constant ν ∈ R+ such that λ˜′′j (A(ω)),
as well as λ˜′′j (AVk(ω)) for all k sufficiently large are bounded in absolute
value by ν uniformly over all ω ∈ I and over all such large k.
The uniform boundedness of |λ˜′′j (A(ω))| combined with λ˜′j(A(ω∗)) =
δj imply the existence of an open interval Î := (ω∗ − εˆ, ω∗ + εˆ) ⊆ I such
that λ˜′1(A(ω)) ≥ 3δj/4 ∀ω ∈ Î.
Since the global minimizer ω∗ is assumed to be unique, by Lemma 3.7
we have ω(k) → ω∗ as k →∞. Hence, choose k large enough so that ω(k) ∈
Î/2 := (ω∗ − εˆ/2, ω∗ + εˆ/2). Now we employ the Hermite interpolation
property (Lemma 4.5) to deduce
λ˜′j(AVk(ω(k))) = λ˜′j(A(ω(k))) ≥ 3δj/4
for all such large k. Since |λ˜′′j (AVk(ω))| is also uniformly bounded in Î by
a constant independent of k, there exists I˜ := (ω(k) − ε˜, ω(k) + ε˜) ⊆ Î, in
particular an ε˜ ∈ R+ independent of k, such that
λ˜′j(AVk(ω)) ≥ δj/2 ∀ω ∈ I˜
for all such large k. By choosing k even larger if necessary, it can be en-
sured that
∣∣ω(k) − ω∗∣∣ < ε˜/2 so that (ω∗ − εj, ω∗ + εj) ⊆ I˜ for εj := ε˜/2.
(ii) This can be proven in a way similar to part (i).
(iii) Setting ε := min{εj | j = 1, . . . , K} for εj as in part (i) and (ii),
there exists an open interval I = (ω∗ − ε, ω∗ + ε) such that for all large k
the following hold:
λ˜′j(AVk(ω)) = δj/2 > 0 ∀ω ∈ I for j = 1, . . . , P,
λ˜′j(AVk(ω)) = δj/2 < 0 ∀ω ∈ I for j = P + 1, . . . , K.
Furthermore, let I˜ := (ω∗ − ε˜, ω∗ + ε˜) for ε˜ := min{ε, ϕ/(8η)}, where η
is the uniform Lipschitz constant in Lemma 4.3, and ϕ is the eigenvalue
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gap as in (4.6). Without loss of generality, we make the following two
assumptions. First, the set {λ˜1(A(ω)), . . . , λ˜K(A(ω))} corresponds to the
set ofK largest eigenvalues ofA(ω) for all ω ∈ I˜. Secondly, ω(k), ω(k+1) :=
argminω∈Ω λmax(AVk(ω)) ∈ I˜, since ω(k) → ω∗ as k →∞.
We start by showing that λmax(AVk(ω)) > λ˜j′(AVk(ω)) for all ω ∈ I˜ and
for j′ = K + 1, . . . , dim Vk. To this end, first observe that
λK(A(ω))− λK+1(A(ω)) ≥ λK(A(ω∗))− λK+1(A(ω∗))− ϕ/4 = 3ϕ/4
for all ω ∈ I˜, where we employ the Lipschitz continuity of λK(A(ω)) and
λK+1(A(ω)) with the Lipschitz constant η (see Lemma 4.3). In particular,
for each j ∈ {1, . . . , K}, we have
3ϕ/4 ≤ λ˜j(A(ω(k)))− λK+1(A(ω(k)))
≤ λ˜j(AVk(ω(k)))− λK+1(AVk(ω(k)))
where in the second line we exploit the interpolation property (Lemma
4.5), and the monotonicity (i.e., λK+1(A(ω(k))) ≥ λK+1(AVk(ω(k))) due to
part (i) of Lemma 4.1). Now the last inequality implies
λ˜j(AVk(ω))− λK+1(AVk(ω)) ≥
λ˜j(AVk(ω(k)))− λK+1(AVk(ω(k)))− ϕ/2 = ϕ/4
(4.7)
for all ω ∈ I˜. Note that above we make use of the uniform Lipschitz
continuity of λ˜j(AVk(ω)) and λK+1(AVk(ω)) with the uniform Lipschitz
constant η independent of the subspace Vk; the latter is immediate from
Lemma4.3, whereas the former canbe seen from |λ˜′j(AVk(ω))| ≤ ‖A′(ω)‖2.
(Strictly speaking η as in Lemma 4.3 is the uniform Lipschitz constant for
the sorted eigenvalue λj(AVk(ω)), but without loss of generality it can be
chosen even larger if necessary so that it is also at least as large as the
uniform Lipschitz constant for λ˜′j(AVk(ω)).) Inequality (4.7) means that
λK+1(AVk(ω)) is the largest of λ˜j(AVk(ω)) for j = K + 1, . . . , dim Vk for
ω ∈ I˜, so for every j = K + 1, . . . , N for all ω ∈ I˜, we deduce
λmax(AVk(ω))− λ˜j′(AVk(ω)) ≥ λ˜j(AVk(ω))− λK+1(AVk(ω)) ≥ ϕ/4.
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It follows from the previous paragraph that λmax(AVk(ω)) = λ˜j(AVk(ω))
for some j ∈ {1, . . . , K} for all ω ∈ I˜, yet λmax(AVk(ω)) > λ˜j(AVk(ω)) for
j /∈ {1, . . . , K}. Now consider a point ω˜ ∈ I˜ such that
• λmax(AVk(ω˜)) = λ˜p1(AVk(ω˜)) = · · · = λ˜pq(AVk(ω˜))
∃p1, . . . , pq ∈ {1, . . . , P} for some q ≥ 1,
yet λmax(AVk(ω˜)) > λ˜j(AVk(ω˜)) for j 6∈ {p1, . . . , pq}, or
• λmax(AVk(ω˜)) = λ˜n1(AVk(ω˜)) = · · · = λ˜ns(AVk(ω˜))
∃n1, . . . , ns ∈ {P + 1, . . . , K} for some s ≥ 1,
yet λmax(AVk(ω˜)) > λ˜j(AVk(ω˜)) for j /∈ {n1, . . . , ns}.
We shall show that such a point cannot be a minimizer of λmax(AVk(ω)).
For these two cases, we respectively have
∂λmax(AVk(ω˜)) = Co
{
λ˜′pj(AVk(ω˜)) | j = 1, . . . , q
}
⊆ (δp,min/2,∞),
∂λmax(AVk(ω˜)) = Co
{
λ˜′nj(AVk(ω˜)) | j = 1, . . . , s
}
⊆ (−∞, δn,max/2)
where δp,min := min{δpj | j = 1, . . . , q} > 0, and δn,max := max{δnj | j =
1, . . . , s} < 0. In either case, 0 /∈ ∂λmax(AVk(ω˜)) implying ω˜ cannot be a
minimizer of λmax(AVk(ω)). Therefore, since ω(k+1) ∈ I˜ is a minimizer
of λmax(AVk(ω)), we must have λmax(AVk(ω(k+1))) = λ˜j1(AVk(ω(k+1))) =
λ˜j2(AVk(ω(k+1))) for some j1 ∈ {1, . . . , P} and j2 ∈ {P + 1, . . . , K}.
Now we are ready to present the main quadratic rate-of-convergence
result in the non-smooth setting; this result follows from the Hermite in-
terpolation properties in Lemma 4.5, as well as Lemma 4.6.
Theorem 4.7 (Quadratic Convergence in the Non-smooth Case). Sup-
pose that the global minimizer ω∗ := argminω∈Ω λmax(A(ω)) is unique and
such that the eigenvalue λmax(A(ω∗)) is multiple, condition (4.5) holds.
The sequence
{
ω(k)
}
generated by Algorithm 4 satisfies
|ω(k+1) − ω∗| = O((ω(k) − ω∗)2) (4.8)
for all large k.
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Proof. Part (i) an (ii) of Lemma 4.6 shows the existence of an open inter-
val I := (ω∗−ε, ω∗+ε)where λ˜′j(A(ω)) for j = 1, . . . , P is bounded frombe-
low uniformly by a positive real number and λ˜′j(A(ω)) for j = P+1, . . . , K
is bounded from above uniformly by a negative real number. Let us con-
sider k large enough so that ω(k) ∈ I.
By part (iii) of Lemma 4.6, there exist j1 ∈ {1, . . . , P} and j2 ∈ {P +
1, . . . , K} such that λ˜j1(AVk(ω(k+1))) = λ˜j2(AVk(ω(k+1))). For such a pair
of j1, j2 define the real analytic functions
λ(A(ω)) := λ˜j1(A(ω))− λ˜j2(A(ω)),
λ(AVk(ω)) := λ˜j1(AVk(ω))− λ˜j2(AVk(ω)).
Observe that there exists a constant ζ ∈ R+ such that
λ′(A(ω(k))) = λ˜′j1(A(ω(k)))−λ˜′j2(A(ω(k))) ≥ ζ =⇒
∣∣∣[λ′(A(ω(k)))]−1∣∣∣ ≤ ζ−1
independentof k. Note also that the real analyticity of λ˜j1(A(ω)), λ˜j2(A(ω))
implies the Lipschitz continuity of λ′(A(ω)) on I.
The proof manipulates the following equation, which is immediate
from an application of Taylor’s theorem with integral remainder:
0 = λ(A(ω∗)) = λ(A(ω(k))) +
∫ 1
0
λ′(A(ω(k) + t(ω∗ − ω(k))))(ω∗ − ω(k)) dt.
We employ λ(A(ω(k))) = λ(AVk(ω(k))) (due to Lemma 4.5) in this equa-
tion, then multiply both sides by
[
λ′(A(ω(k)))]−1 to obtain
0 =
[
λ′(A(ω(k)))]−1 λ(AVk(ω(k))) + (ω∗ − ω(k)) + [λ′(A(ω(k)))]−1×∫ 1
0
[
λ′(A(ω(k) + t(ω∗ − ω(k))))− λ′(A(ω(k)))
]
(ω∗ − ω(k)) dt.
(4.9)
An application of Taylor’s theorem to λ(AVk(ω)) about ω(k) with second
order remainder combined with the equalities λ(AVk(ω(k+1))) = 0 and
λ′(AVk(ω(k))) = λ′(A(ω(k))) (a corollary of Lemma 4.5) lead us to[
λ′(A(ω(k)))]−1 λ(AVk(ω(k))) = (ω(k) − ω(k+1)) +O((ω(k) − ω(k+1))2).
40
Now using the last equality in (4.9) gives rise to
0 = (ω∗ − ω(k+1)) + O((ω(k) − ω(k+1))2) +
[
λ′(A(ω(k)))]−1×∫ 1
0
[
λ′(A(ω(k) + t(ω∗ − ω(k))))− λ′(A(ω(k)))
]
(ω∗ − ω(k)) dt,
implying∣∣ω(k+1) − ω∗∣∣ ≤ O((ω(k) − ω(k+1))2) + ∣∣∣[λ′(A(ω(k)))]−1∣∣∣×∫ 1
0
∣∣λ′(A(ω(k) + t(ω∗ − ω(k))))− λ′(A(ω(k)))∣∣ ∣∣ω∗ − ω(k)∣∣ dt. (4.10)
Now the desired equality (4.8) follows from (4.10) by employing the bound∣∣∣[λ′(A(ω(k)))]−1∣∣∣ ≤ ζ−1, the Lipschitz continuity of λ′(A(ω)), as well as the
inequality
(ω(k) − ω(k+1))2 ≤ 2 [(ω(k+1) − ω∗)2 + (ω(k) − ω∗)2] .
4.4 Numerical Experiments
In this section we test Algorithm 4 on numerical examples that concern
three applications, namely the computation of the distance to a nearest
definite pair, determiningwhether a given quadratic eigenvalue problem
is hyperbolic or not, and inferring the existence of a conjugate gradient
iteration for the saddle point linear system. In particular, the quadratic
convergence of the subspace procedure is illustrated in the non-smooth
case on examples arising from the latter two applications.
The subspace framework is terminated when the condition∣∣λmax(AVk(ωk+1))− λmax(AVk−1(ωk))∣∣ < tol
is satisfied, where tol is a prescribed tolerance; we always set tol = 10−12
unless otherwise specified. Additionally, in all examples, the input pa-
rameter ǫ determining the maximal separation of an eigenvalue from the
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largest eigenvalue for the inclusion of the corresponding eigenvector in
the subspace is set equal to 10−6. The reduced eigenvalue optimization
problems are solved by means of the algorithms discussed in Section 3.
Indeed, we typically employ the support based algorithm (see Section
3.2), in particular the MATLAB package eigopt [16, Section 10], which is
an implementation of this algorithm. The package requires a box to be
optimized over, and a global lower bound γ on the second derivatives of
the eigenvalue function; we provide the natural and theoretically sound
choices for these, namely [0, 2π] for the box and −‖A‖2 − ‖B‖2 for the
lower bound on the second derivatives.
Distance to the nearest definite pair. Consider the Hermitian matrix
pair (A,B)with
A =
G˜+ G˜∗
2
and B = −iG˜− G˜
∗
2
and G˜ := Geiπ/6, where G is the 640 × 640 Grcar matrix. An application
of the subspace framework for the computation of the inner numeri-
cal radius of A + iB yields the global minimizer θ∗ = 2.617992877994 of
λmax(A cos θ+B sin θ), as well as λmax(A cos θ∗+B sin θ∗) = 0.634045490256.
Now Theorem 2.2, implies 0 ∈ F (A+ iB); this is confirmed by the plot of
F (A+ iB) given on the top left in Figure 2. Consequently, the pair (A,B)
is indefinite.
We deduce from Theorem 2.3 that dδ(A,B) = 0.644045490256 for δ =
10−2. Figure 2 illustrates the field of values ofA+iB, (A+∆A)+i(B+∆B)
and A˜ + iB˜ = e−iϕ((A + ∆A) + i(B + ∆B)) for the choice of δ = 10−2,
where ∆A,∆B, ϕ are as in Algorithm 1. The diamonds in the figure cor-
respond to the points where the inner numerical radii are attained. Al-
though λmax(A cos θ∗ + B sin θ∗) is simple, it turns out to be very close to
the second largest eigenvalue; these two eigenvalues differ by an amount
on the order of 10−7. Quadratic convergence is achieved by our subspace
framework; this is depicted in Table 6, which lists the iterates of Algo-
rithm 4 with ǫ = 10−6.
Testinghyperbolicity ofQEP.Weconsider the quadratic eigenvalue prob-
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k p λmax(AVk(ω(k+1))) ω(k+1)
4 4 0.629840138568 2.618127739876
5 5 0.632130046510 2.617077493245
6 6 0.634045279755 2.617993771783
7 8 0.634045490256 2.617993877986
8 10 0.634045490256 2.617993877986
Table 6: This table concerns an application of the subspace framework to
the example of Figure 2, which involves the minimization of the largest
eigenvalue of A(ω) = A cosω + B sinω over ω for certain Hermitian ma-
trices A,B defined in terms of the 640 × 640 Grcar matrix. The globally
minimal value of the reduced eigenvalue function λmax(AVk(ω(k+1))) and
ω(k+1) := argminω λmax(AVk(ω)) by Algorithm 4 starting with ω(1) = 0.45
are listed along with the subspace dimension p := dim Vk with respect to
the iteration number k.
lemQ(λ) = λ2A+λB+C that is linked to a damped-mass spring system,
whereA,B,C are 500× 500matrices such that A = I ,
B = β

20 −10
−10 30 . . .
. . .
. . .
. . .
. . . 30 −10
−10 20

, C =

15 −5
−5 15 . . .
. . .
. . .
−5 15

(4.11)
for a given real number β > 0. We construct the coefficient matrices of
this QEP by using theMATLAB toolbox NLEVP [1], and determine the hy-
perbolicity of the QEP for different β values by testing the definiteness
of the associated 1000 × 1000 pair (A1, B1) as in (3.7). Table 7 indicates
whether the pair (A1, B1) is definite or not for eight equally spaced β val-
ues in the interval [0.500, 0.528]. The number of iterations to compute
the inner numerical radius of A1 + iB1 (up to the prescribed tolerance
tol= 10−12) is eight for each β value. This is a non-smooth example; the
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β 0.500 0.504 0.508 0.512 0.516 0.520 0.524 0.528
definite no no no no no yes yes yes
Table 7: The definiteness of the pair (A1, B1) defined as in (3.7) associated
with the quadratic eigenvalue problemQ(λ) = λ2A + λB + C for A,B,C
as in (4.11) and for several values of β.
largest eigenvalue of A1 cos θ + B1 sin θ has multiplicity 2 at the minimiz-
ing θ for each β value, yet we observe the quadratic convergence of Al-
gorithm 4 consistent with what is expected in theory. This is hinted by
Table 8, which lists the iterates λmax(AVk(ω(k+1))) and ω(k+1) with respect
to the iteration number k for β = 0.512 and β = 0.524.
Linear systems in saddle point form. We consider again the matrix pair
(A,J ) discussed in Section 3.4, whereA ∈ R(n+m)×(n+m) is the coefficient
matrix of the form (3.9) that originates from a discretization of the Stokes
equation, andJ =diag(In,−Im). We run our subspace procedure tomin-
imize λmax(A cos θ + J sin θ) over θ ∈ [0, 2π]. The computed results coin-
cide with the ones obtained from a direct application of Algorithm 3 in
Section 3.4. As remarked before, λmax(A cos θ∗ + J sin θ∗) has multiplicity
three at the global minimizer θ∗. Our subspace framework again exhibits
a quadratic convergence, which is evident from Table 9.
Performance of the Subspace Framework. Finally we test the perfor-
mance of Algorithm 4 for the computation of the inner numerical radius
of Hermitian pairs (An, Bn) of the form
An =
Cn + C
∗
n
2
and Bn = −iCn − C
∗
n
2
, (4.12)
with Cn = Pn + iRn, the matrix Pn denoting the n × n matrix obtained
from the finite difference discretization of the Poisson operator by em-
ploying the five-point formula, and Rn denoting a random n × n sparse
matrix generated by the Matlab command spran(n,n,20/n). Table 10
lists the computed values of the inner numerical radius by the subspace
framework, number of subspace iterations and run-times in seconds to
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β = 0.512
k p λmax(AVk(ω(k+1))) ω(k+1)
4 6 0.218717671040 1.972911641774
5 8 0.006821928930 1.890604000858
6 10 0.008594146027 1.897161234772
7 12 0.008594402114 1.897151450236
8 14 0.008594402114 1.897151450823
β = 0.524
k p λmax(AVk(ω(k+1))) ω(k+1)
4 6 0.233188266820 1.985354587351
5 8 -0.006697302959 1.901962042436
6 10 -0.004923289259 1.908357152861
7 12 -0.004923056427 1.908348045018
8 14 -0.004923056427 1.908348041619
Table 8: The minimal value of the reduced eigenvalue function
λmax(AVk(ω(k+1))), the corresponding global minimizer ω(k+1) :=
argminω∈Ω λmax(AVk(ω)), and the subspace dimensions p := dim Vk are
listed with respect to the iteration number k for the example concerning
the hyperbolicity of a QEP.
reach the specified accuracy for the pairs (An, Bn) of sizes varying be-
tween 10000 and 90000. The number of subspace iterations, as well as the
time to solve the reduced eigenvalue optimization problems, do not vary
much with respect to n. However, the time required for the computation
of the largest eigenvalue of the full problem at every iteration increases
with respect to n. In essence the total runtime is determined by these
large-scale eigenvalue computations for large values of n.
45
k p λmax(AVk(ω(k+1))) ω(k+1)
2 2 -0.876669786135 2.023688714623
3 4 -0.023285504705 3.088556373675
4 7 -0.022225058342 3.087503074213
5 10 -0.022224901666 3.087502918535
6 13 -0.022224901666 3.087502918535
Table 9: This table concerns the coefficient matrixA for the saddle point
system arising from the Stokes equation, and the positive definiteness
of A − µJ for some µ, where J := diag(In,−Im). The minimal value of
the reduced eigenvalue function λmax(AVk(ω(k+1))), the global minimizer
ω(k+1) and the subspace dimension p := dim Vk are listed with respect
to the iteration number k, when the subspace procedure is applied to
minimize λmax(A cosω + J sinω) over ω.
5 Conclusion
The algorithm in [16] based on piece-wise quadraticmodel functions ap-
pears to be quite effective in dealing with global minimization problems
involving anon-convex largest eigenvalue function of aHermitianmatrix
depending on one parameter. On the other hand, the subspace frame-
work in [9] is quite effective to deal with such problems when the Her-
mitian matrix is large. It accurately reduces the large dimensionality by
projecting the Hermitian matrix to small subspaces formed of eigenvec-
tors. Here we have illustrated the efficiency of these algorithms on the
computation of the inner numerical radius.
As a by-product, we have generalized the subspace framework of [9]
to better cope with non-smoothness at the minimizer. The generalized
subspace framework adds not only the eigenvector corresponding to the
largest eigenvalue, but also the eigenvectors corresponding to nearby
eigenvalues.
We have proven rapid convergence results for both algorithms in the
non-smooth case when the largest eigenvalue is not simple generically.
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n # iter total time reduced prob eigval comp ζ(An + iBn)
10000 21 22.62 4.41 17.16 653.69
22500 26 110.61 6.43 100.96 983.80
40000 24 168.44 5.91 156.91 1316.77
62500 20 315.34 13.18 291.97 1667.44
90000 21 594.99 11.12 569.67 1995.49
Table 10: The table concerns a Hermitian matrix pair (An, Bn) with
An, Bn ∈ Rn×n defined as in (4.12) in terms of Cn = Pn + iRn, the Pois-
son matrix Pn and the sparse random matrix Rn. The computed values
of the inner numerical radius ζ(An + iBn) by Algorithm 4, the number
of subspace iterations (2nd column) and the computation times (3rd-5th
columns) are listed for various values of n. For each value of n, the total
run-time, the time spent for the solution of the reduced eigenvalue op-
timization problems, and the time spent for the large-scale eigenvalue
computations in seconds are given in the 3rd, 4th, 5th columns, respec-
tively.
The algorithm in [16] is shown to generate a sequence {ℓ(k)} of lower
bounds such that both {ℓ(2k)} and {ℓ(2k+1)} converge to the globally small-
est value of the largest eigenvalue function at a quadratic rate. The gen-
eralized subspace framework is shown to generate a sequence of iterates
{ω(k)} that converge to the global minimizer at a quadratic rate. What
we witness in practice is consistent with these theoretical findings. To
this end, several numerical results concerning the inner numerical ra-
dius computation in the non-smooth case are reported confirming the
expected in theory.
A Proof ofQuadraticConvergence for theLevel-
Set Algorithm
Weassume λmax(H(θ)) is not constant near θ∗, as otherwise r(j) = f∗ for all
j large enough and there is nothing to prove. Consequently, there exists
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an interval [θ∗ − δ, θ∗ + δ] such that λmax(H(θ)) is strictly decreasing on
[θ∗ − δ, θ∗], and is strictly increasing on [θ∗, θ∗ + δ]. Furthermore, for j
large enough, there exists an open interval I
(j)
ℓ ⊂ [θ∗ − δ, θ∗ + δ] satisfying
f(θ) < r(j) for all θ ∈ I(j)ℓ and f(θ) attains the value r(j) at the endpoints
of this interval, as well as r(j+1) = f(φ
(j+1)
ℓ )where φ
(j+1)
ℓ is the midpoint of
I
(j)
ℓ . We assume I
(j)
ℓ is of the form I
(j)
ℓ = (ℓ
(j)
ℓ , u
(j)
ℓ ) with ℓ
(j)
ℓ < u
(j)
ℓ . If I
(j)
ℓ is
not of this form, the argument below applies to the interval (ℓ
(j)
ℓ , u
(j)
ℓ +2π)
Nowwe can choose δ > 0 small enough if necessary so that λmax(H(θ))
has the Taylor expansion
λmax(H(θ)) = λmax(H(θ∗)) + β(θ − θ∗)2k +O((θ − θ∗)2k+1) (A.1)
for all θ ∈ [θ∗ − δ, θ∗ + δ] where β > 0 and k ≥ 1 due to the fact that θ∗ is a
smoothminimizer of λmax(H(θ)). For the sake of clarity, we only consider
the case k = 1 here; the arguments below generalize in a straightforward
manner for k > 1. The eigenvalue function λmax(H(θ)) is one-to-one on
[θ∗ − δ, θ∗] and on [θ∗, θ∗ + δ], which imply the existence of the inverse
functions
θ− : [λmax(H(θ∗)), λmax(H(θ∗ − δ))]→ [θ∗ − δ, θ∗],
θ−(λ) = θ ⇐⇒ λmax(H(θ)) = λ,
and
θ+ : [λmax(H(θ∗)), λmax(H(θ∗ + δ))]→ [θ∗, θ∗ + δ],
θ+(λ) = θ ⇐⇒ λmax(H(θ)) = λ.
These functions have Puiseux series expansions [6, page 246] of the form
θ−(λ) = θ∗ + c−(λ− λmax(H(θ∗)))1/2 +O(λ− λmax(H(θ∗))) (A.2)
θ+(λ) = θ∗ + c+(λ− λmax(H(θ∗)))1/2 +O(λ− λmax(H(θ∗))) (A.3)
and satisfy θ−(r(j)) = ℓ(j), θ+(r(j)) = u(j). Exploiting λmax(H(ℓ(j))) = r(j),
we have
r(j) − λmax(H(θ∗)) = β(ℓ(j) − θ∗)2 +O((ℓ(j) − θ∗)3)
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from the Taylor expansion (A.1), and
(ℓ(j) − θ∗) = c−(r(j) − λmax(H(θ∗)))1/2 +O(r(j) − λmax(H(θ∗)))
from (A.2), from which we infer c− = −β−1/2. In a similar way, by exploit-
ing λmax(H(u
(j))) = r(j) in equations (A.1) and (A.3), we obtain c+ = β
−1/2.
Hence, summing up (A.2) and (A.3) and evaluating the resulting expres-
sion at λ = r(j) give rise to
ℓ(j) + u(j)
2
= θ∗ +O(r(j) − λmax(H(θ∗))). (A.4)
Finally, we substitute (A.4) in (A.1) and use λmax(H((ℓ
(j)+u(j))/2)) = r(j+1)
to obtain
r(j+1) − λmax(H(θ∗)) = O((r(j) − λmax(H(θ∗)))2)
as desired.
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Figure 2: The figure depicts the field of values ofA+iB (top left),A+∆A+
i(B+∆B) (top right), e−iψ(A+∆A+i(B+∆B)) (bottom) for the choice of
A = (G+G∗)/2 andB = −i(G−G∗)/2withG denoting the 640×640Grcar
matrix. The minimal perturbation matrices ∆A,∆B and the quantity ψ
are those returned by Algorithm 1 for δ = 10−2. The diamonds mark the
points where the inner numerical radii are attained.
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