The prefix problem COhSiStS of COmplltihg all the products
(j=o,...a-l), given a sequence I = (x~,x~,..J~-~) of elements in a semigroup.
In this paper we completely characterize the size-time complexity of computing prefixes with boolean networks, which are synchronized interconnections of boolean gates and one-bit storage devices. This complexity crucially depends upon a property of the underlying semigroup, which we call cyclefreedom (no cycle of length greater than one in the Cayley graph of the semigroup). Denoting by 8 and T size and computation time, respectively, we have S = @(N/T) lo&N/~)), for non-cycle-free semigroups, and S = @N/T), for cycle-free semigroups.
In both cases, TC D-N logN),O(N)l.
Introduction
The pref;: problem consists of computing all the products XOX*..lj (j=o,...jv-1) .
given a sequence x = (.Q,x~,...,x~-~) of elements in a semigroup. Prefix computations occur in the solution of severa'l significant problems such as carry-look-ahead addition The prefix problem has been extensively investigated in the boolean-circuit model, where the c'omputation is carried out by an acyclic network of combinational gates. Various complexity measures such as size, depth, width, and their trade-offs have been studied in this context [LF80, F83, CFL83, S86] . Algorithms for the EREW-PRAM model have been proposed in [KR!385] .
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In this paper we study the complexity of computing prefixes with boolean networks, which are Isynchronized interconnections of boolean gates and one-bit storage devices. Relevant, measures are computation time T and size S, defined as the total number of components (combinational and sequential) in the network. Our model of computation is essentially the same as the aggregate of [DCSOI, from which it differs only in the input/output conventions.
Both models afford the study of the role of sequential logic in circuits, and allow the consideration of circuits of size sublinear in the input size, Results on boolean networks have also interesting implications for other models of parallel computation such as fixed interconnections of processors and VLSI circuits [T80].
We have found that the size-time complexity of the prefix problem is determined by a property of the underlying semigroup, which we call cycle-freedom. We call a semigroup cycle-free if its Cayley graph has no cycle of length greater than one and non-cycle-free otherwise. Cur results, which completely characterize the size-time complexity of the prefix problem, are encompassed by the following theorem, which summarizes Theorems 34, and 5.
Theorem I. The size-time complexity of the prefix problem on a boolean network is S = C((N/T) log(N/T)), for noncycle-free semigroups, and is S = @N/T), for cycle-free semigroups. In both cases, TC tQ( logN),O(N)l.
For non-cycle-free semigroups, the upper bound can be achieved by known constructions based on binary-tree networks, or twisted-reflected-tree networks [LFSO, BK82, BP86b] , whereas the lower bound (Section 3, Theorem 3) is less obvious, and is based on arguments of computational friction [BP86a] .
For cycle-free semigroups, the lower bound is based on a trivial inputloutput argument, while the upper bound is achieved by a rather sophisticated algorithm (Section 4, Theorem 5) executed by a tree-connected network.
It may be interesting to contrast Theorem 1 with the result of [CFL851 that there are constant-depth, polynomial-size (unbounded fan-in) boolean circuits to compute prefixes for a semigroup, if and only if the semigroup is group free, an attribute stronger than cycle free.
A result completely anologoue to Theorem 1 could be stated for the area-time complexity of prefix computation in the VJ..BI model ['I%O] . Indeed, since a VLSI circuit is the layout of a boolean network, sizotime lower bounds for the latter immediately translate into area-time lower bounds for the former. In general, area is larger than size due to space occupied by wires. However, the circuits considered in this paper can be laid out so that the total wire area is of the same order as the size? hence they are area-time optimal a8 well as size-time optimal.
Definitiona and Problem Statement
A finite semigroup is a pair CA;> where A = {a,,ar,...,aJ is a set of size s and . is an associative binary operation on A, which we call pro&cl. We denote by xy the product of elements x,yCA. A finite monoid is a finite semigroup with a distinguished element e, called the identity, such that xe = ex = x, for all rCA. Any semigroup can be easily transformed into a monoid by the addition of an element with the properties of the identity.
For a sequence x = (z,,,xi ,... ,x~-,)EA~, the sequence of prefires of x is defined as y = (YO,ylr...~~-Ilr with Yj = X&Xl ... X1* The prefix problem consists in computing y from x. In the study of the complexity of the prefix problem, an important role is played by the Cayley graph G(A) = (A ,.fZ) of A, containing for each ordered pair (xy) an arc of the form (x,ry), labelled by y, It is easy to see that each node of C(A) has out-degree s, that the labels of the self loops of a given node always form a subsemigroup of A, and that G(A 1 is transitively closed.
We call a semigroup cycle-free (CF) if the only cyclee in its Cayley graph are self-loops, and non cycle-free (NCF) otherwise (we avoid the term "cyclic" here, since it has a different established meaning in group theory). We shall see that cycte-freedom is the crucial property of a semigroup in determining the complexity of the prefix problem. Among CF semigroups, of particular interest are insertion semigroups, characterized by the following property: for all XY,WCA, %Y.? = xy => xwyz = xwy.
(1)
We now give examples of semigroups that belong to the various classes introduced above. If any element xEA different from the identity has an inverse x-l such that IT-' = e, then (eJ,e) forms a nontrivial cycle in G(A) and A is NCF. As a corollary, all groups are NCF.
All abelian CF semigroups are also insertion semigroups. An instance of abelian CF semigroup is given by the set A = /O,l,...,s-11 with respect to the operation threshold-(s-11 nddition defined as xy = min(x+y, s -1). The prefix operation on this semigroup represents the cumulative sum of the sequence x with the value (s-1) replacing each larger value.
Further examples of insertion semigroups are all semilattices, where the semigroup operation is commutative and idempotent.
Examples of semilattices are the set of the O-l vectors of length n with respect to component-wise OR (AND), and the set of the first s nonnegative integers with the MINIMUM (MAXIMUM) operation.
An interesting insertion semigroup that is not a abelian is the set of the rankings of R items with respect to the operation of rank concatenation, which plays an important role in VLSI sorting [CS85, BP85, BP86al. Identifying the n items with the integera from 1 to a, a ranking is an ordered partition of the set {l,Z, , . . , n}, that is, a sequence of disjoint sets whose union equals {1,2, , . . , a}. Intuitively, all the elements in a given set have the same rank, and have rank higher than those in the next set. The concatenation of two rankings a = (u~,u~,...,u,,) and v = b1,u2 ,..., u,) is uv = (wl,w2 ,..., w,,) with w, equal to the subsequence of the nonempty terms of (Uj fl Ul, Uj Cl Ua,..-rUj n U,).
Yet another class of semigroups is that of strongly cycle-free (SCF) semigroups defined by the property that, for all rEA, the set of solutions y of the equation xy = x is either empty or is A itself. In the latter case, x is a left zero of A. The prefix problem for SCF semigroups degenerates, in the sense that arbitrarily long input sequences are not of interest. Indeed, for j greater than the length of the longest simple path of G(A), output y, is guaranteed to be constant with j (and equal to some left zero of A).
To exclude this uninteresting case, and without any substantial loss of generality, all semigroups in this paper are assumed to be monoids.
Lower Bounds
A boolean network is a directed graph with the following types of nodes: (1) input nodes, with in-degree zero and out-degree one; (2) output nodes, with in-degree one and out-degree zero; (3) combinational nodes, each labelled by a boolean function of one or two input variables, with indegree equal to the number of input variables, and outdegree one or two (to allow fan-out); (4) one-bit storage nodes, with in-degree one and out-degree one or two.
The notions of computation of, and of function computed by, a boolean network can be formalized as done in [DCSOI. Here we appeal to the intuitive meaning of these notions, and just discuss the input/output protocol, since it slightly differs from that of [DCSO] . We assume that each input [output] variable of the problem is assigned one input [output] node and one input [output] time. TWO variables can be assigned the same node, but only at different times. Only one node and one time are assigned to a given variable (unilocal, semellective protocol), and this node and time are independent of the input value (place-determinate, time-determinate protocol), Clearly, when solving the prefix prolblem by a boolean network, a specific binary encoding of tbe semigroup ele ments must be chosen. Since our present aim is ~JJ study the dependence of the complexity of the prefix problem upon the length N of the input sequence, and not its dependence on semigroup size or representation, we assume that the bits that encode a given semigroup variable are input (or output) all at the same time. We call an input/output protocol with this propefiy wordinstantaneous, in analogy with the term word-local introduced in lTh8Ol.
The following result is a simple consequence of the bounded fan-in assumption and of the fact that, in a semigroup which is not SCF, y, = xOxll...x, is a true function of ~orxl,...,~,: Proposition 1. For any boolean network that solves the prefix problem of size N for a non-SCF semigroup, the computation time satisfies the bound T = Q( log N).
Our lower bound for the prefix problem is based on the mechanism of computational frichon developed in lBP86al as a generalization of arguments previously applied to binary addition in lJ801 and. [Bell.
Computational friction, so denoted in the context of a fluidodynamic analogy for VLSI computations, is a phenomenon that slows down the flow of information from input to output nodes below the rate allowed by the number of I/O nodes, and therefore, when present, yields lower bounds stronger than the trivial ST = O(N) bound. Two phenomena contribute to the appearance of friction: (i) A fixed fraction of the information carried by each wavefront of input variables is transferred to the output variables, and (ii) this information must be stored within the network for a time logarithmic in the wavefront size since, for bounded fan-in, functional dependence imposes a delay between reading the inputs and computing the outputs. These phenomena can be precisely analyzed and lead to the quantitative bounds embodied by the following theorem, a more general version of which is proved in lBP86al.
Theorem 2. Given a computational problem P with a set X of input variables and a set Y of output variables, let U be a subset of X such that for any partition UI,...,lJ, of U there exists a collection W,,...,W7$ of di.sjoint subsets of Y (not necessarily a partition) satisfying the following properties:
(1) Each variable in W, is functionally dependent upon QgU,l) variables of U,.
(2) The valu.es of the variables in X -u' can be selected so that, for each t = 1,2 ,..., T the variables of W, carry QQU,l) bits of information about u,.
Then for any word-istantaneous boolean network that solves P, size and time satisfy the bound S = Q(Qq/T) logflCJj/T)).
(2)
We now have the tools to prove the following result.
Theorem 3. For any word-istantaneous boolean network that solves the prefix problem of size N for a NCF semigroup A, size and time satisfy the bound S = ti((l(r/T) log(N/T)).
Proof. We show that Theorem 2 can be applied, with The previous argument cannot be extended to cover CF semigroups; in fact, in the next section we shall describe networks for prefix computation in CF semigroups that violate bound (3). Indeed, the low information content of the output suggests the absence of friction, More specifically, l.et A be CF. A sequence y = (Y~,...J~-~) of prefixes corresponds to a generally nonsimple path of length N in G(A). Let Ta be the minimum number of bits required to describe a simple path in G(A), and let I* be the number of arcs of the longest such path (the height of G(A)). Then., an arbitrary path of length N can be described with 0(f~ + lAlogN) bits, O(fA) for the underlying simple path and O( IogN) to specify the length of each of the 0(1~) runs of self-loops. Therefore, O( IogN) bits are sufficient to describe the output prefixes on a CF semigroup, whereas O(N) are necessary for NCF semigroups.
Upper Bounds
In this section, we present three algorithms for the prefix problem, which are respectively designed for general semigroups, for CF semigroups, and for insertion semigroups. We first describe some general features of the three algorithms, and then present their specific details.
The algorithms are executed by a network having the structure of a binary tree K with w leaves. L&f nodes perform input/output operations, while internal nodes perform data processing. Each node is bidirectionally connected to its parent and its offsprings.
The input sequence x = (x~,...,x,+~) 1s segmented into N/w wavefronts of width W, where 1 SW s N/log N (for ease of discussion, we assume that N is a power of two). The i-th wavefront is denoted x, = (x,~,x~~.+~ ,... ,x(,+n,,,-i), where i = O,l,...,iV/w-1.
The wavefronts are sequentially fed to the network, with x,+j input at the j-th leaf (see Figure 1) . A fixed wavefront is processed by the network in two phases: an ascending phase (consisting of one input step and logw processing steps), when information flows from leaves to root, and a descending phase (consisting of logw processing steps and one output step), when the direction of the flow ie reversed.
Let the level of a node V, denoted leueZfV), be the number of edges on the path between V and the root of K. For each of the algorithms described below, a step takes time O(1) (independent of N). Moreover, a given step on a given wavefront is carried out by a single level of nodes, so that the network can be pipelined at a constant rate. Clearly, processing of the N-term sequence is completed in N/w + 2 log w + 2 steps, and hence in T = O(N/w).
More subtle is the use of storage at each node, which determines the global size of the network. A fixed wavefront is processed by a given level twice: once during the
ascending phase, and then again -2&uel(~)-tl steps laterduring the descending phase. (For uniformity of presentation, we assume that the root too processes a wavefront in two (contiguous) steps, although these actions are obviously combinable into a single step.) In the interval of time between the two steps (one in the ascending phase, the other in the descending phase) performed by nodes of a given leve1 on the same wavefront, some information relative to that wavefront must be stored at the nodes. As we shall see, the algorithms for CF semigroups are more sizeefficient than the ones for general semigroups exactly because less information is explicitly stored at the nodes. Correspondingly, the correctness of these algorithms is less immediate to establish.
General Semigroups
Binary tree K emulates in a straightforward manner the behavior of the well-known prefix network described in [LFSO, BK82, BP86bl and called "twisted-reflected-tree" in [BPSGbl. The algorithms are best explained as follows, A given internal node V of K determines a segmentation of the input sequence x as x = UO~OQI~~...QN,,~-~~N, ,,,-1, where /3&i... is the subsequence of x which is input by the successive wavefronta to the leaves of the subtree rooted at V (a0 may be empty), For a given sequence r, let z denote the product of its terms. Each p, is further segmented as 8, = lp,'&,", where B'j and 6," are input at the left and right subtrees of V, respectively.
Referring to the j-th wavefront, during the ascending phase internal node V computes /?, = /3,'/?'; from the values /3; and 8;' received from its offsprings. In addition, the root (for which all the a's are empty) maintains a state e initialized to e (the monoid identity) and updated as u: = ~~~~ During the descending phase, nonroot node V must receive from its parent the prefix y = ads,..aj-,Bj-la,;
if V has stored b,', then it can provide the correct prefixes y and y/3,' to its offsprings.
Below we describe in detail the actions of each node. We use a comma to separate concurrently executable actions, and a semicolon to separate actions to be sequentially executed. The ASCENDING PHASE substep below is thought of as preceding the DESCENDING PHASE substep, although various degrees of concurrency are realizable. Note that, for correct synchronization, each internal node V uses a queue (called fi'-queue) capable of storing Zleuel(V)+l semigroup elements (the &). In addition, each nonroot node has three cells to store the elements to be forwarded in the next step; note that, for the root, one of these elements, 8j, is "forwarded" to the root itself. The contents of all cells are initialized to e, the monoid identity. Iu summary, the generic step runs as follows: The algorithm is readily implemented by endowing the module of a node with a semigroup multiplier and a queue capable to store C&WUV)+~) = Oflog w) semigroup elements. Thus, the total size of the network is S = O(w logw) (ignoring the dependence upon the semigroup size and operation). Therefore we have:
Theorem 4. The size-time complexity of the prefix problem on a boolean network is S = O((N/T) log(N/T)), for wwogmow)1.
For NCF semigroups the bound of Theorem 4 is optimal, as shown by Theorem 3, For T = G&g N), the time lower bound of Proposition 1 is achieved. For T = G(N), the obvious S = Q(l) lower bound is achieved.
Cycle-Free Semigroups
As we have already noted in the concluding remarks of Section 3, the information content of a sequence of prefixes in a CF semigroup is only logarithmic in the length of the sequence. This fact indicates the possibility of reducing the amount of information relative t.e a given wavefront that the network has to store in the ascending phase for completing processing in the descending phase.
The memory requirement in the algorithm of Section 4.1 comes from the necessity to store at each node V the product 8' forwarded by the left chi1.d for (%wel(V)+l) steps. In the steady state, this implies the simultaneous storage of data relative to (2 kuel(V)fl) wavefronts. On the other hand, if y,!?, = y, the prefix is constant for all leaves of the subtree rooted at V for the j-th output wavefront: in this case just y must be passed to both offsprings. Therefore a record of (/?,',&j") must be kept from the ascending phase only for those values o:f j for which yfl, zy, a situation that in a CF semigroup can occur at most I,
How can this condition be tested in the input phase if y is yet unknown? The following scheme is proposed to answer this question. The root of K maintains a state Q initially set to e and updated as u = u/t,, as in the previous algorithm. Each remaining internal node V of K constructs during the ascending phase a history tree II(V) of 440 depth at most 1~ as follows. Each vertex of H(V) is labelled with an element of A and is either active or inactive; each arc is labelled either by "j or by Bj, where j = O,l, I . . ,tNIw -1). Initially, H(V) consists of its root, labelled by the identity e. The general j,.t.h step consista of two substeps: the first for processing (i.e., guessing) Uj, the second for processing (i.e., observing) 8,. Let a vertex u of WV) labelled a be active at the beginning of the first substep: the offsprings of u are a set of vertices labelled by (aa,:aj~A,aaj:~aJ, where the arc from a to ooj is labelled aj; u remains active if, for some Q+ o~j = a. The second substep is analogous, except that an active u labelled by a has an offspring only if @j *a. In this case, a record of Bj is kept at u. In other words, a vertex u of H(V) keeps record only of a transition in G(A) caused by an input /I, aa the pair (Bj'J?j"lo For each V in K, H(V) has O(s'"1 vertices.
When processing the j-th wavefront in the ascending phase, the history tree NW can be updated at V in time dependent only upon the semigroup size and operation.
When constructing the j-th wavefront in the descending phase, each nonroot internal node V traces its history tree under the control of labels provided by its parent and of labels stored in H(V). Specifically, each instance a&a1/3i... corresponds to a unique path in the history tree: 4 is implicitly provided by the parent in the form of the product ~&...a,; Isj is picked up, if nonempty, at the node reached by rxr8a...aj. V is now in a position to pass the appropriate terms to its offsprings. The above result holde for any CF eemigroup and ie clearly optimal. However, for the very important case of insertion semigroups the tree module need not be aa complicated as outlined above. Each internal node V of K etill contains a semigroup multiplier, and a queue with 21A cells, each capable of storing a semigroup element; an additional cell stores the node state slate(V).
Initially, for each V in K, state(V): = e. Nonroot intarnal node V performs the following actions:
Generic
Step 
Lemma
The above scheme correctly computes the prefix sequence for insertion aemigroupa. In this paper, we have considered the computation of the prefixes of an N-term sequence of semigroup elements on boolean networks. We have completely characterized the size-time complexity of the networks as a function of N.
The major outstanding problem is the investigation of the dependence of network complexity upon semigroup size and operation. For example, in Theorem 6 we have shown that, for the important case of insertion semigroups, the upper bounds of Theorem 5 can be considerably improved. However, the construction of prefix boolean networks which are optimal also .with reference to semigroup size remains an open problem.
