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Boosting, as one of the state-of-the-art classification approaches, is widely used in the
industry for a broad range of problems. The existing boosting methods often formulate
classification tasks as a convex optimization problem by using surrogates of performance
measures. While the convex surrogates are computationally efficient to globally optimize,
they are sensitive to outliers and inconsistent under some conditions. On the other hand,
boosting’s success can be ascribed to maximizing the margins, but few boosting approaches
are designed to directly maximize the margin. In this research, we design novel boosting
algorithms that directly optimize non-convex performance measures, including the empir-
ical classification error and margin functions, without resorting to any surrogates or ap-
proximations. We first applied this approach on binary classification, and then extended
this idea to more complicated classification problems, including multi-class classification,
semi-supervised classification, and multi-label classification. These extensions are non-
trivial, where we have to mathematically re-formulate the optimization problem: defining
new objectives and designing new algorithms that depend on the specific learning tasks.
Moreover, we showed good theoretical properties of the optimization objectives, which ex-
plains why we define these objectives and how we design algorithms to efficiently optimize
them. Finally, we showed experimentally that the proposed approaches display competitive
or better results than state-of-the-art convex relaxation boosting methods, and they perform
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Introduction
Classification is a learning task of predicting a target label (or a set of target labels) for a
given example. For instance, document categorization is a task of classifying documents to
already defined categories according to the contents of the documents. Spam-detection is
also a classification problem in which we try to categorize emails into spam and non-spam.
By using machine learning techniques, the goal is to build a classification system (it is
also called a classifier) that can automaticly predict the correct labels of unseen examples,
on the basis of the training examples which were previously labeled with their correct
classifications.
Boosting (Schapire and Freund, 2012) is a well-known ensemble learning approach
(Wu et al., 2008) for classification problems which combines a set of base classifiers to
produce a single strong classifier. A base classifier is usually a simple classification rule,
and we can reasonably expect the performance of the base classifiers to be poor. In con-
trast, a strong classifier is often more complex, and more accurate than a base classifier.
Unlike other ensemble methods, such as Bagging (Breiman, 1996) and Random Forests
(Breiman, 2001), the committee of base classifiers evolves over time in Boosting, and the
members cast a weighted vote (Hastie et al., 2001). There are major benefits for boosting
methods when compared with other well-known classification algorithms: 1) Boosting can
effectively capture complex, non-linear function dependencies; 2) Boosting is flexible, al-
lowing different loss functions and weak learning algorithms to be employed; 3) Boosting
1
Figure 1.1: Convex surrogates of 0-1 loss.
is accurate, the combination of Boosting with decision trees is a state-of-the-art classifica-
tion method (Appel et al., 2013); 4) Boosting methods are often easy to implement. Due to
these advantages, Boosting is widely used in the industry for a broad range of problems.
Most existing boosting methods formulate classification tasks as a convex optimiza-
tion problem by using surrogates of performance measures, see Figure 1.1. While the
convex surrogates are computationally efficient to globally optimize (Bartlett et al., 2006),
they are sensitive to outliers (Long and Servedio, 2010; Nguyen and Sanner, 2013) and in-
consistent under some conditions. On the other hand, Boosting’s success can be ascribed to
maximizing the margins (Schapire and Freund, 2012), but few boosting approaches are de-
signed to directly maximize a margin function. In this research, we design novel Boosting
algorithms that directly optimize the empirical classification error and margin functions,
which are non-convex performance measures, without resorting to any surrogates or ap-
proximations. In general, non-convex problems are very difficult to solve. However, for
the special classification error minimization and margin maximization problems, we pro-
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pose efficient algorithms to find a local optima. In many real applications, it is possible
that the local optima of non-convex optimization is less serious than the inconsistencies
(McAllester et al., 2010). As non-convex optimization methods, our proposed approaches
show competitive or better results than state-of-the-art convex relaxation boosting meth-
ods, and they perform especially well on noisy cases. In the following, we first introduce
the backgrounds of this research, including direct loss minimization, margin maximization,
semi-supervised boosting, multi-class boosting, and multi-label boosting.
1.1 Direct Loss Minimization
The classification problem in machine learning is to predict an unobserved discrete output
value y based on an observed input vector x. In the spirit of the model-free framework, it
is assumed that the relationship between the input vector and the output value is stochas-
tic and described by a fixed but unknown probability distribution p(X, Y ) (Devroye et al.,
1996). The goal is to learn a classifier, i.e., a mapping function f(x) from x to y such that
the probability of the classification error is small. As it is well known, the optimal choice is
the Bayes classifier (Devroye et al., 1996). However, since p(X, Y ) is unknown, we cannot
learn the Bayes classifier directly. Instead, following Vapnik’s general setting of the em-
pirical risk minimization (Devroye et al., 1996; Vapnik, 1998), a more realistic goal is that,
given a set of training data independently drawn from p(X, Y ), find f(x) in a function class
H that minimizes the empirical classification error. Due to the nonconvexity, nondifferen-
tiability and discontinuity of the classification error function, however, the minimization of
the empirical classification error is typically NP-hard for general linear models (Hoffgen
et al., 1995). Eventhough non-convex upper bounds (Do et al., 2008; Mason et al., 2000a)
have been proposed, the common approach is to minimize a surrogate function which is
a convex upper bound of the classification error function. The problem of minimizing the
empirical surrogate loss turns out to be a convex programming problem with consider-
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able computational advantages and learned classifiers remain consistent to Bayes classifier
(Bartlett et al., 2006; Bartlett and Traskin, 2007; Steinwart, 2005; Telgarsky, 2012; Zhang,
2004; Zhang and Yu, 2005), while clearly there is a mismatch between “desired” loss func-
tion used in inference and “training” loss function during the training process (McAllester
et al., 2010). Moreover, it has been shown that all boosting algorithms based on convex
functions are susceptible to random classification noise (Long and Servedio, 2010).
1.2 Direct Margin Maximization
For boosting, the minimizing training error is only one side story, maximizing a margin in
a certain sense is in fact the key for its success. Schapire et al. (1998) showed that the larger
the margins on the training examples, the better an upper bound on the generalization error,
and empirically the most famous boosting algorithm – AdaBoost (Freund and Schapire,
1997) has a tendency to increase the margins on the training examples. Thus, margins are
highly relevant to the behavior and generalization performance of AdaBoost. However,
it is shown in (Rudin et al., 2004, 2007) that AdaBoost may converge to a margin that is
significantly below the maximum minimum margin.
Several boosting-type margin-maximization algorithms (Breiman, 1999; Grove and
Schuurmans, 1998; Ratsch and Warmuth, 2005; Rudin et al., 2007; Warmuth et al., 2006)
have been proposed with an attempt to maximize the minimum margin over training ex-
amples such as arc-gv (Breiman, 1999) and LP-AdaBoost (Grove and Schuurmans, 1998).
Breiman’s experiments (Breiman, 1999) indicated that even though arc-gv achieved higher
margins than AdaBoost, it performed worse on test data. Reyzin and Schapire (2006) re-
conducted Breiman’s experiments and were able to reconcile his results with the margins
explanation by noting that the weak classifiers found by arc-gv are more complex than those
found by AdaBoost. When this complexity is controlled, arc-gv continues to achieve larger
minimum margins, but AdaBoost achieves much higher margins overall and a generally
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better test performance. Reyzin and Schapire conjectured that better boosting algorithms
might be designed by maximizing another margin function rather than the minimum mar-
gin.
It is known that AdaBoost is quite susceptible to noise. For noisy data there is always
a tradeoff between believing the data or mistrusting it. Soft margin optimization techniques
that maximize a relaxed minimum margin objective, which allow some misclassification on
training data and thus more robust to noisy. Various soft margin based boosting algorithms
have been proposed for binary classification, and LPBoost with column generation (Demi-
riz et al., 2002) is one of the most straightforward and efficient approaches. When the weak
learning algorithm always returns the best weak hypothesis at each iteration, LPBoost with
column generation converges to a global optimal solution. However, when this condition is
not satisfied, it may fail to converge to a maximum margin solution, and thus significantly
deteriorates the performance of the ensembled classifier. Variants of LPBoost with column
generation such as SoftBoost (Warmuth et al., 2006, 2007) and ERLPBoost (M. Warmuth
and Vishwanathan, 2008) suffer a similar problem. To our knowledge, none of boosting
algorithms are designed to directly maximize the margin for multi-class, semi-supervised,
and multi-label classification problems.
1.3 Multi-class Boosting
Multi-class classification is the problem of categorizing examples into one of more than two
classes. Most boosting methods were designed for binary classification tasks (classifying
examples into one of the two classes), while many real-world applications involve multiple
classes, such as handwritten digit recognition, image segmentation, and automatic speech
recognition. To effectively extend well-studied binary boosting algorithms to solve multi-
class problems is still an on-going research topic.
Multi-class boosting methods can be roughly divided into two categories. The first
5
is to reduce the multi-class problem to multiple binary classification problems. Methods
in this category include “one-vs-all”, “all-vs-all”, and other general output coding based
approaches (Allwein et al., 2001; Dietterich and Bakiri, 1995; Elisseeff and Weston, 1996;
Friedman et al., 2000; Friedman, 2001; Li, 2009, 2010; Schapire and Singer, 1999). Bi-
nary classification is well-studied, but there are some problems with the binary reduction,
including (i) it may produce imbalanced data distributions, which are known to have a neg-
ative effect on the classifier performance (He and Garcia, 2009; Sun et al., 2007), (ii) a lack
of guarantees of an optimal joint predictor (Saberian and Vasconcelos, 2011), or (iii) us-
ing binary boosting scores that do not represent true class probabilities (Mease and Wyner,
2008).
The second category is to build a multi-class classifier directly by using multi-class
base classifiers, such as decision trees. Boosting methods of this category include Ad-
aBoost.M1, SAMME, AdaBoost.MM, GD-MCBoost, et al. (Elisseeff and Weston, 1996;
Mukherjee and Schapire, 2013; Saberian and Vasconcelos, 2011; Zhu et al., 2009a; Zou
et al., 2008). Usually, these methods require strong base classifiers which substantially
increase complexity and have a high potential for overfitting (Saberian and Vasconcelos,
2011). Moreover, all of these methods formulate multi-class tasks as a convex optimiza-
tion problem by using surrogates, and it has been shown that all boosting algorithms based
on convex optimization are susceptible to random classification noise (Long and Servedio,
2010). In addition, none are designed to directly maximize the multi-class margin, although
some of them have the effects of margin enforcing.
1.4 Semi-supervised Boosting
In many applications of classifiers, labeled data is usually limited while unlabeled data can
often be much cheaper and more plentiful than labeled data. Semi-supervised learning is a
way to employ a large amount of unlabeled data together with a few labeled data to con-
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struct a classifier with good generalization. Various semi-supervised learning approaches
have been proposed, including: graph-based algorithms, generative models, information-
theoretic regularization, semi-supervised support vector machines and boosting techniques,
see (Chapelle et al., 2006a) and (Zhu et al., 2009b) for a summary.
Based on the gradient descent view of boosting (Mason et al., 2000b), many semi-
supervised boosting methods have been proposed, such as SMarginBoost (d’Alché Buc
et al., 2002), ASSEMBLE (Bennett et al., 2002), RegBoost (Chen and Wang, 2007), Semi-
Boost (Mallapragada et al., 2009), SERBoost (Saffari et al., 2008) and information theo-
retic regularization based boosting (Zheng et al., 2009), where a margin loss function is
minimized over both labeled and unlabeled data by the functional gradient descent method,
and there is a trade-off parameter to control the influence of the unlabeled data. For these
methods, minimizing the loss functions over unlabeled data has the effect of reducing the
uncertainty of the predicted labels. By carefully choosing the trade-off parameter that con-
trols the influence of the unlabeled data, we observe empirically that there is no significant
difference among these loss functions in terms of accuracy if the same weak learners are
used.
The effectiveness of the semi-supervised boosting methods we discussed above can
be ascribed to their tendency to produce large margin classifiers with a small classifica-
tion error. However, these algorithms were not designed to directly maximize the margin
(although some of them have the effects of margin enforcing), and the objective functions
are not related to the margin in the sense that one can minimize these loss functions while
simultaneously achieving a bad margin (Rudin et al., 2004). Therefore, a natural goal is to




Traditional single-label classification deals with the problems where one data example is
associated with only one class label. However, in many real-world tasks, one example is
usually associated with multiple class labels simultaneously. For example, in text catego-
rization, a newspaper article may belong to several predefined categories, such as politics,
business, and technology. Similarly in scene classification, an image can be tagged with
several keywords, such as mountains, animals, and trees. As a result of efforts to address
such problems, multi-label classification has received increased attention during the past
years, see (Tsoumakas and Katakis, 2006; G.Tsoumakas et al.; Zhang and Zhou, 2013) for
a summary.
Two natural solutions to multi-label classification are binary relevance (BR) (Tsoumakas
and Katakis, 2006) and label powerset (LP) (Boutell et al., 2004). BR decomposes the
multi-label learning task into a set of single-label problems, one for each label. In this
fashion, a binary classifier can be used to solve the original multi-label task. However,
this solution does not consider the relationship among labels (Elisseeff and Weston, 2002;
Huang et al., 2012; Zhang and Zhou, 2007). On the other hand, LP considers each subset
of the entire label sets as a different class value of a single-label classification task. While
LP has the advantage of taking label correlations into account, it leads to a large number of
label subsets, the majority of which are associated with very few examples (G.Tsoumakas
et al., 2011).
To overcome LP’s drawbacks while keeping its advantages, an ensemble method
called the random k-labelsets (RAkEL) (G.Tsoumakas et al., 2011) was proposed. On
each ensemble round, RAkEL randomly selects a subset of size k from the entire labelset,
and then applies LP on the subset. The classification of a new example is achieved by ag-
gregating the different predictions for each label via voting. In this way, RAkEL directly
takes into account label correlations1 and provides more balanced training sets. Many em-
1 In (Zhang and Zhou, 2013), the authors indicate that RAkEL is a high-order approach where the degree
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pirical studies have shown that RAkEL achieves high classification performance compared
to BR and LP methods (G.Tsoumakas et al., 2011; Petterson and Caetano, 2010; Read et al.,
2008; Madjarov et al., 2012). However, as a bagging-like method2, each ensemble iteration
is separate and there is no overall goal during the entire training process; this leads to yield
worse accuracy than boosting-style methods in most cases (Chen, 2007).
In (Schapire and Singer, 2000), two boosting methods, AdaBoost.MH and AdaBoost.MR,
were proposed for multi-label data. AdaBoost.MH trains an ensemble classifier to optimize
the hamming loss – in each boosting round, a binary base classifier is learned for each class
label separately, and thus ignores the label correlations. Moreover, since the number of
relevant labels are often significantly less than the number of irrelevant labels for each
example in multi-label learning, the class imbalance problem is also a challenge (Xioufis
et al., 2011). AdaBoost.MR is designed to optimize the ranking loss in a manner that hope-
fully places the relevant labels at the top of the ranking. The ranking loss criterion considers
the pairwise relations between labels (Zhang and Zhang, 2010; Shi et al., 2011). Neverthe-
less, it only measures whether the pairwised rankings are right or wrong, we should also
consider the confidence of the rankings. On the other hand, the correlations between labels
may go beyond pairwise relations (Zhang and Zhang, 2010).
1.6 Our works
In this research, we present novel boosting approaches that radically digress from existing
boosting methods by directly optimizing performance measure for classification problems
and maximizing various any targeted arbitrarily defined margins, and our works are mainly
inspired by the minimum error rate training (MERT) algorithm (Och, 2003) that is used in
machine translation to re-rank translated candidate sentences. This research includes four
of label correlations is controlled by the size of k-labelsets.
2 In each ensemble round, bagging randomly selects a subset of training examples and trains a base
classifier on those examples.
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major aspects:
Direct boost for binary classification: In our work (Zhai et al., 2013), we proposed a
boosting method for binary classification – DirectBoost – a greedy coordinate descent algo-
rithm that directly minimizes classification error over labeled training examples to build an
ensemble linear classifier of weak classifiers. Once the training error is reduced to a (local
coordinatewise) minimum3, DirectBoost runs a coordinate ascent algorithm that greedily
adds weak classifiers by directly maximizing any targeted arbitrarily defined margins, it
might escape the region of minimum training error in order to achieve a larger margin. The
algorithm stops once a (local coordinatewise) maximum of the margins is reached. Our
experimental results on a collection of machine-learning benchmark data sets show that
DirectBoost is very promising and gives better results than existing boosting methods and
is noise tolerant when it maximizes an order sample margin function.
Direct boost for multi-class classification: In our work (Zhai et al., 2014), we have
proposed a direct multi-class boosting algorithm, termed DMCBoost, that extends the work
of binary DirectBoost (Zhai et al., 2013) to multi-class classification. DMCBoost uses
multi-class decision trees as base classifiers to build an ensemble classifier by directly opti-
mizing the performance measures, without reducing them to binary classification problems.
The process of DMCBoost includes two phases: it first directly minimizes the empirical
classification error by iteratively adding base classifiers to the ensemble classifier. Once
the classification error reaches a coordinatewise local minimum, it continuously adds base
classifiers by directly maximizing the average margin of a certain set of bottom samples.
We will show that DMCBoost performs better than the convex relaxation algorithms in
terms of accuracy under a bearable time limitation on a number of UCI datasets and it is
more robust in noisy cases. Furthemore, DMCBoost only requires very weak base classi-
fiers, and it is more efficient in driving down the empirical classification error than other
multi-class boosting algorithms when the same depth trees are used as weak learners, as
3 See the definition on page 479 in (Tseng, 2001).
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shown in our experimental results.
Direct boost for semi-supervised classification: In our recent work (Zhai et al.,
2015a), we presented a semi-supervised direct boosting method named SSDBoost that ex-
tends the work of DirectBoost (Zhai et al., 2013) to semi-supervised classification. The
process of SSDBoost includes two steps: it first directly minimizes a generalized classifi-
cation error that extends the concept of classification error to both labeled and unlabeled
data, by iteratively adding base classifiers to the ensemble classifier. Once the generalized
classification error reaches a coordinatewise local minimum, it continuously adds base clas-
sifiers by directly maximizing a generalized average margin that consists of both labeled
and unlabeled margins. The first step serves as an initialization method of the second step,
the motivation is that the margin maximization algorithm often performs better when it
starts with a low classification error. The experimental results show that SSDBoost is able
to exploit easily-obtained unlabeled data to significantly improve accuracy, especially in
the noisy cases.
Direct boost for multi-label classification: In our recent work (Zhai et al., 2015b),
we generalized DirectBoost (Zhai et al., 2013) to multi-label classification that optimizes a
minimum ranking margin objective. We named our algorithm MRMM (Minimum Ranking
Margin Maximization). The minimum ranking margin is defined to be the minimum dif-
ference of weighted fraction of votes between a relevant label and an irrelevant label, and
hence is robust to the class imbalance problems. MRMM is a boosting-type method – by
utilizing a similar strategy in RAkEL, a base classifier is learned on a subset of labelsets in
order to maximize the minimum ranking margin over each boosting iteration.
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DirectBoost: a boosting method for
binary classification
For binary classification, we attempt to classify the instances into two categories. Let D
denote a distribution over X × Y , where X be the instance space and Y = {−1,+1} be
the label set. Suppose we are given a set of training data S = {(x1, y1), · · · , (xn, yn)}
independently drawn from D.
Let H = {h1, ..., hl} denote the set of all possible weak classifiers that can be pro-
duced by the weak learning algorithm, where a weak classifier hj ∈ H is a mapping from
an instance space X to Y = {−1, 1}. The hjs are not assumed to be linearly independent,
and H is closed under negation, i.e., both h and −h belong to H. We define C of H as the






αhh(x) | αh ≥ 0
}
. (2.1)
The goal here is to find f ∈ C that has good generalization performance on X .
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2.1 Minimizing Classification Error
Classification error, also called 0-1 loss, is the most important performance measure in
binary classification. The empirical classification error (classification error on training data)





1(ŷi 6= yi) (2.2)
where ŷi = arg maxy∈Y yf(xi), Y = {−1, 1} and 1(·) is an indicator function. The em-
pirical classification error is a non-convex, non-differentiable and discontinuous objective
function with respect to the underlying parameters that we’ll introduce later.
Similar to AdaBoost, DirectBoost works by sequentially running an iterative greedy
coordinate descent algorithm, each time directly minimizing true empirical classification
error (3.2) instead of a weighted empirical classification error in AdaBoost. That is, for
each iteration, only the parameter of a weak classifier that leads to the most significant true
classification error reduction is updated, while the weights of all other weak classifiers are
kept unchanged. The rationale is that the inference used to predict the label of a sample can
be written as a linear function with a single parameter.





where previous t−1 weak classifiers hk(x) and corresponding weights αk, k = 1, · · · , t−1
have been selected and determined. The inference function for sample xi is defined as
Ft(xi, y) = yft(xi) = y (
t−1∑
k=1




k=1 αkhk(xi) is constant and hk(xi) is either +1 or -1 depending on sample
xi, we re-write the equation above as,
Ft(xi, y) = y ht(xi)αt + ya(xi) (2.5)
Note that for each label y of sample xi, this is a linear function of αt with the slope to
be either +1 or -1 and intercept to be ya(xi). Given an input of αt, each example xi has two
linear scoring functions, Ft(xi,+1) and Ft(xi,−1), i = 1, · · · , n, one for the positive label
y = +1 and one for the negative label y = −1. From these two linear scoring functions,
the one with the higher score determines the predicted label ŷi of the ensemble classifier
ft(xi). The intersection point ei of these two linear scoring functions is the critical point
that the predicted label ŷi switches its sign, the intersection point satisfies the condition
that Ft(xi,+1) = Ft(xi,−1) = 0, i.e. a(xi) + αtht(xi) = 0, and can be computed as
ei = − a(xi)ht(xi) , i = 1, · · · , n. These points divide αt into (at most) n + 1 intervals, each
interval has the value of a true classification error, thus the classification error is a stepwise
function of αt. The value of ei, i = 1, · · · , n can be negative or positive, however since H
is closed in negation, we only care about these that are positive.
The greedy coordinate descent algorithm that sequentially minimizes a 0-1 loss is
described in Algorithm 1, lines 3-11 are the weak learning steps and the rest are boosting
steps. Consider an example with 4 samples to illustrate this procedure. Suppose for a weak
classifier, we have Ft(xi, yi), i = 1, 2, 3, 4 as shown in Figure 2.1. At αt = 0, samples
x1 and x2 have negative margins, thus they are misclassified, the error rate is 50%. We
incrementally update the classification error on intervals of êi, i = 1, 2, 3, 4: For Ft(x1, y1),
its slope is negative and its intercept is negative, sample x1 always has a negative margin
for αt > 0, thus there is no error update on the right-hand side of ê1. For Ft(x2, y2),
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Algorithm 1: Greedy coordinate descent algorithm that minimizes a 0-1 loss.
1: S = {(xi, yi), i = 1, · · · , n}
2: Sort |a(xi)|, i = 1, · · · , n in an increasing order.
3: for a weak classifier hk ∈ H do
4: Visit each sample in the order that |a(xi)| is increasing.
5: Compute the slope and intercept of F (xi, yi) = yihk(xi)α + yia(xi).
6: Let êi = |a(xi)|.
7: If (slope > 0 and intercept < 0), error update on the righthand side of êi is -1.
8: If (slope < 0 and intercept > 0), error update on the righthand side of êi is +1.
9: Incrementally calculate classification error on intervals of êis.
10: Get the interval that has minimum classification error.
11: end for
12: Pick the weak classifiers that lead to largest classification error reduction.
13: Among these selected weak classifiers, only update the weight of one weak classifier
that gives the smallest exponential loss.
14: Repeat 2-13 until training error reaches minimum.
its slope is positive and its intercept is negative, then when αt is at the right side of ê2,
sample x2 has positive margin and becomes correctly classified, so we update the error by
-1, the error rate is reduced to 25%. For Ft(x3, y3), its slope is negative and its intercept
is positive, then when αt is at the right side of ê3, sample x3 has a negative margin and
becomes misclassified, so we update the error rate changes to 50% again. For Ft(x4, y4),
its slope is positive and its intercept is positive, sample x4 always has positive margin for
αt > 0, thus there is no error update on the right-hand side of ê4. We finally have the
minimum error rate of 25% on the interval of [ê2, ê3].
We repeat this procedure until the training error reaches its minimum, which may
be 0 in a data separable case. We then go to the next stage, explained below, that aims
to maximize margins. A nice property of the above greedy coordinate descent algorithm
is that the classification error is monotonically decreasing. Assume there are M weak
classifiers be considered, the computational complexity of Algorithm 1 in the training stage
is O(Mn) for each iteration.
Figures 2.2 and 2.3 are plots of the 0-1 loss curve or surface in one or two dimen-
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Figure 2.1: An example of computing minimum 0-1 loss of a weak learner over 4 samples.
Figures 2.4 and 2.5 are plots of 0-1 loss curve or surface in one or two dimensions on a
UCI dataset when we perform Algorithm 1, where the 0-1 loss has reached 0.
For boosting, as long as the weaker learner is strong enough to achieve reasonably
high accuracy, the data will be linearly separable and the minimum 0-1 loss is usually 0.
As shown in Theorem 1, the region of zero 0-1 loss is a (convex) cone.
Theorem 1 The region of zero training error, if exists, is a cone, and it is not a set of
isolated cones.
Proof : Let α = (α1 · · · , α|H|). The region of zero training error is the one with all sample








Figure 2.2: 0-1 loss curve in one dimension when 0-1 loss hasn’t reached 0.
Figure 2.3: 0-1 loss surface in two dimensions when 0-1 loss hasn’t reached 0.




















k hk(xi) > 0, ∀i = 1, · · · , n
Thus (1− λ)α(1) + λα(2) ∈ Z , so Z is convex.
Z is a cone since for all a > 0 and α ∈ Z , aα ∈ Z (Bazaraa et al., 2006; Boyd and
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Figure 2.4: 0-1 loss curve in one dimension when 0-1 loss has reached 0.
Figure 2.5: 0-1 loss surface in two dimensions when 0-1 loss has reached 0.
Vandenberghe, 2004).
Combine these two results, then we conclude that the region of zero training error, if
it exists, is a cone, and it is not a set of isolated cones.
Algorithm 1 is a heuristic procedure that minimizes 0-1 loss, it is not guaranteed to
find the global minimum, it may trap to a coordinatewise local minimum (Tseng, 2001)




The margins theory (Schapire et al., 1998) provides an insightful analysis for the success of
AdaBoost where the authors proved that the generalization error of any ensemble classifiers
is bound in terms of the entire distribution of margins of training examples, as well as the
number of training examples and the complexity of the base classifiers, and AdaBoost’s
dynamics has a strong tendency to increase the margins of training examples. This view
motivates us to propose a coordinate ascent algorithm to directly maximize several types
of margins just right after the training error reaches a (local coordinatewise) minimum.
The margin of a labeled example (xi, yi) with respect to an ensemble classifier ft(x) =∑t







This is a real number between -1 and +1 that intuitively measures the confidence of the
classifier in its prediction on the ith example. It is equal to the weighted fraction of base
classifiers voting for the correct label minus the weighted fraction voting for the incorrect
label (Schapire et al., 1998).
We denote the minimum margin and the average margin over the training examples as
ϕmin = mini∈{1,··· ,n} ϕi and ϕaverage = 1n
∑n
i=1 ϕi respectively. Furthermore, we can sort
the margins over all training examples in an increasing order, and consider n′ worst training
examples n′ ≤ n that have smaller margins, and compute the average margin over those n′
training examples. We call this the average margin of the bottom n′ samples, and denote it
as ϕaverage n′ = 1n′
∑
i∈Bn′
ϕi, where Bn′ denotes the set of n′ samples having the smallest
margins.
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The margin maximization method described below is a greedy coordinate ascent algo-
rithm that adds a weak classifier achieving maximum margin. It allows us to continuously
maximize the margin while keeping the training error at a minimum by running the greedy
coordinate descent algorithm presented in the previous section. The margin ϕi is a linear
fractional function of α, and it is quasiconvex, and quasiconcave, i.e., quasilinear Bazaraa
et al. (2006); Boyd and Vandenberghe (2004). Theorem 2 shows that the average margin
of bottom n′ examples is quasiconcave in the region of the zero training error.








where {Bn′ |α} denotes the set of n′ samples whose margins are at the bottom for fixed α.
Then ϕaverage n′(α) in the region of zero training error is quasiconcave.





k=1 αkhk(xi) > 0, αk > 0
}
,∀i = 1, · · · , n. Then by definition of
quasiconcave (Bazaraa et al., 2006; Boyd and Vandenberghe, 2004), ϕ is quasiconcave on
Z if and only if its upper contour sets are convex sets on Z . The γ-upper-contour set Zγ of





























We now prove that Zγ is a convex set. For ∀α(1),α(2) ∈ Zγ , ∀λ ∈ [0, 1], clearly








hk(xi) > 0,∀i = 1, · · · , n,
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Therefore, (1 − λ)α(1) + λα(2) ∈ Zγ . ϕ(α) in the zero training error region is quasicon-
cave.
We denote ai =
∑t−1
k=1 yiαkhk(xi), bi,t = yiht(xi) ∈ {−1,+1} and c =
∑t−1
k=1 αk,



























p1 p2 p3 p4
Figure 2.6: Margin curves of six examples. At points q1, q2, q3 and q4, the median example
is changed. At points q2 and q4, the set of bottom n′ = 3 examples are changed.
sample (xi, yi) is either positive or negative, which is irrelevant to the value of αt. This is
also true for the second derivative of the margin. Therefore, the margin on the ith example
(xi, yi) with respect to αt is either concave when it is monotonically increasing or convex
when it is monotonically decreasing. See Figure 2.6 for a simple illustration.
Consider a greedy coordinate ascent algorithm that maximizes the average margin










Therefore, the maximum average margin can only happen at two ends of the interval. As
shown in Figure 2.6, the maximum average margin is either at the origin or at point d,
which depends on the sign of the derivative in (2.9). If it is positive, the average margin
is monotonically increasing, we set αt = d − ε, otherwise we set αt = 0. The greedy
coordinate ascent algorithm found by: looking at all weak classifiers inH, if the numerator
in (2.9) is positive, we let its weight ε close to the right value on the interval where the
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training error is minimum, and compute the value of the average margin. We add the weak
classifier which has the largest average margin increment. We iterate this procedure until
convergence. Its convergence is given by Theorem 3 shown below.
Theorem 3 When constrained to the region of zero training error, the greedy coordinate
ascent algorithm that maximizes the average margin over all examples converges to an
optimal solution.








Let αr = (αr1, · · · , αr|H|) denote the weight vector generated by the greedy coordinate
ascent algorithm that maximizes the average margin over all training examples at the rth
iteration (r = 0, 1, · · · ) and let sr denote the choice of s ∈ {1, · · · , |H|} at the rth iteration.
Let Z denote the region of zero training error again. We say that α is a coordinatewise
maximum point of g if α ∈ R|H| and
ϕaverage(α) ≥ ϕaverage(α+ (0, · · · , lk, · · · )), ∀lk ∈ R, (2.10)
for all k = 1, · · · , |H|. We assume ϕaverage(α) is hemivariate along each coordinate in Z ,
i.e., ϕaverage(α) is not constant on any line segment along each coordinate in Z (Tseng,
2001).
We divide the proof that the greedy coordinate ascent algorithm of maximizing the
average margin over all examples converges to the optimal solution into two steps.
In the first step, we prove the greedy coordinate ascent algorithm that maximizes the
average margin over all examples converges to a local optimal solution. First, because
ϕaverage(α) is bounded below and above, i.e., −1 ≤ ϕaverage(α) ≤ 1, ∀α ∈ R|H|, and
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the value of ϕaverage is increased in each iteration, we have that −1 ≤ ϕaverage(α0) ≤
ϕaverage(α





r) = ϕ̂ (2.11)
and ϕaverage(αr+1)− ϕaverage(αr)→ 0.
Let ᾱ be any cluster point of {αr}, we claim that, for any infinite subsequence
{αr}r∈R → ᾱ (2.12)
with R ⊆ {0, 1, · · · }, there holds that {αr+1}r∈R → ᾱ. We prove this by contradiction.
Suppose that this is not true, then there exists an infinite subsequenceR′ ofR,
{αr+1}r∈R′ → ᾱ′ 6= ᾱ (2.13)
and sr=some s for all r ∈ R′. Hence, for each r ∈ R′, αr+1 is obtained from αr by
maximizing ϕaverage with respect to αs, while the other components are fixed. Now, since
ϕaverage(α) is quasiconcave on S, and αr+1 is the global maximum along the line α =
αr + λ(αr+1 −αr), λ ∈ (0, 1), we have, for each r,
ϕaverage(α
r) ≤ ϕaverage(α) ≤ ϕaverage(αr+1), α ∈ (αr,αr+1) (2.14)
From (2.12), (2.13), (2.14) and the continuity of ϕaverage(α) on S, we then have
ϕaverage(ᾱ) = ϕaverage(α) = ϕaverage(ᾱ
′), α ∈ (ᾱ, ᾱ′) (2.15)
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which contradicts the assumption that ϕaverage(α) is hemivariate along each coordinate in
Z .
Thereforeαr converges to a limit ᾱ. Since ϕaverage(ᾱ) is continuous, we have ϕ(ᾱ) =
ϕ̂.
Define ∆ϕiaverage(α) = ϕaverage(α1, · · · , α∗i , · · · , α|H|)−ϕaverage(α1, · · · , αi, · · · , α|H|),
where α∗i = arg maxαi ϕaverage(α) is the optimal solution of ϕaverage with respect to the
variable αi with all the other αj, j 6= i fixed. Since α∗i is continuous on β = (α1, · · · , αi−1,









For the greedy algorithm, j = arg maxi ∆ϕiaverage(α) for choosing the updated coordinate,
∆ϕiaverage(α








r+1)− ϕaverage(αr) = 0 (2.18)
Thus ᾱ is a coordinatewise maximum solution of ϕaverage(α) on S.
This result implies that
5iϕaverage(ᾱ)(αi − ᾱi) ≤ 0, ∀ i (2.19)
where 5ig denotes the gradient of g with respect to the component αi. Since ϕaverage(α)
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is differentiable, adding these inequalities, we conclude that
5ϕaverage(ᾱ)T (α− ᾱ)T ≤ 0 ∀ α ∈ S (2.20)
Thus the greedy coordinate ascent that maximizes the average margin over all training
examples converges to a stationary point ᾱ.
Maximizing a quasiconcave function over a convex set, a stationary point is a local
maximum solution (Ortega and Rheinboldt, 1970; Tseng, 1988). Therefore, the greedy
coordinate ascent that maximizes the average margin over all training examples converges
to a local optimal solution.
In the second step, we prove that a local optimal solution is also a global optimal
solution by showing that all local optimal solutions have the same average margin. Suppose
this is not true, and α1 = (α11, · · · , α1|H|) and α2 = (α21, · · · , α2|H|) have different average
margin, and ϕaverage(α1) < ϕaverage(α2). Let α = α1 + λ ∗ d,d = (α2 −α1), λ ∈ (0, 1).








































k, and c4 =∑
k(α
2
k − α1k) and they are constants. Now consider how ϕaverage(λ) changes along the








Assume c2c3 > c1c4, then ϕaverage is monotonically increasing along the direction of d,
26
this contradicts the assumption that α1 is a local optimal solution; assume c2c3 < c1c4,
then ϕaverage is monotonically decreasing along the direction of d, thus this contradicts the
assumption that ϕaverage(α1) < ϕaverage(α2), assume c2c3 = c1c4, then ϕaverage is flat along
the direction of d, again this contradicts the assumption that ϕaverage(α1) < ϕaverage(α2).
Thus if bothα1 andα2 are local optimal solutions, they are indeed global optimal solutions
and both have the same maximum average margin. Our proof shows that all the optimal
solutions are connected and they form a convex set.
Convergence of the coordinate descent method typically requires that the objective
function be strictly convex and differentiable, the coordinate is selected by cyclic rule or es-
sentially cyclic rule (Bertsekas, 1999; Luo and Tseng, 1992; Sargent and Sebastian, 1973).
Tseng (2001) generalizes to a nondifferentiable (nonconvex) function with certain separa-
bility and regularity properties. Li and Osher (2009) generalizes the coordinate selection
to a greedy rule for strictly convex and differentiable function. The proof presented above
combines the techniques used in (Li and Osher, 2009; Tseng, 1988, 2001) and generalizes
to optimizing a quasiconcave function over a convex set with a greedy coordinate selection
rule.
Now consider a greedy coordinate ascent algorithm maximizing the average margin
of bottom n′ training examples, ϕaverage n′ . Apparently maximizing the minimum margin
is a special case by choosing n′ = 1. Figure 2.6 is a simple illustration with six training
examples. Our aim is to maximize the average margin of the bottom 3 examples. The
interval [0, d] of αt indicates an interval where the training error is zero. On the point of d,
the sample margin ϕ3 alters from positive to negative, which causes the training error jump
from 0 to 1/6. As shown in Figure 2.6, the margin of each of six training examples is either
monotonically increasing or decreasing.
If we know a fixed set of bottom n′ training examples having smaller margins for an
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Algorithm 2: Greedy coordinate ascent algorithm that maximizes the average margin
of bottom n′ examples.
1: Input: ai=1,··· ,n and c from previous round.
2: Sort ai=1,··· ,n in an increasing order.
Bn′ ← {n′ samples having the smallest ai at αt = 0}.
3: for a weak classifier do
4: Determine the lowest sample whose margin is decreasing and determine d.




6: j ← 0, qj ← 0.
7: Compute the intersection qj+1 of the j + 1th highest increasing margin in Bn′ and
the j + 1th smallest decreasing margin in Bcn′ (the complement of the set Bn′).
8: if qj+1 < d and Dn′ > 0 then
9: Incrementally update Bn′ , Bcn′ and Dn′ at αt = qj+1; j ← j + 1.
10: Go back to Line 7.
11: else
12: if Dn′ > 0 then q∗ ← d; otherwise q∗ ← qj .
13: Compute the average margin of the bottom n′ examples at q∗.
14: end if
15: end for
16: Pick the weak classifier with the largest increment of the average margin of bottom n′
examples with weight being q∗.
17: Repeat 2-16 until no increment in average margin of bottom n′ examples.
interval of αt with a minimum training error, it is straightforward to compute the derivative












Again ϕaverage n′ is a monotonic function of αt, depending on the sign of the derivative in
(2.22), it is maximized either on the left side or on the right side of the interval.
In general, the set of bottom n′ training examples for an interval of αt with a minimum
training error varies over αt, it is required to precisely search for any snapshot of bottom n′
examples with a different value of α.
To address this, we first examine when the margins of two examples intersect. Con-
sider the ith example (xi, yi) with margin ϕi =
ai+bi,tαt
c+αt




. Notice bi, bj is either -1 or +1. Assume bi = bj , then because
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ϕi 6= ϕj (since ai 6= aj), the margins of example i and example j never intersect; assume
bi 6= bj , then because ϕi = ϕj at αt = |ai−aj |2 , the margins of example i and example j
might intersect with each other if |ai−aj |
2
belongs to the interval of αt with the minimum
training error. In summary, given any two samples, we can decide whether they intersect
by checking whether b terms have the same sign, if not, they do intersect, and we can
determine the intersection point.
Figure 2.7: The average margin curve over bottom 5 examples in one dimension
Figure 2.8: The average margin surface over bottom 5 examples in two dimensions.
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Figure 2.9: Contour of the average margin surface over bottom 5 examples in two dimen-
sions.
The greedy coordinate ascent algorithm that sequentially maximizes the average mar-
gin of bottom n′ examples is described in Algorithm 2, lines 3-15 are the weak learning
steps and the rest are boosting steps. At line 5 we compute Dn′ which can be used to check
the sign of the derivative in (2.22). Since the function of the average margin of bottom n′
examples is quasiconcave, we can determine the optimal point q∗ by Dn′ , and only need to
compute the margin value at q∗. We add the weak classifier, which has the largest incre-
ment of the average margin over bottom n′ examples, into the ensembled classifier. This
procedure terminates if there is no increment in the average margin of bottom n′ examples
over the considered weak classifiers. If M weak classifiers are considered, the computa-
tional complexity of Algorithm 2 in the training stage is O (max(n log n,Mn′)) for each
iteration. The convergence analysis of Algorithm 2 is given by Theorem 4.
Theorem 4 When constrained to the region of zero training error, the greedy coordinate
ascent algorithm that maximizes average margin of bottom n′ samples converges to a co-
ordinatewise maximum solution, but it is not guaranteed to converge to an optimal solution
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due to the non-smoothness of the average margin of bottom n′ samples.
Proof The proof is very similar to the previous one. Since ϕaverage n′(α) is not differ-
entiable at those points where bottom n′ samples are different, thus a similar inequality
such as (2.20) is not true. Thus we can only conclude that the greedy coordinate ascent
algorithm that maximizes the average margin of bottom n′ samples converges to a coordi-
natewise maximum solution, but it is not guaranteed to converge to a stationary point let
alone an optimal solution.
Figures 2.7, 2.8 and 2.9 are plots of the average margin curve of the bottom 5 samples
in one dimensions, the average margin surface and the contour of the bottom 5 samples in
two dimensions on a UCI data set when we perform Algorithm 2, where we have proved










Contours of the average margin
over bottom samples
Figure 2.10: Path of the ε-relaxation method, adapted from (Bertsekas, 1998, 1999).
ε-relaxation: Unfortunately, there is a fundamental difficulty in the greedy coordinate
ascent algorithm that maximizes the average margin of bottom n′ samples: It gets stuck at
a corner, a coordinatewise maximum solution but not an optimal solution, from which it is
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Algorithm 3: Greedy coordinate ascent algorithm that maximizes the bottom n′th
sample margin
1: Input: ai=1,··· ,n and c from previous round
2: Sort ai=1,··· ,n in an increasing order.
Bn′ ← {n′ samples having smallest ai at αt = 0}.
3: for a weak classifier do
4: Determine the lowest sample whose margin is decreasing and determine d.
5: j ← 0,qj ← 0
6: Compute the intersection qj+1 of the j + 1th highest increasing margin in Bn′ and
the j + 1th smallest decreasing margin in Bcn′ (the complementary set of Bn′).
7: if qj+1 < d then
8: Compute the bottom n′th margin at qj+1.
9: Go back to Line 6.
10: else
11: Set q∗ to the intersection point with the maximum bottom n′th margin.
12: end if
13: end for
14: Pick the weak classifier with the largest increment of the bottom n′th sample margin
with weight being q∗.
15: Repeat 2-14 until no increment in the bottom n′th sample margin over all weak
classifiers.
impossible to make progress along any coordinate direction. We propose an ε-relaxation
method to overcome this difficulty. This method was first proposed by (Bertsekas, 1979)
for the assignment problem, and was extended to the linear cost network flow problem and
strictly convex costs and linear constraints (Bertsekas, 1998; Tseng and Bertsekas, 1991).
The main idea is to allow a single coordinate to change even if this worsens the margin
function. When a coordinate is changed, however, it is set to ε plus or ε minus the value
that maximizes the margin function along that coordinate, where ε is a positive number. If ε
is small enough, the algorithm can eventually approach a small neighborhood of the optimal
solution. Figure 2.10 is an illustration of ε-relaxation method that shows its trajectory.
By making a slight modification to Algorithm 2, we arrive at a coordinate ascent al-
gorithm to directly maximize the bottom n′th sample margin, as shown in Algorithm 3.
For a weak classifier, we choose the intersection point that led to the largest increasing of
the bottom n′th margin. When combined with ε-relaxation, this algorithm will eventually
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Figure 2.11: The bottom k-th order margin curve in one dimension
Figure 2.12: The bottom k-th order margin surface in two dimensions.
approach a small neighborhood of a local optimal solution that maximizes the bottom n′th
sample margin. As shown in Figure 2.6, bottom n′th margin is a multimodal function,
the greedy coordinate ascent algorithm with ε-relaxation is very sensitive to n′, and it usu-
ally gets stuck in a local coordinatewise optima without using ε-relaxation. However, an
impressive advantage is that this method is tolerant to noise, which will be shown in the
experiment section.
Figures 2.11, 2.12 and 2.13 are plots of the bottom 5th sample’s margin in one/two
dimensions and the contour on a UCI data set when we perform Algorithm 3 with ε-
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Figure 2.13: Contour of the bottom kth order margin surface in two dimensions.
relaxation.
2.3 Experimental Results
In the experiments below, we first evaluate the performance of DirectBoost on 10 UCI
data sets. We then evaluate noise robustness of DirectBoost. For all the algorithms in our
comparison, we use decision trees with depth of either 1 or 3 as weak learners since for the
small datasets, decision stumps (tree depth of 1) is already strong enough. DirectBoost with
decision trees is implemented by a greedy top-down recursive partition algorithm to find
the tree but differently from AdaBoost and LPBoost, since DirectBoost does not maintain
a distribution over training samples. Instead, for each splitting node, DirectBoost simply
chooses the attribute to split on by minimizing 0-1 loss or maximizing the predefined mar-
gin value. In all the experiments that ε-relaxation is used, the value of ε is 0.01. Note that
our empirical study is focused on whether the proposed boosting algorithm is able to ef-
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Datasets N D depth AdaBoost LogitBoost LPBoost BrownBoost DirectBoostavg DirectBoostεavg DirectBoostorder
Tic-tac-toe 958 9 3 1.47(0.7) 1.47(1.0) 2.62(0.8) 3.66(1.3) 0.63(0.4) 1.15(0.8) 1.05(0.4)
Diabetes 768 8 3 27.71(1.7) 27.32(1.3) 26.01(3.3) 26.67(2.6) 25.62(2.5) 25.49(3.0) 23.4(3.7)
Australian 690 14 3 14.2(1.8) 16.23(2.6) 14.49(4.4) 13.77(4.6) 14.06(3.6) 13.33(3.0) 13.48(2.9)
Fourclass 862 2 3 1.86(1.3) 2.44(1.6) 3.02(2.3) 2.33(1.7) 2.33(1.0) 1.86(1.3) 1.74(1.5)
Ionosphere 351 34 3 9.71(3.7) 9.71(3.1) 8.57(2.7) 10.86(2.8) 7.71(3.0) 8.29(2.7) 7.71(4.4)
Splice 1000 61 3 5.3(1.4) 5.3(2.6) 4.8(1.4) 6.1(1.1) 4.8(0.7) 4.0(0.5) 6.7(1.6)
Cancer-wdbc 569 29 1 4.25(2.5) 4.42(1.4) 3.89(1.5) 4.25(2.2) 4.96(3.0) 4.07(2.0) 3.72(2.9)
Cancer-wpbc 198 32 1 27.69(7.6) 30.26(7.3) 26.15(10.5) 28.72(8.4) 27.69(8.1) 24.62(7.6) 27.18(10.0)
Heart 270 13 1 17.41(7.7) 18.52(5.1) 19.26(8.1) 18.15(7.2) 18.15(5.1) 16.67(7.5) 18.15(7.6)
Adult 6414 14 3 15.6(0.7) 15.39(0.8) 16.2(1.1) 15.56(0.9) 16.25(1.7) 15.28(0.8) 15.8(1.1)
Table 2.1: Percent test errors of AdaBoost, LogitBoost, soft margin LPBoost with column
generation, BrownBoost, and three DirectBoost methods on 10 UCI datasets each with N
samples and D attributes.
fectively improve the accuracy of state-of-the-art boosting algorithms with the same weak
learner space H, thus we restrict our comparison to boosting algorithms with the same
weak learners, rather than a wide range of classification algorithms, such as SVMs and
KNN.
2.3.1 Experiments on UCI data
We first compare DirectBoost with AdaBoost, LogitBoost, soft margin LPBoost and Brown-
Boost on 10 UCI data sets1 from the UCI Machine Learning Repository (Frank and Asun-
cion, 2010). We partition each UCI dataset into five parts with the same number of samples
for five-fold cross validation. In each fold, we use three parts for training, one part for
validation, and the remaining part for testing. The validation set is used to choose the
optimal model for each algorithm: For AdaBoost and LogitBoost, the validation data is
used to perform early stopping since there is no nature stopping criteria for these algo-
rithms. We run the algorithms until convergence where the stopping criterion is that the
change of loss is less than 1e-6, and then choose the ensemble classifier from the round
with minimum error on the validation data. For BrownBoost, we select the optimal cutoff
parameters by the validation set, which are chosen from {0.0001, 0.001, 0.01, 0.03, 0.05,
1For Adult data, where we use a subset a5a in LIBSVM set http://www.csie.ntu.edu.tw/˜cjlin/libsvm. We
do not use the original Adult data which has 48842 examples since LPBoost runs very slow on it.
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0.08, 0.1, 0.14, 0.17, 0.2}. LPBoost maximizes the soft margin subject to linear constraints,
its objective is equivalent to DirectBoost with maximizing the average margin of bottom
n′ samples (Shalev-Shwartz and Singer, 2010), thus we set the same candidate parameters
n′/n = {0.01, 0.05, 0.1, 0.2, 0.5, 0.8} for them. For LPBoost, the termination rule we use
is same to the one in (Demiriz et al., 2002), and we select the optimal regularization pa-
rameter by the validation set. For DirectBoost, the algorithm terminates when there is no
increment in the targeted margin value, and we select the model with the optimal n′ by the
validation set.
We use DirectBoostavg to denote our method that runs Algorithm 1 first and then max-
imizes the average of bottom n′ margins without ε-relaxation, DirectBoostεavg to denote our
method that runs Algorithm 1 first and then maximizes the average margin of bottom n′
samples with ε-relaxation, and DirectBoostorder to denote our method that runs Algorithm 1
first and then maximizes the bottom n′th margin with ε-relaxation. The means and standard
deviations of test errors are given in Table 2.1. Clearly DirectBoostavg, DirectBoostεavg and
DirectBoostorder outperform other boosting algorithms in general, specially DirectBoostεavg
is better than AdaBoost, LogitBoost, LPBoost and BrownBoost over all data sets except
Cancer-wdbc. Among the family of DirectBoost algorithms, DirectBoostavg wins on two
datasets where it searches the optimal margin solution in the region of zero training error,
this means that keeping the training error at zero may lead to good performance in some
cases. DirectBoostorder wins on three other datasets, but its results are unstable and sen-
sitive to n′. With ε-relaxation, DirectBoostεavg searches the optimal margin solution in the
whole parameter space and gives the best performance on the remaining 5 data sets. It is
well known that AdaBoost performs well on the datasets with a small test error such as
Tic-tac-toe and Fourclass, it is extremely hard for other boosting algorithms to beat Ad-
aBoost. Nevertheless, DirectBoost is still able to give even better results in this case. For
example, on Tic-tac-toe data set, the test error becomes 0.63%, more than half the error rate
reduction. Our method would be more valuable for those who value prediction accuracy,
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Figure 2.14: The value of average margins of bottom n′ samples vs. the number of itera-
tions for LPBoost with column generation and DirectBoostεavg on Australian dataset, left:
Decision tree, right: Decision stump.




Table 2.2: Number of iterations and total run times (in seconds) in the training stage on
Adult dataset with 10000 training samples and the depth of decision trees is 3.
which might be the case in areas of medical and genetic research.
DirectBoostεavg and LPBoost are both designed to maximize the average margin over
bottom n′ samples (Shalev-Shwartz and Singer, 2010), but as shown by the left figure
in Figure 2.14, DirectBoostεavg generates a larger margin value than LPBoost when de-
cision trees with depth greater than 1 are used as weak learners, this may explain why
DirectBoostεavg outperforms LPBoost. When decision stumps are used as weak learners,
LPBoost converges to a global optimal solution, and DirectBoostεavg nearly converges to
the maximum margin as shown by the right figure in Figure 2.14, even though no theoreti-
cal justification is known for this observed phenomenon.
Table 2.2 shows the number of iterations and total run times (in seconds) for Ad-
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aBoost, LPBoost and DirectBoostεavg at the training stage, where we use the Adult dataset
with 10000 training samples. All these three algorithms employ decision trees with a depth
of 3 as weak learners. The experiments are conducted on a PC with Core2 Duo 2.6GHz
CPU and 2G RAM. Clearly DirectBoostεavg takes less time for the entire training stage since
it converges much faster. LPBoost converges in less than three hundred rounds, but as a
total corrective algorithm, it has a greater computational cost on each round. To handle
large scale data sets in practice, similar to AdaBoost, we can use many tricks. For example,
we can partition the data into many parts and use distributed algorithms to select the weak
classifier.
2.3.2 Evaluate noise robustness
In many scenarios of building a model for classification, we have to compete with noisy
examples. When training examples are noisy, the class labels of examples as provided in
the training set can not be fully trusted. The noise can come through many sources. If there
is an overlap over the unknown but fixed class conditional densities, then observed feature
inputs can come from different classes with different probabilities. This is one type of noise
sources that is due to the randomness in the data itself and has effect for both training set
and test set, the minimum possible error rate is Bayes error and the experiments conducted
above consider this situation. On the other hand, in many real world applications, train-
ing examples are obtained through mannual labeling and there will be unavoidable human
errors and biases that provoke wrong labels. Noise in training data might also come from
errors of observation measurements. The observation error implies that it is at a different
point in the input feature space though its label remain the same, thus it can also be treated
as a noise corruption of the class label. Hence, it is always desirable that the designed
classifier is robust to noise in training data.
In the experiments conducted below, we evaluate the noise robustness of each boost-
ing method. First, we run the above algorithms on a synthetic example created by Long
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l η AdaBoost LogitBoost LPBoost BrownBoost DirectBoostεavg DirectBoostorder
5 0 0 0 0 0 0 0
0.05 17.6 0 0 1.2 0 0
0.2 24.2 23.4 14.5 2.2 24.7 0
20 0 0 0 0 0.6 0 0
0.05 30.0 29.6 27.0 15.0 25.4 0
0.2 29.9 30.0 29.8 19.6 29.6 3.2
Table 2.3: Percent test errors of AdaBoost and LogitBoost, LPBoost, BrownBoost,
DirectBoostεavg, and DirectBoostorder on Long and Servedio’s three points example with
random noise.
Data η AdaBoost LogitBoost LPBoost BrownBoost DirectBoostεavg DirectBoostorder
wdbc 0 4.3 4.4 4.0 4.5 4.1 3.7
0.05 6.6 6.8 4.9 6.5 5.0 5.0
0.2 8.8 8.8 7.6 8.3 8.4 6.6
Iono. 0 9.7 9.7 8.6 8.8 8.3 7.7
0.05 10.3 12.3 9.3 11.5 9.3 8.6
0.2 16.6 15.0 14.6 17.9 14.4 9.5
Table 2.4: Percent test errors of AdaBoost and LogitBoost, LPBoost, BrownBoost,
DirectBoostεavg and DirectBoostorder on two UCI datasets with random noise.
and Servedio (2010). This is a simple counterexample to show that for a broad class of
convex loss functions, no boosting algorithm is provably robust to random label noise, this
class includes AdaBoost, LogitBoost, etc. For LPBoost and its variations (Warmuth et al.,
2007; M. Warmuth and Vishwanathan, 2008), they do not satisfy the preconditions of the
theorem presented by Long and Servedio (2010), but Glocer (2009) showed experimen-
tally that these soft margin boosting methods have the same problem as the AdaBoost and
LogitBoost to handle random noise.
We repeat the synthetic learning problem with binary-valued weak classifiers that is
described in (Long and Servedio, 2010). We set the number of training examples to 1000
and the labels are corrupted with a noise rate η at 0%, 5%, and 20% respectively. Examples
in this setting are binary vectors of length 2l+11. Table 2.3 reports the error rates on a clean
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test data set with size 5000, that is, the labels of test data are uncorrupted, and a same size
clean data is generated as validation data. AdaBoost performs very poor on this problem.
This result is not surprising at all since Long and Servedio (2010) designed this example on
purpose to explain the inadequacy of convex optimization methods. LogitBoost, LPBoost
with column generation, and DirectBoostεavg perform better in the case that l = 5 and
η = 5%, but for the other cases they do as bad as AdaBoost. BrownBoost is designed
for noise tolerance, and it does well in the case of l = 5, but it also cannot handle the
case of l = 20 and η > 0%. On the other hand, DirectBoostorder performs very well for
all cases, showing DirectBoostorder’s impressive noise tolerance property since the most
difficult examples are given up without any penalty.
These algorithms are also tested on two UCI datasets, randomly corrupted with addi-
tional label noise on training data at rates of 5% and 20% respectively. Again, we keep the
validation and the test data are clean. The results are reported in Table 2.4 by five-fold cross
validation, the same as Experiment 1. LPBoost with column generation, DirectBoostεavg
and DirectBoostorder do well in the case of η = 5%, and their performance is better than
AdaBoost, LogitBoost, and BrownBoost. For the case of η = 20%, all the algorithms per-
form much worse than the corresponding noise-free case, except DirectBoostorder which
still generates a good performance close to the noise-free case.
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DMCBoost: a boosting method for
multi-class classification
DMCBoost (Zhai et al., 2014) is a multi-class boosting method that extends the work of
DirectBoost from binary classification to multi-class classification. Both DMCBoost and
DirectBoost can be viewed as a coordinate optimization in the hypothesis space, and in
each iteration only one coordinate is chosen and the corresponding parameter is computed
by line search approaches. However, DMCBoost is a non-trivial extension of DirectBoost
in to multi-class classification, where we have to mathematically re-formulate the multi-
class classification problem and identify the scenarios that lead to efficient computation of
the empirical error of a weak classifier in the first phase, and identify the scenarios that lead
to efficient computation of the margin curve of a weak classifier in the second phase. Thus
DMCBoost uses very different optimization techniques: since the objectives are more com-
plex and more difficult to optimize, we propose new efficient line search algorithms that
can find the parameter with the optimal objective value along one coordinate; moreover,
constructing decision trees for DMCBoost is more challenging, while it is straightforward
for DirectBoost.
In a multi-class classification, we want to predict the labels of examples lying in an
instance space X . Let D denote a distribution over X × Y , where Y = {1, · · · , K}
be the set of all the labels. We are provided a training set of labeled examples S =
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{(x1, y1), · · · , (xn, yn)}, where each example xi ∈ X has a unique label yi in the set Y .
DenotingH = {h1, ..., h|H|} as the set of all possible weak classifiers that can be produced
by the weak learning algorithm, where a weak classifier hj ∈ H is a mapping from an
instance space X to Y .
Boosting combines weak classifiers to form a highly accurate ensemble classifier for
multi-class classification by making a prediction according to the weighted plurality vote
of the classifiers:
F (x) = arg maxy∈{1,··· ,K}f(x, y), (3.1)
where f(x, y) =
∑
h∈H αh1(h(x) = y), αh ∈ R is the inference function which is used to
infer the predicted label, and 1(·) is the indicator function. Our goal is to find an ensemble
classifier F that generalizes well on any unseen dataset in X . To this end, we design a
boosting approach through the following two phases: we first directly minimize the 0-1 loss
on training data, and then directly maximize the average margin of a certain set of bottom
samples. Phase I, which is very efficient in minimizing the empirical 0-1 loss, serves as
an initialization method of phase II. The motivation is that phase II often performs better
when it starts with a low training error. In phase II, a margin objective is optimized, which
leads to a further improvement of generalization.
3.1 Minimizing Multi-class Classification Errors






















Figure 3.1: Three scenarios to compute the empirical error of a weak learner ht over an
example pair (xi, yi), where l denotes the incorrect label with the highest score, and q
denotes the intersection point that results in an empirical error change. The red bold line
for each scenario represents the inference function of example xi and its true label yi.
Algorithm 4: 0-1 loss minimization algorithm.
1: Initialize: t = 0
2: repeat
3: t← t+ 1.
4: Select a weak classifier ht by Algorithm 6.
5: Get the interval that has the minimum classification error by calling Algorithm 5
with ht, and let αt be the value within this interval.
6: Update: ft(xi, y) = ft−1(xi, y) + αt1(ht(xi) = y).
7: until the training error reaches the local coordinatewise minimum.
8: Output: ft(xi, y).
Due to the nonconvexity, nondifferentiability, and discontinuity of the classification error
function (3.2), many previous multi-class boosting algorithms optimize the convex up-
per bounds of (3.2). While the convex surrogate losses are computationally efficient to
globally optimize (Bartlett et al., 2006), they are sensitive to outliers (Long and Serve-
dio, 2010; Nguyen and Sanner, 2013) and inconsistent under some conditions (McAllester
et al., 2010). In contrast, our approach is to directly optimize 0-1 loss (3.2).
We use a greedy coordinate descent algorithm to directly minimize the empirical error
(3.2) by constructing an ensemble classifier. Consider the tth iteration, the inference func-
tion is ft(x, y) =
∑t
k=1 αk1(hk(x) = y), ∀y ∈ Y , where previous t − 1 weak classifiers
hk(x) and corresponding weights αk, k = 1, · · · , t− 1 have been selected and determined,
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Algorithm 5: Line search algorithm to find the interval with the minimum 0-1 loss.
1: Input: a weak classifier ht ∈ H.
2: Let e : R→ Q.
3: for i = 1, · · · , n do
4: if ht(xi) = yi then
5: q = a(xi, l)− a(xi, yi).
6: error update = −1.
7: else
8: if ht(xi) = y, y 6= yi, and a(xi, yi) > a(xi, y) then
9: q = a(xi, y)− a(xi, yi).
10: error update = 1.
11: end if
12: end if
13: e[q] = e[q] + error update.
14: end for
15: Sort e by the keys in an increasing order.
16: Incrementally calculate classification error on each interval.
17: Output: the interval with minimum 0-1 loss.
and our goal is to select a weak classifier ht and its weight αt such that (3.2) is minimized.
Algorithm 4 outlines the greedy coordinate descent algorithm that sequentially minimizes
0-1 loss of (3.2), we will introduce the line search algorithm and the weak learning algo-
rithm later. On each round, we first select a weak classifier ht by Algorithm 6 (line 4), then
the 0-1 loss (3.2) is a stepwise function w.r.t αt. Next we can compute the interval that has
the minimum classification error by using the line search algorithm (Algorithm 5) along
the ht coordinate. Since any value of αt within this interval will lead to the largest error
reduction, we can simply choose the middle point of the interval (line 5). In the end of
each iteration, the inference function is updated (line 6). We repeat this procedure until the
training error reaches a local coordinatewise minimum (line 7).
The line search algorithm describes how to find the optimal value of α for any given
hypothesis h ∈ H such that (3.2) is minimized. The key idea is how to find the points that
lead the 0-1 loss changes efficiently. Let a(xi, y) =
∑t−1
k=1 αk1(hk(x) = y), then let the
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inference functions for example xi be
ft(xi, y) = a(xi, y) + αt1(ht(x) = y), (3.3)
which is a linear function of αt with intercept a(xi, y) and slope 1(hk(x) = y). Obviously,
the inference function is either a line with slope 1 or a horizontal line. The inference func-
tions are used to compute the empirical error (3.2). More specifically, given a weak learner
ht ∈ H, for each example pair (xi, yi), there are 3 scenarios to compute the empirical error,
see Figure 3.1. Scenario 1 is the case that ht(xi) = yi. ft(xi, yi) is a line with slope 1, and
assume that l = arg maxy∈Y,y 6=yi a(xi, y), then ft(xi, l) is a line with slope 0. The intersec-
tion of ft(xi, yi) and ft(xi, l) is at αt = a(xi, l)− a(xi, yi). Thus when αt is set on the left
side of the intersection point, there is an error for example xi, otherwise there is no error.
Scenario 2 is the case that ht(xi) = y, y 6= yi, and a(xi, yi) > a(xi, y) ∀y ∈ Y , y 6= yi.
Then ft(xi, y) is a line with slope 1, and ft(xi, yi) is a line with slope 0. The intersection
point of ft(xi, y) and ft(xi, yi) is at αt = a(xi, y) − a(xi, yi). Thus when αt is set on the
right side of the intersection point, there is an error for example xi, otherwise there is no
error. Scenario 3 is the case that ht(xi) = y, and y 6= yi, and ∃l ∈ Y , l 6= yi such that
a(xi, l) > a(xi, yi), in this case there is always an error no matter what value αt has.
Formally, Algorithm 5 describes the line search procedure. We use e (bold letter
denotes a vector valued function or variable) to record all the intersection points and their
corresponding error updates on the right-hand side (line 2). More specifically, for each
training example, we first categorize it into the three scenarios. For an example in Scenario
1, the intersection point is at q = a(xi, l)− a(xi, yi), and the error update on the right-hand
side of q is −1 (line 4-6). In Scenario 2, the intersection point is at q = a(xi, y)− a(xi, yi)
and the error update on the right-hand side of q is 1 (line 7-9). We add the intersection
points as the keys and their corresponding error updates as the values into e (line 11). We
only care about the examples in Scenario 1 and 2 since the examples in Scenario 3 do not
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Algorithm 6: Constructing tree algorithm.
1: Input: a training set S, current tree depth dep.
2: Let dep← dep+ 1.
3: if dep ≤ max dep then
4: for a binary split do
5: Split S into Sleft and Sright.
6: if |Sleft| = 0 or |Sright| = 0 then continue.
7: `left = arg min
`∈1,··· ,K
{0-1 loss that compute by Algorithm 5, while setting the input
ht(x) = ` if x ∈ Sleft}.
8: Let ht(x) = `left if x ∈ Sleft.
9: `right = arg min
`∈1,··· ,K
{0-1 loss that compute by Algorithm 5, while setting the
input ht(x) = ` if x ∈ Sright}.
10: Let ht(x) = `right if x ∈ Sright.
11: end for
12: end if
13: Choose the optimal binary split which splits S into S∗left and S∗right with the
corresponding `∗left and `
∗
right.
14: Let ht(x) = `∗left if x ∈ S∗left, and ht(x) = `∗right if x ∈ S∗right.
15: Call constructing tree algorithm with input S∗left and dep+ 1.
16: Call constructing tree algorithm with input S∗right and dep+ 1.
17: Output: a weak classifier ht ∈ H.
lead to an error update no matter what value αt has. Once all the intersection points are
added into e, we sort e by the keys in an increasing order (line 13). These intersections
divide the coordinate to (at most) |e| + 1 intervals, the classification error on each interval
can be incrementally calculated by the values of e (line 14), and hence the interval which
gives the minimum error is easy to obtain.
The weak learning algorithm is described in Algorithm 6. Here we only consider the
decision trees algorithm with binary splits. The binary splits are preferred Hastie et al.
(2001) since (i) multiway splits fragment the data too quickly, leaving insufficient data at
the next level down; and (ii) multiway splits can be achieved by a series of binary splits.
For a binary splitting node that splits the training examples into two subsets, we denote
them as Sleft and Sright (line 5). We first enumerate all the possible labels from 1 to K












Figure 3.2: Three scenarios of margin curve of a weak learner ht over an example pair
(xi, yi), where l denotes the incorrect label with the highest score.
leads to the minimum value of (3.2) by running the line search algorithm (Algorithm 5)
with these K hypotheses (line 7). We then fix the selected label for Sleft (line 8), and apply
the same process on Sright (line 9). We simply choose the attribute to split by minimizing
the 0-1 loss (line 13), and use a top-down, greedy search approach to build trees. If the
problem involves real-valued variables, they are first binned into intervals, each interval
being treated as an ordinal attribute. Note that since the historical information ft−1(xi, yi)
is used in Algorithm 5 through building trees, Algorithm 6 will not end up with the same
tree on each iteration t though DMCBoost does not maintain a distribution over training
samples.
The computational cost of Algorithm 4 is O(nMK) on each round when decision
stumps1 are used as weak learners, where M is the number of binary splits. It has the same
computational cost as AdaBoost.MH, and isK times larger than the computational costs of
AdaBoost.M1 and SAMME. Algorithm 4 may trap a coordinatewise local minimum of 0-1
loss. Nevertheless, we switch to the algorithm that directly maximizes various margins.
1Decision stumps are the special decision trees with a depth of 1. When more powerful trees are used, the
complexity of Algorithm 4 has the same increasing rate as other boosting algorithms.
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3.2 Maximizing a Multi-class Margin Objective
In multi-class classification, the most direct generalization of the margin is simply the dif-
ference between the score (weighted fraction of votes) obtained by the correct label and
the score of the highest scoring incorrect label. We denote the (normalized) margin of an
example (xi, yi) with respect to an inference function ft(xi, y) =
∑t
k=1 αk1(hk(xi) = y),









This definition of margin (3.4) is given in some earlier studies (Allwein et al., 2001;
Schapire et al., 1998). A large margin implies the ensemble classifier confidently classifies
the corresponding training sample.
While boosting’s success can be ascribed to maximizing the margins, most boost-
ing methods were not designed to specially optimize any margin functions (Schapire and
Freund, 2012). Some exceptions, such as LPBoost (Demiriz et al., 2002), SoftBoost (War-
muth et al., 2007), and DirectBoost (Zhai et al., 2013), explicitly maximize a relaxed min-
imum margin objective, but they are designed for binary classification problems. For the
well-known multi-class boosting algorithms AdaBoost.M1 (Elisseeff and Weston, 1996),
SAMME (Zhu et al., 2009a), and AdaBoost.MM (Mukherjee and Schapire, 2013), none
of them has been shown to maximize the multi-class margin (Saberian and Vasconcelos,
2011). The recently proposed algorithms CD-MCBoost and GD-MCBoost (Saberian and
Vasconcelos, 2011) optimize a margin enforcing loss function, but actually this objective
is not related to the margin in the sense that one can minimize the loss function while si-
multaneously achieving a bad margin even for binary problems (Rudin et al., 2004). In this
section, we introduce a coordinate ascent algorithm that directly maximizes the predefined
margin objective functions for multi-class classification.
We first introduce the objective function that we are working on in this section. We
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can sort ϕi in an increasing order, and consider n′ worst training examples n′ ≤ n that have








where Bn′ denotes the set of n′ labeled examples having the smallest margins. The mini-
mum margin (hard margin) ϕmin = mini∈{1,··· ,n} ϕi and average margin ϕavg = 1n
∑n
i=1 ϕi
are special cases for n′ = 1 and n′ = n respectively. The parameter n′ indicates how much
we relax the hard margin on training examples, and we set n′ based on knowledge of the
number of noise examples in training data. The higher the noise rate, the larger the n′ that
should be used.
The following theorem shows the objective function (3.5) is equivalent to the soft
margin, this conclusion is also given in (Shalev-Shwartz and Singer, 2010) for binary clas-
sification, here we propose a general proof for multi-class classification and use different
proof skills.
Theorem 5 Maximizing the average margin of the bottom n′ examples (3.5) is equivalent







s.t. ϕi + ξi ≥ ρ, i = 1, · · · , n
where ξ are slack variables.
Proof : (i) We first show that when the optimal solution of soft margin optimization is
achieved, ϕi + ξi = ρ always holds for those ξi > 0. Suppose when the optimal solution is
achieved, there exists an example such that ϕi+ξi > ρ and ξi > 0. The slack variable ξi > 0
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indicates ϕi < ρ, then we can always find a ξ′i < ξ such that ϕi + ξ
′
i = ρ, and therefore
replace ξ to ξ′ in objective function that produce a greater objective value, a contradiction.
(ii) We next prove under the optimal solution, there are at most n′ examples that are
allowed to lie below (or equal) ρ, that is, |{xi|ϕi ≤ ρ}| ≤ n′. Suppose we arrived a optimal
solution and n′ < |{xi|ϕi ≤ ρ}| ≤ m′, with the corresponding slack variable ξ. Then
we can always find a ρ′ < ρ such that |{xi|ϕi ≤ ρ′}| ≤ n′, with the slack variable ξ′.
We denote δ = ρ − ρ′, then by (i) ξ′i = ξi − δ for the examples with ξ′i > 0. We use
Bm′ to denote the set of m′ examples having the smallest margins, then Bn′ ⊂ Bm′ and




























which is a contradiction.
(iii) We further show that |{xi|ϕi ≤ ρ}| ≥ n′ under the optimal solution. Suppose
there is an optimal solution with |{xi|ϕi ≤ ρ}| ≤ m′ < n′ and slack variable ξ, then there
must exist a ρ′ > ρ such that m′ < |{xi|ϕi ≤ ρ}| ≤ n′ and corresponding ξ′. We denote





























where the inequation holds since ξ′i ≤ δ if xi ∈ Bcm′ ∩Bn′ . A contradiction.
(iv) Combine the results (ii) and (iii), we have |{xi|ϕi ≤ ρ}| = n′, and therefore∑
i∈Bn′
(ϕi + ξi) = n




′ρ −∑i∈Bn′ ξi = n′ρ −∑ni=1 ξi.




ϕi = ρ− 1n′
∑n
i=1 ξi.
Due to the max operator in the definition of margin (3.4), the soft margin optimization
problem (3.6) is very difficult to solve, unlike its binary counterpart. To the best of our
knowledge, there is no multi-class boosting designed to solve this soft margin optimization
problem. Thus, one of the reasons for using (3.5) as objective is to solve the soft margin
problem but from another point of view.
Another motivation of optimizing (3.5) is that the average of the bottom n′ margins
can be used to measure the generalization performance of a combined classifier, as shown
in the following theorem.






|H| , then for any δ > 0 and n
′ ∈ {1, · · · , n}, with the probability at least 1 − δ over the

















where PrD[ϕ(f, x, y) < 0] denotes the generalization error of the ensemble classifier F ,
ϕ(f, x, y) denotes the margin of an example (x, y) associated with f , D−1(v1, v2) denotes










Proof : Our proof is inspired by the works in (Gao and Zhou, 2013; Schapire et al., 1998;
Wang et al., 2011). Let C(H) denote the convex hull ofH, and let CN(H) denote the set of
unweighted averages over N elements fromH. Formally,






αk = 1, αk ≥ 0, hk ∈ H}





1(hj(x) = y), hj ∈ H}
We denote the distribution over H by the coefficients {αk} to be Q(f). Let B{n′|f} be the
set of n′ examples having the smallest margins associate with the inference function f . By
Schapire et al. (1998) we know that for any fixed β > 0
Pr
D
[ϕ(f, x, y) < 0] ≤ Pr
D,g∼Q(f)




Let ϕ(g, x(k), y(k)) denote the k-th smallest margin with respect to g. For any n′ ∈











 εiN(1− εN)n−i ≤ exp(−nD(n′n ∣∣ε))
by using the relative entropy Chernoff bound.
Let Z = {i/|H| : i = 1, · · · , |H|}, we only consider β at the values in Z . By the fact
52




∃g ∈ CN(H),∃β ∈ Z,Pr
D
[ϕ(g, x, y) < β]





















Thus, with a probability at least 1 − δN over the training sample S, for all f ∈ C(H), all
β ∈ Z , and all fixed n′, we have
Pr
D














[ϕ(g, x, y) ≤ β] = Eg∼Q(f)[Pr
D
[ϕ(g, x, y) < β]]
≤ Pr
g∼Q(f)











And for any θ > β,
Pr
g∼Q(f)





ϕ(f, xi, yi) < θ]
+ Pr
g∼Q(f)






















[ϕ(f, x(n′), y(n′)) ≥ θ, ϕ(g, x(n′), y(n′)) ≤ β] (3.8)
We now prove if ϕ(f, x(n′), y(n′)) ≥ θ and ϕ(g, x(n′), y(n′)) ≤ β with θ > β, there always
exists an example (xi, yi) such that ϕ(f, xi, yi) ≥ θ and ϕ(g, xi, yi) ≤ β. Since there
exists a bijection between {ϕ(f, x(1), y(1)), · · · , ϕ(f, x(n), y(n))} and {ϕ(g, x(1), y(1)), · · · ,
ϕ(g, x(n), y(n))}, we can assume ϕ(f, x(n′), y(n′)) corresponding to ϕ(g, x(ñ), y(ñ)) for some
ñ ≤ n. If ñ ≤ n′, then (x(n′), y(n′)) of ϕ(f, x(n′), y(n′)) is desired. On the other hand, if
ñ > n′, then there are at least n − n′ examples greater than or equal to θ in {ϕ(f, xi, yi) :
i 6= n′} but at most n− n′ − 1 examples greater than β in {ϕ(g, xi, yi) : i 6= ñ}. Thus,
Pr
g∼Q(f)
[ϕ(f, x(n′), y(n′)) ≥ θ, ϕ(g, x(n′), y(n′)) ≤ β]
≤ Pr
g∼Q(f)
[∃(xi, yi) : ϕ(f, xi, yi) ≥ θ, ϕ(g, xi, yi) ≤ β]
≤ Pr
g∼Q(f)
[∃(xi, yi) : ∀ỹ : f(xi, yi)− f(xi, ỹ) ≥ θ, ∃ỹ : g(xi, yi)− g(xi, ỹ) ≤ β]





By combining (3.7) and (3.8), we obtain that with probability at least 1 − δN over the


























To let β takes values only inZ , we set β = θ
2























Setting δ = 2NδN . Thus, with probability at least 1 − δ over the random choice of the
training data S of n examples, for all f ∈ C(H) and all n′ = {1, · · · , n}, we obtain
Pr
D




ϕ(f, xi, yi) < θ]























Algorithm 7: Margin maximization algorithm.
1: Initialize: t and α from 0-1 loss minimization algorithm.
2: repeat
3: t← t+ 1.
4: Select a weak learner ht by weak learning algorithm.
5: Compute q∗ by Algorithm 8 which maximizes (3.5) along the coordinate ht. Set
αt = q
∗.
6: Update:ft(xi, y) = ft−1(xi, y) + αt1(ht(xi) = y)
7: until the average margin of bottom n′ examples reaches local coordinatewise
maximum.
8: Output: ft(xi, y).
The outline of the greedy coordinate ascent algorithm that sequentially maximizes the
average margin of bottom n′ examples is described in Algorithm 7. Similar to the 0-1 loss
minimization algorithm, we intend to select a weak classifier ht (line 4) and its weight αt
(line 5) on round t, but this time our target is maximizing (3.5). This procedure terminates
if there is no increment in the average margin over the bottom n′ examples over ht (line 8).
Its convergence can be proved in the same way as for the binary classification given in last
chapter.
The key step is the line search algorithm which finds the value of αt that maximizes
(3.5) for a given weak classifier ht ∈ H. At tth iteration, let c =
∑t−1
k=1 |αk|, then the
margin on the example (xi, yi) can be rewritten as,
ϕi =




a(xi, y) + αt1(ht(xi) = y)
c+ |αt|
(3.9)
Consider the case that αt ≥ 0. For each example pair (xi, yi), there are three scenar-
ios of the margin (3.9) to consider, as shown in Figure 3.2. Scenario 1 is the case that




This corresponds to the curve which is monotonically increasing in Figure 3.2. Scenario





. This corresponds to the curve which is monotonically decreas-
ing in Figure 3.2. Scenario 3 is the case that ht(xi) = y, and y 6= yi, and ∃l ∈ Y ,
l 6= yi such that a(xi, l) > a(xi, y), in this case the margin curve of ϕi has two pieces.




. The scenarios for the case that αt < 0 can be similarly identified.
Finding the exact solution of optimal αt along the ht coordinate is computationally
difficult since the examples in Scenario 3 can either intersect with the examples in Scenario
1 or intersect with the examples in Scenario 2. Fortunately, we can prove that (3.5) is a
quasi-concave function (Bazaraa et al., 2006; Boyd and Vandenberghe, 2004), this property
allows us to design an efficient line search algorithm.
Theorem 7 Denote the average margin of the bottom n’ examples with respect to the set












j=1 αj1(hj(xi) = y)∑|H|
j=1 |αj|
(3.10)
where {Bn′ |α} denotes the set of n′ examples whose margins are at the bottom for fixed α.
Then ϕavg n′(α) is a quasi-concave function for any α.
Proof : By definition of quasiconcave, ϕavg n′(α) is quasiconcave if and only if its upper





































































|α(2)j | ≥ γ
|H|∑
j=1
|(1− λ)α(1)j + λα(2)j |
Therefore, (1− λ)α(1) + λα(2) ∈ Sγ . ϕavg n′(α) is quasiconcave.
Therefore, we can design an algorithm that maximizes (3.5) efficiently by checking




























Assume q∗ is the optimal value of αt that maximizes (3.5), then (3.5) is monotonically
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Algorithm 8: Line search algorithm to find the solution q∗ that maximizes (3.5).
1: Input: a weak classifier ht ∈ H, an interval [begin, end], and a small number th.
2: repeat
3: Set q = begin+end
2
, calculate the value of ∂gavg n′
∂q
as equation (3.11).
4: if ∂ϕavg n′
∂q
> 0 then
5: begin = q.
6: else
7: end = q.
8: end if
9: until end− begin < th.
10: Output: q∗ = begin+end
2
.
increasing at αt < q∗, otherwise it is monotonically decreasing. Thus, (3.11) is less than 0
at αt < q∗, and (3.11) is greater than 0 at αt > q∗. Formally, the line search algorithm to
calculate the value of q∗ with a small deviation threshold th is described in Algorithm 8.
To select the weak classifier, we use a similar procedure as in Algorithm 6 and replace
the measure to the average margin of the bottom n′ examples. Again, we only consider
the decision trees algorithm with binary splits, and apply Algorithm 8 on the two subsets
respectively. We choose the attributes to split by maximizing the average margin of the
bottom n′ examples, and use a top-down, greedy search approach to build trees. Same
as Algorithm 4, the computational cost of Algorithm 7 is O(nMK) on each round when
decision stumps are used as weak learners, where M is the number of binary splits.
Since (3.5) is non-differentiable at turning points, the coordinate ascent algorithm may
get stuck at a corner from which it is impossible to make progress along any coordinate
direction. To overcome this difficulty, we use an ε-relaxation method (Bertsekas, 1998)




To evaluate the performance of the DMCBoost algorithm, we first conduct experiments
with 13 datasets from the UCI repository (Frank and Asuncion, 2010), then examine its
noise robustness on two datasets with random label noise. For comparison, we also report
the results of AdaBoost.M1 (Freund and Schapire, 1997), AdaBoost.MH (Schapire and
Singer, 1999), SAMME (Zhu et al., 2009a), and GD-MCBoost (Saberian and Vasconcelos,
2011). All these algorithms use multi-class base classifiers except AdaBoost.MH, which
essentially reduces the multi-class problem to a set of binary classification problems. The
classification error is estimated either by a test error or five-fold cross-validation. The
datasets which come with pre-specified training and testing sets are evaluated by the test
error, where n′ is set to n
4
for DMCBoost and the number of rounds is set to the maximum
of 5000 for each method. For datasets which are evaluated by cross-validation, we partition
them into five parts evenly for 5-fold. In each fold, we use three parts for training, one part
for validation, and the remaining part for testing. We use the validation data to choose the
optimal model for each algorithm. For AdaBoost.M1, AdaBoost.MH, SAMME, and GD-
MCBoost the validation data is used to perform early stopping. We run these algorithms
with a maximum of 5000 iterations, and then choose the ensemble classifier from the round













} by the validation set. The stopping criterion of DMCBoost is
defined as line 7 in Algorithm 7 where DMCBoost terminates at the margin maximization
solution, thus we need not to apply early stopping. In all the experiments, the value of ε is
set to be 0.01 and the value of th is set to be 1e-5.
An overview of these 13 UCI datasets is shown in Table 3.1. The datasets have
different numbers of input variables (6-856), classes (3-26), and instances (178-1,025,010),
and represent a wide area of types of problems. In the # Examples column, the number of
training/test examples are listed for datasets coming with pre-specified training and testing
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Table 3.1: Description of 13 UCI datasets
Data # Examples K # Variables Error Estimation
Abalone 4177 28 8 5-CV
Car 1728 4 6 5-CV
CNAE-9 1080 9 856 5-CV
Glass 214 6 10 5-CV
Krkopt 28056 18 6 5-CV
Letter 20000 26 16 5-CV
Nursery 12960 5 8 5-CV
Poker525k 525010/500000 10 11 test error
Segmentation 210/2100 7 19 test error
Vowel 990 11 10 5-CV
Waveform 5000 3 21 5-CV
Wine 178 3 13 5-CV
Yeast 1484 10 8 5-CV
sets, and the entire number of examples is given for the rest datasets. The original Poker
dataset has 25,010 training examples and 1,000,000 examples for testing. Since the test data
is very large, same as the way Li did in (Li, 2009, 2010), we randomly divide it equally
into two parts, and add them to training and testing sets respectively, thus its training size
becomes 525,010 and the test size becomes 500,000. Therefore, the datasets we selected
include fairly large datasets (Poker525k) as well as datasets of moderate sizes (Krkopt,
Letter and Nursery).
3.3.1 Experimental Results on UCI Datasets
We compare all multi-class boosting algorithms on 13 UCI datasets. First, we restrict
the base classifiers to smaller trees to test the performance of each algorithm when the base
classifiers are very weak. We exclude the results of AdaBoost.MH as all the rest algorithms
use multi-class base classifiers, and we want to compare the performance of each algorithm
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Figure 3.3: Left: Training errors of AdaBoost.M1, SAMME, and DMCBoost with 0-1 loss
minimization algorithm on the Car dataset. Middle: Test errors of AdaBoost.M1, SAMME,
and DMCBoost with 0-1 loss minimization algorithm on Car dataset. Right: Training and
test error of DMCBoost when it switches to the margin maximization algorithm on the Car
dataset.
with the same hypothesis space H. Table 3.2 shows the results of different methods when
multi-class decision trees with a depth of 3 are used as weak learners2. With small trees,
DMCBoost gives the best results on all datasets indicating that DMCBoost only requires
very weak base classifiers even if there is no exact weak learner condition for DMCBoost.
GD-MCBoost achieves the second best accuracy, this algorithm also requires weaker base
classifiers since it is able to boost any type of weak learners with non-zero directional
derivatives (Saberian and Vasconcelos, 2011). We do not report its results on the Poker525k
dataset since its one iteration takes more than 12 hours to run by the authors’ matlab code.
For SAMME, the weak learner conditions can be satisfied easily, but it couldn’t drive down
the training error when the base classifier is very weak, and its performance is much worse.
AdaBoost.M1 gives the worst results, and it is not able to boost the base classifiers for 5 of
13 datasets, as shown in Table 3.2.
With the same hypothesis space H (trees with a depth of 3), 0-1 loss minimization
algorithm (Algorithm 4) usually achieves a lower training classification error rate. The left
panel of Figure 3.3 shows a typical training error curve on the Car dataset, and the middle
2 Whether a base classifier is weak or not often depends on the properties of the datasets, such as number
of classes, examples and input variables. For the most multi-class datasets in Table 3.1, decision trees with a
depth of 3 is weak enough. The previous multi-class boosting (Elisseeff and Weston, 1996; Mukherjee and
Schapire, 2013; ?) studies often use much larger trees in the experiments.
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Table 3.2: Test error (and standard deviation) of multi-class boosting methods Ad-
aBoost.M1, SAMME, GD-MCBoost, and DMCBoost on 13 UCI datasets, using multi-
class decision trees with a depth of 3.
Data AdaBoost.M1 SAMME GD-MCBoost DMCBoost
Abalone - 74.20(1.8) 74.62(1.5) 74.03(2.0)
Car 10.96(2.5) 4.75(1.0) 3.60(1.1) 2.78(0.8)
CNAE-9 - 14.91(2.4) 11.4(1.9) 7.59(1.2)
Glass 29.52(10.7) 31.9(8.0) 27.0(7.4) 26.19(10.8)
Krkopt - 64.33(0.9) 26.55(0.4) 22.76(0.7)
Letter - 24.94(0.9) 5.40(1.3) 4.89(0.3)
Nursery 9.70(1.5) 3.26(0.7) 0.2(0.0) 0.02(0.0)
Poker525k 49.16 69.09 - 30.09
Segmentation 8.29 6.43 6.0 5.1
Vowel - 19.19(2.6) 9.2(2.6) 5.66(1.9)
Waveform 17.8(1.2) 16.96(1.2) 16.2(1.1) 14.38(1.1)
Wine 8.57(4.9) 7.43(4.8) 7.54(5.3) 3.43(4.7)
Yeast 43.65(2.6) 44.73(4.5) 43.6(3.5) 42.43(2.8)
panel shows the corresponding test error curve. Once the 0-1 loss minimization algorithm
terminates at a coordinatewise local minimum, DMCBoost switches to the margin maxi-
mization algorithm (Algorithm 7), and it can still drive down the test error even when the
training error does not decrease, as shown in the right panel of Figure 3.3.
We now analyze the running time of AdaBoost.M1, SAMME, and DMCBoost on the
Poker525k dataset, which has 525,000 training examples. We implemented each algorithm
by C++, and test them on a PC with Core2 Duo 2.6GHz. We left GD-MCBoost out of
the comparison since it is unfair to compare a matlab implementation with C++ implemen-
tations, and GD-MCBoost runs too slow to record the running time. AdaBoost.M1 and
SAMME are very efficient in terms of running time, they take about 10s on each round.
For DMCBoost, it takes about 90s on each round, which is slower than AdaBoost.M1 and
SAMME but it is bearable on such a scale as the dataset.
We next investigate how these algorithms perform with more powerful base classi-
fiers. We tried all tree depths in the candidate set {3,5,8,12} for each dataset. This time we
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Table 3.3: Test error (and standard deviation) of multi-class boosting methods Ad-
aBoost.M1, AdaBoost.MH, SAMME, GD-MCBoost, and DMCBoost on 13 UCI datasets,
using decision trees with a maximum depth of 12.
Data AdaBoost.M1 AdaBoost.MH SAMME GD-MCBoost DMCBoost
Abalone 76.41(1.4) 75.33(1.2) 73.70(1.7) 74.62(1.5) 73.44(1.8)
Car 3.36(0.8) 2.84(0.6) 3.65(0.9) 2.8(0.8) 2.67(0.8)
CNAE-9 20.9(2.7) 8.43(1.3) 13.43(1.3) 10.6(2.1) 7.5(1.2)
Glass 27.14(9.3) 29.52(9.2) 24.76(8.7) 24.0(6.8) 24.76(9.9)
Krkopt 14.3(0.3) 11.68(0.3) 12.71(0.2) 12.20(0.3) 11.04(0.2)
Letter 3.48(0.3) 3.1(0.1) 4.88(0.3) 3.37(0.2) 3.1(0.2)
Nursery 0.12(0.1) 0.03(0.0) 0.16(0.1) 0.0(0.0) 0.0(0.0)
Poker525k 30.19 2.01 18.74 - 2.77
Segmentation 4.86 6.14 5.1 6.0 4.52
Vowel 5.96(2.9) 7.68(1.8) 6.25(2.3) 5.6(3.0) 5.66(1.9)
Waveform 15.2(1.4) 14.56(1.4) 15.08(1.0) 15.2(0.8) 14.26(1.1)
Wine 8.57(4.9) 9.16(5.3) 7.43(4.8) 7.54(5.3) 3.43(4.7)
Yeast 41.69(1.8) 41.82(2.1) 41.22(3.1) 43.2(3.6) 40.23(2.5)
compare the algorithms not restricted in the same hypothesis space H, so we also add Ad-
aBoost.MH in the comparison. As shown in Table 3.3, among all the methods, DMCBoost
gives the most accurate results in 10 of the 13 datasets, and its results are close to the best
results produced by the other methods for the remaining 3 datasets.
3.3.2 Evaluation of Noise Robustness
In many real-world applications, training samples are obtained through manual labeling
and there will be unavoidable human errors that provoke wrong labels. Hence, it is de-
sirable that the designed classification algorithm is robust to noise. In the experiments
conducted below, we check the noise robustness of each boosting algorithm on Car and
Nursery datasets with additional label noise. We randomly change the labels on training
and validation data at the rates of 5% and 20% respectively, and keep the the test data clean.
Again, the tree depths are chosen from the candidate set {3,5,8,12}. The results via 5-fold
cross-validation (as described in the begining of section 3) are reported in Table 3.4. The
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Table 3.4: Test error (and standard deviation) of multi-class boosting methods Ad-
aBoost.M1, AdaBoost.MH, SAMME, GD-MCBoost, and DMCBoost on the two UCI
datasets with random noise, using decision trees with a maximum depth of 12.
Data Noise rate AdaBoost.M1 AdaBoost.MH SAMME GD-MCBoost DMCBoost
Car 0 3.36(0.8) 2.84(0.6) 3.65(0.9) 3.6(1.1) 2.67(0.8)
0.05 9.22(1.5) 6.09(1.0) 7.94(2.0) 5.8(1.1) 3.54(1.2)
0.2 14.55(2.4) 9.1(1.0) 14.2(1.9) 9.6(1.1) 6.55(1.6)
Nursery 0 0.12(0.1) 0.03(0.0) 0.16(0.1) 0.0(0.0) 0.0(0.0)
0.05 3.93(1.3) 1.82(0.5) 2.29(0.2) 2.4(0.5) 0.37(0.2)
0.2 6.61(0.9) 3.47(0.6) 6.61(0.9) 4.4(0.9) 1.61(0.5)
affection of label noise to the performance of DMCBoost is very limited, especially for
the Nursery dataset, the test error only increases from 0 to 1.6% when 20% of the train-
ing examples have wrong labels. Similar to AdaBoost in binary cases, AdaBoost.M1 and
SAMME are quite sensitive to noise, their performance is hurt badly even with a 5% noise
rate.
DMCBoost achieves good performance by varying the parameter n′, the higher the
noise rate, the larger n′ should be used. Consider the Car dataset as an example, for the
case that the training set is clean (noise rate is 0), the optimal n′ via cross-validation is n
10
and the training error is 1.5%, thus the algorithm focus on the difficult examples. For the
case that the noise rate is 5%, the optimal n′ is n
4
and the training error is 7.1%, indicating
that DMCBoost allows some misclassification to achieve a better performance. For a noise
rate of 20%, DMCBoost considers more examples in the bottom set, the optimal n′ via
cross-validation is n
2
. In this case, DMCBoost further allows more misclassification (the
training error is 22.2%), but its corresponding test error is only 6.55%.
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SSDBoost: a boosting method for
semi-supervised classification
In this chapter, we re-formulated the semi-supervised boosting approach by extending the
classification error and margin function to unlabeled data. Since the objectives in SSD-
Boost are more complicated, we designed new optimization techniques and provide the
rationales behind our approach. We will show that SSDBoost is able to exploit easily-
obtained unlabeled data to significantly improve accuracy, especially in the noisy cases.
Assume we are provided n labeled samples, S l = {(x1, y1), · · · , (xn, yn)} and m
unlabeled samples, Su = {xn+1, · · · , xN} (let N = n + m). Semi-supervised boosting
combines weak classifiers to form a highly accurate ensemble classifier by using the com-
bined training set S = S l ∪ Su. Formally, for binary classification, the ensemble classifier
is defined to be sign(f(x)), where f(x) =
∑
h∈H αhh(x), αh ≥ 0 is the ensemble func-
tion. Our goal is to find an ensemble classifier that has good generalization performance.
To this end, we developed a semi-supervised boosting approach through two steps. In the
following, we will elaborate the two steps respectively.
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4.1 Minimize generalized classification error
For the labeled data, the classification error (or 0-1 loss) is defined to be




1(yif(xi) ≤ 0) (4.1)








p(y|xi)1(yf(xi) ≤ 0) (4.2)
Minimizing (4.2) has the effects to push p(y|x) away from 0.5, so that the uncertainty of the
putative labels is reduced. For binary classification tasks, the logistic (sigmoid) function of
yf(x), sigmoid(yf(xi)) = 1/(1+exp(−yf(xi))), is a good estimation of p(y|xi) (Schapire
and Freund, 2012), and then the loss of the minimum entropy semi-supervised boosting
method (Zheng et al., 2009) is a surrogate upper bound of (4.2). Combining (4.1) and
(4.2), we have the generalized classification error
error(f,S) = error(f,S l) + γerror(f,Su) (4.3)
where γ is a trade-off parameter that controls the influence of the unlabeled data.







αkhk(x) + αtht(x) (4.4)
where previous t−1 weak classifiers hk(x) and corresponding weights αk, k = 1, · · · , t−1
have been selected and determined. Then for a given weak classifier ht(x), the goal is to
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Algorithm 9: Minimize the generalized 0-1 loss on S.
1: Initialize: t = 0, ft(xi) = 0, i = 1, · · · , N .
2: repeat
3: t← t+ 1.
4: p̂(y|xi) = sigmoid(yft−1(xi)) for xi ∈ Su.
5: Sort |ft−1(xi)|, xi ∈ S in an increasing order.
6: Pick a weak classifier ht by Algorithm 11.
7: Get the interval that has the minimum value of (4.5) by calling Algorithm 10 with
ht, and set αt to be the value within this interval.
8: Update: ft(xi) = ft−1(xi) + αtht(xi).
9: until (4.5) reaches a local coordinatewise minimum.
10: Output: ft(xi).
choose its weight αt such that (4.3) is minimized. If we estimate p(y|xi) by sigmoid(yf(xi)),
the second term of (4.3) is a complex function of αt, and thus it is difficult to compute
the optimal αt. Instead, we estimate p(y|xi) by the logistic function of f of the previ-
ous step, sigmoid(yft−1(xi)), and update the estimation through an iterative scheme. We





y∈Y p̂(y|xi)1(yf(xi) ≤ 0) by replacing p(y|xi) in
error(f,Su) by p̂(y|xi). Therefore, the estimation of (4.3) is to be
ˆerror(f,S) = error(f,S l) + γ ˆerror(f,Su) (4.5)
which is a stepwise function of αt.
Algorithm 9 outlines a greedy coordinate descent algorithm to directly minimize (4.5).
The line search algorithm, Algorithm 10, describes the way to find the optimal α for any
given hypothesis h ∈ H such that (4.5) is minimized. The key is how to efficiently find the
points that lead (4.5) changes. Denoting the inference function of a sample xi to be
Ft(xi, y) = y ht(xi)αt + yft−1(xi) (4.6)
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Algorithm 10: Line search algorithm to find the interval with the minimum general-
ized 0-1 loss.
1: Input: a weak classifier ht ∈ H.
2: for i = 1, · · · , N do
3: Compute the value of (4.5) at αt = 0.
4: Let ei = |ft−1(xi)|.
5: if (slope > 0 and intercept < 0), then error update on the righthand side of ei is − 1n
for xi ∈ S l or −γ |p̂(+1|xi)−p̂(−1|xi)|m for xi ∈ Su.
6: if (slope < 0 and intercept > 0), then error update on the righthand side of ei is 1n
for xi ∈ S l or γ |p̂(+1|xi)−p̂(−1|xi)|m for xi ∈ Su.
7: end for
8: Incrementally calculate (4.5) on intervals of ei’s.
9: Output: the interval with minimum generalized 0-1 loss.
which is a linear function with slope yht(xi) and intercept yft−1(xi). For a labeled sample
(xi, yi), Ft(xi, yi) > 0 indicates this sample is correctly classified; otherwise, it is misclas-
sified. These two states exchange at the point αt = −ft−1(xi)ht(xi) , we denote this point as a
critical point ei. Thus, the value of the generalized 0-1 loss (4.5) has 1n differences at ei.
To compute the “classification error” of an unlabeled sample, we use ŷi = sign(ft−1(xi))
to denote its pseudo label. Similarly, the sign of Ft(xi, ŷi) identifies xi ∈ Su is “correctly
classified” or “misclassified”. Again, the critical point for xi ∈ Su is ei = −ft−1(xi)ht(xi) , and
the value of (4.5) has γ |p̂(+1|xi)−p̂(−1|xi)|
m
differences at ei. SinceH is closed under negation,
we only care about the case that ei is greater than 0 (where ei = −ft−1(xi)ht(xi) = |ft−1(xi)|), that
corresponds to the two scenarios described at line 5 and 6. The critical points divide αt into
at mostN+1 intervals, each interval has the value of a generalized 0-1 loss (4.5). Since we
visit each sample in an increasing order, the critical points are also in an increasing order.
Algorithm 11 describes the weak learning algorithm, where the decision trees with
binary splits are used. We simply choose the attribute to split by minimizing (4.5), the
whole process to build trees is a top-down, greedy search approach. Since ft−1 is used
when building trees, Algorithm 11 will not end up with the same tree though SSDBoost
does not maintain a distribution over training samples.
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Algorithm 11: Weak learning algorithm.
1: Input: a training set S, current tree depth `.
2: if ` ≤ max depth then
3: for a binary split do
4: Split S into Sleft and Sright, then a weak hypothesis h ∈ H is generated which
maps Sleft to +1 and Sright to -1.
5: Call Algorithm 10 with h and its negation −h ∈ H respectively.
6: end for
7: Choose the optimal binary split which partitions S into Sleft and Sright, update ht
with the corresponding labels on Sleft and Sright.
8: Call weak learning algorithm with Sleft and `+ 1.
9: Call weak learning algorithm with Sright and `+ 1.
10: end if
11: Output: a weak classifier ht ∈ H.
The complexity of Algorithm 9 is O(LN +N logN) for each iteration when decision
stumps are used as weak learners1, where L is the number of binary splits. It has the
same computational costs as the methods (Bennett et al., 2002; Zheng et al., 2009) which
optimize surrogate losses. Algorithm 9 terminates at a coordinatewise local minimum of
(4.5), SSDBoost then switches to the margin maximization step.
4.2 Maximize the generalized average margin
For some boosting approaches were designed to explicitly optimize the margins, such as
LPBoost (Demiriz et al., 2002) and SoftBoost (Warmuth et al., 2007), they are only de-
signed for supervised classification. For the existing semi-supervised boosting methods
(Bennett et al., 2002; Chen and Wang, 2007; d’Alché Buc et al., 2002; Mallapragada et al.,
2009; Saffari et al., 2008; Zheng et al., 2009), none of them has been shown to maximize
the margins on S l ∪ Su, although some of them employ margin enforcing loss functions.
In this section, we introduce a generalized average margin on S l ∪ Su, and propose a
coordinate ascent algorithm that directly maximizes this objective function.
1 Decision stumps are the decision trees with a depth of 1. The computational costs of Algorithm 9 has the
same increasing rate as the methods in (Bennett et al., 2002; Zheng et al., 2009) if large trees are considered.
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The (normalized) margin of a labeled sample (xi, yi) w.r.t ft(xi) is defined to be ϕli =
yift(xi)∑t
k=1 αk
, which can be interpreted as a measure of how confidently this labeled sample is









By sorting ϕli and ϕ
u
i in an increasing order respectively, and consider n
′ worst labeled
samples n′ ≤ n and m′ worst unlabeled samples m′ ≤ m that have smaller margins, then














where Bln′ denotes the set of n
′ labeled samples having the smallest margins, and Bum′
denotes the set of m′ unlabeled samples having the smallest margins. The parameter n′
indicates how much we relax the hard margin on labeled samples, and we often set n′
based on knowledge of the number of noisy samples in S l (Ratsch et al., 2000). The higher
the noise rate, the larger the n′ should be used. The parameter m′ controls the relaxation of
the margin distribution over the unlabeled data. A smaller m′ makes the algorithm focus
more on the unlabeled samples close to the decision boundary.
For an unlabeled sample xi, again we estimate p(y|xi) by p̂(y|xi) = sigmoid(yft−1(xi)).
Denote ŷi = 21+e−(ft−1(xi)) − 1, then the estimated margin of xi is
ϕ̂ui = ŷi
ft−1(xi) + αtht(xi)∑t−1
k=1 αk + αt
, (4.9)
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Algorithm 12: Maximize margins on S l ∪ Su.
1: Initialize: t and ft from Algorithm ??.
2: repeat
3: t← t+ 1.
4: Update ŷi = 21+e−ft−1(xi) − 1, i = n+ 1, · · · , N .
5: Sort ϕli=1,··· ,n and ϕ̂
u




6: Pick a weak classifier ht by weak learning algorithm.
7: Compute q∗ by Algorithm 13 that maximizes (4.10) along the coordinate ht. Set
αt = q
∗.
8: Update ft(xi) = ft−1(xi) + αtht(xi).
9: until ϕ̂avg(n′,m′) reaches a local coordinatewise maximum.
10: Output: ft(xi).














The outline of the greedy coordinate ascent algorithm that sequentially maximizes
(4.10) is described in Algorithm 12. We first sort ϕli=1,··· ,n and ϕ̂
u
i=n+1,··· ,N (line 5) in order
to efficiently compute the optimal solution of maximum (4.10) we will explain later. At the
iteration t, we select a weak classifier ht (line 6) and its weight αt (line 7) such that (4.10)
is maximized. We repeat this process until (4.10) reaches a local coordinate maximum.
The key part in Algorithm 12 is the line search algorithm which finds the value of
αt that maximizes (4.10) for a given weak classifier ht ∈ H. On the t-th iteration, let
c =
∑t−1
k=1 αk, then the derivative of ϕ
l







Since c ≥ yift−1(xi), depending on the sign of yiht(xi), (4.11) is either positive or nega-
tive, which is irrelevant to the value of αt. That is, if the labeled sample (xi, yi) ∈ S l is
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correctly classified by ht (yiht > 0), then ϕli is monotonically increasing with respect to
αt. Otherwise, ϕli is monotonically decreasing. Similarly, for an unlabeled sample xi, the
derivative of ϕ̂ui is either positive or negative depending on the sign of ŷiht(xi), and which
is irrelevant to the value of αt. Hence for an interval of αt with the fixed Bln′ and B
u
m′ , the




















which sign is irrelevant to the value of αt. Thus, with the fixed Bln′ and B
u
m′ , ϕ̂avg(n′,m′) is a
monotonic function of αt, depending on the sign of the derivative in (4.12), it is maximized
either on the left side or on the right side of the interval.
Along the ht coordinate, Bln′ and B
u
m′ are not always fixed, hence we need to check
the values of αt that lead Bln′ or B
u
m′ to change. To address this, we first examine when
the margins ϕli and ϕ
l
j of two labeled samples (xi, yi) and (xj, yj) intersect. Since H is
closed under negation, it is not necessary to consider the cases that their intersection is
negative. Obviously ϕli and ϕ
l
j never intersect when they are both increasing or decreasing
2.
Otherwise, ϕli and ϕ
l





As ϕli’s are sorted in advance (Algorithm 12, line 5), we can compute the intersections that
result in the change of Bln′ very efficiently by Property 1.
Property 1 All the points that lead Bln′ to change can be determined by computing the in-
tersections of the jth highest increasing margin in Bln′ and jth smallest decreasing margin
2If ϕli and ϕ
l
j are both increasing or decreasing, then the denominator of (4.13) is 0, that indicates the
intersection will never happen.
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in the complementary set of Bln′ .
Proof : Let (ϕlj)inc denotes the jth highest increasing margin in Bln′ at αt = 0, and (ϕlj)dec
denotes the jth smallest decreasing margin in (Bln′)
c at αt = 0. Denoting qj to be the
intersection of (ϕlj)inc and (ϕ
l
j)dec.
For j = 1, it is obviously that (ϕlj)dec is the first margin in (B
l
n′)
c that intersects with
(ϕl1)inc. Therefore, q1 leads B
l
n′ to change as (ϕ
l






c on the rightside of q1.
Suppose the conclusion holds for j = k − 1. For j = k, since (ϕl1)dec, · · · , (ϕlk−1)dec
belong to Bln′ already, the intersections of (ϕ
l
k)inc and those margins do not lead B
l
n′ to
change. Hence (ϕlk)dec is the first margin in (B
l
n′)
c that intersects with (ϕlk)inc, and the
intersection qk leads Bln′ to change.
In addition, the following properties indicate that we do not need to consider the cases
that the margins of two unlabeled data are both increasing or decreasing.
Property 2 If ϕ̂ui and ϕ̂uj are both increasing, then they never intersect when αt > 0.
Proof : For any unlabeled sample x ∈ Su, ŷ = 2
1+e−ft−1(x)
− 1 is a strictly monotonic
function with ft−1(x), and ft−1(x)ŷ ≥ 0 always holds.
Without loss of generality, we assume ft−1(xi) > ft−1(xj), then ŷjft−1(xj)−ŷift−1(xi) <
0. Since ϕui and ϕ
u
j are both increasing, we have ht(xi)ft−1(xi) > 0, ht(xj)ft−1(xj) > 0,




That indicates ϕui intersects ϕ
u
j at αt < 0.
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Property 3 If ϕ̂ui and ϕ̂uj are both decreasing, then they only intersect each other after
intersecting with all the increasing margins.
Proof : For any decreasing margins ϕui and ϕuj in (Bum′)c, and any increasing margin ϕuk in













qi,j , it is suffices to show qi,j > qi,k and qi,j > qj,k.














We can prove the case qj,k < qi,j in the same way.
Thus, the points that lead Bum′ to change can be computed in the similar way as described
in Property 1.
Based on the above discussion, we are able to efficiently compute all the intersections
that lead Bln′ or B
u
m′ to change (denoting these points as qj’s), and we know that one of
them is the optimal value of αt that maximizes (4.10) along the ht coordinate (denoting
the optimal point as q∗). The next challenge is how to efficiently find q∗ among those
qj’s. The computational cost of the straightforward solution in worst case is O((n′ +m′)2)
since there are at most n′ + m′ intersections and we have to compute (4.10) for each of
them. Fortunately, we can prove that (4.10) is a quasi-concave function for any given weak
hypothesis (in Theorem 8), that allows us to determine q∗ by incrementally updating (4.12)







then q∗ = qj .
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where {Bln′ |αt} denotes the set of n′ labeled samples whose margins are smallest for a fixed
αt, and {Bum′|αt} denotes the set of m′ unlabeled samples whose margins are smallest for
a fixed αt. Then ϕ̂avg(n′,m′)(αt) is quasiconcave.
Proof : Let S = {αt : αt > 0}, which is a convex set. By definition of quasiconcave,
ϕ̂avg(n′,m′) is quasiconcave on S if and only if its upper contour sets are convex sets on S.
The µ-upper-contour set Sµ of ϕ̂avg(n′,m′) on S is denoted as
Sµ = {αt : αt > 0, ϕ̂avg(n′,m′)(αt) ≥ µ}
We now prove that Sµ is a convex set. For ∀α(1)t , α(2)t ∈ Sµ and ∀λ ∈ [0, 1], letting













≥ (1− λ)µ(∑t−1k=1 αk + α(1)t ) + λµ(∑t−1k=1 αk + α(2)t )
= µ(
∑t−1
k=1 αk + θ)
Therefore, θ ∈ Sµ. ϕ̂avg(n′,m′)(αt) is quasiconcave.
Formally, the line search algorithm to calculate the value of q∗ is described in Algo-
rithm 13. The way to select the weak classifier is very similar to Algorithm 11, the only
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Algorithm 13: Compute the q∗ that corresponds to the maximum of ϕ̂avg(n′,m′).
1: Input: a weak classifier ht ∈ H.
2: Compute the value of (4.12) at αt = 0.
3: j ← 0, k ← 0, qj+k ← 0.
4: Compute the intersection qlj+1 of the j + 1th highest increasing margin in B
l
n′ and the
j + 1th smallest decreasing margin in (Bln′)
c.
5: Compute the intersection quk+1 of the k + 1th highest increasing margin in B
u
m′ and the
k + 1th smallest decreasing margin in (Bum′)
c.




8: if qlj+1 < quk+1 then Incrementally update Bln′ and (4.12) at αt = qj+k+1; j ← j + 1.
9: else Incrementally update Bum′ and (4.12) at αt = qj+k+1; k ← k + 1.
10: Go back to line 4.
11: else
12: q∗ = qj+k, compute ϕ̂avg(n′,m′) at q∗.
13: end if
14: Output: q∗.
modification is to replace the line search algorithm to Algorithm 13. Since ϕ̂avg(n′,m′) is
bounded, apparently Algorithm 12 converges to a coordinatewise local maximum. If there
are L possible binary splits, the computational cost of Algorithm 12 is O(L(n′ + m′) +
N logN) on each round.
Since ϕ̂avg(n′,m′) is non-differentiable at the intersections, the coordinate ascent al-
gorithm may get stuck at a corner from which it is impossible to make progress along any
coordinate direction. To overcome this difficulty, we employ the ε-relaxation method (Bert-
sekas, 1998) again.
4.3 Experiments
In this section, we first evaluate the performance of SSDBoost on 10 UCI datasets from
the UCI repository (Frank and Asuncion, 2010), then examine its noise robustness on two
datasets with random label noise. For comparison, we also report the results of several
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Data M D AdaBoost LPBoost DirectBoost ASSEMBLE EntropyBoost SSDBoost
Adult 48842 14 15.11 (0.7) 15.42 (1.0) 15.08 (1.0) 15.27 (0.9) 14.97 (0.7) 15.10 (0.8)
Australian 690 14 17.83 (2.7) 17.83 (2.5) 16.38 (2.5) 16.96 (2.2) 17.07 (2.6) 15.8 (2.6)
Kr-vs-kp 3196 36 3.98 (0.8) 4.01 (1.2) 3.89 (0.9) 3.45 (1.1) 3.39 (1.4) 3.39 (0.5)
Liver 345 7 36.76 (3.4) 38.53 (4.9) 36.65 (4.4) 36.18 (3.7) 36.35 (4.9) 33.24 (7.3)
Mushroom 8124 22 0.1 (0.1) 0.9 (0.5) 0.18 (0.2) 0.11 (0.1) 0.12 (0.1) 0.16 (0.2)
Sonar 208 60 33.33 (5.2) 32.22 (6.6) 31.11 (5.6) 28.33 (3.6) 28.89 (4.1) 28.44 (5.2)
Spambase 4601 57 7.5 (0.9) 7.52 (0.8) 7.35 (1.1) 7.48 (0.7) 7.87 (0.9) 7.09 (1.4)
Splice 3190 61 14.6 (2.7) 15.3 (2.2) 14.6 (2.8) 14.8 (2.7) 14.9 (2.7) 12.0 (1.7)
WDBC 569 31 6.55 (1.6) 6.94 (1.9) 6.94 (1.8) 7.54 (2.1) 7.73 (2.1) 6.15 (1.8)
WPBC 198 34 33.68 (4.8) 34.21 (6.0) 32.63 (3.7) 28.95 (4.4) 29.68 (5.7) 28.95 (3.8)
Table 4.1: # of samples (M ), # of attributes (D), mean error rates (in %) and standard
deviations of boosting methods on 10 UCI datasets.
Data AdaBoost LPBoost DirectBoost ASSEMBLE EntropyBoost SSDBoost
Kr-vs-kp (50) 10.46 (2.2) 9.9 (2.4) 9.66 (2.4) 8.2 (2.2) 8.5 (2.1) 7.65 (2.0)
Mushroom (20) 8.81 (1.9) 9.7 (1.8) 7.38 (1.8) 5.05 (0.7) 5.1 (1.6) 2.2 (0.5)
Table 4.2: Mean error rates (in %) and standard deviations of boosting methods on Kr-vs-
Kp (with 50 labeled samples) and Mushroom (with 20 labeled samples) datasets.
existing supervised boosting methods (AdaBoost (Freund and Schapire, 1997), LPBoost
(Demiriz et al., 2002), and DirectBoost (Zhai et al., 2013)) and semi-supervised boost-
ing methods (ASSEMBLE (Bennett et al., 2002) and semi-supervised entropy regularized
boosting (Zheng et al., 2009) (denoted as SERBoost)). For all the algorithms in the com-
parison, we use decision trees as the weak learners. Note that it is not our intention to
show that the proposed algorithm always outperforms a variety of supervised and semi-
supervised learning methods. Instead, the empirical study is focused on whether the pro-
posed SSDBoost is able to effectively improve the accuracy of the well-known boosting
algorithms with the same weak hypothesis space H. Thus, same as the ways the authors
did in (Bennett et al., 2002; Chen and Wang, 2007; Demiriz et al., 2002; Zheng et al., 2009),
we restrict the comparison with only boosting methods and the same weak learning algo-
rithm, rather than other related works, such as Semi-Supervised Support Vector Machines
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(S3VM) (Chapelle et al., 2006b; Joachims, 1999; Sindhwani et al., 2006).
The classification error is estimated by 10-fold cross-validation. For each dataset, we
partition it into 10 parts evenly. In each fold, we use eight parts for training, one part
for validation3, and the remaining part for testing. Within the eight parts of training data,
only one part is used as labeled data, and the other parts are treated as unlabeled data (by
simply discarding the labels). Since we concentrate on the cases where the labeled data
are limited while the unlabeled data are adequate in the training process, the datasets we
selected include datasets of small or moderate sizes, and only a small part (one tenth) is
used as labeled data.
4.3.1 UCI datasets
Table 4.1 shows, as we expected, the semi-supervised boosting algorithms (ASSEMBLE,
EntropyBoost, and SSDBoost) outperform the supervised methods (AdaBoost, LPBoost,
and DirectBoost) in general, the results indicate that the unlabeled data does help to im-
prove generalization performance. By taking advantage of maximizing margins directly on
both labeled and unlabeled data, SSDBoost gives the most accurate results (highlighted in
bold font) in 7 of the 10 datasets among all the methods, and its results are close to the
best results produced by the other methods for the remaining 3 datasets. We have also per-
formed a significance test using the paired t-test. When compared to AdaBoost, SSDBoost
has statistically significant improvements (p-value is less than 0.05) on Australian, Splice,
3 We use the validation data to choose the optimal model for all the methods. For each boosting method,
the depth of decision trees is chosen from 1, 2, and 3 by the validation set (for the datasets in the experi-
ments, decision trees with a depth of 1-3 are sufficient to produce good results). For AdaBoost, ASSEMBLE,
and SERBoost, the validation data is also used to perform early stopping since overfitting is observed for
these methods. We run these algorithms with a maximum of 3000 iterations, and then choose the ensem-
ble classifier from the round with minimal error on the validation data. For ASSEMBLE, SERBoost, and
SSDBoost, the trade-off parameters that control the influence of unlabeled data are chosen from the values
{0.001, 0.01, 0.1, 1} by the validation data. For LPBoost, DirectBoost, and SSDBoost, the parameter n′ is
chosen by the validation set from the values {n/10, n/5, n/3, n/2}. For SSDBoost, the parameter m′ is cho-
sen from the values {m/10,m/5,m/3,m/2}, and ε is fixed to be 0.01 since it does not significantly affect
the performance as long as its value was a small number. It is hard to accurately estimate parameters over a
small validation set, but we found experimentally that it still has certain instructive effects on the quality of
the classifiers.
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Figure 4.1: Mean error rates (in %) of ASSEMBLE, EntropyBoost and SSDBoost with 20
labeled and increasing number of unlabeled samples on Mushroom dataset.
and WPBC datasets.
We noticed that for some moderate size of datasets (such as Adult, Mushroom, and
Kr-vs-Kp), the semi-supervised boosting methods do not provide much improvements. We
believe the reason that there was little improvement for those datasets is that the numbers of
labeled samples are enough to get reasonable results, so there is little room in the classifica-
tion to improve accuracy further. We selected two datasets, Kr-vs-kp and Mushrooms, and
we tried to reduce their size in order to show the power of semi-supervised learning. Table
4.2 shows the results of Kr-vs-kp and Mushroom datasets with 50 and 20 labeled samples
respectively. When the labeled data is extremely limited, semi-supervised methods show
their advantage more clearly, and SSDBoost is very efficient at utilizing the information of
unlabeled data.
Figure 4.1 shows the test errors on the Mushroom dataset (with 20 labeled samples)
using ASSEMBLE, EntropyBoost and SSDBoost when we increase the size of unlabeled
data. This results indicate that the accuracy of semi-supervised boosting tends to improve
with the increment of unlabeled data, but the effects become saturated when more unla-
beled samples are added. We also observed this phenomenon on other datasets, and the
same observation was made by the authors of (Zheng et al., 2009). Moreover, SSDBoost
consistently outperforms the other two in the cases that different numbers of unlabeled data
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Data η AdaBoost LPBoost DirectBoost ASSEMBLE EntropyBoost SSDBoost
Synthetic 0 13.12(1.6) 13.96(1.7) 12.6(1.2) 12.28(2.5) 11.8(1.0) 10.04(1.7)
0.05 19.52(3.9) 19.36(4.9) 16.56(3.7) 16.92(2.7) 17.88(3.9) 14(2.6)
0.2 29.08(3.1) 22.84(5.4) 22.12(4.6) 25.68(3.1) 25.52(5.5) 18(2.4)
Kr-vs-Kp 0 10.42(2.2) 9.96(3.1) 10.08(4.1) 8.2(2.8) 8.36(2.6) 7.72(2.2)
0.05 18.26(5.1) 18.0(9.4) 17.1(7.9) 16.66(5.8) 17.14(7.0) 13.42(6.3)
0.2 27.18(8.3) 25.58(7.2) 22.46(7.7) 20.84(7.7) 21.4(7.5) 16.06(7.4)
Table 4.3: Mean error rates (in %) and standard deviations of each boosting algorithm on
synthetic and Kr-vs-Kp data with a label noise rate η at 0%, 5%, and 20%.
are added to the training set.
We now analyze the running times of the semi-supervised boosting algorithms on
Adult dataset, which has 4884 labeled and 34188 unlabeled training samples. We imple-
mented each semi-supervised boosting algorithm by C++, and the decision trees with depth
of 2 are used. ASSEMBLE and EntropyBoost take almost the same running time (about
1.4s) on each round in training phase. For SSDBoost4, it takes about 1.7s on each round,
which is slightly slower than the other two but it is bearable on such a scale dataset. When
compared to ASSEMBLE and EntropyBoost, SSDBoost has more parameters to tune. In
practice, however, we used the following strategy to save the validation time: we adjusted n′
andm′ together from the 4 candidates {(n/10,m/10), (n/5,m/5), (n/3,m/3), (n/2,m/2)}
instead of 16 combinations. In test phase, all the boosting methods have a similar compu-
tational time.
4.3.2 Evaluation of Noise Robustness
In many real-world applications, robustness of a classifier is quite desirable. In this section,
we run each boosting algorithm on the datasets with additional random label noise. We first
use synthetic data with 5 real valued features which are generated by the model introduced
4The running time includes both step 1 and step 2, which was computed by (total running time) / (total #
of iterations).
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Figure 4.2: Margins distribution of ASSEMBLE, EntropyBoost and SSDBoost for labeled
and unlabeled samples on synthetic data with 20% label noise. For SSDBoost, the parame-






in (Mease and Wyner, 2008). In the experiments, we let the number of labeled, unlabeled
training, validation and testing data be 50, 500, 50, 500 respectively, and the labels of the
labeled training data are corrupted with a noise rate η at 0%, 5% and 20%. The experi-
ments are repeated 10 times. In addition, we use Kr-vs-Kp dataset again, but this time we
flip the labels of the labeled training data by a noise rate η. Table 4.3 shows the results of
each boosting algorithm. Similar to AdaBoost, ASSEMBLE and EntropyBoost are very
sensitive to noise (Long and Servedio, 2010), their accuracy is hurt even with a 5% noise
rate. In contrast, the algorithms that maximize the average bottom samples (including LP-
Boost, DirectBoost, and SSDBoost) perform much better on the noisy cases. Particularly,
SSDBoost does very well by utilizing the unlabeled data.
Figure 4.2 shows the cumulative margin distributions on S l and Su respectively of
semi-supervised boosting methods on the synthetic data with 20% label noise, where the
margins of unlabeled data are measured in (4.8). For the margin distribution of labeled sam-
ples, as shown in the left panel, ASSEMBLE and EntropyBoost concentrate their resources
on a few difficult samples, but these samples are usually noisy. SSDBoost allows some mis-
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classifications to achieve a better margin distribution as well as generalization performance.
For the margin distribution of unlabeled data, as shown in the right panel, we observed a
similar interesting phenomenon. ASSEMBLE and EntropyBoost have slightly greater mar-
gins when considering the bottom 20% unlabeled samples, but SSDBoost achieves a better
margin distribution overall.
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MRMM: a multi-label boosting method
LetX denote the instance space and let Y = {1, · · · , K} be a finite set of all possible labels
with |Y| = K. In multi-label learning, each example x ∈ X is assigned a set of labels
Y ⊂ Y . Thus, a labeled instance is a pair (x, Y ). For each label ` ∈ Y , we define Y (`) = 1
if ` is a relevant label (` ∈ Y ), and Y (`) = −1 otherwise. The purpose of multi-label
classification is to predict all of the correct labels instead of just one correct label as in single
label classification. Given a set of labeled training examples S = {(x1, Y1), · · · , (xn, Yn)},
the goal of a learning algorithm is to learn a multi-label classifier H : X → 2Y with good
generalization on unknown data. Instead of learning a multi-label classifier, a learning
algorithm often produces a real-valued function f : X × Y → R that hopefully ranks a
relevant label higher than an irrelevant label, i.e. f(x, `1) > f(x, `0) if `1 ∈ Y and `0 ∈ Ȳ .
In ensemble learning, f is called an ensemble function, and has the form
fT (x, `) =
T∑
j=1
αjhj,`(x), hj,` ∈ H
where hj,` : X → {−1, 0,+1} 1 is a base classifier for label `, αj is its weight,H is the set
of all possible weak classifiers that can be produced by a weak learning algorithm, and T
is the number of ensemble rounds.
Adopting the notations in (G.Tsoumakas et al., 2011), a labelset R ⊂ Y with |R| = k
is called k-labelset. Furthermore, we define a weak classifier with regards to a k-labelset
1h`(x) = 0 indicates it does not make prediction for label `.
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Figure 5.1: The average 5 smallest MRMs along two coordinates in one-dimension (upper
left and right), and the surface of the average 5 smallest MRMs in these two coordinates
(lower).
R as hR, then hR only makes predictions on R, i.e., h`(x) = ±1 for those ` ∈ R and
h`(x) = 0 for those ` /∈ R.
5.1 Minimum Ranking Margin
For a labeled example (xi, Yi), the minimum ranking margin (MRM) is defined to be the
smallest difference of the scores (weighted fraction of votes) between a relevant label and











j=1 αj is a normalization term. MRM considers the confidence of the
prediction in both relevant and irrelevant label set equally important, which is critical in
multi-label classification since the two label set are often highly imbalanced, i.e. |Yi| 
|Ȳi|. To compute MRM, naively we need to consider all the possible ranking pairs over










and thus it can be computed in O(K) time. Note that the multi-class margin defined in
(Allwein et al., 2001; Zhai et al., 2014) is a special case of MRM when |Yi| = 1 for
∀i = 1, · · · , n.
Intuitively, the learning algorithm should focus more on the examples whose MRMs







ϕ(xi), 1 ≤ m ≤ n
where Bm denotes the set of m examples having the smallest MRMs. If m = 1 then
the MRMM algorithm concentrates only on the hardest example, but that is too strict in
most cases. When m = n, all the training examples are taken into consideration although
some of them already have a large MRM value. The interesting scenario is when m is
proportional to n; then, the algorithm focuses on a fraction of the hardest examples.
Figure 5.1 shows ϕ(Bm) along two coordinates in one-dimension, and the surface
of ϕ(Bm) in these two coordinates with m = 5. As ϕ(Bm) is non-concave, the well-
developed convex optimization techniques cannot be applied to it. Fortunately, however,
we can prove that ϕ(Bm) is a quasiconcave function as follows. Note: in this proof we
consider the general case that the ensemble function is any linear combination from the
hypothesis spaceH.
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Theorem 9 Letting Bm,α be the set of m examples having the smallest MRMs with regard
















is quasiconcave for any α ∈ {R+ ∪ 0}|H|.
Proof : According to the definition (Boyd and Vandenberghe, 2004), ϕ(Bm,α) is quasicon-
cave if and only if its upper contour sets are convex sets. If we denote its γ-upper-contour
set as Zγ , then formally

















Now we prove Zγ is a convex set. For ∀α(1),α(2) ∈ Zγ and ∀λ ∈ [0, 1], letting θ =
(1− λ)α(1) + λα(2)




((1− λ)α(1)j + λα(2)j )hj,`1(xi)




























































































































(1− λ)α(1)j + λα(2)j
Thus, (1− λ)α(1) + λα(2) ∈ Zγ .
The whole process is a boosting-type algorithm: on each boosting round, a weak
classifier and its optimal weight are selected in order to maximize ϕ(Bm). We will describe
the details in the next section.
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Algorithm 14: The MRMM algorithm
1: Input: Training set S = {(x1, Y1), · · · , (xn, Yn)}.
2: Initialize: α = 0, t = 1, α1 and h1,`(xi) to non-zero values.
3: repeat
4: t← t+ 1.
5: R←a k-labelset randomly selected from Yk.
6: Select a weak classifier hR,t on R by calling Algorithm 16.
7: Compute αt by calling Algorithm 15, which maximizes ϕ(Bm) for a given hR,t.
8: Update ft(xi, `) = ft−1(xi, `) + αth`,t(xi) for those ` ∈ R.
9: until ϕ(Bm) reaches a local coordinatewise maximum.
10: Output: fT (xi, `).
5.2 The Algorithm
5.2.1 Outline of MRMM algorithm
Algorithm 14 describes the outline of the MRMM algorithm, where Algorithm 15
and 16 are sub-algorithms we will introduce later. The input of the MRMM algorithm
is the training set S, and the output is an ensemble function fT (xi, `). Then, the multi-
label classifier can be formed as H(xi) = {` : fT (xi, `) > 0, ` ∈ Y} 2. Essentially, this
algorithm is a coordinate ascent algorithm, it optimizes the objective along one coordinate
on each round. On an ensemble round t, MRMM first selects a k-labelset, R, from the
power set of Y with size k randomly. Note that in RAkEL (G.Tsoumakas et al., 2011), all
the k-labelsets are distinct as the same k-labelsets will lead to the same weak classifiers.
In Algorithm 14, selecting the weak classifier depends on both the k-labelset R and the
ensemble function from the previous iteration ft−1(xi, `), the resulting weak classifier may
differ on two different rounds even though the k-labelsets are same, and thus the k-labelsets
are not required to be distinct. After the k-labelset R is chosen, a weak classifier hR,t is
learned on R by calling a weak learning algorithm (Algorithm 16). Next, the MRMM
algorithm computes the optimal weight αt such that ϕ(Bm) is maximized for a given hR,t
2Zero threshold is used for MRMM.
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by calling a line search algorithm (Algorithm 15). At the end of round t, the ensemble
function f(xi, `) is updated for those ` ∈ R. This procedure is repeated until ϕ(Bm)
reaches a local coordinatewise maximum.
Note that at line 2 of Algorithm 14, we need to initialize α1 and h1,`(xi) to non-zero
values otherwise the denominator of ϕ(xi) is zero. We found experimentally that differ-
ent ways of initialization do not significantly affect the performance of MRMM algorithm
as long as ε-relaxation is used, thus we simply initialize α1 and h1,`(xi) by running Ad-
aBoost.MH for only one boosting iteration.
5.2.2 Line search algorithm for a given weak classifier
As shown in Figure 5.1, the value of ϕ(Bm) changes dramatically at the points that Bm
changes; we call these points turning points. It is easy to show that the optimal point with
the maximum ϕ(Bm) is a turning point. Therefore, theoretically, we can compute all the
turning points and select the optimal one from them, but it is computationally difficult to do
so. Fortunately, since ϕ(Bm) is a quasiconcave function, we can find the optimal point by
checking the derivative of ϕ(Bm). Specifically, on the round t, we can rewrite the ensemble
function ft(xi, `) as a sum of two parts
ft(xi, `) = ft−1(xi, `) + αtht,`(xi)
where ft−1(xi, `) is the ensemble function of the previous iteration which is already deter-
mined. ht,`(xi) and αt is the weak classifier and the weight we are looking for in order to
optimize ϕ(Bm).
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`∗i,1 = arg min
`1∈Yi
ft−1(xi, `1) + αtht,`1(xi)
`∗i,0 = arg max
`0∈Ȳi
ft−1(xi, `0) + αtht,`0(xi)



















Denoting α∗ as the optimal turning point with the maximum ϕ(Bm). As ϕ(Bm) is quasi-
concave, the value of ∂ϕ(Bm)
∂αt
is greater than 0 at αt < α∗ and is less than 0 at αt > α∗.
Therefore, we can design a line search algorithm that efficiently computes α∗ with a toler-
ance δ, as described in Algorithm 15. In our experiments, we always set the initial search
range to [0, 1], and δ = 0.0001.
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Algorithm 15: Line search algorithm
1: Input: a k-labelset weak classifier hR,t, an interval [a, b], and a tolerance δ.
2: repeat
3: π ← a+b
2







5: a = π.
6: else
7: b = π.
8: end if
9: until b− a < δ
10: Output: α∗ = a+b
2
.
5.2.3 Weak learning algorithm
Algorithm 16 describes the weak learning algorithm, which requires a training set S and
the current tree depth d, and outputs a k-labelset weak classifier hR,t(xi). Initially, for a
randomly selected k-labelset R, we set hR,t(xi) = −1 for those ` ∈ R and hR,t(xi) = 0
for those ` /∈ R. This algorithm is a decision tree algorithm with binary splits, where the
split with the largest ∂ϕ(Bm)
∂αt
at αt = 0 is selected while growing the tree. In this way
the algorithm is able to find a good ascent direction in hypothesis space H. The whole
process of building the tree is a top-down, greedy search approach. If the problem involves
real-valued attributes, they are first binned into intervals, each interval being treated as an
ordinal variable. At each ensemble iteration, since ft−1 and R are different, Algorithm
16 will not end up with the same tree even though there is no distribution over training
examples.
Note that selecting a split for each ` ∈ R is not independent, which is different from
AdaBoost.MH. For example, while selecting the split for the kth class, the splits and the
corresponding labels of the previous k − 1 classes have been chosen and will affect the
current selection. Thus, the algorithm naturally takes into account correlations of the labels
in R.
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Algorithm 16: Weak learning algorithm.
1: Input: a training set S and the current tree depth d.
2: if d ≤max depth then
3: for each ` in R do
4: for a binary split that partitions S into Sleft and Sright do
5: Let h`,t(xi) = 1 for xi ∈ Sleft and h`,t(xi) = −1 for xi ∈ Sright.
6: Compute ∂ϕ(Bm)
∂αt
at αt = 0 with hR,t(xi).
7: Let h`,t(xi) = −h`,t(xi).
8: Compute ∂ϕ(Bm)
∂αt
at αt = 0 with hR,t(xi).
9: end for
10: Choose the binary split with the largest ∂ϕ(Bm)
∂αt
at αt = 0, which partitions S into
S∗left and S∗right, update h`,t(xi) with the corresponding labels on S∗left and S∗right.
11: end for
12: Call Algorithm 16 with S∗left, R, and d+ 1.




For Algorithm 15, the computational complexity of computing ϕ(xi) for a particular π is
O(nk) as `∗i,1 and `
∗
i,0 can be identified in O(k) time. The set of m smallest MRMs can
be obtained in O(n) time for the worst case by using median of medians based quickselect
algorithm, and ∂ϕ(Bm)
∂π
can be computed inO(m) time. The length of the interval [a, b] and δ
will affect the running time as well, but they are independent from the input data. Thus, the
total time complexity of Algorithm 15 can be bounded by O(nk). For Algorithm 16, since
we can compute ϕ(xi) and identify Bm in advance, the time complexity of computing
∂ϕ(Bm)
∂αt
at αt = 0 for all ` ∈ R and all binary splits is O(kmM), where M is the total
number of possible binary splits. Therefore, the total time complexity of Algorithm 16 is
O(kmM) in the case of one-level decision trees3. Overall, the computational complexity
of the MRMM algorithm is O(kmM + nk) on each ensemble round, which is similar
to AdaBoost.MH (O(nM |Y|)) or RAkEL (O(knM)) if the C4.5 decision tree learning
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datasets N D |Y| LC
bibtex 7395 1836 159 2.40
emotions 593 72 6 1.87
medical 978 1449 45 1.25
scene 2407 294 6 1.07
slashdot 3782 1079 22 1.18
yeast 2417 103 14 4.24
Table 5.1: Information on the experimental datasets. In the table, N denotes the number of
instances, D is the dimensionality of the features, |Y| is the number of labels, and the label
cardinality (LC) measures the average number of labels per instance.
algorithm was used as base classification algorithm.
5.3 Experiments
In this section, we first introduce the experimental settings, including the descriptions of
datasets, baseline multi-label classification methods, and evaluation metrics. We then com-
pare MRMM with various multi-label approaches on 9 different performance measures.
Finally, we study the influence of each parameter of the MRMM algorithm.
5.3.1 Settings
Datasets
Six different multi-label datasets are used in our experiments. These datasets cover a vari-
ety of application domains: bibtex, medical, and slashdot for text categorization, emotions
for music type prediction, scene for image classification, and yeast for gene function cate-
gorization. The characteristics of the datasets are summarized in Table 5.1, where the label
cardinality (LC) measures the average number of labels per instance. The datasets were
3 In building a more powerful tree, the complexity of Algorithm 16 has the same increasing rate as other
decision tree algorithms.
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BR LP RAkEL MLkNN ECC MH MR MRMM
hamming ↓ .260(.025)• .259(.016)• .217(.019)• .192(.010) .196(.019) .209(.014)• .231(.004)• .192(.010)
Accuracy ↑ .434(.038)• .478(.018)• .513(.045)• .540(.030)• .507(.046)• .518(.021)• .471(.021)• .593(.018)
Precision ↑ .551(.037)• .591(.015)• .626(.046) .688(.036) .642(.042) .642(.028) .570(.017)• .680(.022)
Recall ↑ .574(.056)• .578(.026)• .618(.056)• .618(.043)• .584(.067)• .619(.043)• .628(.051)• .752(.032)
F1 ↑ .528(.040)• .557(.018)• .593(.045)• .620(.031)• .584(.051)• .630(.031)• .597(.023)• .714(.017)
macro-F1 ↑ .569(.037)• .573(.033)• .627(.032)• .634(.041)• .633(.032)• .629(.013)• .614(.014)• .695(.016)
micro-F1 ↑ .579(.035)• .581(.030)• .642(.032)• .667(.031)• .653(.033)• .646(.017)• .628(.011)• .708(.015)
one error ↓ .434(.054)• .395(.020)• .304(.058) .270(.017) .297(.047) .283(.023)• .261(.035) .234(.017)
ranking ↓ .304(.025)• .313(.021)• .199(.023)• .160(.013)• .170(.030)• .157(.020)• .147(.016) .140(.015)
Table 5.2: Mean (std.) of each algorithm on emotions dataset. •/◦ indicates that MRMM is
significantly better/worse than a baseline method (paired t-test at 0.05 significance level).
↑/↓implies the larger/smaller, the better.
BR LP RAkEL MLkNN ECC MH MR MRMM
hamming ↓ .134(.003)• .145(.009)• .104(.008)• .088(.003) .092(.005) .088(.004) .111(.003)• .087(.004)
Accuracy ↑ .541(.015)• .588(.026)• .616(.032)• .660(.022)• .629(.020)• .669(.018)• .569(.014)• .696(.011)
Precision ↑ .558(.015)• .608(.025)• .638(.031)• .686(.025)• .652(.019)• .689(.013)• .586(.012)• .717(.008)
Recall ↑ .634(.016)• .609(.027)• .654(.027)• .683(.022)• .642(.023)• .711(.024)• .663(.025)• .755(.020)
F1 ↑ .577(.013)• .602(.026)• .636(.029)• .676(.023)• .641(.021)• .700(.018)• .622(.018)• .735(.014)
macro-F1 ↑ .635(.008)• .606(.020)• .698(.025)• .732(.014)• .716(.019)• .750(.013) .689(.011)• .758(.011)
micro-F1 ↑ .625(.007)• .596(.023)• .689(.025)• .730(.008)• .709(.017)• .740(.011)• .678(.010)• .754(.011)
one error ↓ .405(.031)• .404(.023)• .273(.025)• .224(.011)• .251(.018)• .210(.016) .215(.013) .197(.019)
ranking ↓ .223(.019)• .209(.018)• .103(.013)• .078(.004)• .087(.008)• .068(.006) .068(.005)• .063(.007)
Table 5.3: Mean (std.) of each algorithm on scene dataset. •/◦ indicates that MRMM is
significantly better/worse than a baseline method (paired t-test at 0.05 significance level).
↑/↓implies the larger/smaller, the better.
obtained from the Mulan website 4 and the MEKA website 5.
Multi-label Classification Methods in Comparison
To evaluate the effectiveness of MRMM, it is compared against the simple baseline methods
BR and LP (Tsoumakas and Katakis, 2006), as well as five state-of-the-art multi-label clas-
sification methods: multi-label k-nearest neighbors (MLkNN) (Zhang and Zhou, 2007),
the RAndom k-labELsets (RAkEL) (G.Tsoumakas et al., 2011), ensembles of classifiers




BR LP RAkEL MLkNN ECC MH MR MRMM
hamming ↓ .254(.007)• .285(.008)• .228(.003)• .192(.004)◦ .206(.004) .201(.004) .236(.003)• .212(.007)
Accuracy ↑ .427(.011)• .407(.011)• .479(.009)• .519(.008)• .487(.010)• .503(.008)• .467(.007)• .547(.009)
Precision ↑ .595(.017)• .530(.017)• .632(.007)• .720(.015)◦ .691(.013)◦ .702(.013)◦ .622(.011)• .650(.016)
Recall ↑ .566(.013)• .541(.010)• .614(.013)• .595(.014)• .565(.016)• .591(.006)• .634(.014)• .717(.012)
F1 ↑ .550(.011)• .510(.012)• .595(.008)• .624(.008)• .592(.011)• .642(.007)• .628(.010)• .682(.007)
macro-F1 ↑ .391(.009)• .372(.020)• .399(.008)• .386(.011)• .380(.010)• .388(.013)• .386(.009)• .472(.011)
micro-F1 ↑ .574(.011)• .533(.014)• .618(.008)• .651(.008)• .623(.010)• .639(.009)• .616(.005)• .669(.007)
one error ↓ .374(.071)• .525(.012)• .292(.025)• .231(.010) .255(.019)• .235(.018) .229(.009) .237(.016)
ranking ↓ .322(.016)• .406(.011)• .217(.006)• .166(.006) .180(.005)• .167(.007) .166(.007) .169(.008)
Table 5.4: Mean (std.) of each algorithm on yeast dataset. •/◦ indicates that MRMM is
significantly better/worse than a baseline method (paired t-test at 0.05 significance level).
↑/↓implies the larger/smaller, the better.
ming loss (AdaBoost.MH) and Ranking loss (AdaBoost.MR) (Schapire and Singer, 2000),
where the last four belong to the category of ensemble methods. The parameters suggested
in their respective pieces of literatures are used for the compared baseline algorithms: for
MLkNN, the number of neighbors is set to 10 and the smoothing factor is set to 1 as rec-
ommended in (Zhang and Zhou, 2007). For RAkEL, the size of the labelsets is set to 3
and the number of models is set to 2|Y|, as recommended in (G.Tsoumakas et al., 2011).
For ECC, the ensemble iterations are set to 10 as recommended in (Read et al., 2011). For
AdaBoost.MH and AdaBoost.MR, the boosting rounds are set to 500, as recommended in
(Kong and Yu, 2010; Zhang and Zhou, 2007), and we observed experimentally that this
setting is enough to get good performance on all datasets studied in this paper. For Ad-
aBoost.MR, moreover, the threshold of the classification decision was adjusted on data as
described in (Schapire and Singer, 2000). For our proposed MRMM, we set m to 0.6n and
k to 6 for all the datasets. (Note: the influence of the parameters m and k will be studied in
Section 4.3.)
To perform experiments, we used Mulan 6, an open-source java library for multi-label
classification, to train the models: BR, LP, MLkNN, RAkEL, and ECC. We implemented
AdaBoost.MH, AdaBoost.MR, and MRMM in C++. The C4.5 decision tree algorithm
was used as the single-label base classifier of BR, LP, RAkEL, ECC, AdaBoost.MH, and
6http://mulan.sourceforge.net/
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AdaBoost.MR. For all the methods that use decision trees as base classifiers, we set the
depth of the tree to 1 (decision stumps). Note that decision stumps are the most commonly
used base learning algorithms in multi-label learning literatures (G.Tsoumakas et al., 2011;
Schapire and Singer, 2000; Read et al., 2011; Huang et al., 2012).
Evaluation Metrics
There are different criteria to evaluate the performance of multi-label classification. In gen-
eral, these evaluation metrics are divided into three groups: example-based, label-based,
and ranking-based Madjarov et al. (2012). The example-based metrics evaluate the average
differences of the true and the predicted labels over all the test examples. The label-based
metrics evaluate the predictive performance for each label separately, and then average the
performance over all labels. The ranking-based metrics measure the differences between
the predicted ranking of the labels and the true labels. Since the three groups evaluate a
multi-label classification algorithm from three different perspectives, we should consider
the metrics in all the groups. In our experiments, we used five popular example-based
evaluation measures (hamming loss, accuracy, precision, recall, and F1), two commonly
used label-based metrics (macro-F1 and micro-F1), and two popular ranking-based metrics
(one error and ranking loss). The definition of these metrics can be found in (G.Tsoumakas
et al.; Guo and Xue, 2013). In this study, we are primarily interested in Accuracy, F1,
macro-F1, and micro-F1 because these metrics are preferable for multi-label classificaiton
due to the class imbalance problems.
5.3.2 Experimental Results
Five-fold cross-validation is performed on each dataset, where Table 5.2 through 5.7 report
the average and standard deviation of the different evaluation metrics on the datasets emo-
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BR LP RAkEL MLkNN ECC MH MR MRMM
hamming ↓ .015(.000) .021(.000)• .014(.000)◦ .014(.000)◦ .013(.000)◦ .013(.000)◦ .022(.001)• .015(.001)
Accuracy ↑ .302(.007)• .259(.012)• .306(.006)• .278(.009)• .300(.010)• .323(.010)• .267(.007)• .360(.007)
Precision ↑ .440(.009)• .343(.017)• .450(.010)• .402(.015)• .460(.015) .476(.011)◦ .345(.003)• .458(.012)
Recall ↑ .367(.010)• .324(.016)• .364(.009)• .332(.010)• .330(.013)• .363(.015)• .471(.019) .484(.006)
F1 ↑ .368(.008)• .312(.015)• .371(.008)• .310(.011)• .356(.012)• .412(.013)• .398(.009)• .471(.008)
macro-F1 ↑ .275(.009)• .206(.010)• .274(.007)• .221(.004)• .241(.007)• .305(.014)• .313(.007)• .376(.010)
micro-F1 ↑ .403(.010)• .297(.015)• .409(.010)• .362(.012)• .402(.011)• .439(.016)• .376(.006)• .467(.014)
one error ↓ .506(.009)• .775(.013)• .463(.010)• .493(.014)• .393(.010)• .373(.011) .363(.015)◦ .379(.016)
ranking ↓ .160(.008)• .414(.006)• .265(.006)• .214(.002)• .082(.003)• .063(.004) .054(.003)◦ .068(.004)
Table 5.5: Mean (std.) of each algorithm on bibtex dataset. •/◦ indicates that MRMM is
significantly better/worse than a baseline method (paired t-test at 0.05 significance level).
↑/↓implies the larger/smaller, the better.
BR LP RAkEL MLkNN MH MR MRMM
hamming ↓ .043(.001)◦ .055(.002)• .042(.001)◦ .053(.001)• .038(.000)◦ .053(.001)◦ .046(.002)
Accuracy ↑ .350(.022)• .457(.017)◦ .358(.021)• .356(.011)• .427(.017)• .383(.013)• .445(.020)
Precision ↑ N/A N/A N/A N/A .463(.017)• .409(.013)• .476(.022)
Recall ↑ .369(.025)• .472(.019)• .374(.024)• .357(.010)• .449(.017)• .505(.011) .530(.040)
F1 ↑ N/A N/A N/A N/A .456(.017)• .452(.012)• .501(.029)
micro-F1 ↑ .462(.024)• .464(.017)• .476(.022)• .449(.015)• .544(.011) .497(.010)• .540(.013)
one error ↓ .511(.027)• .510(.024)• .487(.032)• .552(.025)• .379(.010)◦ .388(.011)◦ .413(.020)
ranking ↓ .145(.011)• .261(.013)• .229(.014)• .172(.004)• .087(.002)◦ .086(.003)◦ .094(.003)
Table 5.6: Mean (std.) of each algorithm on slashdot dataset. •/◦ indicates that MRMM is
significantly better/worse than a baseline method (paired t-test at 0.05 significance level).
↑/↓implies the larger/smaller, the better.
BR LP RAkEL MLkNN MH MR MRMM
hamming ↓ .011(.001) .013(.002) .011(.001) .016(.001)• .010(.001) ◦ .015(.002)• .012(.001)
Accuracy ↑ .746(.025) .747(.042) .747(.026) .558(.059)• .761(.030) .629(.049)• .760(.034)
Precision ↑ N/A N/A N/A N/A .800(.027) .660(.049)• .786(.041)
Recall ↑ .805(.020)• .778(.030)• .804(.021)• .578(.059)• .813(.030)• .746(.047)• .872(.033)
F1 ↑ N/A N/A N/A N/A .806(.028)• .700(.048)• .834(.025)
micro-F1 ↑ .805(.024) .764(.043)• .804(.024) .661(.047)• .816(.024) .739(.036)• .802(.026)
one error ↓ .179(.024)• .227(.056)• .177(.016)• .242(.034)• .134(.021) .141(.018) .128(.015)
ranking ↓ .071(.016)• .133(.034)• .070(.007)• .041(.016)• .025(.008) .025(.009) .020(.007)
Table 5.7: Mean (std.) of each algorithm on medical dataset. •/◦ indicates that MRMM is
significantly better/worse than a baseline method (paired t-test at 0.05 significance level).
↑/↓implies the larger/smaller, the better.
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tions, scene, yeast, bibtex, slashdot, and medical respectively (we abbreviate AdaBoost.MH
and AdaBoost.MR as MH and MR respectively). Moreover, we have also performed a sig-
nificance test using the paired t-test to statistically evaluate the significance of the perfor-
mance difference between MRMM and other algorithms (p-value is less than 0.05). Specif-
ically, •/◦ indicates that MRMM is significantly better/worse than a baseline method. For
a specific evaluation metric, ↑/↓ indicates the larger/smaller, the better. Compared with
other approaches, MRMM achieves the best performance on emotions and scene datasets
in terms of almost all the evaluation metrics, and has the best performance on the rest of
the datasets in general. For the slashdot and medical datasets, since many classes have
only one or two examples, the macro-F1 was not reported. Additionally, due to some un-
fixed bugs of Mulan, the results of the metrics Precision and F1 and ECC method are not
reported.
As shown in Table 5.2 through 5.7, in terms of Accuracy, F1, macro-F1, and micro-F1,
MRMM is significantly superior to the compared algorithms on most datasets. Specifically,
for example, MRMM outperforms the second best approach (AdaBoost.MH) with a signif-
icant margin of .05 in terms of F1 on average of 6 datasets. To detect the reason, we analyze
the Precision and Recall respectively since F1 is the harmonic mean of them. As a result,
we observed that a good F1 score is obtained by MRMM by providing a competitive Preci-
sion and a significantly better Recall value. This indicates that MRMM, compared to other
methods, is able to assign more examples to relevant label sets with a high accuracy. These
results validate that MRMM takes into account the confidence of the prediction in both rel-
evant and irrelevant label sets, and thus is robust to the class imbalance problems. For the
ranking-based metrics (one error and ranking loss), MRMM achieves competitive perfor-
mances as its objective is highly related to the label ranking. AdaBoost.MR performs best
in terms of Ranking loss in general; we believe this is because AdaBoost.MR is specifically
designed to minimize a surrogate of ranking loss on training data. However, it performs
significantly poorer than AdaBoost.MH and MRMM on other metrics. In terms of Ham-
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ming loss, MRMM performs statistically worse than AdaBoost.MH on 3 of the 6 datasets.
This was an expected result due to AdaBoost.MH being designed for this loss. Neverthe-
less, we noticed that |Y| of all the three datasets are relatively large, in this case hamming
loss may not be an appropriate criterion for multi-label classification due to the label sparse
problem (X. Li and Guo, 2014). MLkNN performs surprisingly well on particular datasets
and metrics, such as Hamming loss and Precision on the yeast dataset. However, it is not
very stable since it achieves much worse results on some datasets compared to other ap-
proaches. Finally, we noticed that the boosting-type ensemble methods (AdaBoost.MH,
AdaBoost.MR and MRMM) achieve superior performance to non-boosting-type ensemble
methods (RAkEL and ECC), as well as other methods in most cases.
We next analyze the running time of MRMM and AdaBoost.MH since both of them
are boosting-type methods, and were implemented in the same programming language. We
use the bibtex dataset, and test the two methods on a server with twelve core 2.67GHz Intel
Xeon processors and 32 GM RAM. In order to have a fair comparison, we set k = |Y|
for MRMM. Overall, MRMM is competitive to AdaBoost.MH in terms of running time.
On this dataset, AdaBoost.MH takes 352s on each boosting round. While MRMM has
similar complexity with AdaBoost.MH, it takes 475s on each round. It is slower than
AdaBoost.MH but k is often smaller than |Y| in practice.
5.3.3 Influence Of Each Parameter In MRMM
For MRMM, the most important parameter is m as it controls how much we relax the hard
margin on training examples. Our previous studies (Zhai et al., 2013, 2014) suggests that
we should set m based on knowledge of the number of noise examples in training data.
Surprisingly, we discovered that fixing m to a relatively large fraction of training examples
for the different datasets, instead of searching for its optimal value on validation data, did
not negatively affect the performance of the resulting multi-label classification models. We
believe this is because the definitions of margins in this study are different from those in
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Figure 5.2: Left: F1 and micro-F1 vs. different values of m on the medical dataset. Right:
F1 and micro-F1 vs. different values of k on the medical dataset.
Figure 5.3: Left: F1 and micro-F1 vs. number of ensemble rounds on the medical dataset.
Right: objective value vs. number of ensemble rounds on the medical dataset.
previous chapters. The left panel of Figure 5.2 shows a typical curve of F1 and micro-F1
vs. different values of m on the medical dataset, and we have also observed a similar trend
on other datasets in our experiments. Therefore, we set m to 0.6n for all the datasets in our
experiments.
We next study the influence of the size of the labelsets k. The right panel of Figure
5.2 shows a typical curve of F1 and micro-F1 vs. different values of k on the medical
dataset. Similar to this parameter in RAkEL, its value does not significantly affect the
classification performance as long as the number of ensemble rounds is sufficient. Usually,
MRMM terminates at a coordinatewise maximum solution in less iterations with a large k,
but it takes more time in each iteration. For the experiments we conducted, we set k to a
relatively small number since a large k usually causes longer running times in total.
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Finally, we study the influence of the number of ensemble rounds for MRMM on
the medical dataset, and fix the values of m and k to 0.6n and 6 respectively. As shown
in the left panel of Figure 5.3, MRMM can achieve a good performance after sufficient
ensemble rounds, and it does not overfit too much. As shown in the right panel of Figure
5.3, the objective value increases as we increase the number of ensemble rounds of MRMM,
this indicates that the objective value on training data is closely related to classification
performance on test data.
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Conclusion and future work
We presented new boosting approaches for various classification problems, including bi-
nary, multi-class, semi-supervised, and multi-label classification. For different learning
tasks, we proposed specific optimization algorithms, proved properties of them and their
objective functions theoretically, and showed their competitive performances on a broad
range of datasets by comparing with other state-of-the-art classification approaches. This
work is a brave attempt of non-convex optimization, the main points of significance in-
clude:
• While non-convex optimization problems are difficult to solve, there might still exist
some methods that can solve the problems directly and that have their own benefits
when compared to the convex approximations.
• The average n′ smallest margins is a good objective for various classification prob-
lems, and the algorithms, which are designed for this objective, are robust to noise
by alleviating the effects of noisy examples.
• The way of optimizing the n′th smallest sample margin is even more robust with data
having high noise since the most difficult examples are given up without any penalty,
though we only showed this for binary classification.
While we have generalized this direct optimization idea on different classification
tasks, there are still some further promising research directions of this work. Firstly, we be-
lieve a similar strategy can be used to directly optimize other performance measures, such
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as ROC-area, precision, recall, and F1-score. Secondly, the generalization bound for our
proposed semi-supervised boosting approach is an interesting theoretical study for future
work. Thirdly, how to extend the idea of direct optimization to structured prediction is a
promising research direction. Furthermore, online boosting (Beygelzimer et al., 2015b,a)
is a hot research topic in recent years. Applying the idea of direct optimization in this paper
to online boosting is another interesting further research topic. Finally, we have shown that
optimizing the n′th smallest margin is robust to noise for binary classification. However,
the algorithm is very sensitive to the parameter n′ and thus is not very useful in practice. It
is interesting to see if there exist better ways to address the task for binary classification and
to consider how to extend the idea to solve other more complicated classification problems.
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