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Zusammenfassung: Digitale Methoden haben in den letzten Jahren nicht nur in 
die Sozial- und Geisteswissenschaften Einzug gehalten. Auch der Journalismus 
hat seine Verfahren digitalisiert und seine Recherchepraktiken sowie seine Dar-
stellungsformen entsprechend angepasst. Immer öfter bedienen sich Journalist-
Innen für ihre Berichterstattung des Werkzeugkastens der digitalen Methoden. 
Am deutlichsten zeigt sich das am Datenjournalismus, der seit einem Jahrzehnt 
einen enormen Aufschwung erfahren hat. Dieser Beitrag beleuchtet digitale Me-
thoden im Datenjournalismus. Zu diesem Zweck werden hier zunächst aus den 
Science and Technology Studies und der Digital-Methods-Forschung heraus die 
Grundzüge einer datenjournalistischen Methodologie entwickelt. Auf Grundlage 
von Redaktionsbesuchen und elf semistrukturierten Interviews mit PraktikerIn-
nen werden im Anschluss konkrete Arbeitsabläufe und Akteure in datenjourna-
listischen Methoden beschrieben. Es wird erläutert, wie datenjournalistische Kol-
laborationen im Newsroom funktionieren, wie sich dort Routinen etablieren und 
welche Technologien dabei vermitteln. Abschließend werden Empfehlungen zur 
Weiterentwicklung digitaler Methoden in der Kommunikationswissenschaft und 
im Datenjournalismus formuliert.






„Die Methode liegt im Code”
Routinen und digitale Methoden im Datenjournalismus
1 Einleitung
Am 15. April 2013 explodierten zwei Bomben in der Zielgeraden des Mara-
thons von Boston. Drei Menschen verloren ihr Leben, mehr als 260 weitere wur-
den teils schwer verletzt. Während vor Ort Sicherheits- und Rettungsmaßnahmen 
eingeleitet wurden, machte sich die Polizei an die Aufklärung der Tat. Auch Re-
porterInnen und Laien versuchten zur Aufklärung beizutragen und sammelten 
auf Online-Plattformen sämtliche verfügbaren Informationen zum Attentat. Sie 
analysierten Fotos und Videos, transkribierten den Polizeifunk, glichen die Er-
gebnisse mit Datenbanken, Karten und Social Networks ab. Nachdem die Polizei 
die Namen von zwei Verdächtigen veröffentlicht hatte, dauerte es nicht lange bis 
auch deren Social-Media-Proile öffentlich bekannt waren (Madrigal, 2013). Viele 
Nachrichtenorganisationen zitierten in der Folge die Tweets von Dzhokhar Tsar-
naev, dem jüngeren der zwei Brüder (z.B. Preston & Roston, 2013). Die Medien-
häuser behandelten Twitter als eine weitere Textquelle neben vielen anderen. 
Wenige andere Nachrichtenseiten wählten einen alternativen Ansatz: Um mehr 
über den Verdächtigen und dessen Lebensumstände zu erfahren, beschäftigten 
sie sich mit den Metadaten seines Twitter-Proils. So extrapolierte die Website 




eineinhalb Jahren seine rund tausend Tweets abgesendet hatte (Seward et al., 
2013). Das Resultat: Eine Aufschlüsselung nach Wochentagen und Stunden über 
Tsarnaevs durchschnittliche Twitter-Aktivität, woraus die Autoren ableiteten, 
wann er für gewöhnlich schlafen würde.1 Die Nachrichtenseite Digg veröffentlich-
te wenige Tage später eine umfassende Analyse von Tsarnaevs Twitternetzwerk 
und des #FreeJahar-Hashtags, unter dem die Freilassung und Schuld von Tsarnaev 
diskutiert wurden (Lotan, 2013). Mit Hilfe einer Clusteranalyse wurden Gruppen 
identiiziert, mit denen Tsarnaev auf Twitter verbunden war. Ausgewählte anony-
misierte Zitate aus deren Timelines komplettierten das Bild über einen Informati-
onskanal, den der mutmaßliche Attentäter wohl stark verwendet hat.
Derartige „computerunterstützte Explorationen im Journalismus” (Gynnild, 
2014, S. 3) haben in den vergangenen Jahren stark zugenommen. Der experimen-
telle Einsatz von Algorithmen, Daten und sozialwissenschaftlichen Methoden in 
der Nachrichtenproduktion – von der Recherche über die Datenanalyse bis hin 
zur Visualisierung – wird im deutschsprachigen Raum vor allem unter dem Be-
griff Datenjournalismus diskutiert (für eine Begriffstypologie siehe Coddington, 
2014).2 Wie die eingangs beschriebenen Twitter-Analysen beispielhaft demons-
trieren, werden im Datenjournalismus immer wieder Daten verwendet, die von 
Webplattformen generiert werden. Auch wenn es nicht so tituliert wird, werden 
auch „digitale Methoden” eingesetzt: DatenjournalistInnen untersuchen wieder-
kehrend Themen, Akteure oder Strukturen von Online-Kommunikation. In lei-
tenden Fragestellungen wie auch in eingesetzten Methoden zeigen sich starke 
1 Der Vollständigkeit halber soll nicht unerwähnt bleiben, dass die Autoren später im 
Artikel derartige Recherchen durchaus kritisch hinterfragen: „Where it was once 
only reporters and the police who dug up information about people of interest, a 
whole nation is at it today. […] But those caveats are almost beside the point. We don’t 
know what we think we know because these digital details don’t connect the dots; 
they merely draw the dots. They offer trivia but not insight.” (Seward et al., 2013)
2 Neben der Bezeichnung „Datenjournalismus” haben sich je nach Medium, Region 
oder disziplinärem Hintergrund auch andere Begriffe etabliert: Data-driven 
journalism, precision journalism, computational journalism, database journalism, 
structured journalism und computational journalism sind nur einige der vielen 
Ausdrücke, die im Umlauf sind. Mit graduellen Unterschieden benennen sie die 
gleichen Tätigkeiten. Aus Gründen der Kürze und Einfachheit verwende ich im Fol-
genden auch immer wieder die Bezeichnung „DatenjournalistIn“, wohlwissend dass 
dieser Begriff so wie auch Datenjournalismus Unschärfen beinhaltet und es „den” 
Datenjournalisten nicht gibt.
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Par allelen zur sozialwissenschaftlichen Internetforschung. Aber ähnlich wie beim 
„Geschwisterpaar” empirischer Journalismus und empirische Sozialwissenschaft 
(Haas, 1999) gibt es auch deutliche Unterschiede zwischen Datenjournalismus 
und sozialwissenschaftlicher Internetforschung. Das wechselseitige Verständnis 
des jeweils anderen Metiers kann indes fruchtbare Impulse zur Verbesserung des 
eigenen Metiers liefern (Rühl, 1981, zitiert nach Haas, 1999, S. 111). 
Vor diesem Hintergrund beschreibt dieser Aufsatz Routinen, Arbeitsabläufe 
und Technologien im Datenjournalismus. Für die Kommunikationswissenschaft 
will dieser Text ein „Blick über den Tellerrand“ sein: Eine Analyse der digitalen 
Methoden des Datenjournalismus soll der sozialwissenschaftlichen Internetfor-
schung alternative Herangehensweisen zeigen. Für Datenjournalismus-Interes-
sierte bietet der Beitrag eine strukturierte Beschreibung der Arbeitsabläufe in da-
tenjournalistischen Projekten (Abschnitt 5). Bevor das passiert, soll jedoch noch 
erörtert werden, was unter „digitalen Methoden“ verstanden wird und wie sich 
diese erforschen lassen (Abschnitt 2). Auch wird dargelegt, was die Forschung 
bislang zu datenjournalistischen Routinen und Methoden weiß (Abschnitt 3) und 
wie für diesen Forschungsbeitrag vorgegangen wurde (Abschnitt 4).
2 Methodologischer Zugriff: Digitale Methoden, ihre Verteilung 
und Erforschung
Wenn im Folgenden von digitalen Methoden die Rede ist, dann bezieht sich 
das auf den Entwurf von Richard Rogers (2009, 2010, 2013) und die von ihm ge-
gründete Digital Methods Initiative (DMI) an der Universität Amsterdam. Formuliert 
als Methodologie für die Sozial- und Geisteswissenschaften unterscheidet Rogers 
zwischen digitalisierten und digitalen Methoden: Erstere umfassen ursprünglich 
analoge Forschungsansätze, die für das Internet adaptiert wurden – Ethnogra-
ien oder Fragebögen etwa. Zumeist beschäftigen sich Forschungsprojekte, die 
diese Methoden zur Grundlage haben, mit netzkulturellen Phänomen oder sie 
nutzen das Web schlicht als Kommunikationsmedium im Forschungsprozess. 
Digitale Methoden hingegen sind Teil des „Computational Turn“ (Berry, 2011), 
sie sind „nativ digital“ (R. Rogers, 2014), sie wurden also speziell für Online-For-
schungsumgebungen entwickelt und haben kein direktes analoges Vorbild. Auch 
die Forschungsperspektive ist bei digitalen Methoden eine andere: Das Web wird 
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nicht als virtueller Raum gesehen, dessen Kultur durch Forschung durchdrungen 
wird; die Analyse von Online-Umgebungen soll vielmehr dazu beitragen, Aspekte 
gesamtgesellschaftlicher Kommunikation und Kultur zu verstehen: „Rather, in 
studying the online, we make and ground indings about society and culture with 
the Internet. Thus, the Internet is a research site where one can ground indings 
about reality.” (R. Rogers, 2010, S. 243)
So beschäftigten sich Digital-Methods-Forschungsprojekte etwa mit der Rol-
le von Bots3 in der Wissensakkumulation bei Wikipedia (Niederer & van Dijck, 
2010), den Plattformen der holländischen Blogosphäre (Weltevrede & Helmond, 
2012) oder den Online-Kontroversen zum Klimawandel (Niederer, 2013). Die For-
schungsinteressen sind durch einen starken Fokus auf Plattformen und deren di-
gitale Objekte wie Hyperlinks, Likes oder Tags gekennzeichnet. Automatisierun-
gen wie etwa das „Crawlen” von Netzwerken und Websites oder das „Scrapen”4 
von Social-Media-Inhalten sind typische Datenbeschaffungsvorgänge. Die Ergeb-
nispräsentationen sind geprägt von Visualisierungen wie Netzwerken, Wortwol-
ken oder Zeitstrahlen. 
Unter welchen methodologischen Prämissen lassen sich digitale Methoden er-
forschen? Nortje Marres (2012), die starke Verbindungen zur Digital Methods Initi-
tative hat, argumentiert unter Rekurs auf unter anderem Bruno Latour (1988) und 
John Law (2004), dass Methoden ein verteiltes Unterfangen darstellen. Anschlie-
ßend an die Tradition der Akteur-Netzwerk-Theorie (ANT) sieht sie Methoden als 
gemeinsame Entwicklung von ForscherInnen, Forschungssubjekten und -objek-
ten sowie Technologien. Neues Wissen und Innovation in Forschungsprozessen 
werden durch komplexe Aushandlungsprozesse arbeitsteilig zwischen ebendiesen 
Akteuren entwickelt. Die Digitalisierung, so Marres, habe sozialwissenschaftliche 
Methoden stark verändert und etwa Online-Plattformen als wichtige Akteure mit 
Forschungskapazität etabliert. Weitere Agenten digitaler Methoden seien neben 
digitalen Objekten (R. Rogers, 2009) unter anderem auch Datenbanken, Design-
agenturen, Algorithmen, IT-Unternehmen oder BürgerwissenschaftlerInnen. 
3 Ein Bot ist eine Softwareanwendung, die automatische einfache, repetitive Aufga-
ben im Internet ausführt.
4 Crawler und Scraper sind Skripte, die ganze Webseiten bzw. Datenbanken oder 




Führt man die von Marres aufgebrachte Methodologie konsequent weiter, dann 
stellt sich vor dem Hintergrund dieses Aufsatzes die Frage, inwieweit man die 
Handlungsmacht von Agenten, die an digitalen Methoden im Datenjournalismus 
beteiligt sind, konsequent operationalisieren und damit erforschen kann. Es liegt 
nahe, auf die Aushandlungsprozesse und die daraus resultierende verbundene 
Arbeitsteilung zwischen den einzelnen Akteuren zu fokussieren. Um die Hand-
lungsmacht der involvierten Plattformen und Software-Agenten zu bestimmen, 
eignen sich Forschungsansätze wie jener der Software Studies (Manovich, 2013) 
oder der digitalen Methoden selbst – unter der Voraussetzung, dass eine selbst-
relexive Offenlegung5 des Vorgehens stattindet. Zur Analyse der physischen 
Situationen in den Redaktionen bieten sich neben Newsroom-Ethnograien (z.B. 
Domingo & Paterson, 2011) Forschungsprogramme wie die ANT (Latour, 2005) 
oder die von Robert Schmidt (2012) entwickelte Soziologie der Praktiken an, die 
verschiedene Stränge sozialwissenschaftlicher Forschung inkorporiert. Schmidt 
vereint für seinen praxeologischen Entwurf Ansätze der Ethnomethodologie, der 
Interaktionsanalyse, der ANT sowie Bourdieus ethnologischen Feldstudien. Im 
Mittelpunkt von Schmidts Ansatz stehen die Beobachtbarkeit sozialer Praktiken 
sowie die Körperlichkeit und Materialität bei Interaktionen. 
Im Ergebnisteil versucht diese Arbeit, diese Perspektiven auf digitale Me-
thoden und die Möglichkeit ihrer Erforschung in die Praxis umzusetzen und 
insbesondere die Bandbreite und die Eigenschaften der Akteure, die an daten-
journalistischen Methoden beteiligt sind, zu ergründen. Empirisch wird neben 
Beobachtungsprotokollen auf Interviewmaterial zurückgegriffen. 
3 Forschungsstand: Datenjournalistische Routinen
Die Dichotomie von Euphorie und Skepsis, die regelmäßig in der Frühpha-
se von gesellschaftlichen Debatten über neue technologiegetriebene Praktiken 
auftritt (Münch & Schmidt, 2005), ist auch beim Datenjournalismus festzustellen; 
5 Die selbstrelexive Offenlegung umfasst die Tranzparenzmachung von Entschei-
dungen und Interpretationen im Forschungsprozess sowie die Veröffentlichung 
von Forschungsartefakten wie Bibliograien, Notizen, Algorithmen und rohen sowie 
prozessierten Daten (siehe dazu Ausserhofer, 2015; Rieder & Röhle, 2012).
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wobei in der (halb-)akademischen Literatur die optimistische Sichtweise über-
wiegt (Anderson, 2013) – ganz ähnlich wie bei den Diskursen zu partizipativem 
Journalismus (Borger et al., 2013). Frühe Veröffentlichungen zu Datenjournalis-
mus weisen insbesondere auf die sich durch die neue Technologie eröffnenden 
Potenziale für den Journalismus und die Demokratie im Allgemeinen hin (exem-
plarisch: Hamilton & Turner, 2009; Cohen et al. 2011; Flew et al., 2010).
Eine ähnliche Perspektive zeigte bereits Philip Meyer (2002/1973), der aufgrund 
seiner journalistischen Arbeiten und des Referenzhandbuchs „Precision Journa-
lism” als einer der Pioniere von Datenjournalismus gilt. Er beschreibt, wie Journa-
listInnen Statistik und andere quantitative sozialwissenschaftliche Verfahren für 
die Berichterstattung verwenden können. Darüber hinaus liefert er erstmals ein 
Worklow-Modell, das den Ablauf datengetriebener journalistischer Projekte ope-
rationalisiert. Auch andere haben derartige Schemata entwickelt (z.B. Bradshaw, 
2011a, 2011b; S. Rogers, 2011; Lorenz, 2010; Weinacht & Spiller, 2014), in denen sie 
Methoden und Prozesse dokumentieren und visualisieren. Diese Schemata sind un-
terschiedlich detailliert und haben auch verschiedene Schwerpunkte, erklären im 
Kern jedoch folgende Prozesse: a) Datenbeschaffung und -bereinigung, b) Story-
telling, Entwicklung und Visualisierung, c) Veröffentlichung und Distribution. 
Mit den Routinen und Methoden in Nachrichtenorganisationen (neben ande-
ren Aspekten) beschäftigen sich auch einige jüngere, vor allem auf qualitativer 
Forschung aufbauende Veröffentlichungen. Es sind meist Fallstudien zu einzel-
nen Redaktionen oder Projekten (Royal, 2012; Parasie & Dagiral, 2013; Weber & 
Rall, 2013; Young & Hermida, 2014), oder Analysen der Situation von Datenjour-
nalismus in einem Land oder einer Sprachregion (Weber & Rall, 2013; Applgren & 
Nygren, 2014; De Maeyer et al., 2014; Fink & Anderson, 2014; Karlsen & Stavelin, 
2014; Weinacht & Spiller, 2014). In den Arbeiten zeigt sich, dass zwar so manche 
Unterschiede in den analysierten Häusern und Ländern (USA, Belgien, Schwe-
den, Norwegen, Deutschland) bestehen – Stichwort Hierarchie und Organisati-
onskultur –, im Hinblick auf Epistemologie, Praktiken und technologische Ent-
wicklungsstandards aber durchaus viele Ähnlichkeiten6 bestehen: So existieren 
6 Die Homogenität in den Ergebnissen in den bisherigen Forschung hängt vermutlich 
auch mit der Erhebungsmethode „Interview” zusammen, in der es die Tendenz zu 
erwünschten Antworten gibt, die wiederum vom normativen transnationalen Dis-
kurs über Datenjournalismus beeinlusst sind (Gynnild, 2014; De Maeyer et al., 2014).
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einerseits einige wenige datenjournalistische Leuchtturmprojekte und -redaktio-
nen, die auch häuig im Blickpunkt der Analysen stehen, und andererseits viele 
(Individuen in) Organisationen, die mit Ressourcenknappheit kämpfen. 
Diese Dichotomie wird auch in der Art der realisierten Projekte offenbar – zum 
einen gibt es jenen Datenjournalismus, der von einer Einzelperson im „Tagesge-
schäft” produziert wird, zum anderen Investigativprojekte, mit denen Teams in 
Arbeitsteilung oft wochen- oder monatelang beschäftigt sind (Fink & Anderson, 
2014). Ähnlich wie im „traditionellen” Investigativjournalismus bilden sich dabei 
die interdisziplinären Teams je nach Projektanforderung neu, oft auch unter Ein-
beziehung von externen Dienstleistern. Deadlines treten in den Hintergrund, im 
Vordergrund stehen die Vollständigkeit des Beitrags und der Wunsch, mit jedem 
Projekt das technologische Potenzial etwas weiter auszuloten (Royal, 2012). Dem-
entsprechend gelten viele DatenjournalistInnen in ihren Redaktionen als techno-
logische Avantgarde, als „Nerds”: Sie zeigen Afinität zu Tranzparenz-Ideologien 
aus der IT-Kultur und versuchen Methodologien wie Hacking in die Redaktionen 
zu tragen (Parasie & Dagiral, 2013; Howard, 2014; Weinacht & Spiller, 2014). Die-
se Arbeitskulturen sind mit jenen im „traditionellen“ Journalismus nicht völlig 
kompatibel, weshalb sich Redaktionen durchaus schwer damit tun, Routinen zu 
etablieren (Karlsen & Stavelin, 2014). 
4 Forschungsfokus und -design
Ausgehend von den obigen Ausführungen rund um digitale Methoden 
und deren Erforschung sowie um datenjournalistische Routinen sollen hier das 
Forschungsinteresse und -design speziiziert werden. In Fortführung der metho-
dologischen Argumentation und Literaturdiskussion ergeben sich folgende For-
schungsfragen, die in dieser Reihenfolge im Ergebnisteil beantwortet werden: 
– FF1: Wie funktioniert Zusammenarbeit bei datenjournalistischen Projekten?
– FF2: Wie sehen datenjournalistische Routinen und Arbeitsabläufe aus? 
– FF3: Welche Akteure (im Sinne der Akteur-Netzwerk-Theorie) beteiligen sich an 
digitalen datenjournalistischen Methoden? 
– FF4: Wie werden digitale datenjournalistische Methoden stabilisiert? 
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Um diese Forschungsfragen zu beantworten, wurden zwischen Ende August 
2013 und Mitte Mai 2014 semi-strukturierte Interviews mit elf Personen durch-
geführt, die überwiegend einer Tätigkeit nachgingen, die mit Datenjournalismus 
assoziiert wird.7 Diese übten sie entweder in Redaktionen (acht der elf Befrag-
ten) oder für spezialisierte Datenjournalismus-Agenturen (3) aus – bei insgesamt 
sieben unterschiedlichen Organisationen.8 Sie wurden um ein Interview gebe-
ten, weil sie in der Berichterstattung über Datenjournalismus immer wieder 
genannt worden waren oder weil sie sich auf Twitter unter dem einschlägigen 
Hashtag „#ddj” geäußert hatten und sich in ihrem dortigen Proil entsprechend 
darstellten. Zehn der Interviewten arbeiteten im deutschsprachigen Raum, eine 
Person in Großbritannien.9
Die Interviews wurden nach einem schwach strukturierten Leitfaden face-to-
face in den Redaktionen bzw. den jeweiligen Arbeitsumgebungen aufgezeichnet.10 
Zusätzlich zu den Interviews wurden nach den Besuchen Beobachtungsprotokol-
le verfasst, die Aspekte wie räumliche Ordnung, Gesten und Materialien in in-
terpersonellen Interaktionen dokumentierten. Die durchschnittliche Gesprächs-
dauer betrug eine Stunde und zwei Minuten. Zu Beginn wurden die Interviewten 
nach ihrer Ausbildung, ihrem berulichen Werdegang und ihrem Einstieg in den 
Datenjournalismus gefragt. Anschließend rückten die Akteure, Abläufe und Me-
thoden bei datenjournalistischen Projekten in den Mittelpunkt des Gesprächs. 
Der gesamte Prozess, von Themenindung über Produktionsbedingungen bis 
hin zur Dissemination datenjournalistischer Projekte wurde im Detail durchge-
gangen. Den Abschluss bildeten Relexionen über digitale Methoden, die eigene 
7 Die Befragten waren (in alphabetischer Reihenfolge): Mona Chalabi, Christina El-
mer, Florian Gossy, Markus Hametner, Thomas Jöchler, Nicolaus Kayser-Bril, Mirko 
Lorenz, Lorenz Matzat, Maximilian Schäfer, Julius Tröger und Sascha Venohr.
8 Zum Zeitpunkt der Interviews arbeiteten die Personen bei den bzw. für die fol-
genden Organisationen (in alphabetischer Reihenfolge): Berliner Morgenpost, The 
Guardian, Journalism++, Open Data City, Der Spiegel, Der Standard, Die Zeit.
9 Wie groß die Dynamik in der Branche ist, zeigt sich am Umstand, dass mit Herbst 
2014, zum Zeitpunkt der Niederschrift dieses Textes, wenige Wochen nach dem letz-
ten Interview, mindestens sechs der Interviewten zwar noch in derselben Branche 
aber bereits in anderen Abteilungen oder bei anderen Organisationen tätig sind.




Praxis und die allgemeine Situation des Datenjournalismus. Insbesondere wurde 
dabei auf die Nähe zur Wissenschaft, auf die Objektivität und auf die Ausbildungs-
situation von DatenjournalistInnen eingegangen. 
Die Interviews wurden transkribiert und anschließend mit den Beobachtungs-
protokollen in ein Programm zur computerunterstützten qualitativen Auswer-
tung, den TAMS Analyzer (Weinstein, 2006), importiert. Die Analyse orientierte 
sich an den Konzepten der Grounded Theory (Berg, 2001; Glaser & Strauss, 1967; 
Strauss & Corbin, 1990) und wurde auf Basis der Transkripte entwickelt. Die Codes 
der Analyse wurden in einem iterativen Prozess auf die Gesamtheit des Materials 
angewendet. 
5 Ergebnisse 
„Wie haltet ihr eure Methoden für später fest? 
„Was meinst du damit?” 
„Wie dokumentiert ihr etwa eure Visualisierung oder Datenakquise?”
 „Das ist bei uns als Code vorhanden.” 
Aus einem Interview mit einem Datenjournalisten (I1)11
5.1 Interdisziplinäre Kollaborationen
Die Produktion eines datenjournalistischen Stücks ist in der Regel ein kol-
lektives Unterfangen, erklärte die Mehrzahl der Interviewten. Viele unterschied-
liche Akteure helfen mit, bis ein Projekt erscheint. „Den Datenjournalisten” oder 
„die Datenjournalistin” gibt es in den wenigsten Organisationen. Gewöhnlich 
werden datenjournalistische Stücke arbeitsteilig von SpezialistInnen produziert. 
Ihre Expertise liegt in Programmierung, Statistik, Software-Projektmanagement, 
interaktiver Graik, nutzerzentriertem Design, Kartographie, Fact-Checking oder 
in einem speziischen Themengebiet. Viele der Interviewten sind ExpertInnen 
in mehreren Domänen. Mit geringer externer Unterstützung können sie allein 
datenjournalistische Stücke veröffentlichen. Zentral dafür sind das Beherrschen 
11 Die Zitate wurden der Schriftsprache angepasst, inhaltlich jedoch nicht verändert. 
Zwei der Interviews wurden auf Englisch geführt – die Zitate wurden übersetzt. 
Auch wurden die Namen der Interviewten durch Nummern ersetzt.
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dreier Kompetenzen: Datenanalyse bzw. Programmierung, Design sowie Formu-
lierungsstärke. Mängel in Visualisierungsfähigkeiten können in vielen Fällen 
durch den Einsatz webbasierter Tools kompensiert werden.
Die inanziellen Probleme, von denen viele Medienhäuser betroffen sind, be-
einträchtigen auch die Personalpolitik im Datenjournalismus. So wie im Text-
journalismus ist es im Datenjournalismus nichts Ungewöhnliches, für bestimm-
te Aufgaben externe Freischaffende zu beauftragen. Nur ressourcenstärkere 
Nachrichtenorganisationen leisten es sich, Vollzeitkräfte oder sogar Teams zu 
beschäftigen, die sich allein um datenjournalistische Projekte kümmern. Viele, 
die sich in Redaktionen an journalistischen Datenprojekten beteiligen, inter-
essieren sich privat für Informationsvisualisierung oder Datenbanken. Sie sind 
ReporterInnen oder RedakteurInnen, häuig auch MitarbeiterInnen der Graik-, 
Archiv- oder Entwicklungsabteilung, die sich innerhalb der Organisation ein neu-
es Aufgabenfeld suchen und einen Teil ihrer Arbeitszeit auf einschlägige Projek-
te verwenden. Je nach Ressourcen und Projektanforderungen beteiligen sie sich 
in den interdisziplinären Teams, die an den Projekten arbeiten. Die Leitung in 
diesen Teams übernimmt meist eine Person mit journalistischem Proil, die die 
Arbeit dann zwischen sich selbst und den Verantwortlichen für Datenanalyse, 
Programmierung, Visualisierung und dem Fachressort, dem die Geschichte the-
matisch zugeordnet ist, verteilt. 
Insofern nehmen Personen, die überwiegend einer mit Datenjournalismus asso-
ziierten Tätigkeit nachgehen, in der Aufgabenverteilung in ihren Organisationen 
eine selten klar deinierte Funktion ein: Einerseits sind sie selbstständige Reporter-
Innen und RedakteurInnen, die selbst recherchierte Projekte publizieren, anderer-
seits unterstützen sie RedakteurInnen, die keine ausgeprägte Datenkompetenz ha-
ben, bei ihren Veröffentlichungen. Sie sehen sich sowohl als Teil der Redaktion als 
auch als Teil der Supportdienste. RedakteurInnen „suchen regelmäßig die fachliche 
Beratung [bei uns]”, erzählt ein Datenjournalist (I7). Und weiter: „Es ist mittlerwei-
le so, dass wir in der Redaktion etabliert sind, dass wir uns als geschätzten Partner 
sehen, der Arbeit nicht wegmoderiert. […] [Die Fachredakteure] wissen: Wenn wir 
sagen, etwas geht nicht, dann geht es wirklich nicht.” Zu dieser Rolle zwischen Re-
daktionsmitglied und Dienstleister passt auch die Tatsache, dass DatenjournalistIn-
nen interne Weiterbildungen durchführen, in denen sie die technischen Kompe-
tenzen von FachredakteurInnen verbessern und ihnen Tools vermitteln, mit Hilfe 
derer sie ohne externe Hilfe Datenvisualisierungen anfertigen können. 
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Interessierte treffen sich in internen Fortbildungen genauso wie auf einschlägi-
gen, klassisch abgehaltenen Konferenzen. Darüber hinaus werden auch informel-
le Treffen mit Gleichgesinnten organisiert – sowohl hausintern als auch extern. 
Eine besondere Rolle spielen Formate wie die Veranstaltungen der internatio-
nalen Graswurzelbewegung Hacks/Hackers, bei der „Hacks”, also JournalistInnen, 
mit „Hackern”12 zusammenkommen, um sich auszutauschen und zusammenzu-
arbeiten (Lewis & Usher, 2014). Ein Reporter (I8), der sich hauptsächlich mit Da-
tenprojekten beschäftigt und auf einem solchen Treffen ein Projekt vorgestellt 
hat, berichtet von seinen Erfahrungen im Anschluss an sein Referat: „Dort kom-
men die entsprechenden ‚Nerdfragen‘, die du sonst nicht bekommst. Und ich er-
zähle dann genau, wie wir das gemacht haben, helfe dem einen oder anderen 
auch damit.“ Die gegenseitige Unterstützung ist im Datenjournalismus laut den 
Interviewten stark ausgeprägt – auch über Medienunternehmen hinweg. Selbst 
MitarbeiterInnen von Unternehmen, die miteinander in Konkurrenz stehen, 
würden sich gegenseitig helfen. Das gute Klima der Kollaboration betonen alle 
Befragten in ihren Aussagen. Sie unterstützen einander etwa bei technischen 
Problemen oder inhaltlichen Fragen. „In dieser Szene geht das sehr schnell. Man 
bringt eine Frage auf Twitter ein und dann antworten einem drei Koryphäen aus 
den USA oder von wo auch immer“, erklärt ein Interviewter (I7). Twitter wird 
übereinstimmend als ein zentraler Disseminations- und Feedbackkanal genannt. 
Die Beteiligten organisieren ihre Kommunikation unter anderem durch die Ver-
wendung des Hashtags „#ddj“, das für „data-driven journalism“ steht. Auch kom-
munizieren viele Akteure miteinander per Telefon, Skype oder E-Mail. Praktiken 
wie etwa das Einbetten fremder Inhalte oder die Übernahme von Visualisierungs-
methoden oder von Stories mit lokalisiertem Inhalt sind üblich. 
5.2 Routinen und Arbeitsabläufe
Als große Herausforderung nannte ein Großteil der Interviewten die Ein-
führung von Routinen in die Produktion der datenjournalistischer Stücke. Viele 
12 Hacker in diesem Kontext bezeichnet nicht Personen, die Sicherheitslücken in 
Computersystemen ausnützen, sondern technologieafine Personen, die mit ihren 
Programmierkenntnissen spielerisch gesellschaftliche Probleme lösen wollen.
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der Projekte haben experimentellen Charakter – selbst in Organisationen, die 
bereits seit mehreren Jahren Datenjournalismus betreiben. Die Installation von 
Routinen wird nicht zuletzt durch die Heterogenität der Projekte erschwert. 
Diese zeigt sich an drei Aspekten: Erstens sind Datenjournalismus-Verantwort-
liche in vielen Organisationen sowohl für tagesaktuelle als auch für langfristig 
angelegte Projekte zuständig. Da diese Projekte je nach Realisierungshorizont 
unterschiedliche Herangehensweisen erfordern, ist es schwer, Routinen zu eta-
blieren. Zweitens macht das Themenspektrum, das von einer einzelnen Person 
oder einen Team behandelt wird, nicht vor Ressortgrenzen Halt: Mit Datenjour-
nalismus betraute Personen arbeiten gewöhnlich an Fragestellungen und hete-
rogenen Daten aus allen Themenbereichen einer Redaktion – von Außenpoli-
tik über Sport bis zu Chronik. Drittens setzen viele Projekte den Einsatz neuer 
Tools, Software oder Visualisierungsbibliotheken voraus. „Man hat keine Stra-
tegie für die nächsten Jahre […], man kann online nur die nächsten zwei Wochen 
planen und ‚wurstet sich durch’ [bringt sich behelfsmäßig durch]“, resümiert 
ein Journalist (I8).
Auch wenn kaum datenjournalistische Routinen etabliert werden, so können 
trotzdem abgeschlossene Praktiken identiiziert werden, die miteinander in Bezie-
hung stehen: Initiiert werden datenjournalistische Projekte durch selbstständige 
Ideen und Recherchen sowie durch redaktionsinterne oder externe Anregungen 
und Einlüsse. Mehrere der Interviewten nennen die Veröffentlichung neuer Da-
ten durch statistische Dienste als zentrales Ausgangsmoment ihrer Projekte. Die 
Datenerfassung passiert in komplexen Projekten oftmals automatisiert mit Hilfe 
von Scrapern oder Crawlern. Auch werden Daten auf „Vorrat“ gesammelt, ob-
wohl zum Zeitpunkt der Akquise noch nicht klar ist, inwieweit sich die Daten für 
eine Projektrealisierung eignen. Ein freischaffender Datenjournalist (I1) erläutert 
den Hintergrund: 
„Am besten sammelst du einmal alles ein, was es gibt. Du kannst später immer noch 
iltern. Der Scraper läuft dann, du lässt ihn, wenn man so will, ‚reifen‘. Nach einem 
Monat oder zwei guckst du in die Daten und schaust, ob du Muster indest.“
Das Finden von Mustern ist Teil einer „explorative[n] Phase, in der man erst 
einmal schaut: Was sind das überhaupt für Daten? In welchem Zustand sind sie? 
Was für ein Aufwand ist es, sich damit zu beschäftigen? Welche Form kann das 
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am Ende annehmen?“, erklärt ein anderer Interviewter (I3). Weitere Praktiken, 
die ebenso am Beginn eines Projekts stehen, sind die Erstreinigung der Daten, die 
Formulierung von Hypothesen und das Herausbilden eines Narrativs. Nicht jedes 
Projekt enthält zwangsläuig jede Praxis – und auch die Reihenfolge unterschei-
det sich von mal zu mal. In einigen Projekten etwa verzichten die ProduzentIn-
nen auf das Formulieren von Hypothesen oder das Reinigen der Daten.13
Die Explorationsphase ist geprägt durch Experimentieren und Sondieren. Zitat 
eines Datenjournalisten (I8): „Es passiert ständig: Wir haben irgendwelche Ideen, 
werfen Datensätze rein und dabei kommt gar nichts raus.“ „Es geht viel um her-
umspielen“, charakterisiert ein anderer (I10) diese Phase. Mit der Formulierung 
eines Narrativs geht gewöhnlicherweise die Entwicklung der Datenvisualisierung 
einher. Dabei werden Skizzen per Hand aufs Papier gebracht, bei komplexeren 
Projekten werden auch so genannte Wireframes, also am Computer gezeichnete 
Entwürfe, angefertigt. Diese sollen dabei helfen, die Sicht der EndanwenderIn-
nen von Anfang an in die Konzeption zu integrieren. Sofern mehr als eine Person 
an einem Projekt arbeitet, ist in diesem Produktionsabschnitt die Abstimmung 
zwischen den einzelnen Teammitgliedern besonders intensiv. Allerdings gibt es 
kaum formalisierte Besprechungen, dafür aber starken informellen Austausch: 
Indem die Teammitglieder auf Abbildungen deuten, Skizzen anfertigen oder un-
ter Zuhilfenahme von Gestik ihre Ideen artikulieren, aktualisieren sie wechselsei-
tig ihre Vorstellungen über das Projekt. Unterstützend kommen in den Organisa-
tionen verschiedene physische und elektronische Projektkoordinationstools wie 
Pinnwände, die den Projektstatus abbilden, gemeinsame Chatkanäle in IRC oder 
Skype, Wikis, oder Mailinglisten zum Einsatz. 
So werden datenjournalistische Projekte in Arbeitsteilung und intensiver 
gegenseitiger Abstimmung weiterentwickelt, bis sie kurz vor der Finalisierung 
stehen. Es folgen interne Tests, Feedbackschleifen mit den Ideen- bzw. den Auf-
traggebern. Ein wichtiges Element, das enorme Ressourcen benötigt, ist die Ad-
aption der Visualisierungen für verschiedene Plattformen, Betriebssysteme und 
Browser. Gerade in Projekten, bei der NutzerInnen mit den Inhalten interagieren 
können, sie also die Fakten erst durch weitere Eingaben erfassen können, stel-
13 Der im Englischen gängige Ausdruck „Data-driven Journalism“ impliziert die Ab-
wendung von theorieinduzierten und hyptohesenformulierenden Methoden (siehe 
auch Mahrt in diesem Band).
„Die Methode liegt im Code”
100
len unterschiedliche Darstellungs- und Interaktionstechnologien die Entwickle-
rInnen vor große Herausforderungen. Schließlich spielt der Veröffentlichungs-
zeitpunkt gerade bei aufwändigeren Projekten eine wichtige Rolle, geben die 
Interviewten übereinstimmend an. Neben der prominenten Platzierung auf der 
Startseite eines Mediums setzen sie im „Rollout“ intensiv auf die Distributions-
effekte sozialer Medien.
In der Evaluierungsphase wird die Qualität von Unternehmungen von den 
PraktikerInnen nicht zuletzt danach beurteilt, inwieweit sie die Grenzen des 
technisch Machbaren ausloten. Mit anderen Worten: Die Qualität eines Projekts 
misst sich nicht allein am Inhalt bzw. dessen erfolgreicher Vermittlung an das 
Publikum, sondern auch am Arbeitsaufwand, am Komplexitätsgrad der einge-
setzten Daten und Technologien sowie an der Weiterentwicklung von Visuali-
sierungsansätzen.
Was beeinträchtigt die Güte eines Projekts? So gut wie alle Befragten nennen 
Ressourcenknappheit, insbesondere den Mangel an Zeit und Geld, an erster Stel-
le. Weiters fehlt es in sehr spezialisierten Projekten zuweilen an technischer Ex-
pertise. Exemplarisch hierfür die Aussage einer Redakteurin (I2): 
„Das ist so eine Zwickmühle im tagesaktuellen Online-Journalismus –, dass das, was 
wir datenjournalistisch machen, in einer perfekten Welt natürlich viel länger und 
noch relektierter und optisch opulenter daherkommen könnte, wir uns das aber 
oft einfach nicht leisten können.“
Die Knappheit an Ressourcen führt unter anderem dazu, dass die Nachberei-
tung der Projekte in vielen Fällen nicht so passiert, wie es sich die PraktikerInnen 
wünschen würden. Insbesondere betrifft das die Veröffentlichung der Daten, der 
selbst entwickelten Programme und Werkstattberichte, die von allen Interview-
ten als wichtige Elemente am Ende des datenjournalistischen Worklows genannt 
werden. Damit soll die eigene Arbeit transparent und nachvollziehbar gemacht 
werden sowie eventuell gemachte Fehler nach der Veröffentlichung korrigiert 
werden. Auch wenn DatenjournalistInnen diese selbst gesteckten Ziele nicht im-
mer erreichen, halten sie die Idee sehr hoch, möglichst viel Transparenz über 
das eigene Schaffen herzustellen. „Wir machen alles open source, weil wir sehen 
nicht, warum es anders sein sollte”, erklärt ein Gründer einer Datenjournalismu-
sagentur (I4) seine Motive. 
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5.3 Akteure digitaler datenjournalistischer Methoden
In den Beschreibungen der Arbeitsabläufe im vorhergehenden Abschnitt 
wurden bereits zahlreiche Akteure erwähnt, die an datenjournalistischen Metho-
den beteiligt sind. Die Mehrheit der Interviewten schildert, dass Software-Kom-
ponenten im gesamten Prozess zentrale Rollen einnehmen. In der Phase der Da-
tenakquise sind es etwa so genannte „digitale Briefkästen“. Dabei handelt es sich 
um Webformulare, über die eine Organisation verschlüsselt und anonymisiert 
Daten empfangen kann. Auch Crawler und Scraper kommen zum Einsatz. Nicht 
zuletzt sind auch Schnittstellen zu Datenbanken zentrale Agenten der datenjour-
nalistischen Methode, kontrollieren sie nicht nur den Zugang zu strukturierten 
Informationen, sondern formatieren gemeinsam mit den Datenbanken selbst und 
deren Nutzungsbedingungen auch die Weiterverarbeitung der Daten vor (Ausser-
hofer, 2015; Bodle, 2011; Bucher, 2013). 
Weitere Hard- und Software-Agenten beeinlussen die lokale Datenaufbe-
reitung und -visualisierung: In den Interviews wurden unter anderem Tabel-
lenkalkulationsprogramme und Visualisierungswerkzeuge genannt. Die Daten-
journalistInnen würden die eigenen Vorstellungen ständig anpassen, weil die 
Software-Anwendungen nur bestimmte Operationen zulassen. Durch Program-
mieren könne man diese Restriktionen jedoch weitestgehend überwinden. Ein 
Datenjournalist (I10) erläutert: „Die Software gibt vor, wie Geschichten auszuse-
hen haben. Zugleich ist es ein großer Vorteil, dass wir im Newsroom einen Ent-
wickler haben, der mit uns eigene Lösungen baut, damit wir uns nach den Daten 
richten können und nicht nach der Software.” 
Daten werden auf lokalen Servern oder in der „Cloud” abgelegt. Darüber hi-
naus dienen die Server auch als „Hosts” für Datenscraper und -crawler sowie 
News-Apps. Äußerst wesentlich erscheinen Hosting-Dienste wie GitHub, mit Hilfe 
derer einerseits kollaborativ Programmcode entwickelt wird, andererseits Daten 
veröffentlicht werden. Immer wieder stören lokale Sicherheitsvorkehrungen und 
Kompatibilitätsprobleme die Arbeit an Projekten, zum Beispiel wenn der Laptop, 
auf dem die Visualisierung entwickelt wird, bestimmte Programme nicht ausfüh-
ren kann oder wegen Sicherheitsbedenken von den lokalen Servern ausgesperrt 
wird – alltägliche Situationen, wie sie mehrfach geschildert wurden. 
Eine nicht unwesentliche Rolle spielt auch die räumliche Position der Daten-
journalistInnen in der Organisation. Aus den Aussagen der Interviewten und den 
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Beobachtungen während der Redaktionsbesuche lässt sich keine eindeutige Ten-
denz ablesen – auch weil die räumliche Situation in jeder Organisation unter-
schiedlich ist. Manche Akteure waren mitten im Newsroom stationiert, andere 
in der Entwicklungsabteilung, dritte waren ohne zugeteilten Arbeitsplatz, saßen 
mit ihrem Laptop an freien Tischen oder besetzten eigens für Recherche vorgese-
hene Räume. In den Agenturen dominierten Gemeinschaftsbüros. 
Neben der physischen Position in der Organisation während des Entwick-
lungsprozesses ist auch der Platz der Veröffentlichung fertiger Projekte auf der 
Website von großem Belang für die Interviewten. Dies wird gewöhnlich von 
leitenden Angestellten entschieden. Eine prominente Platzierung auf der Start- 
oder Ressortseite, zu Zeiten, in denen die Seite oft aufgerufen wird, interpretie-
ren DatenjournalistInnen als Wertschätzung der Redaktionsleitung gegenüber 
der geleisteten Arbeit. Hinzu kommt, dass eine sichtbarere Positionierung eines 
Beitrags die Chance auf viele Seitenaufrufe erhöht – und Seitenaufrufe sind ne-
ben Verweildauer und Besucherzahl eine zentrale Metrik, anhand derer der Er-
folg datenjournalistischer Projekte gemessen wird. 
Zunehmend werden traditionelle Web-Aufmerksamkeitsmetriken wie Ver-
weildauer durch andere quantitative Indikatoren aus Sozialen Medien ergänzt. 
Im Datenjournalismus sind Social-Web-Währungen wie „Shares”, „Likes”, „Fans” 
oder „Follower“ doppelt relevant: einerseits bei der Veröffentlichung fertiger 
Projekte als Maßstab für deren Erfolg, andererseits bei Projekten, die sich inhalt-
lich mit dem Web beschäftigten, als Datenquelle für Analysen und Visualisierun-
gen. Mit letzterem beschäftigt sich der folgende Abschnitt: mit datenjournalis-
tischen Projekten, die ähnlichen Fragen wie kommunikationswissenschaftliche 
Internetforschung nachgehen.
5.4 Stabilisierung digitaler datenjournalistischer Methoden
Automatisierungen, Fokus auf digitale Objekte und die Analysen von Web-
Plattformen: Das sind einige zentrale Merkmale von Digital Methods, wie sie in Ab-
schnitt zwei besprochen wurden. Diese Prinzipien sind auch vielen datenjourna-
listischen Projekten inhärent. So gibt es zahlreiche journalistische Analysen, die 
die Kommunikationsinhalte, das Verhalten oder die Netzwerke von NutzerInnen 
untersuchen. Das Themenspektrum ist dabei ähnlich breit wie in der kommuni-
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kationswissenschaftlichen Internetforschung und reicht von Mappings von Nutze-
rinhalten bei Naturkatastrophen bis hin zur Analyse politischer und persönlicher 
Öffentlichkeiten. Aufgrund des relativ einfachen Datenzugangs greifen viele Analy-
sen auf Social-Media-Dienste und hier insbesondere auf Twitter zurück.
Bei größeren Nachrichtenereignissen werden datenjournalistische Digital-
Methods-Untersuchungen immer wieder herangezogen, um die Kommunikati-
onsintensität oder Meinungen eines Teils der Bevölkerung zu erheben. Ein Daten-
journalist (I7) erklärt, warum er Social-Media-Daten für seine Berichterstattung 
heranzieht: „Jetzt haben wir die Möglichkeit, zumindest ein Gefühl dafür zu be-
kommen, wie tausende Menschen zu einem Thema denken.” Beispielhaft für die-
se Herangehensweise ist das Projekt „Die Freunde von Pegida“ (Biermann et al., 
2015), bei dem die Anhängerbasis der Facebook-Seite der ausländerfeindlichen 
Dresdner Organisation Pegida analysiert wurde. Nachdem der Ertrag klassischer 
soziologischer Erhebungen bislang „dünn“ sei, wandten sich die Autoren der 
Datenbasis der Fanseite zu, untersuchten etwa deren Wachstum, deren angege-
bene demograischen Besonderheiten und Vorlieben.14 Dass diese Social-Media-
Öffentlichkeiten nicht repräsentativ sind und mit ihrer Konstruktion auch Politik 
gemacht wird, ist den befragten ExpertInnen dabei durchaus bewusst. Die Inter-
views zeigten, dass insbesondere aufgrund des häuig vorherrschenden Ressour-
cenmangels Hoffnungen in Automatisierungen gesetzt werden: Einige der Inter-
viewten würden gerne Scripts und Scraper so konigurieren, dass sie manuelle 
Arbeit verringern, und die Veröffentlichung schneller bzw. annähernd in Echt-
zeit (etwa bei Social-Media-Daten) passieren kann. 
Viele journalistische Digital-Methods-Projekte beschäftigen sich auch mit den 
persönlichen Öffentlichkeiten von Personen, die im Medieninteresse stehen. Exem-
plarisch seien die eingangs beschriebene Netzwerkanalyse des mutmaßlichen Bos-
ton-Marathon-Attentäters (Lotan, 2013) sowie die Analysen über die Twitteraktivi-
tät von Berliner (Tröger, 2012) und Schweizer (Thelitz et al., 2014) Abgeordneten 
angeführt. Ein gut dokumentiertes Beispiel für digitale Methoden im Datenjourna-
lismus ist eine Untersuchung über die Verbreitung von Falschmeldungen auf Twit-
ter während der Ausschreitungen in London im Sommer 2011 (Dant & Richards, 
14 Diese Daten konnten ohne großen Aufwand per Schnittstelle von Facebook ausgele-
sen werden.
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2011; Guardian Interactive Team et al., 2011). Für dieses Projekt arbeitete der Guar-
dian mit drei britischen Universitäten zusammen. Insgesamt wurden 2,6 Millionen 
Tweets mit speziischen Hashtags gesammelt, geiltert und ein Teilkorpus davon 
manuell codiert. Mit Hilfe einer zeitbasierten interaktiven Visualisierung konnten 
die AutorInnen Momente aufzeigen, in denen Gerüchte auf Twitter verbreitet und 
entkräftet wurden (Procter et al., 2013).
6 Resümee
Dieser Aufsatz beleuchtete die Rolle von digitalen Methoden im Datenjour-
nalismus, die mit Hilfe von Interviews untersucht wurden. In einem ersten Schritt 
wurden unter Rückgriff auf unter anderem Rogers (2013), Marres (2012), Latour 
(2005) und Schmidt (2012) die Grundzüge einer Methodologie formuliert, mithilfe 
derer die Anwendung von Digitalen Methoden im Journalismus untersucht wer-
den sollte. Im Zentrum stand dabei die Frage, wie sich datenjournalistische Routi-
nen manifestieren und welche Praktiken und heterogenen Akteure dabei vermit-
teln. Aufbauend auf qualitativen Analysen von elf semistrukturierten Interviews 
und Beobachtungsprotokollen aus Redaktionsbesuchen konnten einerseits neue 
Perspektiven auf Methoden und Routinen im Datenjournalismus gegeben werden, 
andererseits auch Arbeiten besprochen werden, in denen Daten aus dem Web den 
Ausgangspunkt für datenjournalistische Werke darstellen. 
Datenjournalismus stellt sich als ein dynamisches Feld dar, das seine Rou-
tinen und Methoden in den letzten Jahren stark verändert und an die Digitali-
sierung angepasst hat. Was kann die digitale Kommunikationsforschung von 
den Entwicklungen des Datenjournalismus lernen?15 Potenzial gibt es sowohl 
im Entwicklungsprozess als auch in der Ergebnispräsentation. Wie die Resulta-
te dieser Arbeit darlegen, ist die enge Zusammenarbeit zwischen Personen mit 
unterschiedlichen Hintergründen (Journalismus, Design, Programmierung, etc.) 
zentral für das Gelingen eines Projekts. Die Einbeziehung sämtlicher Akteure von 
Beginn an, kurze Feedbackschleifen und die Anlehnung an Methoden der itera-
15 Mit der Frage, wie Journalismus von Digital Methods proitieren kann, beschäftig-
ten sich Jonathan Gray und Liliana Bounegru (2014).
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tiv-inkrementellen Software-Entwicklung ermöglichen es, im Datenjournalismus 
rasch zu präsentablen Ergebnissen zu kommen. Klar ist zugleich, dass in der In-
ternetforschung in vielen Fällen andere Tempi notwendig sind, weil Wissenschaft 
andere Ansprüche an Validität stellt.
Im Bereich der Ergebnispräsentation liegt Potenzial für die Kommunikations-
wissenschaft in den interaktiven Darstellungsformen des Datenjournalismus: Vie-
le Projekte zeichnen sich durch innovative interaktive Visualisierungen aus, über 
die Narrative vermittelt werden. In anderen Projekten wiederum können sich die 
RezipientInnen in den Ergebnissen wiederinden und selbst einen Narrativ entwi-
ckeln. Auch die digitale Kommunikationsforschung kann Ähnliches in der Dissemi-
nation leisten oder Kooperationen mit Datenjournalismus-Teams in Redaktionen 
suchen. In den Vergangenheit gab es einige erfolgreiche Kollaborationsprojekte, 
von denen sowohl Journalismus als auch Wissenschaft proitiert haben. Ein Bei-
spiel ist das oben diskutierte „Reading the Riots”-Projekt des Guardian. 
Hinsichtlich der Methodentransparenz und der Offenlegung von Algorithmen 
kann Datenjournalismus durchaus Vorbild für die Kommunikationswissenschaft 
sein. Proitieren könnte sie hier darüber hinaus auch von den Digital Humanities 
und der Open-Science-Bewegung, die sich schon viele Jahre mit diesen Themen 
auseinandersetzen (Ausserhofer, 2015). 
Auch wäre es sinnvoll, wenn der Datenjournalismus die Standardisierung 
seiner digitalen Methoden weiter vorantreibt. Langsam kristallisieren sich etwa 
neue Erzählformen heraus. Eine Vereinheitlichung von digitalen Methoden und 
Technologien ist wünschenswert, um die längerfristige Zugänglichkeit zu ge-
währleisten und Archivierung zu ermöglichen.
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