Calcul d'intégrales et de dérivées en dimension infinie  by Krée, Paul
JOURNAL OF FUNCTIONAL ANALYSIS 31, 15&i 86 (1979) 
Calcul d’intkgrales et de dCrivkes en dimension infinie 
PAUL KRBE 
DtJpartement de Matht!matiques, Um’versite’ de Paris 6, Place J&en, Paris 
Communicated by the Editors 
Received May 25, 1976; revised September 14, 1976 
Le but de cet article est de montrer comment la considkration de systkmes 
projectifs de distributions vectorielles permet de faire des calculs d’intbgrales 
et de d&iv&es en dimension infinie. Applications aux classes de Sobolev, g 
l’opkrateur nombre de particules, B certaines equations aux dtrivkes fonction- 
nelles et au contr8le optimal. 
Soit X un espace localement convexe &pare (e.1.c.s.) reel. La notion de 
probabilite cylindrique ou systeme projectif de probabilitts sur certains quotients 
de X a et6 introduite par I. E. Segal [34]. Lorsqu’ils souhaitent introduire des 
classes de Lebesgue L” relatives a une certaine probabilite cylindrique p sur X, 
les physiciens theoriciens utilisent des rtalisations de p comme une vraie mesure 
sur un espace Q plus grand que X; par exemple si X = L2(T+) oh T+ est le 
cone positif de masse m de R a+1 avec n = 1,2 ou 3, on peut appliquer le theo- 
r&me de Minlos et prendre $2 = 9’(F+). C eci a l’inconvenient de rendre difficile 
le calcul d’integrales et de derivees. Le but de cet article est de montrer sur des 
exemples comment la consideration de sysdmes projectifs de distributions 
vectorielles... permet des calculs effectifs d’integrales et de derivees. 
1. NOTATIONS, DISTRIBUTIONS EN DIMENSION FINIE 
(1.1) Notations 
Soit Xun e.1.c.s. reel et X’ son dual topologique muni de la topologie u(X’, X). 
Si F = (Ai)j,J est une famille de sous-espaces fermes de codimension finie de X, 
on note FL = (AjL)jeJ la famille des orthogonaux. On dit que F est une bonne 
famille si FL est filtrante croissante, pour I’ordre defini par I’inclusion, et si la 
reunion 9 des Aji est dense dans X’. Par exemple, F,,, = (A&,, designe la bonne 
famille de tous les sous-espaces fermes de codimension finie; et ainsi J s’identifie 
a une partie de I. Pour tout in J, si designe la surjection canonique de X sur 
Xi = X/A, = (Ail)‘. Pour tout couple (i,j) d’elements de J tels que i > j, la 
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surjection canonique de Xi sur Xj est notee sij . D’oh un systeme projectif 
17, = (Xi , sii) d’espaces vectoriels de dimension finie. Quel que soit l’ensemble 
E, une fonction CD: X -+ E est dite F-cylindrique, et simplement cylindrique 
pourF=F,, si elle admet pour un certain i une factorisation 
X-%Xi+E. 
On dit alors que Xi est une base de 9. Si 0 est un ouvert non vide de X, soit 
Oi = ~~(0). On va introduire au paragraphe suivant des systemes coherents de 
distributions vectorielles sur les ouverts Oi , i decrivant I ou J. I1 convient 
d’abord de fixer i et de bien Ctudier certaines operations sur les distributions 
vectorielles en dimension finie. 
(1.2) Duns tout ce qua’ suit 
1 est un entier > 0 fix6 et k est un nombre qui est entier > 0, ou Cgal Cventu- 
ellement a + 00. Si E est un e.v. reel, son complexifie est note EC, le produit 
tensoriel de 1 exemplaires de EC est note @& EC; si 1 = 0 ce produit tensoriel est 
Cgal a C. Le sous-espace des tenseurs symetriques (resp. antisymetriques) est 
note oz EC (resp. A, EC). 
(1.3) Dkivation des tenseurs distributions co-variants 
Par convention, un tel tenseur de degre 1 sur l’ouvert Oi de Xi est une distri- 
bution vectorielle, Clement de 
9(Oi,?X?) = 9(0,) @ 0 x’c (: + 
L’operateur lineaire continu de divergence 
est ainsi defini. Pour toute v, div v est l’application obtenue en composant la 
d&i&e Dv de v: Oi -+ Xi’ @ (&+r X,“), avec la contraction tensorielle sur le 
premier indice covariant; ce qu’on Ccrit 
div y = [Dv] (1.5) 
L’operateur de derivation D des tenseurs distributions covariants de degre 1 sur 
Oi est le transpose de -div: 
(1.6) 
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Pour 1 = 0, on retrouve la dkrivation des distributions [33] Cette dkrivation 
prolonge la dhrivation ordinaire car si dx est la restriction a Oi d’une mesure de 
Lebesque sur Xi et sig E W(Oi , & Xi’) il vient: 
T = g dx + DT = (Dg) dx. (1.7) 
On peut aussi noter que D est l’opkrateur de convolution avec la distribution 
vectorielle D6, . En dimension infinie, il est commode d’utiliser une dCfinition 
un peu plus gCnCrale [20] en remplacant dx par oli dx, oh 01~ est fix6 dans %F(Oi), 
(Y~ ne s’annulant pas sur Oi . Le raisonnement qui prCdde doit Ctre modifik 
comme suit. Dans (1.5), D doit &tre remplacC par 
ij = or;‘Divi 
On pose alors 
div V = [&I 
Alors au lieu de (1.4), on considkre 
et la transposke de -div est l’opkrateur 
(1.9) 
(1.10) 
11 est appelC opkrateur de dkrivation relative car 
T = g(oli dx) 3 DT = (Dg)(m, dx). (1.11) 
( 1.12) Divergence des tenseurs distributions contravariants 
Par convention, un tenseur distribution contravariant de degrC sur Oi est un 
ClCment de 
+i>yt) = 9(OJ @ 0 x. (: :) . 
En permutant les roles de div et D dans ce qui prCc&de, on obtient au lieu de 
(1.9) et (1.10) les applications lirkaires continues en dualit 
(1.13) 
~(oi,~x+%3(Oi,~x~). (1.14) 
En particulier si a~~ = 1, on obtient D et -div. 
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(1.15) PoZynome de dhivation 
Au polynome Q homogene de degre 1 sur Xi', ii peut &tre associe l’operateur 




L’adjoint de Q(D/d/-1) t es un operateur lineaire continu de l’espace 9(Oi) 
des antidistributions sur Oi note g(s/d\/). Dans le cas particulier oh 
0~~ = 1, on retrouve les applications suivantes 
B(a) 
Qtfl/dq) 
------+ 9(Oi) et 
(I@/d=f) 
‘Q(OJ ____f ‘LB(OJ (1.16) 
chacune de ces applications Ctant l’adjointe de l’autre. 
(1.17) Tenseurs distributions syme’triques ou antisyme’triques 
Tout ce qui precede s’applique en particulier aux tenseurs distributions 
symetriques ou antisymetriques. Dans le cas antisymetrique la d&iv&e exterieure 
d” est definie en faisant suivre l’operateur B dune antisymetrisation. Si de plus 
la structure reelle de Xi est sous-jacente a une structure complexe de Xi , la 
differation exterieure d se decompose: d” = d”’ f d”“. En particulier si 01 E I, on 
retrouve la decomposition usuelle d = d’ + d”. 
(1.18) Distributions intigrables d’ordre k. 
Conformement a [33] chap. 6, sect. 8, on note Bk(Xi) l’espace des fonctions 
v E Gfk(Xi) telles que pour tout 1 fini < k, la derivee Dzg, soit uniformement 
born&e a valeurs dans or Xi’. Pour tout I fini < k l’espace @(Xi , FJ~ Xi’) des 
fonctions continues born&es Xi + or Xi)’ est muni de la topologie stricte 
[6] [8] [25]. Le dual de cet e.1.c.s. est l’espace M(X, , @a Xi”) des mesures 
born&es: Xi--f o1 Xic. L’espace 9Yk(Xi) est muni de la topologie induite par 
le produit des topologies strictes, en utilisant le plongement canonique 
Le dual de Bk(Xi) est l’espace @“(Xi) des distributions sommes finies de 
derivees d’ordres au plus K de mesures born&es sur Xi . Ce sont les distributions 
integrables d’ordre au plus k. Si k = -+ ZI on Ccrit simplement +%9(X<) et Z+Y’(XJ. 
(1.20) Distributions a dhxoissance rapide 
L’espace OGk(XJ des fonctions 99 a croissance t&s lente sur Xi est l’espace des 
fonctions CJI sur Xi s’ecrivant F = (1 + 1; zc 112)z 4 pour I convenable est 4 E 9Yk(Xi); 
580/31/2-r 
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l’espace X, Ctant muni d’une structure euclidienne quelconque. Done O,.“(ik;) 
est une limite inductive d’e.1.c.s. 
O,JyXJ = link [( 1 + !I x f)Z LP(Xi)J. (1.21) 
Le dual Ob”(X,) de cet espace est l’espace des distributions a dkcroissance rapide 
d’ordre au plus k. Plus prCcisCment pour toute T E OLk(XJ et tout 1 > 0, il 
existe des mesures ~1~ E M(X, , oj X,“),i = O,..., k’, (avec k’ fini < k) telles que 
T = i divj pj 
j&l 
et J (1 + I! x II”)” d 1 pj i (x) < ~0 (1.22) 
oh j pj [ est la variation de la mesure vectorielle pI . Pour k = +a~, on retrouve 
I’espace 0,(X,) de [12] et l’espace OL(XJ f ormC par les distributions g dkrois- 
sance rapide [33]. 
2. PROTENSEURS DISTRIBUTIONS 
Pour simplifier l’exposition, on prend F = F, et 0 = X. Tous les protenseurs 
distributions consid6rCs sont B dkcroissance rapide, de mar&e h ce qu’ils 
puissent agir sur les fonctions polynomiales cylindriques. On rappelle que k et I 
sont fix&. 
2.A. Protenseurs distributions contravariants 
Pour i fix6 dans I, on pose 
Pour tout couple (i, j) d’tlkments de I, on a des injections canoniques si i > j 
On introduit la limite inductive de ces espaces 
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Cette limite inductive s’identifie B un espace de fonctions cylindriques sur X, 
a valeurs dans @r X’“, la fonction cylindrique + associee a q E Ock(Xi , @r X,“) 




St, t OlS,, (2.3) 
xi A @ Xl” 
(2.4) Dkjkition. L’espace O&,,(X, 1) = O:k,,,(X, @r X’c) des protenseurs 
distributions d’ordre k contravariants de degre 1 sur X est l’espace des formes 
lineaires T sur OE+,,(X, @r Xc) = O%,,,(X, Z) dont les restrictions a 
OGk(Xi, @ Xi’) sont represendes pour tout i EI par des distributions Ti F 
o;“(x< ) 01 Xi”). 
Dans ces notations, la lettre k est omise si k = + co. Si + E O&(X, & X’c) 
admet pour base Xi , on pose 
XT, F,> = T(P) = Ti(d (2.5) 
ce qu’on Ccrit encore abusivement 
s x s4 dw+ (2.6) 
Si 1 = 0, on retrouve l’espace O&,(X) des prodistributions d’ordre k, ?I 
decroissance rapide. Si de plus R = 0, on retrouve l’espace des promesures a 
decroissance rapide. Si Oz+,r(X) est muni de la topologie localement convexe 
limite inductive des topologies des espaces O’,“(X,), O&,,(X) apparait alors 
comme un dual, ce qui permet de le munir de la topologie faible. Tout ce qui 
precede pourrait &tre repris en remplacant les espaces Ock(Xi , @) Xi’) et 
Obk(Xi , @ X,“) par les espaces #(X, , & Xi’) et gL”(X, , @ X,“). On obtien- 
drait alors $i,(X, I) = @i,(X, @r Xc) et son dual G?‘Li,(X, I) = 96$(X, 
@)r X’c). C’est l’espace des protenseurs distributions bornees d’ordre k, contra- 
variants de degre 1. En particulier pour K = 0 et I = 0, I’espace g:;!(X) contient 
I’espace des probabilites cylindriques definies dans [34]. 
(2.7) Point de vue equivalent 
On veut definir O&r(X, @r X’c) comme un espace d’appiications lineaires 
de source O&,,(X). 
A cet effet, on note que 
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Si E est un espace vectoriel, E* designe son dual algebrique. Vue la propriM 
universelle du produit tensoriel, toute T E OiF,,,(X, (& Xfc) d&nit une forme 
bilineaire sur O&,,(X) x (@Jr XC). P ar consequent T definit une application 
lineaire p de O:-,,,(X) dans (‘& X’c)* d on t 1 a restriction a chaque O,lc(Xi) est 
representee par une distribution de O,“(Xi , @r Xic). 
(2.8) Transformation de Fourier 
On definit la transformee de Fourier par 
F’(E) _ p’z(e-aw ). 
C’est une fonction definie sur X’, a valeurs dans (& Xfc)*. 
(2.9) 
2.B. Protenseurs distributions covariants 
La definition est suggeree par (2.7). 
(2.10) DEFINITION. Un protenseur distribution d’ordre k covariant de degre 
sur X est une application lineaire T de O!&(X) dans & X’c dont la restriction 
a chaque O:(Xi) est representee par Ti E OCk(Xi , oL Xi”). 
L’ensemble de ces applications est note OL?,‘c_,,,(X ---f & X’c). 
Pour toute $ = ‘p 0 sj E Of_,,,(X) de base Xi , on Ccrit 
(T, I$ = (Ti , q~) = / $3(x) dT(x). (2.11) 
Une telle application lineaire T est caracterisee par sa transformee de Fourier 
(2.12) 
B valeurs dans @& X’“. Par exemple, l’application identique de X’ est la trans- 
formee de Fourier du protenseur distribution covariant de degre un 
(1/1/=-i) Da,,; ce protenseur est defini par la collection des distributions vecto- 
rielles (1 /y’?) D6, E OL(Xi , Xl’). 
Si X est hilbertien reel de dimension infinie identifie B son dual, il y a une 
injection stricte des protenseurs distributions covariants d’un degre don& 
1 > 0, dans les protenseurs distributions contravariant de degre 1. 
2.C. Protenseurs mixtes. Ophations usuelles 
On peut par exemple definir les protenseurs distributions a decroissance 
rapide une fois covariants et une fois contravariants comme les applications 
lineaires 
O,-,,,(X) --t (X”)” @ (XC) 
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dont les restrictions a chaque O,(Xi) sont reprtsentees par des distributions de 
o&q ) xp @ X,“). 
En composant de telles applications lineaires avec la contraction tensorielle, 
on obtient des prodistributions a decroissance rapide sur X. Ce sont des proten- 
seurs distributions sur X zero fois contravariant et zero fois covariant. Les 
operations sur les distributions vectorielles se generalisent naturellement aux 
protenseurs distributions [21]. Par exemple prolongeant naturellement (1.12) et 
(1.13) on a une application lineaire continue 
dont la transposee est: 
On a aussi une application lineaire 
(2.13) 
Dans le cas particulier oh X est hilbertien identifie B son dual, cette application 
peut &tre consideree comme la transposee de 
(2.16) 
(2.17) Exemple: dtfrivation d’une mesure gaussienne 
Soit v(resp. v’) la promesure normale canonique sur I’espace de Hilbert reel 
X (resp. complexe Xc), identifie a son dual (resp. antidual): 
v = (I& v’ = (v& . 
La probabilite gaussienne vi (resp. vi) sur Xi (resp. X,C) a pour expression si 
dim Xi = n. 
vi =(2~)-“/2exp(-~)dx et ~i’=~-~exp(-llx//~).d~2 (2.18) 
oh dx (resp. d2z) designe la mesure de Lebesgue canonique sur Xi (resp. X,“). 
Soit (X,j B) un triplet de Wiener [9]. Le calcul effectue dans [26] demonstration 
de la proposition 2.9., montre que la derivee d’ordre I de la probabilite P = j(v) 
est une mesure vectorielle bornee [25] sur B a valeurs dans 0% X0, produit 
tensoriel symetrique hilbertien complete de I exemplaires de Xc. Mais ce 
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formalisme ne convient pas pour calculer les d&i&es de fe L2(B) car meme 
si dim X = 1, et mCme si f est continuement derivable, on a 
D(fv> f w V. (2.19) 
C’est cette inegalite qui motive la paragraphe 4. 
Remarque 
Supposons B hilbertien, et j de Hilbert Schmidt. Vu [26], DEP est lineaire 
continue de L:(B) a valeurs dans 0 * Xc. En composant avec oj: 0 A Xc -+ 0 * Be, 
DzP definit une application lineaire de Hilbert Schmidt: L:(B) --f 0 * Bc. Done 
DzP a une densite de car& integrable par rapport a P. 
3. CALCUL D’INTBGRALES EN DIMENSION INFINIE 
La technique utilisee est celle du conditionnement. Nous pensons que l’emploi 
fait ici de cette technique est intrinsequement like l’analyse en dimension infinie: 
cet emploi n’etant pas lit au langage des promesures. D’ailleurs cette technique 
est fondamentale dans la theorie des champs avec interaction, bien que la con- 
sideration directe de probabilite sur Y(r+) ou .Y”( Rnfl) permette alors d’eviter 
le langage des promesures. 
(3.1) Dt$nition du relevement d’un systeme pro$ctif de mesures 
Soit {Ed , Bi , aiij , i et i’ E I} un systeme projectif d’espaces mesurables. Pour 
tout i, pi dtsigne une mesure positive sur I’espace mesurable (Z$ , Bi) et les pi 
formant un systeme projectif. On suppose sup,(jd~~) borne. Un relevement 
(Sz, 9, P, (fi)i} de ce systeme projectif est la don&e d’un espace mesurable 
(Q, .F), dune mesure positive bornee P sur F, d’applications mesurables 
fi: Q + Ei telles que a) fj = sij 0 fi si i 3 j; b) pi =QP) pour tout i; c) les fi 
engendrent la tribu 4 deduite de .F par completion par rapport a P. 
Cette derniere condition est trbs importante par la suite. Dans les applications, 
il est interessant de pouvoir remplacer le systeme projectif p = (pi)ier par un 
systeme projectif plus petit (P~)~~, oh J est une partie de I, et de remplacer le 
relevement de p par un relevement plus restreint {Sz, F, P, (fj)jsJ}. Ceci n’est 
possible que si les fj (j decrivant J) engendrent la tribu .F, aux ensembles 
P-negligeables prbs. 
(3.2) L’espace Hilbertien G et le systeme projectif (Gi , ai) de sous-espaces 
Soit G un espace Hilbertien et soit {Gi , i E I} une famille filtrante croissante 
de sous-espaces fermes de G, la reunion des Gi &ant dense dans G. Si i > i’, 
crti’ designe la projection orthogonale et (TV est la projection orthogonale de G sur 
Gi . 
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(3.3) LEMME DE DENSITI?. (1 <p < co) Pour tout i, & dksigne un sow-espuce 
dense de la classe de Lebesgue Lii(Ei , GJ. Alors pow tout rehement de TV, (Ji& 
est un sous-espace total de Lp(O, G). 
En effet, toute g EL*@, G) peut &tre arbitrairement approchee par: 
avec A, E lJiFi et ak E G 
11 suffit alors d’approcher chaque ak par un Clement de U,G,. Pour toute 
g E La(Q, G) et pour tout i g I, on conditionne oi 0 g par fi: 
% = &(%og Ifi> 
(3.4) La famille (T~)~ vkiJie les conditions wivantes 
a) Pour tout couple (i, i’) tel que i > i’ 
Ipi’ = b(Uii, 0 Ipi j S&) 
(b) S;P j- II F&W 444 < ~0 
La propriM a) resulte de la propriete de transitivite des esperances condition- 
nelles. La propriete b) resulte du fait que le conditionnement realise une con- 
traction dans L”(Q, G) pour tout p( 1 < p < co). De plus, la famille filtree (vi) 
converge vers g dans Lp(Q, G) si p < co car les operateurs continus Ti: g ---f 
b(aig 1 fi) ont une norme Cgale a 1 et convergent simplement sur un sous-espace 
dense. Ceci conduit h la definition suivante. 
(3.5) DI?FINITIONDEL,“(., G) Pour tout ~~11, +co], l’espace L,,“(., G) est 
l’espace des (qi) avec ye E L,Pi(Ei , G) verifiant les conditions a) et b) 
Cet espace peut &tre muni de la norme: 
(9%) -+ sup (j” II vi I? Gi)“’ 
Si G = C, cet espace est note simplement L,*(.) 
(3.6) THBORAME. On suppose 1 <p < co 
Pour tout relevement (Q, F, P, (f&) de CL, l’application 
realise une isometric de Ln(Q, G) sur L,P( . , G). De plus la famille des 
B(u~ 0 g I fJ 0 fi converge vers g dans L*(sZ, G) faible, et dans Lp(.Q, G) fort si 
PC* 
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DCmonstration. On a deja montre que /3 est une lsometrie: il suffit de montrer 
que /3 est surjective. Soit done (vi) EL,“( . , GJ Pour un relevement quelconque 
de CL, on pose I& = vi 0 fi . Comme la boule unite de Lp(O, G) est faiblement 
compacte, l’ensemble filtre (vi 0 fi) admet au moins un point adherent dans 
La(Q, G) faible. Pour tout couple (i,j) tel que j > i et pour tout B de la tribu 
engendre par fi , on a 
s vi 0 fi dP = aji (Fj 0 fj) dP B I B 
En prenant la limite du second membre selon le filtre pour lequel (rpj 0 f& 
converge vers g dans La(Q, G) faible, il vient 
s ByiofidP = (T< (j-BM’) = /B(wW’ 
Done vi = b(ai 0 g / fi). Ceci prouve que g est unique; d’ou la convergence 
faible. 
(3.7) Extension du thioreme (3.6). (Y. Lejean) 
L’espace L,l( . , G) est defini comme l’espace des (& Cqui-integrables v&i- 
fiant (3.4.a et b) Alors pour tout relbvement /3 de p, /3 realise une isometric de 
Ll(sZ, G) sur L,l( . , G). Pour toutg EL~(S~, G), /3g convergeversg dans U(sZ, G) 
fort. Le theoreme (3.6) est encore valable si G a la propriCtC de Radon Nikodym 
et si Gi = G pour tout i. Ceci resulte du theoreme de Chatterij concernant les 
martingales vectorielles. 
(3.8) Plongement des L,“,(E, , GJ dans L,P( . , G) 
Soit (Q, F, P, (fi)) un relevement de p et soit: 
Soit Zi le sous-espace de L,p( . , G) f 0rmC par les (9)Ji tels que ~~ = vi 0 sii 
d&s que j >, i. 
Comme /3 applique Zi sur Ep(E,, Gi), on a un plongement de 2, dans 
L,P( . , G). Lorsque i varie, les Zi forment un systeme inductif. La limite in- 
ductive Lp UcyG( . , G) de ce systeme est un sous-espace deL,P( . , G). En particulier 
s’il existe un ensemble E et des applications si: E + Ei telles que sj = sij si pour 
i > j, L&,,( . , G) s’identifie aux fonctions cylindriques sur E du type qisi avec 
vi E L:((Ei , Gi). 
Relevements de probabilitb cylindriques 
Soit p = (pi)is, une probabilite cylindrique sur 1’e.l.c.s. X. Comme note dans 
DERIVATION m INTBGRATION (DIM. INFINIE) 161 
[34], le theortme de S. Bochner [4] montre que p admet le relevement (9, , Y,, , 
PO , (fi”>d avec 
. Q, = (X’)* = limite projective des espaces Xi 
ft = surjection canonique de Q. sur Xi 
To est la tribu cylindrique sur Q,,: To est engendree par les fro. Si J est une 
partie de I telle que les A,(~E J) forment une bonne famille, alors p’ = &JisJ 
est une F-probabilite cylindrique sur X. On se propose de construire des releve- 
ments (9, 6, P, (fi)) de p, de maniere a ce que les f,(j E J) engendrent la com- 
pletion 6 de d par rapport a P. Vu (3.6) ceci entraine que pour tout 
p(1 < p < co) les espaces LFp, L:, , et Lp(f2) sont isome’triques. Ceci est trb utile, 
car ceci permet de construire des representations isometriques simples de Lp(Q). 
On va utiliser a cet effet deux techniques fort differentes, 52 pouvant Ctre Cgal a 
.Qo (prop. (3.12)) ou a un espace plus petit (prop. (3.13)). 
(3.9) PROPOSITION. I1 est suppose’ que: 
- le dual fort de X est me’trisable, S e’tant dense dam X fort 
- il existe p, 3 1 tel que l’application linkaire R: 5 -+ (w + (t, w)) soit con- 
tinue de X’ fort alms L~$Qo). 
Alors, pour tout relevement (Sz, 9, P, (f&J de p et pour tout p(1 < p < co), 
les trois espaces LI,p, L:. , et Lp(Q) sont isome’triques. 
Montrons que pour le relevement {XI*, Fo, P,, , (fro)} de Segal de EC, 4, est 
engendree par les fj , j E J. Comme 9 est un sous-espace dense de X’ metrisable, 
pour tout x de X’, il existe une suite (x,), de B qui converge vers x. Comme R 
est lineaire continue 
(Rx,), -+ Rx dans Lpo(X’ *) 
11 existe une sous-suite (Rx,,) qui converge vers Rx presque partout. Done Rx 
est mesurable par rapport a la completion 4’ de la tribu F’ engendree par les 
fi , j decrivant J. Done toute fi est T’-mesurable. Comme 4, est engendree 
par les fi , on a 4, = jl. 
Vu la definition (3.1) {XI*, Fo, PO, (fjo)jEJ> est un relevement de p’. Vu le 
theoreme (3.6) on a les isometrics 
L;t - L”(x’*) N L,” 
et LUp est isometrique a L,P, . 
La proposition (3.9) est demontree car pour tout relevement (Q ,..) de p, L,9 
est isometrique a La(X’*). 
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La demonstration de cette proposition utilise un relevement de p dans 
Q = (A?)*. La theorie des mesures de Radon permet parfois d’utiliser un espace 
D plus petit: 
(3.10) PROPOSITION. Soient deux e.1.c.s. X et Q et soit h une injection continue 
a image dense de X darts Q; la transposee A’ de h identa$e 52’ a un sous-espace 
faiblement dense de x’. Soit t.~ une probabilite cylindrique sur X dont l’image 
P = & est de Radon SW Q. Soit (Uj)ieJ la famille des sous-espaces de dimension 
Jinie de X’ contenus dans Q’. Les orthogonaux Aj = Vi1 darts Xforment une bonne 
famille F. Pour tout j, Xi = X/Aj est isomorphe au quotient sZj de Sz par l’orthogonal 
de Xj darts Q; d’ou des applications continuesf,: D -+ Qj N X, telles que f,(P) = pi 
pour tout j E J. Soit 99 la tribu completee de la tribu de Baire g de Q. Alors (Q, g, 
P, (fj)) est un rekwement de p’ = (pi)j . 
Demonstration 
Soit ‘+? la tribu de Sz engendree par les fj . Comme % C B, il suffit de montrer 
que &?J C V. 
a) Pour toute partie compacte K de Q, on a V r K = g r K. En effet; il 
suffit de montrer que pour toute fonction continue f sur &?, l’intersection de 
2 = f-‘(O) avec K est contenue dans V r K. Comme 2 n K = (f p K)-l(O), il 
suffit de montrer que toute v E Co(K) est mesurable par rapport a V r K. Comme 
la limite simple d’une suite de fonctions mesurables est mesurable, on peut 
supposer que v appartient a une sous algebre dense A de CO(K). 11 suffit de 
prendre pour A les restrictions a K des fonctions continues F’-cylindriques et 
d’appliquer le theoreme de Stone Weierstrass. 
b) La probabilite P de Radon est portee par une reunion denombrable U 
de compacts de Q. La these est demontree car a) entraine que % r U = g r U, 
(3.11) Simplzjkation des notations 
a) Notant ‘p un Clement de LIIP, pour tout relevement (Q . ..) de p, I’intC- 
grale de 1’ClCment g de Lr(Q) associe B v se calcule a partir de F = (yi). C’est 
pourquoi cette integrale est &rite abusivement: 
b) De m&me si q~ et $ sont respectivement des elements de L,,p et de L,P’ avec 
p < co, p-r + p’-l = 1, la forme bilineaire de dualid est notee 
I ?-J(x) VW 444 (3.13) x 
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c) De mCme la norme de 9) dans LUP est notCe 
(3.14) 
(3.15) Quelques formules utiles 
a) On a pour 9) = (vi) E LUp 
(II v II,)” = “YP j- I %W 444 
b) Dans le cas particulier oh IJI est cylindrique de base Xj , on a pour tout 
i>,j 
(II TJ lip)” = J” I PIN I’ dl*j (3.16) 
c) Pour toute ‘p E LUp et pour tout i 
$, d4 444 = s,, Q%(x) 444 (3.17) 
i 
d) On n’a pas en gCnCra1 une formule analogue pour le produit de deux 
“fonctions” 
v = (cp& EL,’ et I) = (&)i EL;‘. 
Cependant, dans le cas particulier oh l’une des fonctions (# par exemple) est 
cylindrique de base Xi , on a 
En effet pour tout relkvement (9, F, P, (fi)) de p, soient g E Lp(Q) et 
h E Lp’(52) associCs respectivement B 9 et *. 
Alors 
a+ I fd = WA 
D’oti le rksultat d’aprb (3.18) 
(3.19) Espaces L‘,P(X, 0; Xc), L,p(X, 0: Xc), L,p(X, A,’ XC) 
Ces espaces s’obtiennent en prenant pour TV une probabilitk cylindrique sur 
I’espace de Hilbert X et en prenant pour G’ le produit tensoriel (resp. symktrique, 
164 PAUL KR& 
resp. antisymetrique) hilbertien complete de 1 exemplaites du complexifie SC 
de X. Pour I = 0, ces espaces coincident avecL,P(X). Parfois on poseL,p(X, 1) = 
L,p(X, 0; Xc). Le theorbme (3.6) donne alors une representation isometrique 
de certaines classes Lf’ vectorielles par des espaces de protenseurs mesures 
contravariants. 
(3.20) Plongement de Lz&X, G) duns L,“(X, G) 
11 resulte de (3.8) que L,P,,,,(X, G) s’i en i d t fi e au sous-espace des fonctions 
cylindriques sur X du type v’i 0 si = $5 avec vi cLui(Xi , Gi). De plus L,P,,,,(X, G) 
est isometrique $ un sous-espace de L,p(X, G). On pose 
c’est-a-dire que c?, est identifiee B son image par j3. 
(3.2 1) Dheloppement en shies de polynomes d’Hermite 
La technique des series de Fourier est t&s utile en dimension finie. Des 
techniques analogues existent en dimension infinie: Les notations sont celles de 
(2.17). L’espace X&ant suppose separable, soit (e,) une base orthonormee de X. 
Pour n > 1, X,(resp. X,“) designe le sous-espace de X (resp. Xc) engendre par 
el , e2 . . . e, . Comme les X,‘- (resp. X,l) forment une bonne famille F, de X 
(resp. F,c de Xc) et comme la promesure Y sur X (resp. v’ sur Xc) verifie les 
hypotheses de (3.9), on a une representation isometrique de LV2(X) (resp. 
Lf,(Xc)) par des familles coherentes denombrables: 
f = CPn) avec Ilf 11’ = yP 1 
g = (AL> avec Ilg II2 = syp j 
Comme dans [32] (resp. [27]) les polynomes de Her 
complexes) sont introduits 
F+” 
(3.22) 
mite normalis& reels (resp. 
H,(t) = j (t + iu)“dv(u); 
--m 
(3.23) 
Hkl(z, z’) = 1, (z + iu)” (5’ + iC>” dv’(u). 
Ces suites de polynomes admettent des fonctions generatrices 
c0 z”H,(t) - etz-z2/2 
& k! 
g.g ff&$ 6’) = e-zP+ti’+az’ (3.24) 
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Les polynomes H,(t)/&! (resp. I&(2, %)/d/k!l!) forment une base orthonormee 
de L:(R) (resp. I$(@)). 
On utilise les conventions des multi-indices. Soit k = (k, , k, ...) une suite 
infmie d’entiers >, 0 nulle a partir dun certain rang. Les coordonnees de 
x E X (resp. z E Xc) sont notees 
x = (x1 ) x2 ‘..) z = (zl ) z2 . ..). 
Si les multi-indices k et 1 sont nuls a partir du rang n + 1, on pose: 
H,(x) = fi Hkj(Xj)i li,,l(z) = fi Hkj.lj(zi , 3) (3.25) 
j=l j=l 
k! = fi k,! Z! = fi Zj! (3.26) 
j=l j=l 
Les fonctions polynomiales cylindriques H,/d\/k? (resp. H,,,/k!Z!) forment 
une base orthonormee de L:(X) (resp. L$(Xc)). 
Done, comme note dans [32] (resp. [27]) toutefEL,2(X) (resp. touteg E L5(Xc)) 
admet un developpement: 
(3.27) 
avec Ilfli2 = c Ifk I2 k! l/g /I2 = C I g,,, I2 k! Z! (3.28) 
k 12.2 
k!fk = s f(X) H,(X) d”(X) k! I! g,, = 
X s 
x, g(z) H,,,(X) d”‘(+ (3.29) 
Ces integrales peuvent etre calculees en utilisant (3.18). Si k et Z sont nuls a 




De meme que la technique des series de Fourier s’etend aux distributions sur le 
tore, les techniques preddentes peuvent etre Ctendues Q certaines cIasses de 
prodistributions. 
Par exemple soit ‘I& I’espace des F -antiprodistributions B dtcroissance 
rapide T = (T,) sur Xc telles que i‘, soit analytique pour tout n. On a des 
injections: 
oc--cvl(xc) + L$(XC) ‘v ‘(L$(X’)) + ‘-ltp,,l(xc). (3.31) 
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Alors toute T est caract&isCe par les coefficients de son dheloppement en 
polynomes d’Hermite complexes. Done toute T E ‘T&(XC) est caracttrisCe par 
la suite “doublement” infinie de ses coefficients 
T,, = <Tj H,, >. 
Extension naturelle aux protenseurs distributions. 
4. CALCUL DE DBRIVGES EN DIMENSION INFINIE 
La d&iv&e aT/ax, de la distribution T sur Rn est don&e par la formule 
v$o E SquP) (g&J) = -(T,$ (4.1) 
Cette “extension” du calcul diffbrentiel classique est utile pour 1’Ctude des 
solutions faibles d’bquations aux dkrivtes partielles. Or les tquations aux 
dCrivCes fonctionnelles admettent aussi des solutions faibles: voir h7. 11 se pose 
done le probl&me de trouver l’analogue de (4.1) en dimension infinie. On a 
trouvk une formule assez diffkrente (4.7). 
(4.2) Hypothh (et notations) 
a) L’espace X est supposC hilbertien. Le systkme projectif usuel d’espaces 
vectoriels de dimension finie est not6 {Xi , sij , i et i E I} 
b) L’espace X est muni d’une promesure p = (pLi) a dkcroissance rapide 
telle que pour tout i dans I 
pi = ai dx 
avec 01~ E VF(XJ, a6 ne s’annulant pas. 
c) Pour tout i et pour vecteur V de Xi , l’opkrateur 2, = &aaoli envoie 
0’,(X,) dans 0!,(XJ 
d) Pour tout couple (i, j) d’indices tels que i > j, on pose 
xj = xj @ x; avec Xi = Xi 0 Xi 
Le point gCnCrique x de Xi s’krit done x = x’ + x” avec x’ E Xj , x” E Xi . 
11 est supposC que la fonction .1c ---f ai ai(x ne dCpend que de x”. Par cons& 
quent il existe olij(xU) telle que 
q(x) = lxj(X’) cxjj(X”) 
Ces hypothkses sont satisfaites si p = v. 
(4.3) 
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(4.4) LEMME. Lorsque i varie, les opkateurs 
sont cohbents. Ils &jinissent done une application line’aire 
appelie divergence absolue. 
En d’autres termes soit (i,j) un couple d’indices tels que i > j. Introduisant 
les applications canoniques 
1-l 
xi-Lxj @Xjc-%$JX: @Jxj=- x 4 0 Xi 
l-l l-l 1 1 
alors pour tout # E O,(Xj , a1 Xjc), on a 
(4.5) 
Dans cette formule, divj et div, dksignent respectivement les optkateurs de 
divergence absolue sur Xj et Xi . 11 s’agit de montrer cette formule. On a 
xi = xj @ x; avec dim Xi = 11, dim Xj = n’, Xi = Xi 0 Xj 
Tout point x de Xi s’kcrit 
x = (x’, x”) avec x’ = (Xl ,..., q&r); x” = %,‘+I )...) Xn) 
Les composantes de divi #(x’) sont 
oti k, ,..., k, sont compris entre 1 et 71’ 
La fonction 4 = CT@ Sij applique tout x = (x’, x”) de X4 sur 1’8Cment #(x’) 
de & Xjc, ce dernier espace &ant plongC dans Q1 Xic. Les coordonnks de 4(x) 
sont done 
(+))**...kl = I ;(x,)h sl.‘“” d;n;ndkpasse ?I’ ‘1 h1 
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Done (div, 4) (x) a pour coordonnkes dans @1-l XSc 
oh k, ... k, varient de 1 a n. 
0 si l’un des k, dkpasse n’ 
((divi M4)k,...k, = 
et sinon i a;‘a,laj~kl...k,(X’) 
kl=l 
La relation (4.5) est done dCmontrCe puisqu’il y a CgalitC des coordonnks en 
tout point x de Xi . 
(4.5) COROLLAIRE. Soit 1 3 1 et T = (T& E f&,(X, @L-l X~).Lo~sque i varie, 
Ees fiTijorment un systeme coh&ent de tensews distributions 1 fois contravariants. 
En effet, pour toute 4 E 0,(X, , a1 Xjc) et pour tout i supkrieur B j, il vient 
(DTj , i,h> = -(Tj , div z/G) = -(Ti , a,j(div 4) sij) 
= -(Ti , div(a&sij)) = @Tf , uij~sij) 
(4.6) D+nition de la d&&e de densite’ 
Pour toute T = (Ti) E 0: &X, @1-1 Xc), les tenseurs distributions BTi 
dbfinissent un protenseur distributiqn appelC dCride de densitk de T et notC DT 
On a la formule de dualitk 
(BT, P> = --(T, divv) (4.7) 
pour toute IJI de 07e &X, @J Xc) 
(4.8) Ittbation des opkateurs fi de div 
L’opkrateur D peut etre it&+, ce qui permet de dCfinir les dCrivCes de densitk 
successives fi,T, fi2T,..., BlT de toute prodistribution T a dhroissance rapide. 
De meme, l’opkrateur div agissant dans les fonctions cylindriques A dkroissance 
tr&s rapide, peut etre it&C. Ceci peut etre itkrt. Ceci permet de dkfinir div p, 
div, V,..., div,(v) pour toute q de 0, ,,l(X, @& Xc). La formule de dualitC (4.7) 
se prolonge en 
(&T, p) = (--I)I (T, div, y) (4.9) 
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(4.10) Opkateurs de dkrivation relative assock% a des polynomes 
Les notations sont celles de (1.3). Pour tout polynome Q sur X homogene de 
degre 1, soit Qi la restriction de Q au sous-espace Xi . 11 peut etre vCrifiC que 
lorsque i varie, les operateurs differentiels 
Qi (-& “) : O&c) - I, 
sont coherents. Une application lineaire de 0, &X) notee Q(fi/a) est 
done ainsi definie. 11 en resulte que les adjointes 
des applications Qi(fi/dq) d’fi e nissent un operateur lintaire de 0, ,,z(X). 
Cet operateur note Q(bld-1) et l’operateur Q(fild-1) verifient la 
relation d’adjonction: 
(4.11) 
(4.12) Un exemple simple non trivial est relatif au polynome Q,,(x) = i(x.v) 
oti v est un vecteur quelconque de X. Alors pour tout v = vi 0 si de 0, ,&X) il 
vient 
Posant Q,-,(D/z/X) = --a/% et &(D/d/) = a/&~, il vient: 
L’opCrateur 8/av est l’operateur de derivation de densite dans la direction de v 
(4.13) Quelques cas particuliers 
a) Procourants 
Si T E 0: ,,1(0 . , A,-, Xc) a un antisymetrise nul, alors il en est de meme de 
BT. On peut done definir une derivation exterieure 
et un complexe de Rham. 
5W3I/2-3 
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b) Espace complexifie Xc = X + 1/ - 1 X 
Soit (AJ la bonne famille maximaleF,,, de X. Alors les & = Ai + d/-1 iii 
forment une bonne famille F,$, et cette famille est cofinale. Done toute pro- 
distribution a decroissance rapide sur Xc est caracteriske par une FM’ - pro- 
distribution. La demarche qui precede peut etre adapde. Les operateurs div’ et 
div” peuvent etre definis relativement aux espaces 0, cVl(Xc, & Xc). De meme, 
des operateurs fi’ et D” peuvent etre definis entre espaces de protenseurs 
distributions 
div = div’ $ div” D=D’$D” 
Dans le cas plus particulier des protenseurs distributions antisymetriques, les 
operateurs D’ et D” permettent de definir respectivement les operateurs d, et d”. 
Les memes considerations s’appliquent si Xc est remplace par un espace de 
Hilbert complexe quelconque. 
5. CLASSES ?W~“(O, E) DU TYPE SOBOLEV ([15]) ET [19]) 
Soit X un espace de Hilbert reel identifie a son dual. Soit 0 un ouvert cylindri- 
que de X admettant pour base un ouvert w d’un sous-espace X0 de dimension 
finie de X. Soit F = (/& la famille des sous-espaces fermes de codimension 
finie de X contenus dans A, = X0’. Soient s et 2 des entiers positifs, 1 < p < co, 
et soit p = (& une F-promesure sur 0. Avant de definir la classe Wi3’(0, Z) de 
F-protenseurs mesures sur 0, il faut Ctendre la theorie de la derivation de densite 
aux ouverts cylindriques. 
(5.1) Ckzsse 90: ,,r(O) de functions d’.4preuve 
Pour tout i E I, on a 
xi = X/A, N (X/A,) * (A,/A,) = x, x Jfci 
avec Xi = As/A,. Done 
oi = Si(O) = w x Tfi 
Pour tout compact K de w, gKOE czll(OJ de si ne g 1 e sous-espace topologique de 
0,8(X,, x Xi) form6 par les v a support dans la bande K x Xi de Oi. Alors 
l’espace 
est muni de la topologie limite inductive stricte. L’espace 
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est muni de la topologie limite inductive: c’est un espace de fonctions F-cylin- 
driques sur 0 
(5.2) Dkivation de dens& dans un ouvmt cylindrique 0 
11 est suppose que p verifie les hypotheses suivantes 
- Pour tout i, pi E k90z(Oi) et admet une densite ‘Y~ indefiniment derivable 
strictement positive par rapport a la restriction a Oi de la mesure de Lebesgue 
canonique de X0 x Xi 
- Pour tout couple(i, i’) d’indices tels que i > i’, on note que Oi = Oif X Y,ir 
avec Yi,j = A,/Ai, . Le point generique de Oi est note 
x = (x’, .q avec X’ E Oi , et X” E Yii, 
11 est suppose qu’il existe olii’ E U,(Yii,) telle que 
c&z) = LY&‘) . a&“) 
- Pour tout i et pour tout vecteur v de X0 x Xi , l’optrateur a, envoie 
9O,(Oi) dans gO,(Oi). 
Moyennant ces trois hypotheses, les raisonnements du paragraphe 4 per- 
mettent de definir l’operateur de derivation de densite 
go:. CVdQ 4 2 90:: GdQ 1 + 1) 
avec 90: ,,r(O, 2) = lim 90g”(Oi) @ (@r X,“) 
(5.3) D$initim de WfVs(O, 1) 
C’est l’ensemble des ~Z.L ELP(O, 0; Xc) telles que 
pour j = O*..s 
C’est un espace de Banach pour la norme 
II& Ils = ( i 1 II mv)llP 4 1/P j=O 1 (5.4) 
Pour Z = 0, la classe Wp-” est not&e W$‘(O) 
(5.5) Remarque 
Soit J une partie de I telle que F’ = {Aj , j E J} soit une bonne famille de 
sous-espaces de X. On peut generaliser le formalisme de la derivation de densite 
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aux F’-protenseurs distribution sur 0. Et de meme si p admet un relkvement 
W, 5, P, (fJid tel we 5 soit engendrke par les f,(j dkcrivant J), la dCfinition 
prCcCdente peut etre “gCntralisCe”: 
wyop ) 1) dksigne l’espace des F’-protenseurs mesures gp tels que pour 
i = 0, ... s, la d&iv&e &p) au sens des F’-protenseurs distributions appar- 
tiennent ?iLp(O, Q& Xc). 
En fait les espaces ainsi obtenus ne dkpendent pas de F’ et sont tous isomktri- 
ques B W$“(O, 2). En effet, montrons par exemple: 
W~~“(O,~ ) I) = W$y(O, 1) 
I1 suffit de montrer que tout ClCment g = (P)~& du premier membre dkfinit un 
ACment de meme norme du deuxibme membre 
Posons 
bhdi = Q4 
Vu Ie thCo&me 3.6., les systitmes cohkrents (~~p~)~ et (&& dkfinissent 
respectivement des tlkments g EL”(Q) et G EL*(&), XC). Ceci permet d’ktendre 
ces deux systbmes cohCrents B l’ensemble I d’indices, en posant 
Vis1 9% = Q? Ifi) (cli = 84’ I fi) 
11 reste prouver que ii(r+& = nisi pour tout i. Ceci Cquivaut Zi montrer que 
l’on a pour tout vecteur V de X,, x & , 
&l(w%) = (‘y, . V) Pi 
Utilisant I’opkrateur difft%entiel 8, d&ini en (4.12), ceci revient 2 montrer que 
au sens des F-prodistributions. 
Soit Vj la projection orthogonale de v sur Xj . On a: 
kjkEl.) = (G . V,> P 
puisque D(gp) = G . p au sens des F’-prodistributions. 11 suffit alors de faire 
tendre i vers I’infini pour obtenir la relation cherchke. 
(5.6) Proprith’s immbdiates des espaces Wp*“(O, 1) 
a) On a des injections continues 
90; ,,l(O) c wyoj CLD(0) 
b) Les espaces Wp*“(O, Z) sont complets. 
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c) Soit 1 <p < co. Alors, les elements de WrYs(O, 2) represent& par des 
fonctions F cylindriques sont denses dans W$“(O, I) 
Ceci resulte du lemme de densite (3.3). 
(5.7) DQinition de WD’*-~(O) si 1 <p < CO 
Si W,fpR(0) designe l’adherence de 90&,,(O) dans Wn,“(O), on a vu (5.6.a) 
des injections continues a image dense 
90,s~,,l(O) c W(y(0) CL”(O) (53) 
ainsi, le dual WT”*-~(O) de WOp3*(0) d onne lieu a des injections continues a image 
dense: 
L”‘(0) c wD’*-yo) c ~O~“,,~(O) (5.9) 
Ainsi, Wp’--s(O) s’identifie a un espace de F-prodistributions. 
(5.10) Conskquences de la thborie de la dtiivation de densite’ 
a) Soient i et s deux entiers tels que 0 < j < s. Alors les applications 
lineaires continues 
pf$yO) + wy(o,j) wp’*-“‘j(O, j) --t wp’*+(o) 
(5.11) 
gP +-+ WP) Tw- (-l)i dIv, T 
sont en dualite 
b) Toute T E Wp’*-8(0) peut s’ecrire 
T = i (-l)j div,(Zjp) 
j=O 
(5.12) 
Prouvons par exemple b). L’application lineaire 
wy(o) + CLP (0, 6 xc) j 
realise un isomorphisme de l’espace de Banach W,“*‘(O) sur un sous-espace d’un 
produit d’espaces de Banach. Vu le theoreme de Hahn Banach, il existe des 
1, ELp’(O, OJF Xc) tels que 
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Or (Zip, D$) = (-l)j (divj(Z+), 9). C eci montre que l’on a (5.12) au sens des 
F-prodistributions. On peut encore definir 
lT+“(O) = n bV’“(O) et WB’*--CO(0) = u W”*-‘(O) (5.13) 
8 s 
(5.14) Espaces K”(X) 
Un cas particulier important est celui oh 
0=x p=v p=2 
Pour tout s entier relatif ou Cgal a rfoo, on pose KS(X) = Wz*s(X). Ces 
espaces ont CtC d&finis pour s entier > 0 par Frolov [7] et L. Gross [I I] en 
utilisant une technique de completion. En fait un emploi combine du theoreme 
(3.6) et des methodes du paragraphe 4 conduit a une representation t&s concrete, 
directe et Clementaire de tout Clement de K”(X). 
PROPOSITION. Rapportons l’espace de Hilbert skparable rkl X a we base 
orthonormke quelconque et utilisons les notations (3.21). Soit s un entier positif. 
Alors : 
(a) K”(W) est Z’espace des vn EL~( W, v,) dont toutes les d&ivies distributions 
d’ordre au plus s appartiennent a L2(W, v) et l’on pose 
(b) K”(X) est l’espace des suites cohkentes p = (q& d’e’ltkents vn de 
L2(5P, vn) tels que 
Ce resultat est le point de depart de [15]. 
6. PRODISTRIBUTIONS ET FONCTIONS HOLOMORPHES 
(6.1) Soit X un espace de Hilbert reel separable et soit Xc = X @ d/-1 X le 
complexifie de X. 
(6.2) Dkfinitions de PHP(Xc) et de P(XC) 
Soit 1 < p < co. Soit PHp(Xc) la famille des fonctions numeriques g sur Xc 
dont les restrictions aux complexifiees des droites de X sont harmoniques et dont 
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les restrictions gi aux complexifies Xic des sous-espaces Xi de dimension finie 
de X, sont continues et drifient 
(6.3) 
Soit FP(XC) l’espace des fonctions numeriques g sur Xc dont les restrictions gi 
sont holomorphes et verifient (6.3). 
(6.4) PROPOSITION. L’application identique rialise une isome’trie de PHa(XC) SW 
un sous-espace f rmi de L:(Xc). De meme, FJ’(X”) est un sous-espace f rmi de 
Lf,(XC). 
Dbmonstration 
Vue la definition (3.5) de Ls(Xc), toute g E PHp(Xc) definit un element (g& 
de L:(X”) si les fonctions gi sont coherentes. Verifions cette coherence. Soit (i, j) 
un couple d’indices tels que i > j, dim Xj = p. Les points generiques de Xj et 
Xic sont notes respectivement 
x = (x’, x”) E xj @ XjL 
z = (z’, 27”) Exjc @ (X,‘)” 
L’CgalitC sfj(g,vi) = gjvj signifie que pour presque tout z’ E Xjc, 
gj(z’) = 1 gi(d, z”) dvT(Z”) (*) 
oti v; designe la probabilite normale canonique sur (X,“)“. Rapportant Xi1 a une 
base orthonormee et utilisant les coordonnees polaires correspondantes, * 
Cquivaut a 
g&', 0) = nmn+' 
s 
gi(z', rp+leiep+l,..., r,eien) fi (e-'j'r, drj dej) 
j=y+l 
l’integrale &ant Ctendue aux rj > 0 et aux Aj E [0, 24. Cette relation r&&e 
de la propriM de la moyenne pour gi . Soit (g”), une suite de Cauchy dans 
PHp(Xc). Pour tout i, (g& est une suite de Cauchy dans PHp(X$). Done (gik)k 
converge vers gi E PH*(Xic). Or (gi)i E PH”(Xc); ainsi PH*(Xc) est un sous- 
espace complet, done ferme de L:(Xc). 
De meme Fp(Xc) est un sous-espace ferme de L,P,(Xc) parce que sur un espace 
complexe de dimension finie, le sous-espace de L:(@n) forme par les fonctions 
holomorphes est fern-k. 
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(6.5) Proprie’te’ de noyau reproduisant. a) Soit g quelconque dans F*(X”) 
Alors pour tout x E Xc 
g(z) = j e@g(z’) dv’(z’) (6.6) 
b) Pour tout p(l < p < cc), toute g gFP(Xc) est holomorphe. 
c) Pour p = 2, on pose F(XC) = F2(Xc) 
Alors F(Xc) est isometrique a l’espace des fonctions g entieres sur Xc, dont les 
d&i&es a l’origine sont du type Hilbert Schmidt et verifient 
(6.7) 
Dkmonstration 
La fonction cylindrique d: .a’ -+ eiz’ et deiinie sur Xc appartient Q Fp’(XC) 
avec p-l + p’pl = 1. Le deuxieme membre de (6.6) peut etre Ccrit <e, / g) 
l’anti-dualite Ctant celle entre Ls’ et Lz. Comme la fonction ez est cylindrique, le 
deuxieme membre de (6.6) est Cgal a 
s ezi’gf(z’) dv;(z’) 
oh gi est la restriction de g au sous-espace de dimension 1 engendre par x. Done 
pour montrer (6.6) il peut etre suppose que dim X = 1. Alors (6.6) se montre 
en remarquant que chaque membre est une fonction analytique de x, et que ces 
deux fonctions ont memes derivees a l’origine. 
b) Vu (3.16) la norme de e” dans L$(XC) est uniformtment born&e pour 
j z 1 < R. L’inegalite de Holder peut alors etre appliquee a (6.6); et toute 
g E Fp(XC) est bornee sur toutes les boules de XC. 11 en resulte que toute g E 
Fp(XC) est holomorphe sur Xc. 
c) La propriete a demontrer est vraie en dimension finie. Ceci entraine que 
cette propriete est vraie en dimension infinie car pour toute g E F(XC) 
(6.8) Remarques 
a) Si X est de d imension infinie, la propriM de noyau reproduisant (6.6) 
n’est pas vraie pour tout z dans l’espace Q oh v’ est realisee comme vraie mesure, 
mais seulement pour z E Xc. Done l’axiomatique de [3] n’est pas applicable en 
dimension infinie. 
b) Dans [5], T.A.W. Dwyer a montre que la transformation de Fourier 
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Bore1 realise un isomorphisme de l’antidual de F(Xc) sur F(X”). La proposition 
(6.5) permet d’interpreter simplement ce rbultat. En effet vu (6.4), F(XC) est 
isomorphe a son antidual, le produit scalaire d’antidualid etant induit par le 
produit scalaire de Lt,(X’) et la relation (6.6) montre que la transformation de 
Fourier Bore1 coincide avec I’operateur identique de F(X”). 
c) Rapportant X a une base orthonormee. Alors les fonctions z?(K!)-~/~ 
forment lorsque n varie et lorsque k = (K, ,... k,) decrit l’ensemble des multi- 
indices d’ordre n, une base orthonormee de F(XC). 11 est clair que l’application 
lineaire continue 8: LV2(X) -F(Xc) appliquant H,(x)/&T sur z~/&Z (pour n et 
k variables) est une isometric. 11 est facile de voir que, 0~ a l’expression suivante: 
W@) = s, e- (1/2)z2+z%p(q) dv(q); voir [20] w3) 
L’isometrie 0 est Cquivalente a une isometric construite dans [34], appliquant 
LV2(X) sur l’espace de Fock des physiciens: 
n=o \ 71 / 
En effet, (6.5.~) montre que F est isometrique a F(Xc). 
L’interpretation de F comme un espace de fonction holomorphes apparait 
dans [0] en dimension finie, et dans [I], [35], [2] en dimension infinie. 
Remarques SW l’ophateur 2 = d”“. 
Soit (XC, j, B) un triplet de Wiener. Par une adaptation des methodes d’analyse 
en dimension infinie de L. Gross, et de methodes de cohomologie a croissance 
de H. Skoda, C. J. Henrich [13] a reussi a resoudre l’equation @ = g, pour g 
continue Q croissance lente sur B; il trouvef continue a croissance lente sur H. 
En adaptant Ies methodes L2 de L. Hormander, Coeure et Raboin (a paraitre 
dans un memoire de la S.M.F. consacre au Colloque de GComCtrie de Lyon 
-1975-), ont resolu 8j = g avec un second membre plus gCnCra1: g appartenant 
a une classe vectorielle Lf, . Ceci laisse penser que la solution f d’Henrich se 
prolonge en fait a B. On voudrait simplement noter que la technique (3.21) 
permet de resoudre tres simplement le 8 pour des seconds membres encore plus 
generaux. 
En effet, I’operateur 2 est diagonalise dans la base des H,., . D’autre part, les 
calculs formels qui ont permis a Henrich de construire ses noyaux sont en fait 
des calculs de transformees de Fourier de protenseurs distributions. 
Domaine de l’opt%ateur Nm pour tout entier m > 0 
L’operateur N nombre de particules transforme ‘p EF(X~) en 





Un resultat annonce dans [19], et prouve dans [15] montre qu’en representation 
de Wiener-Segal, le domaine de N”” est exactement l’espace de Sobolev IF”(X) 
des q ELM dont les d&i&es (distributions) jusqu’a l’ordre 2m, appartiennent 
a L2(X). Or les methodes usuelles permettent seulement de trouver une partie 
du domaine de D(N): voir [32]. 
7. SOLUTIONS FAJBLES D'~?QUATIONS AUX D~RIV~ES FONCTIONNELLES (e.d.f.) 
La theorie des distributions est commode pour l’etude de problemes aux 
limites ou de Cauchy relatifs a des equations aux dCrivCes partielles car elle 
permet souvent d’associer a un operateur differentiel un operateur fend. L’objet 
de ce paragraphe est de noter que les methodes du present article permettent des 
applications analogues aux e.d.f. 
(7.1) Pour simplifier l’expose, on considerera toujours la situation suivante, les 
espaces vectoriels consider& &ant reels 
a) Pour les problemes stationnaires, on prend 
muni de la promesure normale canonique. Soit 0, un ouvert cylindrique de X 
dont la base 0; est dans le sous-espace ngendrt par e, ,..., eN . La bonne famille 
est {XN, XN~kl ...} oh Xj a pour base orthonormte ej , ei+r ... On suppose que 
0; a une front&e & orientable et %?& pour des atlas finis. La frontike de 0, 
est not&e .F, . On note v’ la restriction de la promesure v B 0, . 
Soit (ON+1 , ON+2 “‘1 une suite de carrt sommable de nombres strictement 
positifs et l’on pose 
L’injection canonique de 0; x X N+r dans Qnl = 0; x 12,” est notee j’. On pose 
P’ = j’(v’); c’est une mesure sur 9’. Pour tl> N, on note 0, l’image de 0, par 
la surjection canonique s, de X sur le sous-espace X, engendre par e, ... e, . Les 
classes d’applications Lusin mesurables: Q’ + 0, sont notees f,!., , f,&+r ,... 
b) Pour les problemes d’kolution on prend X == R @ Z2 de point gCnCri- 
que (t, z). Soit 0 = I x 0, avec I = IO, T[. On a une injection canonique 
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j = Id(l) x j’ de 1 x 0, dans Sz = I x Q’, muni de la mesure p = dt @ P’. 
Les classes compatibles d’applications Lusin mesurables: J2 ---f I x 0, sont 
not&es fn avec fn F Id(l) X f: . 
I.A. Un probl&ne de Dirichlet linbaire 
On se donne des fonctions aij sur Q’ definissant une fonction Lusin mesurable 
essentiellement bornee 
de 52’ a valeurs dans l’ensemble A,(P) les operateurs symetriques born& de E2 
et l’on suppose que les operateurs a(w) dominent presque partout C fois l’iden- 
tit6 de 12: 
3E>O, V(‘(41 ,.*., 5‘71 ” ‘) E l2 z Q(W) &itj 3 C C 5j’. 
3 
Soit d une fonction born&e mesurable sur Q’ essentiellement superieure a une 
constante strictement positive. On va donner un sens puis resoudre le 
(7.2) Probleme 
Etant don&e une “fom&nz” h SW 0, , trouver urn fonction g sur 0, telle que 
Ag = h dam 0, avec Ag = -Cij &(aijajg) + dg; g = 0 sur 80, . 
Comme en dimension finie, on realise la condition aux limites homogbnes en 
imposant a la solution g d’appartenir 3 K,,l(O,). 11 suffit alors de considerer 
A, = --xjj &(bijajg) comme le compose de trois operateurs lineaires continus 
- I’operateur D: K,’ +L2(0, , 1) 
- l’operateur /3: g --t [a 0 g], de Ls(0, , 1). 
- l’operateur - div operant deL2(0, , 1) dans K-l(O,). 
L’operateur A est strictement positif car pour tout g de K,‘(O,): 
(&, g) = -(div(a grad g), g) + (bg, g) 
= (a grad g, grad g) + s bg2 dPi 
>, C I I( grad g II2 dPI + C s g2 dP = C(ll g 4)” 
Vu le lemme de Visik Lax Milgram, Ie probleme (7.2) admet une solution unique 
dans K,l(O,) pour tout k fix& dans K-l(Om). 
180 PAUL KRlk 
7.B. Equation parabolique linkaire 
On se donne deux fonctions Lusin mesurables b(t, zu) et d(t, w) dtfinies sur 
Q = I x Q’, essentiellement born&es et essentiellement minorees par une 
constante strictement positive: b est a valeurs dans Ye et d est a valeurs 
reelles. En appliquant le pro&de utilise pour definir A, on d&nit pour presque 
tout t dans IO, T[ un operateur lineaire continu coercif A(t) de V = Ksl(O,) 
dans V’ = K-‘(0,). On pose H =Lt.(O,) et l’on applique les resultats de 
[31] montrant l’existence et l’unicite de la solution u du problbme parabolique: 
(a) h(t) + A(t) u(t) = f(t) si O<t<T 
(b) u(0) = us 
(7.3) 
avec (f, us) donne dans E = L2(I, V‘) @ H et u inconnu dans: 
w = {u ELZ(I, V), zi E LZ(I, I/‘)}. 
L’tquation (7.3.b) est prise au sens des distributions vectorielles sur I, a valeurs 
dans V’. Signalons que la demonstration Cvoqute ci-apres de l’existence et de 
l’unicite est commode pour l’etude d’approximations numeriques, du controle 
optimal, du f&rage. On montre d’abord que tout Clement de W est represente 
par une fonction continue definie sur [0, T], a valeurs dans H, ce qui donne un 
sens a l’equation (7.3.b). On introduit ensuite I’optrateur non borne (P) de E 
dans E’ de domaine 
D, = (u = (u, u(O)); u E W> 
tel que Pu = (ti + Au, u(0)) pour tout u de D, . 
On voit que (P) est ferme, a domaine dense, strictement positif, ce qui entraine 
deja l’unicite, Le transpose (P)’ de (P) est l’operateur de E dans E’, de domaine: 
D,, = {v = (w, CX); u E W tel que w(T) = 0; 01 E H} 
et tel que P’v = (-ti + A’v, o! - v(0)) pour tout v de D,, . 
On verifie finalement que (P)’ est a domaine dense et strictement positif, ce qui 
permet de montrer l’existence en utilisant le theoreme de Hahn-Banach. 
Voir dans [20] la resolution de probltmes pour des e.d.f. non lineaires. 
8. SOLUTION D’UN PROBL~ME DE J. L. LIONS [30] 
11 s’agit du probltme de la determination du controle optimal des systtmes 
gouvernes par des equations aux derivees fonctionnelles. Les resultats qui 
precedent permettent d’appliquer a ces systemes les methodes g&kales de la 
theorie du controle et de resoudre ce probleme. On presente ces methodes en 
suivant le mode d’exposition de [23]. 
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(8.1) Cadre g&thZ 
Dans ce paragraphe, tow les espaces vectoriels consider& sont reels. NOUS 
considerons un systeme gouverne par une equation lineaire: 
AY =f (8.2) 
oh A est un isomorphisme de l’espace de Banach Y sur 1’espaceF; f est l’entree du 
systeme et y est l’etat du systeme correspondant a f. On modifie ce systeme en 
introduisant une observation dependant lineairement de P&at et en ajoutant un 
controle U. Plus prCcisCment, on introduit deux nouveaux espaces de Banach 
U et Z, deux applications lintaires B: U -+F, C: Y -+ Z et deux operateurs 








On introduit un point zd de Z appele observation dCsirCe et un convexe ferme 
U, de U appele ensemble des controles admissibles. L’t@uation d’btat du systeme 
control6 s’ecrit: 
Ay =f + Bu (8.4) 
oti f est don& dans F. Le probleme est de trouver u dans U, , de facon 21 mini- 
miser la somme J(U) du tout du controle u et du tout de l’erreur d’observation 
Cy - zd correspondant a ce controle. 
J(u) = Wu, 4 + HM(CY - 4, CY - 4 (8-5) 
On suppose que N est strictement positif et que U est un espace de Hilbert. 
(8.6) Forme gkkale du systkme de’terminant le controle optimal 
On peut trouver une norme hilbertienne // .)I’ sur U Cquivalente a la norme 
de U et u0 dans U, tels que: 
J(u) = I] u - u0 11’2 + constante 
d’oh I’existence et I’unicitC du controle optimal, c’est-a-dire du point u1 de U, 
oh la fonctionnelle J atteint son minimum. Le controle optimal u1 est caracterise 
par la condition: 
VUEU,; (J’W, u - 4 >, 0 
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Or la derivee J’(U) de J au point u est telle que: 
AUEZi (J’(4, A4 = 0% Au) + (WCY - 4, CAY) 
Or de (8.4) il resulte que AAy = BAu. 
D’oti : (J’(u), Au) = (Ah, Au) + (M(Cy - z,), CA-lBAu) 
et : J’(U) = Nu + B’p 
oti p EF’ est solution de l’equation duale : 
A’p = C’M(Cy - zd) 
Finalement, on a le schema suivant completant (8.3) : 
(8.7) 
et le controle optimal u, est caractCris6 par le systeme form6 par l’equation d’etat 
(8.4), l’equation duale (8.7) et par l’inequation : 
vv E u, (Ah, $ B’p, v - ul) > 0 (8.9) 
(8.10) Observation rkguliere 
On se limite db lors au cas, tres frequent dans les applications, oh A est 
defini par un operateur non ntcessairement borne (A) = (D, , A) d’un espace 
de Hilbert E sur son dual E’. Plus precisement, on suppose: 
- le domaine D, de A est dense dans E 
- le domaine DT du transpose (T) de (A) est dense dans E 
- les operateurs (A) et (T) rCalisent des isomorphismes de leur domaine, muni 
de la norme du graphe, sur E’. 
Or, le transpose A’ de l’isomorphisme A de DA , muni de la norme du graphe, 
sur E’, est un isomorphisme de E sur (DA)‘. Cet isomorphisme prolonge A’ et 
l’on a le schema: 
EXD/-+E’ 
(DA)!3 E’TD&- E 
(8.11) 
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ou I’on a introduit la transposee de l’injection dans E de D, muni de la norme 
du graphe. 
Posons 
g = C’M(Cy - Xd) (8.12) 
On a g E (DA)’ = Y’. On introduit alors un espace vectoriel X compris entre 
E et (DA)‘, tel que pour tout g de X, l’equation A’p = g puisse etre consideree 
comme l’equation d’etat d’un nouveau systeme physique appele systeme adjoint. 
L’equation A’p =g est appelee alors equation d’etat adjointe et p est l’etat 
adjoint. 
On suppose que le systeme a controler est tel que : 
Im( C’M) c x (8.13) 
On dit alors que l’observation est reguliere. Dans ces conditions, le controle 
optimal est determine par l’equation d’etat (8.4) l’equation d’etat adjointe (8.7) 
et par I’inequation (8.9). 
(8.14) Exemples 
a) L’equation d’etat AJJ =f est un isomorphisme coercif de l’espace de 
Hilbert E = K,,l(O,) sur son dual E’, cet isomorphisme Ctant associe a un 
probleme aux limites elliptique. Dans ces conditions, l’equation d’etat adjointe 
est aussi un isomorphisme coercif de E sur E’; elle est Cgalement associee a un 
problbme aux limites elliptique. L’observation est toujours reguliere. Par 
exemple, on peut controler un systeme gouverne par l’equation aux d&iv&es 
fonctionnelles (7.2) en prenant un controle dans E’, B &ant I’application identi- 
que de E’, une observation dans L2(0,), C &ant l’injection de E dans L2(0,), le 
.coGt Ctant : 
.I(4 = 3 II u /I2 + t IIY - % /13(0,) 
Dans le cas du probleme parabolique (7.3), on peut prendre pour X I’ensemble 
des formes lineaires g sur D, du type: 
w = (w, w(O)) -+ s,’ (w(t), go(t)) dt + (w(T), g,) (8.15) 
le couple (g, , gr) decrivant E’. En effet, pour un telg, l’unique solution x = (x, a) 
dans E de A’x = g est telle que pour tout w = (w, w(0)) dans D, , on ait 
(x, Pw) = (g, w), soit : 
Ior (x(t), W + 49 w(t)> dt + (a, w(O)) = 1 (w(t), g,,(t)) dt + (w(T),g,) 
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En integrant par parties J(x(t), G(t)) dt, on voit que cette identid Cquivaut au 
systeme : 
4 -k(t) + A’(t) x(t) = go(t) 
b) x(T) ===& (8.16) 
4 a = x(0) 
L’inconnue 01 est determinCe par la derniere relation lorsque x(0) est connu, 
c’est-a-dire lorsque le systeme forme par a) et b) est resolu. On peut done 
negliger c) et I’equation d’etat adjointe est equivalente au systeme (8.16-a) et -b)), 
c’est-a-dire au probleme de Caachy, retrograde. 
(8.17) Voyons des exemples de controle de systemes gouvernb par une iqquation 
parabolipe avec g du type (8.15) 
a) Dans le cas d’une observation terminale de la solution r(t) du probkme 
de Cauchy direct, on a : 
C: w-+ w(T); z = Z’ = H; M = Id(H), zd fix6 dans H 
Alors g est tel que pour tout w dans D, : 
(g, w) = (C’M(Cy - 4, w) = (M(Cy - zd), C-9 = y(T) - ~a, w(T) 
Done g est du type (8.15) avecg, = 0 etg, =y(T) - xd 
b) Dans le cas d’une observation distribuee, on a : 
c:w+w; z = Z’ = L2(1, H); M = Id(Z); zd tixC dans Z. 
On trouve alors g du type (8.15) avec go = y - xd et g, = 0. Le controle d’un 
systeme gouverne par une equation hypetbolique conduit a des equations 
identiques a celles qui viennent d’etre explicitees dans le cas parabolique si l’on 
Ccrit l’tquation sous forme d’un systeme differentiel du premier ordre entier. 
On peut utiliser a cet effet le formalisme des equations differentielles positives 
de [24]. 
Note added in proof. (a) The extension problem given in Section 6 has been solved 
by B. Lascar (Thesis, November 1978, to appear). (b) Techniques of Section 4 have been 
extended by P. Paclet (Thesis, January 1979, to appear) to “nonproduct” measures. 
(c) Recent results (“Seminaire 1976-1977 d’e.d.p. en dim infinie,” edited by the Poincare 
Institute) show that the cylindrical techniques of the present paper are in fact a particular 
case of more general nuclear techniques. In this way, some functional methods concerning 
Bose and Fermi fields can be studied rigorously. 
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