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We develop theory for fluctuations in atom number and spin within finite-sized cells of a spinor Bose-Einstein
condensate. This theory provides a model of measurements that can be performed in current experiments using
finite resolution in situ imaging. We develop analytic results for quantum and thermodynamic limits of the
fluctuations and apply our theory to the four equilibrium phases of a spin-1 condensate. We then validate these
limits and examine the behaviour over a wide parameter regime using numerical calculations specialised to the
case of a spinor condensate confined to be quasi-two-dimensional (quasi-2D).
I. INTRODUCTION
The measurement of fluctuations can be used to reveal im-
portant properties about equilibrium states (e.g. see [1–21])
and non equilibrium dynamics (e.g. see [22, 23]) of ultra-cold
gases. Recent experiments with trapped Bose gases have mea-
sured density fluctuations in quasi-one-dimensional (quasi-
1D) [16, 18], quasi-2D [13, 24] and three-dimensional (3D)
systems [20, 21] using in situ absorption imaging. More pre-
cisely, finite imaging resolution means that these measure-
ments effectively count the number of atoms within a cell.
The cell size strongly affects the properties of the measure-
ment in that it selects the range of excitation wavelengths that
dominant the fluctuations [25–27]. The fluctuations of multi-
ple component systems is of increasing interest, and we note
theoretical work on the fluctuations of a coherently coupled
two-component condensate [28].
In this paper we consider the equilibrium fluctuations of
spatially extended1 spinor condensates [30, 31]. In this sys-
tem the condensate possesses a vector order parameter allow-
ing a rich variety of accessible ground state phases [30–33],
which can be explored by varying the interaction parameters
and the externally applied magnetic field. Certain phases of
this system exhibit multiple spontaneously broken symmetries
(e.g. see [34]), with a matching number of Nambu-Goldstone
modes. As the excitations of the system can exhibit density
(e.g. phonon excitations) and spin-density (e.g. magnon ex-
citations) character, it is of interest to probe the associated
fluctuations in atom number and total spin within measure-
ment cells. In practice the measurement of spin can be per-
formed using dispersive imaging techniques [35] in the quasi-
2D regime (see Fig. 1) and examples of fluctuation measure-
ments have been reported in experiments (e.g. see [36]). In ad-
dition to providing a general framework for calculating fluctu-
ations we focus in on the spin-1 case, which is realised in cur-
rent experiments with 23Na and 87Rb condensates. This sys-
tem has four distinct magnetic phases, and for each we give
analytic results for the number and spin fluctuations based
upon a Bogoliubov description of the excitations. Our results
catalog how properties of the various magnetic phases are re-
vealed by their fluctuations. A notable example is the broken-
axisymmetric phase in which the axial spin symmetry of the
1 In contrast to the tightly confined single-mode regime (e.g. see [29]).
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Figure 1. (Color online) Schematic illustration of fluctuation mea-
surement for a quasi-2D spinor condensate. Within a small cell of
radius R [indicated by a Gaussian weight function σ (green)] an
operator of interest is measured. For example, the total number of
atoms or the components of spin.
Hamiltonian is spontaneously broken, causing a divergence in
an axial-component of the spin fluctuations at finite tempera-
ture. We show that in a finite system this divergence manifests
as non-extensive scaling of the fluctuations.
The outline of our paper is as follows. We begin in Sec. II
by developing a general theory for the measurement of num-
ber and spin fluctuations of a spin-F condensate using a finite
sized measurement cell (see Fig. 1). In Sec. III we discuss the
thermodynamic and quantum limits of the fluctuations. Then
in Sec. IV we specialise to the case of a spin-1 condensate and
present analytic results for the limiting behaviour. In Sec. V
we further specialise to the quasi-2D regime to present numer-
ical results. We conclude in Sec. VI.
II. FORMALISM
Let us consider measurements made in a cell (i.e. localised
region of space) of a spin-F Bose-Einstein condensate. We
take the observables to be of the form
Wˆσ ≡
ˆ
dx σ(x)wˆ(x), (1)
where the weight function σ(x) describes the cell and wˆ(x)
is a generalized density operator of interest. For generality
we take the spatial coordinate to beD-dimensional so that our
formulation can be immediately specialised to quasi-1D and
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2quasi-2D systems. The generalised wˆ takes the form
wˆ(x) ≡ ψˆ†(x)Wψˆ(x), (2)
where W is a (2F + 1)× (2F + 1) matrix in spin space,
and ψˆ(x) = [ψˆF (x), ψˆF−1(x), . . . , ψˆ−F (x)]T is a spin-F
bosonic field operator. For definiteness, we shall later spe-
cialise to the case of the total density with W → 1 (the iden-
tity matrix), and components of spin density with W→ Fx,y,z
(where the {Fα} are the spin-F spin matrices). However, we
note that the formalism can also include nematic densities, al-
though we do not present results for these here.
The variance in Wˆσ is given by
∆W 2σ ≡ 〈Wˆ 2σ 〉 − 〈Wˆσ〉2, (3)
which can be evaluated as
∆W 2σ =
ˆ
dx
ˆ
dx′ σ(x)σ(x′) 〈δwˆ(x)δwˆ(x′)〉 , (4)
where we have defined the fluctuation operator
δwˆ(x) ≡ wˆ(x)− w. (5)
with w = 〈wˆ〉. We label the correlation function appearing in
Eq. (4) as
Cw(x,x
′) ≡ 〈δwˆ(x)δwˆ(x′)〉 . (6)
The mean number of atoms in the cell is
Nσ =
ˆ
dx σ(x)nˆ(x), (7)
where nˆ(x) = ψˆ
†
(x)1ψˆ(x) is the total density operator.
A. Homogeneous system
The results we derive in this paper will be for the case of a
homogeneous system of total number density n, for which the
mean cell number is Nσ = nVσ , where
Vσ =
ˆ
dx σ(x), (8)
is the D-dimensional effective volume of the cell. Under the
assumption of homogeneity Cw depends only on the relative
separation r = x−x′ of the coordinates and Eq. (4) simplifies
to
∆W 2σ =
ˆ
dr τσ(r)Cw(r), (9)
where we have defined the geometry function
τσ(r) ≡
ˆ
dx
ˆ
dx′ σ(x)σ(x′)δ(x− x′ − r). (10)
We can then Fourier transform (9) to get
∆W 2σ = n
ˆ
dk
(2pi)D
Sw(k)τ˜σ(k), (11)
where
τ˜σ(k) =
∣∣∣∣ˆ dx e−ik·xσ(x)∣∣∣∣2 , (12)
is the Fourier space geometry function of the cell σ. In
Eq. (11) we have introduced the w static structure factor
Sw(k), defined as a Fourier transform of the w correlation
function
Sw(k) ≡ 1
n
ˆ
dr e−ik·rCw(r). (13)
B. Cells
The cell geometry function τσ describes the limited reso-
lution of measurements made in experiments. For the case
of optical imaging the nature of the cell is determined by
the imaging optics and the pixels used to collect the image
(e.g. see [24]). In this paper we approximate this by a Gaus-
sian cell of the form
σ(x) = 2D/2 exp(−|x|2/R2), (14)
where the cell size R is usually set by the resolution limited
spot size [16, 24], which is typically in the range 1 – 5µm in
experiments. However, it is possible to increase this size by
amalgamating the signal from multiple pixels (e.g. see [18]).
The Gaussian cell has an effective volume of Vσ =
(2pi)D/2RD, and a Fourier transformed geometry function
τ˜σ(k) = (2piR
2)De−k
2R2/2. (15)
Previous theoretical treatments examining the fluctuations of
ultra-cold gases have focused on the case of hard cells with all
points in the cell (typically a D-dimensional sphere) equally
contributing to the measurement [25, 37]. While these cells
have the unphysical feature of a sharp boundary, the basic be-
haviour of the fluctuations for the Gaussian and hard cell cases
are similar for the same cell sizes.
III. LIMITING RESULTS FOR FLUCTUATIONS
A. Thermodynamic Limit (TL)
The thermodynamic limit for fluctuations is reached for suf-
ficiently large cells and results in fluctuations that are inde-
pendent of cell details other than volume. For the case of
Gaussian cells we take large to mean that R is bigger than the
microscopic length scales of the system. The relevant thermal
correlation length depends on both the phase and the measure-
ment observable under consideration. We also require that the
temperature is sufficiently high for the relevant fluctuations
to be thermally activated (c.f. the quantum limit fluctuations
discussed in Sec. III C). In the case of scalar condensates the
healing length sets both the quantum and thermal correlation
lengths (e.g. see discussion in [18]), although different length
scales can arise in the spinor case (e.g. see Sec. V A).
3In the large cell regime τ˜σ(k) becomes concentrated near
k = 0 [see Eq. (15)]. Thus the TL for fluctuations (11) are
∆W 2σ ≈ NσkBTχw, (16)
where we have introduced a generalised static susceptibility,
χw ≡ Sw(0)/kBT. (17)
B. Quantum Shot Noise (QSN)
In cells much smaller than all relevant length scales, the
fluctuations are dominated by the high-k incoherent behaviour
of the structure factor, which is given by (see Ref. [38])
S∞w ≡ Sw(k →∞) =
1
n
〈ψˆ†W2ψˆ〉. (18)
In this regime the fluctuations approach the quantum shot
noise value
∆W 2σ ≈ NσS∞w . (19)
For the case of density fluctuations, where W→ 1, this gives
the familiar result of S∞n = 1 and ∆N
2
σ ≈ Nσ .
C. Quantum Large Cell (QLC)
Classically, we expect all fluctuations to vanish at zero tem-
perature. However, quantum fluctuations persist. Here we
consider the fluctuations at T = 0 as measured in large cells2
where the fluctuations are dominated by the collective modes
of the system.
For low-k the structure factor can generally be written as
Sw(k) ≈ Sw(0) + [S∞w − Sw(0)]
(
ξck
2
)j
, (20)
for j > 0, which defines the quantum correlation length
ξc. We show this expansion compared to examples of spinor
structure factors we will use for the results developed in later
sections in Fig. 2(a)-(c).
Using this expansion and evaluating Eq. (11) using (15) we
find the following analytic result for the quantum limit fluctu-
ations
∆W 2σ
Nσ
≈ Sw(0) + [S∞w − Sw(0)]
(
ξc√
2R
)j Γ(D+j2 )
Γ(D2 )
. (21)
where Γ is the gamma function. This result is valid in the limit
that R  ξc. Interestingly, while the first term shows exten-
sive scaling of ∆W 2σ (i.e. ∼ Sw(0)Nσ), the last term exhibits
non-extensive N1−j/Dσ scaling. Thus, in contrast to the TL
2 Small cells at temperatures T  ~2/MR2kB exhibit quantum shot noise
fluctuations, see Sec. III B.
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Figure 2. (Color online) Examples of T = 0 structure factors
showing the comparison to their low-k expansion (20), along with
characteristic length scale ξc. Subplots are: (a) j = 1 case of the
density structure factor relevant to Sec. V C. (b) j = 2 case of the
x-spin density structure factor relevant to Sec. V C. (c) j = 1 case
with Sw(0) 6= 0 for the x-spin density structure factor relevant to
Sec. V D. For the divergent treatment presented in Eq. (22): (d)
a j = −1 case for the y-spin density structure factor relevant to
Sec. V D. Parameters for the results are those used in Sec. V C and
Sec. V D.
and QSN limit, in cases where Sw(0) = 0 the QLC fluctua-
tions grow more slowly than Nσ . This non-extensive nature
of quantum fluctuations has been commented on in Ref. [37].
This result extends to small finite temperatures as long as the
thermal wavelength of the relevant collective modes is larger
than the cell size [25] – this is a challenging regime for ex-
periments, but recently there has been tremendous progress in
this direction [18].
One case which does not fit Eq. (20) is the divergent struc-
ture factor, where Sw(k → 0) → ∞, while the high-k limit
is non-zero, i.e. S∞w > 0 [e.g. see Fig. 2(d)]. In this case the
low-k behaviour can be approximated as
Sw(k) ≈ S∞w
(
kξc
2
)j
, (22)
for j < 0, which also serves to define a generalised quantum
correlation length ξc.
Using this model, a convergent result for the fluctuations is
obtained for D > −j, and is given by
∆W 2σ
Nσ
≈ S∞w
(
ξc√
2R
)j Γ(D+j2 )
Γ(D2 )
. (23)
4IV. APPLICATION TO A SPIN-1 CONDENSATE
A. Brief review of the spin-1 system
In this section we specialise our theory to the case of spin-1
condensates, where the atoms can access three magnetic sub-
levels m = −1, 0, 1, labelled by their z-projection quantum
number. The spin-1 system is conveniently described by two
interaction parameters, the density-dependent coupling con-
stant c0 = 4pi~2(a0 + 2a2)/3M and the spin-depending cou-
pling constant c1 = 4pi~2(a2−a0)/3M , where aS (S = 0, 2)
is the s-wave scattering length for the scattering channel of
total spin S and M is the atomic mass [30]. These set the cor-
responding density healing length ξn ≡ ~/
√
Mc0n and spin
healing length ξs ≡ ~/
√
M |c1|n. The stable ground state
phase is determined by the spin-dependent interaction and the
linear and quadratic Zeeman energies, p and q respectively3
associated with an effective magnetic field along z.
The ground state phase is characterized by the normalised
spinor ξ obtained from the condensate order parameter
〈ψˆ〉 = √n ξ. (24)
A full review of the ground state phases and their properties is
too lengthy to include here, and is covered comprehensively
in the recent review article of Kawaguchi et al. [32]. However,
we briefly introduce the phases in Fig. 3. The four phases are
the (F) ferromagnetic, (P) polar, (AF) antiferromagnetic, and
broken-axisymmetric (BA) phases. These are distinguished
by their magnetization, both along the direction of the external
field (i.e. fz) and perpendicular to it (i.e. f⊥ ≡
√
f2x + f
2
y ),
where fα = nξ†Fαξ, is the α-component of the condensate
spin density and {Fα=x,y,z} are the spin-1 matrices. Using
a spherical-harmonic representation, the spinor order parame-
ters are conveniently visualised as a complex wave function
Ψ(sˆ) =
∑
m ξmY
m
1 (sˆ), where {Y m1 (sˆ)} are the degree 1
spherical harmonics and sˆ is a unit vector in spin-space [32].
These visualisations of the order parameter are also presented
in Fig. 3. While the Hamiltonian for the system is axially
symmetric in spin-space about z (i.e. the magnetic field di-
rection), the order parameters of the AF and BA phases break
axial symmetry. This broken symmetry is reflected in these
phases developing new Nambu-Goldstone modes, i.e. gapless
magnon excitation branches (e.g. see [32]).
B. General results for the spin-1 system
In this section we introduce the fluctuation observables of
interest, briefly review our formalism for calculating the struc-
ture factors, and then present analytic results that can be used
in conjunction with the limiting results of Sec. III.
3 Zeeman shift is EZ = −pm+ qm2. We emphasise that q can be adjusted
independently of p, e.g. [39], and that p also acts as a Lagrange multiplier
to constrain the z-component of magnetisation.
Phase Order parameter ξ and magnetization Ψ(sˆ)
F [1, 0, 0]T or [0, 0, 1]T .
Fully magnetized |fz| = n, f⊥ = 0.
P [0, 1, 0]T .
Unmagnetized fz = 0, f⊥ = 0.
AF
[√
1
2
(
1 + fz
n
)
, 0,
√
1
2
(
1− fz
n
)]T
.
Partially magnetized |fz| < n,
f⊥ = 0.
BA
(p = 0)
[
1
2
√
1− q˜,
√
1
2
(1 + q˜), 1
2
√
1− q˜
]T
.
Magnetized in-plane |fz| = 0,
f⊥ > 0.
Figure 3. (Color online) Phases of a uniform spin-1 condensate. The
normalised spinor, ξ = [ξ1, ξ0, ξ−1]T , magnetisation characteristics
and spherical-harmonic representation of the four distinct magnetic
phases. The spherical-harmonic representation figures are surface
plots of |Ψ(sˆ)|2, with the surface color indicating arg[Ψ(sˆ)], and the
arrow indicates the direction of magnetisation (if any). For the BA
phase we have restricted our attention to the p = 0 case where the
magnetisation is in-plane.
The observables of interest here are the total density and the
three components of spin density. We specialise the general
notation introduced earlier to these cases according to
wˆ → {nˆ, fˆx, fˆy, fˆz}, (25a)
Wˆσ → {Nˆσ, Fˆx,σ, Fˆy,σ, Fˆz,σ}, (25b)
Sw(k)→ {Sn(k), Sx(k), Sy(k), Sz(k)}, (25c)
χw → {χn, χx, χy, χz}, (25d)
where the total density operator nˆ was introduced earlier, and
fˆα(x) = ψˆ
†
(x)Fαψˆ(x) are the spin-density operators.
For a highly condensed system, the field operator takes the
form ψˆ(x) =
√
nξ + δˆ(x), where δˆ(x) describes the fluc-
tuations on the condensate. A Bogoliubov transformation to
a quasiparticle basis can be applied to δˆ(x) to diagonalise
the many-body Hamiltonian expanded to quadratic order in
{δˆ, δˆ†}. Because of the spin degrees of freedom there are
three branches of quasiparticles for the spin-1 system, which
can be characterised as phonon and magnon branches accord-
ing to their effect on the condensate density or magnetisation
(e.g. see [32, 38, 40–42]). In terms of these excitations the
w-density fluctuation operator (5) is given to leading order as
5Phase Obs.(s) Quantum Limits Thermodynamic Limit
Wˆσ j ξc Sw(0) S∞w χw
F Nˆσ , Fˆz,σ 1
ξn√
1 + c1/c0
0 1 1/(c0 + c1)n
Fˆx,σ , Fˆy,σ 1/2 1/2 1/EFg,2
P Nˆσ 1 ξn 0 1 1/c0n
Fˆz,σ 0 0 0
Fˆx,σ , Fˆy,σ 2 laveP
√
1 +
√
q
q + 2c1n
√
q
q + 2c1n
1
2q
q(q + 2c1n)− p2
AF Nˆσ 1 ξn
[
1− f
2
z
n2
(
1
2
c1
c0
−
√
1− f
2
z
n2
c
3/2
1
c
3/2
0
)]
0 1 1/c0n
Fˆz,σ 1 ξs
[√
1− f
2
z
n2
(
1− 3f
2
z
2n2
c1
c0
)
+
f2z
n2
√
c1
c0
]
0 1 1/c1n
Fˆx,σ→+
Fˆy,σ→− 2 l
AF
g
√
2αz
αz ± (1− q/c1n− EAFg,2/c1n)
1
2
[
(1± αz)EAFg,2
(1± αz)c1n− q
]
1
2
(1± αz) 1± αz
(1± αz)c1n− q
BA
(p = 0)
Nˆσ 1
ξn√
1 + c1/c0
0 1 1/(c0 + c1)n
Fˆx,σ 1
ξn
[1− q˜2(1 +
√
1− q˜2)]√1 + c1/c0 q˜
2√
1− q˜2
1
1
1− q˜2
[
1
(c0 + c1)n
+
q˜2
|c1|n
]
Fy,σ −1
√
2ξq ∞ 12 (1 + q˜) ∞?
Fˆz,σ 1
√
2ξq 0
1
2
(1− q˜) (1− q˜)/q
Table I. Analytic results for cell measurement fluctuations in a uniform spin-1 condensate. We detail parameters for all four magnetic phases
needed to evaluate the QLC limit [Eq. (21) for j > 0, Eq. (23) for j < 0], QSN limit [Eq. (19)], and the TL [Eq. (16)] for the observables in
Eq. (25b). Parameters for AF and BA are q˜ ≡ q/2|c1|n, αz ≡
√
1− (fz/n)2 and we define the quadratic Zeeman length scale ξq ≡ ~/√Mq.
The quantities EFg,2 ≡ p − q and EAFg,2 ≡ c1n
√
(1− q/c1n)2 − α2z are energetic gaps of particular excitation branches, with the notation
chosen to match Ref. [38]. We have defined the length scale laveP ≡ ~/
√
M(EPg,1 + E
P
g,2)/2 = ~/
√
M
√
q(q + 2c1n) using the mean of the
energy gaps for the two P phase magnon branches (given in Sec. V C), and lAF ≡ ~/
√
MEAFg,2 using the energy gap of the AF phase magnon
branch. For Nˆσ and Fˆz,σ in the AF phase the expressions for ξc are the first terms in an expansion for c1  c0.
? we cover the special case of the diverging Fˆy,σ TL separately in Sec. V D.
δwˆ(x) ≈ √n
(
ξ†Wδˆ + δˆ
†
Wξ
)
. (26)
The w-structure factor is then given using Eq. (13).
Evaluating thew-structure factor hence requires full knowl-
edge of the condensate order parameters, quasiparticle ampli-
tudes and excitation energies. In general this must be done nu-
merically, however in recent work we have obtained analytic
expressions for the limiting behaviour of the structure factors
for all four phases of the spin-1 system and for the observables
of interest [i.e. Eq. (25a)] (see Table II of [38]). Utilizing this
information we can evaluate the limiting results discussed in
Sec. III, in particular the generalised susceptibility χw and the
quantum correlation length ξc, for most phases. These results
are summarised in Table I and form a key result of this work.
V. CALCULATIONS FOR THE QUASI-2D REGIME
To illustrate the applicability of our analytic results for the
limiting behavior, we have evaluated the fluctuations of a spin-
1 condensate using numerical calculations. We choose to do
this for the quasi-2D regime4 (i.e. D = 2), which can be
realised with a harmonic trap in which one direction, which
we take to be z, is much tighter than the other directions.
High numerical aperture in situ imaging can then be used
to realise highly resolved measurement cells in the conden-
sate (e.g. see Fig. 1). Indeed, detailed fluctuation measure-
ments of this type have been performed on a scalar conden-
sate [13], and this is approximately the regime of the experi-
ments carried out on 87Rb spinor gases by the Berkeley group
4 Condensation is forbidden in an infinite 2D system [43, 44]. However,
our results will apply to finite systems at sufficiently low temperatures (see
Sec. V D).
6Parameter 23Na 87Rb
n 6.1× 109 cm−2 1.2× 1010 cm−2
c2D0 n/kB 14 nK 28 nK
|c2D1 |n/kB 0.28 nK 0.11 nK
ξn 1.2 µm 0.45 µm
ξs 8.7 µm 7.1 µm
Table II. Species-specific parameters for numerically calculating
fluctuations within cells. Note that for 87Rb the spin dependent in-
teraction is negative.
(e.g. see [34–36, 45, 46]). Within the quasi-2D approxima-
tion the tightly confined direction can be eliminated by inte-
grating it out, assuming that the condensate profile in that di-
rection is well approximated by a harmonic oscillator ground
state. In doing this quasi-2D interaction parameters are ob-
tained c2D0,1 = c0,1/
√
2pilz , where lz =
√
~/Mωz is the z
oscillator length and ωz is the respective trap frequency. The
results of Table I cover the homogeneous (i.e. neglecting any
x and y confinement) quasi-2D regime with the replacements
c0,1 → c2D0,1 , and taking n to refer to the areal density of the
condensate. For this reason in the next subsections references
to earlier results involving interaction terms (i.e., c0,1n) will
be taken to mean the quasi-2D equivalents. The numerical re-
sults we develop are also evaluated within the homogeneous
assumption. This should provide a good description of the
central region of a harmonically trapped system where the
mean density is almost constant.
For definiteness, we choose physical parameters for our cal-
culations that could be realised in current experiments: the
central part of a condensate of N = 106 atoms in a 3D har-
monic trap with ωz = 2pi×300 s−1 and radial confinement of
ωx,y = 2pi × 5 s−1. The ideal condensation temperature for
this system is Tc ≈ 100 nK. For the F, P and AF phases, we
use 23Na interaction parameters (i.e. c1 > 0 noting that the F
and P phases also occur for c1 < 0), while for the BA phase
(which requires c1 < 0) we use 87Rb parameters, as listed in
Table II.
In the following subsections, we compare our numeric and
analytic results for the fluctuations of the measurement op-
erators given in Eq. (25b) in each ground state phase. We
discuss the fluctuation scaling with temperature and cell size.
For our results we consider temperature ranges that exceed the
value of Tc for example physical system discussed above. We
do this to illustrate the asymptotic scaling of the fluctuations,
but emphasise that our results are only applicable to particular
systems below the critical temperature (also see discussion in
Sec. V D).
A. F phase
We focus on the F phase with fz = n and note that results
for the case fz = −n (i.e. ξ = [0, 0, 1]T ) are equivalent.
Numerical results are presented, along with analytic limits, in
Fig. 4 as functions of temperature T and cell size R.
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Figure 4. (Color online) Cell fluctuations for the F phase. In
(a) and (c) we plot temperature dependent results for cell sizes of
R ∈ {0.2, 2, 20}×µm, as labelled in (a). In (b) and (d) we plot fluc-
tuations as a function of cell size R for temperatures T ∈ {0, 5, 50}
nK, as labelled in (b). Also plotted are the QSN limit (dashed blue
line), QLC limit (dashed black line) and the TL (dot-dashed red line).
Parameters are for 23Na as in Table II, and we also set fz = n,
p = c1n and q = −c1n. For Nˆσ and Fˆz,σ , ξc = 1.2 µm [vertical
green line in (b)]. For Fˆx,σ and Fˆy,σ , lF is shown [vertical green line
in (d)] and ξc = 0.
We first consider fluctuations in Nˆσ and Fˆz,σ , which are
presented in Figs. 4(a) and (b). We note that, to our level of ap-
proximation for the structure functions [i.e. Eq. (26)], the fluc-
tuations in these operators are identical in this phase. This is
because the leading order effect arises from the phonon exci-
tations in the m = 1 sub-level (where the condensate entirely
resides), and these excitations have an identical effect on both
operators. Furthermore, the structure factor has Sw(0) = 0
and S∞w = 1, with linear low-k behaviour, and so the fluc-
tuations in Nˆσ and Fˆz,σ are equivalent to the number fluctu-
ations of a scalar condensate, which has been studied thor-
oughly [25] (also see [18]). Thus the analysis we now give for
these operators effectively reiterates those findings.
The QSN limit is Poissonian
∆F 2z,σ = ∆N
2
σ = Nσ, (27)
[from Eq. (19) and Table I] and occurs for R  ξc, and at
temperatures sufficiently low that excitations with wavelength
comparable to the cell size are not thermally activated. In
Fig. 4(a) this is observed for the 0.2µm cell at T  500 nK,
where the thermal wavelength lT = ~/
√
MkBT is compara-
ble to the cell size (see discussion in [25]). In Fig. 4(b) the
results for all three values of T are seen to approach the QSN
limit for values of R much less than ξc.
7Because the structure factor for Nˆσ and Fˆz,σ is ungapped
with linear low-k behaviour, the QLC limit for the quasi-2D
system is [from Eq. (21)]
∆F 2z,σ = ∆N
2
σ = Nσ
√
pi
8
ξc
R
. (28)
In Fig. 4(a) this limit is only obtained for the largest cell con-
sidered (the only cell with R  ξc) at temperatures below
T ≈ 0.1 nK, where there is insufficient thermal energy to ac-
tivate phonon modes of wavelengths comparable to the cell
size.5 In Fig. 4(b) the non-extensiveness of the quantum fluc-
tuations is revealed by the decrease in T = 0 fluctuations
(relative to Nσ) as R increases.
The TL behaviour is revealed in Fig. 4(a) by the linear
growth in fluctuations with T at sufficiently high T . The fluc-
tuations for the smallest cell lie appreciably below the results
for the large cells. This is because ξc  R for the smallest
cell, thus correlation effects are important even at high tem-
peratures (also see discussion in Sec. IV.B of Ref. [25]).
Due to the axial symmetry of the F phase, we have that
∆F 2x,σ = ∆F
2
y,σ . For these fluctuations, the associated struc-
ture factor has the correlation length ξc = 0. This is because
the relevant quasiparticle modes are magnons with a free par-
ticle dispersion relation, but with an energy gap EFg,2 ≡ p− q
(i.e. set by the Zeeman energies).6 This means that the QLC
and QSN limits are the same, since at T = 0 the structure
factors Sx,y(k) = 12 are independent of k (see Sec. IV.A.3 of
[38]). The equivalence of these limits is seen in Fig. 4(c) for
low temperature kBT  EFg,2, where the excitations freeze
out. This is also revealed by the T = 0 result in Fig. 4(d)
which is independent of cell size.
The TL behaviour is observed as fluctuations increasing lin-
early with T at large values of T in Fig. 4(c), and by the
fluctuations plateauing as R increases in Fig. 4(d). The TL
behaviour, as predicted in Table I, requires that both T 
EFg,2/kB ≈ 0.56 nK and R  lF ≡ ~/
√
MEFg,2 ≈ 6.1µm,
where lF is the length scale associated with the F phase en-
ergy gap. We note that for c1 > 0, the energy gap is always
greater than zero, but for c1 < 0 the energy gap goes to zero as
the system approaches a transition point to the BA phase (see
Fig. 3(c) of Ref [32]), and the transverse spin susceptibility
χx,y = 1/E
F
g,2 and lF diverge.
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B. P phase
Numerical results for the P phase are presented, along with
analytic limits, in Fig. 5 as functions of temperature T and cell
5 In [25] this is equivalently cast as the thermal phonon wavelength being
larger than the cell size (also see [18]).
6 In experiments p is typically large (p ∼ h× 10 kHz) and these excitations
will be frozen out at condensation temperatures. We have chosen to use a
small value of p to illustrate transverse fluctuations at low T .
7 Similar behavior occurs at the F to AF phase boundary for c1 > 0 (al-
though the other magnon branch softens), and in the P to BA phase bound-
ary for c1 < 0.
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Figure 5. (Color online) Cell fluctuations for the P phase. In
(a) and (c) we plot temperature dependent results for cell sizes of
R ∈ {0.2, 2, 20}×µm, as labelled in (a). In (b) and (d) we plot fluc-
tuations as a function of cell size R for temperatures T ∈ {0, 5, 50}
nK, as labelled in (b). Also plotted are the QSN limit (dashed blue
line), QLC limit (dashed black line) and the TL (dot-dashed red line).
Parameters are for 23Na as in Table II, with fz = 0, p = 1.5c1n
and q = 2.1c1n. For Nˆσ , ξc = 1.2 µm and for Fˆx,σ and Fˆy,σ ,
ξc = 6.6 µm and lmaxP are shown [vertical green lines in (b,d)].
size R.
We note that, to our level of approximation [i.e. Eq. (26)]
we have ∆Fˆ 2z,σ = 0 in the P phase, since the condensate order
parameter is ξ = [0, 1, 0]T . The Sn structure factor for Nˆσ
fluctuations arises from the phonon excitation branch. The
general behavior of these fluctuations in Figs. 5(a) and (b) is
similar to the analysis of Nˆσ and Fˆz,σ fluctuations in the F
phase, except that the value of ξc is larger by 1%.
As in the F phase, the axial symmetry of the polar ground
state means that the transverse magnetic fluctuations are
isotropic (i.e. ∆F 2x,σ = ∆F
2
y,σ). The relevant structure fac-
tors Sx(k) = Sy(k) are gapped and quadratic for low k. Both
magnon excitation branches contribute to them, and they have
a non-zero correlation length ξc. This causes the QLC limit
to exhibit non-extensive scaling [i.e. dependence onR for low
temperature fluctuations in Fig. 5(c), and the QLC limit in
Fig. 5(d)].
At high temperatures we see similar behaviour to that ob-
served for the transverse fluctuations in the F phase. The
two magnon excitation branches have energy gaps of EPg,1 =√
q(q + 2c1n)−p andEPg,2 =
√
q(q + 2c1n)+p, and obtain-
ing TL fluctuations requires T  max{EPg,1, EPg,2}/kB≈ 1.2
nK and R  lmaxP ≡ ~/
√
M min{EPg,1, EPg,2} ≈ 7.2µm,
where lmaxP is the longest length scale associated with the P
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Figure 6. (Color online) Cell fluctuations for the AF phase as a func-
tion of temperature, for cell sizes R ∈ {0.2, 2, 20}µm as labelled in
(c). Also plotted are the QSN limit (dashed blue line), QLC limit
(dashed red line) and TL (dot-dashed red line). Parameters are for
23Na as in Table II, with fz = 0.2n and q = −c1n.
phase energy gaps.
C. AF phase
Numerical results for the AF phase are presented, along
with analytic limits, in Fig. 6 as a function of temperature T ,
and in Fig. 7 as a function of cell size R.
The behavior of Nˆσ and Fˆz,σ fluctuations are shown in
Figs. 6(a),(b) and 7(a),(b). These results are similar to number
fluctuations of a scalar condensate, but with different corre-
lation lengths (see Table I). Notably, because the correlation
length for z-spin fluctuations is larger, in Fig. 6(b) only the
largest (R = 20µm) cell is in good agreement with the TL
prediction for fluctuations at large T . In the AF phase the axial
symmetry is broken by the condensate order parameter having
unequal nematic moments in the spin-xy plane (e.g. see order
parameter in Fig. 3). Arising from this broken symmetry is
a second Nambu-Goldstone mode: in addition to the phonon
mode, a magnon mode develops that is gapless and has a linear
dependence on k as k → 0. Both Nambu-Goldstone modes
contribute to Nˆσ and Fˆz,σ fluctuations, however the phonon
mode dominates Nˆσ , whereas the magnon mode dominates
Fˆz,σ for |fz|  n.
In Figs. 6(c),(d) and 7(c),(d) we consider the transverse spin
fluctuations. The broken symmetry of the AF phase is re-
vealed by the asymmetry in Fˆx,σ and Fˆy,σ fluctuations. We
note that by choosing the condensate order parameter to be
real we bias the condensate nematic tensor to bulge out in
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Figure 7. (Color online) Cell fluctuations for the AF phase as a
function of cell size R, for temperatures T ∈ {0, 5, 50} nK as la-
belled in (a). Parameters, limits and line styles are as in Fig. 6. For
Nˆσ , ξc = 1.2 µm; for Fˆz,σ , ξc = 8.6 µm; for Fˆx,σ , ξc = 8.3 µm;
for Fˆy,σ , ξc = 11 µm; are shown along with lAF for Fˆx,σ and Fˆy,σ
[vertical green lines].
the spin-x direction relative to the spin-y direction (e.g. see
Sec. 3.3.2 of [32]), (i.e. S∞x > S
∞
y ), which is reflected in the
QSN limit for fluctuations [c.f. Eqs. (18), (19)], as can be seen
by comparing the fluctuations at low T for theR = 0.2µm cell
in Figs. 6(c) and (d).
The low k properties of the transverse spin structure factors
also differ: Sx has a dip [i.e. Sx(0) < S∞x , as illustrated in
Fig. 2(b)], whereas Sy has a peak. This difference changes the
sign of the second term of the QLC limit (21), which governs
the non extensive scaling of the fluctuations. This is partic-
ularly noticeable in the comparison of the low temperature
plateaus in fluctuations in Figs. 6(c) and (d): For Fˆx,σ quan-
tum fluctuations get smaller (relative to Nσ) as cell size in-
creases, whereas Fˆy,σ quantum fluctuations get larger.
The TL for Fˆx,σ and Fˆy,σ fluctuations requires that T 
EAFg,2 /kB ≈ 0.49 nK and R  lAF ≈ 6.6µm, with these
quantities defined in Table I.
We emphasise that in situations where the axial symmetry
is broken spontaneously, the behaviour we attribute to x and
y spin fluctuations here will rotate to an arbitrary angle in the
transverse plane.
D. BA phase
Numerical results for the BA phase are presented, along
with analytic limits, in Fig. 8 as a function of temperature T ,
and in Fig. 9 as a function of cell size R. Note that this phase
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Figure 8. (Color online) Cell fluctuations for the BA phase as a
function of temperature for cell sizesR ∈ {0.2, 2, 20}µm as labelled
in (c). Also plotted are the QSN limit (dashed blue line), QLC limit
(dashed red line) and TL (dot-dashed red line). Parameters are for
87Rb as in Table II, with fz = 0, p = 0 and q = |c1|n. To calculate
Fˆy,σ fluctuations in (d) we use Lsys = 70µm (see text).
occurs for a negative spin dependent interaction (c1 < 0) and
we use parameters for 87Rb to illustrate our results in this
subsection. We also restrict our attention to the BA phase at
p = 0, in which case the condensate spin is transverse and
breaks the axial symmetry of the Hamiltonian.8 This regime
and the spontaneous broken symmetry have been explored in
beautiful experiments by Sadler et al. [34] where the conden-
sate was quenched from the P phase to BA phase. Due to the
broken symmetry a Nambu-Goldstone magnon mode arises,
which contributes to Fˆz,σ and Fˆy,σ fluctuations, notably caus-
ing Sy to diverge (we discuss this further below).
The Sn and Sz structure factors for the BA phase are both
ungapped and linear at low k. The Nˆσ fluctuations arise from
the phonon mode,9 whereas the Fˆz,σ fluctuations are due to
the magnon Nambu-Goldstone mode. In both cases we ob-
serve that the fluctuations grow slower than Nσ at T = 0
[see Figs. 9(a) and (b)]. Also, because the correlation length
for the Fˆz,σ fluctuations is much larger than that for Nˆσ , the
cross over to the TL fluctuations for Fˆz,σ requires appreciably
larger cells [e.g. see Figs. 8(a) and (b)].
The T = 0 structure factor for Fˆx,σ fluctuations is gapped,
with a linear approach to its k = 0 value. Results for the fluc-
8 For p 6= 0 the condensate has an axial spin component, but there are no
general analytic results for the condensate and excitations (see [40]).
9 There is an avoided crossing with the gapped magnon mode, however for
typical parameters of 87Rb condensates this feature is negligible (see [38]).
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Figure 9. (Color online) Cell fluctuations for the BA phase as a
function of cell size R, for temperatures T ∈ {0, 5, 50} nK as la-
belled in (a). Parameters, limits and line styles are as in Fig. 8. For
Nˆσ , ξc = 0.45 µm; for Fˆz,σ , ξc = 10 µm; for Fˆx,σ , ξc = 0.84 µm;
and for Fˆy,σ , ξc = 10 µm [vertical green lines].
tuations are shown in Figs. 8(c) and 9(c), and we see similar
behaviour to transverse spin fluctuations in the P phase.
For our choice of 87Rb parameters the density healing
length is appreciably smaller than for the sodium case con-
sidered previously (see Table II). For this reason the 0.2 µm
cell is not sufficiently small for the QSN limit to hold [see
Figs. 8(a) and (c)].
Finally, we consider Fˆy,σ fluctuations. Due to our choice
of a real order parameter, the spontaneously acquired spin or-
der is along x. Thus fluctuations in the y-component of spin,
which act to restore the axial symmetry, are dominated by the
magnon Nambu-Goldstone mode. We note from Ref. [38] that
the T = 0 structure factor is divergent, and of the form given
in Eq. (22) with j = −1. Nevertheless in quasi-2D we obtain
a convergent QLC limit given by Eq. (23). This behavior is
verified by the T = 0 result Fig. 9(d).10
In contrast, the T > 0 structure factor diverges like
Sy(k → 0) = S∞y
(
klT
2
)−2
. (29)
As might be expected for a spontaneous magnetization, the
associated spin susceptibility χy , and hence TL of the Fˆy,σ
fluctuations, is divergent. According to the Mermin-Wagner-
Hohenberg (MWH) theorem, continuous symmetries cannot
10 The disagreement at large R is due to the introduction of Lsys in the nu-
merical calculations [see discussion below Eq. (29)].
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be spontaneously broken at finite temperature in a 2D system
with short-range interactions [43, 44]. In addition to forbid-
ding the development of a long-range ordering of spin, this
theorem also forbids the existence of a true condensate in 2D.
In experiments with finite trapped samples, a true conden-
sate can exist in a quasi-2D trap if the temperature is suffi-
ciently cold for the phase coherence length to exceed the size
of the system, Lsys [47]. Clearly the thermodynamic limit
does not exist since the condensation temperature goes to zero
as Lsys →∞ (in accordance with the MWH theorem). How-
ever, this suggests that in any finite system where the theory
is applicable, that the excitations will be physically cutoff by
some length scale Lsys. This length scale has not appeared
explicitly thus far, but has been implicit in our assumption of
a true condensate existing.11
The TL for Fˆy,σ fluctuations can be obtained by evaluat-
ing Eq. (11) using Eq. (29), adjusted to account for the long
wavelength cutoff in quasi-2D:
∆W 2σ = n
ˆ ∞
1/Lsys
k dk
2pi
Sw(k)τ˜σ(k). (30)
We find that the TL is logarithmically sensitive to Lsys, and is
given by
∆F 2y,σ
Nσ
≈ S∞y
[
ln
(√
2Lsys
R
)
− γe
2
](
2R
lT
)2
, (31)
where γe ≈ 0.5772 is Euler’s constant. This result is valid in
the limit lT  R  Lsys. The QSN limit is insensitive to the
long wavelength cutoff and is still given by our earlier result
Eq. (19).
Numerical results for Fˆy,σ fluctuations, along with the an-
alytic limits just derived, are shown in Fig. 8(d) as a function
of temperature T , and in Fig. 9(d) as a function of cell size
R, using a cutoff of the Thomas-Fermi radius of the system,
i.e. Lsys = 70µm. In the high T regime, lT  R and the
fluctuations increase linearly with T . Noting that Nσ ∝ R2
in quasi-2D, Eq. (31) reveals that ∆F 2y,σ ∝ N2σ .12 This is the
remnant of the diverging susceptibility in the finite system,
and is clearly seen in Fig. 9(d) as the non-extensive scaling
of the TL results, i.e. fluctuations increasing rapidly with cell
size. Similarly, the QLC result given by Eq. (23) scales as
N
3/2
σ , as can be seen in Fig. 9(d).
VI. CONCLUSIONS
In this paper we have presented a theory for the fluctuations
of atom number and components of spin in a spinor conden-
sate. Our theory is based around the idea of Gaussian mea-
surement cells which approximate finite resolution measure-
ments that could be made in experiments, e.g., using disper-
sive in situ imaging.
Our results for the spin-1 system demonstrate how aspects
of the magnetic phases are revealed by fluctuations in the var-
ious quantities considered. Importantly, the spin fluctuations
are typically dominated by the magnon excitations of the sys-
tem, and are sensitive to whether these are gapped or gap-
less. Notably, gapless Nambu-Goldstone magnons arise from
spontaneously broken axial spin symmetry in the AF and BA
phases. For the BA phase we showed that this leads to a diver-
gence in a transverse spin component, which could be mea-
sured as a non-extensive scaling of the fluctuations. For the
AF phase the equivalent divergence occurs in a component of
the nematic density fluctuations. Our formalism naturally in-
cludes nematic fluctuations, although we did not present re-
sults for these in this paper. However, we note dispersive
imaging techniques are also capable of measuring nematic
density.
Another important feature of our results is the diverse range
of length and temperature scales governing the relevant fluc-
tuations. This occurs because the typical scales of density
and spin interaction energies differ by roughly two orders of
magnitude in rubidium and sodium spinor condensates. Thus,
while the density correlation lengths are typically smaller than
a micron and not resolvable with optical probing, the spin cor-
relation lengths are much larger, and easily resolved. This will
make it feasible to explore the role of cell size in fluctuation
measurements.
There are several exciting possibilities for future develop-
ment of the ideas presented here. First, the extension to higher
spin systems is immediate. Second, it would be interesting to
include the role of dipole-dipole interactions. These interac-
tions are quite weak for the case of 87Rb, but can have an ap-
preciable role on the low energy spectrum, which would affect
large-cell fluctuation measurements (also see [49]). Finally,
beyond the Bogoliubov approach we presented here there are
many avenues for extending the theory including the role of
quantum and thermal back-action on the condensate [50, 51]
and detailed behaviour of the system near phase boundaries
(e.g. see [52–57]).
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11 For the scalar case at higher temperatures a quasi-condensate phase exists
with suppressed density fluctuations, but without off-diagonal-long-range
order. However, the density fluctuations of this phase are identical to Bo-
goliubov predictions made assuming a true condensate (e.g. see [48]).
12 In the regime where the logarithmic term can be taken constant.
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