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I. INTRODUCTION 
The energy system consists of an integrated set of 
technical and economic activities which strongly interacts 
with the social and physical environment. Energy is a 
vital component in the economic and social well-being of a 
nation and must be considered explicitly in the formulation 
of regional, national, and international energy supply 
policies. As the importance of energy in policy making has 
become apparent, energy system models are now used ex­
tensively for regional, national, and international fore­
casting and for policy formulation and analysis. 
Energy system models are formulated using theoretical 
and analytical methods from several fields including eco­
nomics, engineering, operations research, and management 
sciences. Techniques of applied mathematics and statistics 
used to implement these models include mathematical pro­
gramming, econometrics or related methods of statistical 
analysis, and network analysis. 
Modern electrical energy system forms a complex of 
installations with many intricate electrical and economic 
connections. The electric power industry has been charac­
terized by one of the highest sustained growth rates of any 
industry, with electric energy use and installed capacity 
doubling every ten years on the average during this century. 
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The greatest problem faced by the electric power in­
dustry continues to be the timely completion of new facili­
ties to meet the growth in electricity demand. Underlying 
areas of difficulty include technical and construction 
difficulties, delays in securing governmental approvals, 
uncertainties in meeting environmental requirements and un­
certainties in planning for future fuel supplies. 
With continued inflation, the electric utilities' costs 
for new facilities have maintained the sharp rate of increase 
in recent years. These inflated costs, coupled with higher 
interest rates and longer construction periods which in­
crease the total capital requirements, have resulted in diffi­
culty in securing sufficient funds for expansion programs. 
In some cases, utility bond ratings have been reduced be­
cause of insufficient revenues in the view of financial com­
munity and added further to the difficulty in raising capi­
tal . 
Long-range planning no longer can be primarily aimed 
at service reliability. In the modern industrial environ­
ment, it also must be used for future energy demand fore­
casting, capital expansion, revenue requirements and fi­
nancial forecasts. 
The approach to planning and economic problems has 
changed in recent years. While a purely qualitative de­
duction based on intuition was formerly thought sufficient, an 
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analytical and synthetic expression of the data is now re­
sorted to. This approach is particularly useful in the 
case of economic problems of planning and operating a large 
electric power system which is characterized by a complex 
interdependence of many parameters. 
Decision making involving complex and intricate systems 
can be aided by the use of mathematical simulation, a tech­
nique from the field of operations research. The aim of the 
aggregate of methods used in operations research and manage­
ment science is to determine the most economic or most ef­
fective solution rationally, with the help of mathematics, 
in order to arrive at the appropriate decision. Computers 
are essential tools when the problem's variables become 
numerous. The problem of determining optimum investment 
policies in the face of a rapid increase of demand, high 
costs, the large number and diversity of alternate invest­
ment policies, and the numerical tedium of evaluating in depth 
even a single policy has hastened the development of mathe­
matical models to assist the system planners or the decision 
makers in scanning and costing alternative policies. 
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II. LITERATURE REVIEW 
The application of mathematical programming methods and 
computer simulation to investment decisions and problems 
faced by electric industries and to electric power system 
planning that estimates the optimum pattern of future elec­
trical supply began with Pierre Masse's (1962) studies at 
Electricite de France. Masse built and solved a very 
simple model, with 5 variables and 4 constraints, which 
could be solved "by hand". Regardless of its simplicity, 
this first attempt demonstrated that the method was feasible 
and fruitful. Contributions have been made on many fronts 
in the area, as described in state-of-the-art paper by 
Donnel and Tinney (1968). Manne (1971) utilized mixed inte­
ger programming codes for project evaluation, Gately (1970) 
also used integer programming approach for investment plan­
ning. These integer programs deal with the economies of 
scale present in investment costs but not with the system 
reliability constraints and their implied diseconomies of 
scale. Bessiere (1970) and Cazalet (1970) utilized nonlinear 
programming techniques and Rogers (1970) introduced a net­
work-type algorithms for planning capacity expansions. The 
computational inefficiency of these algorithms has required 
either considerable aggregation of the investment decision 
variables or a restriction to relatively short planning 
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horizon. 
Dynamic programming techniques were used by Lindqvist 
(1962) to determine the optimum operating schedules for 
long-range storage reservoirs on mixed hydro-thermal systems, 
his model was developed for the Swedish State Power Board, 
and has been used extensively for the technical and economic 
long-term planning of system extensions. This technique 
also was used by Petersen (1973) for studying the expansion 
of electric power systems. 
Marginal analysis was applied to investments in electri­
city supply by Electricite de France in the late 1940's. 
The analysis, as described by Masse (1964), starts from an 
arbitrary initial program and then seeks to improve it by 
marginal substitutions. A common application of marginal 
analysis has been comparison of fossil and hydro alterna­
tives to meet a given demand for electricity (Masse (1962)). 
The difficulty with marginal analysis is that the marginal 
substitutions to the investment plan may be many, requiring 
special routines to scan and cost the alternatives, the 
process of using marginal substitutions to construct and 
evaluate a sequence of investment plans is tedious and time 
consuming. Also, because of the trial and error nature of the 
search, one cannot guarantee that optimal or near optimal 
solutions will actually be found. As system planners fade 
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larger and more complicated systems, as new types of re­
strictions come into play (e.g., capital and fuel limi­
tations, environmental restrictions), and as forecasting 
difficulties require more extensive sensitivity analysis, 
the marginal analysis process becomes even more unwieldly. 
Simulation models which integrate the load duration 
curve directly used by the Central Electricity Generating 
Board, United Kingdom, for the estimation of generation 
savings associated with different investment programs. 
It was reported by Berrie and Whitting (1963). Jacoby 
(1967) adapted simulation model for a mixed storage hydro-
thermal system. 
Work has been done on a limited scale in recent years 
in modeling the energy system as an aid to planning. The 
model developed by Baughman (1972) at the Massachusetts 
Institute of Technology is one of the most ambitious over­
all energy models developed to date. It is intended as a 
medium to long-range dynamic systems model for interfuel 
competition and is in a large part an effort to investigate 
and model the interdependencies and cross ties between the 
important competing sources of energy in the U.S. economy. 
The Brookhaven Energy Model, developed by Hoffman (1973), 
optimizes the fuel mix with respect to cost, resource con­
sumption, or environmental considerations in a given planning 
year, again for all forms of energy consumption. It is a 
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static formulation which specifies the optimal resource mix 
and the assignment of resources to demand sectors. It does 
not consider such items as the depletion of resources of 
the development of new supplies. 
The Bureau of Mines Energy Model, developed by Morrison 
and Readling (1968), is designed as an overall energy demand 
forecasting model. The equations predicting total demand are 
developed using a series of energy balances for the period 
1947 to 1965. These are then used to forecast the near 
future energy economy. 
Whatever the model type, energy models are used in 
forecasting, planning and policy analysis. Energy planning 
activities include policy planning, strategic planning 
and tactical or operational planning. All three types of 
planning and policy analysis are utilized by the various 
groups, including regulatory agencies, industry and corporate 
planning groups. The variety of models reviewed in this 
chapter suggests that a broad-ranging capability exists for 
supporting electrical energy forecasting, planning, capital 
budgeting and analysis studies. 
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III. OBJECTIVES 
This research effort was aimed at shedding light on the 
evolution, over some planning horizon, of the optimal struc­
ture of electricity production. Many of the previously 
developed optimization programs, cited in the literature 
review, were considered to be very helpful in investment 
studies of electricity supply. These models, however, 
have the weakness of failing to consider the effects of 
fluctuating interest rates, inflationary pressures on prices 
and costs. They also neglected the renewal cost or addi­
tional investment for replacing the equipment removed as 
interim retirements. Reliability restrictions were not 
considered with sufficient accuracy nor did the models measure 
the impact of the energy shortage on the economy. Therefore, 
those models failed to study various energy allocation poli­
cies to be used during an energy shortage. 
In this research effort, an attempt was made to take 
into consideration the reliability restrictions in electricity 
supply, the impact of future interest rates, the inflationary 
expectations, the additional investment cost, and the energy 
shortage on the long-range planning for an electrical energy 
system. In this perspective, the objectives of this study 
are: 
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1. To formulate a chance-constrained programming 
model to optimize expansion plans for the generating 
capacity of an electrical energy system. The 
planning objective is to minimize all investment and 
operating costs that are incurred for power genera­
tion over the horizon. The optimization is per­
formed with respect to costs, resource consump­
tions, environmental effects and limitation of 
capital investment in a given planning year. 
2. To study in detail the three important input factors 
used in the chance-constrained programming model, 
namely future electrical energy demand, renewal 
cost, and interest rates. 
3. To illustrate the application of the formulated 
model in a limited form of a case study and try to 
demonstrate the model's capability. 
Figure 3.1 represents the structure of this study. The 
results of this research are presented in the following 
fashion. Chapter IV is directed to the utilization of fore­
casting techniques in electrical energy demand forecasting. 
Chapter V provides a discussion of the term structure of 
interest rates and inflationary expectations. Chapter VI 
presents the methods of estimating utility plant life, 
mortality dispersion and additional investment require­
ments. Chapter VII formulates the mathematical programming 
10 
model. Chapter VIII presents the application of the model 
together with the computational results. The final chapter 
is devoted, as is customary, to summary and conclusions. 
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Model 
Input 
Model 
Generation 
Model 
Solution 
Post 
Solution 
Analysis 
Solution Analysis 
Mathematical Programming Model 
Solution System 
(a case study and computational results) 
Methods of esti­
mating utility 
plant life, 
mortality disper­
sion and addi­
tional invest­
ment requirements 
The term structure 
of interest rates 
and inflationary 
expectations 
Analysis and fore­
casting future 
electrical energy 
demand 
Figure 3.1. Information flow and structure of this study 
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IV. ELECTRICAL ENERGY DEMAND 
FORECASTING 
There are three important input factors being used in 
the chance-constrained programming model. These are future 
electrical energy demand, renewal cost and the expectation of 
future interest rates. This chapter is devoted to the 
first input factor, namely future electrical energy demand. 
The chapter is divided into two sections with the first sec­
tion giving a brief discussion of forecasting in management. 
The second section provides a utilization of four forecasting 
techniques as an illustration in forecasting the demand of 
electricity. These techniques are time series analysis, 
multiple regression, Box-Jenkins method, and exponential 
smoothing. 
A. Forecasting and Management 
A key aspect of any decision-making situation is being 
able to predict the circumstances that surround that decision 
and situation. Such predictions have been identified as a 
key subpart of the decision making process. As a consequence 
of emphasis placed on systematic management, the area of 
predicting and forecasting has been studied extensively, 
and methods of forecasting have been developed. This 
section provides a discussion of the type of model represented 
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by forecasting techniques and selections of the forecast­
ing technique. 
1. The type of model represented by forecasting techniques 
Four model categories were identified for use in classi­
fying alternative forecasting techniques. Specific tech­
niques, because of their characteristics may well belong to 
more than one category. 
The first type, and perhaps the most common in the area 
of quantitative forecasting, is the time-series model. Two 
variables are assumed in a time-series model: the one to be 
forecasted and the period of time in question. A time series 
model always assumes that some pattern or combination of 
patterns is recurring over time. Thus by identifying the 
pattern and the starting point for that pattern, a forecast 
for any subsequent time period can be made by knowing the 
number of periods in each cycle of the pattern and the 
number of periods since the starting point. 
A second type is the causal model, the techniques, of 
which assume that the value of a certain variable is a 
function of several other variables. The term "causal 
model" is generally reserved for models with variables other 
than sequential time periods. The strength of the causal 
model as a forecasting method is that it gives a range of 
forecasts corresponding to a range of values for the different 
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variables. 
The third type is the nonstatistical model. Since the 
division between statistical and nonstatistical is dichotomous, 
all models that do not follow the general rules of statistical 
analysis and probability theory can be classed as nonstatis-. 
tical techniques. Because of this basic orientation, the 
nonstatistical models are often easier to understand than 
statistical models and simpler to apply. However, most 
nonstatistical models are limited by an inherent lack of 
guidelines on the level of confidence that can be placed on 
their forecasts. 
Statistical models made of the last category. This 
type uses the language and procedures of statistical analysis 
to identify the patterns in the variables being forecast, and 
in making statements about the reliability of these forecasts. 
2. Selection of a forecasting technique 
Selection of the appropriate forecasting technique for 
a specific situation is a primary factor in making pre­
dictions. Generally, five key areas are needed to be 
considered; 
a) The item that is being forecasted. 
b) The interaction between the situation and the char­
acteristics of different forecasting methods. 
c) The amount of available historical data. 
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d) The time horizon. 
e) The pattern of the data. 
In selecting a forecasting method, it is important to 
understand the limitations plus capabilities of each method 
and its application in decision making. 
B. A Utilization of Four Forecasting Techniques as 
an Illustration in Forecasting the Demand 
of Electricity 
Forecasting is very important for all utility companies. 
Growth in consumer demands, which can only be met by installed 
generation and distribution facilities, must be anticipated 
well in advance since the design and construction of such 
facilities require a lead time of at least five or six years. 
Four forecasting techniques are utilized in this chapter 
to develop forecast of electricity demand. They are time 
series analysis, multiple regression, Box-Jenkins method and 
exponential smoothing. This section is divided into three 
parts, the first part presents the general theory of the four 
forecasting techniques. The second part provides a descrip­
tion of the sample input data and forecasting results. The 
last part is devoted to a comparison of actual experience 
with the results forecasted utilizing the four techniques. 
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1. General theory of the four forecasting techniques 
The general theory of these forecasting techniques are 
presented systematically as follows; 
a. Time series analysis Much can be found in the 
literature concerning Time Series Analysis, Box (1970), 
Brown (1963). 
A time series is a set of observations y^^, y2'''''^n 
at specified time increments t^, and can be repre­
sented by function y = F(t). Graphically, this may be repre­
sented by Figure 4.1. 
y 
t 
Figure 4.1. Observed values 
The decomposition method of time series forecasting tries 
to identify three separate portions of the basic underlying 
patterns: the trend factor, a cyclical factor, and a 
seasonal factor. 
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The trend simply amounts to the long-run linear pro­
jection for the series. This long-run projection is usually 
assumed to be a straight line that eliminates all random 
fluctuations due to seasonal and cyclical factors. 
y 
Figure 4.2. Long term trend line 
The cyclical factor in a series is one that might commonly 
be found in the demand for agricultural products or new 
housing starts. This cyclical factor generally follows 
the pattern of a wave, passing from a high to a low value 
and back to a high value. 
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t 
Figure 4.3. Cyclical curve 
The seasonal factor relates to the annual fluctuation or 
a fluctuation over soKie other set time period in the basic 
underlying pattern. This seasonal factor is one that re­
peats over some short period of time, say every month or 
every week, whereas the cyclical factor is one that repeats 
over some longer period of time - perhaps 2 to 4 years. 
Depending on the actual data and the variable being fore­
cast, the decision maker may not believe that a cyclical 
pattern exists and may wish to use only on the basic trend 
and a seasonal factor. 
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y 
Figure 4.4. Seasonal effect 
When a pattern is decomposed into three factors, the 
mathematical form used to represent this decomposition is 
F = T . C . S . I (4.1) 
where T is the trend factor, C is the cyclical factor, S 
is seasonal factor and F is the forecast and I is irregular 
component. 
b. Multiple regression References to this approach 
are numerous in the literature, for examples, Corxton (1960), 
Kerlinger (1973), Snedecor (1967), Spencer (1961). 
Multiple regression is a method of analyzing the 
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collective and separate contributions of two or more inde­
pendent variables, to the variation of a dependent 
variable y. Mathematically, this can be written as 
y = bg + b^x^ + bgXg + ••• + b^x^ (4.2) 
where b^, b^, ..., b^ are regression coefficients associated 
with the independent variables x^, Xg, ...,x^, bg is an inter­
cept constant. 
The computation of the coefficients in the regression 
equation is based on the use of a number of historical 
observations. Subsequently, the reliability of forecasts 
based on that regression equation will depend largely 
on the number of observations that were used in its develop­
ment. 
Four basic assumptions are made, each time multiple 
regression is used in practice. These are stated as follows; 
a) The dependent variable is linearly related to each 
of the independent variables. 
b) The variance of the amount of variation do not 
change over the range of observations. 
c) The residuals are independent of one another. 
d) Residuals are normally distributed. 
Frequently, the stepwise regression is used to find which 
variables of a collection of independent variables should 
most likely be included in a regression model. 
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Stepwise regression will be utilized in this research 
to forecast the future electrical energy demand. 
c. Box-Jenkins method According to Box (1970), the 
Box-Jenkins method of forecasting is one that is particu­
larly well-suited to handling complex time series and other 
forecasting situations in which the basic pattern is not 
really apparent. 
The real power and attractiveness of this forecasting 
approach is that it can handle complex patterns with rela­
tively little effort on the part of the user. In the Box-
Jenkins technique, there is no need initially to assume a 
fixed pattern in the data. Rather the approach begins with 
a tentative pattern that is fitted to the data so that the 
error will be minimized. 
The Box-Jenkins method postulates three general classes 
of model that can describe only type or pattern of data: 
(a) autoregressive (AA); (b) moving average (MA), and (c) 
mixed autoregressive-moving average (ARMA). An auto­
regressive model is of the form 
= blTt-l + ^2^t-2 * ••• + Vt-n + ®t (4.3) 
where 
y^ = the dependent variable 
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y. _2^,y. 2» • .= the independent variables, the 
values of the same data at some 
previous periods 
^l'^2'***'^n ~ the autoregressive coefficients 
e. = the error or residual term t 
A moving average (MA) model is of the form 
= ®t - - *2=t-2 - ••• - Vt-m (4-4) 
where e., e. ,...,e^ are error terms and a_,...,a are 
t t—1 t—m 1 m 
coefficients. 
The general form of a mixed model (ARMA) is following 
Yt = bift-l + '=2yt-2 + • • • + 
+ ®t-^l®t-l-^2®t-2 - ••• - Vt-m (4-5' 
It indicates that future values depend on both past 
values and the errors between the actual and forecasted 
values. 
Autoregressive model of the Box-Jenkins method of fore­
casting will be utilized in this research. 
d. Forecasting with smoothing techniques Much can 
be found in the literature concerning smoothing techniques, 
for example. Box (1970), Brown (1963), and Spencer (1961) . 
The basic notion inherent in moving averages, exponential 
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smoothing, and in other forms of smoothing techniques is 
that some underlying pattern exists in the values of the 
variables to be forecast and that the historical observations 
of each variable represent the underlying pattern as well as 
random fluctuations. The goal of these forecasting methods 
is to distinguish between the random fluctuation and the basic 
underlying pattern by "smoothing" the historical values to 
some assumed pattern. This amounts to eliminating the 
extreme values found in the historical sequence and basing a 
forecast on some smoothed intermediate values. 
The technique of forecasting with moving averages can 
be represented as follows ; 
„ _ Xt + Xt-1 + 
t+1 N 
= S 
where 
= the forecasting for time t 
= the actual value at time t 
N = the number of values included in the average. 
At least two major limitations to be used in moving 
averages have prompted many forecasters to apply the method 
of exponential smoothing in its place. The first is that to 
compute a moving average forecast it is necessary to store 
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the last N observed values. This takes up considerable space 
which in many computer systems is costly. A second limita­
tion is that the method of moving averages gives equal weight 
to each of the last N observations and no weight at all to 
observations before period (t-N); that is the weight 
given to each of the last N observations is 1/N and 0 for any 
previous observations. 
Since the most recent observations contain the most 
information about what will happen in the future, they should 
be given relatively more weight than the older observations, 
that is applying the most weight to the most recent observed 
values and decreasing weight to the older values. Expo­
nential smoothing satisfies this requirement and eliminates 
the need for storing the historical values of the variables. 
The technique of forecasting with exponential smoothing 
can be represented as follows: 
where 
0 < a < 1 (4.7) 
This equation can be expressed as follows 
(4.8) 
In this form, the new forecast prepared by exponential 
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smoothing is simply the old forecast plus a times the error 
in the old forecast. 
2. A case study - electrical energy demand forecasting 
To demonstrate the capability of some forecasting 
techniques, the sample data of electrical energy consumption 
are used and four forecasting techniques are utilized to 
predict the future electrical energy demand. 
In this section, the input data are discussed. Pro­
cedures and results of the electrical energy demand fore­
casting are presented systematically according with the 
utilized forecasting techniques, namely time series analysis, 
multiple regression. Box-Jenkins method and exponential 
smoothing. 
a. The input data The input data were obtained from 
the Iowa State Commerce Commission, and are from the electric 
energy account record of Iowa Electric Light and Power Co., 
an investor owned utility. This company provides electric 
and gas service in 51 counties in Iowa. The territory 
serviced has population of approximately 800,000. Iowa 
Electric Light and Power Co. serves electricity at retail 
to 389 communities and extensive rural areas in Iowa, and 
at wholesale to 24 municipalities, two rural electric 
cooperatives, and one other investor owned utility. 
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The monthly and annual sales data from January, 1970 
to June, 1975 of Iowa Electric Light and Power Company 
(Table A.2, Appendix A, original series) are utilized to 
forecast sales for the last six months (July-December) of 
1975. The actual sales and predicted sales are compared. 
b. A utilization of time series analysis The 
computer program that was utilized as a classical decompo­
sition method for time series is Census XII. The Census 
XII was developed by the U.S. Department of Commerce, 
Bureau of the Census (1967). 
The output of X-11 seasonal adjustment program is in 
Table A.1 and Table A.2 of Appendix A. From the output of 
this program, the final seasonal factor, S^, the final 
trend-cycle, T^, and the final irregular series, I^, were 
obtained. 
Recall from Equation (4.1), the forecast value, F^, 
at any time t can be expressed as : 
F^ = T^ • • I^ (4.9) 
Simple regression was used to estimate the future values 
of T^, s^ and I^. The output of this simple regression is in 
Table A.3 of Appendix A. 
The forecasts for electrical energy demand during July, 
August, September, October, November and December of 1975 
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were calculated and listed in Table 4.1 
c. A utilization of multiple regression analysis The 
mathematical expression of this model can be expressed as 
y = the monthly electrical output 
x^ = total electric utility output in the United States 
Xg = total electric sales to ultimate customers 
Xg = total electric sales to residential customers 
The stepwise procedure of Statistical Analysis System 
(SAS) was applied to determine which variables of a collec­
tion of independent variables should be included in this re­
gression model. The output of stepwise regression is in 
Table A.4 of Appendix A. The regression coefficients were 
given as bg = -775116.2, b^ = 13416 and b^ = 1386.8 
The forecasts for electrical demand of the last 6 
months of 1975 were calculated and listed in Table 4.2. 
d. A utilization of the Box-Jenkins method The 
autoregressive model of the Box-Jenkins method can be 
expressed as 
y = b„ + + bjXj (4.10) 
where 
(4.3) 
or 
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=1 = bo + V2 + ^ 2*3 ^3=4 + Vs + bgXg (4.11) 
where 
Yt = = b„, y^.i = X2 ,... 
The stepwise procedure of Statistical Analysis System 
(SAS) was applied and the output of stepwise regression is in 
Table A.5 of Appendix A. The regression coefficients were 
given as b^ = 77294405, b^ = .3823, b^ = .3379. 
The forecasts for electrical demand of the last six 
months of 1975 were calculated and listed in Table 4.3. 
e. A utilization of exponential smoothing Using 
trial and error method to determine the range of the a values 
in Equation (4.7) and (4.8) that give the least standard 
error, the range of .305 - .335 was selected. For each a 
value, three degrees of smoothing were used to forecast 
the future period. The output of this program is in Table 
A.6 of Appendix A. 
The forecasts for electrical demand of the last six 
months in 1975 is listed in Table 4.4. 
A forecast for total electricity consumption of the 
year 1975 was also performed by utilizing exponential smooth­
ing. The 13 years historical data (1952-1974) was obtained 
from Federal Power Commission, FPCS-247 (1973). The output 
of this forecast is in Table A.7 of Appendix A. With a = 
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.76, third degree of smoothing, the forecast for electrical 
consumption of 1975 is 
3191. + 312.8 
The actual value was 3603.4 
Table 4.1. Forecasts for electrical energy demand - a 
utilization of time series analysis 
Time 
(1975) 
Predicted values 
(kwh) 
Actual values 
(kwh) 
Error 
(%) 
July 324,814,000 348,538,997 6.8 
August 340,786,000 333,622,752 2.1 
September 290,147,000 275,290,024 5.3 
October 291,338,000 298,377,074 2.3 
November 305,148,000 291,272,678 4.7 
December 328,005,000 328,263,946 .07 
Table 4.2. Forecasts for electrical energy demand - a 
utilization of multiple regression analysis 
Time 
(1975) 
Predicted values 
(kwh) 
Actual values 
(kwh) 
Error 
(%) 
July 323,468,884 348,538,997 7. 
August 345,431,648 333,622,752 3.5 
September 326,604,090 275,290,024 18.6 
October 301,958,090 298,377,074 1.2 
November 293,863,290 291,272,678 .8 
December 298,023,690 328,263,946 9.2 
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Table 4.3. Forecasts for electrical energy demand -
utilization of Box-Jenkins method 
a 
Time 
(1975) 
Predicted values 
(kwh) 
Actual values 
(kwh) 
Error 
(%) 
July 286,153,068 348,538,997 17.8 
August 285,574,790 333,622,752 14.4 
September 276,477,200 275,290,024 .4 
October 274,967,130 298,377,074 7.8 
November 283,017,780 291,272,678 2.8 
December 282,166,330 328,263,946 14.0 
Table 4.4. Forecasts for electrical energy demand -
a utilization of exponential smoothing 
Time 
(1975) 
Predicted values 
(kwh) 
Actual values 
(kwh) 
Error 
(%) 
July 284,576,900 348,538,997 18. 
August 286,773,600 333,622,752 14. 
September 289,992,900 275,290,024 5.3 
October 293,803,500 298,377,074 1.5 
November 297,963,300 291,272,678 2,2 
December 302,663,500 328,263,946 7. 
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3. Discussion 
Inspection of Tables 4.1, 4.2, 4.3 and 4.4 reveals that 
the decomposition method for time series gave the best pre­
dictions of this particular case study. The notion that the 
basic pattern of the data series was decomposed into sub­
parts might have introduced a degree of sophistication that 
goes beyond some of the other forecasting methods. The ad­
vantage of this type of breakdown is that it helps to explain 
why the historical data varies, and allows forecasters to 
predict changes in each sub-pattern separately. These indi­
vidual sub-patterns are used not only for purposes of fore­
casting but also for management control. 
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V. THE TERM STRUCTURE OF INTEREST RATES 
AND INFLATIONARY EXPECTATIONS 
The relationship between the expected rate of change in 
prices and the level of interest rates enjoys a special posi­
tion in economic theory. This relationship becomes of 
interest because the nominal rate of interest and the rate 
of inflation play important roles in the estimation of the 
discounted prices and of the present value of costs (fuel, 
capital investment, construction, operating, ...) which 
are to be used as input parameters to the decision making 
process developed in this research. 
A. Introduction 
Inflation has been and continuously is a source of 
difficulty for utilities. Inflation has raised operating 
expenses, accentuated by the extreme rise in fuel costs. It 
has caused plant costs to spiral, particularly significant 
when construction programs are at record levels. Inflation 
has brought about high interest rates and preferred stock 
dividend yields. Higher imbedded costs of senior capital 
have pressed in on earnings for common equity. High interest 
rates have been a powerful force in depressing market prices 
of utilities, at lower price-earnings ratios, higher dividend 
yields, and lower ratios of market price to book value. Con­
currently, the lower earnings experience on common equity 
33 
created lower coverage ratios on bonds and preferred stock 
for utilities and downgradings of these securities by the 
rating agencies. Some electric utilities have been very hard 
hit and in deep depression. 
It is important, therefore, to investigate the prob­
lem with a review of the major theoretical contributions 
in alternative explanations of the movement in interest 
rates and inflationary expectations. 
From the very earliest beginnings of the intellectual 
history of civilization, the phenomenon of interest has 
piqued the curiosity and challenged the analytical powers 
of philosophers. In the history of economic thought, 
after it began to be differentiated from social ethics and 
politics by the mercantilists, physiocrats, and Adam Smith, 
the theory of interest has held a very central position 
and interest has usually engendered more speculation than 
other kinds of income, such as wages, rents or profits. 
Thus it is that most of the really outstanding economists 
of the past two centuries have tried to make some sig­
nificant contribution to the theory of capital and interest. 
The generalization certainly holds for Ricardo, Marx, 
Schumpeter, Fisher and most recently J. M. Keynes. 
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1. The rate of interest 
The bridge or link between income and capital is the 
rate of interest. We may define the rate of interest as the 
per cent of premium paid on money at one date in terms of 
money to be in hand one year later. Theoretically, we may 
substitute for money in this statement wheat or any other 
sort of goods. But practically, it is only money which is 
traded as between present and future. Hence, the rate of 
interest is sometimes called the price of money; and the 
market in which present and future money are traded for that 
price, or premium, is called the money market. If $100. 
today will exchange for $105. to be received one year hence, 
the premium on present money in terms of future money is 
$5. and this, as a percentage of the $100., or the rate 
of interest, is five per cent. That is to say, the price 
of today's money in terms of next year's money is five percent 
above par. 
The present worth of any article is what buyers are 
willing to give for it and sellers are ready to take for 
it. In order that each man may logically decide what he is 
willing to give or take, he must have: 
a) Some idea of the value of the future benefits which 
that article will yield 
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b) Some idea of the rate of interest by which these 
future values may be translated into present 
values by discounting. 
2. Discount rates and present values 
A rational individual will not consider 1 dollar payable 
on the current (t=l) marketing date equivalent to 1 dollar 
payable on some future marketing date, he will receive 
(1 + ij^) dollars on the second marketing date. One dollar 
payable on the second marketing date is the market equiva­
lent of (1 + i^) ^ = 1/(1 + i^) dollars payable on the first. 
The ratio 1/(1 + i^) is the discount rate for amounts payable 
on the second marketing date. The present value, sometimes 
called the discounted value, of Xg dollars payable on the 
second marketing date is X^/(l + i^) dollars. 
Discounted rates can be defined for amounts payable on 
any marketing date. In general, the discount rate for 
amount payable on the tth marketing date is 
The present market value of a default=frse stream of 
payments, one that is expected to be received with 
certainty, is given by the formula 
[(1 + i^) CI + ig) . . . (1 + it_i)] -1 (5.1) 
P (1 + R^) (1 + Rg) 
(5.2) 
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where F^, F^, are payments in nominal dollars to be 
made at the ends of periods 1, 2 ,  n, and where 
Rg, .../ are the rates of interest applicable to each 
payment expressed as a per cent per period. Many formula­
tions of the present value formula assume that each element 
of the stream of default-free interest rates has the 
same value. This condition need not exist, and has 
typically not existed in the real world. 
In reviewing the literature dealing with alternative 
explanations of the term structure of interest rates, 
the ultimate purpose of this debate is not always 
clear. Considerations of the role of interest rates in 
economic analysis elicits two critical questions. First, 
do the levels of interest rates exert an important influence 
on the level of economic activity; and second, what deter­
mines the levels of interest rates as well as the relation­
ships among them? The literature dealing with term structure 
of interest rates directs itself to the second question. 
Following is a brief discussion of alternate theories of 
the term structure of interest rates. 
Bo The Hedging Hypothesis 
John Culbertson's (1975) institutional or hedging 
hypothesis argues that the market is segmented; there are 
distinct groups of borrowers and lenders in each end of the 
markets; and that short-term and long-term securities are 
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not perfect substitutes. Since investors do not move freely 
from one end of the market to the other, the major de­
terminant of the term structure is not expectations but 
rather the relative supply of securities in each end of the 
market. Clearly, the institutional hypothesis implies 
that Federal Reserve open-market operations and Treasury 
debt management exert significant influence on the term 
structure. 
C. The Expectations Hypothesis: A Theory of 
the Term Structure of Interest Rates 
The pure expectation hypothesis involves four basic 
assumptions, two which are behavioral and two which are 
institutional. 
Behavioral assumptions; 
1) All investors perceive, with perfect certainty, a 
consistent set of expectations regarding short-
term interest rates far into the future. 
2) All investors conduct their activities in the market 
solely to maximize profit. 
Institutional assumptions; 
3) The cost to the investor of shifting from one 
maturity to another is zero, thus insuring un­
restricted arbitrage. 
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4) Securities are identical in every respect except 
term to maturity and are riskless with respect 
to principal and interest. 
The critical implication of these assumptions is that 
all investors will seek to equalize holding-period yields on 
different maturities of debt. The desire to equalize holding 
period yield implies that, in the market, the rate of return 
on long term securities will be equal to the geometric mean 
of future expected short-term rates. Before formalizing 
the theory algebraically, a numerical example using simple 
interest should serve to clarify this relationship and thus 
the theory in general. 
Suppose an investor wishes to maximize his return on 
funds available for a period of 2 years; he is faced with 
two alternatives; he may purchase a two-year or he may 
purchase two successive one-year securities. If the current 
or spot-rate of return on a one-year security is 4% and the 
investor expects the rate of return on a similar security 
one year hence to be 6%, then to be consistent with the 
theory, the spot-rate on a two-year security must be ap­
proximately 5%. If this is the case then the investor should 
be indifferent between the two alternatives. 
Let us now suppose that the rate on the two-year security 
is not equal to 5%. This will provide us with an example of 
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how the market adjusts to equate holding-periods yields. If 
the yield on the two-year security is above 5%, all in­
vestors with a two-year investment horizon, will prefer the 
two-year security to two successive one-year securities. 
This activity will increase the demand and thus the price of 
the two-year security, at the same time decreasing the 
demand and price of one-year securities. Since security 
prices and yields move in opposite directions, the yield on 
two-year securities will fall while the yield on one-year 
securities will rise. The process continues until holding-
period yields are equated. 
The equality of yields just described may be expressed 
as : 
or 
PCl+tV" = P(l+tri)(l+t+iriG)(l+t+2ri*)... 
where 
t^n ~ spot-rate of n-year security (the time at which 
the rate is to apply = t) 
^r^ = = spot-rate of 1-year security 
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= expected rate of 1-year security 
(the time when expectation is formed = t) 
(the time at which the rate is to apply = t+1) 
P = the size of the investment. 
The term structure of interest rates at any point in 
time contains an implicit set of forward of "futures" 
interest rates. The relationship between the term structure 
and the implicit forward rate is 
we also have 
t t 
therefore 
Forward rates net of transactions costs in a free 
market can have any values provided they are not negative, 
were a forward rate to have a negative value, arbitrage 
would immediately drive up the rate to at least zero. 
Arbitrage does not consist of shifts among markets on the 
basis of current or expected yield differentials when 
complete certainty of profit is lacking. 
An additional implication of the expected hypothesis is 
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that the current term structure forecasts a set of forward 
rates. These implicit rates derives from the relation: 
(l+t*n)* 
or 
(1+ R )" 
t+n-1% - (i+^R^_^)n-l ' ^ 
where ,r, is the forward rate on a one-period security 
t+n-1 1^ 
which will apply at time (t+n-1). 
While this statement is essentially a mathematical 
tautology, the expectation hypothesis gives it economic 
meaning by asserting that the forward rates implicit in the 
term structure are unbiased estimates of future expected 
rates. In other wordsî 
t+n-l^lt " t+n-l^l^ (5.10) 
The Hicksian variation of the expectation hypothesis 
takes issue with this last assertion. Hicks (1946) argues 
that forward rates are upward-biased estimates of expected 
rates; biased upward by a liquidity premium. The rationale 
for the existence of the liquidity premium derives from 
abandoning the assumption of perfect certainty and intro­
ducing the assumption that investors are risk investors. 
42 
With the uncertainty about the level of future rates, any 
person entering into a long-term contract is placing him­
self in a risky position. There are certain borrowers with 
long-range capital needs, who prefer lofig-term securities to 
insure the acquisition of this capital. In order to en­
courage lenders and speculators to enter into long-term 
investments, borrowers must pay a risk or liquidity 
premium. The result of this premium is to bias forward 
rates upward so that they exceed the expected rates. Even 
if short rates are expected to remain unchanged, the forward 
short rate can normally be expected to exceed the current 
short rate by a risk premium that must be offered the holder of 
a bond to compensate him for assuming the risks of price 
fluctuations. 
The Hicksian liquidity premium is typically expressed 
as the amount by which a forward rate implied by the term 
structure is higher than the corresponding expected rate. 
Algebraically 
r = r® + L (5.11) 
where 
r = the forward rate 
0 
r = the expected rate 
L = the liquidity premium 
The relationship between long and current and expected 
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short rates becomes 
n 
(5.12) 
where are the Hicksian liquidity premiums 
for periods 2 ,  3, n. 
The above argument, building on the Keynesian theory 
of "normal backwardation" in the future market, implies 
that when the present short rate is expected to remain un­
changed in the future, the yield curve will be ascending. 
À sufficient but not a necessary condition for this to 
hold is that 
0 < L„ < L- < = =, < L 
2 3 n 
One additional major theoretical contribution is the 
work of B. Malkiel (1966) which is important in two respects. 
First, investor behavior is assumed to be guided by ex­
pectations regarding security prices rather than rates; and 
second, these expectations are formed about all securities one 
period into the future rather than about one period securi­
ties for an infinite time horizon. This theory, then, im­
plies that the current term structure of interest rate 
can forecast all rates which will apply one period hence. 
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t + 1^2 
t. + ri u 1.1 
t +1 t + 2 t + 3 
From Equation 5.5, we have : 
a+^Rl )^  =  (l+t^i)(1+t+l^l^^ (5-13) 
(l+.R,)^ 
(1+t+l^lt^ ~ (5.14) 
and 
(l+t^s) (l*t^%)(^*t+l^l^)(^^t+2^1^) (5.15) 
~ (l+t^2^ (5.16) 
(l+.Ro)^ 
^
we also have 
Substitute (5.14) and (5.17) in (5.18), we get 
= Tirpp- • 77;^ <=•"' 
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or 
2 
' Tx+^Rj^) (5.20) 
generally, we have 
(1+ R Jn+1 
<5-2" 
The implicit set of rates can be expressed in general as: 
(l+^R 1/n 
t+1% = '-nw—1 - ^ <=•") 
Early proponents of the expectations hypothesis argued 
that if the theory were valid, the forward rate implied by 
the term structure, ex ante, ought to forecast future 
spot-rates accurately, ex post. 
Based on empirical evidence, in the past, some re­
jected the hypothesis and some did not, due to evidence of 
accurate forecasting. There was argument that though fore­
casts may not be accurate, the expected value of forecasting 
errors over time ought to be zero. However, the evidence 
shows a positive forecasting, error. This positive residual 
is evidence of a liquidity premium, thus supporting the 
Hicksian version of the expectations hypothesis. 
The implication of recent empirical finding, although 
far from being one-sided, have shifted opinion toward 
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either the pure expectations theory or this theory modified 
to include the existence of liquidity premium on long term 
debt. 
D. The Relationship Between Interest Rates and 
Inflationary Expectations 
The effect of expected inflation on market interest 
rates have concerned economists for decades. This has been 
so particularly in recent years when the relationship has 
been judged to have important empirical relevance. 
This section provides a discussion of real interest 
rates, nominal interest rates, inflation rates and market 
efficiency. 
1. Real interest rates, nominal interest rates and inflation 
rates 
Irving Fisher's (1930) original description of the prob­
lem has been generally convincing on the theoretical level, 
although some controversy remains regarding the effects of 
price expectations on the real rate of interest, Hicks (1946) , 
Malkiel (1966). Most of the recent work on this has been 
empirical (Malkiel (1966), Fama (1970)). All the techniques 
have attempted to measure the relationship indirectly via 
hypothesis regarding the generation of expectations. 
The relationship between real price, nominal price and 
discounted price as well as real interest rates nominal 
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interest rates and inflation can be expressed as follows: 
P P .. 
]t ]t _=D (5 23) 
(l+r^) (l+rg) . .. (l+r^) (1+i^) (1+13) • • • d+i^) it 
where 
~ real price of commodity j at time t 
Pj^ = nominal price of commodity j at time t 
= discounted price of commodity j at time t 
r^ = real interest rate during period t 
i^ = nominal interest rate during period t 
If f^ is the inflation rate during period t, we have 
at t=l we have: 
Tï% = -&T = 
Pjl 
(1+f^)(l+r^) 
therefore: 
(1+il) = (l+filfl+r^) (5.26) 
1+il = 1+r^ + 
or 
i^ = r^ + f^ + r^f^ (5.27) 
48 
Since the value of r^f^ is very small we can write 
^1 ~ ^ l^^l (5.28) 
or generally 
^t ~ ^ t^^t (5.29) 
When inflation is anticipated, lenders expect the 
real value of their principal and interest payments to be 
depreciated and borrowers expect to be able to repay loans 
with money for which less real value must be sacrificed 
than before expectations changed. Therefore, at any level 
of market interest rates, the supplies of loans decrease 
while the demand of loans increases. These forces increase 
nominal interest rates. If the real interest rate remains 
unchanged, the nominal rate of interest will rise by the 
increase in the expected rate of inflation. 
We can measure the effects of price expectations on 
interest rates by estimating 
it = bg + (5.30) 
where i is the nominal rate of interest and f is the ex­
pected rate of price change, and e is random error term, it 
is assumed that the variations in price expectations do 
not affect the real rate of interest. 
The above equation does not represent a full and 
complete theory of interest determination. Rather, it 
seeks to quantify the effect of expectations on nominal 
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interest rates. 
Irving Fisher (1965) pointed out that with perfect 
foresight and a well-functioning capital market, the one-
period nominal rate of interest is the equilibrium real 
return plus the fully anticipated rate of inflation. In a 
world of uncertainty where foresight is imperfect, the 
nominal rate of interest can be thought of as the 
equilibrium expected real return plus the market's assess­
ment of the expected rate of inflation. This can be ex­
pressed as; 
it = E[r^] + E[f^.] (5.31) 
Fama (1970) pointed out that an efficient market cor­
rectly uses all relevant information in setting prices. If 
the inflation rate is to some extent predictable, and if the 
one-period equilibrium expected real rate of return does 
not change in such a way as to exactly offset changes in the 
expected rate of inflation, then in an efficient market, 
there will be a relationship between the one-period nominal 
interest rate observed at a point in time and the one-period 
rate of inflation subsequently observed. If the inflation 
rate is to some extent predictable and no such relationship 
exists, the market is inefficient in setting the nominal 
interest rate, it overlooks relevant information about 
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future inflation. 
The nominal rate of return from the end of period (t-1) 
to the end of month t is: 
i^. = ^ (5.32) 
^ *t-l 
where 
u^ = price at time t 
u^_^ = price at time t-1 
i^ is known and can be interpreted as the nominal rate of 
interest set in the market at t-1 and realized at t. 
If is the price level of consumption goods in 
terms of money at t, the purchasing power of a unit money 
is 
1 
g. = ~ (5.33) 
t 
The real return from (t-1) to t is 
= i^ + m^ + i^m^ (5.34) 
where r^, g^, and m^ are random variables and 
m^ is the rate of change in purchasing power from (t-1) to t. 
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Equation 5.33 can be written approximately as 
r^ = i^ + m^ (5.36) 
Where r' is a random variable at t-1 since m' t "C 
is a random variable. Fama used one month bills to study 
how well the market absorbs information about inflation 
one month ahead. For the similar reason, n-month bills 
are best for studying n-month predictions of inflation. 
2. Market efficiency 
The theory of an efficient market is simple and 
straightforward. An efficient capital market will channel 
liquid capital quickly and accurately to where it will do 
the country the most good. An efficient market fully 
reflects all relevant information. In such a market, a 
commodity will be priced in accordance with the relevant 
information. Since the information is complete, the 
price at any point in time will reflect the true or intrin­
sic value of the commodity. 
The requirements for a market to be an efficient market 
are : 
a) Prices must be efficient so that new inventions 
and better products will cause a firm's securities 
and commodities prices to rise and cause investors 
to want to supply capital to the fianti. 
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b) Information must be disseminated freely and 
quickly across the nation so all investors can 
react to new information. 
c) Transaction costs must be low enough so that 
investors can earn a net profit from wise invest­
ments after all transactions costs. 
d) Investors must be rational and able to recognize 
efficient assets so that they will want to invest 
their money where it is needed most which will 
give a relatively high returns. 
Market efficiency requires that in setting the price, 
the market correctly uses all available information to 
assess the distribution of m^ (the rate of change in pur­
chasing power from t-1 to t). In other words, in an 
efficient market, 
fj(m^llj^l) = (5 
where 
I^^2 = the set of information available at t-1 
l2_i = the set of information used by the market 
f j l ] _ ^ )  =  t h e  m a r k e t  a s s e s s e d  d e n s i t y  f u n c t i o n  
for 
f(m 1 I. ,) = the true density function implied by 
t t—J-
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when the market sets the equilibrium price at (t-1), i^ is 
also set. With the relationship between r^, i^ and m^ of 
Equation 5.36, the market's assessed distribution for m^; 
from 5.37, the market's assessed distribution for r^ is 
the true distribution. 
(5-38) 
Therefore, if the market is efficient, in setting the 
nominal price at t-1, it correctly uses all available in­
formation to assess the distribution of m'^. When an 
efficient market sets i^, the distribution of the real return 
r^ is the true distribution. 
From Equation 5.38, in an efficient market we have: 
E.(rlllZ^n, i^) = E(r:|l^_i, i^) (5.39) 
The equilibrium expected real return is assumed to be 
constant through time 
Ej (r^l i^) = E(r') (5.40) 
therefore, 
E(r^l i^) = E(r') (5.41) 
Since an efficient market correctly uses all available 
information, the constant E(r') is also the true expected 
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real rate of return. 
3. The nominal interest rate as a predictor of inflation 
From Equation 5.36, the relationship between the market's 
expectation of the rate of change in purchasing power, the 
market's expectation of the real return and the nominal 
rate of interest is 
(5-42) 
Since the expected real return is the constant E(r'), we 
have 
Ej(m^|li_i) = E(r') - i^ (5.43) 
If the market is also efficient, 
E(m^|l^_^) = E(r') - i^ (5.44) 
We can see that a constant expected real return implies 
that all variation through time in the nominal rate i^ is 
a direct reflection of variation in the market's assess­
ment of the expected value of m^ (the rate of change in 
purchasing power from t-1 to t). If the market is also 
efficient, then all variation in i^ mirrors variation in the 
best possible assessment of the expected value of m^. The 
information in I^^^ is summarized completely in the value 
of i^. 
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In other words, the nominal rate of interest i^ ob­
served at t-1 is the best possible predictor of the rate of 
change in purchasing power and the rate of inflation from 
t-1 to t. 
A basic tenet of scientific investigation is that it is 
never proven that an hypothesis describes the one and only 
true world. Every hypothesis, if it is of any scientific 
value, must be formulated in such a manner that it can be 
falsified by some set of observations. Therefore, the 
result of any such process should be considered only 
tentative, and subject to further testing. If the logical 
consequences of an hypothesis are not in agreement with 
the data, then it is subjected to further investigation. 
Such a situation could result for any number of reasons, 
all of which must be carefully studied. If the hypothesis 
is not rejected; we have not found the truth, but instead 
have taken just a very tentative step in our understanding 
of some economic process. 
E. An Example of Determining Discounted Price 
and the Expected Rates of Inflation 
In this example, the forward interest rates are esti­
mated by using the expectation hypothesis. These forward 
interest rates would then be utilized to determine the 
discounted price of a commodity. 
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Let the spot rates of n-year securities applied at 
1977 be: 
t n (years) t^n 
1977 1 5.0 
1977 2 5.1 
1977 3 5.3 
1977 4 5.4 
From Equation (5.9), the forward interest rates can be 
estimated: 
t t+n-1 t+n-1 ^1. n t\ 
(%) (%) 
1977 1977 5.0 1 5.0 
1977 1978 5.2 2 5.1 
1977 1979 5.7012 3 5.3 
1977 1980 5.7002 4 5.4 
If the expected price of a commodity in 1980 is p, the 
discounted price p' of this commodity in 1977 would be; 
p. P 
^ ~ (1+.05) (1+.052) (1+.057012) (1+.057002) 
In this research, discounted prices and present value of all 
future investments are determined by following the above approach. 
The financial data of Federal Reserve Bank of St. 
Louis shows that real rates of interest have been amazingly 
consistent since 1961 at around 2.5 to 3.5 percent. 
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An estimate of expected inflation rates can be obtained 
by examining the market rates on bonds free of credit risk 
such as those issued by the U.S. government. If four-year 
U.S. bonds are selling to yield 7.7 percent, this yield 
implies that the market expects inflation during the next 
four years to be between 4.2 and 5.2 percent per year. The 
expectation is the market rate less the historical real rate 
of 2.5 to 3.5 percent. 
The expected inflation rates of future years play an 
important role in estimating the expected prices of commo­
dities and making decisions on future investments. 
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VI. THE ESTIMATION OF UTILITY PLANT-LIFE 
AND INVESTMENT RENEWALS 
The objective of this chapter is to estimate the utility 
plant life which are used as input to the computer program 
for simulating the retirement experience of limited-life 
industrial property. From this computer program, the yearly 
additional investment into the electrical utility plant would 
be calculated. The mathematical programming model would 
then use those additional investment informations as input 
to calculate the least cost method of providing electricity. 
This chapter divides into two sections, the first 
section provides a brief discussion about methods of esti­
mating utility plant life. The second section presents a 
simulation technique for the retirement experience of 
limited-life industrial property. 
A. Methods of Estimating Utility 
Plant Life 
The profit or loss from the operation of any enter­
prise making use of physical equipment cannot be determined 
without consideration of the depreciation expense. In the 
long run, consideration of cost of renewals are dependent 
upon the dispersion of service life of the property utilized 
in the production processes. This section provides a brief 
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discussion of methods of estimating utility plant life, and 
a case study which utilizes these methods as an illustration. 
Terms used in the following discussion are defined as 
follows, Marston (1970). 
1. Original data refers to records showing the property 
installed, including number of items, dollars cost, 
ages, dates of placement in service, dates of re­
tirement, and other facts necessary to a complete 
understanding of the life history of the property 
during the period covered by the data. 
2. The service life of a property is that period of 
time (or service) extending from the date of its 
installation to the dates of its retirement from 
service. 
3. The average service life of a group of units is the 
quotient obtained by dividing the sum of the service 
lives of all the units by the number of units. 
4. A retirement is any property removed from service 
for any reason whatsoever. 
5. A replacement is the property put into service to 
replace a retirement. 
6. Renewals are replacements "in kind" which have the 
same life characteristics as the retirements. 
7. Survivor curves show the property surviving in 
service at successive ages. For Iowa type curves 
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see Marston (1970). 
8. A retirement rate (often called a "retirement ratio") 
for a given age interval is an indication of the 
probability of retirement of property during that 
age interval. Retirement ratio (age interval x) = 
the probability that a unit surviving to the 
beginning of the xth age interval will be retired 
during the xth age interval. 
9. Survival rate (age interval x) = 1 - retirement 
rate. 
1. Introduction 
Human mortality experience can be predicted, in the 
mass, with accuracy great enough to be the foundation of the 
life insurance business. However, as shown in the Edison 
Electric Institute - American Gas Association study of cause 
of retirements, 80 percent of utility plant does not "die 
a natural death", but is replaced because it is obsolete 
or inadequate. Obsolescence and inadequacy are causes of 
mortality the incidence of which is largely unpredictable. 
Certainly it is true that future mortality experience of 
modern equipment may be different from the past experience, 
but that fact does not condemn the whole approach. The 
estimate of life expectancy for some properties may be in 
considerable error. However, the probability of error is 
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reduced when the service conditions of the property are taken 
into consideration and evaluated by people with good judgement 
in these matters. 
There are two important steps of estimating the life of a 
property: 
1. Life analyses, or the investigation of past 
experience. 
2. Life estimation, or the development of estimates of 
average service life and mortality dispersion suit­
able for computation purposes. 
Life anaylsis is an application of statistical pro­
cedures. Statistical techniques for extracting inferences 
from past experience have been developed. This is a 
statistical analysis of past experience, to discover whether 
any worthwhile inferences can bs drawn, and if so,- what 
they may be. This step also involves scrutiny of historical 
records, to determine whether they are accurate, factual, and 
appropriate, together with application of whatever statisti­
cal methods may be proper or possible, depending upon the 
extent and nature of the data. 
The second step is an estimate of average life and type 
of dispersion which constitute the "mortality pattern". 
A comprehensive study published in 1952 by the American 
Gas Association and Edison Electric Institute grouped known 
techniques into two methods which are categorized by the 
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information they require; 
a) Actuarial analysis requires aged data, in other 
words, a knowledge of the age of the property at 
the time of its retirement and some additional 
informations as to the ages of survivors or plant 
remaining in service. Actuarial analysis provides 
an estimated dispersion of lives of the property 
and from this an average or mean life can be 
determined. 
b) Semiactuarial analysis consists of turnover method 
and simulated plant-record method, which are char­
acterized by the fact that they do not require any 
knowledge of the age of plant retirements at the 
time of their retirement, but depend on various 
ways of developing the ratio of annual retirements 
to annual balances, yearly placement and retirement. 
Turnover methods of analysis provide an indication 
of average service life but no information as to 
dispersion. Simulated plant record techniques do 
provide both estimated average service life and 
dispersion from turnover type data. 
2. Actuarial analysis 
There are five well-known actuarial techniques applied 
in studies of industrial properties. These five methods are: 
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a) The original group method 
b) The multiple original group method 
c) The annual rate (retirement rate) method 
d) The individual group method 
e) The composite original group method 
Actuarial analysis basically performed in three steps. 
The first step is to get the retirement ratio and survivor 
curve from the data on retirements from property accounts. 
The two principal approaches to achieve this are the retire­
ment rate method and the original group method. 
The original group method obtains a composite survivor­
ship characteristic by observing the ratio of survivors at 
each age to the original group of annual additions to which 
those survivors of a number of vintages to the original 
additions of those vintages. The sequence of these ratios 
for the various ages constitutes an observed survivorship 
characteristic. The retirement rate method relates the 
survivors of a given age to the survivors of the previous age-
year. This would yield a sequence of annual survival ratios 
which could be interpreted as estimations of annual survival 
probabilities. From these, a survivorship characteristic 
can be constructed. 
The second step consists of smoothing and extrapolating. 
When it is desired to limit the analysis of past experience 
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of plant of recent installations only, or when use of all 
data produces only a stub survivor curve, it is necessary 
to extend the curve to the point of zero survivors in order 
to estimate average life. This extrapolation, as well as 
the smoothing of irregular data, can be done mathematically 
or graphically. In either case, the smoothing process may 
be applied to: (a) retirement ratios or survival ratios, in 
the case of the retirement rate method, or, (b) survivor 
ratios as in the case of the original group method. 
The last step deals with forecasting the life of the 
property into the future. This is based on the smoothed 
survivor curve and personal judgment. 
3. Semiactuarial analysis 
Many times,- the records of aged retirements are un­
available. Only gross additions for each year and balances 
for the account are known. The two most important methods 
for analyzing gross property statistics are the turn over 
method, Winfrey (1935), and the simulated plant-record 
method, Edison Electric Institute (1952). 
a. Turnover method The turnover method requires a 
tabulation of annual additions, retirements, and balances 
over a period of years approximating average life or more. 
The usual methods of handling the data are as follows; 
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1) Plot the cumulative retirements and the cumulative 
gross additions by years from the beginning of 
the account. 
2) Accumulate annual retirements backwards from any 
given date until their sum equals the balance in the 
account at such earlier date. The period between 
the two dates is the indicated "turn over period". 
3) Accumulate gross additions backwards from any given 
date until their sum equals the balance in the 
account at the given date. The period necessary for 
this accumulation is the indicated "turn over 
period". 
The turnover method of life analysis provides only an 
indication of average service life and does not yield an 
indication of dispersion. 
b. Simulated plant-record method The only data 
needed are annual gross additions and annual retirements or 
plant balances. The process of analysis is one of trial and 
error. For the first trial, some mortality pattern is 
selected and a table of percent survivors at all ages is 
prepared for this pattern. By applying these percent 
survivors to the gross additions, it is possible to determine 
the annual balances in each year which would have resulted 
if the starting assumption obtained, these balances are then 
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compared with the actual annual balances. By continuing 
this process, trying different starting assumptions of 
average service life and dispersion type, it can be found 
which assumption best simulates the record of actual 
balances. 
The outstanding advantage of the simulated plant record 
methods is that they give an indication of both average 
service life and mortality dispersion. 
The simulated balances technique is one of the basic 
methods of simulated plant record analysis. It consists of 
simulating the plant experience actual additions for different 
dispersions and average service lives, and comparing a set 
of simulated plant balances with the actual ones. 
The simulated plant record period retirements method 
is the other most frequently used form of the simulated 
plant record approach. It is a procedure in which the 
account retirements are simulated for each year within a 
specified band of years, again for the actual plant additions. 
The selection criteria is designed to identify the dispersion 
and average service life which best simulate actual ex­
perience. 
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4. A utilization of methods of estimating utility plant 
life 
To illustrate these methods of estimating utility plant 
life, actuarial analysis and semiactuarial analysis were 
performed. 
Actuarial analysis was performed by utilizing mathe­
matical smoothing, polynomial fit was applied to the observed 
retirement ratios. The input data of this study is in 
Table B.l of Appendix B. 
A dispersion of Iowa type curve SO.5 and average service 
life of 57.4 years were found. The complete results of this 
study is in Appendix B, Tables B.2 and B.3. 
Simulated plant record methods were chosen in perform­
ing semiactuarial analysis. Both the balances method and 
the period retirements method were utilized. The input re­
quirements for both methods are annual gross additions and 
annual plant balances. The input data of this study is in 
Appendix B, Table B.4. 
A dispersion of Iowa type curve S5 and average service 
life of 45 years wereselected. The complete results of 
this study is in Appendix B, Tabla B.5. 
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B. A Simulation Technique for a 
Continuing Plant 
The interim retirements of properties may be renewed 
or replaced. A replacement is a substitution for property 
retired at the end of its useful service life, usually be­
cause it is damaged, worn out or obsolete. The objective 
of this section is to estimate the cost of renewals. 
1. Retirement, renewal and additional investment 
Retirements of property are the withdrawals from useful . 
service of the property. Property may be retired by removal 
physically or by being left in place intact but unused. In 
many instances, the property is retired for a combination of 
reasons. According to Marston (1970), the conditions which 
lead to the retirement of property include: 
1) Physical condition; accident, catastrophe, deteriora­
tion from time, wear and tear from use. 
2) Functional situations: inadequacy, obsolescence. 
3) Situations unrelated to the property: termination of 
need, requirement of public authority, abandon of 
the enterprise. 
The cost for replacement or renewals, to keep the plant, 
or the property function at the same capacity or degree as 
it did in the past, would consider to be additional invest­
ment. This annual additional investment, which plays an im-
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portant roll in the economic analysis of least cost invest­
ment, can be accurately determined if the retirement ex­
perience of the property and renewals can be calculated. 
2. Calculation of renewals and retirements 
In calculation of renewals, it is assumed that the new 
units follow the retirement law established by the original 
units. Therefore, the renewals replacing the original units 
are considered to render service in accordance with the 
frequency of retirement established by the group of original 
units. 
After the smooth survivor curve is established, the re­
tirements of original units can be calculated, the retire­
ments of first renewals, second and so on, after a number of 
years, renewals reach a stability condition and this value 
is a constant, namely normal annual renewals which can be 
expressed 
âk 
The renewals are assumed to be placed in service 
periodically throughout the entire year, their average age 
would date from middle of the age interval in which they 
were placed in service. Consequently, the units which re­
place the retirements would have an average age dating from 
the middle of the age interval during which they were placed 
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in service. Therefore, the average renewal at any given 
integral year of age would be governed by the average of the 
yearly retirements preceding and following that given age. 
It would be the sum of the retirement for the last half of 
the preceding interval and the first half of the succeeding 
interval. 
Let 
X = the retirements of the units during the same 
year in which they are placed in service. 
S = sum of all renewals during the nth year, excluding 
the retirements of the nth year renewals which is 
the value sought, i.e., replacement for all 
vintages in service. 
M = the renewal multiplier which is the sum of the 
rate of renewal for the last half of the interval 
preceding the age and the first half of the follow­
ing interval. 
T = total renewals in a given year. 
According to Winfrey (1935), 
X = TM (6.1) 
T = # (6.2) 
M 
we also have 
T = S + X (6.3) 
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from (6.3) and (6.9) we get 
T = S + X = n 
M 
or 
MS + MX = X 
X(l-M) = MS 
therefore 
X = S(^) (6.4) 
and 
T = I = S(^) (6.5) 
3. A simulation approach 
A simulation procedure based on Monte Carlo method and 
an associated computer program were developed by White (1969) 
to model the retirement experience of theoretical physical 
property. 
From the point of view that the observed mortality 
experience of a group of related property units may be viewed 
as a random sample from some parent population, the objective 
of life analysis is to analyze the dispersion and estimate 
the average service life. In order to develop a realistic 
model of retirement experience, a random sample should be 
extracted from some parent population that is described by 
a known dispersion and average service life. 
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If M units were installed as a group or vintage, this 
can be looked as M independent trials where each trial can 
have one of several outcomes. The outcomes of a particular 
trial may be retirement in year 1, 2 or 3, etc., where the 
probability of retirement in each year is given by the 
ordinate values of a retirement frequency curve. The 
occurrence of retirements can be simulated by the Monte 
Carlo method, which consists of selection of a sequence 
of uniformly distributed random numbers (between 0.0 and 
1.0), each number represents a unit of property. The 
magnitude of a random number corresponds to the ordinate 
value of a cumulative retirement frequency curve whose role 
of correspondence determines a unique age at retirement. 
A computer program was designed by White (1969) to implement 
the above simulation procedure. This program provides the 
option of either an expected value or a random value simu­
lation. As the expected value option, the age frequency 
distribution of simulated retirements from each vintage 
will exactly conform to the smooth retirement frequency curve 
of the specified population. As the random value, an age-
frequency distribution will be produced that deviates about 
the expected values of a smooth retirement frequency curve. 
An average price per unit installed and a range above 
and below the average price was provided. The assigned dollar 
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amount can be adjusted to reflect an annual price escalation. 
The escalation rate is an input variable of the program. In 
simulating the retirement experience of a continuing plant, 
the initial placement and a desired growth rate are speci­
fied as input data. The annual placement in succeeding years 
is computed by the program to sustain an exponential growth 
rate in surviving plant. For each simulation year, the 
effective growth rate is sampled from a normal distribution 
with a mean of the specified growth rate in the input data 
and a standard deviation of 10% of the stated mean. 
The computer program provides the option of selecting a 
parent population from the original 18 Iowa type mortality 
curves. The dispersion and average service life, used as the 
input data, are assumed effective for all of the time periods 
within the specified time span. The beginning vintage and 
the end vintage of the time span must be specified. 
4. An application utilizing the computer program for simu­
lating the retirement experience of industrial property 
The computer program was used to simulate the retirement 
experience and annual additions as a demonstration for the 
hydro electric plant, nuclear plant and steam electric 
plant. According to the survey of Edison Electric Institute 
and American Gas Association on service life and mortality 
dispersion, the mortality dispersion and average service life 
of the above three types of plant are: 
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a) Hydro electric plant: Iowa type curve R4, average 
service life 60 years. 
b) Steam electric plant: Iowa type curve R4, average 
service life 40 years. 
c) Nuclear electric plant: Iowa type curve R3, average 
service life 30 years. 
These informations are used as input data to the simu­
lation program. The complete results of this study is in 
Appendix B, Table B.6. 
The amount of dollars for annual additions (middle of 
year) and annual retirements are obtained from the above 
simulation program. It is necessary to estimate the annual 
additional investment into an electrical plant. 
The proportion of dollar annual addition would be 
Additions (middle of year) _ A 
1,000,000 1,000,000 
the annual additional investment into the electrical plant p 
in year x would be 
1,000,000 ' S 
where is initial capital investment of plant type p. 
The mathematical programming model will utilize these 
investment renewal informations as input to determine the 
least cost investments in a electricity supply. 
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VII. MATHEMATICAL PROGRAMMING MODEL FOR LONG-RANGE 
PLANNING AND DETERMINING LEAST-COST INVESTMENT 
IN ELECTRICAL ENERGY SUPPLY 
This chapter deals with the development of a mathe­
matical programming model that is used for planning investment 
in electric power system. The program is used to help deter­
mine over some planning horizon what should be brought into 
a power system in order to meet, reliably, the system's 
forecasted demands for electricity. The optimization model 
determines the least-cost mix of capacity between hydro, 
nuclear, and thermal plants, the size of the plants to add 
to the system, and the timing of these additions. 
Typical decision variables considered are : choice of 
fossil, nuclear, single or multipurpose hydro plant? loca­
tion of plants; routes of electrical energy transport and 
locations of interconnections; timing of investments; replace­
ment property retired; and in all cases the optimum mode of 
system operation, including hydro storage policy, flood con­
trol, irrigation planning, environmental effect etc. The 
concept of an energy shortage cost and limitation of capital 
investment are introduced. The planning objective is to 
minimize all investment and production costs that are in­
curred for power generation over the time horizon. 
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A. The General Nature of Operations 
Research 
No science has ever been born on a specific day. Each 
science emerges out of a convergence of an increased interest 
in some class of problems and the development of scientific 
methods, techniques, and tools which are adequated to solve 
these problems. Operations research is no exception. Its 
roots are as old as science and the management function; 
however, its name dates back only to 1940. 
Operations research may be described as a scientific 
approach to decision making that involves the operations of 
organizational systems. However, this description is so 
general that it is applicable to many other fields as well. 
Therefore, perhaps the best way of grasping the unique 
nature of operations research is to examine its outstanding 
characteristics. 
As its name implies. Operations Research involves "re­
search on operations." This says something about both the 
approach and the area of application of the field. Thus, 
Operations Research is applied to problems that concern how 
to conduct and coordinate the operations or activities 
within an organization. The nature of the organization is 
essentially immaterial and, in fact, operations research has 
been applied extensively in business, industry, the military. 
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civil government and agencies, hospital, etc. Thus, the 
breadth of application is unusually wide. The approach of 
Operations Research is that of scientific method. In particu­
lar, the process begins by carefully observing and formulating 
the problem, and then constructing a scientific (typically 
mathematical) model that attempts to abstract the essence of 
the real problem. It is then hypothesized that this model 
is a sufficiently precise representation of the essential 
features of the situation, so that the conclusions obtained 
from the model are also valid for the real problem. This 
hypothesis is then modified and verified by a suitable ex­
perimentation. Thus, in certain sense. Operations Research 
involves creative scientific research into the fundamental 
properties of operations. However, there is more to it than 
this. Specifically, operations research also is con­
cerned with the practical management of the organization. 
Still another characteristic of Operations Research 
is its broad view point. Operations Research adapts an 
organizational point of view. Thus, it attempts to resolve 
the conflicts of interest among the components of the organi­
zation as a whole. An additional characteristic is that 
Operations Research attempts to find the best or optimal 
solution to the problem under consideration. Thus, rather 
than being content with merely improving the status quo, the 
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goal is to identify the best possible course of action, this 
"search for optimality" is a very important theme in Opera­
tions Research. 
Operations Research has had an increasingly great impact 
on the management of organizations in recent years. Both 
the number and the variety of its application continue to 
grow rapidly. Operations Research is being used widely in 
many types of organizations, including business, service and 
industry. 
To be more specific, consider some of the problems 
which have been solved by particular techniques of Operations 
Research. Linear programming has been used successfully in 
the solution of problems concerned with assignment of person­
nel, blending of materials, distribution and transportation, 
and investment portfolios= Dynamic programming has been 
successfully applied to such areas as planning advertising 
expenditures, distributing sales effort, and production 
scheduling. Queueing theory has had application in solving 
problems concerned with traffic congestion, servicing 
machines subject to breakdown, determining the level of 
service force, air traffic scheduling, design of dams, 
production scheduling, and hospital operation. Other 
techniques of Operations Research, such as inventory theory, 
game theory, and simulation, also have been successfully 
applied in a variety of contexts. 
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Like many other fields. Operations Research is con­
cerned with decision-making for situations which originate 
from real life. These applications, occurring in government, 
business, engineering, economics and the natural and social 
sciences, are largely characterized by the need to allocate 
limited resources. In these situations, considerable insight 
can be obtained from scientific analysis such as that pro­
vided by Operations Research. The contribution from the 
Operations Research approach stems primarily from the follow­
ing; 
1) The structuring of the real life situation into a 
mathematical model, abstracting the essential ele­
ments so that a solution relevant to the decision­
maker's objectives can be sought. This involves 
looking at the problem in the context of the entire 
system. 
2) Exploring the structure of such solutions and de­
veloping systematic procedures for obtaining them. 
3) Developing a solution that yields an optimal value 
of the system measure of desirability (or possibly 
comparing alternative courses of action by evalu­
ating their measure of desirability). 
In other words, Operations Research begins by describing 
some system by a model, and then it manipulates the model to 
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find the best way of operating the system. For example, 
the following might be considered as the major phases of 
Operations Research project: 
1) Formulating the problem 
2) Constructing a mathematical model to represent 
the system 
3) Deriving a solution 
4) Testing the model and the solution derived from it 
5) Putting the solution to work: implementation 
Operations Research is a concept for top management. 
It is a logical step forward in the evolution of better 
decision making, an aid to modern management. 
B. The Structure of Mathematical Models 
A mathematical model includes mainly three basic 
sets of elements: 
1. Decision variables and parameters 
The decision variables are the unknown which are to be 
determined from the solution of the model. For example, let 
and x^/ the operating capacity of plant 1 and plant 2, 
represents the decision variables; the parameters in this : 
case, Cj^ and C2 include per unit operating cost of electri­
cal output. In general, the parameters of the model may be 
deterministic or probabilistic. 
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2. Constraints or restrictions 
In order to account for the physical limitations of the 
system, the model must include constraints which limit the 
decision variables to their feasible values. This is usually 
expressed in the form of constraining mathematical func­
tions . 
3. Objective function 
This defines the measure of effectiveness of the system 
as a mathematical function of its decision variables. In 
general, it is said that the optimum solution to the model 
has been obtained if the corresponding values of the decision 
variables would yield the best value of the objective func­
tion, while satisfying all the constraints. This means that 
the objective function acts as an indicator for the achieve­
ment of the optimum solution. The general mathematical models 
in operations research may be viewed as determining the values 
of the decision variables 
XI = j = 1, 2, ..., n, which will optimize 
/ • • • f (7.1) 
subject to 
9 j_ (^2 ' ' ' ' ' 1 ^i' ^ - ^ '2 f • m • f m 
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The function f is the objective function while ^ 
b^ represents the ith constraint, where b^ is constant. 
In general, optimization of the objective function 
signifies either a maximization or a minimization of this 
function, and reflects the common goal of obtaining the best 
solution to the model. 
C. Linear Programming 
Linear programming is defined as the process of de­
termining a program of activity by finding the optimum solu­
tion of a group of restrictive linear equations. It is 
further required that the optimum condition also be expressed 
in equation form. The unknowns in the equations when finally 
determined, will constitute the program. The desirability 
of the program will be a resultant of these unknowns and will 
be tested by trying them in an equation which states the 
optimum desired. An optimal program is defined as a feasible 
plan which maximizes (or minimizes) some linear function, or 
objective function, from among all possible feasible plans. 
The general linear programming problem can be described 
as follows: Given a set of m linear inequalities or equations 
in n variables, we wish to find nonnegative values of these 
variables which will satisfy the constraints and maximize 
or minimize some linear function of the variables. Mathe­
matically, we wish to find x^, x^, x^, ..., x^ 
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which maximizes (or minimizes) the linear function 
z = Cg^x^ •*" ^2*2 ^  (7.2) 
subject to 
^11*1 ^12^2 + a, x_ < b In^n - "1 
^21*1 t ^ 22*2 +•••"•• ^ 2n*n — ^ 2 
x^, Xgf x^ 2 0 
the a../b.,c. are assumed to be known constants. For each 
13 1 3 
constraint one and only one of the signs —r ^ holds, but 
the sign may vary from one constraint to another. 
Less specifically, linear programming may be described 
as a mathematical technique for determining the most ef­
fective, desirable, or profitable course of action to take 
when the situation is governed by many known variables and 
conditions. In other words, linear programming is a tech­
nique or tool for providing management with information on 
which to base decisions and planning. 
D. Chance-constrained Programming 
Mathematical models, in particular linear programming 
models, are generally used in the deterministic case. In 
4 
Other words, the input data required by the models are assumed 
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to be known exactly. However, this may not always be true. 
The future demands of electrical energy may be sensitive to 
economic conditions and hence not known with perfect cer­
tainty. In applying operations research to a managerial 
decision-making problem, two questions should be concerned: 
1) What uncertainties should be faced, and how 
might they influence the selection of an optimal 
decision? 
2) Does a given mathematical model include or compen­
sate for these uncertainties? 
There are two approaches for dealing with uncertainty ; 
testing the sensitivity of solutions, which will be discussed 
in the next chapter, or designing models containing proba­
bilistic elements. In the mathematical programming model, 
which is derived in this chapter, probabilistic elements will 
be introduced by the vehicle of chance-constrained pro­
gramming . 
Assuming an ordinary linear programming to be of the. . 
form; 
max. c X 
s.t. A X ^ b (7-3) 
x ^  0 
where 
X = decision vector 
A" = mxn matrix 
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c,b = constant vectors 
Mathematical programming can be thought as stochastic 
if one or more of the coefficients in the set (A, b, c) are 
random variables with a specific probability distribution. 
Many approaches have been attempted to solve this kind of 
problem, namely, two-stage linear programming under un­
certainty, stochastic programming and chance-constrained 
programming. Generally speaking, all these approaches have 
the characteristics of incorporating the initial probability 
distribution of the parameters in order to convert a 
probabilistic linear program into a deterministic form and 
then define a set of decision rules having some optimal 
properties. 
Chance-constrained programming is a methodology that 
admits random data variation and permits constraint viola­
tions up to specified probability limits. The chance-
constrained programming can be divided into five cases which 
may be converted to deterministic models. 
1) constraint requirement random: from (7.3), b^ 
behaves like a random variable from some distribu­
tion. 
2) Input-output coefficient random; the input-output 
coefficient a^j of matrix A are random. 
3) Input-output coefficient and constraint require­
ments random: b^ and a^j are independent, and 
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behave like random variables from some distribu­
tion. 
4) Cost vector random: some or all cost coefficients 
cj are not known with certainty, and behave like a 
random variable from some distribution. 
5) Cost vector and constraint requirements random: 
where c^ and b^ are independent, and behave like 
random variables from some distribution. 
In the mathematical programming model, which is derived 
in this chapter, probabilistic elements being introduced by 
chance-constrained programming fall into case number one, 
therefore, the case of constraint requirement random will be 
discussed briefly. 
In some linear programming problems, b^ behaves like a 
random variable from some distribution. According to 
Sposito (1975) , the formulation of the chance-constrained 
programming problem is: 
n 
max. E c.X. (7.4) 
i=l ] ] 
n 
E 
j=l 
s.t. P{ a..X. < bi} > i = 1,2,...,m 
_1__1 ij J — 1 — J-
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where 
P(.) = probability 
Cj = constant 
a^j = constant 
b. = random variable from some distribution 
1 
1-aj = the allowable "risk" that a random variable will be 
^ n n 
chosen such that Z a.-x. > b.. P[ 2 a..x. < b.] > a. can j=l 3 1 ID D - 1 - 1 
be converted to a deterministic constraint such as 
n 
Z a . . x . < B  ( 7 . 5 )  
j=l 3 - «i 
where 
B = (1-Oi) (7.6) 
°i ''i 
and F, denotes the cumulative distribution function of b.. 
Di 1 
Hence by solving the problem 
n 
max Z c .X. (7.7) 
j=l ] ] 
n 
s.t. E aj ^ x. < i = 1/2, ...m 
j=l D - a. 
Xj ^  0 
we can obtain an approximate solution to our original problem. 
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According to the research and investigation of chance-
constrained programming, Poock (1976) stated in his conclu­
sion as follows: 
1. Chance-constrained programming is a desirable 
technique for handling programming problems 
involving strongly stochastic quantities. The 
method of chance-constrained programming using a 
zero order decision rule is particularly desirable 
since the resulting deterministic equivalent is a 
straightforward linear programming problem. 
2. When the chance variable, which has an infinite 
range, follows a symmetric or a skew-symmetric 
distribution, there is a finite range distribution 
which will yield an accurate solution. The finite 
range can be determined from a histogram of the 
random variable. 
3. The computational problems associated with an in­
finite range distribution are relieved by the use 
of a finite range distribution. The only informa­
tion required to compute a deterministic equivalent 
is the range of the random variable and the level 
of satisfaction for any constraint. 
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E. Mathematical Model for Determining Least-Cost 
Investment in Electrical Power System 
1. Introduction 
Modern electric power systems form a complex of instal­
lations with many intricate electrical and economic rela­
tionships. The development of larger power systems is ac­
companied by ever increasing demands on these systems with 
respect to both economy and reliability. 
The solution of this complex and intricate problem 
addressed in this research can be determined by mathematical 
simulation. Work has been in progress for more than twenty 
years on problems of calculating optimal regimes for 
electrical power systems, Bessiere (1970), Gately (1970), 
Jacoby (1967). It is only in the last decade, however, that 
there has been real progress in developing mathematical 
methods of optimization and in practical realization of solu­
tion through the aid of modern hardware in the form of digital 
computers, Manne (1971), Peterson (1973). 
The chance-constrained programming that is formulated 
in this research is large scale. The planning objective of 
the model is to minimize the present worth of all investment 
and production costs that are incurred for power generation 
over the time horizon. The investment decision variables 
of the industry interact strongly at a point in time and 
over time. This occurs for a number of reasons which are 
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perhaps most easily explained through examples. First, 
different energy sources have complementary functions in 
modern interconnected power systems. The main sources are 
single and multi-purpose hydro schemes, of widely varying 
power and energy storage capacities; fossil fuels, which 
mainly are fuel oil, coal, gas and lignite; thermal and fast 
neutron breeder reactor; gas turbines and pumped storage. 
Gas turbines have low capital but high generation costs ; 
fossil systems have higher capital but lower generation 
costs; nuclear, high capital and low generation costs; and 
hydro, high or low capital, depending upon the site, and 
near-zero generation costs. The optimum balance of plant in 
the system at any point in time will depend on the relative 
capital and generation costs of the alternative energy 
sources. Second, the optimum balance will depend on both 
the inherited and the expected structure of the power 
system. 
Because of these kinds of interaction among decision 
variables, models must be multi-dimensional. The investment 
decision to be taken at the present time depends upon the 
past and future evolution of investments, and because of such 
factors as environmental constraints, fuel shortages, rising 
fuel prices, budgeting constraints, and uncertainty regarding 
future demand, the problem is becoming increasingly critical. 
Some important inputs to the derived mathematical 
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programming model may be summarized as follows: 
a) Renewal cost; the additional investment in re­
placing the properties of interim retirement, 
as discussed in Chapter VI, are to be used as input 
costs for the mathematical model. 
b) Discounted costs and present value of future 
investments ; To overcome the effects of inflation, 
all the discounted costs and present value of future 
investments are to be calculated from nominal prices 
and interest rates as indicated in Chapter V. 
c) The electrical energy demand; the electrical demand 
at any future time t is to be predicted by utilizing 
one or more forecasting methods of time series 
analysis, multiple regression and exponential 
smoothing as described in Chapter IV. To simplify 
the estimation of operating costs, it is usual to 
construct a "load duration curve" from the electrical 
demand curve which is to be discussed in the following 
section. 
2. The load duration curve 
This is a device used in electric utility industry to 
show the number of hours for a period of time, say a year, 
that various loads are served. 
The difficulty of calculating optimum operating schedules 
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and costs is complicated by the high variability of power 
demand, which varies throughout the day and throughout the 
year. The operating costs are the area under this curve 
weighted at each time interval 6^ by the fuel costs and the 
output of the plant during that interval. 
Demand (MW) 
Required Capacity 
Time 
Figure 7.1. Power demand 
To simplify the calculation of operating costs it is usual 
to construct a curve known as load duration curve. This 
curve is constructed from the above demand curve by re­
arranging each load for each time interval 9^ to occur in 
descending order of magnitude (see Figure 7.2). 
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Demand (MW) 
1 year 
Duration of Loads 
Figure 7.2. Load duration curve 
The load duration curve makes integration of cost less 
difficult because it can be represented by simpler function 
than the curves in Figure 7.1. 
3. Description of the mathematical programming model 
In this section, the chance-constrained programming model 
is formulated. The objective function and the constraints are 
presented in detail. 
a. Index of decision variables Following are the 
subscripts and decision variables used in the model: 
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Subscripts: (represented as discrete intervals) 
d - regions of demand; d = 1...D 
g - regions of generation; g = 1...G 
h - hydro electric type of plant; h = 1...H 
i - type of fuel (coal, gas, nuclear, oil, etc.) i = 1...I 
j - type of electrical plant (excluding hydro) j = 1...J 
m - each period t (say year) is divided into m = 1...M 
subperiods (season) 
p - the demands within each period m will be represented 
by a load duration curve divided into p = 1...P blocks 
t - investment periods (say year), t = 1...T 
V - vintage of j or h types of plant, comprising the initial 
plant composition of the system between v = -V to 0, and 
the plants will be installed between v = 0 to t. 
N(ijvpmtgd) = the quantity of fuel i was burned in plant j, 
vintage v, month p, season m, year t, to 
generating power at region g and transmitting 
to region d. 
X - initial installed capacity (or size) of a new plant (kw) 
R - the economic operating capacity of a plant in year t (kw) 
U - the output capacity of a plant (kw) 
E - the storage capacity installed (kwh) 
F - the energy output from storage system (kwh) 
M - transmission capacity (kw) 
N - the quantity of fuel burned (BTU) 
Z - the quantity of energy shortage (kwh) 
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W - water inflows to scheme h (hydro), vintage v, generation 
region g, during period m of year t, expressed in energy 
units (kwh) 
b. Index of parameters Following are the input 
parameters used in the model: 
C - the discounted capital investment costs per unit of 
initial capacity (size) of a plant ($/kw) 
A - the discounted annual additional investment cost per 
unit of remaining capacity of a plant ($/kw) 
P - the discounted production costs (excluding fuel cost) 
per unit of energy output ($/kw) 
8 - the width of the time interval of block p of load duration 
curve 
0 - the discounted capital investment costs per energy unit 
of storage capacity installed ($/kwh) 
0'~ the discounted operating costs per energy unit supplied 
from storage capacity ($/kwh) 
C- the discounted capital cost per unit of transmission 
capacity ($/kw) 
Y - the discounted fuel cost per unit of BTU burned ($/BTU) 
P'- the discounted costs used in environmental protection 
($/BTU) 
S - energy shortage cost (discounted), a measure of the non­
availability of energy to the economy ($/kwh) 
e - conversion factor of natural resource (fuel) into 
electrical energy 
A - pollution discharge factor from fuel 
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c. The objective function The planning objective is 
to minimize the present worth of all investment and operating 
costs that are incurred for power generation over the time 
horizon, period t = 0 to T. The search for least-cost opti­
mum investment program also entails, for each plant program 
considered, the search for an optimum operating schedule. 
The objective function is therefore: 
Minimize the sum of the following: 
1) Capital investment in new plants 
G T J 
Z E Z C(j,v,g) X(j,v,g) + 
g=l v=l j=l 
G T H 
S E E  C ( h , v , g )  X ( h , v , g )  ( 7 . 8 )  
g=l v=l h=l 
2) Annual additional investment (into plants of dif­
ferent vintages) 
T G t J 
E E E E A(jvtg) R(jvgt) + 
t=l g=l v=-V j=l 
T G t H 
E E E E A(hvgt) R(hvgt) 
t=l g=l •v=-V h=l 
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3) Production costs (excluding fuel) of plants 
P M T D G t J 
E Z S Z S Z Z P(jvdgtmp) U(jvgdtmp)0 
p=l m=l t=l d=l g=l v=-V j=l P 
P M T D G t H 
+ZZEZZE Z P(hvgdtmp) U(hvgdtmp)0 
p=l m=l t=l d=l g=l v=-V h=l ^ 
4) Capital investment in water storage system 
G H T 
Z Z Z O(hvg) E(hvg) 
g=l h=l v=l 
5) Operating expenditure in water storage system 
G M T T H 
Z Z Z Z Z O*(hvtmg) F(hvtmg) 
g=l m=l t=l v=-V h=l 
6) Capital investment in transmission lines 
G D T 
Z Z Z C(vgd) M(vgd) 
g=l d=l v=l 
7) Fuel cost 
G T M P t J I 
Z Z Z Z Z Z Z Y(ijvpmtg) N(ijvpmtg) 
g=l t=l m=l p=l v=-V j=l i=l 
8) Total expenditure in environmental protection 
P M T I G t J 
Z Z Z Z Z Z Z PMijvpmtg) N(ijvpmtg) 
p=l m=l t=l x=l g=l v=-V j=l 
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9) Energy shortage cost, a measure of the nonavail­
ability of energy to the economy 
P M T D 
E E Z Z S(dtmp) Z(dtmp) 
p=l m=l t=l d=l 
d. Constraints Optimum replacement of a power 
station usually occurs when it is cheaper to expand and 
operate the power system without this power station. This 
situation may come about because of rising operating and 
maintenance cost, annually additional investment into the 
plant to keep it operating at the desired level of capacity, 
and fuel cost relative to those of new plant, or because 
sites for new power stations are short and old ones need to 
be scrapped to make room for new and larger ones. 
If the decision variable R denotes the optimal capacity 
a plant of vintage v should remain in service in year t, 
due to production cost and additional investment then the 
plant would be scrapped or replaced when R = 0. 
1) The remaining capacity of a plant in year t should 
be less than the installed capacity 
R(jvgt) < X(jvg) (7.9) 
R(hvgt) < X(hvg) (7,10) 
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must be satisfied for j = 1...J 
h = 1...H 
V = 1... t 
t = 1...T 
g = 1...G 
2) Plant remaining of given type never increases 
j — 1... J 
h = 1...H 
V = -V...t 
t = 1...T 
3) A plant's output should never exceed its remaining 
available capacity; 
R(j/ V ,g,t+1) _< R(jvgt) 
R(h/V,g,t+1) < R(hvgt) 
(7.11) 
(7.12) 
for 
D 
Z U(jvgdtmp) < a(jvgt) R(jvgt) 
d=l 
(7.13) 
D 
S U(hvgdtmp) £ a(hvgt) R(hvgt) 
d=l 
(7.14) 
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for 
j 1.. .J 
V  = -V. . . t 
h = 1.. .H 
g = 1.. .G 
m = 1.. .M 
P 
= 1.. .P 
t — 1.. .T 
with 
0 £ a(jvgt) £ 1. 
0 £ a(hvgt) £ 1. 
4) The generating capacity must be greater than the 
peak load presented at the power stations terminals 
by a margin b^. 
G t J D G t J 
EE E R(jvgt)^(l+b.) E EE EU(jvgdtmp) 
g=l v=-V j=l d=l g=l v=-V j=l 
(7.15) 
G t H D G t H 
EE E R(hvgt)^(l+b') E E E E U(hvgdtmp) 
g=l v=-V h=l d=l g=l v=-V h=l 
(7.16) 
0 < b. < 1 
0 < b; < 1 
— t — 
1 (peak) 
1. . .T 
1...M 
for 
P = 
t = 
m = 
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5) 
for 
t 
P 
m 
g 
d 
6 )  
for 
h 
t 
V 
g 
H (vgt) 
Transmission capacity must be sufficient to carry 
peak load transfer 
t t J 
Z M(vgd) ^  (1+c )[ 2 Z U(jvgdtmp) 
v=-V v=—V j=l 
t H 
+ I Z U(hvgdtmp)] (7.17) 
v=-V h=l 
0 < c. < 1. 
— t — 
. . .T 
(at peak) 
.. .M 
. . « G 
# « # D 
Restrictions on energy available from hydroplants 
D M P 
E Z E U(hvgdtmp)0 < H(vgt) (7.18) 
d=l m=l p=l ^ 
1. . .H 
1. . .T 
-V...t 
1...G 
a constant, denotes the upper limit of hydro 
electric energy available (kwh) 
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7) Energy conversion constraint - conversion of natural 
resource (fuel) into electrical energy, the inter-
fuel competition and optimal allocation policies 
during periods of fuel shortage. 
I D 
Z e(ijvg) N(ijvpmtg) > Z U(jvgdtmp)6 (7.19) 
i=l d=l P 
for 
j = 1. . . J 
V = -V...t 
g = 1...G 
p = 1...P 
m = 1...M 
t = 1...T 
where e (ijvg) denotes the conversion factor of natural 
resource i into electrical energy at plant j, vintage v, 
generating region g. 
8) Resource balance constraint - the amount of resource 
i should not exceed the available supply of re­
source i during a period 9^, m, t or T. 
* during period 9 
J G t 
Z Z Z N(ijvpmtg) _< L(ipmt) (7.20) 
j=l g=l v=-V 
for 
i = 1...I 
p = 1...P 
m = 1...M 
t = 1. . .T 
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* during period m 
G P t J P 
Z E E  Z  N d j v p m t g )  <  Z  L ( i p m t )  ( 7 . 2 1 )  
g=l p=l v=-V j=l p=l 
for 
i = 1...I 
m = 1...M 
t = 1...T 
* during period t 
G M P t J MP 
Z Z Z Z Z N(ijvpintg) < Z Z L(ipmt) (7.22) 
g=l m=l p=l v=-V j=l m=l p=l 
for 
i = 1. .. I 
t = 1...T 
* during period T 
G T M P t J 
Z Z Z Z Z Z N(ijvpmtg) 
g=l t=l m=l p=l v=-V j=l 
T M P 
< Z Z Z L(ipmt) (7.23) 
t=l m=l p=l 
for 
i = 1...I 
where L(ipmt) denotes the upper limit of natural resource i 
available during the month p, season m, year t. 
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Storage capacity and operating policy: The model would 
search for the least-cost, evolving investment programs to 
satisfy the demand for electrical energy, a planned degree 
of flood control and water to irrigation. 
9) The water-storage at the end of each period m (or 
beginning of period m+1) plus the water used for 
generation must be less than or equal to the initial 
storage plus the inflow; 
D P 
F(htv,m+l,g) + Z S U(hvgdtmp)e 
d=l p=l P 
£ F(hvtmg) + W(hvtmg) (7.24) 
for 
m = 1.. .M-1 
g = 1.. .G 
h = 1.. .H 
V = 
-V. . .t 
t = 1. . .T 
and 
D P 
F(h,t+1,v,l,g) + Z Z U(hvgdtmp)9 
d=l p=l 
_< F(htvMg) "f W(htvMg) (7.25) 
for 
m = M 
g — 1...G 
h = 1...H 
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V = -V...t 
t = 1...T 
10) The water storage capacity at any time should 
be less than or equal the installed storage 
capacity 
F(hvtmg) _< E(hvg) (7.26) 
for 
h = 1...H 
V = -V...t 
t = 1...T 
m = 1...M 
g — 1 • •. G 
11) The water discharged from the hydro plant must not 
exceed the amount of water used for irrigation and 
the upper limit of discharge for flood control 
purposes. 
D P 
Z Z U(hvgdtmp)8 £ I(htvmg) + Q(htvmg) (7.27) 
d=l p=l P 
for 
h = 1...H 
t = 1...T 
V = -V...t 
m = 1...M 
g = 1...G 
Q(htvmg) denotes the upper limit for the rate of discharges 
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of hydroplant h, vintage v, generating region g, during year 
t and period m (expressed in energy units, kwh). I(htvmg) 
denotes the water required in period m for irrigation. 
12) To protect the environment, any kind of pollu­
tion (y) discharged from all kinds of fuel which 
were used to generate the electricity, should 
not exceed an upper limit quantity during a 
period that may be harmful to the environment 
surrounding. 
* during period 0^: 
I t J 
E Z 2 N(ijvpmtg) A(iyjvpmtg) £ B(ymptg) (7.28) 
i=l v=-V j=l 
for 
y = 1...Y 
p = 1...P 
m = 1...M 
t = 1...T 
g = 1...G 
* or during period m: 
I P t J 
E E EE N(ijvpmtg) A(iyjvpmtg) 
i=l p=l v=-V j=l 
P 
< E B(ymptg) (7.29) 
p=l 
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for 
y = 1...Y 
m = 1...M 
t = 1...T 
g = 1...G 
* or during period t 
M P t J I 
Z E E  E E  N ( i j v p i n t g )  A ( i y j v p m t g )  
m=l p=l v=-V j=l i=l 
M P 
< E E B(ymptg) (7.30) 
m=l p=l 
for 
y = 1...Y 
t = 1...T 
g = 1...G 
A(iyjvpmtg) denotes the pollution discharge factor from using 
natural resource i, in plant j, vintage v, during month p, 
season m, year t, generating region g and the type of pollu­
tion discharge y. 
B(ymptg) denotes the upper limit for the quantity of pollu­
tion y allowed during month p, season m, year t and in 
region g. This restrictions can be federal regulations 
probability waste dumping, pollution in the air, etc. 
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13) Budget constraint-limitation of capital investment 
J G 
Z Z C(jvg) X(jvg). < G(v) (7.31) 
j=l g=l 
for 
V = 1...T 
G(v) denotes the upper limit for the amount of dollars 
spending as capital investment for plants of vintage v. 
System reliability constraints; 
(14) The demand-region d can be supplied with enough 
energy to function. For example, a certain per­
centage of the residential energy demand is to 
be met always. 
t G J 
P[(E E I U(jvgdtmp) 
v=-V g=l j=l 
t G H 
+ Z Z Z U(hvgdtmp))e (1-k ,) 
v=-V g=l h=l " ^ 
> D(dtpm)] > 
for 
t = 1.. ..T 
d = 1.. ..D 
P = 1.. . .p 
m = 1.. ..M 
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and 
0 1 kgd 1 1 
*D(dtpm) behaves like a random variable from some distribu­
tion. 
D(dtpm) denotes the demands of consuming sector d which "must 
be met". This can be interpreted as the energy needed to 
function at a minimally acceptable level. 
k^^ denotes per-unit power attenuation between g and d. 
15) Let z(dtpm) denote the amount of energy shortage 
in consuming sector d, during month p, season m and 
year t; when z(dtpm) = 0, actual electrical 
energy desired by sector d are completely met. 
When z(dtpm) is positive, the energy allocations 
desired by sector d are not completely met, al­
though the minimal allocation needed to function 
is. Since the full desired allocation is not met, 
there is a cost to the economy reflected in the 
loss of jobs, capital output into the economy, and 
corporate revenue, welfare payments, and others, 
which is characterized by shortage cost S per unit 
of energy. 
To ensure that demand of consuming sector d 
is met, the following constraint is constructed. 
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t G J 
P[[ 2 2 2 U(jvgdtmp) 
v=-V g=l j=l 
t G H 
+ S E Z U(hvgdtmp)ie (1-k j) 
v=-V g=l h=l P 
+ z(dtpm) > TD(dtmp)] > a' (7 
"" — dtmp 
for 
t = 1...T 
p = 1...P 
m = 1...M 
d = 1...D 
and 
0 < k , < 1 
- gd -
" i «dtmp 1 1 
TD(dtmp) denotes the total electrical energy demand of 
consuming sector d, 
16) The aggregate amount of water discharged through 
turbines of hydroplants must at least equal to 
the requirements of water for irrigation during 
period of season m. 
Ill 
D P 
P[ E Z U(hvgdtmp)e ^ I (hvgtm) ] ^  °'hvgtin (7-34) 
d=l p=l 
® — "^hvgtm — ^ 
for 
h 1.. .H 
V  -V. .. t 
t = 1.. .T 
m = 1.. .M 
g = 1.. .G 
I(hvgtm) denotes the requirements of water discharge from 
hydroplants for irrigation during season m. 
This completes the model formulation. The approach 
is very flexible and new features can readily be intro­
duced . 
A treatment of the salvage value; 
Marston (1970) defined salvage value of industrial 
property as the net sum (actual or estimated), over and 
above the net cost of removal and sale, realized for it when 
it is disposed of by its owner or the value of the property 
retired for use in a different location or for a different 
purpose. 
Salvage value often is zero and sometimes may be nega­
tive. Salvage value is a value, not a cost, because it is 
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the value of the property realized at the time of retirement 
or the probable value realized at the forecasted date of re­
tirement. 
Recently, salvage values played an increasingly important 
role in capital budgeting because of the higher costs of re­
moval. The salvage value can be introduced into this mathe­
matical model by either of two of the following approaches : 
a) The simplest approach is to estimate the salvage 
value of the plant at the end of its probable service life as 
a percentage of first cost. The salvage value should be 
included in the objective function and can be expressed as: 
G J T 
- 2 Z Z a{jvg) C(jvg) X(jvg)/(l+i,).,,(l+i ) (7.35) 
g=l i=l v=l * 
where a(jvg) is a constant or salvage rate, n is probable 
service life, and a(jvg) < 1. 
b) The second approach is based on the definition of 
salvage value as the value of the property retired. Assume 
that a plant j of capacity X(jvg) is installed at year v; 
at a future time t, the remaining capacity of this plant is 
R(jvgt), and [X(jvg)-R(jvgt)3C(jvg) is the total dollars re­
lated to the partial retirement of this plant. Salvage value 
of the property retired during the period (t-v) can be esti­
mated as a percentage of this amount. 
As t-^t' and R(jvgt) -»• 0, the sum of all salvage values 
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calculated at each time interval At should be the salvage 
value of the property. This value should be included in the 
objective function as follows; 
J G T 
- Z Z Z a(jvgt)C(jvg)[X(jvg)-R(jvgt)l/(l+i,)...(1+i ) 
j=l g=l v=l 
(7.36) 
where 
t = V 
J G T t 
- Z Z Z Z a(jvtg)C(jvg)[R(jvgt)-R(jvg,t+1)] 
j=l g=l t=l v=l 
[l/d+ij^) ... (1+i^^^)] (7.37) 
where 
t ^  V and a Cjvgt) is a constant or salvage rate 
a(jvgt) ^  1.0 
4. Model applications and characteristics 
The above chance-constrained programming model en­
compasses the entire electrical energy system, including 
all resources, generation capacities and demand sectors 
desired. The supply and consuming sectors can be defined as 
specifically or as broadly as desired. 
The model can easily be disaggregated and can be an 
effective decision tool on a local, regional, state or 
national level. It also can be applied on a micro regional 
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level for long-range planning, capital budgeting or financial 
planning within a company. The model can also be used to 
isolate and analyze specific demand sectors. 
The above mathematical model can be used effectively as 
a decision tool in a number of areas and situations, for 
example ; 
a) To determine the least cost mix of capacity be­
tween hydro, nuclear, and fossil fuel plants to be 
added to the system. The plant mix decision is made 
by finding an economic balance between investment 
and operating costs. 
Size of the plants added to the system 
The location of these plants 
Directions of electrical energy transport 
(interconnections) 
The timing of these additions (vintage) 
Investment cost 
b) To determine the least cost mix of fossil fuel 
between coal, oil, and gas at any given time . 
The required quantity of fuel 
Fuel cost 
Environmental effect constraints. 
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c) To determine the least cost mix of power output 
between plants at any given time. 
Production cost (operating, maintenance, trans­
mission, distribution) 
Optimal power output 
d) To determine the most economical capacity that a 
plant should remain in service at any given year. 
Total additional investment expenditure to replace 
the retirements and keep a plant of certain vintage 
remaining in service at a desired level of operating 
capacity. 
e) To study a treatment of replacement policy. 
f) For studying the transmission capacity (intercon­
nection) and directions: to prevent generator 
failure, peak demand, and pooling of reserve 
capacity. 
Investment expenditure 
g) To determine the hydro storage capacity and operating 
policy with respect to flood control and irrigation. 
h) For studying the interfuel competition and optimal 
allocation policies during an energy shortage due 
to generator failure or fuel shortage. 
Shortage costs, a measure of the nonavailability of 
energy to the economy 
The energy shortage costs can be used to assign 
allocation priorities for the various consuming 
sectors. 
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i) To assess the economic impact of future energy 
shortage. 
j) To predict the impact of higher fuel prices on 
consumption. 
k) For studying the effect of deregulation of fuel 
prices. 
1) To assess the impact of environmental regulations. 
m) To study the impact and optimal decision policy 
in the situation of capital investment shortage. 
The model can also be used as a simulation device for 
determining the optimal investment costs and studying the 
optimal policy of different situations and, also, to insure 
that each long-range expansion plan meets the system's re­
liability requirements of future energy demand. Sensitivity 
analysis in linear programming and parametric programming 
will improve the efficiency of simulation process. These 
analyses are discussed in a section of the following chapter. 
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VIII. A CASE STUDY - AN APPLICATION OF 
THE MATHEMATICAL MODEL 
Models, or idealized representations, are an integral 
part of everyday life. Mathematical models are also ideal­
ized representations, but they are expressed in terms of 
mathematical symbols and expressions. These kinds of models 
have many advantages over a verbal description of the prob­
lem. One obvious advantage is that a mathematical model 
describes a problem much more concisely. This tends to make 
the over-all structure of the problem more comprehensible, 
and it helps to reveal important cause-andneffeet relation­
ships. It also facilitates dealing with the entire 
problem and considering all of its interrelationships simul­
taneously. A mathematical model forms a bridge to the use 
of high-powered mathematical techniques and electronic 
computers to analyze the problem. 
One of the first lessons of operations research is that 
it is not generally sufficient to rely solely on one's in­
tuition. This applies not only in obtaining a solution to a 
problem, but also in evaluating the model that has been 
formulated to represent this problem. 
A case study, therefore, was performed utilizing the 
derived mathematical programming model and the MPSX-system, 
Mathematical Programming System 360, in computation purposes. 
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The model was evaluated through its performance and results 
that it gave out. The optimal solution was investigated for 
its soundness and reliability. In the last part of this 
chapter, the advantages and flexibility of the model in simu­
lation study through sensitivity analysis and parametric 
programming will be discussed. 
A. Case Study - Mathematical Formulation 
In this case study, the planning objective was to mini­
mize all investments and operating costs that were fore­
casted to be incurred for power generation system over the 
time horizon of 9 one-year periods. The plant mix decision 
was made by finding an economic balance between investment 
and operating costs. Three types of plants were considered 
in this case study, namely nuclear, hydro and conventional 
steam. Four kinds of fuel were considered, namely coal, 
fuel oil, gas and nuclear. A limitation on fuel supply was 
introduced. For the sake of simplicity, only one region of 
power generation was considered which supplies one region of 
demand. To limit the size of the model, the water storage 
system will not be included. 
The electrical energy demand at any year t was assumed 
to behave like a random variable from the uniform distribu­
tion, the lower and upper limits are shown in Table 8.1 
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Table 8.1. Electrical energy demand 
Year 
Lower limit 
(in 10° kwh) 
Upper limit 
(in 10° kwh) 
1 3050. 3125. 
2 3089. 3168. 
3 3266. 3343.5 
4 3434. 3510.25 
5 3808. 3880. 
6 3480. 3510. 
7 3040. 3072. 
8 2600. 2635. 
9 2170. 2195. 
The limitation of fuel supply is introduced to study 
the interfuel competition and optimal allocation policies 
during a fuel shortage situation. 
It was assumed that the plant which was built at t = 
-6 was a conventional steam plant and operating with a 
capacity of 356,000 kwh, RlOl = 356,000 kw, at t = 0, 
Following is a description of decision variables, cost 
parameters, the model formulation and a brief discussion of 
the results. 
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1. Decision variables 
Following are the decision-variables: 
X(j/ V )  = size of plant type j added to the system during 
year v (vintage). 
j = 1 (conventional steam) 
j = 2 (nuclear) 
j = 3 (hydro) 
R(jvt) = the most economical capacity for a plant type 
j, vintage v, should remain in service in year 
t, t = 1... 9. 
U(jvt) = the optimal power output of plant type j, 
vintage v, generated in year t. 
N(ijvt)= the quantity of fuel i was required to produce 
electricity by plant j, vintage v during year 
t. 
i = 1 (coal) 
i = 2 (fuel oil) 
i = 3 (gas) 
i = 4 (nuclear fuel) 
V = 0 (plant built in the past) 
2. Cost parameters 
The input cost parameters are the present value of 
capital investment, production cost, fuel cost and renewal 
cost. All cost parameters are listed in column "input cost" 
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of MPSX output. Appendix C. 
a. Capital investment, production cost and fuel cost 
The historical cost data were collected from "steam-electric 
plant construction cost and annual production expenses" 
FPC (1973), "hydro-electric plant construction cost and 
annual production expenses", FPC (1972), and "statistics 
of privately owned electric utilities in the United States" 
FPC (1973), all of those were published by the Federal Power 
Commission; "Statistical Year Book of the Electric Utility 
Industry" published by Edison Electric Institute (1974); and 
some data were obtained from Iowa State Commerce Commission. 
A regression analysis was made on these data to approxi­
mate the trend cost and estimate the future nominal price of 
each element. 
b. Annual additional investment or renewal cost 
From Chapter VI, the annual additional investment can be 
estimated by utilizing the technique for simulating the 
retirement experience of limited life industrial property. 
The approximation of annual additional investment would be 
calculated as follows: 
A(jvt) R(jvt) = r(jvt) C(jv) R(jvt) 
where 
(8.1) 
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A(jvt) = the annual additional investment cost per unit 
of remaining capacity of plant j, vintage v, 
in year t 
R(jvt) = the economic-operating capacity of plant j, 
vintage v, in year t 
r(jvt) = annual additional investment cost per dollar of 
initial capital investment in plant j, vintage 
V, during year t 
C(jv) = the initial capital investment costs per unit 
of initial capacity of plant j, vintage v 
3. Model formulation 
The planning objective is to minimize all investment 
and operating costs that are incurred for power generation 
over the horizon. Following are the objective function and 
the constraints. 
The objective function; Minimize 
275 Xll + ... + 764 X35 + 
.335 RlOl + ... + 1.56 R359 + 
25.6 UlOl -j- ... + 31.5 U359 + (8. 
4.34 Nllol + ... + 4.3 N4259. 
where 
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X(jv) = size of plant type j added to the system in year 
V  
j= 1...3, v=1...5 
R(jvt) = the economic operating capacity of plant j, 
vintage v in year t 
j = 1...3, V = 0...9, t = 1...9 
U(jvt) = the power output of plant j, vintage v. 
j  = 1...3, V  = 0...9, t =  1...9 
N(ivjt): quantity of fuel required 
i = 1...4, j = 1...2, V = 0...9, t = 1...9 
The constraints; 
1) The optimal remaining capacity of a plant. The value 
of a(jv) is assumed to be between .99 and .92 
RlOl < 356,000 
Rill < Xll (8.3) 
R359 < (.92) X35 (8.116) 
2) Plant remaining of given type never increases 
RlOl 2 R102 (8.117) 
R358 > R359 (8.214) 
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3) A plant's output should not exceed its 
available capacity 
UlOl < Rioi (8.215) 
U359 < .94 R359 (8.326) 
4) The electrical energy demand is to be satisfied 
with a probability of .80 
P[U101 + uill + U211 + U311 > > .80 (8.327) 
• • 
* • 
P[U109 + U119 + U129 + ... + U359 > Dg] > .80 (8.335) 
wher% is the electrical energy demand at year t and 
behaves like a random variable from a uniform distribution. 
5) Restrictions on energy available from hydro plants 
U311 £ 6336. (8.336) 
U359 < 8000. 
6) Resource balance constraint-limitation on fuel 
supply 
NllOl + Nllll < 12 X 10'^ BTU (8=371) 
1-a 
N4219 + N4229 + ... + 1 10x10 BTU (8.376) 
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7) Energy conversion constraint 
.001 NllOl + .001 N2101 + .001 N3101 > .00876 UlOl 
: (8.407) 
.001 N4259 > .00876 U259 
(8.487) 
The size of this model is 430 variables and 485 constraints. 
Reformulating the probabilistic model into a deterministic 
model; 
According to Sposito (1975), to convert the above chance-
constrained programming model into a deterministic model, the 
constraints 8.327 to 8.335 must be converted to deterministic 
constraints. 
t J t H 
P [  Z Z U(jvt) + E E U(hvt) > D ] > a (8.488) 
u=-V j=l v=-V h=l 
This constraint can be converted to deterministic constraints 
such as 
t J t H 
E E U{jvt) + E E U(hvt) > „ (8.489) 
u=-V j=l v=-V h=l t 
where 
and F denotes the cumulative distribution function of D.. 
Dt 
From constraint 8.327 
f 
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P(U101 + uni + U211 + U311 < DL) < .80 
— X — 
(8.327) 
where is assumed to behave as a random variable from a 
uniform distribution 
~ U(3050 X 10^, 3125 x 10^) 
h-g 
3050 X 10' 3125 X 10' 
°i-a. 
g=3050xl0^ 
= Oti (8.490) 
D' 1-a 
r " "1 
ih^ J 
°i-a, 
°i-a. 
g = a^(h-g) 
= a^(h-g) + g 
(8.491) 
(8.492) 
°i-a^ = 3050 X 10® + .8(3125 x 10^-3050 x 10®) 
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Dî = 3110 X 10^ kwh 
1-"1 
or 
D,' = 355,023 kw x 8760 hours/year 
Similarly, D'_ , D* , D' are found and listed 
±.^(XQ  ^ X""0t2 
in Table 8.2. 
Table 8.2. The electrical energy demand in the deterministic 
model 
D' Year 1-a^ 
(kwh) 
1 355,023. x 8760. 
2 359,795. X 8760. 
3 379,863. X 8760. 
4 398,927. X 8760. 
5 441,416, X 8760. 
6 400,000. X 8760. 
7 350,000. X 8760. 
8 300,000. X 8760. 
9 250,000. X 8760. 
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The constraints 8.327 to 8.335 of the deterministic model are: 
UlOl + Ulll + U211 + U311 ^  355,023. (8.493) 
• • • • 
• • • • 
U 1 0 9  +  . . . . . . +  U 3 5 9  ^  2 5 0 , 0 0 0 .  ( 8 . 5 0 1 )  
The objective function and other constraints would 
stay the same as they were in the chance-constrained pro­
gramming. 
MPSX system was utilized to determine the optimal solu­
tion for this model. The complete output is in Appendix C. 
Following is a summary of results. Table 8.3, and a brief 
discussion of the results. 
Notations used in the following discussion are defined 
as follows: 
i = 1: fossil fuel plant 
j = 2: nuclear plant 
j = 3: hydro plant 
i = 1; coal 
i = 2: fuel oil 
i = 3: gas 
i = 4: nuclear fuel 
V  = vintage of a plant, v = 1...9 
V = 0: the plant was installed at t = -6 
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t = time (year) 
X(jv): size of plant type j, vintage v is added to the 
system. 
R{jvt): the economic operating capacity of plant j, 
vintage v in year t. 
U(jvt); the power output of plant j, vintage v, in 
year t. 
N(ijvt): quantity of fuel i is required by plant j, 
vintage v, in year t. 
4. Discussion 
Inspecting the optimal solution, a few comments can be 
made : 
1) The electrical energy demand was reliably satisfied 
in all the 9-one years study. 
2) The limitation of gas forced the fuel supply to be 
coal, the most economical fuel after gas. 
3) The schedule of adding new generating plant to the 
system was adequate to meet the increasing electri­
cal energy demand from period 1 to period 5. 
4) The decrease in power output and the economic 
operating capacity of the plants, according to the 
decrease of electrical demand from period 6 to 9, 
would save investors from renewal costs and main­
tenance expenses. 
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Table 8.3. Summary of results 
i j V  t=l t=2 t=3 t=4 
R(jvt) 1 0 348,813 327,520 327,520 327,520 
U( jvt) 1 0 348,813 213,227 237,695 263,729 
N (i jvt) 1 1 0 2,480,604 1,867,870 2,082,211 2,310,273 
N (ijvt) 3 1 0 575,000 
X(jv) 1 2 136,991 
R(jvt) 1 2 136,991 134,252 128,772 
U (jvt) 1 2 134,252 130,224 123,621 
N (ijvt) 1 1 2 601,044 574,764 523,921 
N (ijvt) 3 1 2 575,000 566,000 559,000 
X(jv) 3 1 6336 
R(jvt) 3 1 6336 6209 6082 5956 
U(jvt) 3 1 6209 6023 5839 5658 
X( jv) 3 2 6421 
R(jvt) 3 2 6421 6292 6164 
U(jvt) 3 2 6292 6103 5917 
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Table 8.3 (Continued) 
i j V t=5 t=6 t=7 t=8 t=9 
R(jvt) 1 0 327,520 320,400 313,280 306,160 266,961 
U(jvt) 1 0 307,868 297,972 288,217 278,606 240,265 
N(ijvt) 1 1 0 2,696,930 2,610,235 2,524,786 2 ,339,0212 ,004,720 
N(ijvt) 3 1 0 101,563 100,000 
X(jv) 1 2 
R(jvt) 1 2 128,772 96,990 55,138 12,214 0 
U(jvt) 1 2 122,333 91,171 51,278 11,237 0 
N(ijvt) 1 1 2 529,640 416,896 149,195 
N(ivj t) 3 1 2 542,000 400,000 300,000 98,436 
X( jv) 3 1 
R(jvt) 3 1 5829 5702 5576 5449 5233 
U(jvt) 3 1 5479 5303 5129 4958 4710 
X( jv) 3 2 
R(jvt) 3 2 6035 5907 5778 5650 5522 
U(jvt) 3 2 5733 5552 5374 5198 5025 
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5) The quantity of natural resources used to generate 
electricity was adequate considering the power 
output and conversion factors. 
The treatment of the variation in cost coefficients and 
in other inputs which may affect the optimal solution will 
be discussed in the sections on sensitivity analysis and 
parametric programming. 
Following is a brief discussion of the expectation of 
economic life span, replacement policies and the optimum 
production profile, based on the above results. 
B. The Expectation of Economic Life Span 
and the Optimum Production Profile 
The expected economic life span directly affects 
the replacement and depreciation policies. The life cycle 
of a generating plant is determined from the optimum produc­
tion profile. It is, therefore, important to discuss 
how these two factors could be obtained from this model. 
1. The expectation of economic life span 
Electric power production facilities account for about 
50% of all investment in electric plants. The cost of 
individual production units currently runs into the hundreds 
of millions of dollars. The premature obsolescence of such a 
unit could result in a financial burden to the consumers and 
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stockholders. 
The majority of goods, equipment and generating units 
require during their service life a flow of maintenance, 
expenses as well as capital expenditures to replace interim 
retirements. Most of the generating plants suffer a 
deterioration in the quality of their service as time goes 
on. Moreover, in a dynamic technology, they are subject to 
the competition of improved substitutes, so that the quality 
of their service may decline relative to available alterna­
tives even when the equipment does not deteriorate absolute­
ly. In the case of power generating plants, they not only 
have to face with technological changes, maintenance cost, 
but also with fuel crisis, environmental impact, energy 
demand, etc. Where these complicating factors are presented, 
replacement does not await the ultimate physical collapse, but 
is controlled instead by economic considerations. The ques­
tion of when to replace existing equipment or plant is a 
most difficult one to answer. The reason being that as in 
other planning problems some consideration must be taken of 
the future. 
The objective of a replacement policy is to find the 
times for replacing equipments that maximize the total net 
benefits or minimize the net cost over the life of the 
investment process. Since the replacement policy and 
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depreciation policy influence each other directly, the system 
planner should have an expectation of the time when the 
equipment is expected to retire. 
It may be recalled from the previous definitions that: 
= capacity of plant j to be installed at year v 
(vintage v) 
Rjyt ~ the optimal operating capacity of plant j, 
vintage v, at time t. 
When X(jv) ^ 0 and R(jvt) = 0, the plant j of vintage 
V is retired. In other words, (t-v) is the expected economic 
life span of this unit. 
It was demonstrated that the expected economic life span 
could be obtained from this model. Therefore, the deprecia­
tion rate would be accurately estimated; hence, the original 
investment would be fully recovered at the time when the re­
placement or retirement of the power plant caused by the 
development of more economic types of such facilities or 
some other reasons such as high fuel prices, environmental 
constraints...etc. 
2. Optimum production profils 
Historically, steam generating units have had a dis­
tinctive three-part life cycle. The three parts of the cycle 
are, in chronological order, base load, intermediate load and 
peak load and are presented, some what stylized by 
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Ferguson (1975). 
A Capacity Factor 
Intermediate 
Load 
Base 
Load 
Peak Load 
Z Age X Y 
Total Life 
Figure 8.1. Typical life characteristic of steam 
generating units 
The question one should ask is whether this curve repre­
sents the most economical production level of this generating 
unit during its life, and how could one locate the ages x, y, 
and z to minimize cost. 
A optimal operating level of plant X 
(KW) 
optimal production profile 350,000 
300,000 
250,000 
Figure 8.2. Optimal production profile 
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The optimum production level, or the most economic 
operating capacity of a generating plant j at any time t, is 
given by the model developed in this research through 
decision variable As t changes from 1 to T, the 
optimum production profile can be obtained. 
From the values of R(lOt) given by the results of the 
case study presented earlier. Table 8.3, the optimum pro­
duction profile of plant 1, vintage o can be drawn (Figure 8.2). 
C. Sensitivity Analysis and Parametric 
Programming 
After a series of tests and consequent improvements, 
an acceptable model and solution may be developed. Suppose 
that this solution is to be used repeatedly. It is evident 
that this one remains a valid solution for the real problem 
only as long as this specific model remains valid. However, 
conditions are constantly changing in the real world. There­
fore, changes might occur that would indeed invalidate the 
solution or the model. In other words, the values of the 
input parameters may change significantly. If this should 
happen, it is necessary to modify the model and its solution 
accordingly. It is worthwhile to establish systematic pro­
cedures for controlling the solution. To do this, it is 
necessary to identify the critical input parameters of the 
model. This is done by sensitivity analysis, whereby the 
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respective parameters are varied over their possible values 
in order to determine the degree of variation in the re­
sulting solution. 
The objective of sensitivity or postoptimality analysis 
was to study the effect of discrete changes in the coeffi­
cient of the linear programming problem on the optimal solu­
tion. Parametric programming investigates the behavior of 
the optimal solution as a result of predetermined linear 
variations in the parameters of the problem. Like the 
sensitivity analysis, the purpose of parametric programming 
is to minimize the additional computational effort required 
to obtain the results. 
Sensitivity analysis and parametric programming are 
logical steps to do after a solution is obtained. However, 
due to financial restriction, these steps were not done in 
this research. 
1. Sensitivity analysis 
Once some linear programming problem of practical inter­
est has been solved, two situations may arise which require 
additional computations: 
a) With practical problems, after searching for the 
solution of the given problem, it is helpful to see 
how the solution will change if some of the pa­
rameters, such as the prices, are changed. 
139 
b) After solving the problem, it may be discovered 
that one or more of the prices were incorrect, 
or other type of errors in general. 
In many cases, it is not necessary to solve the problem 
over again. Postoptimality would help to keep to a minimum 
the additional computational effort required to take care of 
the above problems. 
The changes in the linear programming problem which 
are usually studied by postoptimality analyses include: 
1) Coefficient of the objective function such as fuel 
prices, production cost. 
2) Technological coefficient of decision variables 
such as conversion factor of fuel. 
3) Tightness of the constraints such as electrical 
energy demand and limitation of fuel supply. 
4) Addition of new variables. 
5) Addition of new constraints. 
Sensitivity analysis should help to minimize the addi­
tional computational effort and establish a systematic pro­
cedure for controlling the solution. 
2. Parametric programming 
After some linear programming problem has been solved, 
parametric programming could be used to study the effect 
of some input parameters on the optimal solution. 
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Several types of linear variations in the parametric 
programming are: 
a) Variation in the cost vector. 
b) Variation in the resource vector such as electrical 
energy demand. 
c) The simultaneous variations in cost vector and re­
source vector. 
Both of sensitivity analysis and parametric programming 
are available in the MPSX system, MPS/360, Sposito (1975). 
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IX. SUMMARY 
This chapter will be divided into two sections, the 
first is devoted to conclusions and the second presents 
some recommendations for further research. 
A. Conclusions 
Electric utility industry is entering a new planning en­
vironment. The traditional planning functions and methodol­
ogies of the past are no longer adequate to handle today's and 
the future's complex and interdependent planning problems. 
The pressure of rapid inflation, tight capital markets, energy 
crisis, environmental requirements, regulatory lag, and con­
sumer resistance to the high cost of energy require utility 
company management to be willing to and capable of reacting more 
quickly to events than in the past. This means that more so­
phisticated forecasting techniques and long-range planning are 
needed. 
The formulated chance-constrained programming model has 
successfully provided support to the preparation of investment 
decisions, long-range planning, capital requirements and 
financial forecasts. The model further demonstrated that it 
could be utilized to estimate the expected economic life span 
of electrical plants, and the optimum production profile 
which are useful facts for capital budgeting. It is further 
concluded that replacement and depreciation policies can be 
tested in the results of this model. 
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B. Recommendations 
A key step when assessing the potential value of new 
technology in electric power generation or determining opti­
mal investment policies is to model the utility industry's 
expansion process. An important consideration in this 
process is the proper treatment of uncertainty; these un­
certainties include those related to fuel costs and avail­
abilities, demands, environmental standards, construction 
costs, inflation, national economic condition, changes in 
law, directives from federal government, and many others. 
An ordinary programming problem may be stated as : ^ 
max. (or min.) z = c-x, + c_x_ + ... + c. x 1 J- 6 z n n 
s. t 
+ a X < b 
mn n — m 
• • • / 
where 
^ij' ^ i cj are known constants 
Xj are decision variables 
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In this study, electrical demands have been treated 
as a random variable from some distribution, and these de­
mands are required to be satisfied with some sufficiently 
high probability. The constraints were constructed as 
follows: 
n 
- "i: - "i 
i = 1, 2.. .m 
0 < a. < 1 
It was assumed that b^ U(e,f), 
a^j and Cj are known constants. 
With regard to studies in electric utility capacity ex­
pansion and long-range planning in the presence of un­
certainty, a suggestion for future research is to allow 
a.. or c. or any combination of coefficients in the set 
1] ] 
(a^j, bj^, Cj) to be random variables with a specific 
probability distribution. 
It should be noted that the above stochastic models can 
be converted to deterministic models. However, such models 
may be nonlinear. 
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XII. APPENDIX A 
Computer output results related to the electrical 
energy demand forecasting. 
Time series analysis - Xll seasonal adjustment program 
and regression of the final seasonally adjusted series 
Multiple regression analysis 
The Box-Jenkins method 
Exponential smoothing technique 
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Table A.l. General description of the X-11 program 
X-ll SEASONAL ADJUST 
U. s. BUREAU OF T 
ECONOMIC RESEARCH AND A 
NOVEMBER I, 
THE X-ll PROGRAM IS DIVIDED INTO SEVEN MAJOR PARTS-
PART DESCRIPTION 
A. PRIOR ADJUSTMENTS. IF ANY 
B. PRELIMINARY ESTIMATES OF IRREGULAR COMPONEN 
AND REGRESSION TRADING DAY FACTORS 
C. FINAL ESTIMATES OF ABOVE 
D. FINAL ESTIMATES OF SEASONAL, TREND-CYCLE AN 
E. ANALYTICAL TABLES 
F. SUMMARY MEASURES 
G. CHARTS 
TABLES ARE IDENTIFIED BY THEIR PART LETTER AND SEQUE 
IDENTIFICATION IN THE STANDARD. LONG AND FULL PR INTO 
TABLES IN PARTS B. C AND D. THUS. TABLES 810.. CIO. 
WHERE NO CORRESPONDING TABLE EXISTS THE SEQUENCE NO, 
TABLES OF UNMODIFIED SI RATIOS BUT THERE IS NO CB. 
SERIES TITLE- SALES DATA FOR 
THIS SERIES RUN JU 
IOWA ELECTRIC LIGHT CO 
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TEOl 1/70 -
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FULL PRINTOUT. A 
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NO C8. 
: |  
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Table A.2. Electrical energy demand forecasting "* 
time series analysis - the X-11 seasonal 
adjustment program output 
JUNE 1976 SALES DATA FOR IOWA ELECTRIC LIGHT CO. 
B 1. ORIGINAL SERIES 
YEAR JAN FEB MAR APR MAY JUN 
1970 2 412 35. 208762. 21720 3. 197168. 199827. 221458. 
1971 255483. 222527. 230592. 202758. 205573. 259541. 
1972 2 62 596. 244817. 241305. 213461. 234442. 235976. 
1973 278630. 2 554 93. 256537. 234983. 237981. 263487. 
1974 295^68. 258952. 270598. 244916. 254440. 262364. 
1975 3  1 7 6 7 7 .  281242. 292695. 266425. 2 722 48. 297779. 
AVGE 275232. 245299. 251488. 226619. 234085. 256768. 
TABLE TOTAL- 18653296 I. MEAN- 259074. 
. FINAL SEASONALLY ADJUSTED SERIES 
YEAR JAN FEB MAR APR MAY JUN 
1970 218137. 212617. 218612. 223271. 222156. 227352. 
197 1 231483. 227038. 232199. 229181. 228044. 266612. 
1972 2 38 783. 250288. 243210. 24C896. 259396. 242628. 
1973 254493. 261 780. 258982. 264875. 262217. 271520. 
1974 271239. 266019. 273669. 275732. 280037. 270507. 
1975 292000. 289478. 296367. 299488. 299359. 307018. 
AVGE 251022. 251203. 253840. 255574. 258535. 264274. 
TABLE TOTAL- 18647536. MEAN- 258994. 
C17. FINAL WEIGHTS FOR IRREGULAR COmFONENT 
GRADUATION RANGE FROM 1.5 TO 2.5 SIGMA 
YEAR JAN FEB MAR APR MAY JUN 
1970 100.0 100.0 100.0 100.0 100.0 100.0 
1971 1 00. 0 100.0 100 .0 100.0 100.0 0.0 
197? 130.0 100.0 100.0 100.0 25.8 1 C 0 . C 
1973 100.0 100.0 100 .0 1 00.0 100.0 100.0 
1 974 100.0 100.0 100.0 100.0 100.0 1 00.0 
1975 100.0 100.0 100.0 100.0 lOC.O 1 00.0 
I. FINAL IRREGULAR SERI ES 
YEAR J A N  FEE M A R  APR MAY JUN 
1970 101.2 97.8 99.7 100.9 99.5 100 .9 
1971 101.6 99.3 10 I .2 99.6 99.0 115.6 
1972 99.2 103.2 99.9 98.7 106.0 98.7 
1973 97.9 100.5 99.0 100.5 98:5 1 00 ,9 
1974 1 00. 1 98.0 100 G 4 100,7 102.2 98.9 
1975 101.5 99 .2 100.2 100.0 98.8 1 00 .5 
S.O . 1 . 4 1 .8 0.7 C
O O
 2.7 6.5 
TABLE TOTAL- 7229.9 MEAN- 100.4 
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Table A.2. (Continued) 
1970 THRU 19 75 IN lOCOKWM 
JUL AUG SEP OCT NOV DEC TOT 
249679. 237323. 216591. 227819. 221323. 241182. 2679570. 
238082. 244142. 237605. 230389. 234007. 252644. 2813343. 
261122. 2 8446 3. 240471. 246419. 259085. 288244. 3012401. 
302363. 317968. 251658. 267633. 280105. 276290. 3223128. 
343768. 28582 3. 250860. 264653. 288542. 300800. 3321484. 
348539. 333623. 27529C. 298377. 291273. 328264. 3603432. 
290592. 283890. 245413. 255882. 262389. 281237. 
STD. DEVIATICN- 33945. 
JUL AUG SEP OCT NOV DEC TCT 
228889. 221060. 229356. 231769. 222211. 224326. 2679753. 
217649. 227161. 252336. 234731. 233937. 23532 7. 2815692. 
237552. 263702. 25713 1 . 251884. 257273. 268559. 3011306. 
273995. 293330. 271045 . 274788. 276369, 257040. 3220431. 
309852. 262765. 272302. 272453. 283318. 279904. 3317792. 
313199. 306534. 300123. 307596. 285445. 306019. 3602623. 
263523. 262425. 263715. 262203. 259759. 261863. 
STO= OEVI ATIOK- 27708. 
JUL AUG SEP OCT NOV DEC S.O. 
I 00.0 100.0 100.0 100 .0 1 00.0 1 00.0 2.6 
0.0 100 .0 0.0 100 .0 100.0 100.0 2.6 
82.8 61 .6 ICC .0 100.0 100.0 100.0 2.6 
100.0 0.0 100.0 100 .0 100.0 22.4 2.3 
0 .0 53.6 ICC.C 100 .0 100.0 100.0 2.3 
1 00.0 100.0 1 00.C 100 .0 2.6 1 00.0 2.3 
JUL AUG sep OCT NOV DEC S.Ca 
101.0 97.4 101.1 102.2 97.9 98.7 1 .5 
94.3 98.2 loe.e 100 .6 99.4 98.9 5.5 
95 .9 105. 1 ICI .2 98 . 1 99.4 103.4 3.0 
100 o8 107.2 98.e 100 .4 101.5 94.8 2.8 
113.7 96.6 99 .e 99 .0 1 01 .5 98.8 4.2 
102.2 100.0 98 . 1 100.8 93.7 100.7 2.1 
6.4 4.1 3 .e 1 .3 2.9 2.7 
STD. OEVIATIGN- 3.5 
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Table A.2. (Continued) 
DIO FINAL SEASONAL FACTORS 
D12 
YEAR JAN FEB MAR APR MAY JUN 
1970 110.6 98.2 99.4 86.3 89.9 97.4 
197 1 110.4 98.0 99.3 88.5 90. 1 97.3 
1972 110.0 97.8 99.2 88.6 90.4 97.3 
1973 1 09.5 97.6 99.1 88.7 90.8 97.0 
1974 1 09.0 97.3 98.9 88.8 90.9 97.0 
1975 1 03.H 97.2 98.8 89.0 9C.9 97.0 
TABLE TOTAL- 7201 . 1 MEAN- 100 .0 
lA. SEASONAL FACTORS, ONE YEAR AHEAD 
YEAR JAN FEB MAR APR MAY JUN 
1976 1 08. 7 97. 1 98.7 89.0 91.0 97.0 
. FINAL TREND CYCLE - HENDERSON CURVE 
13-TERM MOVING AVERAGE SELECTED. 
YEAR JAN FEB MAR APR MAY JUN 
1970 215445. 217344. 219173. 221214. 223301. 225250. 
197 1 ,227888. 228641. 229439. 230119. 230410. 230536. 
197 2 240634. 2426 15. 2435 74. 244148. 244794. 245777. 
1973 259956. 260392. 261672. 263582. 266147. 269207. 
1974 270888. 271523. 272660. 273762. 274121. 273583. 
1975 267618. 291692. 295745. 299633. 303007. 305455. 
AVGE 250405. 252035. 253710. 255410. 256963. 25830 1. 
TABLE TOTAL- 18575152. MEAN- 257988. 
2. TREND CYCLE- CENTERED 12-TERM MOVING AVERAGE 
YEAR JAN FEB MAR APR MAY JUN 
1970 ******* * ****** ******* ******* ******* ******* 
1 971 230333. 230184. 231343. 232326. 232962. 233968. 
1972 240082. 242722. 244522. 245309. 24 7022. 249550. 
1973 260628 . 263742. 265605. 266955. 268714. 269092. 
1974 2 75313. 2 75699. 274326. 274169. 274396. 275769. 
1975 288741. 290932. 293942. 296365. 297884. 299142. 
AVGE 259029. 260656. 261947. 263025. 264195. 265504. 
TABLE TOTAL- 1550761 9. 
155 
Table A.2. (Continued) 
JUL AUG SEP OCT NOV DEC AVGE 
109.1 107.4 94.4 98.3 99.6 1 07.5 100.0 
109.4 107.5 94.2 98.2 1  co.o 107.4 100.0 
1 09.9 107 .9 93.5 97 .8 1 00.7 107.3 100.0 
110.4 108.4 92 .8 97.4 101.4 107.5 100.0 
1 10.9 108.8 92 . 1 97.1 ICI.8 1 07.5 100.0 
111.3 108.8 91 .7 97 .0 1 02.0 107.3 100.0 
STD. DEVIATION- 7.1 
JUL AUG SEP OCT NOV DEC AVGE 
111,5 108*9 91.5 96.9 102.1 107.2 100. 
JUL 
226521. 
230858. 
247624. 
271910. 
272494. 
306552. 
I/C RATIO 
AUG 
226982. 
231221. 
250865. 
273633. 
271953. 
306535. 
IS 3.48 
SEP 
226899. 
231876. 
254184. 
274247. 
272714. 
305895. 
OCT 
226798. 
233298. 
256859. 
273640. 
275196. 
305136 . 
NOV 
226916. 
235311. 
258782. 
272294. 
279012. 
304577. 
DEC 
227299, 
237862. 
259730. 
271155. 
283404. 
3C384C. 
TCT 
2683138 
2777458 
2989781 
3217832 
3291304 
2615681 
259360. 260198. 260970. 261821. 262815. 263882. 
STO. DEVIATION- 26934. 
JUL AUG SEP OCT NOV DEC 
2 2389 1 a 225058. 226190. 226981. 227453. 229279. 
2 34742. 235967. 237342. 238234. 239883. 240104. 
251702. 252814. 253894. 255425. 256470. 257763. 
269308. 270166. 270896. 271896. 272996. 273635. 
277703. 279545. 281394. 283211. 284849. 287067. 
******* ******* ******* ******* ******* ******* 
TCT 
1358851 
2817433 
2997271 
3223630 
3343440 
1767003 
251469. 252710. 253943. 255149. 256330. 257570. 
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Table A.2. (Continued) 
B 7. TREND CYCLE - HENDERSON CURVE 
13-TERM MOVING AVERAGE SELECTED. 
YEAR JAN FEB MAR APR MAY JUN 
1970 2 14317. 2 16400. 218515. 221017. 223600. 225732. 
197 1 227385. 229060. 231044. 233290. 235390. 236657. 
1972 241524. 243126. 244567. 245921. 247007. 247890. 
1973 261031. 260760. 261178. 262948. 266474. 271104. 
1974 268679. 269198. 271465. 274630. 277630. 279174. 
1975 268279. 291896. 294597. 297671. 30 1250. 304172. 
AVGE 250203. 25174C. 253561. 255912. 258558. 260788. 
TABLE TOTAL- 18633528. 
JUNE 1<376 SALES DATA FOR IOWA ELECTRIC 
010 . SEASONAL FACTORS 
YEAR JAN FEB MAR APR MAY JUN 
1970 110.9 98.4 99.5 88.2 89.3 97.4 
1971 110.7 98.3 99.5 88.4 89.5 97.2 
1972 110.4 98.2 99.5 88.6 8S.8 97.0 
1973 1 09.9 98.0 99.4 88.8 90.2 96.7 
1974 10 9.4 97.8 99.3 89.0 90.4 96.6 
1975 1 09.2 97.6 99 .2 89.2 90.6 96.6 
TABLE TOTAL- 7200 . 9 
817. PRELIM WEIGHTS FCR IRREGULAR COMPONENT 
GRADUATION RANGE t-ROM i .5 TO 2.5 S I GMA 
YEAR JAN FEB MAR APR MAY JUN 
1970 100.0 1 00 .0 100.0 100.0 100.0 100.0 
1971 100.0 100.0 100.0 100.0 100.0 0 .0 
1972 100.0 100.0 100.0 100.0 34.4 100.0 
1973 1 00.0 100.0 100.0 100.0 ICO.O 100.0 
1974 I 00.0 1 00 .0 100 .0 100.0 100.0 100.0 
1975 100.0 100.0 1 00.0 100.0 100.0 100.0 
C 1 ORIGINAL SERIES MODIFIED BYPRELIM WEIGHTS 
YEAR JAN FEB MAR APR MAY JUN 
1970 241235, 208762. 217203. 1 971 68. 199827. 221458. 
197 1 255483. 222527. 230592, 202758. 2055 73. 229977. 
1972 262596. 2448 17. 241305. 213461. 226156. 235976. 
1973 278630. 255493. 256537. 234983. 237981. 263487. 
1974 295768. 258952. 270598» 244916- 254440. 262364. 
1975 317677. 281242. 292695. 266425. 272248. 297779. 
AVGE 275231. 245299. 251488. 226618. 232704. 251840. 
TABLE TOTAL- 1859 7296. 
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Table A,2. (Continued) 
I/C RATIO IS 5.35 
JUL AUG SEP OCT NOV DEC TOT 
226845. 227027. 226681. 226432. 226617. 226644. 2679823. 
2 36961. 236349. 235604. 235661. 236690. 238900. 2812985. 
249282. 251429. 254127. 256763. 259 158. 260707. 3001499. 
275152. 277156. 276976. 274913. 272081. 269979. 3229749. 
2 79037. 278040. 277249. 277836. 280 199. 28410S. 3317238. 
3 05502. 305132. 303825. 302406. 30 1617. 300946. 3597292. 
262130. 262522. 262410. 262335. 262727. 263547. 
LIGHT CO. 197C THRU 1S75 IN lOOOKWH P.10, SERIES TECl 
JUL AUG SEP OCT NOV DEC AVGE 
1 08.5 107.4 94.6 98.3 99.8 1 07.8 100.0 
108.8 107.5 94 .2 98. 1 1 00.2 1 07.7 1 00.0 
109.2 108.0 93 .4 97.8 1 00 .8 I 07.7 100.0 
109.6 108.3 92.7 97.4 101 .4 1 08.0 100.0 
110.1 108.6 91 .9 97.2 101 .9 108.1 ICO.O 
110.4 108.6 91 .4 97. I 102.1 1 08.0 1 00.0 
JUL AUG SEP OCT NOV DEC S . 0 . 
1 0 0 . 0  1 0 0 . 0  1 0 0 .C 1 0 0  . 0  1  0 0 . 0  1  0 0 . 0  2.6 
0  . 0  1 0 0 . 0  0  . 0  1 0 0  . 0  1  0 0 .0 1 0 0 . 0  2.6 
94 .9 68.3 1  0 0  .c 1 0 0  . 0  1  0 0 . 0  1 0 0 . 0  2.6 
1  0 0 . 0  1 .8 1 0 0  .c 1 0 0  . 0  1  co.o 30 .9 2.4 
0 . 0  25.1 1  0 0  .c 1 0 0  .0 I 0 0 . 0  1 00.0 2.4 
1 0 0  . 0  1 0 0 . 0  1  0 0  . 0  1 0 0  . 0  23.2 1 0 0 . 0  2.4 
JUL AUG SEP OCT NOV DEC TCT 
249679. 237323. 216591. 227819. 221323. 241182. 2679562. 
257720. 244142. 221905. 230389. 234007. 252644. 2787710. 
261690. 280326. 240471 . 24641Ç. 259085. 288244. 30C0540. 
302363. 300561. 251658. 26763 3. 280105. 286789. 3216212. 
307358. 297918. 250860. 264653. 288542. 300800. 3297162. 
348539. 333623. 2752SC. 298377. 304030. 328264. 3616181. 
2 87891. 282315. 242796. 255881. 264515. 282987. 
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Table A.2. (Continued) 
* TREND CYCLE - HENDERSON CURVE 
13-TERM MOVING AVERAGE SELECTED. 
YEAR JAN FEB MAR APR MAY JUN 
1970 215 365. 217085. 218957. 221C38. 223145. 225036. 
197 1 2 27 799. 228501. 229540. 230683. 231554. 2 32118. 
1972 240 663. 242746. 243886. 244599. 245232. 246060. 
1973 260375. 260921 . 262166. 263934. 266323. 269215. 
1974 271429. 271853. 272728. 273727. 274256. 274068. 
1975 288528. 292257. 2 9574 9. 298963. 30 1898. 304131. 
AVGE 250693. 252227. 253838. 255491. 257068. 258438. 
TABLE TOTAL- 18585 776. 
• SEASONAL FACTORS 
VFAR JAN FEB MAR APR MAY JUN 
1970 110.4 98.0 99.2 88.2 90.0 97.8 
1971 110.2 97.9 99 .2 88.4 90.2 97.6 
1972 1 09.8 97.7 99.1 88.5 90.4 97.5 
1973 109.4 97.5 98.9 88.6 90.8 97. 1 
1974 108.9 97.2 98.7 88.7 90.9 97.0 
1975 1 08. 7 97.0 98.6 88.9 90.9 96.9 
TABLE TOTAL- 7201 .1 
t. IRREGULAR SERIES 
YEAR JAN FEB MAR APR MAY JUN 
197C 101.4 98.1 100.0 101 . 1 99.5 100.7 
197 1 101.8 99.5 101.3 99.5 98.4 114.5 
197? 99.3 103.2 99.9 98.6 105.8 98.4 
1973 97.9 100.5 98 .9 100 .5 98.5 100.8 
1974 I 00.0 98.0 100.5 100.9 102.1 98.7 
1975 1 01 .3 99.2 100.3 100.3 99.2 101.0 
S • D • 1 . 4 I .8 0.7 0.9 2.7 6 .0 
TABLE TOTAL 7225.3 MEAN 100. 
4 
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Table A.2. (Continued) 
JUL 
226271. 
232486. 
247779. 
271796. 
273457. 
3C5274. 
AUG 
226837. 
232602. 
250473. 
273435. 
273233. 
305422. 
SEP 
226946. 
232850. 
253587. 
274030 . 
274072. 
3C492C. 
I/C RATI 
OCT 
227019. 
233855. 
256349. 
273565. 
276467. 
30424 1. 
O IS 3. 
NOV 
227 190. 
235523. 
258563. 
272491. 
280174. 
303836. 
31 
DEC 
227422. 
237889. 
259878. 
271638. 
284491. 
303265. 
TOT 
2682309. 
2785398. 
2989811. 
3219884. 
3299949. 
3608479. 
259511. 26C334. 261067. 261916. 262963. 264057. 
JUL AUG SEP OCT NOV DEC AVGE 
109.2 107.5 94 .6 98.2 99.5 107.3 1 00.0 
109.6 107.8 94 .3 98.0 99.9 107.1 1 00 .0 
110.1 108.3 93 .6 97.7 ICO.5 107.1 1 00.0 
110.6 109.0 92 .9 97 .3 101.I 1 C7.3 100.0 
111.2 109.5 92 .2 97.1 101.5 107.3 100.0 
111.5 109.7 91.7 97.C ICI.6 107.1 1 00.0 
JUL AUG SEP OCT NCV DEC S.C. 
101.0 97.3 100 .8 102 .2 97.9 98.8 1 .5 
93.5 97.4 1C8.2 100.5 99 .4 99.1 5.3 
95.7 104.8 101.3 98 .4 99.7 1 03 .5 3.0 
100.6 106.e 98 .8 100 .5 101.7 94.8 2.7 
113.1 95.5 99 .3 98.6 101.5 98.5 4.2 
102.4 99.6 96 .4 101.1 94.3 101.0 2.0 
6.3 4 . 1 3 .5 1 .4 2.7 2.7 
5TD. DEVIAT ÎON- 3*4 
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Table A.2. (Continued) 
• ORIGINAL SERIES MODIFIED BY FINAL WEIGHTS 
YEAR JAN FEE MAR APR MAY JUN 
1970 241235. 2C8762. 217203. 197168. 199827. 221458. 
1971 2 55 483. 222527. 23 0592. 202758. 2055 73. 226610. 
1972 2 62 596. 244817. 241305. 213461. 224945. 235976. 
1973 278630. 255493. 256537. 234983. 237981. 263487. 
1974 295768. 258952. 270598. 244916. 254440. 262364. 
1975 3 17677. 281242. 292695. 266425. 272248. 297779. 
AVGE 2 75231. 24529Ç. 251488. 226618. 232502. 251279, 
TABLE TOTAL- 18582 048. 
TREND CYCLE - HENDERSON CURVE 
13-TERM MOVING AVERAGE SELECTED . 
YEAR JAN FEB MAR APR MAY JUN 
1970 214903. 216771. 218783. 221047. 223360. 225416. 
1971 227558. 228225. 229138. 230053. 230623. 230928. 
1972 240 311. 242342. 243502. 244336. 245210. 246298. 
1973 259954. 260546. 261879. 263773. 266287. 269253. 
1974 271294. 271742. 272534. 2 7329 7. 273494. 272999» 
1975 288124. 291 764. 295274. 298710. 301908. 304462. 
AVGE 250 357. 251898. 253518. 255203. 2568 13. 258226. 
TABLE TOTAL- 18570672, 
D a. FINAL UNMODIFIED SI 
YEAR JAN FEE 
1970 112.3 96.3 
197 1 112.3 97.5 
1972 1 09. 3 10 1.0 
1973 107.2 98 . 1
1974 109.0 95.3 
1975 110.3 96.4 
AVGE 110.0 97.4 
TABLE TOTAL-
STABLE SEASONALITY TEST 
SUM CF 
SQUARES 
BETWEEN MONTHS 3640.750 
RESIDUAL 940.68a 
TOTAL 4581.438 
••STABLE SEASONALITY 
RATIOS 
MAR APR MAY JUN 
99.3 89.2 89.5 98.2 
00.6 88.1 89. 1 112.4 
99.1 87.4 95.6 95.8 
98.0 89 . 1 89.4 97.9 
99. 3 89.6 93.0 96.1 
99.1 89.2 90.2 97.8 
99.2 88. 8 9 1.1 99.7 
7232,6 
DGRS.OF MEAN 
FREEDOM SQUARE 
Il 330.977 
60 15.678 
71 
ESENT AT THE 1 PER CENT LEVEL 
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Table A.2. (Continued) 
JUL AUG SEP OCT NOV DEC TCT 
249679 , 237323 • 2:659:. 227819. 221323. 241182 • 2679562 . 
2 54713 , 244142 . 2:9626. 230389. 234007. 252644 • 2779056 . 
263148 , 279445 . 24047 : . 246419. 259C85. 288244 « 2999906 . 
302363 298165 • 25:658. 267633. 280105. 288111 * 3215139 • 
3 0 397 7 . 292079 • 250860. 264653. 288542. 300800 » 3287943 # 
348539 
• 
333623 
• 
27529C. 298377. 308353. 328264 * 3620503 # 
287070 
• 
280796 
• 
2424:6. 255881. 265236. 283207 
• 
I/C RATIO IS 3.:: 
JUL AUG SEP OCT NOV DEC TCT 
226708 . 2271 99 • 227:34. 226998. 226989. 227156 . 2682459 
2 21 183 . 231364 . 231834. 233137. 235083. 237579 . 2776699 # 
2 46188 . 250896 . 25386:. 256376. 258336. 259490 . 2989141 * 
271850 . 273463 274006. 2 7348 7. 272372. 271490 . 3218355 # 
2 72186 . 271922 272899. 275553. 279537. 284046 . 3291498 « 
3 05933 
• 
306334 3C5949. 305266. 304783. 304080 # 3612582 
• 
259241 
• 
260196 
• 
260947. 261802. 262850. 263973 • 
JUL AUG SEP OCT NOV DEC AVGE 
1 10 . 1 104 . 5 95 .4 100 .4 97.5 106. 2 99. 9 
103. 0 105» 5 102 .5 98.8 99.5 106. 3 101 . 3 
1 05. 2 113. 4 94 .7 96.1 :oo .3  111. I  1 00. 7 
111. 2 1:6. 3 9:.e 97.9 : 02.8 101. 8 100. 1 
126. 3 105. 1 91 .9 96 .0 : 03.2 105. 9 1 00. 9 
1 13. 9 :oe .  9 90 .0 97 .7 95.6 108. 0 99. 8 
111. 6 108. 9 94 .4 97 .8 99.8 106. 5 
F 
2  1 . 1 1 1 * *  
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Table A.2. (Continued) 
D 9 FINAL REPLACEMENT VALUES FOR EXTREME SI RATIOS 
YEAR JAN FFB MAR APR MAY JUh 
1970 ******* * ****** ******* ******* ******* ******* 
197 1 ******* ******* ******* ******* ******* 98.1 
1972 ******* * ****** ***** ** ******* 91.7 ******* 
1973 ******* ******* ******* ******* ******* ******* 
1974 ******* ******* ******* ******* ****** * ******* 
1 975 ******* * ****** **** *** ******* ******* ******* 
D 9A. YEAR 
I 
S 
RATIO 
t • ORIGINAL 
TO YEAR CHANGE IN IRREGULAR AND 
JAN FEB MAR APR 
1.646 2.478 1.083 1.094 
0.328 0.227 0.119 0.150 
5.02 10.91 9.09 7.28 
SERIES MOCIFIED FOR EXTREMES 
SEASONAL 
MAY 
2.719 
0.216 
12.60 
YEAR JAN FEB MAR APR MAY JUN 
1 970 241235. 208762. 217203. 197168. 199827. 221458. 
197 1 255483. 222527. 230592. 202758. 205573. 224421. 
1972 262596. 244817. 241305. 213461. 234442. 235976. 
1973 278630. 255493. 2565 3 7. 234983. 237981. 263487. 
1974 295768. 258952. 270598. 244916. 254440. 262364. 
1975 317677. 281242. 292695. 266425. 272248. 297779. 
E 6 
/GE 27S232i 24S29S; 25Ï4S9: 226619= 234085, 2509Î4-
TABLE TOTAL- 18550576. MEAN- 257647. 
MONTH-TO-MONTH CHANGES IN FINAL SEASONALLY ADJUSTED 
YEAR JAN FEB MAR APR MAY JUN 
1 970 ******* -2.5 2.8 2.1 -0.5 2.3 
197 1 3.2 -1 .9 2 .3 -1 .3 — 0.5 16.9 
1972 1 . S 4.8 -2.8 — 1.0 7.7 —6 . 5 
1973 -5.2 2.9 — 1.1 2.3 — I . 0 3.5 
1974 5.5 -1 .9 2.9 0.8 1.6 — 3 .4 
1975 4.3 1 O 2.4 1 . 1 -0.0 2.6 
AVGE 1 .9 0.1 1 . 1 0.7 1 .2 2.6 
TABLE TOTAL- 44.4 
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Table A.2. (Continued) 
JUL 
******* 
1  1 0  . 2  
106 .0  
*  * * * * * *  
111.7 
* ****** 
AUG 
******* 
******* 
111.4 
109.0 
107.4 
******* 
SEP 
******* 
94.7 
******* 
******* 
******* 
******* 
OCT 
******* 
******* 
******* 
******* 
******* 
******* 
NOV 
** * **** 
******* 
******* 
*** **** 
******* 
1 0 1 . 2  
DEC 
******* 
******* 
******* 
1 0 6 .  1  
******* 
******* 
AVGE 
******** 
******** 
******** 
******** 
******** 
******** 
COMPONENTS AND MOVING 
JUN JUL AUG 
1.643 2.206 2.275 
0.109 0.408 0.273 
IS.10 5.40 6.34 
SEASCNALITV RATIO 
SEP OCT NOV DEC 
1.166 1.853 1.341 2.263 
0.593 0.265 0.487 0.108 
1.97 6.99 2.75 20.91 
JUL 
249679. 
252531. 
261122. 
302363. 
302321. 
3 4853 9. 
AUG 
237323. 
244142. 
284463. 
296616. 
28582 3. 
333623. 
SEP 
216591. 
21834 1. 
240471. 
251658. 
250660. 
275290. 
OCT 
227819. 
230389. 
246419. 
267633. 
264653. 
298377. 
NOV 
221323. 
234007. 
259085. 
280105. 
288542. 
291273. 
DEC 
241182. 
252644. 
266244. 
276290. 
300800. 
328264. 
TCT 
2679570. 
2773407. 
3012401. 
3201776. 
3280036. 
3603432. 
STO. OEVIATICN-
JUL 
0.7 
18.4 
- 2 . 1  
0.9 
14 .5 
2 . 0  
-0.4 
AUG 
-3 .4 
4.4 
11.0 
7.1 
-15.2 
- 2 . 1  
0.3 
2SS8S2; 262269: 
32798. 
26! 237. 
SEP 
3 .8 
I  1 . 1  
-2 .5 
-7.6 
3.6 
- 2 . 1  
1 .0 
OCT 
1  . 1  
— 7.0 
- 2 .0  
1 .4 
0 . 1  
2 .5 
- 0 , 7  
NOV 
SERIES (Dll.) 
DEC AVGE 
4.1 1 .0 0.3 
0.3 0.6 0.8 
2. 1 4.4 1 .2 
0 .6 -7.0 
—0 . 3 
4.0 -1 .2 0.9 
7.2 7.2 0.6 
00 
.
 
Q
 
00 
•
 
o
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Table A.2. (Continued) 
JUNE 1976 SALES DATA FOR LOWA ELECTRIC 
. MODIFIED SEASONALLY ADJUSTED SERIES 
YEAR JAN F E B  MAR APR MAY JUN 
1970 218137. 2 12617. 218612. 223271. 222156. 227352. 
1971 231483. 227038. 232199. 229181. 228044. 230536. 
1972 238783. 2 50288. 243210. 240896. 259396. 242638. 
1973 254493. 261780. 258982. 264875. 262217. 271520. 
1974 271239. 266019. 273669. 275732. 280037. 2705C7. 
1975 2 92 000. 289478. 296367. 299488. 299359. 307018. 
AVGE 251022. 251203. 253840. 255574. 258535. 258262. 
TABLE TOTAL- 18547168. MEAN- 25760C. 
JUNE 1976 SALES DATA FOR LOWA ELECTRIC 
E 3. MODIFIED IRREGULAR SERIES 
YEAR JAN FEE MAR APR MAY JUN 
1970 101.2 97.8 99.7 100.9 99.5 100.9 
1971 101.6 99.3 10 1 .2 99.6 99.0 100 .0 
1972 99. 2 103.2 99.9 98.7 106.0 98.7 
1973 97.9 100.5 99.0 100.5 98.5 1 00.9 
1974 I 00. 1 98,0 100,4 100,7 102.2 98.9 
1975 101.5 99.2 100.2 100.0 98.8 100.5 
S.D. 1 . 4 1 .8 0.7 C
O .
 
o
 2.7 0.9 
TABLE TOTAL- 7 190.3 MEAN- 99.9 
JUNF 1976 SALES DATA FOR I OWA ELECTR I< 
4 . RATIOS OF ANNUAL TOTALS. ORIGINAL ANC ADJUSTED 
YEAR UNMODIFIED MODIFIED SERIES 
1970 1 00. 0 100.0 
1971 99. 9 100.0 
1972 1 00. 0 100 .0 
197 3 100. I 100 .0 
1974 1 00. 1 100.0 
1 975 1 00. 0 100 .0 
JUNF 1976 SALES DATA FOR IOWA ELECTRI, 
5. MCNTH-TO-MONTH CHANGES IN ORIGINAL SERIES 
YEAR JAN FEB MAR APR MAY JUN 
1 970 * ****** -13.5 4.0 -9.2 1.3 10.8 
1971 5.9 -12.9 3.6 -12.1 1 .4 26.3 
1 972 3.9 —6 . 8 — 1.4 -11.5 9.8 0.7 
1973 — 3.3 — 8.3 0 .4 -8.4 1 . 3 10.7 
1 974 7.0 -12.4 4.5 -9.5 3.9 3. 1 
1975 5.6 -11.5 4.1 -9.0 2.2 9.4 
AVGE 3.8 -10.9 2.5 1 O .
 
o
 3.3 1 C.2 
TABLE TOTAL- 65.1 
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Table A.2. (Continued) 
' LIGHT CO. 1970 THRU 1975 IN lOOOKWH P.38. SER IE S TEOl 
J U L  AUG SEP OCT NOV DEC TCT 
228889. 221060. 229356. 231769. 222211. 224326. 2679753. 
230858. 227161. 231878. 234731. 233937. 235327. 2772368. 
237552. 263702. 257131. 251884. 257273. 268559. 3011306. 
273995. 273633. 271045. 274788. 276269. 25704C. 3200734. 
2 72494. 262765. 2723C2. 272453. 283318. 279904 . 3280434. 
3 13199. 306534. 300123. 307596. 285445. 306019. 3602623. 
2 59498. 259142. 2603C6. 262203. 259759. 261863. 
STO . DEVIATION- 26948. 
LIGHT CO. 1970 THRU 19 75 IN lOOOKWH P.39. SERIES TEOl 
J U L  AUG SEP OCT NOV DEC S.D. 
101 .0 97.4 101.1 102.2 97.9 98 .7 1 .5 
100.0 98.2 ICC .0 100.6 99.4 98.9 0.9 
95.9 105.1 101.2 98.1 99.4 103.4 3.0 
1 00.8 100.0 98.8 100.4 1 01.5 94.8 1 .8 
100 .0 96.6 99 .8 99.0 101 .5 98.8 1 .5 
102.2 100.0 98.1 100.8 93.7 100.7 2.1 
2.0 2.8 1 . 1 I .3 2.9 2.7 
STO . DEVIATION- 2.0 
LIGHT CO. 1970 THRU 1975 IN lOOOKWH P.40, SEK ÎES TEC Î 
LIGHT CO. 1970 THRU 1975 IN lOOOKWH P.41, SERlES TECl 
JUL AUG SEP OCT NOV DEC AVGE 
12.7 -4.9 — 8 . 7 5.2 -2.9 9.0 0.4 
-8.3 2.5 -2.7 -3 .0 1 .6 8.0 0.9 
10.7 8.9 -15.5 2.5 5.1 1 1 .3 1 .5 
14.8 5.2 -2C .9 6.3 4.7 — 1.4 0.1 
31 .0 -16.9 -12.2 5.5 9.0 4.2 1 .4 
17.0 —4 . 3 -17.5 8 .4 — 2 .4 12.7 1 .2 
o 
m
 — 1.6 -12.9 4.1 2.5 7 .3 
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Table A.2. (Continued) 
1" JUNE 1976 SALES DATA FOR lOWA ELECTRIC 
F 2. SUMMARY MEASURES 
AVERAGE PER CENT CHANGE WITHOUT REGARD TO SIGN OVER 
SPAN 
IN B1 D1 1 D13 D12 DIO 
MONTHS O CI I C S 
1 7 .99 3.80 3.74 0.57 6.57 
2 11.02 3.90 3.35 1.13 11.03 
3 1 1 .46 3. 71 2.87 1 .67 1 1 .20 
4 1 0 . 3 1 4.44 3.29 2.17 8.30 
5 9.11 5.01 3.56 2.65 7.31 
6 8.61 4. 75 3.09 3.11 8.00 
7 8.70 5.26 3.59 3.59 7.61 
9 12.61 5. 74 3.36 4.65 10.64 
1 1 8.25 6. 06 2.67 5.73 6.59 
12 7.24 7. 25 3.44 6.24 0.27 
RELATIVE CONTRIBUTIONS OF COMPONENTS TC VARIANCE IN 
SPAN 
IN 013 D12 DIO A2 cie 
MONTHS I C S P TD 
1 24.29 0.57 75.14 0.0 0.0 
2 8.37 0.95 90.69 0.0 0.0 
3 6.05 2.04 91.91 0.0 0.0 
4 12.83 5.58 81.59 o.c 0.0 
5 17.35 9.62 73.03 0.0 0.0 
6 1 1 .43 11.63 76.94 0.0 0.0 
7 15.41 15.40 69.19 0.0 0.0 
9 7.74 14.82 77.44 0.0 0.0 
1 1 8.57 39.43 52.00 0.0 0.0 
12 23.25 76.61 0.14 0.0 0.0 
AVERAGE DURATION OF RUN CI I C 
1.48 1.37 8.88 
I/C RATIO FOR MONTHS SPAN 
1 2 3 4 5 
6.54 2.97 1.72 1.52 1.34 
MONTHS FOR CYCLICAL DOMINANCE 6 
Table A.2. (Continued) 
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LIGHT CO. 197C THRU 1575 IN lOCOKWk P.44, SERIES TECl 
INDICATED SPAN 
A2 C18 F 1 El E2 E3 
P TO MCD MOD.C MOD.CI MOD. 1 
0.0 0. 0 0.78 7.46 2.53 2.46 
0.0 0.0 1 .31 10.61 2.65 2.08 
0.0 0.0 1 .78 1C.93 2.70 1.81 
0.0 0.0 2.27 9.51 3.26 1 .96 
0 .0 0.0 2.78 8.54 3.95 2.30 
0.0 0.0 3.30 8.28 3 .67 I .74 
0.0 0.0 3.71 7.94 4.20 2.12 
0.0 0.0 4.59 12.15 4.88 I .98 
0.0 0.0 5.58 8.19 5.89 1 .95 
c.c 0.0 6.05 6.52 6.54 2.33 
ORIGINAL SERIES 
RATIO 
TOTAL <X100) 
100.00 89.91 
IOC.00 110.48 
100.00 103.98 
100=00 79,48 
100.00 88.15 
100.00 112.21 
100.00 110.63 
100.00 91.87 
100.00 122.42 
100.CO 96.91 
MCO 
2.75 
6 
0.99 
7 
1 .00  
e 
0.74 
9 
0.72 
10 
0.73 
11 
0 .47 
12 
0 .55 
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Table A.2. (Continued) 
AVERAGE PER CENT CHANGE WITH REGARD TO SIGN AND 
SPAN 
IN 
MONTHS 
1 
? 
81 
• 
AVGË 
0.92 
1 .72 
S.O. 
9.86 
12.89 
D1 3 
I 
AVGE 
0.14 
0 .06  
S.O. 
5.37 
5.00 
3 
4 
5 
6 
7 
9 
1 1 
12 
2.36 
2.73 
3.25 
3.92 
4.34 
5.45 
S.S4 
6.24 
14.27 
12.99 
10.37 
9.50 
10.44 
14.01 
9.78 
5.75 
0.03 
0.02 
0.04 
0.04 
0 . 0 6  
0.04 
-0.02 
0.07 
4. 1 7 
4.85 
5.09 
4.73 
5.41 
4.92 
3.88 
4.90 
I JUNE 1976 
F 1. MCO MOVING AVERAGE 
MCO IS 6 
SALES DATA FOR IOWA ELECTRIC 
YEAR JAN FEB MAR APR MAY JUN 
197 0 ******* « ****** ******* 220357. 222149. 223557. 
197 1 228171. 22774C. 228712. 235759. 233454. 2334 74. 
1972 239379. 240407. 244650. 245868. 245663. 247899. 
1973 258328. 260994. 261818. 262311. 265562. 27082C. 
1974 269854. 27001 I. 270623. 272867. 279302. 278760. 
1975 285586. 290092. 292766. 297285. 300818. 303661. 
AVGE 256364. 257849. 259713. 255741. 257825. 259695. 
TABLE TOTAL- 17353056. 
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Table A.2. (Continued) 
STANDAHD DEVIATION OVER INDICATED SPAN 
D 1 2  010 CI 1 F1 C S C I MCD AVGE S.D. AVGE S.D. AVGE S.D. AVGE S .D. 0.49 0.53 0.28 7 .97 0.63 5.40 0 .49 0 .89 0.96 1 .03 0.68 I 1 .67 1 .04 5.20 0 .98 1 .29 
1 .49 1 .48 0.81 13.18 I .53 4.59 1 .50 1 .52 
2.00 1 .85 0.69 11 .49 2.03 5.37 2 .01 1 .77 
2.52 2.15 0.70 8 .63 2.57 5.72 2 .53 2 .04 
3.C4 2.38 0.90 e .71 3.08 5.38 3 .05 2 .20 
3.57 2.55 0.77 9 .34 3.62 5.97 3 .57 2 .17 
4.63 2.87 0.78 12 .35 4.65 5.53 4 .59 2 .26 
5.68 3.19 0.29 8.14 5.64 4 .70 5 .58 2 .28 
6.20 3.31 — 0.01 0 .33 6.25 5.71 6 .05 2 .41 
; LIGHT CO. 1970 THRU 1975 IN lOOOKWH P.43. SERIES TEOl 
JUL AUG SEP OCT NOV DEC TCT 
225347. 226764. 226773. 226269. 226701. 227697. 2025610 . 
236830. 237755. 238737. 233523. 237045. 240900. 2812097 . 
250219. 252050. 251696. 256017. 258840. 258520. 2991203 . 
2 72 83 0. 2744 82. 276841. 2 7442 8. 273968. 269417. 3222294 . 
278532. 277986. 278533. 280099. 277123. 26i 575. 33*5261 
304287. 305638. 303319. 303153. ******* ******* 2986601 
• 
261341. 262446. 262650. 262248. 254 735. 255622. 
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Table A.2. (Continued) 
r JUNE 1976 SALES DATA FOR I O W A  ELECTRIC 
G 2 . CHART (X) - D 8. FINAL UNMODIFIED SI RATIOS 
(O) - 0 9. FINAL SI RATIOS MODIFIED FOR EXTREMES 
(+) - DIO. FINAL SEASONAL FACTORS 
(*» - COINCIDENCE OF POINTS 
SCALE-ARITHMETIC 
87. 91. 95. 99. 103. 107. 
. . • • • •  
MARCH 
i 970 » Î97Î + * 
1972 »+ 
1973 * + 
1974 +* 
1975 +* 
1976 + 
. . . • • •  
87. 91. 95. 99. 103. 107. 
2.698IE 05* 
2.S622E 05+ 
2.4263E 05+ 
Z.2904E 05+ .  .  
2.I 54SE es*. 
1.0003Ç OC I .28Q0E 01 2.460QE 01 
Graph A.2. Final trend cycle 
3.64C0E 01 4.eZOOE 01 6.OOOOE 01 
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Table A.3. Simple regression of the final seasonally adjusted seril 
REGRESSION FIT OF THE FUNCTION IN 
3 2 
60 NON-ZERO WEIGHTS APPEAR IN COLUMN 
VARIABLE IN COLUMN COEFFICIENT 
1,WEIGHTS IN 3«USIN< 
3 
2 
2.1423763E OS 
1.1503552E 03 
COEF. STO. DEV. 
1.0SS0632E 03 
3.0081299E 01 
NOTE. T TESTS WILL NOT BE INDEPENDENT IF THE X MATRIX IS 
STANDARD DEVIATION 4»035256SE 03 
THE INVERSE OF THE X*X MATRIX OF THE NORMAL EQUATIONS 
6.836i998E-02 
-1.6949275E-03 5.5571334E-05 
THE SQUARE ROOT OF THE DIAGONALS IN THE ABOVE MATRIX 
2.6i46126E-01 7.4546188E-03 
THE VARIANCE-COVARIANCE MATRIX OF THE REGRESSION COEFFICIE 
1.1131580E 06 
-2.7599004E 04 9.0488452E 02 
TKE SQUARE ROOT OF THE DIAGONALS IN THE VARIANCE—COVARIANC0 
1.0550632E 03 3.0081299E 01 
THE Afl.J) MATRIX 
1.2909943E-01 
-2.2736609E-01 7.4546188E-03 
usted series 
ISU OMNI TAB VERSION OF APRIL, 1973. 
I 3»USING VARIABLES IN COLUMNS 
>TO. DEV. T-VALUE VARIABLE MEAN VARIABLE STD. DEV. 
9S0632E 03 2.0305666E 02 1.OOOOOOOE 00 0.0 
>81299E 01 3.8241531E 01 3.0500000E 01 1 .74-64249E 01 
MATRIX IS NOT ORTHOGONAL. 
;! 
, j  
^TIONS 
ATRIX 
N COEFFICIENTS I 
f 
-COVARIANCE MATRIX 
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Table A. 3. (Continued) 
GRAM DETERMINANT 2.438001OE-01 
SOURCE 
TOTAL 
VARIABLE IN COLUMN 
RESIDUAL 
VARIABLE IN COLUMN 
RESIDUAL 
ANALYSIS OF VARIANCE 
SUM OF SQUARES D.F. 
3.7545323E 12 
3.729733SE 12 
2.4798822E 10 
2.3812944E 10 
9.8587853E 0 8 
60 
1 
59 
1 
58 
3 
4 
2 
1 
TOTAL REDUCTION 3.7535456E 12 
IRIANCE 
MEAN SQUARE F 
) 6.257S534E 10 
i 3.729T335E 12 SS73-5S 
? 4.2031898E 08 
I 2.3812944E 10 1400.93 
B 1.6997904E 07 
S.D. 
2.0501684E 04 
4.1228S16E 03 
2 1.876T728E 12 110412.00 
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Table A.4. Electrical energy demand forecasting - multiple regressi 
analysis — based on monthly data 
S T A T I S T I C A L  A N A L Y S I S  S Y S T E M  1 OWA 
NUMBER IN 
MODEL 
R-SQUARE 
STEPWISE REGRESSION PROCEDURE FOR DEP 
VARIABLES IN MODEL 
1 0.63143622 XI 
2 0.65413541 XI X3 
THE VARIABLES IN THE ABOVE MODEL HAVE ALL BEEN DEEMED SI6NIF1 
ANALYSIS OF VARIANCE TABLE • REGRESSION COEFFICIENTS • AND S 
SOURCE 
REGRESSION 
ERROR 
CORRECTED TOTAL 
DF SUM OF SQUARES 
2 2.383991448910 16 
45 1.260500802530 16 
47 3.64449225144D 16 
MEAN SO 
1#19199572445 
2.801112894520 
SOURCE DF SEQUENTIAL SS F VALU 
XI 
X3 
1 2.30 1264406140 16 
I 8.27 270427672D 14 
82.1 553 
2.9533 
SOURCE B VALUES T FOR HO:B=O 
MEAN 
XI 
X3 
-775110.22084671 
13416.00901924 
1386.80634713 
4.82009 
1.71854 
regression 
i 
48 OBSERVATIONS IN DATA SET LEVANSON 
FOR DEPENDENT VARIABLE Y 
PROC STEPWISE SLE=.15 SLS=.10: 
VARIABLES XI X2 Y: 
TITLE IOWA ELECTRIC: 
i i  
P SIGNIFICANT AT THE OelOOO SIGNIFICANCE LEVEL 
. AND STATISTICS OF FIT FOR THE ABOVE MODEL 
! I MEAN SQUARE 
957244SD 16 
11289452D 14 
F VALUE 
42s55436 
PROB > F 
OsDDDi 
R-SQUARE 
0*6541354: 
C.V. 
6.49418 X 
F VALUE 
li 82. 1 5536 
! 2.95336 
PROB > F 
O.OOOl 
0.0889 
PARTIAL SS 
6.507894188960 15 
a.27270427672D 14 
F VALUE 
23.23324 
2.95336 
PROB > F 
0.0001 
C.0889 
PROB > IT I 
0.0001 
0*9889 
STD ERR B 
2783.35374935 
806*96997663 
STD B VALUES 
0.62867296 
0.22414461 
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Table A.5. Electrical energy demand forecasting — the Box—Jenkins 
method — based on monthly data 
S T A T I S T I C A L  A N A L Y S I S  S Y S T E M  
STEPWISE REGRESSION PROCEDURE FOR DEPEN 
NUMBER IN 
MODEL 
R-SOUARE VARIABLES IN MODEL 
1 0.18883764 X2 
2 0*30714620 X2 X6 
THE VARIABLES IN THE ABOVE MODEL HAVE ALL BEEN DEEMED SIGNIFIC 
ANALYSIS OF VARIANCE TABLE , REGRESSION COEFFICIENTS • AND STA 
SOURCE 
REGRESSION 
ERROR 
CORRECTED TOTAL 
OF SUM OF SQUARES MEAN SQUA 
2 8.79016109701D 15 4.395080548500 
39 1«98286563365D 16/ 5.08427085551D 
41 2*86 1881743350 16 
SOURCE OF SEQUENTIAL SS F VALUE 
X2 
X6 
1 5.40431005431D 15 
1 3*335851042700 15 
10.62947 
6*65946 
SOURCE B VALUES T FOR HO:B=D 
MEAN 77294405.36175124 
X2 0.38227305 2.79836 
X6 0.33792334 2.58059 
)x-Jenkins 
i 
FOR DEPENDENT VARIABLE XI 
42 OBSERVATIONS IN DATA SET LEVANSON 
PROC STEPWISE SLE=.l5 SLS=*10; 
VARIABLES X2 X3 X4 X5 X6 XI : 
TITLE IOWA ELECTRIC; 
D SIGNIFICANT AT THE 0.1000 SIGNIFICANCE LEVEL 
« AND STATISTICS OF FIT FOR THE ABOVE MODEL 
MEAN SQUARE 
1060548500 15 
f270855SlD 14 
F VALUE 
8.64447 
PRDB > F 
0.0311 
R-SQUARE 
B.30714620 
C.V. 
8.39188 % 
F VALUE PROS > F PARTIAL SS 
10.62947 0.0026 3.98140233712D 15 
6.65946 3.3 132 3*385851042700 15 
F VALUE 
7.33082 
6. 6594 6 
PPOB > F 
0.0079 
0.0132 
PROB > |Tj STD ERR B STD B VALUES 
0.0079 
0.0132 
0*13660607 
0.13094792 
0.3779 9475 
0.34857936 
Table A.6. Electrical energy demand forecasting - exponential smoothing 
technique - based on monthly data (period 72 = Dec., 1975) 
NUMBER OF OBSERVATIONS 71 
ALPHA = C,335 DEGREE OF 
SMOOTHING 
1 
2 
3 
STANDARD ERROR 
FOR 71 PERIODS 
5118237.000 
6174932.000 
6952734.000 
FORECAST FOR 
PERIOD 72 
3714809. 
9925711. 
16160020. 
ALPHA = 0.330 DEGREE OF 
SMOOTHING 
1 
2 
3 
STANDARD ERROR 
FOR 71 PERIODS 
5135637.000 
6206471.000 
6961335.000 
FORECAST FOR 
PERIOD 72 
3656317. 
10207640. 
16466560. 
ALPHA = 0.325 DEGREE OF 
SMOOTHING 
1 
2 
3 
STANDARD ERROR 
FOR 71 PERIODS 
51534 76.000 
6236178.000 
7009659.000 
FORECAST FOR 
PERIOD 72 
4002101. 
10493650. 
16812600. 
Table A. 6. (Continued) 
ALPHA = 0*320 DFC"GRF£ OF 
SMOOTHING 
1 
2 
3 
ALPHA = N.315 DEGREE OF 
SMOOTHING 
1 
2 
3 
ALPHA = 0.310 DEGREE OF 
SMOOTHING 
1 
2 
5TANÛAP0 ERROR 
FOR 71 PERIODS 
5171814.000 
6270047.000 
7037545.000 
FORECAST FOP 
PERIOD 72 
4152261. 
10783700. 
17137920. 
STANDARD ERROR 
FOR 71 PERIODS 
5190650.000 
6302055*000 
7065014.000 
FORECAST FOR 
PERIOD 72 
4306885. 
1 1077650. 
17462240. 
STANDARD ERROR 
FOR 71 PERIODS 
5210007.000 
FORECAST FOP 
PERIOD 72 
4466084. 
6334198. 000 11375450. 
Table A. 6. (Continued) 
3 
ALPHA = 0.30 5 DEGREE OF 
SMOOTHING 
1 
2 
3 
7092060*000 17785310, 
STANDARD ERROR 
FOR 71 PERIODS 
5229873.000 
6366445»000 
7118645.CCO 
FORECAST FOR 
PERIOD 72 
4629938* 
11676950. 
1 8106800. 
Table A.7. Electrical demand forecasting - exponential smoothing 
technique - based on annual data (period 14 = 1975) 
NUMBER OF OBSERVATIONS 13 
ALPHA = 9.760 DEGREE OF 
SMOOTHING 
STANDARD FRF.OF 
FOR 13 PERIODS 
FORECAST FOP 
PERIOD 14 
1 
2 
3 
399.039 
330.791 
312. 849 
3283. 
3238. 
3191 . 
ALPHA = C.75Û DEGREE OF 
SMOOTHING 
1 
2 
STANDARD FRROR 
FOR 13 PERIODS 
394.402 
327.319 
313.573 
FORECAST FOP 
PERIOD 14 
3280. 
3233. 
3182. 
ALPHA = 0.74 5 DEGREE OF 
SMOOTHING 
STANDARD ERROR 
FOR 13 PERIODS 
FORECAST FOP 
PERIOD 14 
1 
2 
392.122 
325. 748 
3279. 
3230. 
3 314.190 3178. 
Table A.7. (Continued) 
ALPHA = 0.740 DCGPCE OF 
SMOOTHING 
1 
2 
3 
ALPHA = N.735 DEGREE OF 
SMOOTHING 
1 
2 
3 
ALPHA = 0.73C DEGRFE OF 
SMOOTHING 
1 
2 
STANDARD F . f R D R  FORECAST FOR 
FOP 13 PERIODS PERIOD 14 
339.865 3278. 
324.289 3228. 
314.975 3174. 
STANDARD ERROR FORECAST FOR 
FOR 13 PFPIODS PERIOD 14 
387.643 3276. 
322.941 3225. 
315.923 3170. 
STANDARD EFROR FORECAST FOP 
FOR 13 PERIODS PERIOD 14 
385.443 3275. 
321.705 3222. 
Table A.7, (Continued) 
3 
ALPHA = r.720 DEGREE OF 
SMOOTHING 
1 
2 
3 
31 7.030 3165. 
STANDARD EPFOP 
FOR 13 PERIODS 
381.129 
319.571 
FORECAST FOR ^ 
PERIOD 14 00 
M 
3272. 
321 6. 
319.711 31 56. 
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XIII. APPENDIX B 
Utility plant life analysis and simulation of the 
retirement experience of limited life industrial property, 
computer output. 
Portion of the input data utilized (ISU #799, 
0 3 6 2 )  
Actuarial analysis 
Input data (ISU #2376) 
Simulated plant record methods 
Renewal cost analysis - simulation of the retirement 
experience of electrical plant 
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Table B.l. Portion of the input data (ISU #799) 
HISTORICAL ARRANGEMENT OF MORTALITY DATA 
0 362 
PLANT ADD. 
RETIRED RETIRED 
PLANT IN TRANS/ADJ TRANS/ADJ 
SERVICE DURING FROM THESE 
YEAR JANUARY 1 YEAR ADDITIONS 0.5 
1937 233881 . 13919. 1036C. 
3288. 0. 0. 
0 . 0 . 0. 
1938 244512. 1000 . 13919. 
1 743. 0. 0. 
0 . 0. 0. 
19 39 243 769. 1000 . 1000. 
290 9. 0. 0. 
0. 0. C. 
1940 241860 . 1000. 1000. 
50 8. 0 . 0. 
0. 0 . 0. 
1941 242 352 . 13267. 1 000. 
156 1. 0. 0. 
OI 0 = 0 = 
1942 254058. 33797. 13267. 
6 808. 0. 0. 
0. 0. 0. 
1943 281047. 15181. 33797. 
6 520. 0. 131 . 
0. 0. 0. 
1944 289708. 19729. 15181. 
852. 0. 0. 
0. 0. 0. 
1945 303585. 22426. 19729. 
699. 0. 0. 
0. 0. 0 . 
1946 330312. 56228. 22426. 
663. 0. 0. 
0, 0 , 0 . 
1947 185877. 39924. 56228. 
6566. 0. 0. 
0. 0. 0 . 
1948 419235. 153416. 39924. 
1 143. 0. 422. 
0. 0. C. 
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Table B.l. (Continued) 
SURVIVING PLANT BY AGE JANUARY 1 
RETIREMENTS THEREFROM 
TRANSFERS/ADJUSTMENTS TO/FROM ACCOUNT 
1 .5 2.5 3.5 4.5 5.5 6.5 
6924. 1487. 100 . 0. 32675. 47651. 
0. 0 . 0 . 0. 0. 0. 
0. 0 . 0 . 0. 0 . 0 . 
10360• 6924 . 1487. 1 00. 0. 32675. 
0. 0 . 0 . 0. 0 . 0 . 
0. 0. C . 0. 0 . 0 . 
13919. 10360. 6924. 1487. 100 . 0. 
0. 0. 0 . 0. c. 0 . 
0. 0 . C . 0. c. 0 . 
1 000. 13919. 10360. 6924. 1487. 1 00 . 
0. C. 0. 0. 0 . 0 . 
0. 0 . 0 « 0. c. 0. 
1 000. 1000. 13919. 10360. 6924 . 1487. 
0. c. 0. 0. 0 . c. 
0 . 0 . Ô . 0. c. 0 . 
lOCO. 1000. 1 000 . 13919. 13360. 6924. 
0. c. 30 . 0. C . 0 . 
0. 0 . 0 . 0. 0 . 0. 
13267. lOCC. 1000 . 970. 13919 . 10360. 
0. 0 . 0. 0. 0. 0. 
0. 0. 0 . 0. 0 . 0 . 
33666. 13 267. 1000. 1000. 970 . 13919. 
469. c. c. 1 38. 0 . 0. 
0. 0. 0 . 0. 0 . 0 . 
15181. 33197 . 13267. 1000. 862. 970. 
0« 699, G o  0, 0 . 0 . 
0. 0. 0. 0. 0. 0. 
19729. 15161 . 32498. 13267. 1 0 00 . 862. 
247. 9. 0. 0. c. 0. 
0 . 0 . 0 . 0. c « 0 . 
22426. 19482. 15172. 32498. 13267, 1000. 
0. 0. 288. 0. 64 . 0 . 
0. 0 . 0 . 0. 0. 0 . 
56228. 22426. 19482. 148 84. 32498. 132 03 . 
C .  0 . 405. 0. 0. 0 . 
0 . 0 . 0 . 0. 0. 0. 
B.l. 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
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(Continued) 
571508. 64625. 153416. 
6183. 0. 0. 
0 . 0 . 0 . 
629950. 129151. 64625. 
531. O. 164. 
0 . 0 . 0 . 
758570. 85558. 129151. 
7395. 0. 0. 
0 . 0 . 0 . 
836733. 128518. 85558. 
1587. 0. 396. 
0 . 0 . 0 . 
963664. 137812. 128518. 
9280. 0. 0. 
0 . 0 . 0 . 
1092196. 213269. 137812. 
15410. 0. C. 
0 . 0 . 0 . 
1290055. 180206. 213269. 
4701. 330. 0. 
0 . 0 . 0 « 
1465560. 121306. 179876. 
11419. 168. 0. 
0 « 0 # 0 . 
1575447. 178558. 121138. 
1987. 0. 0. 
0 .  0 •  0 .  
1752018. 42192. 178558. 
360 3. 0« Oo 
0 . 0 . 0 « 
1793607. 94876. 42192. 
1968. 0. 0. 
0 . 0 . 0 . 
1883515. 136713. 94876. 
2637. 0. 0. 
0 . 0 . 0 . 
2017591. 135066. 136713. 
3131. 0. 0. 
0 . 0 . c. 
2149526. 92103. 135066. 
2924. 0. 0. 
0 . 0 . 0 . 
2238705. 95439. 92103. 
7249. 0. 0. 
0 . 0 . 0 . 
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Table B.l. (Continued) 
39502. 
0 .  
0 . 
153416. 
0 .  
0 .  
64461. 
368. 
0 .  
129151. 
0. 
0 .  
85162. 
0. 
128518. 
1437. 
0 .  
137812. 
1210. 
0 .  
213269. 
650. 
0 • 
179876. 
319. 
0 .  
121138. 
0 .  
0 .  
178558. 
C . 
0 .  
42192. 
0 .  
0 .  
94876. 
l36713. 
0. 
C. 
135066. 
493. 
0 .  
5622 8. 
C. 
0 . 
39502. 
C . 
0 . 
153416. 
316. 
0 . 
64C93. 
0 . 
0 .  
129151 . 
42 8. 
C . 
85162 . 
0 .  
0 . 
127081 . 
221 . 
Ow 
136602. 
C. 
C . 
212619. 
177. 
0 . 
179557. 
0 • 
0 .  
121138. 
393 . 
0 . 
178558. 
C . 
0 . 
42192. 
491 . 
C . 
94876. 
0. 
0 . 
1 3671 3 . 
22426. 
C. 
0 . 
56228. 
0. 
0 . 
39502. 
0 . 
0 . 
153100. 
1 1 . 
0 .  
64093. 
781 . 
C. 
128723. 
101 .  
0 . 
85162. 
0 .  
0 . 
126860. 
1400. 
C . 
136602. 
48. 
0 . 
2 12442. 
C . 
0 . 
179557. 
2 6 0 .  
C. 
120745. 
0 . 
0 .  
178558. 
C. 
0 . 
41701e 
0 . 
0 .  
94876 . 
0 .  
0 . 
19077. 
0. 
0. 
22426. 
0 .  
0 .  
56228. 
0. 
0. 
39502. 
376. 
0. 
153089. 
858. 
0 .  
63312. 
0 .  
0 .  
128622.  
0.  
0. 
85162. 
0.  
C . 
125460. 
0. 
0. 
136554. 
1209. 
0. 
212442. 
0. 
0. 
1 79297. 
0, 
0. 
1 20745. 
0. 
0. 
178558. 
0. 
0. 
41701. 
0. 
0. 
14884. 
0 . 
0 .  
19077. 
181 .  
0 .  
22426. 
57C . 
C . 
56228. 
0 . 
0 .  
39126. 
0 . 
152231. 
468. 
0 . 
63312. 
294. 
0 . 
128622. 
744. 
0 . 
85162. 
0 .  
0 . 
125460. 
5 70 . 
0 . 
135345. 
0 .  
0 . 
212442. 
î 023 » 
0 . 
179297. 
1 406 . 
C . 
120745. 
265. 
C. 
1 78558. 
C. 
0 . 
32498. 
319. 
0 .  
148 84. 
0 . 
0 .  
18896. 
2616. 
0 . 
21856. 
0 .  
0 .  
56228. 
64 . 
0 . 
39126. 
0 .  
0 .  
151763. 
0 .  
0. 
6 30 18. 
0. 
C . 
127878. 
0 .  
0 . 
85162. 
1300. 
C . 
124890. 
25. 
0 .  
135345. 
0 9 
0 . 
211419. 
0 . 
C . 
177891. 
C . 
0 .  
120480. 
0 . 
0 .  
187 
Table B.l, (Continued) 
1964 2 326 895. 148919. 95439. 
5924. 0. 0. 
— 50 0 . 0. 0. 
1965 2469390. 383973. 148919. 
24311• 0. 1080. 
-1896. 0. -329. 
1966 2 827156 . 264492. 383973. 
7691. 0. 0. 
—6866 2. 0. - 16603. 
1967 3015295. 54147. 264492. 
1591 . 0. 0. 
-6549. 0 . 0 . 
1968 3 061 3 02 . 1293271. 54147. 
13 597. 0. 0. 
15953. 16241. 7742. 
1969 4 356 929. 236804. 1309512. 
5752 0. 0. 2070. 
270074. 2573. 208845. 
1970 4 80 6 287. 255617. 239377. 
23778. 0. 10670. 
3368. 0. 0. 
1971 5 041 494. 152389. 255617. 
27047. G . 490 . 
-1233. 0. 1 123. 
1972 5165603. 387647. 152389. 
19158. 0. 0. 
-26205. 5088. -1717C. 
1973 5507887. 387347. 392735. 
42485. 0 . 11183. 
36195. 0 . 25247. 
1974 5888944. 119163. 387347. 
3690 6. 0. 3511. 
-277696. -47257. -49372. 
TOTAL EXPOSURES 5890048. 5804649. 
TOTAL RETIREMENTS 498. 30117. 
TOTAL TRANSF/ADJ. -23355. 159483. 
188 
Table B-1 (Continued) 
92103. 134573. 136713. 94876. 41701. 178558 . 
88. 0 . 0. 0. C. 320 . 
— SO 0 . 0 . 0. 0. C. 0. 
95439. 91515. 134573. 136713. 94876. 41701 . 
0. 0 . 0 . 0. C . 2869. 
0. 0 . — 1 66 . 0. -903. 0. 
147510. 95439. 91515. 134407. 136713. 93973 . 
782. 0 . 2808. 20. 210. 1654. 
-34023. -28777. 0 . 0. C . 0 . 
367370. 112705. 66662. 88707. 134387. 136503. 
0. 0. 0 . 0. 0. 0. 
0. 0. 0. 0. C. 0 . 
264492. 367370. 112705. 66662. 88707. 134387. 
95. 2989. 0 . 0. C . 0 . 
0. 0. 0 . 0. C . 0 . 
61889. 264397. 364381. 112705. 66662. 88707. 
O o  1661. 8406. 507. C . 828. 
0. 0. 0. -1609. 0 . -7158. 
1516287. 61 889. 262736. 355975. 110589. 66662. 
0. 0. 296. 0. 0 . 0. 
G. 0. 0 . 0. C . 0 . 
228707. 1516287. 61889. 262440. 355975. 110589. 
0. 30. 1076. 0. 141 . 11 Cl . 
0. 0 . 0 . C. 0. 0. 
256250. 228707. 1516257. 60813. 26244C. 355834. 
0. 1 C47. 2286. 364. 1473. 0 . 
0. 0 . -15053. 0 . 0 . 0. 
135219. 256250. 227660. 1498918. 60 449. 260967. 
670. 0 . 3910. 0. C . 3047. 
0. 0. -4643. 0. 0 . 0 . 
406799. 134549. 256250. 2191 07. 1498918. 60449. 
0. 0. 0 . 0. 0 . 6418. 
2524. -l 0058s -45334. -15033. C . 0 . 
5606475. 51 59812. 4988125. 4689907. 4498394. 3038815. 
6828. 846 1 , 22106- 3472. 7409 . 20561. 
-31999. -38835. -65196. -16642. -903. -7158. 
Table B.2. Computer output of actuarial analysis I i 
IOWA STATE UNIVERSITY 
ACTUARIAL TREND ANALYSIS 
362 
INDICATED AVERAGE LIFE ACTUAL INDICATED RETIREMENTS FITTED 
RETIREMENT FIPST SECOND THIRD RETIREMENTS FIRST SEC OND THIRD 
BAND DEGREE DEGREE DEGREE FITTED DEGREE DEGREE DEGREE 
1937 1946 0.7 0.6 0.6 20612960. 20612864. 20612848. 20612880. 
1938 1 047 4«a 4.5 3 + 5 932973. 932971, 93 2970. 932967, 
1939 1 948 3*9 3,0 2,2 847044, 847(343, 84 7040. 847035. 
1940 1949 2.2 1.4 1,2 641179. 641175. 641173. 641174. 
1941 1 950 3.6 2,1 LI7 361476, 361474. 36 1473. 361474, 
1942 1951 33. 1 22. 1 211 9 21818. 21818. 21818. 21818. 
1943 1952 45.2 23.4 23+9 23405, 23405. 23405. 23405. 
1944 1 953 26,1 23.7 20*6 32685, 32685. 32685. 32685, 
1945 1954 20.2 21.0 17„3 48095. 48095. 48095. 48095, 
1946 1955 19.3 46,4 17*3 52466, 52466, 52466, 52466, 
1947 1 956 17.2 36.3 16*5 63717. 6371?. 63717, 63717, 
1948 1957 13.5 40.7 23*0 59138. 59138. 59139. 59138, 
1949 1958 1S.5 36.7 24, 3 61598. 61598. 61798. 61669, 
1950 1959 20.1 39. e 31 „ 3 57383, 57383. 57853. 57700, 
1951 1960 20,2 3 5.9 36*2 59489, 59489, 60434, 60 396, 
1952 1961 22.C 38.5 39II0 55225. 55225. 56785, 56 734, 
1953 1962 22.2 35.7 351.4 56562, 56562, 58986, 58 757# 
1954 1963 23.1 37. 1 35.. 0 54531, 54531, 57212, 57061, 
1955 1964 23.0 52.0 47 «5 45045, 45045. 46616, 46969, 
1956 1965 22.8 33,9 31*9 64985, 64985. 67580, 67233, 
1957 1966 25.9 42.6 41.>6 61425. 61425. 62188. 62 249, 
Table B.2. (Continued) 
1958,1967 4 4. e 4 2 . 4  
1959,1968 25«0 38, 5 36,0 
1960,196Ç 14o6 1 7.6 17.4 
1961,1370 13,2 1 6,2 15,2 
1962,1971 12.5 1 3,7 13, 2 
1963,1972 12o 1 1 3.0 12.7 
1964,1973 15.6 1 0, e 10.9 
1965,1974 9*6 9. 9 10,/> 
1937,1374 c.e C, 8 
0
 
,
 
c
 
1938,1974 7.3 8,0 8. 4 
1939,1974 6 .9 ?,7 0.2 
194^,1974 5.7 7, 5 7,9 
1941,1974 3,9 9.6 9,7 
1942,1974 14.S 14,e 14,9 
1943,1374 14.6 1 4.6 14, 7 
1944,1974 14.4 1 4.4 14,5 
1945,1?74 14.2 14.2 14, 3 
1946,1574 14,0 1 4,r 14«,0 
1947,1374 13.8 1 3, e 1 3 „ 8 
1948,1 13,8 ! 3. 9 1 3„ 7 
1949,1Ç74 13,6 1 3.7 13.,5 
1950,1974 13,5 13.6 13„5 
1951,1974 13.3 1 3.5 13c. 3 
-1952,1974 113,3 13,5 13.,3 
61029. 6 1^29, 61753, 62 K8, 
7102 3. 71022, 72012, 72498, 
126575. 126573, 127674. 127987. 
147716. 147713, 147994, 148957, 
171632. 171 629, 1716 30, 172219. 
187866. 187863, 187865. 188222. 
223102, 223^99, 22 310 0, 223iro. 
254094. 254081 a 254091. 254082. 
0960112. 21960016. 2^96004*, 20960064. 
1273631, 1273586, 1273587. 1273590® 
1186559, 118651 S, 1186523, 1186523. 
974511, 974507, 974518, 974513. 
694277. 694273. 694275. 694 276. 
347224, 347220, 347220, 347221. 
347224. 347220. 34 7220. 347221. 
347224, 347221, 347221. 347221. 
34 7224, 347221. 34 7221, 347221. 
34 7224. 347220. 34 7221 , 347221. 
347224, 347221. 347221, 347222. 
340658. 340654. 340655. 340656. 
339515. 339511. 339512, 339512. 
333332, 333329. 333329. 333 330, 
332801, 332797, 332793, 332799, 
325406, 325402, 325403, 3 2 5 4 r 4 .  
)le B 
1974 
1974 
1974 
1974 
1174 
1 974 
1974 
1 974 
1 974 
1 «74 
1 974 
1974 
1974 
1 974 
1974 
19?4 
1974 
1974 
1 974 
1974 
1 974 
1C74 
(Continued) 
13.2 1 3. 4 1 3. 1 323819. 323816. 323816, 
13.1 13.2 13. 1 314539. 314536. 314536. 
13. 2 1 3.3 13.3 299129. 299126. 299126, 
13.0 13.1 13.2 294758. 294755. 294755. 
1 3 . ^  1 3.0 13.2 28350?. 283504. 283504. 
12.7 12.7 12,o 26152n. 281517. 26151?. 
12.4 1 2. 5 1 2 . 7  277917. 277914. 277914. 
12.3 1 2. 1 12. 3 275940. 275946. 275946, 
11.6 1 1.7 1 1.9 2-»3312. 273309. 273309. 
1 1 . 3  11.4 1 1.5 2 7 0 1 8 1 ,  270178. 270173. 
10.6 1C.Ç 1 1 . 0  267257. 267254. 267254. 
i n . 3  10.4 IT.6 260009. 260004. 260005. 
9.9 9e 9 i r . c  254084, 254081. 254081. 
9.7 0.7 9.8 229773. 229770. 229770. 
3.8 8.? e.6 222082, 222070. 222079, 
7.9 7.6 7.2 220491. 220488. 220483. 
7.5 6.9 6.2 206894. 20287P. 2C2878. 
10.4 1 Oo2 1 ^ , 4  149374. 149371. 149371. 
11.6 in.3 in.4 125596. 125593. 125594. 
;.4 8. 9 &«. 9 98549, 98547* 98547, 
9.2 6.6 6.7 79391. 79390. 793P1. 
9 .  1 8.6 .9. 3 36906. 36906. 36906. 
Table B.3. Computer output of actuarial analysis II 
AVERAGE LIFE BV WEIGHTED RETIREMENT RATIO METHOD 
RETIREMENT RATIOS FITTED BY SECOND DEGREE 
RETIREMENT BAND1954 1974 DI !5P « SO.5 CONFORMANCE 1.298589 
0362 FOR SMOOTHED DATA M1=0 .223740 M2= 0.017878 
AVE. LIFE 57.4 S. SQ.= 0.0240492 
AGE AT 
BEGINNING RETIREMENT LIFE-TABLE 
OF RETIREMENTS RATIOS-PERCENT PERCENT 
INTERVAL EXPOSURES ACTUAL INDICATED ACTUAL SMOOTHED OBSERVED SMOOTHED 
0.0 4973497. 498. 6958. 0.01 0.14 100.00 100.00 
0.5 5015550. 29004. 14658. 0.58 0.29 99.99 99.86 
1.5 4940083. 5744. 15106. 0.12 0.31 99.41 99.57 
2.5 4578179. 7009. 14668. 0.15 0.32 99.30 99.26 
3.5 4536567. 20591. 15248. 0.45 0.34 99.14 98.95 
4.5 4303176. 2100. 15187. 0.05 0.35 98.69 98.61 
5.5 42 32591. 6594. 15695. 0.16 0.37 98.65 98.27 
6.5 2765302. 17562. 10780. 0.64 0.39 98.49 97.90 
7.5 2742715. 2670. 11243. 0. 10 0.41 97.87 97.52 
8.5 2503833. 12185. 10794. 0.49 0.43 97.77 97.12 
9.5 2163718. 27939. 9810. 1.29 0.45 97.30 96.70 
10.5 2041266. 14597. 9732. 0.72 0.48 96.04 96.26 
11.5 1905862* 19199. 9954. 0.97 0.50 95.35 95.8C 
12.5 1900224. 5203. 10010. 0.27 0.53 94.43 95.32 
13.5 1765538. 6688. 9771. 0.38 0.55 94.17 94.82 
1 4.5 1630796. 14771 . 9478. 0.91 0.58 93.82 94.30 
1 5.5 1592744. 7305. 9717. 0.46 0.61 92.97 93.75 
_ 16.5 1554773. 8473. 9951. 0.54 0.64 92.54 93. 18 
H 
VO 
M 
Table B.3. (Continued) 
1 7.5 1402578. 4267. 9412 
18.5 1292428. 16292. 9088 
19.5 1 1 15147. 225. 8212 
20.5 886269. 1439. 6831 
21.5 752127. 2838. 6063 
22.5 662006. 6530. 5578 
23. 5 618270. 13284. 5442 
24.5 480556. 11911. 4416 
25.5 448488. 10701 . 4300 
26.5 306469. 2279. 3064 
27.5 282873. 878. 2947 
28.5 258665. 1266. 2806 
29.5 246665. 1948. 2785 
30.5 236246. 327. 2774 
31.5 230798. 0. 2817 
32.5 194706. 0. 2469 
33.5 183285. 0. 2413 
34.5 175836. 2635. 2402 
35.5 173089. 1326. 2453 
36.5 173749. 714. 2552 
37.5 158554. 3660. 2413 
38.5 154198. 727. 2430 
39.5 150190. 2902. 2449 
40.5 146225. 5037. 2467 
41.5 141188. 2016. 2463 
42.5 137643. 1111. 2481 
43.5 117137. 0. 2181 
44.5 91429. 2775. 1758 
45.5 88654. 2169. 1759 
46.5 50624. 1388. 1036 
0.30 0.67 
1.26 0.70 
0.02 0.74 
0.16 G.77 
0.38 0.81 
0.99 0.84 
2.15 0.88 
2.48 0.92 
2.39 0.96 
0.74 1.00 
0.31 1.04 
0.49 1.08 
0.79 1.13 
0.14 1.17 
0.0 1.22 
0.0 1.27 
0.0 1.32 
1.50 1.37 
0.77 1.42 
0.41 1.47 
2.31 1.52 
0.47 1.58 
1.93 1.63 
3.44 1.69 
1.43 1.74 
0.81 1.80 
0.0 1.86 
3.04 1.92 
2.45 1.98 
2.74 2.05 
.04 92.58 
.76 91.96 
.6C 91.31 
.58 90.64 
.43 89.94 
.09 89.22 
.20 88.46 
.29 87.69 
.12 86.88 
.09 86.05 
.47 85. 19 
.22 84.30 
.82 83.38 
.17 82.44 
.06 81.48 
.06 80.48 
.06 79.46 
.06 78.41 
.84 77.34 
.23 76.25 
.91 75. 1 3 
.08 73.98 
.72 72.82 
.24 71.63 
.65 70.42 
.61 69. 1 9 
.03 67.95 
.03 66.68 
.88 65.40 
.19 64.10 
92 
91 
90 
90 
90 
90 
89 
87 
85 
83 
82 
82 
81  
8 1  
81 
81  
8 1  
81 
79 
79 
78 
77 
76 
75 
72 
71 
71 
71 
68 
67 
Table B.3. (continued) 
47.5 42275. 4518. 893 
48.5 37757. 70S. 822 
49.5 16931. 1 03 7. 380 
50.5 10664. 0. 246 
51.5 5766. 0. 137 
TOTAL 314539. 314537 
52.5 
53.5 
54.5 
55.5 
56.5 
57.5 
58.5 
59.5 
60.5 
61.5 
62.5 
63.5 
64.5 
65.5 
66.5 
67.5 
68.5 
69.5 
70.5 
71.5 
72.5 
73.5 
10.69 
1.87 
6.12 
0 . 0  
0 . 0  
2. 1 1 
2.18 
2.24 
2.31 
2.38 
65.35 
58.36 
57.27 
53.77 
53.77 
62.79 
61.46 
60. 1 3 
58.78 
57.42 
2.45 
2.52 
2.59 
2.66 
2.74 
2.81 
2.89 
2.96 
3.04 
3.12 
3.20 
3.28 
3.36 
3.45 
3.53 
3.62 
3.71 
3.79 
3.88 
3.97 
4.06 
4.16 
56.05 
54.68 
53.31 
51.93 
50.54 
49. 1 6 
47.78 
46.40 
45.03 
43.66 
42.29 
40.94 
39.60 
38.26 
36.94 
35.64 
34.35 
33.08 
31.82 
30.59 
29.37 
28.18 
H 
VO 
Table B.3. (Continued) 
74.5 
75.5 
76.5 
77.5 
78.5 
79.5 
60.5 
81.5 
82.5 
83.5 
84.5 
65.5 
86.5 
87.5 
88.5 
89.5 
90.5 
91.5 
92.5 
93.5 
94.5 
95.5 
96.5 
97.5 
98.5 
99.5 
100.5 
101.5 
102.5 
103.5 
104.5 
4.25 
4.34 
4.44 
4.54 
4.63 
4.73 
4.83 
4.93 
5.04 
5.14 
5.24 
5.35 
5.46 
5.56 
5.67 
5.78 
5.89 
6 . 0 1  
6.12 
6.23 
6.35 
6.46 
6.58 
6.70 
6.82 
6.94 
7.06 
7.19 
7.31 
7.44 
7.56 
27.01 
25.86 
24.74 
23.64 
22.56 
21.52 
20.50 
19.51 
18.55 
17.61 
16.71 
15.83 
14.98 S 
14.17 W 
13.38 
12.62 
11.89 
11.19 
10.52 
9.87 
9.26 
8.67 
8 . 1 1  
7.58 
7.07 
6.59 
6. 13 
5.70 
5.29 
4.90 
4.54 
Table B.3. (Continued 
105.5 
106.5 
107.5 
106.5 
109.5 
110.5 
111.5 
112.5 
113.5 
114.5 
I 15.5 
116.5 
II 7.5 
118.5 
119.5 
120.5 
121.5 
122.5 
123.5 
124.5 
125.5 
126.5 
127.5 
128.5 
129.5 
130.5 
131.5 
132.5 
133.5 
134.5 
7.69 4.19 
7.82 3.87 
7.95 3.57 
8.ce 3.28 
8.21 3.02 
8.34 2.77 
8.48 2.54 
8.61 2.32 
8.75 2.12 
8.89 1.94 
9.02 1.77 
9.16 1.61 
9.30 1.46 
9.44 1.32 
9.59 1.20 
9.73 1.08 
9.88 0.98 
10.02 0.88 
10.17 0.79 
10.32 0.71 
10.47 0.64 
10.62 0.57 
10.77 0.51 
10.92 0.46 
11.07 0.41 
11.23 0.36 
11.39 0.32 
11.54 0.28 
11.70 0.25 
11 .86 0.22 
Table B.3. (Continued) 
135.3 
136.5 
137.5 
138.5 
139.5 
140.5 
141.5 
142.5 
143.5 
144.5 
145.5 
146.5 
147.5 
148.5 
149.5 
15C.5 
151.5 
152.5 
153.5 
154.5 
155.5 
156.5 
12.02 0.20 
12.18 0.17 
12.34 0.15 
12.51 C. 1 3 
12.67 0.12 
12.84 0.10 
13.00 0.09 
13.17 0.08 
13.34 0.07 
13.51 0.06 
13.68 0.05 
13.85 0.04 
14.03 0.04 
14.20 0.0 3 
14.38 0.03 
14.55 0.02 
14.73 0.02 
14.91 0.02 
15.09 0.0 1 
15.27 0.01 
15.45 0.0 1 
15.64 0.0 1 
198 
Table B. 4 .  The input data utilized in the SPR program 
(ISU #2376) 
AOJUSTEW ADDITIONS AND BALANCES 
2376 
YE AM AUDITIONS BALANCE ADJ./TRANSFFRS 
1 95 3 966787. 
1 s>54 89825. 105661 I. 0. 
1955 119579. 1176191. C. 
1 956 861 3d. 1262329. c. 
1^57 9 1540 . 1350230. 0. 
1 958 «7233. 1440590. 3127. 
1 959 121302. 1561832. — 6 0 * 
1960 89538. 1646537. 0. 
1 96 1 124087. I 770624. 0. 
196 2 52 599 7. 2296621. 0. 
196 3 277749. 2572264. 0. 
1 964 223291. 2794885. 0. 
1 9Ô 5 1782 78. 2933461. 14259. 
1 96 6 uab yd . 3 i i 2i oO. 0. 
1 96 7 1 7*3935. 3281780. 0. 
1 968 187180. 345860 9. 0. 
1 96 9 334535. 3781573. -1997. 
1 970 334272. 4111417. C . 
197 1 2426B9. 4302937. -10354. 
1 972 190836. 445 74 0 0. C. 
1 973 13 7271. 4560107. C . 
1 974 70644 . 4605971. -3629. 
199 
Table B.4. (Continued) 
AOJ. AUDITIONS ADJ. BALANCÉS ADJ. RETIREMENTS 
97C14C. 
90136 . 1060275. 1 , 
119994. 1 180270. — 1 1 
00437. 1266707. 0. 
91858. 1 354913. 3652 
87335. 1442248. 0 
121447. 1563695. 0 
89645. 1648501. 4839 
124235. 1 772736. C 
526624. 2299360. C 
278081. 2575332. 2109 
223558. 2798219. 671 
177588. 297 1861. 3 946 
138060. jîcocyc» 984 1 
17824C. 3269021 . 9299 
186452. 3445162. 10311 
333477. 3769047. 9592 
333165. 4097799. 44 13 
242496. 4299512. 40783 
19C734. 4453852. 36 3 94 
137161. 4556477. 34536 
70645. 4605971. 21 151 
200 
Table B.,5, Computer output of simulated plant record method 
INP 
SIMULATED PL 
IOWA STATE 
GAS ACCOUNT 2376 MAINS 
ACCOUNT CONTROL CARD 
ACCOUNT NAME=ACCT2376 EARLIEST ADOITION= 1936 LATEST AD 
NO. OF TEST POINTS= 2 INTERVAL BETWEEN TEST POINTS= 10 
INPUT DATA= ADD IT» AND BAL. 
PLANT ADDITIONS 
YEAG ADDITIONS 
1936 970140. 
1937 0. 
1938 0. 
1939 0. 
1940 O. 
1941 0. 
1942 0# 
1943 O. 
YEAR ADDITIONS 
1944 0. 
1945 O. 
1946 0. 
1947 C. 
1948 O. 
1949 O. 
1950 0# 
1951 0. 
YEAR 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
AC 
INPUT DATA 
lATEO PLANT-RECORD METHOD 
i»A STATE UNIVERSITY 
AUGUST 12, 1976 
LATEST ADDITION: 1974 EARLIEST BALANCE® 1954 LATEST BALANCE= 1974 
#5= 10 LAST TEST POINT= 1974 SPR METHOD= RET. INPUT MHTHOD= CARD 
EAR ADDITIONS YEAR ADDITIONS YEAR ADDITIONS 
C. 1960 39645. 1968 186452. 
c. 1961 124235* 1969 333477* 
90136» 1962 526624. 1970 333165. 
119994. 1963 278081* 1971 242496* 
86437. 1964 223558. 1972 190734. 
91858. 1965 177588. 1973 137161. 
87335* 1966 138060. 1974 70645. 
121447. 1967 178240. 0 0. 
201 
Table B.5» (Continued) 
PLANT RETIREMENTS 
YEAR RETIREMENTS YEAR RETIREMENTS YEAR 
1954 
1955 
1 956 
1 957 
1958 
0 .  
— 1 • 
0 .  
3652, 
0. 
1959 
1960 
1961 
1962 
1963 
0 .  
4839* 
0 .  
0* 
2109. 
1964 
1965 
1966 
1967 
1968 
PLANT BALANCES 
YEAR BALANCES YEAR BALANCES YEAR 
1954 
1955 
1956 
1957 
I 953 
1060275, 
1180270. 
1266707, 
1354913. 
1442248. 
1959 
1960 
1961 
1962 
1963 
1563695. 
1648501. 
1772736, 
2299360. 
2575332. 
1964 
1965 
1966 
1967 
1968 
YEAR RETIREMENTS YEAR RETIREMENTS YEAR RETIREMENTS 
1964 671# 1969 
1965 3946. 1970 
1966 9841. 1971 
1967 9299* 1972 
1968 10311. 1973 
YEAR BALANCES YEAR 
1964 2798219. 1969 
1965 2971861. 1970 
1966 3100080# 1971 
1967 3269021. 1972 
1968 3445162. 1973 
9592. 1974 21151# 
4413. 0 0. 
40783. 0 0# 
36394# 0 0. 
34536. 0 0. 
BALANCES YEAR BALANCES 
3769047.. 1974 4 605 971. 
4097799. 0 0. 
4299512# 0 0. 
4453852. O 0. 
4556477# 0 C. 
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Table B.5k (Continued) 
GAS ACCOUNT 2376 MAINS 
SIMULATED BALANCES METHOD 
DEPREC 
SIMULATED 
IOWA STA 
P.O. OF TEST POINTS= 10 INTERVAL BETWEEN 
DISPERSION AVERAGE SERVICE LIFE SUM OF S 
L5 44.0 YRS. 0.7 
R5 43.3 YRS# 0*7 
54 45.7 YRS. 0.1 
55 42.1 YRS. 0*2 
L4 48.7 YRS. 0.5 
S3 51.0 YRS. 0,6 
R4 48.s YRS. 0.7 
L3 56.6 YRS. 0.8 
S2 59.4 YRS. 0.1 
L2 71,7 YRSs 0-1 
R3 58.8 YRS. 0.1 
SI.5 67.0 YRS. 0.1 
S6 40»6 YRSe 0.1 
SI 75,7 YRSo 0.1 
LI.5 68*2 YRS* 0*1 
DEPRECIATION STUDY 
[SIMULATED PLANT-RECORD METHOD 
IOWA STATE UNIVERSITY 
AUGUST 12, 1976 
fAL BETWEEN TEST POZNTS= 0 
SUM OF SQUARES OIFF. 
LAST TEST P01NT= 1974 
INDEX OF VARIATION RET. EXP. INDEX 
0.7342E 
0,7920E 
0.1093E 
0*2964E 
0.5280E 
0#6152E 
0.7493E 
0.8491E 
0.1130E 
Oel282E 
0.1346E 
0.1376E 
0si486E 
OslSiaE 
0.1S57E 
09 
09 
10 
10 
10 
10 
10 
10 
11 
11 
1 1  
1 1  
11 
1 1  
11 
2 
2 
2 
4 
5 
6 
7 
7 
8 
9 
9 
9 
9 
10 
10 
20 . 37 
19.65 
18.79 
23.75 
16.56 
16.43 
15.37 
15.06 
13.91 
12.33 
11.85 
12.26 
24.41 
11.57 
10.31 
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Table B.5, (Continued) 
R2.5 
Ll 
SO.5 
R2 
SO 
72.4 YRS. 
106.3 YRS# 
93.0 YRS. 
90.8 YRS. 
114.4 YRS. 
L0.5 
LO 
R1 .5 
S—.5 
Ri 
143.8 YRS. 
185.8 YRS. 
126.5 YRS. 
189.1 YRS. 
169.4 YRS. 
R0.5 
SC 
02 
03 
C4 
231.4 YRS. 
298.7 YRS. 
336.4 YRS# 
495.0 YRS. 
685.6 YRS. 
SO 44.3 YRS, 
SIMULATED BALANCES METHOD 
NO. OF TEST POlNTS= 10 INTERVAL BETW 
DISPERSION AVERAGE SERVICE LIFE SUM O 
KO 
L5 
54 
55 
L4 
43.1 YRS. 
44.0 YRS. 
45.7 YRS. 
42#6 YRS# 
48.7 YRS. 
I 
S3 51.1 YRS# 
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Table B.51. (Continued) 
R4 49.1 YRS 
L3 56.6 YRS, 
36 40.7 YRS 
S2 60*0 YRS 
L2 72.5 YRS 
Sl«5 68.4 YRS, 
R3 60.4 YRS 
SI 78.0 YRS 
L1.5 90.9 YRS 
R2.5 75.8 YRS 
L1 111.8 YRS 
SO.5 97.8 YRS 
R2 97.C YRS 
SO 122.7 YRS 
L0.5 154.2 YRS 
RI.5 139.2 YRS 
LO 202.5 YRS 
S-.5 209.1 YRS 
RI 188.3 YRS 
R0.5 259.8 YRS 
se 336.9 YRS 
02 376.3 YRS 
C3 559.2 YRS 
C4 774*6 YRS 
SO 44.3 YRS 
0.5460E 10 
0.6S59E 10 
0.8380E 10 
0.860SE 10 
O.LLOOE 11 
0.1147E 11 
O.LLSSE 11 
0.1305E 11 
0.1384E 11 
0.1429E 11 
0.1451E 11 
0.1486E 11 
0.1550E 11 
0.1569E 11 
0.1590E 11 
0.1630E 11 
0.1631E 11 
0.1647E 11 
0.1652E 11 
0.1665E 11 
0.1670E 11 
0.1670E 11 
0.1670E 11 
0.1671E 11 
14.93 
15.03 
24.11 
13.40 
11.94 
11.57 
10.96 
10.74 
9.62 
8.49 
8.69 
8.98 
7.28 
Bsl3 
7.39 
6.30 
7.04 
6.26  
6.00 
5.80 
5.71 
5.75 
5a 68 
5.73 
8 
8 
9 
1 0  
1 1  
1 1  
1 1  
12 
1 2  
1 2  
13 
13 
13 
i 5 
13 
13 
13 
13 
13 
13 
14 
14 
14 
14 
0.6149E 11 26 0.0 
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Table B.5. (Continued) 
RETIREMENT BAND: 1964 THPOOGH 1974 PERIOD RETIRE 
PISPERSIDN AVERAGE SERVICE LIFE SIMULATED RETI 
S4 • 45.4 YRS. 
KS 43.3 YRS. 
L5 44.3 YRS. 
L4 46.3 YPS. 
R4 44*7 YRS. 
L3 51.0 YRS. 
S3 47.6 YRS. 
F 3  47.0 YRS. 
£5 43.1 YRS. 
R2.5 50. 1 YRS. 
K2 54.4 YRS. 
SO 65.5 YRS. 
50.5 58.7 YRS. 
LO 91.4 YRS. 
L2 56.5 YRS. 
5 2  49. 3 YRS. 
SI.5 51. 1 YRS. 
R1.5 62.5 YRS. 
LC.5 77.7 YRS. 
51 53.4 YRS. 
LI.5 60. 6 YRS. 
R1 73.6 YRS. 
S-.5 84.7 YRS. 
P0.5 91.9 YRS. 
LI 66.6 YRS. 
C2 127.6 YRS. 
sc 113. 6 YRS. 
03 186.0 YR S. 
C4 258.7 YRS. 
SÔ 41.3 YRS. 
180860.0 
180677.0 
180809.0 
180926.0 
180858.0 
180942.0 
180932.0 
180910.0 
180780*0 
180927.0 
180930.00 
180934.00 
180930.00 
180938.00 
180918.00 
180934.00 
180924.00 
180931.00 
180930.00 
180935.00 
180928.00 
180930.00 
180934.00 
180932.00 
180933.00 
180932.00 
180 934.00 
180935.00 
180937.00 
180324.00 
SO 38.6 YRS. 0.0 
t: 
lOD RFTIREMcNTS METHOD ACTUAL RETIREMENTS : 180937. 
ATED RETIREMENTS DIFFERENCE . INDEX OF VARIATION PST. EXP. 
180860.00 77.00 549 19.65 
180677.00 260.00 569 19.57 
180809.00 128.00 580 19.31 
180926.00 1 1 .00 598 22.00 
180658.00 79.00 623 22.79 
180942.00 
180932.00 
1 8091 0.00 
180780«00 
180927.00 
180930.00 
1e0934e00 
180930*00 
180938.00 
180916.00 
i8Ô934.Ô0 
180924.00 
180931.00 
180930.00 
180935.00 
-5.00 
5.00 
27.00 
157.00 
10.00 
7.00 
3.00 
7.00 
— 1 .00 
1 9.00 
3.00 
1 3.00 
6.00 
7.00 
2.00 
625 
633 
651 
655 
666 
676 
677 
679 
680 
681 
652 
682 
682 
683 
684 
23.34 
22.55 
23.68' 
18.71 
22.49 
21.45 
22.60 
23.85 
20.35 
24*66 
25*36 
25.57 
19.54 
21.47 
25.84 
180928.00 
180930.00 
180934.00 
180932.00 
180933.00 
9.00 
7.00 
3.00 
5.00 
4.00 
685 
687 
687 
691 
693 
24.27 
18.39 
18.84 
17.41 
23.86 
180932.00 
180934.00 
180935.00 
Î80937.00 
160324.00 
5.00 
3.00 
2.00 
0.Û 
613.00 
693 
693 
693 
653 
1111 
16.95 
1 6.95 
16.85 
16,SI 
18.59 
0 .0  180937.00 1301 0 .0  
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Figure B.l. Iowa type survivor curve, L4 
Type SurviVor Cur\/e 
from 3u//etin 123 
hwa E^ngineering Experinyent Sto, 
iowû State Cof/ege 
4 
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Table B.6. Simulation of the retirement experience of a steam plan 
(R4-40) - computer output 
ACCOUNT MON.M&E 
0.000011 
0.001748 
0.021804 
0.131980 
V.4T154T 
0.920148 
0.999982 
0.000039 
0 .002345 
0.026879 
0.152733 
Û .52494-9 
0.942440 
0 .999983 
0.000079 
0.003111 
0.032911 
0.175700 
O.579331 
0.960324 
1.000000 
DISPERSION R4 
0.000135 0.00021 
0.004088 
0.040028 
0.200934 
0.633574 
0.974169 
0.00532 
0.04836 
0.22860 
0.68629 
0.98439 
îteam plant 
PAGE 
>ION R4 AVERAGE SERVICE LIFE 40.0 YRS, 
0.000214" 
0.005320 
0.048368 
0.228607 
0.686295 
0.984394 
0.000323 
0 .006865 
0.058070 
0.259198 
0.736263 
0.991473 
0.000471 
0.008784 
0.069280 
0.293363 
0.782486 
0.995948 
0.000670 
0.011150 
0.082141 
0.331671 
0.824269 
0.998430 
0.000936 
0.014046 
0.096793 
0.374380 
0.861201 
0.999557 
0.001288 
0.017563 
0.113367 
0.421316 
0.893139 
0.999923 
RETIREMENTS 
AGE 
(DURING 
1 0 .  
RETIREMENTS 
YEAR) 
SURVIVORS 
BALANCE (END OF YEAR) 
1000001. 
YEAR AGE RETIREMENTS SURVIVORS 
1 .5 
4.5 
7.5 
10.5 
13.5 
16.5 
19.5 
22.5 
25.5 
28.5 
31 .5 
34.5 
37.5 
40.5 
43.5 
46.5 
49.5 
52.5 
55.5 
58.5 
61 .5 
27. 
78. 
199. 
460. 
976. 
1919. 
3517. 
6031. 
9702. 
14651. 
20752. 
27673. 
38308. 
50531. 
54243. 
46223. 
31938. 
17884. 
7078. 
1 127. 
1 .  
ITTH RATE FROM YEAR 
999974. 
999800. 
999345. 
998268. 
995930. 
991235. 
982457. 
967111. 
941952. 
903231. 
847293. 
771419. 
668355. 
528179. 
366452. 
217541 . 
106888. 
39704. 
8556. 
474. 
49. 
1 TO YEAR 
3 
6 
9 
12  
15 
1 8  
21  
24 
27 
30 
33 
36 
39 
42 
45 
48 
51 
54 
57 
60 
63 
2.5 
5.5 
8.5 
11.5 
14.5 
17.5 
20.5 
23.5 
26.5 
29.5 
32.5 
35.5 
38.5 
41 .5 
44.5 
47.5 
50.5 
53.5 
56.5 
59.5 
62 o 5 
40. 
108. 
266. 
596. 
1232. 
2366. 
4240. 
7117. 
11210. 
16573. 
22967. 
30591. 
42709. 
53102. 
52720. 
41783. 
27009. 
13845. 
4474. 
365. 
1 6 .  
999934. 
999692. 
999079. 
997672. 
994698. 
988869. 
978217. 
.959994. 
930743. 
886658. 
624326. 
740828. 
625646. 
475077. 
313732. 
175758. 
79879. 
25859. 
4082. 
109. 
33. 
40 
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Table B.g. (Continued) 
HISTORICAL ARRANGEMENT OF MORTALITY DATA 
MON.MCE 
PLANT ADO. 
PLANT IN RETIRED RETIRED 
SERVICE DURING FROM THESE 
YEAR JANUARY 1 YEAR ADDITIONS 0.5 1 .5 
1931 0. 1000011 . C. 0. 
10. 10. 0. 0. 
1932 1000001. 2027. 1000001. 0. 
27. 0 . 27. 0. 
1933 1002001. 2044. 2027. 999974. 
40 . 0. 0. 40. 
1934 1004005. 2064. 2 044. 2027. 
56. 0. 0. 0. 
1935 1006013. 2090 . 2064. 2044. 
78. 0. 0. 0. 
1936 1008025. 2124. 2090. 2064. 
108. 0. 0. 0. 
1937 1010 041. 2168. 2124. 2090. 
148. 0. 0. 0. 
193 8 1012061. 2223. 2168. 2124. 
199. 0. 0. 0. 
1939 1014085. 2294 . 2223. 2168. 
266. 0. 0. 0. 
194 0 1016113. 2383. 2294. 2223. 
351 . 0. 0. 0. 
1941 1018145. 2496. 2383. 2294. 
460 . 0. C. 0. 
194 2 1 0 2 0 1 3 1  .  2636. 2496. 2383. 
596. 0. 0. 0. 
1943 1022221. 281 1 . 2636. 24 96. 
767. 0. 0. 0. 
1944 1024265. 3026. 2811 . 2636. 
978. 0. 0. 0. 
1945 1026313. 3287. 3026. 2811. 
1235. 0. 0. 0. 
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Table B,6. (Continued) 
PAGE 1 OF 5 
IVIVING 1 PLANT BY AGE JANUARY 1 
RETI REMENTE THERE FROM 
2.5 3.5 4.5 5.5 6.5 
0 . 0 . 0. 0. 0 . 
0 . 0 . 0. 0. 0. 
0 . 0 . 0. 0 . 0. 
0. C • 0. 0. 0. 
0 . 0 ... 0. 0. 0. 
0 . C . 0. 0 . 0 . 
999934. c « 0. 0. 0 . 
56. C. 0. 0. 0. 
2027. 999676. 0. 0. 0. 
0 . 78. 0. 0. 0. 
2044 . 2027. 999800. 0 . 0. 
0. 0 . 108. 0. 0. 
2064 . 2044 . 2027. 999692. 0. 
0. 0. 0. 148. 0 . 
2090 . 2064 . 2044. 2027. 999544. 
0. 0 . 0. 0 . 199. 
2124 . 2090 . 2064. 2044. 2027. 
0 . C . 0. 0. 0. 
2168. 2124. 2090. 2064. 2044. 
0 . 0. 0. 0 . 0. 
2223. 2168 . 2124. 2090. 20 64. 
0. 0. 0. 0 . 0. 
2294. 2223 . 21 68. 2124. 2090. 
0 . 0 . 0. 0. 0. 
2383 . 2294 . 2223. 2 168. 2124. 
0. C. 0. 0. 0. 
2496 • 2383 . 2294. 2223 . 21 68. 
0. 0 . 0. 0. 0. 
2636. 2496 . 2383. 2294. 22 23. 
0. 0 . 0. 0. 0 . 
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Table B.6 (Continued) 
1946 1 028 365 • 
1549. 
3605. 
0. 
3287. 
C. 
30 26. 
0. 
1947 1 030421 • 
1928. 
3988. 
0. 
3605. 
0. 
3287. 
0. 
1948 1 032481 • 
2379. 
4444. 
0. 
3988. 
0. 
3605. 
0 . 
1949 1 034546 
• 
2912. 
4981. 
0. 
4444. 
0. 
3988. 
0. 
1950 1 036615 • 
3539. 
5612. 
0. 
4981 . 
0. 
44 44 . 
0. 
195 1 1 038688 • 
4270. 
6347. 
0. 
5612. 
0. 
4981. 
0. 
1952 1 040765 • 
5113. 
71 94. 
0. 
6347. 
0. 
5612. 
0. 
1953 1 C42846 
• 
6082. 
8167. 
0. 
7194. 
0. 
6347. 
0. 
1954 1 044931 
• 
7181 . 
9270. 
0. 
8167. 
0. 
71 94. 
0. 
1955 1 047020 
• 
841 9. 
10513. 
0. 
9270. 
0 . 
8167. 
0. 
1956 1 049114 
• 
9799. 
11897. 
0 . 
10513. 
C « 
9270. 
0 = 
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Table B.6. (Continued) 
281 1 . 2636 . 2496. 2383. 2294. 
0 . C . 0. 0 . 0. 
3026. 2811. 2636. 2496. 23 83. 
0 . C . 0. 0. 0. 
3287. 3026 . 2811 . 2636. 2496. 
0. 0. 0. 0. 0. 
3605 . 3287 • 3026. 2811 . 26 36. 
0. C. 0. 0 . 0. 
3988. 3605 . 3287. 3026. 2811 . 
0 . 0 . 0. 0. 0. 
4444. 3988 . 3605. 3287. 3026. 
0 . C . 0. 0. 0. 
4981 . 4444 . 3988. 3605 . 3287. 
0. 0 . 0. 0. 0. 
5612. 498 1 . 4444. 3988. 3605. 
0« 0 9 0, 0 . 0. 
634 7. 5612 . 4981. 4444. 3988. 
0 . 0 . 0. 0 . 0. 
7194. 6347. 5612. 4981 . 4444 . 
0 . C . 0. 0. 0. 
8167 . 7 194 . 6347. 5612. 4981 . 
C. 0 . 0. 0. 0. 
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Table B.6. (Continued) 
1957 1051212. 13432. 11897. 10513. 
11330. 0. 0. 0. 
1953 1053314. 15115. 13432. 1 1897. 
13009. 0. 0. 0. 
1959 1055420. 16944. 15115. 13432. 
14833. 0. C. 0. 
196 0 1057531. 1890 3. 16944. 15115. 
16788. 0. 0. 0. 
196 1 1059646. 20990. 18903. 16944. 
18871. 0. C . 0. 
196 2 1061765. 23180. 20990. 18903. 
21057. 0. 0. 0. 
1963 1063888. 25458. 23180. 20990. 
23330. 0. 0 . 0. 
1964 1066016. 27790. 25458. 23180. 
25658. 0. 0 . 0. 
196 5 1068148. 30306. 27790. 25458. 
28170. 0. 0. 1 . 
1966 1070284. 33310. 30306. 27790. 
31170. 0. 0. 1 . 
1967 L072424. 36986. 3331C. 30306. 
34641. C . C * 1 S 
1 96 8 L074569. 41238. 26966. 33310. 
39089. 0. 1 . 1 . 
1969 1076718. 45763. 41238. 36985. 
43610. 0. 1 . 1 . 
1970 1C78871. 50137. 45763. 41237. 
47979. 0. 1 . 1 . 
TOTAL EXPOSURES 1509254. 1459107. 1413315. 
TOTAL RETIREMENTS 10. 30. 46. 
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Table B.6- (Continued) 
9270. 8167 . 7194. 6347. 5612. 
0. 0 . 0. 0. 1 . 
10513. 9270 . 8167. 7194. 6347. 
0. G . 0. 1 . 1 . 
11897. 10513. 9270. 8167 . 71 93. 
0 . 0 . 1 . 1 . 1 . 
13432. 11897 . 10513. 9269. 8166 . 
0 . C . 1 . 1 . 1 • 
15115. 13432. 11897. 10512. 9268. 
0. 1 . 1 . 1 . 1 . 
16944. 15115. 13431. 11896. 10511. 
0. 1 . 1 . 1 . 2. 
18903. 16944. 15114. 13430. L1895. 
1 . 1 . 1 . 1 . 2. 
20990. 18902. 16943. 15113. 13429. 
1 9 1 . 1 . 2. 2. 
23180. 20989 . 18901. 16942. 15111. 
1 . 1 . 2. 2. 3. 
25457. 23179 . 20988. 18899. 16940. 
1 . 1 . 2. 2 . 3. 
27789. 25456 . 23178. 20986 . 18897. 
1 . 2 . 2. 3 . 3 . 
30305. 27788 . 25454. 23176. 20983. 
1 . 2 . 2. 3. 4. 
33309. 30304 . 27786. 25452. 23173. 
1 . 2. 3. 3. 4 . 
36984 . 33306. 30302. 27783. 25449, 
2 . 2 . 3. 4 . 5. 
1372033. 1334966. 1301568. 1271161. 1243209. 
65. 92. 128. 173. 232. 
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XIV. APPENDIX C 
A utilization of the formulated chance-constrained 
programming model for long-range planning in an electrical 
energy system - computer output (MPSX) - optimal solution. 
.MPSX-PTF18. EXECUTOR. MPSX RELEASE 1 MOD LEVEL 6 
SCLUTTCN (OPTIMAL) 
TIME = 1.88 WINS. ITERATION NUMBER = 707 
• .•NAME... 
FUNCTIONAL 
RESTRA:NTS 
...ACTIVITY... defined AS 
COST 
A 
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•MPSX-PTF18. EXECUTOR. MPSX RELEASE 1 MOO LEVEL 6 
SECTICN 2 - COLUMNS 
NUMBER .COLUMN. AT ...ACTIVITY... ..INPUT COST.. 
487 XI1 BS . 275.OOOOO 
468 X12 BS 136991.53610 280.OOOOO 
4€9 X13 BS • 300.00000 
490 X14 es . ' 318.00000 
49 1 X15 BS . 339.00000 
492 X21 LL . 580.000CO 
493 X22 LL . 640.00000 
494 >23 LL • 750.00000 
495 X24 LL . 840.00000 
496 X2S LL . 900.00000 
497 X31 BS 6336*44788 590.00000 
498 X32 BS 6421.05054 62C. 0000.0 
499 X33 LL • 667.00000 
SCO X34 LL . 715.00000 
5C1 >35 LL • 764.00000 
502 PlOl BS 348813.28108 .33559 
503 R102 BS 327520.00000 .34254 
504 P103 BS 327520.OOOOO .35281 
505 filC4 es 327520.00000 .36245 
506 PIOS BS 327520.OOOOO .37651 
507 P106 BS 32Ô40C.ÛÛ000 .39437 
508 R107 BS 313280.00000 .41649 
5C9 P108 BS 306160.00000 ,44414 
510 R109 BS 266960.93353 .47811 
511 Rill BS . . 
512 P112 BS e .55742 
512 P113 BS . .56210 
514 R114 BS . .56760 
515 fills BS . .57475 
516 R116 BS • .58410 
517 R117 as • .59620 
SIS Plie BS e #61132 
5 19 PI 19 BS « .63085 
520 R122 BS 136991.5361 0 . 
521 R123 es 134251.70538 .56756 
522 R124 as 126772.04393 .57232 
523 R125 BS 128772.04393 «57792 
524 P126 es 96990.92405 .58520 
525 R127 as 55137.62633 .59472 
526 R12e BS 12214.14497 .60704 
527 R129 es . .62244 
217 
..LOWER LIMIT. •UPPER LIMIT# 
PAGE 
•REDUCED COST. 
55 
NONE 
NONE 
NONE 
NCNS 
NONE 
NONE 82 58353 
NONE 153 39707 
NONE 275 79775 
NONE 378 71069 
NONE 451 85137 
NONE 
NONE 
NONE 63 18178 
NONE 135 02072 
NONE 211 02056 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
218 
528 R133 ms « • 
529 R134 BS • •60810 
520 R13£ BS • •61320 
531 P136 BS # •61920 
532 P137 BS # •62700 
533 R138 BS * •63720 
534 R139 BS • •65040 
535 R144 BS • 
•MPSX-PTF18. EXECUTOR. MPSX RELEASE 1 MOD LEVEL 
NUMBER •COLUMN* AT •* •ACTIVITY*•• * * INPUT COST*, 
536 R145 es • •64459 
537 R146 BS • *64999 
538 R147 BS • •65635 
539 R14e BS • •66462 
540 R149 BS • •67543 
541 R15S BS • • 
542 Rise BS • •68715 
543 R157 SS » • 6-9292 
544 Rise BS # •69970 
545 R159 BS • •70851 
546 P211 BS • • 
547 R212 BS • 1*53932 
545 R213 BS 1.65648 
549 R214 BS • 1*80032 
550 R215 SS • 1.97490 
551 R216 BS • 2m18428 
552 P217 BS • 2.43078 
553 R218 BS • 2.72136 
554 R219 BS • 3*06008 
555 R222 es • . 
556 R223 as • 1.69856 
557 P224 BS • 1.82784 
550 R225 BS # 1.98656 
559 R 2 2 6  BS • 2*17920 
560 P227 85 • 2.41024 
561 R 2 2 e  BS • 2* 68224 
562 F229 BS • 3.00 288 
563 R233 BS • • 
564 R234 BS • 1.99050 
565 P235 es • 2.14200 
566 R236 BS • 2*32800 
567 R237 BS • 2.55 375 
566 R23e BS • 2.82450 
219 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
PAGE 
.LGWEA LIMIT. ..UPPER LIMIT. .REDUCED COST. 
NONE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
hiCKE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
220 
569 R239 BS . 3.14325 
570 R244 es • . 
571 R24S 85 • 2.22936 
572 R246 BS • 2.39904 
573 P247 BS • 2.60736 
574 R248 es • 2.86020 
575 R249 BS • 3. 16344 
576 R255 BS . . 
577 R256 BS • 2.38860 
578 R257 BS . 2.57040 
579 R25e BS • 2.79360 
580 R2S9 RS • 3.06450 
581 R31 1 BS 6336.44788 . 
562 R312 as 6209.71892 1. 18944 
583 R313 BS 6082.96996 1. 19416 
584 R314 BS 5956.26101 1.20006 
585 R315 BS 5829.53205 1.20655 
586 R316 BS 5702.80309 1.21422 
•MPSX-PTF 18. EXECUTOR# MPSX RELEASE 1 MOD LEVEL 6 
NUMBER •COLUMN. AT •• .ACTIVITY... •• INPUT COST.. 
587 R317 BS S576.C7413 1.22248 
588 R318 BS 5449.34518 1.23251 
5fiÇ R3Î9 SS 5233=33407 1G24372 
590 P322 BS 6421.05054 . 
591 R323 BS 6292.62953 1.24992 
592 R324 BS 6164.20852 1. 25488 
593 R325 BS 6035.78751 1.26108 
594 R326 BS 5907.36650 1.26790 
595 P327 BS 5778.94549 1.27596 
596 R328 BS 5650.52448 1.28464 
597 R329 BS 5522.10347 1.29518 
598 R333 BS . a 
599 R334 es . 1.34467 
600 R335 BS e Is 35001 
601 P336 BS . 1.35668 
602 R337 BS . 1.36401 
603 R338 BS • 1.37269 
604 P339 BS 9 Î# 3820 2 
605 R344 BS . • 
606 R34S BS . 1.44144 
607 R346 BS . 1.44716 
608 R347 es . 1.45431 
609 R34e BS . 1.46217 
221 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
PAGE 
LOWER LIMIT. ..UPPER LIMIT. .REDUCED COST. 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
222 
610 R34S BS . 1.47147 
611 R3S5 8S . . 
612 F356 es . 1.54022 
613 R357 BS . 1.54634 
614 R358 BS 
. # 1.55398 
615 R359 BS . 1.56238 
616 LlOl BS 348613.28108 25.57920 
617 U102 BS 213227.23774 26.96330 
618 L103 BS 237695.32477 28.47880 
619 U104 BS 263729.74969 29.47740 
62C L105 BS 307868.80000 31.01040 
62 1 U 106 BS 297972.00000 31.98280 
622 U107 BS 288217.60000 33.63840 
623 U108 es 278605.60000 35.24150 
624 U109 BS 240264.84018 36.66060 
625 Ulll BS . 24.50000 
626 LI 12 BS • 26.02800 
627 LI 13 BS . 27.64500 
626 L114 BS . 29.28400 
629 UllS BS . 30.99200 
630 LI 16 BS . 32. 65500 
631 U117 BS # 34.42100 
632 U118 BS . 36.17100 
632 U119 BS # 37#92800 
634 U122 BS 134251.70538 25.77C00 
635 L123 BS 130224.15421 27.37400 
636 U124 BS 123621.16218 29.00000 
637 U12S BS 122333.44174 30.69400 
.MPSX-PTF18. EXECUTOR. MPSX RELEASE 1 MOO LEVEL 6 
NUMBER .COLUMN. AT ...ACTIVITY... ..INPUT COST.. 
638 U126 BS 91 171.46861 32.34400 
639 U127 BS 51277.99249 34.09700 
640 L128 as 11237.01337 35.83300 
641 U129 BS . 37.57800 
642 L133 BS . 27. 10300 
643 UÎ34 BS . 28.71500 
644 U135 BS . 30.39600 
645 L136 BS . 32.03300 
646 U137 BS . 33.77200 
647 L136 BS . 35*49500 
648 U139 es . 37.22600 
223 
• NONE . 
• NONE . 
• NONE • 
• NCNE • 
• NONE • 
• NCNE • 
• NONE # 
• NONE • 
• NONE • 
• NONE • 
• NCNE • 
• NONE • 
• NCNE • 
• NONE • 
• NONE • 
• NONE • 
• NONE . 
• NCNE • 
• NONE • 
• NCNE • 
• NONE # 
• NONE • 
• NCNE • 
• NONE « 
• NCNE • 
• NONE . 
• NONE • 
• NCNE • 
PAGfc 
.LOWER LIMIT. ..UPPER LIMIT. .REDUCED COST* 
. NONE . 
e NCNE . 
• NONE . 
. NCNE . 
e NONE # 
, NONE . 
. NCNE . 
• NONE . 
. NONE . 
. NONE • 
. NCNE . 
224 
649 U144 es . 28.43100 
6S0 U14S es • 30.09800 
651 (J146 es • 31.72200 
652 0147 BS • 33.44700 
653 U148 es • 35.15700 
654 L149 es • 36.87500 
655 U155 BS . 29.80000 
656 U156 BS • 31.41100 
657 L157 BS • 33.12200 
658 Lis e  BS • 34.61900 
659 L159 BS • 36.52400 
66C L211 es • 32.32440 
661 L212 es • 35.60270 
662 U213 es • 38.98430 
663 U214 BS • 42.42980 
664 L21 5 BS • 45.90730 
665 U216 es • 49.49450 
666 L217 BS • 53. 16940 
667 U218 BS * 56.84850 
668 U219 es • 60.57750 
669 L222 BS • 35.25020 
670 U223 BS • 38.6Ô2iO 
671 U224 SS • 42.01780 
672 U22S BS • 45.46580 
673 U226 es • 49.02310 
674 U227 es « 52.66780 
675 IJ228 es • 56.31720 
676 U229 BS . 60*01660 
677 L233 BS e 38.21990 
678 U234 es • 41.60580 
679 U235 BS • 45.02440 
680 L236 BS • 48.55170 
6ei L237 BS * 52e16620 
662 0236 BS • 55.76590 
6€ 3  L239 BS • 59.45570 
684 U244 BS • 41.19390 
665 L245 BS • 44. 58 300 
666 U246 es . 48.08030 
687 L247 BS • SI.66460 
6se 0246 BS . 55*25460 
225 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
226 
•MPSX-PTF18, EXECUTOR. MPSX RELEASE 1 MOD LEVEL 6 
NUMBER .COLUMN. AT ...ACTIVITY... ..INPUT COST.. 
669 L249 BS • 58.89480 
eso U2S5 BS . 44.14160 
691 U25£ BS . 47.60900 
692 U2S7 BS • 51. 16300 
693 U258 es « 54.72330 
694 L259 BS • 58.33400 
695 U31 1 BS 6209.71892 23.56440 
696 U312 BS 6023.42735 24.61400 
657 L313 BS 5839.67036 25.72440 
698 U314 BS 5658.44796 26.85630 
699 U315 es 5479.76013 28.02360 
7C0 L316 BS 5303.60687 29.16690 
701 L317 BS 5129.98820 30.40100 
702 L3ie BS 4958.90411 31.59710 
703 U319 BS 4710.04566 32.80060 
704 L322 BS 6292.62953 24.37030 
705 U323 as 6103.85065 25.47220 
706 L324 BS 5917.64018 26.59560 
707 L32S BS 5733.99814 27.75420 
708 L326 BS 5S52.92451 28.88910 
709 L327 es 5374.41930 3Ô.X1420 
7 10 U328 BS 5198.48252 31.30180 
711 U329 BS 5025.11416 32.49690 
712 L333 BS . 25.22000 
713 U334 BS • 26.33480 
714 U335 BS . 27.48470 
71S U336 BS . 28.61130 
716 L337 es o 29.82740 
717 U 3 3 e  BS . 31.00650 
718 L339 BS . 32.19310 
719 L344 BS e 26.07410 
720 U345 e s  » 27o2iS20 
721 L346 BS • 28.33360 
722 U347 es • 29.54060 
723 U348 es • 30.71120 
724 L349 BS . 31.88940 
725 U35S es . 26.94580 
726 U3S6 BS . 28.05580 
727 U357 BS . 29.25380 
726 U3Se BS . 30.41590 
7 29 U3S9 BS • 31.58570 
227 
PAGE 59 
••LOWER LIMIT. ..UPPER LIMIT. .REDUCED COST. 
• NCNE . 
• NONE • 
• NONE . 
. NONE • 
. NONE . 
. NCNE . 
• NONE • 
. NCNE • 
• NONE • 
. NONE . 
. NCNE . 
. NONE . 
. NONE • 
• NONE • 
• NONE . 
. NONE • 
. NONE • 
. NONE . 
• NONE • 
• NONE . 
• NONE • 
. NCNE . 
. NCNE . 
. NONE . 
• NCNE . 
• NONE • 
• NCNE . 
. NONE • 
. NONE . 
. NONE . 
• NONE . 
. NONE s 
. NONE • 
• NCNE . 
• NCNE . 
e NONE . 
• NONE . 
• NONE • 
• NCNE . 
. NONE • 
. NONE . 
228 
730 MlOl es 2480604.34225 4.34100 
731 N1102 BS 1867870.60258 4*56100 
732 M 103 BS 2082211.04503 4.78000 
723 M 1 04 es 2310272.6072 7 5.00000 
734 MIOS es 2696930.68802 5.22000 
735 M 106 es 2610234.72003 5.44000 
736 M 107 BS 2524766.17601 5.66000 
737 N1108 es 2339021.29312 5.88000 
738 M 109 as 2004720.00000 6*09800 
7 39 Mill LL . 4.34100 
•MPSX-PTF18, EXECUTOR. MFSX RELEASE 1 MOD LEVEL 6 
NUMBER .COLUMN. AT ...ACTIVITY... ..INPUT COST.. 
A 740 Ml 12 LL 4.56100 
A 74 1 Nil 13 LL 4.78000 
A 742 Ml 14 LL 5.00000 
A 743 Nil 15 LL 5*22000 
744 Nil 16 es 5.44000 
A 745 M117 LL 5*66000 
A 746 Ml 18 LL 5.88000 
747 Nil 19 LL 6.09800 
748 NI 122 BS 601044 93910 4.56100 
?49 Ni 123 53 374723 59091 4:78000 
750 N11 24 BS 523921 38065 5*00000 
751 N1125 BS 529640 94962 5.22000 
752 M 126 BS 416896 35876 5.44000 
753 M 127 es 149195 21423 5.66000 
A 754 NI 128 LL 5.88000 
755 NI 129 LL 6*09800 
A 756 M 133 LL 4.78000 
A 757 M 134 LL 5.00000 
A 758 M 135 LL 5.22000 
759 NI 136 BS 5.44000 
A 760 M 137 LL 5.66000 
A 76 1 M 138 LL 5.88000 
7€2 Nil 39 LL 6*09800 
A 763 M 144 LL 5.00000 
A 764 M 145 LL S.22000 
765 NI 146 BS 5*44000 
A 766 M147 LL 5.66000 
A 767 M148 LL 5*88000 
768 M 149 LL 6.09800 
A 769 NI 155 LL 5*22000 
229 
NCNE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NCNE 
..LOWER LIMIT. ..UPPER LIMIT. 
PAGE 
.RECUCEO COST. 
60 
NONE 
NONE 
NCNE 
NONE 
NCNE 
NONE 
NCNE 
NONE 
NONE 
NCNE 
NONE 
NCNE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
75045 
12217 
37798 
48291 
230 
A 
A 
770 N1156 as 
771 M 157 LL 
772 NI ise LL 
773 M 159 LL 
774 N2101 LL 
775 N2102 LL 
776 N2103 LL 
777 N21C4 LL 
778 N2105 LL 
779 N21 C6 LL 
780 N21C7 LL 
781 N2108 LL 
762 N21C9 LL 
763 N2111 LL 
764 N2112 LL 
785 N21 13 LL 
766 N2114 LL 
787 N2115 LL 
788 N21 16 LL 
769 N21 17 LL 
790 N21 18 LL 
5X-PTFia. EXECUTOR. 
5«440C0 
5.66000 
5.88000 
6.09800 
9.94200 
11.13200 
12.32200 
13.51200 
14.70200 
15.89200 
17.08200 
18.27200 
19.42000 
9.94200 
I1.13200 
12.32200 
13.51200 
14.70200 
15.89200 
17.08200 
18.27200 
MPS* RELEfSE I MOD LEVEL 6 
NUMBEP .COLUMN. AT ...ACTIVITY... ..INPUT COST.. 
791 N2119 LL . 19.42000 
792 N2122 LL . 11.13200 
793 N2I23 LL . 12.32200 
794 N2124 LL . 13.51200 
795 N2125 LL • 14.70200 
796 N2126 LL . 15.89200 
797 N2127 LL . 17.08200 
796 N2128 LL . 18.27200 
799 N2129 LL . 19.42000 
600 N2133 LL • 12.32200 
801 N2134 LL . 13.51200 
802 N2135 LL . 14.70200 
803 N2136 LL « 15.89200 
804 N2137 LL . 17.08200 
805 N2Î 30 LL 18.27200 
8ce N2139 LL . 19.42000 
807 N2144 LL . 13.51200 
808 N214S LL . 14.70200 
809 N2146 LL . 15.89200 
8 10 N2147 LL . 17.08200 
231 
.LOWER LIMIT. 
NONE . 
NONE . 
NONE • 
NONE 3.76625 
NONE 5*60100 
NONE 6.57100 
NONE 7.54200 
NONE 8.51200 
NONE 9.48200 
NONE 10*45200 
NONE 11.42200 
NONE 12.39200 
NONE 13.32200 
NONE 5.60100 
NONE 6*57100 
NGNE 7.54200 
NONE 8.51200 
NONE 9.48200 
NONE 10.45200 
NONE 11*42200 
NONE 12.39200 
F 
.IMI 7. •REDUCED COST 
NONE 14*07245 
NONE 6.57100 
NONE 7.54200 
NONE 8*51200 
NONE 9.48200 
NONE 10*45200 
NONE 11 .42200 
NONE 12.39200 
NONE 13.44417 
NCNE 7.54200 
NONE 8*51200 
NCNE 9.48200 
NONE 10*45200 
NONE 17.08200 
NCNE 12.39200 
NONE 14.69998 
NCNE 8.51200 
NONE 9*48200 
NONE 10.45200 
NCNE 11.42200 
PAGE 
232 
BH N2148 LL • 18*27200 
812 N2149 LL • 19.42000 
812 N21S5 LL • 14*70 200 
B 14 N2156 LL • 15.69200 
815 N2157 LL • 17.08200 
816 N2158 LL • 18*27200 
817 N2159 LL • 19.42000 
8 18 N2101 BS 5750C0*00000 3*49500 
A 819 N31C2 LL • 3*64000 
A 620 N3103 LL • 3*78000 
A 621 N31C4 LL • 3*92700 
A 822 N31C5 LL • 4*20000 
A 822 N31C6 LL • 4*40000 
A 824 N31C7 LL • 4*68000 
825 N3108 es 101563.76289 4*79000 
826 N3109 es 100000*00000 5*00000 
827 N3111 BS . 3*49500 
828 N3112 BS • 3*64000 
829 N3113 BS . 3*78000 
620 N31 14 BS . 3*92700 
821 N3115 BS • 4*20000 
A 822 N31 16 LL . 4.40000 
833 K3117 ES • 4*68000 
834 N3118 BS • 4.79000 
825 N31 19 LL • 5*0000 0 
336 N3:22 SS 575000=00009 3.64000 
837 N3123 BS 566CCO.OOOOO 3.78000 
828 N2124 BS 5590C0.00000 3.92700 
839 N3125 es 5420C0.00000 4.20000 
84C N3126 as 400000* 00000 4*40000 
841 N3127 es 300000.00000 4.68000 
NUMBER .COLUMN. AT ...ACTIVITY... ..INPUT COST.. 
842 N2128 BS 984 36*23711 4*79000 
842 N2129 LL • 5.00000 
844 N3133 BS . 3.78000 
845 N3134 GS . 3*92700 
846 N3135 BS . 4*20000 
A 647 N3136 LL * 4*40000 
848 K3137 ES . 4.68000 
849 K3128 BS • 4*79000 
850 N3139 LL • 5.00000 
851 K3144 es . 3*92700 
852 N3145 BS * 4*20000 
A 852 N3146 LL . 4.40000 
233 
NONE 
NONF 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NCNE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NO N E  
NONE 
NCNE 
NCNE 
NONE 
NONE 
12.39200 
15.80491 
9*48200 
10.45200 
11.42200 
12.39200 
17.08825 
# 
. 
. 
. 
. 
. 
• 75045 
.LOWER LIMIT. ..UPPER LIMIT. .REDUCED COST. PAGE 
NONE 
NCNE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NCNE 
12217 
37798 
234 
854 N3147 BS • 4*68000 
855 N3148 es • 4.79000 
856 N3149 LL • 5.00000 
857 N3155 es • 4.20000 
858 N3156 LL • 4.40000 
859 N31 57 BS • 4*68000 
660 N3158 BS • 4.79000 
ee l  N31S9 LL • 5*00000 
862 N4211 LL • 2.85000 
863 N4212 LL • 3. 12000 
864 N4213 LL 3*44300 
865 N4214 LL • 3.76600 
ec e  N4215 LL • 4*08000 
867 N4216 LL • 4.15000 
868 N4217 LL • 4.20000 
869 N4218 LL • 4.25000 
870 N4219 LL • 4.30000 
87 1 N4222 LL • 3*12000 
872 h4223 LL • 3.44300 
872 W4224 LL 3*76600 
874 N4225 LL # 4.08000 
875 h4226 LL • 4. 15000 
676 N4227 LL • 4*20000 
877 N422S LL • 4.25000 
878 N4229 LL • 4*30000 
679 N4233 LL • 3*44 300 
880 N4234 LL • 3.76600 
68 1 N4235 LL • 4*08000 
882 N4236 LL • 4.15000 
883 N4237 LL • 4*20000 
364 N4238 LL • 4.25000 
885 N4239 LL • 4.30000 
886 N4244 LL • 3*76600 
887 N4245 LL • 4*08000 
888 N4246 LL • 4*15000 
889 N4247 LL # 4.20000 
890 N4248 LL # 4*25000 
691 N4249 LL • 4* 30000 
892 N425S LL • 4*08000 
NUMBER bCCLUMN- AT ---ACT!VÎTY-,, ..INPUT CCST--
893 N4256 LL # 4*15000 
894 N4257 LL • 4*20000 
895 N4258 LL • 4*2500 0 
896 N4259 LL • 4*30000 
235 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NONE 
NONE 
NONE 
NCNE 
NCNE 
NONE 
NONE 
NONE 
NCNE 
NONE 
NCNE 
NCNE 
NONE 
NCNE 
NONE 
NONE 
NONE 
2*48291 
3*76625 
2.85000 
3*12000 
3*44300 
3*76600 
4*08000 
4.15000 
4*20000 
4*25000 
4*30000 
3*12000 
3*44300 
3e 76600 
4*08000 
4*15000 
4*20000 
4*25000 
4*30000 
3*44300 
3*76600 
4*03000 
4*15000 
4*20000 
4*25000 
4*30000 
3*76600 
4*08000 
4*15000 
4.20000 
4*25000 
4.30000 
4*08000 
8 sUPPER LIMITS sREDUCED COST* PAGF 
NONE 4*15000 
NONE 4*20000 
NONE 4*25000 
NO N E  4 * 3 0 0 0 0  
