On positive, nonincreasing resolvents of Volterra equations  by Gripenberg, Gustaf
JOURNAL OF DIFFERENTIAL EQUATIOA’S 30, 380-390 (1978) 
On Positive, Nonincreasing Resolvents of Volterra Equations 
GUSTAF GRIPENBERC. 
institute of Mathematics, Helsinki University of Technology, SF-02150 Espoo IS, Finland 
Received hhmnbcr 14, 1977 
1. INTRODUCTION AND STATEMENT OF RFSULTS 
It is well known that the solution of the linear Volterra equation 
x(t) = f(t) .- kt a(t - s) x(s) ds, 1 > 0, 
has the form 
x(t) -=f(t) -- 1 T(L - s)f(s) ds, t 3 0, 
where the resolvent kernel Y is the solution of the equation 
r(t) = a(t) - Jo* a(t - s) r(s) ds, t >, 0. 
(1.1) 
(l-2) 
(1.3) 
We will assume below that a is a real function. 
Miller proved in [2] that if 
a E qo, 1 ), 
a is positive, continuous, and nonincreasing on (0, 00) 
and 
(1.4) 
(1.5) 
for any T > 0 the function a(t)/u(t + 7’) is a nonincreasing 
function oft on (0, Co), (1.6) 
then (1.3) has a unique solution Y such that 7 is continuous on (0, co) and satisfies 
0 < y(t) < u(t), O<t<q (1.7) 
Observe that (1.6) is equivalent to the convexity of log[a(t)]. Here we are going 
to improve these conclusions in 
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THEOREM 1. Assume that (1.4)-(1.6) hold. TIzen (1.3) has a uniqzie sol&on P 
such that Y is continuous on (0, EI) and satisjies 
0 < Jft) < 4w f II a llLl(O.t))’ o<t<cxi, (1.9j 
and 
I! r II Ll(o,t) 2 II fl lI~qo,*,lu t II a llLqo,t,). (1.10) 
In [l] Friedman showed that if a EG(O, 1) is completely monotone on 
(0, co), i.e., a E P(O, XI) and (-l)“&)(t) 3 0, j = 1,2 ,..., 0 < t < co (and 
hence satisfies (1.5) and (1.6) unless a = 0), then Y is also completely monotone. 
Friedman also raised the question which conditions a must satisfy in order for T 
to satisfy Y E P(O, CD), (-l)+(j)(t) > 0, j = 0, l,..., k. The following theorem 
gives sufficient conditions for Y to be positive and nonincreasing. 
THEOREM 2. Assume th.at (1.4) holds and that 
a E CY(O, co)), (1.11) 
(- l)kP > 0, j = 0, 1 and a’ is nondecreasing, 0 -==c t < 02 (1.12) 
and 
for any T > 0 the function a’(t)/a’(t + T) is a nonincre&llg 
function oft on (0, 33). (1.13) 
Then (1.3) has a unique, contilzuous, positive, and nonincreasing solution on (0, 00). 
We are also going to establish a converse of Friedman’s result mentioned 
above. 
THEOREM 3. Assume that the locally integrable function a is such that the 
reso1ven.t Y, defined by (1.3) satisJes 
II 41Ll(0,m) < 1, (1.14) 
r is completely monotone. (1.15) 
Then a is also completely monotone. 
As the preceding one, the next result gives information on the function a 
when the resolvent satisfies certain conditions. (Note that -a is the resolvent of 
-4). 
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THEOREM 4. Assume that the locally integrable fumtion a is such that the 
resolve& Y, deJned by (1.3), satisfies 
II T II L'(O,rn) G 1) (1.16) 
r E qa a>> and Y is positive and non&creasing on (0, co), (1.17) 
for any T > 0 the fwmtion r(t)/r(t + T) is a nonincreasing function 
oft on (0, 03). (1.18) 
Then the function a is continuous, positive, and nonincreasing on (0, co). 
The next proposition is concerned with the question in what sense the above- 
mentioned results are the best possible. 
PROPOSITION. The conditions (1.4) and 
a E Ck((O, co)), a is positive and (-l>ia(j)(t) > 0, j = 1, 2 ,..., k, 
0 < t < CID, for some integer k > 2 (1.19) 
do not imply (1.7) and th e conditions (1.4)-(1.6) do not imply that the resolvent r is 
noninmeasing. 
2. PROOF OF THEOREM 1 
We already know by Miller’s results (see [2]), that Y is continuous and non- 
negative. Assume that to > 0 satisfies 
r(to) = 0. (2-l) 
We can certainly assume that there exists an E > 0 such that the set (t E 
(to - ~9 &)I r(t) > 01 . d IS ense in {to - E, to). We have by (1.3) and (2.1) 
0 = a(t,) - s l’ a(t - s) T(S) ds 
a(t - s) - a(t, - s)) Y(S) ds 
(2.2) 
s 
t - a@, - s> +I 4 t 
for any0 < t < to. But (1.3), (1.6), and the fact that r is nonnegative imply that 
CW 
0 > -f$$- r(t) - 1” a(to - s) Y(S) ds 
t 
2 -f$$ r(t) - tgacc, (r(s)} ltomt a(s) ds. 
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Let {tn} be a sequence such that t, < t, , r(tJ == max,,,~,{r(s)> > 0 and 
t, + t, as n -+ cc (possible by (2.1)). But then (2.3) implies a contradiction 
since u(&,)\u(t,) -+ 1 and j-2-tR a(s) ds -+ 0 when n -+ cc and hence the first 
inequality in (1.9) holds. 
From (1.3) we obtain directly 
(2.4j 
and since T is nonnegative, the inequality (1.10) follows. But we also have (see 
t2, P. 3221) 
il rll Pco,t, 
< a&> - 49 
a(t) 
(2.5) 
and (1.10) combined with (2.5) yields the second inequality in (1.9). 
3. PROOF OF THEOREM 2 
We begin by observing that (l.ll)-(1.13) imply (1.6). It follows from (1.12) 
and (1.13) that log(-a’) is convex and hence also that 
f)(t) = a”(t) 7 is decreasing on (0, co). 
’ a (41 I
Then we have a’(t) = -St” b(s) \ a’(s)\ do and by (3.1) 
I a’(t)l d W jrn I a’(41 ds < b(t) 4% Ott 
t 
and so by (3.1) and (3.2) 
a(t) a”(t) b [a’(t)l’, o<t<w, 
which clearly implies (1.6). 
We assume first that 
(3.1) 
*, (3.2) 
(3.5j 
and 
a E C3(PI co>>, (-l)j a(j)(t) > 0,j L- 0, 1 2 3 , , 
u”(t) a’(t) - (u”(t))” > 0, O<t<CO. 
(3.4) 
By Theorem 1 we know that Eq. (1.3) h as a positive solution and it is easily 
seen that in this case r is also continuously differentiable on 0 < t < co. We are 
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going to show that u(t)zf - r’(t) is positive when 0 < t < co. Differentiating 
(1.3) we note that v satisfies 
v(t) + J’ a(t - s) v(s) ds = u(0) u(t) - u’(t), t > 0. (3.5) 
0 
If v(t) is not positive for all 0 < t < co, then there exists to > 0 such that 
v(t,) = 0 and v(t) > 0, O<t<to (3.6) 
since v(O) = CZ(O)~ - a’(0) > 0 by (3.4). By (3.5) we have for any t, 0 < t < to, 
0 = u(O) u(to) - a’(to) - $f Lt a(t - s) v(s) ds 
+ u(t,) l ( “ii ‘) - “‘t,, ‘) ) v(s) ds - s:” u(t, - s) v(s) ds 
= a(to) ($f$ - ;y;; ~ + lt ( UC& s, - “(2(; s, )v(s) ds) 
+ -$# v(t) - 1” u(t, - s) v(s) ds. 
Fix t and define 
f(~) = $k;- + Lt 9 v(s) ds, T > t. 
An integration by parts in (3.8) yields 
f(T) = dd + 40) - a -i- 3 t, 
where 
Q’(T) 
g(T) = q- - J t “(;(; ‘) (T(S) - r(t)) ds, T > t. 
0 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
We will now prove that when 1 to - t / is small enough the function g is 
nonincreasing. Since (1.13) holds for all t > 0 we conclude with the aid of (3.4) 
that there exists an E > 0 such that 
(d’(s) u’(s) - (un(s)y(-u’(s) d(s)) > E, 0 <s < to. (3.11) 
Since the function a”(s)/u’(s) is obviously uniformly continuous on [0, to], we 
deduce from (3.11) that when 1 to - t 1 is sufficiently small we have 
a”(t - s) d’(T - s) 
a’(t - s) - d(T - s) b 0, 
O<s<t\<7<t0. (3.12) 
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By (1.13) we have 
d'(t - s) -- 
a’(t - s) 
d(T -- s) < o 
U’(T - sj- ’ ’ 
O<S<t<T, (3.13) 
and so by (1.12), (3.12), and (3.13) we obtain 
Qtf (U(T) a”(7 - s) (;;;; 1;; - d’(T - s) u’(t - s) ff”(T - sj ) 
d’(r - s) - U’(T) a’(7 - s) (“a:;; 1 z; - ____- a’(T - s) I 3 0. (3.14) ,
But this inequality shows in turn that the function 1~ defined by 
h(s) = (a”(7 - s) U(T) - a’(7 - s) U’(T)) g! s) ) 
is nondecreasing. Define the function K(T, s) by 
k(T, s) = 
U’(T - s) 
44 ’ 
O<S<Z<T, (3.16) 
and let K,(T, s) = ak(T, s)/&. S. mce the function h defined in (3.15) is non- 
decreasing, it follows that 
(3.I?j 
By (3.10) we have 
g’(T) = f$$ (k(t, 0) 
, 
and by (1.3) and (3.5) 
g(t) = r(t) - g, (3.lSj 
Since r(t,) > 0 and v(t,) = 0, we conclude that g(t) > 0 if \ t,, - t j is smalI 
enough. Note also that Y(S) > r(t) when 0 < s <. t. Combining these facts with 
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(1.6), (1.12), and (3.16)-(3.18) we see that the function g is nonincreasing on 
[t, t,,]. Now it follows from (3.7)-(3.9) that 
0 > $j v(t) - s,” a(t, - s) a(s) ds (3.20) 
when 1 t,, - t / is sufficiently small. From (3.20) we deduce a contradiction in 
exactly the same way as in the proof of Theorem 1. 
If (3.4) does not hold, then we take a sequence of functions {a,}~=, such that 
a, satisfies (3.4) for all n and a,, + a inLl(0, 7’) as n -+ co for all T > 0. This is 
obviously always possible. Let r, be the solution of the equation 
r,(t) + Lt a,(t - s) rla(s> ds= a,(t), O<t<co. (3.21) 
By the preceding results we know that for any n, the function rn is decreasing. 
Let Y be the unique continuous solution of (1.3). It is easy to see from (1.3), 
(3.21), and the fact that a, converges to a, that we also have Y, + Y in L1(O, T) 
as n + co for all T > 0. Since the functions Y, are decreasing; it is now clear 
that the function Y is nonincreasing. 
4. PROOF OF THEOREM 3 
Put x(t) = 1 - s; r(s) d s and integrate (1.3) over (0, t). The result is 
x(t) = 1 - lt a(t - s) X(S) d.r, t >, 0. (4-l) 
Using an approximation argument in the same way as in [l , proof of Theorem S] 
we see that it is sufficient to show that if 
x(t) = y + f xiePit, 
i=l 
y > 0, xi > 0, pi > 0, (4.2) 
then a has the form 
u(t) = f cieeAit, 
i=l 
(4.3) 
where ci > 0, Ai > 0, i = l,..., n. We obviously have y = 1 - ~~cl ~‘i and we 
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assumethat <pr <pz< ... <Pi. Exactly as in [I, p. 4021 we arrive at the 
equations 
( 
12 
) 
-1 
y = 1 + c (c,/&) ! 
i=l 
gl*+ 1 =o, k = I,..., % 
(4.4) 
gl&+i-O, k=l,..., n. 
We have only to show that there exists a unique solution ci > 0, hi > 0, 
i = l,..., n of (4.4)-(4.6). A g r uin g as in [l, Lemma 81 we see that there exists a 
unique set of complex numbers (X, ,..., h,) satisfying (4.6). Furthermore, 
x 1 ,---, h, are real and can be indexed in such a way that 
O<hl<~l<Xz<“.<h,<I**. (4.7) 
Then the system of Eqs. (4.5) has a unique solution (cl ,..., 6,). Multiplying the 
Eqs. (4.6) by ck and adding over l,..., n and using (4.5) we obtain 
and since y = 1 - CL, xi , Eq. (4.4) is also satisfied.. Next we must show that 
Cf > 0, i = l,..., z. Solving C:=, C$Q from (4.4) and subtracting it from (4.5) we 
obtain after dividing by ps 
Following [l] let d&I, ,..., X, ; X, ,..., X,) be the n x R determinant which has 
the element l/(h, - pI) at the ith row and jth column. Then we have 
and since (see [l, line (5.10)]) 
4& Y-.-P &I; P1 ,.*.> Pr,) 
= C-1)‘” (g (cck - Pi) jli (b - u)(g h - Ai) g. @k - Pi))-1? (4.10) 
it follows from (4.7) and (4.9) that ci/Xj > 0 and hence cj > 0, j = l,..., II. This 
compIetes the proof of Theorem 3. 
388 GUSTAF GRIPENBERG 
5. PROOF OF THEOREM 4 
Choose a sequence {I’,,)~=~ such that I, -+ r in Ll(O, I’) as n -+ co for all 
T > 0 and such that Y, E Cl((0, co)), (1.17) and (1.18) hold with P replaced by 
Y,, and (1.16) holds with strict inequality when Y is replaced by P, , for all n 3 1. 
This is clearly possible. Let, for any fz 3 1, a, be the solution of the equation 
Clearly a, is positive on [0, ok) and since it is easily established that a,(t) -> a(t) 
pointwise a.e. t > 0, it follows that it is sufficient to show that a, is nonincreasing 
for any n. Differentiating (5.1) we obtain 
n;(t) = r;(t) + t-JO> m(t) + Lt a;(t - s) YJS) ds. (5.2) 
Assume that r;(O) > -Y,(O)~. S ince it follows from (1.18) that &(t)/rJt) is 
nondecreasing, we conclude that 
rh(t) > --r,(O), 
rn(t>’ 
t 3 0, 
and this inequality in turn implies that 
s 
a, 
yn(t) dt 3 - -!- m r;(t) dt = 1 
0 s in 0 
(5.3) 
(5.4) 
which is impossible since we assumed that (1.16) holds with strict inequality 
for F,~~ . This contradiction shows that u;(O) < 0 and hence if a, is not non- 
increasing on [0, co), there exist T and t, 0 < T < t, such that 
By (5.1) we have 
an(t) = r,(t) + +f$+ l= Y,(T - s) a,(s) ds 
la 
I- - 
SC 
SF r,(T - s) - r,(t - s)) a,(s) ds 
0 12 
+ j: Y,(t - s> a,(S) ds. (5.6) 
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Put am = 1 - si Y,(S) ds and apply (1.18), (.5.1), and (5.5) to (5.6). The result 
is, since [rn(t)/rn(T)] Ji T,(S) ds < St-T 7Js) ds, 
and as it follows from (1.18) that 
___ x,(T) - X&) < 0. 
r,(T) 
(see the proof of Theorem 2), we obtain 
But,this is a contradiction. Thus the proof of Theorem 4 is completed. 
6. PROOF OF THE PROPOSITION 
Let for any II 3 1, the function a, be defined by 
4> = t 
(1 - t)“+l + 12-1, o<t<1, 
n-l, t3 1, 
(5.8) 
(6.1) 
where k is an integer > 2. It is clear that (1.4) and ( i .19) are satisfied. Suppose 
that the function J,, defined by (5.1) is nonnegative for all n 3 1. We have by 
(5.1) and (6.1) 
Y&) = 12-l - J -l (s-1 + n-1) Y&j ds. (6.2) 0 
Since Y.,~(O) > 1 and the functions Y, are equicontinuous on [0, 11, we conclude 
that 
lineup ~~(1) < 0 (6.3) , 
which is a contradiction. Hence, there exists z > 1 such that r,(t) is negative 
for some t > 0. 
For any to > 0 and E > 0 we can construct a function a E C?[O, co) such that 
a satisfies (1.4)-(1.6) and 
t 
a(t) = “,-*i 1 , O<t<t,-E, t > to f E. (6.4) 
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Put t, = to - 6 and t2 = to f E. Differentiating (1.3) we get, since a’(t2) = 0 and 
u(t.J = e-to, 
r’(t2) = --e-to - 
f 
t1 
a(& - s) r’(s) ds 
0 
+ s,” a(t, - s) r’(s) ds - s,” a(& - s) r’(s) ds. (6.5) 
As r(t) = e-2t on 0 < t < t, we have 
I 
t1 
a(t, - s) Y’(S) ds = 2(eezt1 - e-tl ) (6.6) 
0 
and 
) r (& - s) - 4, - s)) r’(s) ds / 
< oT;& / @I - s) - a& - s)I I’ 1 r’(s)1 ds 
< ( 1 - e+ I. 
= 
(6.7) 
On the other hand, we have 
/ I:’ a(t, - s) r’(s) ds / < mato 1 r’(s)1 [t’-ti u(s) ds < 3(1 - e-2E) (6.8) 
since if we differentiate (1.3) and use (1.8) we easily see that 1 r’(t)1 < 3, t > 0. 
Combining (6.5)-(6.8) we obtain 
q2> > 2e-(t”-3 - e-h _ 2e-2(*o-c) - 4(1 - e--gy. (6.9) 
It is now possible to choose to and E such that the right side of the inequality in 
(6.9) is positive, which implies that r is not nonincreasing. 
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