Abstract. We consider the evolution of the separation distance between two particles advected by a random velocity field with slowly decaying temporal and spatial correlations in the weak coupling regime. It has been shown in [5] that the motion of a single particle converges to a fractional Brownian motion on a time scale δ −γ with some γ < 2, which is shorter than the classical diffusive time scale δ −2 (see [9] ). In the present paper we prove that unlike the single particle position, the two-particle separation behaves diffusively, and evolves on the classical time scale δ −2 , even when the random flow is slowly decorrelating in time and space. The results of this paper illustrate that the flows under consideration display both diffusive and superdiffusive transport on different time scales for various physical quantities.
Introduction
Motion of a particle in a random velocity field. We consider the motion of a particle advected by a weakly random velocity field V (t,x):
Here δ ≪ 1 is a small parameter measuring the strength of the flow. This problem has been intensively studied; see the comprehensive review [12] for extensive references. The basic result is that under appropriate mixing and time-stationarity assumptions on the field V (t,x), the rescaled process x δ (t) = X(t/δ 2 ) converges as δ → 0 to a diffusion process with the diffusion matrix given by the Kubo-Taylor formula Here E denotes the expectation with respect to the realizations of the field. This result, obviously, can hold only if the temporal correlations of V (t,x) decay sufficiently fast so that the entries of the matrix [D pq ] is finite. The situation is quite different when they are infinite. One particular example of such velocity field was considered in [5] when V (t,x) is an Ornstein-Uhlenbeck process given by V (t,x) := e ik·xV (t,dk), (1.3) withV (t,dk) a stationary, stochastic measure-valued process defined bŷ Here B(dt,dk) is an R d -valued, space-time noise, that is, a Gaussian, distribution valued process satisfying B * (dt,dk) = B(dt,−dk) and
with β ≥ 0 and the spatial power spectrum given bŷ
The function a(·) is non-negative, bounded, measurable, supported in [0,K 0 ] for some K 0 > 0, and continuous at 0 with a(0) > 0. In order to ensure that the spectrum is integrable at k = 0 so that V (t,x) is a vector valued, stationary random field, we assume that α < 1. Informally,V (t,dk) is a stationary solution of the stochastic differential equation It is straightforward to verify that the diffusion matrix given by the Kubo-Taylor formula (1.2) is finite if and only if α + β < 1. It has been shown in [4] that then in fact the process x δ (t) = X(t/δ 2 ) converges in law to a Brownian motion with the diffusivity matrix given by (1.2) .
On the other hand, it has been shown in [5] that in the opposite regime α + β > 1 (when β > 0, α < 1) the result is as follows. Because of the slow decay of the temporal correlations of the velocity field, the process X(t) becomes non-trivial on a shorter time scale t ∼ O(δ −2γ ) with γ = β/(α + 2β − 1) < 1. Hence, one should consider the process x δ (t) = X(t/δ 2γ ), which, in the limit δ → 0, converges to a superdiffusive fractional Brownian motion B H (t), with the Hurst exponent
Similar (but less sharp) results have been obtained in [10, 11] for a particle in a Gaussian time-independent velocity field with a large mean and slowly decaying correlations.
Behavior of the two-particle separation. One may also consider the evolution of the separation between a pair of particles advected by such a random flow: let X(t,x) and X(t,x + z) be two trajectories of (1.1) starting at the points x and x + z, respectively, and set z δ (t) = X(t/δ 2 ,x + z) − X(t/δ 2 ,x). The processes x δ (t) and z δ (t) satisfy the systemẋ
When the velocity field V (t,x) is as above (see (1.3)-(1.7)), the random field W (t,x,z) is given by
(1.9)
The two-particle separation was also considered in [9] . It was shown that for rapidly decorrelating (in time and space) fields the process z δ (t) converges weakly, as δ → 0, to a diffusion process with the diffusion matrix
(1.10)
When the two-point correlation function has the form (1.5)-(1.7), this matrix takes the form
A direct calculation shows that |c pq (z)| < +∞ for 1 < α + β < 2, which is a larger range of the parameters α and β than that for which the "one-particle" diffusion matrix D pq given by (1.2) remains finite. In particular, in the range 1 < α + β < 2 the matrix D pq is infinite while c pq is finite. In agreement with this calculation, it was observed in [5] that, even when α + β > 1, the process Z(t) behaves trivially on the "fractional diffusion" time scale
That is, all individual particles starting at positions separated by distance z ∼ O(1) perform perfectly correlated fractional Brownian motions on this time scale, and thus move together as a group.
A natural question addressed in the present paper is to find the time scale on which the particle separation has a non-trivial limit. It turns out that in the range 1 < α + β < 2 the two particle separation (unlike the one-particle position) becomes non-trivial on the "diffusion" time scale t ∼ O(δ −2 ), that is, much larger than the time scale t ∼ O(δ −2γ ), when one particle position has a non-trivial limit. Our main result can be formulated as follows. Theorem 1.1. Let Q δ be the law of {z δ (t), t ≥ 0} on C[0,+∞). Suppose that α + β > 1 and α + 2β < 2. Then, the family of measures {Q δ , δ > 0} converges weakly, as δ → 0+, to the law of a diffusion with the generator given by
for any function f (z) that is twice continuously differentiable.
We should mention that we do not try to identify the behavior of the individual particles on the time scale O(δ −2 ) but rather only of the particle separation. Theorem 1.1 shows that slowly decaying temporal and spatial correlations of the random flow bring about multiple temporal scales: while the one-particle quantities evolve on the shorter "anomalous" time scale O(δ −2γ ), for some γ ∈ (0,1), the two particle separation evolves on a longer "classical diffusive" time scale. Similar temporal separation was observed in one-dimensional wave propagation [13, 6] and wave propagation in higher dimensions [2, 7] . We believe that this very interesting phenomenon is an important characteristic feature of media with long range correlations in a large class of problems.
A Gaussian field with the covariance matrix given by (1.7) is statistically isotropic, in the sense that for any matrix g ∈ SO(d) the laws of the fields {V (t,gx),(t,x) ∈ R 1+d } and {gV (t,x),(t,x) ∈ R 1+d } are identical. This hypothesis simplifies our computations but does not seem to be crucial for the validity of our result. Namely, we conjecture that, at the cost of some additional complication of calculations one should be able to prove that if the covariance matrix of the field is given by
where trR(k) ∼ |k| −(2α+d−2) and r(k) ∼ |k| 2β for |k| ≪ 1, and α,β are as in the statement of Theorem 1.1, then the conclusion of the theorem is still correct. Note also that the presence of the factor I − k ⊗ k/|k| 2 in formula (1.5) ensures that the realizations of the random field are almost surely divergence free. The role of incompressibility in our result does not seem to be crucial either. If it does not hold the limiting diffusion would pick up a drift term, which vanishes in our situation; see condition (3.39) below. However, it should be noted that incompressibility has played a role in establishing the limit for the single particle motion in [5] .
Proof of Theorem 1.1
The cut-off process. The idea of the proof is quite similar to that in [9] : one introduces a regularized process z (M ) δ (t) that "does not behave wildly" for a finite value of the cut-off parameter M . One first establishes convergence for the regularized process, and then uses the "uniformly nice in M " properties of the limit to establish the convergence of the original, unregularized process z δ (t).
More precisely, given M > 1, we consider a cut-off function φ M belonging to C ∞ 0 (R d ) -the space of infinitely smooth, compactly supported functions -such that φ M (z) = 1 when |z| ≤ M − 1, and
(t)) be the solution oḟ
The regularization ensures that |z
The first step in the proof of Theorem 1.1 is to establish tightness for the regularized processes z 
With this result in hand, by an argument in step (vi) of the proof of Theorem 3 of [9] , tightness of the laws Q δ of the process z δ (t) follows from the tightness of the laws Q δ,M of z 
with c pq (z) given by (1.11), and the drift
The drift b (M ) appears only because of the regularization that violates the incompressibility constraint in the z-component.
and Ψ s that is bounded and M s -measurable, we have
where
Thanks to C 2 smoothness of the coefficients of the operator L M we conclude that for each M > 1 there exists a unique limiting measure Q * M ; see [15] , Corollary 8.1.7. Hence Q M,δ ⇒ Q * M as δ → 0+. Theorem 1.1 as a consequence of Theorems 2.1 and 2.2. To obtain the weak convergence of Q δ as δ → 0+, we consider the stopping time
with the usual convention τ M = +∞ if the infimum is taken over an empty set. Observe that Q δ coincides with Q δ,M when restricted to M τM -the σ-algebra consisting of those sets
Indeed, it suffices only to show that for any T,ε > 0 there exists M 0 such that
This follows from elementary properties of diffusions; see e.g. (2.1), p. 88 of [15] .
As an immediate consequence of Theorem 2.2 we conclude that any Q * that is a limiting measure of {Q * M , M ≥ 1}, as M → +∞, must satisfy the martingale problem
and Ψ s that is bounded and M s -measurable. Here operator L is given by (1.12). Thus Q * M ⇒ Q * , as M → +∞, and Theorem 1.1 follows. Therefore, the demonstration of Theorem 1.1 is reduced to the proof of Theorems 2.1 and 2.2.
A martingale estimate. Both Theorems 2.1 and 2.2 are consequences of the following estimate. We denote by f R,m the C m -norm of the function f over the ball centered at 0 of radius R > 0 and by F t , t ≥ 0 the natural filtration corresponding to {V (t,·), t ≥ 0}. Theorem 2.3. Under the assumptions of Theorem 2.2 for any M > 1 there exist constants C,ǫ > 0 and γ ∈ (1,2) such that
Proofs of Theorems 2.1 and 2.2. Theorem 2.2 is a direct consequence of Theorem 2.3 and the tightness claim made in Theorem 2.1. We turn to the proof of Theorem 2.
, with ∆t i = δ γ , and γ as in the statement of Theorem 2.3. We show in Corollary 3.7 below that for each ρ > 0 and T > 0, we have
Therefore, tightness of Q δ,M follows if we show tightness of the laws of
Suppose that u − t ≥ δ γ and Ψ is a random variable that is F t/δ 2 -measurable. Then, we have
According to this result, there exist constants C,C ′ > 0, possibly depending on M , but independent of the random variable and δ > 0, such that the right hand side of (2.9) is less than or equal to
for all Ψ that are F t/δ 2 measurable. Using this estimate with Ψ ≡ 1, we get
γ we can apply again Theorem 2.3 and obtain, using (2.11),
If on the other hand 0 < t − s < δ γ , then from Theorem 2.1 and Corollary 3.4 below we get for some 1 < γ
Finally, we consider the situation when 0 < u − t < δ γ . Then only the case t − s > δ γ requires our attention, since otherwise
.
(2.14) We use Theorem 2.3, this time with f (x) = |x| 4(1+ǫ1) , Y = Z δ (s), and Ψ ≡ 1. Then, the right hand side of (2.14) can be estimated by
We choose ǫ 1 > 0 so that 4(γ ′ − 1)/γ + 1/(1 + ǫ 1 ) > 1. The above considerations imply tightness of the laws of {Z δ (t), t ≥ 0} in D[0,+∞), by virtue of Theorem 15.6 of [3] . This concludes the proof of Theorem 2.1. The rest of the paper contains the proof of Theorem 2.3.
Proof of Theorem 2.3
3.1. Preliminaries on Gaussian random fields. We quote here an estimate of the supremum of the norm of a centered Gaussian field that will be of particular use for us in the sequel. We recall that for a centered, not necessarily stationary, Gaussian d-dimensional vector field G(t,x;ω), (t,x) ∈ R 1+d , a d-ball centered at (t 0 ,x 0 ) and of radius ̺ is defined as a ball with the corresponding center and radius with respect to the pseudometric
Suppose that R ⊂ R 1+d . For a given ǫ > 0 we let N (ǫ) be the minimal number of d-balls with radius ǫ > 0 needed to cover R. Let also
where Q is the covariance matrix of G:
We will use the following Borell-Fernique-Talagrand type of estimates of the tail probabilities for Gaussian fields, see, for instance, Theorem 5.4, p. 121 of [1] .
for some positive constants where C 1 ,C 2 > 0. Then there exist constants C,Λ > 0 depending only on C 1 ,C 2 such that
The aforementioned result is stated in [1] for all λ > 0, but in order to guarantee that the constants appearing in estimate (3.2) depend only on parameters C 1 ,C 2 we need to assume that λ is sufficiently large; see the proof of this theorem on p. 121 in [1] . As a simple corollary of the above result we obtain. Corollary 3.2. Suppose that V (t,x) is a stationary field given by (1.3) . Then, for any fixed ρ > 0 there exists a constant C > 0 and a constant Λ > 0 such that d-balls of radius ǫ. Note also that Σ(G) ≤ Cn −2 . Hence, from Theorem 3.1 we conclude that there exists Λ > 0 so that
and (3.3) holds.
Corollary 3.3. For any m > 1 there exists constants γ 1 ,γ 2 > 0 such that
4)
for all δ ∈ (0,1/2). Proof. Observe that for λ > 2[log(1 + δ −1 )] 1/2+ρ , the inequality |V (t,x)| ≥ 2Λλ implies
Thus, by virtue of Corollary 3.2, we obtain
and, as a result, for any m > 1 we can write
which in turn implies (3.4).
As an immediate consequence of Corollary 3.3 we get Corollary 3.4. Suppose that α < 1. Then, for any M > 0 and m ≥ 1 there exist constants C,ρ > 0 such that
In our next result we bound the moments of the supremum of a d-dimensional Gaussian field G(x) = (G 1 (x),...,G d (x) ), x ∈ R N over a given region using the bounds on its covariance. Suppose that the field is a.s. differentiable and
. Define also M (R) as the minimal number of boxes 2 k needed to cover a given region R. Assume furthermore that R δ , δ ∈ (0,1] are (non-random) regions such that there exist 
Proof. Suppose that p > d. It follows from the Sobolev embedding theorem that there exists a deterministic constant depending only on N and d such that
This, in particular, implies (using Gaussianity of the field) that for any given integer n ≥ 1 we have
for some constant C n , depending on n. Observe that
, where the summation extends over the smallest set of k-s for which R δ ⊂ k 2 k . Jensen inequality implies that
Using (3.6) and (3.8) we obtain
upon a choice of a sufficiently large n.
A priori bounds on trajectories.
Proposition 3.6. Suppose that (x δ (t),z δ (t)) are given by (1.8). Then for any fixed T > 0 there exist constants C 1 ,C 2 > 0 such that
Proof. We prove that
An analogous estimate then holds for x δ (t) + z δ (t), hence the estimate for z δ (t) would follow. Using (3.3) with n = δ −1 , we conclude that
outside an event A(δ) such that P(A(δ)) ≤ C 1 e −C2/δ 2 . But then (still, outside the event A(δ))
which in turn implies that, by Gronwall's inequality,
Using (3.13) in (3.11) we obtain
We use (3.11) with (3.14) to obtain
outside A(δ). Thus we obtain (3.10). Finally, (3.9) follows once we adjust the constants C 1 and C 2 in the right-hand side of (3.9) appropriately.
Let T ≥ 0 be fixed, and define the event
Proposition 3.6 says, in particular, that
with the constants C 1 and C 2 that may depend on T . We also conclude the following.
Corollary 3.7. For each γ > 1 and T,M,ρ > 0 fixed we have
Proof. The probability under the limit can be estimated by
and the conclusion follows from (3.16), Corollary 3.4, and an application of the Chebyshev inequality.
3.3. The proof of the martingale estimate. We now turn to the proof of the martingale estimate (2.8). We divide the interval [t,u] into subintervals [t i ,t i+1 ], where t i := t + i∆t and ∆t := δ γ , with 1 < γ < 2. The last interval [t K−1 ,t K ] could be of size less than or equal to δ γ . To abbreviate the notation we shall also assume that Y = 0, as its presence does not influence the argument. We write then
The summation extends from i = 0 up to K − 1. Observe also that since t ≥ δ γ we have t −1 ≥ 0.
Denote the terms on the utmost right hand side of (3.18) by K 1 and K 2 . It is easy to observe, using (3.16), that
for some C,ǫ > 0, as u − t > δ γ . In the rest of this proof we shall estimate K 2 . Note that
We substitute this expression into (3.18) and denote the respective terms that arise from K 2 by J 1 and J 2 . The reason that the decomposition (3.19) is helpful is that there is a "relatively large" time gap between the time t i−1 , and all times s ∈ [t i ,t i+1 ]. This will allow us to use the mixing in time properties of the field W (t,z,x) (which are slightly better than those of V (t,x)) to establish "near independence" of what happens at time s and what happened before time t i−1 .
The estimate of J 1 . We can write
Here we have denoted
for any s ≥ τ , where
Rewriting the formula for W (s,τ,z,x) using the spectral decomposition (1.3) and (1.4) we get
The next lemma gives an estimate of J 1 using the aforementioned gap between the time t i−1 and times s ∈ [t i ,t i+1 ], as well as the sufficient mixing properties of the field W (t,x,z).
Lemma 3.8. Suppose that α + 2β < 2 and ℓ = (ℓ 1 ,...,ℓ d ) is a multi-index of nonnegative integers. Then, there exists ǫ > 0 so that
Proof. We only consider ℓ = 0. The case of other multi-indices can be treated similarly; indeed, the main difficulty here is that the correlation function of the random field W decays rather slowly. However, each differentiation in z improves the decay of the correlation function in space; hence, ℓ = 0 is actually the most difficult case.
Thanks to the time stationarity of the field V (t,x) it suffices only to prove that
Making the substitution m = kδ γ−2 2β , where 1 < γ < 2, we get that the last integral equals
Assuming that (2 − α)/β > 2, we can select γ sufficiently close to 1 to ensure that the right hand side can be estimated by Cδ 2+2ǫ for some ǫ > 0, as δ → 0+. This requirement amounts to α + 2β < 2. The conclusion of the lemma is a direct consequence of Proposition 3.5.
We have shown therefore the following.
Corollary 3.9. Under the assumptions of Theorem 2.2 there exist constants C,ǫ > 0 and γ ∈ (1,2) such that for u,t ∈ [0,T ],
The limit of J 2 . As Corollary 3.9 shows, our task is reduced to finding the limit of the term J 2 . We recall, for the convenience of the reader that
We introduce, for s > ρ > τ ,
We also introduce the corresponding notions without the cut-off φ M (z), with the superscript M dropped, and also
pq (s,ρ,ρ,z,x). We further Taylor-expand the term in J 2 corresponding to a fixed i as
with the constants independent of i,s. Using the definition of the event A δ,ti−1 we can estimate the left hand side of (3.32) by for any s ≥ ρ. From Proposition 3.5, with m = 6, we conclude that for any µ > 0 (to be adjusted later on) we can choose an appropriate C > 0 so that
Computing the conditional expectation appearing in the right hand side of the expression above it follows that
Making the substitution ρ ′ := (s − ρ)/δ 2 we can estimate expression (3.33) by
Performing the change of variables k ′ := kρ 1/(2β) we obtain that the expression above equals
The integral with respect to ρ is not singular at 0 and has an integrable singularity at ∞, due to the assumption that α + 2β < 2. Since γ > 1 we can choose µ < γ − 1, thus (3.31) holds.
It follows from Lemma 3.12 that
hence, after summation over i we get the estimate
Estimates for A 2 . To deduce that
it suffices to show the following.
Lemma 3.13. There exist C,ǫ > 0 such that
Proof. Making the substitution ρ ′ := ρ/δ 2 , and dropping the primes, we obtain that the expression under the supremum equals On the other hand, we have This finishes the proof of Lemma 3.13.
The limit of A 3 . From the definition of A 3 we get directly that for some ǫ > 0, provided that α + β < 2. This completes the proof of Proposition 3.10.
