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NEW EXPRESSION OF UNRAMIFIED LOCAL L-FUNCTIONS BY
CERTAIN HECKE OPERATORS
MASAO OI, RYOTARO SAKAMOTO, AND HIROYOSHI TAMORI
Abstract. In this paper, we express the local L-functions of unramified representations of
a split connected reductive group over a non-archimedean local field as the inverse of the
product of characteristic polynomials of certain test functions in the Hecke algebra.
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1. Introduction
LetG be a split connected reductive group over a non-archimedean local field F . The unram-
ified representations of G := G(F ) are one of the most fundamental classes in representation
theory of the group G. Their importance can be explained in relation to the global theory, that
is, almost all local components of automorphic representations are unramified. Hence unrami-
fied representations have been investigated from the early days, and a lot of results have been
obtained so far.
One of such accumulation is a construction of the local L-functions for unramified represen-
tations, while the existence of the local L-functions for irreducible smooth representations is
conjectural in general. Since the existence of the local L-functions for unramified representa-
tions enables us to define the global (partial) L-functions for automorphic representations, local
L-functions for unramified representations have an important meaning.
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The local L-functions for unramified representations are defined by using a classification of
unramified representations. More precisely, by using the Satake isomorphism, we can parame-
trize unramified representations of G via Satake parameters, which are semisimple conjugacy
classes in the Langlands dual group “G of G (see Section 2.1). Then we can attach the local
L-function L(s, π, r) to each unramified representation π of G and finite-dimensional represen-
tation r of “G by considering the image of the Satake parameter under r (see Section 2.2).
The aim of this paper is to give a new formula describing the local L-functions for unram-
ified representations. Before we explain the main result of this paper, let us introduce some
motivative examples.
The first example is the case of the standard L-function of GL2. Let π be an irreducible
unramified representation of GL2(Qp). We can take an unramified character χ of the diagonal
maximal torus of GL2 such that π is realized as a subquotient of the normalized parabolic
induction (Iχ, Vχ) of χ. Consider the standard representation Std of the Langlands dual group
GL2(C) of GL2. Then, by an easy computation, we can check the following equality:
L(s, π, Std) = det(1− p−(s+1/2)Iχ(UK) | V
K
χ )
−1.
Here K is the open compact subgroup of GL2(Qp) defined by
K =
ßÅ
a b
c d
ã
∈ GL2(Zp)
∣∣∣∣ c ∈ pZp™
and UK is the characteristic function of the open compact subset K diag(p, 1)K normalized so
that UK(diag(p, 1)) = vol(K)
−1.
The second example is the case of the spin L-function of GSp4. We put
GSp4 :=
ß
g ∈ GL4
∣∣∣∣ tgÅ −J2J2 ã g = xÅ −J2J2 ã for some x ∈ Gm™,
where J2 denotes the anti-diagonal matrix whose anti-diagonal entries are one. We consider
the spin representation Spin of GSpin5(C) =
’GSp4. Let (π, V ) be an irreducible unramified
principal series representation of GSp4(Qp). Then, in [Tay88, Section 2.4] (see also [LSZ17,
Section 3.4.2]), Taylor established a similar identity to above for the spin L-function L(s, π, Spin)
in his study of p-adic family of Siegel modular forms. More precisely, by using the Siegel
parahoric subgroup K of GSp4(Qp), which is defined by
K =
ßÅ
A B
C D
ã
∈ GSp4(Qp)
∣∣∣∣A,D ∈ GL2(Zp), B ∈M2(Zp), C ∈M2(pZp)™,
Taylor proved that
L(s, π, Spin) = det(1− p−(s+3/2)π(UK) | V
K)−1,
where UK is the characteristic function of the open compact subset K diag(p, p, 1, 1)K normal-
ized so that UK(diag(p, p, 1, 1)) = vol(K)
−1.
These formulas are, in addition to their original importance in a study of modular forms,
also interesting from the purely representation-theoretic viewpoint as follows. In the original
definition of the local L-functions for unramified representations via the Satake isomorphism,
we consider the action of the whole spherical Hecke algebra on the subspace of spherical vectors,
which is 1-dimensional (see Section 2.2 for details). In contrast to this original definition, in
the above examples, the local L-function is expressed by the characteristic polynomial of the
action of some specific test function on the subspace whose dimension is the same as the degree
of the local L-function.
In this paper, we establish these kind of formulas for split connected reductive groups and
general finite-dimensional representations of the Langlands dual groups. For a dominant cochar-
acter γˇ of a fixed maximal torus T, we consider some open compact subgroup Kγˇ of G (see
2
Definition 3.6) and a normalized characteristic function 1γˇ of a certain Kγˇ-double coset (see
Definition 4.1). For a finite-dimensional representation r of the Langlands dual group “G, we
put P+(r) to be the set of dominant weights in r with respect to a fixed maximal torus of “G.
Note that each element γˇ of P+(r) can be regarded as a dominant cocharacter of T. For each
γˇ ∈ P+(r), we write mγˇ for the multiplicity of γˇ in r. In this setting, the following is the main
result of this paper.
Theorem 1.1 (Theorem 4.2). Let π be an irreducible unramified representation of G. We take
an unramified character χ of T(F ) such that π is realized as a subquotient of the normalized
parabolic induction (Iχ, Vχ) of χ. Then we have an equality
L(s, π, r) =
∏
γˇ∈P+(r)
det
(
1− q−(s+〈ρ,γˇ〉)Iχ(1γˇ)
∣∣V Kγˇχ )−mγˇ ,
where ρ is the half sum of the positive roots of T in G.
Here note that if (G, r) is (GL2, Std) or (GSp4, Spin), then the set P
+(r) is a singleton and
the formula in Theorem 1.1 is nothing but the identity in the above examples (see Sections 4.1
and 4.2). More generally, when r is a quasi-minuscule representation (see Definition 4.5), we
get a similar formula to the above examples (see Corollary 4.7). See Remark 4.8 and Table 1
for a list of (G, r) such that G is simple and r is quasi-minuscule.
The proof of this theorem is given by computing the eigenvalues of the action 1γˇ on the
space V
Kγˇ
χ . First, by considering the generalized Iwasawa decomposition with respect to the
open compact subgroup Kγˇ of G, we take an explicit basis of the space V
Kγˇ
χ of Kγˇ-invariant
functions on G. Second, to describe the action of 1γˇ on V
Kγˇ
χ in terms of the basis, we write the
support of 1γˇ , which is a Kγˇ-double coset, as the disjoint union of right Kγˇ-cosets (Proposition
3.8). To carry it out, we prove several technical results on group-theoretic properties of our
group Kγˇ . Third, we consider how the generalized Iwasawa decomposition behaves under the
right multiplication by support of the function 1γˇ (Proposition 4.9), and show that the action
of 1γˇ on V
Kγˇ
χ can be triangulated in an appropriate order on our basis. Once we achieve such a
triangulation, we can compute the eigenvalues easily and our result follows. Here we note that
most of the arguments in the second and third steps are based on the general results by Bruhat
and Tits established in [BT72] and [BT84].
Notations and conventions. Let F be a non-archimedean local field with ring of integers
O. We write p for the maximal ideal of O. We fix a uniformizer ̟ of F and put q to be the
cardinality #O/p of O/p. Let val : F → Z∪{∞} denote the valuation on F which is normalized
by val(̟) = 1 and then we define the absolute value | · | on F to be |x| := q−val(x) for x ∈ F .
Throughout this paper, we fix a split connected reductive group G over F . We also fix a
split maximal torus T of G over F , and a Borel subgroup B of G which contains T and is
defined over F . We writeW for the Weyl group of G with respect to T. Note that W coincides
with the Weyl group of G := G(F ) with respect to T := T(F ). Let X∗(T) and X∗(T) denote
the character and cocharacter groups of T, respectively.
Take elements hs of a semigroup H indexed by a totally ordered finite set S = {s1, . . . , sn}
with s1 < · · · < sn. Then we define
∏
s∈S hs to be hs1 · · ·hsn .
Given a root system Φ, a subset Φ′ of Φ and a sub-semigroup M of R, we write ZΦ for the
root lattice and put
MΦ′ :=
{
α ∈ R⊗Z ZΦ
∣∣∣∣∣ α =
n∑
i=1
mi ⊗ αi for some n ∈ Z>0,mi ∈M,αi ∈ Φ
′
}
.
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2. Preliminaries
2.1. Unramified representations. In this subsection, we recall basic properties of unramified
(spherical) representations. The contents of this subsection are based on the article [Car79] of
Cartier.
Definition 2.1. A hyperspecial maximal compact subgroup K0 of G is said to be good with
respect to (B,T) if we have G = BK0, where B := B(F ).
Definition 2.2. Let π be an irreducible smooth representation of G over C. We say that π
is K0-spherical if it satisfies π
K0 6= 0 (namely, π has a nonzero K0-fixed vector) and that π is
unramified if it is K0-spherical for some hyperspecial subgroup K0 of G.
Note that every hyperspecial subgroup is conjugate to a good hyperspecial subgroup. This
follows from the facts that all alcoves of apartments of the Bruhat–Tits building of G are
G-conjugate (see [HR08, Remark 2]) and that a hyperspecial subgroup of G attached to a
hyperspecial vertex of the fundamental alcove corresponding to B in the apartment for T is
good with respect to (B,T) (see, for example, Section 3.5 in [Car79]). Hence, if an irreducible
smooth representation π of G is unramified, then it is K0-spherical for some good hyperspecial
subgroup K0 of G.
Let us recall a classification of irreducible unramified representations of G via the Satake
isomorphism. Let H(G) be the Hecke algebra of G, that is, the associative C-algebra consisting
of compactly supported locally constant C-valued functions on G. For each open compact
subgroup K of G, let H(G,K) denote the subalgebra of H(G) consisting of bi-K-invariant
functions.
Let K0 be a good hyperspecial subgroup of G. Then it is well-known that there is a natural
bijective correspondence between
• the set of isomorphism classes of irreducible K0-spherical representations of G and
• the set of isomorphism classes of simple H(G,K0)-modules
given by π 7→ πK0 (see, for example, [BH06, Section 4.3, Proposition]). By using the Satake
isomorphism
H(G,K0) ∼= C[X∗(T)]
W
(see [Car79, Theorem 4.1]), we can show that there is a natural bijection between
• the set of isomorphism classes of simple H(G,K0)-modules, and
• the set Hom(X∗(T),C×)/W of W -orbits of characters on X∗(T)
(see [Car79, Corollary 4.2]).
Let T0 denote the maximal open compact subgroup of T . Then we have an identification
ev̟ : X∗(T)
∼=
−→ T/T0; δ 7→ δ(̟).(1)
From this, we get a bijection Hom(X∗(T),C
×)/W ∼= Hom(T/T0,C
×)/W .
In summary, we conclude that there is a natural bijection
{irreducible K0-spherical representations of G}/∼
1:1
←→ Hom(T/T0,C
×)/W.(2)
Next let us recall an explicit description of this correspondence. For a smooth character χ
of T , we write Iχ for the principal series representation n-Ind
G
B χ obtained by the normalized
4
parabolic induction of χ. More precisely, the representation space of Iχ is given by
Vχ :=
®
f : G→ C
∣∣∣∣ f is smooth, andf(tng) = (δ 12
B
χ)(t)f(g) for every t ∈ T , n ∈ U , g ∈ G
´
.
Here U is the set of F -valued points of the unipotent radical of B and δB is the modulus
character of T with respect to G and B:
δB(t) =
∏
α∈Φ+
|α(t)|,
where Φ+ is the set of positive roots of T in G with respect to B. The action of G on Iχ is
defined to be the right translation: (
Iχ(x)f
)
(g) := f(gx),
where f ∈ Vχ and g, x ∈ G.
Now we assume that a character χ of T is unramified (i.e., χ ∈ Hom(T/T0,C×)). Then Iχ
has a unique irreducible K0-spherical subquotient since
• Iχ is of finite length (see [BZ77, Section 2.8]),
• dimC(IK0χ ) = 1 by the decomposition G = BK0, and
• taking K0-fixed vectors preserves the exactness (see [BH06, Section 2.2, Corollary 1]).
We write πχ for the unique K0-spherical representation. Then πχ corresponds to χ under the
bijection (2) (see [Car79, Section 4] for the details).
2.2. Langlands dual groups and L-functions. In this subsection, we recall the definition of
local L-functions for unramified representations. To do this, we start from recalling the notion
of the Langlands dual group.
First, from the data G, B, and T, we get the corresponding root datum
Ψ(G) =
(
X∗(T),∆B, X∗(T),∆
∨
B
)
,
where ∆B (resp. ∆
∨
B
) is the set of simple roots (resp. coroots) of T determined by B. By taking
the dual of this root datum, we get the Langlands dual group “G of G, which is a connected
reductive group over C. To be more precise, we fix a maximal torus T of “G and a Borel subgroup
B of “G containing T . Then the corresponding root datum
Ψ(“G) = (X∗(T ),∆B, X∗(T ),∆∨B)
is isomorphic to the dual Ψ(G)∨ of the original root datum Ψ(G). We fix an isomorphism
ι = (ι∗, ι, ι∗, ι
∨) of these root data:
Ψ(“G) = (X∗(T ),∆B, X∗(T ),∆∨B) ι−→ (X∗(T),∆∨B, X∗(T),∆B) = Ψ(G)∨.
Let χ be an unramified character of T and K0 a good hyperspecial subgroup of G. Then, as
explained in Section 2.1, we have the corresponding irreducible K0-spherical representation πχ
of G. On the other hand, we have isomorphisms
Hom(T/T0,C
×)
(1)
∼= Hom(X∗(T),C
×)
∼= X∗(T)⊗Z C
×
ι−1
∗∼= X∗(T )⊗Z C
× = T (C)
(3)
where the second isomorphism is induced by the canonical pairing
〈−,−〉 : X∗(T)×X∗(T)→ Z.
We write tχ ∈ T (C) for the image of χ under the isomorphism (3).
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Definition 2.3. For any finite-dimensional representation r of “G, we define the L-function
L(s, πχ, r) of πχ attached to r by
L(s, πχ, r) := det
(
1− q−sr(tχ)
)−1
.
We rewrite the above definition of the L-function in a slightly different form. For a finite-
dimensional representation r of “G, let P(r) denote the set consisting of weights of r with
respect to T (C). For each weight δˇ ∈ P(r), we write mδˇ for its multiplicity in r. For a weight
δˇ ∈ P(r), by evaluating an unramified character χ of T at ι∗(δˇ)(̟) ∈ T , we get an element
χ(ι∗(δˇ)(̟)) ∈ C×.
Lemma 2.4. For every unramified character χ of T and finite-dimensional representation r of“G, we have
L(s, πχ, r) =
∏
δˇ∈P(r)
(
1− q−sχ
(
ι∗(δˇ)(̟)
))−mδˇ
.
Proof. By the definition of the L-function attached to the finite-dimensional representation r,
we have
L(s, πχ, r) =
∏
δˇ∈P(r)
(
1− q−sδˇ(tχ)
)−mδˇ .
On the other hand, we have(χ ◦ ev̟)(−) = 〈ι∗(tχ),−〉 by the definition of tχ. Thus, since the
isomorphism ι of root data preserves the canonical pairings between character and cocharacter
groups, we have
δˇ(tχ) = 〈δˇ, tχ〉 =
〈
ι∗(tχ), ι
∗(δˇ)
〉
= (χ ◦ ev̟)
(
ι∗(δˇ)
)
= χ
(
ι∗(δˇ)(̟)
)
for every δˇ ∈ X∗(T ), which completes the proof. 
2.3. Chevalley groups. In this subsection, we briefly recall the theory of Chevalley groups.
Let Φ := Φ(G,T) be the set of roots of T in G, and ∆B the set of simple roots of T determined
by B as in Section 2.2. For each root α ∈ Φ, let gα denote the corresponding root subspace of
the Lie algebra g of G.
Proposition 2.5 ([Ste16, Theorem 1]). For each root α ∈ Φ, there exist elements Xα ∈ gα\{0}
and Hα ∈ t \ {0} satisfying the following conditions for any α, β ∈ Φ:
(a) [Hα, Hβ ] = 0.
(b) [Hα, Xβ ] = 〈β, α∨〉Xβ, where α∨ denotes the coroot of α.
(c) [Xα, X−α] = Hα.
(d) [Xα, Xβ] = Nα,βXα+β for some integer Nα,β if α + β 6= 0. Furthermore, Nα,β =
0 if α + β /∈ Φ ∪ {0}, and the absolute value |Nα,β| is the largest integer such that
β − (|Nα,β| − 1)α ∈ Φ if α+ β ∈ Φ.
We fix a set of elements {Xα, Hα}α∈Φ as in Proposition 2.5. The set {Xα, Hβ}α∈Φ,β∈∆B
form a basis of the semisimple part [g, g] of g, and is called a Chevalley basis.
For each root α ∈ Φ, let Uα denote the corresponding root subgroup of G. Then we can
give a coordinate to each root subgroup by using the fixed Chevalley basis {Xα, Hβ}α∈Φ,β∈∆B
as follows (see [Ste16, page 21, Corollary 1] or [BT84, Section 4.1.3]):
Proposition 2.6. For each root α ∈ Φ, there exists an isomorphism
xα : Ga
∼=
−→ Uα
satisfying dxα(1) = Xα, where dxα : Ga
∼=
−→ gα is the differential of xα.
6
Proposition 2.7. For each root α ∈ Φ and t ∈ F , we put
wα(t) := xα(t)x−α(−t
−1)xα(t) and hα(t) := wα(t)wα(1)
−1.
Then all of the following claims are valid.
(a) ([Ste16, page 31, Corollary 6]) The map ϕα : SL2(F )→ G given byÅ
1 u
0 1
ã
7→ xα(u),
Å
1 0
u 1
ã
7→ x−α(u),
Å
t 0
0 t−1
ã
7→ hα(t),
Å
0 t
−t−1 0
ã
7→ wα(t)
is a well-defined homomorphism with the kernel contained in {±I2}.
(b) ([Ste16, Lemma 15]) If roots α, β ∈ Φ satisfy α 6= ±β, then we have
[xα(t), xβ(u)] := xα(t)xβ(u)xα(t)
−1xβ(u)
−1 =
∏
i,j>0
iα+jβ∈Φ
xiα+jβ
(
Cijαβ t
iuj
)
for any t, u ∈ F and any total order on the index set in the product. Here each Cijαβ
is some integer depending only on α, β and the total order.
(c) ([Ste16, Lemma 20]) For every α, β ∈ Φ, t ∈ F×, and u ∈ F , we have
wα(1)hβ(t)wα(1)
−1 = hwαβ(t),
wα(1)xβ(u)wα(1)
−1 = xwαβ(cαβu), and
hα(t)xβ(u)hα(t)
−1 = xβ
(
t〈β,α
∨〉u
)
.
Here wαβ denotes the reflection of β with respect to α and cαβ belongs to {±1} and
does not depend on u ∈ F .
The next lemma which follows from Proposition 2.7(a) will be used in the proof of Proposi-
tion 4.9:
Lemma 2.8. For every α ∈ Φ and t ∈ F×, we have
xα(t) = hα(t)x−α
(
t(1 + t−2)
)
wα(1)xα(t
−1)x−α(t
−1).
2.4. Bruhat Order. We first recall that the Weyl group W of T in G has a partial order
called the Bruhat order (with respect to B). Let Φ+ (resp. Φ−) be the set of positive (resp.
negative) roots of T in G with respect to B. For α ∈ Φ, we write wα for the reflection with
respect to α as in Proposition 2.7(c). For each w ∈W , we put ℓ(w) to be the length of w:
ℓ(w) := #{α ∈ Φ+ | wα ∈ Φ−}.
For w,w′ ∈ W , write w′ < w if ℓ(w′) < ℓ(w) and w = w′wα for some α ∈ Φ. Then the Bruhat
order (also denoted by <) is defined as its transitive closure. It is immediate that we have
ℓ(w′) < ℓ(w) if w′ < w.
Lemma 2.9 ([Hum90, Lemma 1.6]). For every w ∈ W and α ∈ Φ+, we have®
w < wwα if wα ∈ Φ+,
w > wwα if wα ∈ Φ−.
Recall that a cocharacter γˇ ∈ X∗(T) is said to be dominant (with respect to a Borel subgroup
B containing T) if we have 〈α, γˇ〉 ≥ 0 for every positive root α ∈ Φ+.
Definition 2.10. For a dominant cocharacter γˇ ∈ X∗(T) of T, we write Wγˇ for the subgroup
of W generated by reflections with respect to roots which are orthogonal to γˇ:
Wγˇ := 〈wα | α ∈ Φ, 〈α, γˇ〉 = 0〉.
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Next we recall an order on the quotient W/Wγˇ induced by the Bruhat order on W . Define
W γˇ := {w ∈ W | ℓ(w) ≤ ℓ(wwγˇ) for all wγˇ ∈Wγˇ}. Then it follows from [Hum90, Proposi-
tion 1.10 (c)] that the canonical quotient W γˇ → W/Wγˇ is bijective. Since the set W γˇ has
a partial order induced from the Bruhat order of W , we can transport it to W/Wγˇ via the
bijection W γˇ ∼=W/Wγˇ .
Lemma 2.11 ([BB05, Proposition 2.5.1]). The quotient map W →W/Wγˇ preserves the orders,
namely, wWγˇ ≤ w′Wγˇ if w ≤ w′ in W .
3. Coset decomposition of subgroups associated to concave functions
3.1. Subgroups associated to concave functions. In this subsection, some properties on
subgroups of G = G(F ) associated to concave functions are described.
We fix a Chevalley basis for G and take the corresponding isomorphisms {xα}α∈Φ as in
Section 2.3.
We say that a function f : Φ ∪ {0} → Z ∪ {∞} is concave if it satisfies
f(α+ β) ≤ f(α) + f(β)
for every α, β ∈ Φ ∪ {0} satisfying α+ β ∈ Φ ∪ {0}.
Remark 3.1. Every concave function f automatically satisfies 0 ≤ f(0).
For a concave function f , we define a compact subgroup Gf of G associated to f by
Gf := 〈Tf(0), xα(p
f(α)) | α ∈ Φ〉.
Here we put p∞ := 0 and
Tr := {t ∈ T0 | val(χ(t)− 1) ≥ r for every χ ∈ X
∗(T)}
for positive integer r, where T0 denotes the maximal open compact subgroup of T .
For a concave function f , we put Ψf := {α ∈ Φ | f(α)+f(−α) = 0}. Let us define a function
f∗ : Φ ∪ {0} → Z ∪ {∞} by
f∗(α) :=

max{f(0), 1} if α = 0,
f(α) + 1 if α ∈ Ψf ,
f(α) otherwise.
If f(0) > 0, the set Ψf is empty and hence we have f
∗ = f .
Proposition 3.2 ([BT72, Proposition 6.4.23]). The function f∗ is concave and the associated
group Gf∗ is a normal subgroup of Gf .
When f(0) > 0, the group Gf admits the following factorization:
Proposition 3.3 ([BT72, Proposition 6.4.48]). Let f be a concave function satisfying f(0) > 0.
Then the multiplication map
Tf(0) ×
∏
α∈Φ
xα(p
f(α))→ Gf ; (g0, (gα)α∈Φ) 7→
∏
α∈Φ∪{0}
gα
is bijective for any total order on Φ ∪ {0}.
The next proposition gives a coset decomposition of the subgroup associated to a concave
function by a smaller one:
Proposition 3.4. Let f, g : Φ ∪ {0} → Z ∪ {∞} be concave functions. Assume that
(i) f(0) = g(0),
(ii) Φf<g := {α ∈ Φ | f(α) < g(α)} ⊂ Φ+,
(iii) Ψf = Ψg(=: Ψ) and f ≡ g on Ψ.
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Then all of the following claims are valid.
(a) We have Gf∗ ∩Gg = Gmax{f∗,g}.
(b) We have Gf ∩Gg = Gmax{f,g}.
(c) For any total order on Φf<g and any complete set C of representatives of the quotient( ⊕
α∈Φf<g
pf(α)
)/( ⊕
α∈Φf<g
pg(α)
)
,
we have
Gf =
⊔
(tα)α∈C
∏
β∈Φf<g
xβ(tβ)Gmax{f,g} =
⊔
(tα)α∈C
∏
β∈Φf<g
xβ(tβ)(Gf ∩Gg).
Remark 3.5. If both f and g are concave functions, then max{f, g} is also concave.
Proof. First let us take a total order on Φf<g. We extend it to a total order on Φ so that
• any positive root is smaller than any negative root, and
• any root in Φf<g is smaller than any root in Φ \ Φf<g.
Note that we can take such an extension by assumption (ii). Then, by [BT84, The´ore`me 2.2.3]
or [Ste16, Theorem 7], the multiplication map
T0 ×
∏
α∈Φ
xα(F )→ G
is injective. Here the product is taken in the total order on Φ. Moreover, by Proposition 3.3,
this multiplication map induces a bijection
Th(0) ×
∏
α∈Φ
xα(p
h(α))→ Gh
for any concave function h with h(0) > 0. In summary, we have the following commutative
diagram for a concave function h with h(0) > 0;
T0 ×
∏
α∈Φ xα(F )
  // G
Th(0) ×
∏
α∈Φ xα(p
h(α))
∼=
//
?
OO
Gh.
?
OO
(4)
From now on, we always take a product over a set of roots in the total order on Φ fixed above.
Let us prove assertions (a) and (b). To do this, we first show that
Gf∗ ∩Gg = (Gf∗ ∩ U
+ ∩Gg)Gmax{f∗,g}.(5)
Here U+ := 〈xα(F ) | α ∈ Φ+〉 ⊂ G.
As the group Gmax{f∗,g} is contained in Gf∗ ∩ Gg, the inclusion Gf∗ ∩ Gg ⊃ (Gf∗ ∩ U
+ ∩
Gg)Gmax{f∗,g} is obvious. Let us consider the converse inclusion. We take an element x of
Gf∗ ∩Gg and write it as
x = x0
∏
α∈Φ+
xα(tα)
∏
α∈Φ−
xα(tα)
by using the bijection of the diagram (4) for h = f∗, where x0 belongs to Tf∗(0) and tα belongs
to pf
∗(α) for each α ∈ Φ. Note that f∗(α) ≥ g(α) for every α ∈ Φ− by condition (ii). Therefore
max{f∗, g} ≡ f∗ on Φ−, and the product
∏
α∈Φ− xα(tα) belongs to the groupGmax{f∗,g}. More-
over, we have f∗(0) = max{f∗, g}(0) by condition (i), and hence x0 also belongs to Gmax{f∗,g}.
Since T0 normalizes the group Gf∗ ∩ U+ ∩Gg, we can conclude that the element x belongs to
(Gf∗ ∩ U+ ∩Gg)Gmax{f∗,g}.
We next show that
Gf∗ ∩ U
+ ∩Gg = Gmax{f∗,g} ∩ U
+,(6)
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which implies assertion (a) by (5). As the inclusion Gf∗ ∩U+∩Gg ⊃ Gmax{f∗,g}∩U
+ is trivial,
we consider its converse. Recall that the multiplication map in (4) induces a bijection
Tf∗(0) ×
∏
α∈Φ
xα(p
f∗(α)) ∼= Gf∗ .
On the other hand, according to [BT72, Proposition 6.4.9 (i) and (ii)], the multiplication map
in (4) also induces a bijection ∏
α∈Φ+
xα(p
g(α)) ∼= U+ ∩Gg.
Hence we have
Gf∗ ∩ U
+ ∩Gg = Im
(
Tf∗(0) ×
∏
α∈Φ
xα(p
f∗(α)) ∩
∏
α∈Φ+
xα(p
g(α)) ⊂ T0 ×
∏
α∈Φ
xα(F ) →֒ G
)
.
Since
Tf∗(0) ×
∏
α∈Φ
xα(p
f∗(α)) ∩
∏
α∈Φ+
xα(p
g(α)) =
∏
α∈Φ+
xα(p
max{f∗,g}(α)),
the group Gf∗ ∩ U
+ ∩Gg is contained in Gmax{f∗,g} and U
+ by definition.
Now let us prove assertion (b). We see f(α) = f∗(α) for any α ∈ Φ\Ψ by the definition of f∗,
f(0) = max{f, g}(0) by condition (i), and f(α) = max{f, g}(α) for any α ∈ Ψ by condition (iii).
Therefore Gf is generated by its subgroups Gf∗ and Gmax{f,g}. Since Gf∗ is a normal subgroup
of Gf by Proposition 3.2, we conclude
Gf = Gf∗Gmax{f,g}.(7)
As Gmax{f,g} is contained in Gg, we get
Gf ∩Gg = Gf∗Gmax{f,g} ∩Gg = (Gf∗ ∩Gg)Gmax{f,g}.
Hence assertion (a) shows
Gf ∩Gg = Gmax{f∗,g}Gmax{f,g} = Gmax{f,g}.
In order to prove assertion (c), we first show the following claim:
Claim. We have max{f∗, g} = max{f, g}∗ and hence Gmax{f,g}∗ is a subgroup of Gf∗ . Fur-
thermore, there is a canonical bijection
Gf∗/Gmax{f,g}∗ ∼= Gf/Gmax{f,g}.(8)
Proof of Claim. We start from checking that Ψmax{f,g} = Ψ. Since we have max{f, g} ≡ f ≡ g
on Ψ by condition (iii), we get Ψmax{f,g} ⊃ Ψ. We consider the converse inclusion. Let
α ∈ Ψmax{f,g}. By the definition of Ψmax{f,g}, we see
0 = max{f, g}(α) + max{f, g}(−α) ≥ f(α) + f(−α) ≥ f(0) ≥ 0,
hence α ∈ Ψf = Ψ.
Since Ψ = Ψmax{f,g}, we have
max{f∗, g}(α) = max{f, g}(α) = max{f, g}∗(α)
for any α ∈ Φ \Ψ. If α ∈ Ψ = Ψmax{f,g}, we have f(α) = g(α) by condition (iii), and hence
max{f∗, g}(α) = f(α) + 1 = max{f, g}(α) + 1 = max{f, g}∗(α).
Therefore max{f∗, g} = max{f, g}∗.
Let us prove the bijectivity of the canonical map Gf∗/Gmax{f,g}∗ → Gf/Gmax{f,g}. By (7),
this map is surjective. Let us check the injectivity of this map. Since max{f∗, g} = max{f, g}∗,
assertions (a) and (b) show
Gf∗ ∩Gmax{f,g} = Gf∗ ∩Gf ∩Gg = Gf∗ ∩Gg = Gmax{f∗,g} = Gmax{f,g}∗ .
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Hence this map is also injective. 
From (8), it is enough to establish the coset decomposition of Gf∗ by Gmax{f,g}∗ . Let us
take a complete set C of representatives of the quotient( ⊕
α∈Φf<g
pf(α)
)/( ⊕
α∈Φf<g
pg(α)
)
.
Put d := #Φf<g and Φf<g := Φ ∩ Z>0Φf<g. We note that, by condition (iii), the sets Ψ and
Φf<g are disjoint. In other words, for every α ∈ Φf<g, we have f(α) = f∗(α) and g(α) = g∗(α).
In particular, the above quotient is nothing but( ⊕
α∈Φf<g
pf
∗(α)
)/( ⊕
α∈Φf<g
pg
∗(α)
)
.
Moreover, the subset Φf<g equals Φf∗<g∗ .
Recall that, by condition (ii), the set Φf<g is contained in Φ
+. Therefore, we can give a
numbering
Φf<g = {α1, . . . , αd}
of elements in Φf<g such that αi is a minimal element in Φf<g \{α1, . . . , αi−1} for each i. Here
the minimality of αi is in the sense of the following partial order on Φ determined by Φ
+:
α <B β if and only if β − α ∈ Φ
+
for α, β ∈ Φ. We emphasize that there is no relationship between the order <B and the total
order on Φ we took in this proof.
For each 0 ≤ i ≤ d, we write Φi for the set {α1, . . . , αi}. Here we regard Φ0 as the empty
set. For 0 ≤ i ≤ d, define a function hi : Φ ∪ {0} → Z ∪ {∞} by
hi(α) :=

g∗(α) if α ∈ Φi,
f∗(α) if α ∈ Φf<g \ Φi,
∞ otherwise.
Claim. For 0 ≤ i ≤ d, the function hi is concave.
Proof of Claim. We need to show hi(α + β) ≤ hi(α) + hi(β) for every α, β ∈ Φ ∪ {0} with
α + β ∈ Φ ∪ {0}. If α or β does not belong to Φf<g, the right-hand side is infinity. Hence we
may assume α, β ∈ Φf<g, which implies α+ β ∈ Φf<g.
We note that f∗(α) ≤ hi(α) for any α ∈ Φ ∪ {0} since Φi ⊂ Φf<g = Φf∗<g∗ . Hence if
α+ β /∈ Φi, then the concavity of f∗ implies
hi(α + β) = f
∗(α+ β) ≤ f∗(α) + f∗(β) ≤ hi(α) + hi(β).
Let us consider the case where α+ β ∈ Φi. We claim that g∗(α) ≤ hi(α) and g∗(β) ≤ hi(β).
Since both of α and β are positive roots, we have α <B α + β and β <B α + β. Thus, by
the definition of the numbering {α1, . . . , αd} on Φf<g, the condition that α + β ∈ Φi implies
α, β 6∈ Φf<g \Φi. In other words, α and β lie in (Φf<g \Φf<g) ⊔Φi. We have hi(α) = g∗(α) if
α ∈ Φi. On the other hand, we have hi(α) = f∗(α) if α ∈ Φf<g \ Φf<g. In this case, we have
f∗(α) ≥ g∗(α) as α 6∈ Φf<g = Φf∗<g∗ . Therefore g∗(α) ≤ hi(α), g∗(β) ≤ hi(β).
Since α+ β ∈ Φi, we get
hi(α+ β) = g
∗(α+ β) ≤ g∗(α) + g∗(β) ≤ hi(α) + hi(β).

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By the definition of hi and the above claim, the function hi satisfies the assumption of
Proposition 3.3 for each 0 ≤ i ≤ d. Here note that the product in Proposition 3.3 can be
taken over any total order on Φ. By using a total order such that αi is the smallest in Φ,
Proposition 3.3 for hi and hi−1 implies
Ghi−1 =
⊔
tαi∈Ci
xαi(tαi)Ghi(9)
for each 1 ≤ i ≤ d. Here Ci denotes the image of C by the projection from
⊕
α∈Φf<g p
f(α) to
the αith component.
For any (tα) ∈ C, by the equality (9), we have( ∏
β∈Φi−1
xβ(tβ)
)
Ghi−1 =
⊔
tαi∈Ci
( ∏
β∈Φi−1
xβ(tβ)
)
xαi(tαi)Ghi .(10)
Since Φi = {β ∈ Φi−1 | β < αi} ⊔ {αi} ⊔ {β ∈ Φi−1 | β > αi}, we have( ∏
β∈Φi
xβ(tβ)
)[( ∏
β∈Φi−1
β>αi
xβ(tβ)
)−1
, xαi(tαi)
−1
]
=
( ∏
β∈Φi−1
β<αi
xβ(tβ)
)
xαi (tαi)
( ∏
β∈Φi−1
β>αi
xβ(tβ)
)[( ∏
β∈Φi−1
β>αi
xβ(tβ)
)−1
, xαi(tαi)
−1
]
=
( ∏
β∈Φi−1
β<αi
xβ(tβ)
)( ∏
β∈Φi−1
β>αi
xβ(tβ)
)
xαi(tαi)
=
( ∏
β∈Φi−1
xβ(tβ)
)
xαi (tαi).
Hence the equality (10) implies the following equality:( ∏
β∈Φi−1
xβ(tβ)
)
Ghi−1 =
⊔
tαi∈Ci
( ∏
β∈Φi
xβ(tβ)
)[( ∏
β∈Φi−1
β>αi
xβ(tβ)
)−1
, xαi(tαi)
−1
]
Ghi .(11)
By the following claim, each commutator in the right-hand side belongs to Ghi .
Claim. For any g ∈ Gh0 and t ∈ p
f∗(αi), we have [g, xαi(t)] ∈ Ghi .
Proof of Claim. Let us define a function τi : Φ ∪ {0} → Z ∪ {∞} to be zero at α ∈ Φ satisfying
α >B αi and infinity otherwise. If α, β ∈ Φ satisfy α + β ∈ Φ, α >B αi and β >B αi, then we
have α+β >B αi. Thus τi and h0+τi are concave. By the definition of hi, we see Gh0+τi ⊂ Ghi .
Let us show (h0+τi)(pα+qβ) ≤ ph0(α)+q(h0+τi)(β) for any α, β ∈ Φ∪{0} and p, q ∈ Z>0
with pα + qβ ∈ Φ ∪ {0}, which implies that Gh0+τi is a normal subgroup of Gh0 by [BT72,
Proposition 6.4.43]. If α 6∈ Φf<g or β 6>B αi, the right-hand side is infinity and the inequality
holds. Thus we may assume α ∈ Φf<g and β >B αi. In this case, τi(β) = 0. Furthermore, we
see pα + qβ >B αi by Φf<g ⊂ Φ+. Hence τi(pα + qβ) = 0. Therefore the inequality follows
from h0(pα + qβ) ≤ ph0(α) + qh0(β), which is obtained from the concavity of h0 (see [BT72,
Proposition 6.4.5]).
By Gh0+τi ⊂ Ghi , it suffices to show [g, xαi(t)] ∈ Gh0+τi . The element g of Gh0 can be
written as
g = xβ1(s1) · · ·xβn(sn),
where βi belongs to Φf<g and si belongs to p
f∗(βi). Let us prove [g, xαi(t)] ∈ Gh0+τi by
induction on n. If n = 0, there is nothing to prove.
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When n = 1 (i.e., g = xβ1(s1)), by Proposition 2.7(b), the commutator [xβ1(s1), xαi (t)]
can be written as a product of elements of the form xα(s), where α ∈ Φf<g, α >B αi, and
s ∈ pf
∗(α). Hence [xβ1(s1), xαi(t)] is contained in Gh0+τi .
When n > 1, we put y := xβ1(s1) · · ·xβn−1(sn−1). Then the commutator [g, xαi(t)] is equal
to [
y, [xβn(sn), xαi (t)]
]
[xβn(sn), xαi(t)][y, xαi (t)].
By the induction hypothesis, we have [xβn(sn), xαi(t)], [y, xαi(t)] ∈ Gh0+τi . Since y ∈ Gh0 ,
the normality of Gh0+τi in Gh0 shows [y, [xβn(sn), xαi(t)]] ∈ Gh0+τi . Therefore [g, xαi(t)] ∈
Gh0+τi . 
Therefore the equality (11) is rewritten as( ∏
β∈Φi−1
xβ(tβ)
)
Ghi−1 =
⊔
tαi∈Ci
( ∏
β∈Φi
xβ(tβ)
)
Ghi .(12)
By combining equalities (12) for 1 ≤ i ≤ d, we get a decomposition
Gh0 =
⊔
(tβ)β∈C
∏
β∈Φf<g
xβ(tβ)Ghd .
To complete the proof, it suffices to show that the inclusion Gh0 →֒ Gf∗ induces a bijection
Gh0/Ghd
∼= Gf∗/Gmax{f,g}∗
by the bijection (8). As explained in the first paragraph of this proof, we have Ψmax{f,g} = Ψ.
Thus the inequality max{f, g}∗(α) > f∗(α) holds if and only if the inequality max{f, g}(α) >
f(α) holds. The latter condition is equivalent to the condition α ∈ Φf<g. Moreover, by the
definition of h0 and hd, for every α ∈ Φf<g, we have h0(α) = f∗(α) and hd(α) = g∗(α) =
max{f, g}∗(α). Thus the bijectivity follows from the injectivity of the map in the diagram (4)
for h = f∗ and h = max{f, g}∗.

3.2. Open compact subgroups associated to cocharacters. In this subsection, we define
certain open compact subgroups of G and describe several coset decompositions which will be
used in a computation of a Hecke action later.
Let γˇ be a dominant cocharacter. We write Φ+γˇ , Φ
0
γˇ and Φ
−
γˇ for the subset of Φ consisting
of roots α with 〈α, γˇ〉 > 0, 〈α, γˇ〉 = 0 and 〈α, γˇ〉 < 0, respectively. We remark that Φ+γˇ is
contained in Φ+ by the dominance of γˇ, and that there is a decomposition
Φ = Φ+γˇ ⊔ Φ
0
γˇ ⊔Φ
−
γˇ .
Let us define a function gγˇ : Φ ∪ {0} → Z ∪ {∞} by
gγˇ(α) :=
®
1 if α ∈ Φ−γˇ ,
0 otherwise.
The function gγˇ is concave since, for any α, β ∈ Φ∪ {0}, if α+ β belongs to Φ
−
γˇ then so does α
or β.
Definition 3.6. For a dominant cocharacter γˇ ∈ X∗(T), we define an open compact subgroup
Kγˇ of G to be Ggγˇ , that is,
Kγˇ :=
〈
T0, xα(O), xβ(p)
∣∣α ∈ Φ+γˇ ∪ Φ0γˇ , β ∈ Φ−γˇ 〉.
Let Wγˇ ⊂ W be the Weyl group attached to γˇ, which is defined in Definition 2.10. Note
that this is equal to the Weyl group for the subalgebra t⊕
⊕
α∈Φ0
γˇ
gα with respect to t. Then
we have the following generalization of the Iwasawa decomposition:
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Proposition 3.7 ([BT72, Corollaire 7.3.2(i)]). If we take a complete set [W/Wγˇ ] of represen-
tatives of W/Wγˇ , then we have a decomposition
G =
⊔
w∈[W/Wγˇ ]
Bw˙Kγˇ ,
where w˙ denotes any representative of w ∈ [W/Wγˇ ].
Proposition 3.8. For any total order on Φ+γˇ and any complete set C of representatives of the
quotient of
⊕
α∈Φ+γˇ
p−〈α,γˇ〉 by
⊕
α∈Φ+γˇ
O, we have
Kγˇ γˇ(̟)Kγˇ =
⊔
(tα)α∈C
γˇ(̟)
∏
β∈Φ+γˇ
xβ(tβ)Kγˇ .
Proof. We have a natural isomorphism
γˇ(̟)−1Kγˇ γˇ(̟)
/(
Kγˇ ∩ γˇ(̟)
−1Kγˇ γˇ(̟)
) ∼
−→ γˇ(̟)−1Kγˇ γˇ(̟)Kγˇ/Kγˇ(13)
induced by inclusion. Note that γˇ(̟)−1xα(u)γˇ(̟) = xα(̟
−〈α,γˇ〉u) for any α ∈ Φ and u ∈ F by
Proposition 2.7(c). Hence γˇ(̟)−1Kγˇ γˇ(̟) is the subgroup associated to the concave function
fγˇ(α) := gγˇ(α) − 〈α, γˇ〉. Here the concavity of fγˇ follows from the facts that the restriction of
a linear function is concave, and that the sum of two concave functions are concave.
Let us check conditions (i)–(iii) in Proposition 3.4 for fγˇ , gγˇ and Φ
+. Condition (i) is clear.
Since we have Φfγˇ<gγˇ = Φ
+
γˇ ⊂ Φ
+, we get condition (ii). As the difference between fγˇ and gγˇ
is linear, we have Ψf = Ψg and they are equal to Φ
0
γˇ . Moreover, fγˇ coincide with gγˇ on Φ
0
γˇ .
Thus we get condition (iii).
Now let us apply Proposition 3.4 to the functions fγˇ and gγˇ . Note that fγˇ(α) = −〈α, γˇ〉
and gγˇ(α) = 0 for any α ∈ Φ
+
γˇ . Thus the quotient in Proposition 3.4 is equal to that in our
assertion. Therefore, since γˇ(̟)−1Kγˇ γˇ(̟) = Gfγˇ , we have
γˇ(̟)−1Kγˇ γˇ(̟) =
⊔
(tα)α∈C
∏
β∈Φ+γˇ
xβ(tβ)
(
Kγˇ ∩ γˇ(̟)
−1Kγˇ γˇ(̟)
)
.
Then the equality (13) gives
γˇ(̟)−1Kγˇ γˇ(̟)Kγˇ =
⊔
(tα)α∈C
∏
β∈Φ+
γˇ
xβ(tβ)Kγˇ .
This completes the proof. 
4. Computation of the Hecke action of certain test functions
We take a Chevalley basis of G and isomorphisms {xα : Ga ∼= Uα}α∈Φ as in Section 2.3. We
fix a Haar measure dg on G.
Let π be an irreducible unramified representation of G. Then there is an unramified character
χ of T such that π is realized as a subquotient of the principal series representation Iχ :=
n-IndGB χ (see Section 2.1). Note that χ is uniquely determined by π up to the action of W .
Recall that we have an open compact subgroup Kγˇ of G for a dominant cocharacter γˇ ∈
X∗(T) (see Definition 3.6).
Definition 4.1. For a dominant cocharacter γˇ ∈ X∗(T), we define a function 1γˇ of H(G) to
be the characteristic function of Kγˇ γˇ(̟)Kγˇ normalized so that the value at γˇ(̟) is given by
vol(Kγˇ)
−1:
1γˇ(x) :=
®
vol(Kγˇ)
−1 if x ∈ Kγˇ γˇ(̟)Kγˇ ,
0 otherwise.
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Recall that, for an element f ∈ H(G), the action Iχ(f) of f on the representation space Vχ
of Iχ is given by
Iχ(f) : Vχ → Vχ; v 7→
∫
g∈G
f(g)Iχ(g)v dg.
Hence we have Iχ(1γˇ)(Vχ) ⊆ V
Kγˇ
χ . Since V
Kγˇ
χ is finite-dimensional by the admissibility of Iχ,
we can consider the determinant of the action Iχ(1γˇ) on V
Kγˇ
χ .
For a finite-dimensional representation r of the Langlands dual group “G, we put P(r) (resp.
P+(r)) to be the set of weights (resp. dominant weights) of T in r. Then we can regard P(r)
as a set of cocharacters of T by using the fixed isomorphism ι∗ : X∗(T ) ∼= X∗(T). As ι is an
isomorphism of root data, ι∗ preserves the positivity. Therefore, we can regard P+(r) as a set
of dominant cocharacters of T. For each δˇ ∈ P(r), we write mδˇ for the multiplicity of δˇ in r.
Under the above notations, the main theorem of this paper is stated as follows:
Theorem 4.2. For every finite-dimensional representation r of the Langlands dual group “G,
we have an equality
L(s, π, r) =
∏
γˇ∈P+(r)
det
(
1− q−(s+〈ρ,γˇ〉)Iχ(1γˇ)
∣∣V Kγˇχ )−mγˇ .(14)
Here ρ is the half sum of the positive roots of T in G.
Remark 4.3. The Kγˇ-fixed subspace of the representation space of π is not necessarily equal to
V
Kγˇ
χ .
Theorem 4.2 reduces to the following proposition, which is proved in Section 4.3:
Proposition 4.4. Let χ be an unramified character of T . Then we have
det
(
1− q−sIχ(1γˇ)
∣∣V Kγˇχ ) = ∏
wWγˇ∈W/Wγˇ
(
1− q−(s−〈ρ,γˇ〉)χ
(
(wγˇ)(̟)
))
.
Proof of Theorem 4.2. By Lemma 2.4, we have
L(s, π, r) =
∏
γˇ∈P(r)
(
1− q−sχ
(
γˇ(̟)
))−mγˇ
.
Recall that everyW -orbit of weights has a unique dominant weight. Indeed, as the Weyl group
acts on the set of Weyl chambers transitively, at least one element of eachW -orbit is dominant.
The uniqueness follows from, for example, [Hum78, Lemma 10.3.B]. Thus the canonical map
P+(r)→ P(r)/W is bijective. Hence the right-hand side of the above identity equals∏
γˇ∈P+(r)
∏
wWγˇ∈W/Wγˇ
(
1− q−sχ
(
(wγˇ)(̟)
))−mγˇ
.
As we have ∏
wWγˇ∈W/Wγˇ
(
1− q−sχ
(
(wγˇ)(̟)
))
= det
(
1− q−(s+〈ρ,γˇ〉)Iχ(1γˇ)
∣∣V Kγˇχ )
by Proposition 4.4, we get the assertion. 
Let us see simpler cases where the right-hand side of the formula (14) consists of essentially
one nontrivial factor.
Definition 4.5. We say that an irreducible finite-dimensional representation of “G is minuscule
(resp. quasi-minuscule) if the Weyl group W acts transitively on the set of weights (resp. the
set of weights not fixed by W ).
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Remark 4.6. Let r be an irreducible representation of “G with highest weight γˇ. By noting that
the map P+(r)→ P(r)/W is bijective, if r is minuscule, then we have #P+(r) = 1. Moreover
we can check that if r is quasi-minuscule and not minuscule, then we have #P+(r) = 2 as
follows: Let us suppose that γˇ1 and γˇ2 are dominant weights of r fixed by W . Then it suffices
to show that γˇ1 = γˇ2, which is equivalent to
〈α, γˇ1〉 = 〈α, γˇ2〉(15)
for any α ∈ X∗(T ). As we have T = TderZĜ, where Tder := T ∩
“Gder and ZĜ is the center of “G,
it is enough to check the equality (15) for every α ∈ X∗(Tder) and α ∈ X∗(ZĜ). We first check
the former case. For every coroot α ∈ X∗(Tder), since γˇ1 is W -invariant, we have
〈α, γˇ1〉 = 〈α,w
−1
α γˇ1〉 = 〈wαα, γˇ1〉 = −〈α, γˇ1〉,
where wα is the reflection with respect to α. Thus we have 〈α, γˇ1〉 = 0. As the spaceX∗(Tder)⊗Z
R is spanned by the set of coroots of Tder in “Gder, the equality 〈α, γˇ1〉 = 0 holds for any element α
of X∗(Tder). Similarly, we have 〈α, γˇ2〉 = 0 for any α ∈ X∗(Tder). Second, as the representation
r is irreducible, it has a central character by Schur’s lemma. In other words, all weights of r
has the same value on the center Z
Ĝ
. Thus the equality (15) holds for any α ∈ X∗(ZĜ).
Corollary 4.7. Let r be a quasi-minuscule representation of the Langlands dual group “G with
highest weight γˇ.
(a) Assume that r is minuscule. Then we have
L(s, π, r) = det
(
1− q−(s+〈ρ,γˇ〉)Iχ(1γˇ)
∣∣V Kγˇχ )−1.
(b) Assume that r is not minuscule. Then the set P+(r) of dominant weights in r consists
of γˇ and a dominant weight γˇ′ fixed by W , and we have
L(s, π, r) =
(
1− q−sχ
(
γˇ′(̟)
))−mγˇ′ det(1− q−(s+〈ρ,γˇ〉)Iχ(1γˇ) ∣∣V Kγˇχ )−1.
Proof. Assertion (i) is a direct consequence of Theorem 4.2 and Remark 4.6 (recall that the
multiplicity of the highest weight of r is one).
Let us show assertion (ii). Again by Theorem 4.2 and Remark 4.6, we get
L(s, π, r) = det
(
1− q−sIχ(1γˇ′)
∣∣V Kγˇ′χ )−mγˇ′ det(1− q−(s+〈ρ,γˇ〉)Iχ(1γˇ) ∣∣V Kγˇχ )−1.
Since γˇ′ is a W -invariant weight, by the same argument as in Remark 4.6, we have 〈α, γˇ′〉 = 0
for any α ∈ Φ. Hence Wγˇ′ =W and 〈ρ, γˇ′〉 vanishes. Then Proposition 4.4 shows that
det
(
1− q−sIχ(1γˇ′)
∣∣V Kγˇ′χ ) = 1− q−sχ(γˇ′(̟)).

Remark 4.8. Assume that G is a split connected simple group with trivial center. In Table 1,
we list all isomorphism classes of nontrivial quasi-minuscule representations of “G.
For a split connected simple group G′ whose center is not necessarily trivial, we remark that
quasi-minuscule representations of Ĝ′ are exactly those of the Langlands group ’G′/Z ′ of G′/Z′
factoring Ĝ′, where Z′ denotes the center of G′. Note that since we are assuming that G is
simple, a nontrivial quasi-minuscule representation r is minuscule exactly when m0 = 0.
Let us explain the notation in Table 1. The highest weight γˇ of a quasi-minuscule represen-
tation of “G is written as
〈α, γˇ〉 =
®
1 if α ∈ I,
0 otherwise,
where I denotes the subset of ∆B consisting of the boxed simple roots in the Dynkin diagram
on Table 1.
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4.1. Examples for G = GLn. Let G = GLn (n ≥ 2). We take the split maximal torus T
consisting of the diagonal matrices, and the Borel subgroup B consisting of the upper triangular
matrices. We take Z-bases for the character group X∗(T) and the cocharacter group X∗(T) to
be {ei}
n
i=1 and {e
∨
i }
n
i=1, where ei and e
∨
i are given by
ei(diag(t1, . . . , tn)) = ti and e
∨
i (s) = diag(
i−1︷ ︸︸ ︷
1, . . . , 1, s,
n−i︷ ︸︸ ︷
1, . . . , 1)
for t1, . . . , tn, s ∈ Gm. Then we see
Φ = {±(ei − ej) | 1 ≤ i < j ≤ n}, ∆B = {e1 − e2, . . . , en−1 − en},
Φ∨ = {±(e∨i − e
∨
j ) | 1 ≤ i < j ≤ n}, ∆
∨
B
= {e∨1 − e
∨
2 , . . . , e
∨
n−1 − e
∨
n}.
From these expressions, it follows that the Langlands dual group ‘GLn is GLn(C). Since the set
of positive roots is given by {ei − ej | 1 ≤ i < j ≤ n}, we have
ρ =
n∑
i=1
n+ 1− 2i
2
ei.
For i 6= j, we can take isomorphisms xei−ej : Ga → G in Proposition 2.6 as xei−ej (a) =
In + aEi,j for each α ∈ Ga. Here In denotes the n× n unit matrix and Ei,j denotes the n× n
matrix where the (i, j)-entry is one and the other entries are zero.
4.1.1. Exterior L-functions. Consider the l-th exterior power r = ∧l of the standard represen-
tation of “G = GLn(C) for 1 ≤ l ≤ n− 1. Note that when l = 1, it is nothing but the standard
representation. It has the unique dominant weight γˇ =
∑l
i=1 e
∨
i . Hence ∧
l is minuscule. We
have 〈ρ, γˇ〉 =
∑l
i=1(n+ 1− 2i)/2 = l(n− l)/2. Therefore Corollary 4.7 gives
L(s, πχ,∧
l) = det
(
1− q−(s+l(n−l)/2)Iχ(1γˇ) | V
Kγˇ
χ
)−1
,
where we have γˇ(̟) = diag(
l︷ ︸︸ ︷
̟, . . . , ̟,
n−l︷ ︸︸ ︷
1, . . . , 1) and
Kγˇ =
ßÅ
A B
C D
ã ∣∣∣∣ A ∈ GLl(O), B ∈Ml,n−l(O), C ∈Mn−l,l(p), D ∈ GLn−l(O)™ .
4.1.2. Adjoint L-function. Consider the adjoint representation r = Ad. Its highest weight is
given by γˇ = e∨1 −e
∨
n . The other dominant weight is γˇ
′ = 0, whose multiplicity is n. We remark
that the adjoint representation is the direct sum of a quasi-minuscule representation and the
trivial representation. We have 〈ρ, γˇ〉 = (n − 1)/2 − (−n+ 1)/2 = n− 1. Therefore Corollary
4.7 gives
L(s, πχ,Ad) = (1 − q
−s)−n det
(
1− q−(s+n−1)Iχ(1γˇ) | V
Kγˇ
χ
)−1
,
where we have γˇ(̟) = diag(̟, 1, . . . , 1, ̟−1) and
Kγˇ =

Ñ
a b c
td E tf
g h i
é ∣∣∣∣∣∣ a, i ∈ O×, b, f ∈M1,n−2(O), c ∈ O,d, h ∈M1,n−2(p), E ∈ GLn−2(O), g ∈ p  .
4.1.3. Symmetric L-functions. Consider the l-th symmetric power r = Syml of the standard
representation of “G = GLn(C) for non-negative integer l. Note that when l = 1, it is nothing
but the standard representation. We can check the irreducibility of Syml by the Weyl dimension
formula, for example. Let
T+l :=
{
a = (a1, . . . , an) ∈ Z
n
∣∣∣∣∣ a1 ≥ a2 ≥ · · · ≥ an ≥ 0,
n∑
i=1
ai = l
}
and γˇa :=
n∑
i=1
aie
∨
n .
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Given a ∈ T+l , define m ≥ 1 and r1(a), . . . , rm(a) so that r1(a) + · · ·+ rm(a) = n and
a1 = ar1(a) > ar1(a)+1 = ar1(a)+r2(a) > · · · > ar1(a)+···+rm−1(a)+1 = ar1(a)+···+rm(a).
The set P+(Syml) of dominant weights is given by {γˇa | a ∈ T
+
l }, and their multiplicities
are one. Therefore Theorem 4.2 gives
L(s, πχ, Sym
l) =
∏
a∈T+
l
det
(
1− q−(s+
∑
n
i=1
ai(n+1−2i)/2)Iχ(1γˇa)
∣∣V Kγˇaχ )−1,
where we have γˇa(̟) = diag(̟
a1 , . . . , ̟an) and
Kγˇa =

á
A11 A12 · · · A1m
A21 A22 · · · A2m
...
...
. . .
...
Am1 Am2 · · · Amm
ë ∣∣∣∣∣∣∣∣∣
Aii ∈ GLri(a)(O) for 1 ≤ i ≤ m,
Aij ∈Mri(a),rj(a)(O)
and Aji ∈Mrj(a),ri(a)(p)
for 1 ≤ i < j ≤ m
 .
4.2. Examples for G = GSp2n. Let us take G to be
GSp2n =
ß
g ∈ GL2n
∣∣∣∣ tg Å −JnJn ã g = xÅ −JnJn ã for some x ∈ Gm ™
for n ≥ 1. Here Jn denotes the anti-diagonal n×n matrix whose all anti-diagonal entries are 1.
We take the split maximal torus T consisting of the diagonal matrices and the Borel subgroup
B consisting of the upper triangular matrices. We take Z-bases for the character group X∗(T)
and the cocharacter group X∗(T) to be {ei}ni=0 and {e
∨
i }
n
i=0, where ei and e
∨
i are given by
ei(diag(t0t1, . . . , t0tn, t
−1
n , . . . , t
−1
1 )) = ti,
e∨i (s) =
diag(
i−1︷ ︸︸ ︷
1, . . . , 1, s,
2n−2i︷ ︸︸ ︷
1, . . . , 1, s−1,
i−1︷ ︸︸ ︷
1, . . . , 1) if 1 ≤ i ≤ n,
diag(
n︷ ︸︸ ︷
s, . . . , s,
n︷ ︸︸ ︷
1, . . . , 1) if i = 0,
for t0, . . . , tn, s ∈ Gm. Then we see
Φ = {±(ei − ej) | 1 ≤ i < j ≤ n} ∪ {±(ei + ej + e0) | 1 ≤ i ≤ j ≤ n},
∆B = {e1 − e2, . . . , en−1 − en, 2en + e0},
Φ∨ = {±e∨i ± e
∨
j | 1 ≤ i < j ≤ n} ∪ {±e
∨
i | 1 ≤ i ≤ n},
∆∨B = {e
∨
1 − e
∨
2 , . . . , e
∨
n−1 − e
∨
n , e
∨
n}.
This root datum is the dual root datum of GSpin2n+1 given in [Asg02, Proposition 2.4]. Hence
the Langlands dual group ÷GSp2n is GSpin2n+1(C). Here we choose the similitude character of
GSpin2n+1 to be 2e
∨
0 −
∑n
i=1 e
∨
i .
Since the set of positive roots Φ+ is given by {ei − ej | 1 ≤ i < j ≤ n} ∪ {ei + ej + e0 | 1 ≤
i ≤ j ≤ n}, we have ρ =
∑n
i=1(n+ 1− i)ei + n(n+ 1)/4 · e0.
We can take isomorphisms xα : Ga → G in Proposition 2.6 as
xei−ej (a) = I2n + a(Ei,j − E2n+1−j,2n+1−i) (1 ≤ i < j ≤ n),
xei+ej+e0(a) = I2n + a(Ei,2n+1−j + Ej,2n+1−i) (1 ≤ i < j ≤ n),
x2ei+e0(a) = I2n + aEi,2n+1−i (1 ≤ i ≤ n),
x−α(α) =
txα(α) (α ∈ Φ
+)
for each a ∈ Ga.
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4.2.1. Spin L-function. Consider the spin representation r = Spin of “G = GSpin2n+1. By
checking weights in the spin representation of the derived group Spin2n+1 (see [Kna02, Chapter
V.9.27]), we see that the spin representation of GSpin2n+1 is minuscule and that the highest
weight γˇ ∈ X∗(T) satisfies 〈ei − ei+1, γˇ〉 = 0 for 1 ≤ i ≤ n− 1 and 〈2en + e0, γˇ〉 = 1. Since the
restriction of the similitude character of GSpin2n+1 to its center is the twice of the character
defined by the spin representation, we have 〈e0, γˇ〉 = 〈e0, 2e∨0 −
∑n
i=1 e
∨
i 〉/2 = 1. Therefore we
obtain γˇ = e∨0 . We have 〈ρ, γˇ〉 = n(n+ 1)/4. Therefore Corollary 4.7 gives
L(s, πχ, Spin) = det
(
1− q−(s+n(n+1)/4)Iχ(1γˇ) | V
Kγˇ
χ
)−1
,
where γˇ(̟) = diag(
n︷ ︸︸ ︷
̟, . . . , ̟,
n︷ ︸︸ ︷
1, . . . , 1) and
Kγˇ =
ß Å
A B
C D
ã
∈ GSp2n(F )
∣∣∣∣ A,D ∈ GLn(O), B ∈Mn,n(O), C ∈Mn,n(p) ™ .
4.2.2. Standard L-function. Composing the quotient GSpin2n+1 → SO2n+1 and the standard
representation Std of SO2n+1, we obtain an irreducible (2n + 1)-dimensional representation
r = S˜td of “G = GSpin2n+1. Its highest weight is given by γˇ = e∨1 . The other dominant weight
is γˇ′ = 0, whose multiplicity is one. Hence the representation S˜td is quasi-minuscule.
We have 〈ρ, γˇ〉 = n. Therefore Corollary 4.7 gives
L(s, πχ, S˜td) = (1− q
−s)−1 · det
(
1− q−(s+n)Iχ(1γˇ) | V
Kγˇ
χ
)−1
,
where γˇ(̟) = diag(̟,
2n−2︷ ︸︸ ︷
1, . . . , 1, ̟−1) and
Kγˇ =

Ñ
a b c
td E tf
g h i
é
∈ GSp2n(F )
∣∣∣∣∣∣
a, i ∈ O×, b, f ∈M1,2n−2(O), c ∈ O,
d, h ∈M1,2n−2(p),
E ∈ GL2n−2(O), g ∈ p
 .
4.3. Proof of Proposition 4.4. For w ∈W , we define
Φ+γˇ (w,+) := Φ
+
γˇ ∩w
−1Φ+ and Φ+γˇ (w,−) := Φ
+
γˇ ∩ w
−1Φ−.
The following technical proposition plays a crucial role in the computation of the Hecke action
Iχ(1γˇ′).
Proposition 4.9. Let w ∈ W . For each α ∈ Φ+γˇ , we take an element tα of F satisfying
val(tα) ≥ −〈α, γˇ〉. Put
S := S(w, (tα)α) := {α ∈ Φ
+
γˇ (w,−) | tα /∈ O}.
Then for any total orders on Φ+γˇ (w,+) and Φ
+
γˇ (w,−) we have
Bw˙
∏
α∈Φ+
γˇ
(w,+)
xα(tα)
∏
β∈Φ+
γˇ
(w,−)
xβ(tβ)Kγˇ ⊆
®
Bw˙Kγˇ if S = ∅,⊔
w′Wγˇ<wWγˇ Bw˙
′Kγˇ if S 6= ∅,
(16)
where w˙ (resp. w˙′) denotes any representative of w (resp. w′).
Proof. Before we begin to prove our assertion, we note that the coset Bw˙ is independent of the
choice of w˙ and determined only by w. Thus, in this proof, we may take w˙ to be a product of
wα(1) for α ∈ Φ in order to use Proposition 2.7.
We will show the assertion by induction on the length ℓ(w) of w. Fix a total order on
Φ+γˇ (w,+) and one on Φ
+
γˇ (w,−). First, note that w˙xα(t) = xwα(±t)w˙ ∈ Bw˙ for any α ∈
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Φ+γˇ (w,+) and t ∈ F by Proposition 2.7(c). Hence we have
Bw˙
∏
α∈Φ+γˇ (w,+)
xα(tα) = Bw˙.(17)
Let us show the assertion for S = ∅. In this case, we have xα(tα) ∈ Kγˇ for any α ∈ Φ
+
γˇ (w,−)
by the definitions of S and Kγˇ . From this and (17) we conclude(
Bw˙
∏
α∈Φ+γˇ (w,+)
xα(tα)
)( ∏
β∈Φ+γˇ (w,−)
xβ(tβ)Kγˇ
)
= Bw˙Kγˇ .
Now we proceed to induction. We first consider the case where ℓ(w) = 0. In this case, the
definition of ℓ(w) shows wΦ+ = Φ+, and hence Φ+γˇ (w,−) is the empty set by definition. Thus
the set S is also empty, and the assertion is already proved.
Let us next consider the case where ℓ(w) > 0. As we already treated the case where S is
empty in the second paragraph, we may assume S 6= ∅. Then the set Φ+γˇ (w,−) is not empty.
Since Φ+γˇ (w,−) ⊂ Φ
+
γˇ , we have 〈α, γˇ〉 > 0 for any α ∈ Φ
+
γˇ (w,−). Thus, by the assumption of
this proposition (namely, val(tα) ≥ −〈α, γˇ〉), we have −1 ≤ val(tα)/〈α, γˇ〉. We put λ to be the
minimum of these ratios:
λ := min{val(tα)/〈α, γˇ〉 | α ∈ Φ
+
γˇ (w,−)}.
By the assumption that S 6= ∅, there exists at least one α ∈ Φ+γˇ (w,−) satisfying val(tα) < 0
and hence val(tα)/〈α, γˇ〉 < 0. Thus we have −1 ≤ λ < 0. We define a set A to be the subset of
Φ+γˇ (w,−) consisting of elements attaining this minimum number λ:
A := {α ∈ Φ+γˇ (w,−) | val(tα)/〈α, γˇ〉 = λ}.
We put A := Φ+γˇ (w,−) ∩ Z>0A. The next claim gives an element in A which will affect the
double coset in (16).
Claim. There exist α0 ∈ A and δˇ ∈ X∗(T)⊗Z R such that for any α ∈ A we have®
〈α, δˇ〉 > 0 if α = α0,
〈α, δˇ〉 < 0 if α 6= α0.
(18)
Proof of Claim. By A ⊂ Φ+ the convex hull of A∪{0} in X∗(T)⊗ZR has 0 as a vertex. Let us
write its vertices connected to 0 by an edge as α1, . . . , αr, which belong to A. Since the convex
hull of A ∪ {0} has 0 as a vertex, the vertices α1, . . . , αr are linearly independent. Hence there
exist δˇ1, . . . , δˇr ∈ X∗(T) ⊗Z R satisfying 〈αi, δˇj〉 = δi,j for 1 ≤ i, j ≤ r. Here δi,j denotes the
Kronecker delta. We take α0 := α1 and
δˇ :=
δˇ1
max{〈α, δˇ1〉 | α ∈ A}
− 2
r∑
i=2
δˇi
min{〈α, δˇi〉 | α ∈ A, 〈α, δˇi〉 > 0}
.
Here note that the first term of the definition of δˇ is well-defined since we have 1 = 〈α1, δˇ1〉 ≤
max{〈α, δˇ1〉 | α ∈ A}
Let us check the desired properties of α0 and δˇ. Let β ∈ A. We first note the following
inequalities:
• Since 1 = 〈α1, δˇ1〉 ≤ max{〈α, δˇ1〉 | α ∈ A}, we get max{〈α, δˇ1〉 | α ∈ A}−1〈β, δˇ1〉 ≤ 1.
• Since β ∈ A ⊂
∑r
i=1R≥0αi, the value 〈β, δˇi〉 is non-negative. If it is positive, then we
have min{〈α, δˇi〉 | α ∈ A, 〈α, δˇi〉 > 0}−1〈β, δˇi〉 ≥ 1.
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By using these two inequalities, we get
〈β, δˇ〉 = max{〈α, δˇ1〉 | α ∈ A}
−1〈β, δˇ1〉 − 2
r∑
i=2
min{〈α, δˇi〉 | α ∈ A, 〈α, δˇi〉 > 0}
−1〈β, δˇi〉
≤ 1− 2 ·#{i | 2 ≤ i ≤ r, 〈β, δˇi〉 6= 0}.
Hence if the right-hand side of this inequality is non-negative, then we have 〈β, δˇi〉 = 0 for
every 2 ≤ i ≤ r. In this case, β must be a multiple of α0 by a positive number. Since our
root system is obtained by a split connected reductive group G, hence reduced, it implies that
β = α0. Furthermore, we can check that 〈α0, δˇ〉 = 1, which completes the proof of claim. 
Next we will construct several concave functions. Let f1, f2 : Φ∪{0} → R∪{∞} be functions
defined by
f1(α) :=

λ〈α, γˇ〉 if α ∈ A \ {α0},
⌊λ〈α, γˇ〉+ 1⌋ if α = α0 or α ∈ Φ
+
γˇ (w,−) \A,
∞ otherwise,
f2(α) :=
®
f1(α) − 1 = λ〈α0, γˇ〉 if α = α0,
f1(α) otherwise.
Here ⌊x⌋ denotes the greatest integer less than or equal to x ∈ R. The definitions of λ and A
imply λ〈α, γˇ〉 ∈ Z for any α ∈ A, and the images of f1, f2 are contained in Z∪{∞}. Furthermore
for any α ∈ Φ and i = 1, 2, we see
fi(α) ≥ λ〈α, γˇ〉 with equality if and only if α ∈ Ai,(19)
where A1 := A \ {α0} and A2 := A.
Claim. The functions f1 and f2 are concave.
Proof of Claim. We need to prove fi(α+β) ≤ fi(α)+fi(β) for α, β ∈ Φ∪{0} with α+β ∈ Φ∪{0}
and i = 1, 2. If one of α or β does not belong to Φ+γˇ (w,−), the right-hand side is infinity and
the desired inequality holds. Therefore we may assume α, β ∈ Φ+γˇ (w,−). Then α + β also
belongs to Φ+γˇ (w,−).
When one of α, β does not belong to Ai, we obtain λ〈α + β, γˇ〉 < fi(α) + fi(β) from (19).
Since fi(α+β) is not greater than ⌊λ〈α+β, γˇ〉+1⌋ and fi(α)+fi(β) is an integer, the inequality
fi(α+ β) ≤ fi(α) + fi(β) follows.
It only remains to verify the inequality for α, β ∈ Ai with α+β ∈ A. In that case, α+β 6= α0.
Indeed, if α + β = α0, then 0 < 〈α0, δˇ〉 = 〈α, δˇ〉 + 〈β, δˇ〉, which implies that α = α0 or β = α0
by (18). This is a contradiction since α, β 6= 0.
In particular, we have α + β ∈ Ai by the definition of A. Hence fi(α + β) = λ〈α + β, γˇ〉 =
λ〈α, γˇ〉+ λ〈β, γˇ〉 = fi(α) + fi(β), which completes the proof. 
We define one more function f0 : Φ ∪ {0} → Z ∪ {∞} by
f0(α) := min
ß n∑
i=1
f1(βi)−m val(tα0)
∣∣∣∣α = n∑
i=1
βi −mα0 with (n,m) ∈ Z, βi ∈ Φ
™
for any α ∈ Φ, where Z := Z≥0 × Z≥0 \ {(0, 0)}, and f0(0) := 1. Note that there exists the
minimum in the set in the right-hand side, that is, f0 is well-defined. Indeed, by using the
inequality (19) and the equality val(tα0) = λ〈α0, γˇ〉, we get
n∑
i=1
f1(βi)−m val(tα0) ≥
n∑
i=1
λ〈βi, γˇ〉 − λ〈mα0, γˇ〉 = λ
≠ n∑
i=1
βi −mα0, γˇ
∑
= λ〈α, γˇ〉(20)
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for any n,m ∈ Z≥0 and βi ∈ Φ satisfying α =
∑n
i=1 βi −mα0. Since the left-hand side is an
integer, the minimum exists.
Furthermore, by noting that f0 is bounded above by f1 by the definition of f0, we get the
following inequalities for any α ∈ Φ ∪ {0}:
f1(α) ≥ f0(α) ≥ λ〈α, γˇ〉.(21)
Claim. The function f0 is concave.
Proof of Claim. Let α1, α2 ∈ Φ ∪ {0} satisfying α1 + α2 ∈ Φ ∪ {0}. By f0(0) = 1, if one
of α1 or α2 is zero, then we have f0(α1 + α2) ≤ f0(α1) + f0(α2). Hence we may assume
that α1, α2 ∈ Φ. Then there are elements n1, n2,m1,m2 ∈ Z≥0, and α1,i, α2,i ∈ Φ such that
α1 =
∑n1
i=1 α1,i −m1α0, α2 =
∑n2
i=1 α2,i −m2α0,
f0(α1) =
n1∑
i=1
f1(α1,i)− val(t
m1
α0 ), and f0(α2) =
n2∑
i=1
f1(α2,i)− val(t
m2
α0 ).
If α1 + α2 ∈ Φ, then we obtain
f0(α1 + α2) ≤
n1∑
i=1
f1(α1,i) +
n2∑
i=1
f1(α2,i)− val(t
m1+m2
α0 ) = f0(α1) + f0(α2)
by the definition of f0 (note that we have α1 + α2 =
∑n1
i=1 α1,i +
∑n2
i=1 α2,i − (m1 +m2)α0).
Assume that α1 + α2 = 0, which is the only remaining case. If n1 and n2 are zero, we have
(m1 + m2)α0 = 0. Since α0 is not zero, this implies that m1 + m2 = 0. However, by the
definition of Z and the assumption that n1 and n2 are zero, m1 and m2 are positive. This is a
contradiction. Hence at least one of n1 and n2 is nonzero.
If αj,i /∈ Φ
+
γˇ (w,−) for some j ∈ {1, 2} and i, then we see f1(αj,i) = ∞ by the definition of
f1. Thus we have f0(α1) + f0(α2) =∞ ≥ f(0).
Hence we may also assume αj,i ∈ Φ
+
γˇ (w,−) for any j ∈ {1, 2} and i. In this case, we have
(m1+m2)α0 =
∑n1
i=1 α1,i+
∑n2
i=1 α2,i ∈ Z>0Φ
+. Since α0 is a positive root, m1+m2 is positive.
Therefore we obtain
0 < 〈(m1 +m2)α0, δˇ〉 =
n1∑
i=1
〈α1,i, δˇ〉+
n2∑
i=1
〈α2,i, δˇ〉
by (18). Hence again by using (18), we see αj,i 6∈ A \ {α0} for some j ∈ {1, 2} and i. Then
f1(αj,i) > 〈αj,i, γˇ〉 for such an αj,i by (19), and we have
f0(α1) + f0(α2) =
n1∑
i=1
f1(α1,i)− val(t
m1
α0 ) +
n2∑
i=1
f1(α2,i)− val(t
m2
α0 )
>
n1∑
i=1
λ〈α1,i, γˇ〉 − val(t
m1
α0 ) +
n2∑
i=1
λ〈α2,i, γˇ〉 − val(t
m2
α0 ).
By the equality λ〈α0, γˇ〉 = val(tα0), the right-hand side equals
n1∑
i=1
λ〈α1,i, γˇ〉 − λ〈m1α0, γˇ〉+
n1∑
i=1
λ〈α2,i, γˇ〉 − λ〈m2α0, γˇ〉 = λ〈α1, γˇ〉+ λ〈α2, γˇ〉 = 0.
From f0(Φ ∪ {0}) ⊂ Z ∪ {∞}, we conclude f0(α1) + f0(α2) ≥ 1 = f0(0), which is our claim.

Let us return to the proof of Proposition 4.9. Recall that, by (17), we have
Bw˙
∏
α∈Φ+γˇ (w,+)
xα(tα)
∏
β∈Φ+γˇ (w,−)
xβ(tβ)Kγˇ = Bw˙
∏
β∈Φ+γˇ (w,−)
xβ(tβ)Kγˇ .
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We show the following claim in order to rewrite the right-hand side in a form to which we can
apply the induction hypothesis.
Claim. We have
Bw˙
∏
β∈Φ+γˇ (w,−)
xβ(tβ)Kγˇ ⊂ Bw˙wα0 (1)Gf0Kγˇ .
Proof of Claim. We recall that f1(α0) = f2(α0) + 1 and that f1(α) = f2(α) for every α ∈
(Φ ∪ {0}) \ {α0}. Hence applying Proposition 3.4 to f = f2 and g = f1, we have a coset
decomposition
Gf2 =
⊔
s∈[pf2(α0)/pf2(α0)+1]
xα0 (s)Gf1 ,
where s runs over a complete set of representatives of the quotient pf2(α0)/pf2(α0)+1.
Let β ∈ Φ+γˇ (w,−). Let us show val(tβ) ≥ f2(β). Recall that val(tβ) ≥ λ〈β, γˇ〉 by the
definition of λ.
• If val(tβ) = λ〈β, γˇ〉, then β ∈ A by definition. Hence we have val(tβ) = λ〈β, γˇ〉 = f2(β)
by the definition of f2.
• If val(tβ) > λ〈β, γˇ〉, then f2(β) ≤ ⌊λ〈β, γˇ〉⌋ + 1 by definition. Since val(tβ) > λ〈β, γˇ〉
and val(tβ) is an integer, we conclude val(tβ) ≥ ⌊λ〈β, γˇ〉⌋+ 1 ≥ f2(β).
Hence the product
∏
β∈Φ+
γˇ
(w,−) xβ(tβ) belongs to Gf2 . On the other hand,
∏
β∈Φ+
γˇ
(w,−) xβ(tβ)
does not belong to Gf1 since f2(α0) = val(tα0). Therefore there exists s ∈ F such that
val(s) = val(tα0) and ∏
β∈Φ+
γˇ
(w,−)
xβ(tβ) ∈ xα0 (s)Gf1 .
Furthermore, Gf1 ⊂ Gf0 since f1 ≥ f0, and the left-hand side belongs to xα0(s)Gf0 .
By Lemma 2.8, xα0(s) = hα0(s)x−α0 (s(1 + s
−2))wα0 (1)xα0(s
−1)x−α0(s
−1). Here, we can
check that xα0(s
−1)x−α0(s
−1) lies in Gf0 as follows:
• By the definition of f0, we have f0(−α0) ≤ − val(tα0). The fact val(s) = val(tα0)
implies f0(−α0) ≤ val(s−1). Thus x−α0(s
−1) belongs to Gf0 .
• We have f0(α0) ≤ f1(α0) = val(tα0) + 1. As val(tα0) = val(s) and val(tα0) is negative,
we have val(s)+ 1 ≤ 0 < val(s−1). Thus we get f0(α0) ≤ val(s−1) and xα0(s
−1) ∈ Gf0 .
Thus we get ∏
β∈Φ+
γˇ
(w,−)
xβ(tβ) ∈ hα0(s)x−α0
(
s(1 + s−2)
)
wα0 (1)Gf0 .
On the other hand, by Proposition 2.7(c), we obtain
w˙hα0(s)x−α0
(
s(1 + s−2)
)
wα0 (1)Gf0 = hwα0(s)x−wα0
(
±s(1 + s−2)
)
w˙wα0(1)Gf0 .
By α0 ∈ Φ
+
γˇ (w,−), we have −wα0 ∈ Φ
+, and hence the right-hand side is contained in
Bw˙wα0(1)Gf0 . Therefore, in summary, we have
Bw˙
∏
β∈Φ+
γˇ
(w,−)
xβ(tβ)Kγˇ ⊂ Bw˙xα0(s)Gf0Kγˇ ⊂ Bw˙wα0(1)Gf0Kγˇ .

By this claim, we can take an element g of Gf0 such that Bw˙
∏
β∈Φ+γˇ (w,−)
xβ(tβ)Kγˇ is written
as Bw˙wα0(1)gKγˇ . Let w0 := wwα0 ∈ W , which is the image of w˙wα0(1) in W . We fix total
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orders on Φ+γˇ (w0,+), Φ
+
γˇ (w0,−) and Φ
0
γˇ⊔Φ
−
γˇ . We recall f0(0) = 1. By applying Proposition 3.3
to f0, there are elements t
′
α ∈ p
f0(α) for every α ∈ Φ and t1 ∈ T1 such that we have
g =
∏
α∈Φ+
γˇ
(w0,+)
xα(t
′
α)
∏
β∈Φ+
γˇ
(w0,−)
xβ(t
′
β)
∏
λ∈Φ0
γˇ
⊔Φ−
γˇ
xλ(t
′
λ)t1.(22)
Here we note that t1 belongs to Kγˇ . When α belongs to Φ
0
γˇ (i.e., 〈α, γˇ〉 = 0), the inequality
(21) gives f0(α) ≥ λ〈α, γˇ〉 = 0. When α belongs to Φ
−
γˇ (i.e., 〈α, γˇ〉 < 0), by recalling that
−1 ≤ λ < 0, the inequality (21) gives f0(α) ≥ 1 (note that f0(α) is an integer). Thus xα(t′α)
belongs to Kγˇ for any α ∈ Φ0γˇ ⊔Φ
−
γˇ . Therefore the third product in (22) is absorbed in Kγˇ and
our double coset Bw˙
∏
β∈Φ+γˇ (w,−)
xβ(tβ)Kγˇ is written as
Bw˙wα0(1)
∏
α∈Φ+γˇ (w0,+)
xα(t
′
α)
∏
β∈Φ+γˇ (w0,−)
xβ(t
′
β)Kγˇ .
Since w0 = wwα0 and α0 ∈ Φ
+
γˇ (w,−), we have w0 < w by Lemma 2.9. Hence, we have
ℓ(w0) < ℓ(w). Hence, by the induction hypothesis, we obtain
Bw˙wα0(1)
∏
α∈Φ+
γˇ
(w0,+)
xα(t
′
α)
∏
β∈Φ+
γˇ
(w0,−)
xβ(t
′
β)Kγˇ ⊂
⊔
w′Wγˇ≤w0Wγˇ
Bw˙′Kγˇ .
Moreover, as we have w0Wγˇ ≤ wWγˇ by Lemma 2.11, we get⊔
w′Wγˇ≤w0Wγˇ
Bw˙′Kγˇ ⊂
⊔
w′Wγˇ≤wWγˇ
Bw˙′Kγˇ .
This completes the proof. 
Proof of Proposition 4.4. Let n := #W/Wγˇ . We define wiWγˇ (1 ≤ i ≤ n) inductively to be a
minimal element of (W/Wγˇ) \ {w1Wγˇ , . . . , wi−1Wγˇ} with respect to the partial order induced
by the Bruhat order (see Section 2.4). Here we regard {w1Wγˇ , . . . , wi−1Wγˇ} as the empty set
when i = 1.
By Proposition 3.7, we can take a basis f1, . . . , fn of V
Kγˇ
χ such that fi(w˙i) = 1 and supp(fi) =
Bw˙iKγˇ . Here we take a representative w˙i for each wi to be a product of wα(1) for α ∈ Φ.
Consider the representation matrix A := (aij)i,j of the action Iχ(1γˇ) on V
Kγˇ
χ with respect to
the basis, i.e., Iχ(1γˇ)fj =
∑n
i=1 aijfi.
Take a complete set C of representatives of the quotient of
⊕
α∈Φ+γˇ
p−〈α,γˇ〉 by
⊕
α∈Φ+γˇ
O and
total orders on Φ+γˇ (wi,+) and Φ
+
γˇ (wi,−).
Claim. For 1 ≤ i, j ≤ n, we have
aij =
∑
(tα)α∈C
(δ
1
2
B
χ)
(
(wiγˇ)(̟)
)
fj
(
w˙i
∏
β∈Φ+γˇ (wi,−)
xβ(tβ)
)
.(23)
Proof of Claim. By the definitions of the functions f1, . . . , fn and 1γˇ (see Definition 4.1), we
obtain
aij =
(
Iχ(1γˇ)fj
)
(w˙i)
=
∫
G
1γˇ(g)
(
Iχ(g)fj
)
(w˙i)dg
= vol(Kγˇ)
−1
∫
Kγˇ γˇ(̟)Kγˇ
fj(w˙ig)dg.
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Hence by Proposition 3.8 and the right Kγˇ-invariance of fj , we see
aij = vol(Kγˇ)
−1
∑
(tα)α∈C
∫
Kγˇ
fj
(
w˙iγˇ(̟)
∏
α∈Φ+
γˇ
(wi,+)
xα(tα)
∏
β∈Φ+
γˇ
(wi,−)
xβ(tβ)g
)
dg
=
∑
(tα)α∈C
fj
(
w˙iγˇ(̟)
∏
α∈Φ+
γˇ
(wi,+)
xα(tα)
∏
β∈Φ+
γˇ
(wi,−)
xβ(tβ)
)
.
For any (tα)α ∈
⊕
Φ+γˇ
p−〈α,γˇ〉, h ∈ G, we have
fj
(
w˙iγˇ(̟)
∏
α∈Φ+γˇ (wi,+)
xα(tα)h
)
= fj
(
(wiγˇ)(̟)
∏
α∈Φ+γˇ (wi,+)
xwiα(±tα)w˙ih
)
= (δ
1
2
B
χ)
(
(wiγˇ)(̟)
)
fj(w˙ih)
by Proposition 2.7(c), the definition of Vχ, and xwiα(F ) ⊂ U for α ∈ Φ
+
γˇ (wi,+) which follows
from Proposition 2.6. This finishes the proof. 
Let us show that the matrix A is lower-triangular. The element w˙i
∏
β∈Φ+γˇ (wi,−)
xβ(tβ)
belongs to
⊔
w′Wγˇ≤wiWγˇ Bw˙
′Kγˇ by Proposition 4.9. Therefore, by noting that the function fj
is supported on Bw˙jKγˇ , the summand in (23) can be nonzero only when wjWγˇ ≤ wiWγˇ . In
that case, we see j ≤ i by the definition of wjWγˇ . Hence the entry aij can be nonzero only
when j ≤ i. In other words, the matrix A is lower-triangular.
We next consider the diagonal entries a11, . . . , ann of the matrix A. Since A is lower-
triangular, the proof of Proposition 4.4 is completed by showing
aii = q
〈ρ,γˇ〉χ
(
(wiγˇ)(̟)
)
(24)
for each i. Again by Proposition 4.9 and noting that fi is supported on BwiKγˇ , the summand
in (23) for i = j can be nonzero only when the set S(wi, (tα)α∈Φ+γˇ
) is empty, namely, tα ∈ O
for every α ∈ Φ+γˇ (wi,−). In this case, we see xα(tα) ∈ Kγˇ for every α ∈ Φ
+
γˇ (wi,−). Therefore,
by (23), the right Kγˇ-invariance of fi and fi(w˙i) = 1, we obtain
aii = #{(tα)α∈Φ+γˇ
∈ C | tα ∈ O for any α ∈ Φ
+
γˇ (wi,−)}(δ
1
2
B
χ)
(
(wiγˇ)(̟)
)
(25)
=
( ∏
α∈Φ+γˇ (wi,+)
q〈α,γˇ〉
)
(δ
1
2
B
χ)
(
(wiγˇ)(̟)
)
= q
∑
α∈Φ
+
γˇ
(wi,+)
〈α,γˇ〉−〈w−1
i
ρ,γˇ〉
χ
(
(wiγˇ)(̟)
)
.
Here the last equality follows from
δ
1
2
B
(
(wiγˇ)(̟)
)
=
∣∣ρ((wiγˇ)(̟))∣∣ = |̟〈ρ,wiγˇ〉| = q−〈ρ,wiγˇ〉 = q−〈w−1i ρ,γˇ〉.
Claim. The following equality holds:∑
α∈Φ+
γˇ
(wi,+)
〈α, γˇ〉 − 〈w−1i ρ, γˇ〉 = 〈ρ, γˇ〉.(26)
Proof of Claim. Put Aǫ :=
1
2
∑
α∈Φ+γˇ (wi,ǫ)
〈α, γˇ〉 for ǫ = +,−. Since we have Φ+ = Φ+γˇ (wi,+)⊔
Φ+γˇ (wi,−) ⊔ (Φ
0
γˇ ∩ Φ
+) and 〈α, γˇ〉 = 0 for any α ∈ Φ0γˇ , we obtain 〈ρ, γˇ〉 = A+ + A−. On the
other hand, we have
〈w−1i ρ, γˇ〉 =
1
2
∑
α∈w−1
i
Φ+
〈α, γˇ〉 = A+ +
1
2
∑
α∈Φ−
γˇ
∩w−1
i
Φ+
〈α, γˇ〉 = A+ −A−,
25
where the second equality follows from 〈α, γˇ〉 = 0 for any α ∈ Φ0γˇ , and the last equality is a
consequence of the equality Φ−γˇ ∩ w
−1
i Φ
+ = −Φ+γˇ (wi,−). Therefore the left-hand side of (26)
is equal to 2A+ − (A+ −A−) = A+ +A− = 〈ρ, γˇ〉. 
Therefore (24) follows from (25), and the proof of Proposition 4.4 is completed. 
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Table 1. All nontrivial quasi-minuscule representations of simple Lie algebras
g ĝ r m0 I
sln(F ) sln(C) ∧lCn*a 0 •
1
· · · •
l
· · · •
n− 1
(n ≥ 2) (1 ≤ l ≤ n− 1)
adjoint n− 1 • • · · · • •
so2n+1(F ) sp2n(C) C
2n*a 0 • • · · · • •oo
(n ≥ 2) (∧2C2n)0*a n− 1 • • · · · • •oo
sp2n(F ) so2n+1(C) spin 0 • • · · · • •//
(n ≥ 2) C2n+1*a 1 • • · · · • •//
so2n(F ) so2n(C) C
2n*a 0 • • · · · • •
❜❜❜❜❜❜❜
•❭❭❭❭❭
❭❭
(n ≥ 4) half spin×2*b 0 • • · · · • •
❜❜❜❜❜❜❜
•❭❭❭❭❭❭
❭
0 • • · · · • •
❜❜❜❜❜❜❜
•❭❭❭❭❭❭
❭
adjoint n • • · · · • •
❜❜❜❜❜❜❜
•❭❭❭❭❭❭
❭
e6(F ) e6(C) C
27 × 2*c 0 • • •
•
• •
0 • • •
•
• •
adjoint 6 • • •
•
• •
e7(F ) e7(C) C
56*d 0 • • •
•
• • •
adjoint 7 • • •
•
• • •
e8(F ) e8(C) adjoint 8 • • •
•
• • • •
f4(F ) f4(C) C
26*d 2 • • •// •
g2(F ) g2(C) C
7*d 1 • •oo
*a Cn denotes the n-dimensional representation defining ĝ, and (∧2C2n)0 denotes the nontrivial
irreducible component of the sp2n(C)-module ∧
2C2n.
*b The spin representation of so2n(C) irreducibly decomposes into the direct sum of two in-
equivalent irreducible submodules, which are called half spin.
*c C27 × 2 denotes the two 27-dimensional irreducible e6(C)-modules which are inequivalent.
*d C56,C26,C7 denote the irreducible 56, 26, 7-dimensional ĝ-modules, respectively.
27
