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Preface 
The split feasibility problem is one of the most important and apphcable problems 
from nonlinear analysis which are introduced and studied during the last decade. 
The modeling inverse problem which arise from phase retrievals and in medical image 
reconstruction can be written in the form of a split feasibility problem. The multiple-
sets split feasibility problem is a generalization of the spht feasibihty problem which 
requires to hnd a point closest to a family of closed convex sets in one space such that 
its image under a linear transformation will be closest to another family of closed 
convex sets in the image space. It can be a model for many inverse problems where 
constraints are imposed on the solutions in the domain of a linear operator as well as 
in the operator's range. It can also used to model the intensity modulated radiation 
therapy. 
In Chapter 1, we give a short introduction of the spht feasibility problem and 
multiple-sets spht feasibility problem. We present a mathematical model of the inten-
sity modulated radiation therapy. Such model is written in the form of a multiple-sets 
spht feasibiUty problem. 
In Chapter 2, we collect known definitions and results which will be used in the 
sequel. The gradient project method and Mann's iterative method are presented in 
brief. We also illustrated these methods by presenting some examples. 
In Chapter 3, we present some projection type iterative methods, namely, pro-
jection method, modified projection method, relaxed modified projection method, 
perturbed projection method, for calculating the approximate solutions of the split 
feasibility problem and multiple-sets spht feasibility problem. The convergence results 
for these methods are also presented. 
Chapter 4 deals with the CQ method and its generalizations. Wo first present 
the CQ method and illustrate it by providing an example. We present several of its 
generalizations, namely, modified CQ method, relaxed CQ method, modified relaxed 
CQ method, modified projection type CQ method, modified projection type relaxed 
CQ method and improved relaxed CQ method. We also present the convergence 
results for these methods. 
Last chapter is devoted to the iterative methods for finding a common solution 
of split feasibility problem and fixed point problems. An extragradient method is 
presented along with its convergence result. An example to illustrate this method 
is given. We also present a generalized form of the extragradient method which 
is known as relaxed extragradient method. Several Mann type iterative methods, 
namely. Maim type extragradient-like method, Mann type vicosity mkhod and Mann 
type relaxed CQ method are presented along with their convergence; results. 
At the end of this dissertation, we give a fairly large bibliography which covers 
almost all the papers on split feasibility problems. 
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Chapter 1 
Introduction 
1.1 Split Feasibility Problem 
Let C and Q be nonempty closed convex sets in M^ and R^ , respectively, and A be 
a given M x N real matrix. The split feasibility problem (in short, SFP) is to find x* 
such that 
X* e C and Ax* e Q. (1.1.1) 
It was introduced by Censor and Elfving [15] for modeling inverse problem which 
arise from phase retrievals and in medical image reconstruction [5]. Recently, it is 
found that SFP can also be used to model the intensity modulated radiation therapy 
[14, 16, 17, 19]. It has many applications in various fields of science and technology. 
We consider the following SFP in the following of real Hilbert spaces. We consider 
C and Q are nonempty closed convex subsets of real Hilbert spaces "Hi and ^ 2 , 
respectively, and A 6 B{'H\,'H2) {A is a bounded linear operator from Hi to 'Hs)-
Then the SFP is to find a point x* such that 
X* eC and Ax* 6 Q. (1.1.2) 
A special case of the SFP (1.1.2) is the following convexly constrained linear 
inverse problem of finding x" such that 
X* eC and Ax* = b, (1.1.3) 
By taking Q = {b}, in equation (1.1.2). It has extensively been investigated in the 
Uterature [28] using the projected Landwel)er iterative method [40]. Comparatively, 
SFP has however received much less attention so far, due partially to the complex-
ity resulted from the set Q. Therefore, whether various versions of the projected 
Landweber iterative method can be extended to solve SFP (1-1.2) remains an inter-
esting topic. 
The original algorithm introduced in [15] involves the computation of the inverse 
A'^ (assuming the existence of the inverse of 4^) and thus does not become popular. 
A more popular algorithm that solves SFP (1.1.2) seems to be the GQ algorithm of 
Byrne [5, 6] which is found to be a gradient-projection method in convex minimization 
(it is also a special case of the proximal forward-backward sphtting method [18, 20]). 
Throughout the dissertation, we denote by T the solution set of the SFP (1.1.2), 
that is, 
T = {xeC:AxeQ} = Cf] A'^Q. 
We also assume that the SFP (1.1.2) is consistence, that is the solution set F is 
nonempty, closed and convex. 
Let Kj, j = 1,2,... J he 8k non-empty closed convex subsets of a M-dimensional 
Euclidean space R*^ with nonempty intersection K. The Convex Feasibility Problem 
(in short, CFP) is to find an element of K. Solving the SFP is equivalent to find 
a member of the intersection of two sets Q and A{C) = {Ac : c ^ C] or of the 
intersection of two sets A''^{Q) and C, so the split feasibihty problem can be viewed 
as a particular case of the CFP. 
During the last decade SFP has been extended and generahzed in many directions. 
Several iterative methods have been proposed and analyzed; See, for example, [1, 5, 6, 
4,10,11, 12,13, 15,16,17, 20, 22, 25, 41, 42, 47, 48, 49, 52, 53, 59, 61, 62, 63, 68, 70, 71] 
and the references therein. 
1.2 Multiple-Sets Split Feasibility Problem 
The multiple-sets split feasibility problem (in short, MSSFP) requires to find a point 
closest to a family of closed convex sets in one space such that its image under a linear 
transformation will be closest to another family of closed convex sets in the image 
space. It can be a model for many inverse problems where constraints are imposed 
on the solutions in the domain of a Hnear operator as well as in the operator's range. 
It generalizes the convex feasibility problem and split feasibility problem. Formally, 
given nonempty closed convex sets Ci Q K^ ,i = l,2,...,t and the non-empty closed 
convex sets Qj C R-'^, 7 = 1, 2 , , . . , r in the N and M dimensional Euclidean spaces, 
respectively. The multiple-sets split feasibility problem fMSSFP) is to 
t r 
find x* e C := p ] C; such that Ax* e Q := Q Qj, (1.2.1) 
where A is given M x N real matrix. This can serve as a model for many inverse 
problems where constramts are imposed on the solutions in the domain of a linear 
operators as well as in the operator's range. The multiple-sets split feasibility problem 
extends the well-known convex feasibility problem which is obtained from (1.2.1) when 
there are no matrix A and the set Qj present at all. 
1.2.1 Intensity-Modulated Radiation Therapy 
Intensity-modulated radiation therapy (in short, IMRT) is an advanced mode of high-
precision radiotherapy, that used computer-controlled linear accelerators to deliver 
precise radiation doses to specific areas within the tumor. IMRT allows for the ra-
diation doses to confirm more precisely to the three-dimensional (3-D) shape of the 
tumor by modulating-or controlling the intensity of the radiation beam in multi-
ple small volumes. IMRT also allows higher radiation doses to be focused to regions 
within the tumor while minimizing the dose to surrounding normal critical structures. 
Treatment is carefully planned by using 3-D computed tomograpy (CT) or magnetic 
resonance (MRI) images of the patient in conjuction with computarized dose calcu-
lations to determine the dose intensity pattern that will best conform to the tumor 
shape. Typically, combinations of multiple intensity-modulated field coming from 
different beam directions prodvice a custom tailored radiation dose that maximizes 
tumor dose while also minimizing the dose to adjacent normal tissues. Because the 
ratio of normal tissue dose to tumor dose is reduced to a minimum with the IMRT 
approach higher and more effective radiation doses can safely delivered to tumor with 
fewer side effects compared with conventit)ual radiotherapy techniques. IMRT also 
has the potential to reduce treatment toxicity, even when doses are not increased. Ra-
diation therapy, including IMRT stops cancer cells from dividing and growing, thus 
slowing or stopping tumour growth. In many cases, radiation therapy is capable of 
kilUng all of the cancer cells, thus shrinking or eliminating tumors. 
1.2.2 The Multiple-Sets Split Feasibility Problem in Intensity-
Modulated Radiation Therapy 
Let us first define the notations: 
M"^  : The radiation intensity space, the J-dimensional EucUdean space. 
R ' : The dose space, the /-dimensional Euchdean space. 
X = {Xj)j^^ e R"^  : vector of beamlet intensity. j 
h ~ {hi)l^-^ e W : vector of doses absorbed in all voxels. 
dij : doses absorbed in the voxel i due to radiation of unit intensity from the f^ 
beamlet. 
Si : Set of all voxels indices in the structure t. 
Nt : No. of voxel in the structure St-
Firstly we divide the entire volume of patient into / voxels, enumerated hy i = 
1,2, . . . , / . Assume that T + Q anatomical structures have been outhned including 
planning target volumes (PTVs) and organ at risk (OAR). Let us counts all PTVs 
and OARs sequentially hy Su t ^ 1, 2 , . . . , T, T + 1 , . . . , T + Q. Where the first T 
structure represents the planning target volume and the next Q structure represents 
the organ at risk. 
Let us assume that the radiation is delivered independently from each of the J 
beamlet which are arranged in certain geometry and indexed by j = 1,2,. . . , J. The 
intensities Xj of the beamlets are arranged in a J-dimensional vector x = [xj)--^-^ e R-^  
in the J dimensional Euclidean space R"^ - the radiation intensity space. 
The quantities dij > 0, which represent the dose absorbed in voxel i due to 
radiation of unit intensity from the f^ beamlet are calculable by any forward program. 
Let hi denote the total dose absorbed in the voxel i and let h = (/ii)[=i be the vector 
of doses absorbed in all voxels. We call the space R-^-the dose space, we can calculate 
hi as 
J 
hi^^dijXj. (L2.2) 
The dose influence matrix D — (dij) is the I x J matrix whose elements are the 
d'ijS mentioned above. Thus (1.2.2) can be written as the vector equation 
h = Dx. (1.2.3) 
The constraint are formulated in two different Euclidean vector space. The delivery 
constraints are formulated in the Euclidean vector apace of radiation intensity vector 
(that is, vector whose component are radiation intensities). The equivalent uniform 
dose (in short, EUD) constraints are formulated in the Euclidean vector space of dose 
vectors (that is, vectors whose components are dose in each voxel). 
Now, let us assume that we have M constraints in the dose space space and iV 
constraints in the intensity space. Let H„, he the set (jf dose vectors that fulfil the 
m^^ dose constraints and, let Xn be the set of beamlet intensity vectors that fulfil the 
n*'' intensity constraint. Each of the constraint sets Hm and Xn can be one of the 
specific H and X sets, respectively, described below. 
In the dose space, a typical constraint is that given critical structure St, the dose 
should not exceeds an upper bound Ut. The corresponding set Hmaxj ^^ 
Hmax.t = {hEM}\ h, <ut, V /; eSt). (1.2.4) 
Similarly, in the target volumes (in short, TVs), the dose should not fall below a 
lower bound It- The set Hmin,t of dose vectors that fulfil this constraint is 
Hr,^rn,t = { h E R ' \ I, < K Vt eSt}. (1.2.5) 
To handle the equivalent uniform dose EUD constraint for each structure 5^ we 
define a real valued function Ej = R^ -> R. called the EUD function, is defined by 
^T.(hr] (1-2.6) 
where Ni is the number of voxels in the structure 5'^ 
The parameter at is a tissue-specific no. which is negative for target volumes TVs 
and positive for organ at risk OAR. For a, — 1, 
that is. it is the mean dose of the organ for which it is calculated. 
On the other hand, letting a^ —>• oo makes the equivalent uniform dose EUD 
function approach the maximal value, max{ hi | z 6 5t }. 
For each planning target volume PTVs structure 5^, t = 1,2,. . . , T, the parameter 
at is chosen negative and the equivalent uniform dose EUD constraint is described 
by the set 
iiEUD.t = {/i^  e K' 1 £:""" < Et{K] }. (1.2.8) 
where E''"*" is given, for each planning target volumes PTVs structure, by the treat-
ment planner. For each organ at risk OAR, 5^, /i = T + 1,T + 2,... ,T + Q, the 
parameter is chosen a* > 1 and the equivalent uniform dose EUD constraint can be 
described by the set 
HEUD^t ^{hER'\ Et{h) < £;™"^  }, (1.2.9) 
where E"^"^ is given, for each organ at risk OAR, by the treatment planner. Due to 
the non-negativity of dose, h >0 the equivalent uniform dose EUD function is convex 
for all at > 1 and concave for all aj < 1. Therefore, the constraint sets HEUD^I are 
always convex sets in the dose vector space, since they are level sets of the convex 
functions Et{h) for organ at risk OAR (with at > 1), or of the convex functions 
—Et{h) for the targets (with at < 0). 
In the radiation intensity space, the most prominent constraint is the non-negativity 
of the intensities, described by the set. 
X+ = { x € R - ^ | Xj>0 Vj = 1,2,. . . , J } . (1.2.10) 
Thus our unified model for- physical dose and equivalent uniform dose EUD constiaints 
takes the form of multiple-sets split feasibility problem, where some,constraints (the 
non-negativity of radiation intensities) are defined in the radiation intensity space R'' 
and other constraints (upper and lower bounds on dose and the equivalent uniform 
dose EUD constraints) are defined in the doso space W, and the two spaces are related 
by a (known) linear transformation D (the dose matrix). 
The unified problem can be formulated as follows; 
find j ; * e X+ P I j p ) X „ J such that h* = Dx* und h* e I f] Hm] • (1.2.11) 
Chapter 2 
Preliminaries 
This chapter provides the basic definitions results which wih be used in the sequel. 
We also present some examples. 
Throughout the dissertation, we adopt the following terminology and notations. 
Let H be a real Hilbert space whose norm and inner product are denoted by ||.|| 
and (.,.), respectively. Let C be nonempty subset of %. The set of fixed points of a 
mapping T : C —>• C is denoted by Fix(r) . Let {x,,} be a sequence in Ti. and x £ H. 
We use Xn ^ X and a;„ ^^ a; to denote the strong and weak convergence to x of the 
sequence {a;„}, respectively. We also use a;„,(a;„) to denote the weak w-limit sets of 
the sequence {in}, namely, 
w«;(x„) := {x E % : Xm —^ X for some subsequence {x„,} of {x„}}. 
The following result is useful to prove the weak convergence of a sequence. 
Proposition 2.0.1. [63, Proposition 2.6] Let C he nonempty closed convex subset 
of a real Hilbert space 7i and {xn} be a bounded sequence such that the following 
conditions hold: 
(i) Every weak limit point of {x„} lies in C; 
(a) Urn 11 x„ — cell exist for every x e C. 
Then, the sequence {a;„} converges weakly to a point m C. 
10 
11 
The following elementary result of real sequences is very much useful to establish 
the convergence of the sequences. 
L e m m a 2.0.2. [64, Lemma 2.1] Let {a„} he a sequence of nonnegative numbers 
satisfying the condition 
a-n+l < (1 - ln)an + In^n-, foT all U > 0, 
where {7„} and {5„} are sequences of real numbers such that 
(i) {7„} C [0,1] and X^^=o7n = ^, or equivalently, 
oo n 
r r ( l - 7 n ) : = lim 17(1 - 7fc) = 0; 
n=0 fc=0 
(a) lim sup (5„ < 0, or 
n—Kx 
(^^"i-) Sr=o7n|'^n| is convergent. 
j 
Then, hm a„ = 0. i 
Lemma 2.0.3. f32j Let H be a real Hilbert space. Then, for all x,y e H and 
A 6 [0,1], 
\\Xx + (1 - X)yf = X\\xf + (1 - X)\\yf ~ A(l - A)||x - y f . 
Lemma 2.0.4. [54] Let {xn} and {y„} be bounded sequences in a Hilbert space H 
and {an} he a sequence in [0,1] with 0 < liminf a„ < lim sup «„ < 1. Suppose that 
Xn+1 = (1 - Q;n)yn + OinXn foT all u > 0 and limsup(||y„+i - y„|| - ||x„+i - x„|l) < 0. 
Then, lim \\yn - x^W = 0. 
n—>oo 
Definition 2.0.1. A mapping T : H -^ V. is said to be contraction if there exist a 
constant a € (0,1) such that 
\\Tx - Ty\\ < a\\x - ?/|| for all x, y e H. (2.0.1) 
12 
If a = 1, then T is said to be nonexpanmve. 
Remark 2.0.1. Obviously, contractions are iionexpansive. but converse need not be 
true. 
Example 2.0.1. (i) Let T : [1, —1]—)-[l, -1] be a mapping defined by T{x) = -x. 
Then, T is nonexpansive but not contraction. 
(li) Let n = C[0,1] andC = {f e X -.0 < f{x) < l ; / (0) = 0 , / ( l ) = 1}. Then, 
the mapping T : C ^ C defined by 
T{f{x)) = xf{x), 
T is nonexpansive. 
Definition 2.0.2. A mapping T : H —^ fi is said to fiiirdy nonexpansrue \i2T — I is 
nonexpansive or equivalently, 
{x ~y,Tx- Ty) > \\Tx ~ Ty\\\ for all x, yen. (2.0.2) 
Alternatively, T is firndy nonexpansive if and only if T can be expressed as 
T=\{I + S), 
where S -.T-i -^ % is nonexpansive. 
The Cauchy-Schwartz inequality implies that every firmly nonexpansive is nonex-
pansive but converse need not be true. 
Example 2.0.l(i) is nonexpansive but not firmly nonexpansive. 
The so-called demiclosedness principle for nonexpansive mappings will often be 
used in the sequel. 
13 
Lemma 2.0.5. [Demiclosedness Principle][32} Let C be a nonempty closed convex 
subset of a real Hilbert space % and T : C -^ C be a nonexpansive mappings with 
Fix{T) 7^  0. / / the sequence {x„} C C converges weakly to x and the sequence 
{{I — T)xn} converges strongly to y, then {I — T)x = y; In particular, ify = 0, then 
X e Fix(T). 
Definition 2.0.3. [10, Def.2.2] Let T be a nonlinear operator whose domain D{T) C 
%, and range is R{T) C "H, and let /3 > 0 and i/ > 0 be given constants. The operator 
T is said to be 
(i) monotone if 
{x-y,Tx-Ty)>{), for all x,y e D ( r ) . (2.0.3) 
(ii) j3-strongly monotone if 
{x -y,Tx~ Ty) > p\\x - yf, for all x,y e D{T). (2,0.4) 
(iii) v-inverse strongly monotone (v-ism) if 
{x -y,Tx- Ty) > u\\Tx - Tyf, for all x,y e D{T). (2.0.5) 
Example 2.0.2. LefH^R and T : [0,1] -^ [2,3] be an operator defined as Tx = 
X + 2. Then, T is monotone. 
Example 2.0.3. LetH = R and T : [0,1] ^ [2,4] he an operator defined as Tx = 
2x + 2, then T is p-strongly monotone, where P — 2. 
It can be easily seen that if T is nonexpansive, then / — T is monotone. 
14 
Definition 2.0.4. A mapping T : T-L —>• H is said to he Lipschitz continuous if there 
exist L > 0 such that 
\\Tx - Ty\\ < L\\x - y||. for all :i;,y € U. (2.0.6) 
It is well-known that if the function / : '^ —> M is Lipschitz continuous, then its 
gradient is -^-ism. 
Lemma 2.0.6. Let / ; H —>• M be any L Lipschitz continuous function. Then, the 
gradient operator V / : H ^ H is j^-ism, tfiat is, 
(V/(x) -yf{y),x- y) > ^ | |V/( , r ) - Vf{y)f. for all x,y e %. (2.0.7) 
Definition 2.0.5. A mapping T :% -^ 'Hia said to be an averaged mapping if it can 
be written as the average of the identity / and a nonexpansive mapping, that is, 
r = ( l - n ) / + a 5 , (2.0.8) 
where a is a number in (0,1) and S : Ti —> Ti la nonexpansive. More precisely, 
when equation (2.0.8) holds, we say that T is a-averaged. 
Proposition 2.0.7. Let T : H ^ Ti be an operator. 
(i) T is nonexpansive if and only if the complement I ~ T is ^-ism. 
(a) IfT is u-ism, then for ^ > 0, 7T is ~-ism. 
(Hi) T is averaged if and only if the complem.ent I — T ts u-ism for some !/ > | . 
Indeed, for a G (0,1), T is a-averaged if and only if I — T ts j--'ism. 
Proposition 2.0.8. [10] Let S,T,V : Ti —> H be given operators. 
fi) IfT= (1 — a)S + aV for some a e (0.1), S is averaged and V is nonexpansive. 
tfien T is averaged. 
15 
(ii) T is firmly nonexpansive if and only if the complement I — T is firmly nonex-
pansive. 
(Hi) / / T = (1 — a)S + aV for;: some a 6 (0,1), S is firmly nonexpansive and V is 
nonexpansive, then T is averaged. 
(iv) The composite of finitely many averaged mappings is averaged., Thai is, if each 
of the mappings {Tij^j is averaged, then so is the composite\T\o.. .oT^. In 
particular, if Ti is ai-averaged and T^ is a2-averaged, where\a\,a2 £ (0,1), 
then the composite Ti o T2 is a-averaged, where a = cti + Q2 — laicta-
(v) If the mappings {TijfL^ are averaged and have a common fixed point, then 
N 
P) Fix{Ti) = Fix{Ti o • • • o TAT). 
The notion Fix{T) denotes the set of all fixed points of the mapping T, that is, 
Fix{T) = {xe'H:Tx = x}. 
Definition 2.0.6. [17, Definition 9 (i)] Let T and Tk, A; = 0 ,1 ,2 , . . . be the operators 
on E^ . If 
||TfcX - Tx\\ - ^ 0 , ask ^00, for all x e M^ 
then we say that {Tk}'^Q converges to T. 
Definition 2.0.7. [17, Definition 9 (ii)] Let p > 0, the p — distance between two 
operator Ti and T2 on M.^ is given by 
D,{Ti,T2) := sup llTi-T - T2x||. (2.0.9) 
We now mention the following notion of convergence for sequence of sets in a 
Hubert space, called the Mosco-convergent. 
16 
Definition 2.0.8. [17, Definition 10] Let C Q R^ and {Ck}tLo be a sequence of 
subsets of R^. The sequence {C^j^o is said to be Mosco-convergent to C, denoted 
by Ck ^ C. if 
(i) For every x e C, there exist a se(|uence {xk}'kLQ with Xk e Ck for all k = 
0 ,1 ,2 , . . . , such that lim Xk = x and 
k—¥oo 
(ii) For every subsequence {xk^]f^^ witli Xk^ G Q.^  for all j = 0 ,1 ,2 , . . . , such that 
hm Xk = x one has x G C 
i—vr^ j ^ O O 
We denote by NCCS(R^), the family of nonempty closed convex subsets of 
Let C and Ck for fc = 0 ,1 ,2 , . . . , belong to NCCS(M^). If the sequence {Ck}f^Q con-
verges to C in the Mosco sense, then the secjuence of projections {Pck}V=o converges 
to Pc see [7, Lemma 4.2]). 
Definition 2.0.9. [17, Definition 11] Let d and d belong to NCCS(R^). The 
p-distance between Ci and C2 is defined by 
d,(Ci,C2) := s«p,|,,||<_,||Pc,(x) - Pc,{x)\\. (2.0,10) 
2.1 Metric Projection 
Let C be nonempty subset of a normed space X and .x G X. An element yo G C" is 
said to be a best approximation of x if 
l|a^-?7o|| = f^ (.^ •,C'), 
where d{x,C) = inf ||a: — y||. The number d{x,C) is called the distance from x to C. 
y&C 
The (possibly empty) set of all best approximations from x to C is denoted by 
Pcix) = {yeC:\\x-y]\^d{x.C)}. 
This defines a mapping Pc from X into 2*- and it is called the metric projection 
onto C. The metric projection mapping is also known as the nearest point projection, 
proximity mapping or best approximation operator. 
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Theorem 2.1.1. Let C be a nonempty closed convex subset of a Hilbert space %. 
Then, for each x € "H, there exist a unique y E C such that 
\\x — r/\\ — inf lla; - z\\ 
The above theorem says that Pc{-) is a single-valued projection rnapping from 7i 
onto C. 
Some important properties of projections are gathered in the following proposi-
tions. 
Proposition 2.1.2. Let C be a nonempty closed convex subset of a flilbert space %. 
Then, 
(i) Pc is idempotent, that is, Pc{Pc{x)) = Pci^), for all x EH; 
(a) Pc is firmly nonexpansive, that is, {x — y, Pc{x) — Pc{y)) > ll-fb(a^) — Pc{y)\['^, 
for all x,y E H; 
(Hi) Pc is nonexpansive, that is, \\Pc{x) - Pc{y)\\ < \\x - y\\, for all x,y e Ti; 
(iv) Pc is monotone, that is, {Pc{x) - Pc(y),x-y) >Q, for all x,y e U. 
2.2 The Gradient Projection Algorithm 
Let C be noempty closed convex subset of a Hilbert space V. and / : C -> M be a 
function. Consider the constrained minimization problem: 
min/ (x) , (2.2.1) 
Assume that the minimization problem (2.2.1) is consistent. We denote by 5, the 
solution set of (2.2.1). 
Let / : C -^ R be Frechet differentiable convex function. We consider the following 
convex minimization problem: 
min/(xO 
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. It is well known (see, for example, [2, 39]) that this minimization problem is equiv-
alent to the following variational inequality prol^lem: 
Find X* eC such that (V/(x*). y - x*) > 0, for all y 6 C, (2.2.2) 
where V / : ?^ —>• 7^ is the gradient of / . The following is the general form of the 
variational inequality problem, denoted by {VIP{F,C)): 
Find X* e C such that {F{x*),y - x*) > 0, for all y € C, 
where F : C ^ H he a nonlinear mapping. For further details and applications of 
variational inequahties, we refer to [2, 39] and the references therein. The following 
result provides the equivalence between a variational inequality problem and a fixed 
point problem. 
Proposition 2.2.1. Let C be a nonempty dosed convex subset of a Hilbert space H 
and F : C ^ T-i be an operator. Then, x* e C is a solution of a VIP{F, C) if and 
only if for any j > 0, x* is a fixed point of the m.apping Pc{I — 7^^) : C ^- C, that is, 
X* = Pc(x* -jFix*)), (2.2.3) 
where Pc{x* — ^F{x*)) denotes the projection of {x* — jF{x*)) onto C, and I is the 
identity mapping. 
In view of the above proposition and discussion, we have the following proposition. 
Proposition 2.2.2. Let C be a nonempty closed convex subset of a Hilbert space H 
and F : C —¥ H be a convex and Frechet dijjerential function. Then the following 
statement are equivalent: 
(i) X* e C is a solution of (2.2.1); 
(it) X* eC solves VIP{F,C) (2.2.2); 
(it) X* e C is a solution of (2.2.3); 
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From the above equivalence, we have the following gradient projection method. 
Theorem 2.2.3. [Projection Gradient Method] Let C be a nonempty closed convex 
subset of a Hilbert space Ti and F : C ^ H be a Lipschitz continuous and strongly 
monotone mapping with constants L > 0 and /3 > 0, respectively. Let ^ > 0 be a 
constant such that 7 < -^. Then, 1 
(i) Pc(I — 'jF) : C —^ C is a contraction mapping and there exist a solution x* E C 
oftheVIP{F,C). 
(a) The sequence {x„} generated by the folloiving iterative, process: 
Xn+i = Pc{I -lF){Xn), forallneN, 
converges strongly to a solution x* of the VIP{F,C). 
In view of Proposition 2.2.2 and Theorem 2.2.3 we have the following methods for 
finding an approximate solution of a convex and differentiable minimization problem. 
Theorem 2.2.4. Let C be a nonempty closed convex subset of a Hilbert space H 
and f : C ^ M. be a convex and differentiable function such that the gradient V / 
is Lipschitz continuous and strongly monotone mapping with constants L > 0 and 
P > 0, respectively. Let {7„} be a sequence of strictly positive real numbers such that 
2/3 
0 < liminf 7„ < limsup7„ < r^^ r. (2.2.4) 
Then, the sequence {x„} generated by the following gradient projection method 
x„+i = Pc{I - 7V/)(.T„), for all n e N, (2.2.5) 
converges strongly to the unique solution of the minimization problem (2.2.1). 
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The sequence {a;„} generated by the eciuation (2.2.5) converges weakly to the 
unique solution of the minimization problem (2.2.1) even when V / is not necessary 
strongly monotone, see for example [Theorem 4.8, pp.98] 
We present an example to illustrate GPA method. 
Example 2.2.1. Let C = [0,1] he a closed convex set in R, f{x) = x^ and 7„ = 1/5. 
Then, all. the conditions of the Theorem 2.2.4 are satisfied and the sequence generated 
by the equation (2.2.5) converges to 0 witli, initial guess Xi = 0.01. We have the 
following iterates: 
Table 2.1 
No.of Iterations (n) 
1 
2 
3 
4 
5 
Xji 
.0100 
.0060 
.0036 
.0022 
.0013 
No.of Iterations (n) 
6 
7 
8 
9 
10 
Xn 
.0008 
.0005 
.0003 
.0002 
.0001 
No.of Iterations (n) 
11 
12 
13 
14 
15 
•^n 
.0001 
.0000 
.0000 
.0000 
.0000 
From the Table 2.1, it is clear that the approximation solution a; = 0 is obtained 
after 11*'' iteration. We performed the iterative scheme in Matlab R2010. 
2.3 Mann's Iterative Method 
Let C be a nonempty closed convex subset of a real Hilbert space H and T ; C 
be a mapping. The well-known Mann's iterative algorithm is the following. 
C 
Algorithm 2.3.1. For any arbitrary x^ e Ti. Generates a sequence {x„] through the 
recursion: 
x„+i = (1 - an)x„ + anTxn, n > 0 
where { Q „ } is (usually) assumed to be a sequence in [0,1]. 
(2.3.1) 
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X 
10 15 
No. of Iterations (n) 
20 25 
Figure 2.1: Convergence of {a:„} in Example 2.2.1 
/ 
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Theorem 2.3.1. Let C be a nonempty closed convex subset of a Hilbert space H and 
T : C ^ C be nonexpansive map with a fixed point. Assume that {«„} is a sequence 
m [0,1] such that 
oo 
J]a„(l -Q„) = oo. (2.3.2) 
Then, the sequence {xn} generated by Mann's Algorithm 2.3.1. converges weakly to a 
fixed point ofT. 
Xu [63] studied the weak convergence of the sequence generated by the Mann's 
Algorithm 2.3.1 to a fixed point of an a-averaged mapping. 
Theorem 2.3.2. [63, Theorem 3.5] Let H be a real Hilbert space andT -.H^n be 
an a-averaged mupping with a fi,xed point. Assume that {«„} is a sequence in [0.1/a] 
such that 
^ On ( «n ] = oo- (2.3.3) 
r i = l ^ 
Then, the sequence [xn] generated by Mann's Algorithm 2.3.1 converges weakly to a 
fi,xed point of T. 
We illustrates Mann's Algorithm with the help of the following examples: 
Example 2.3.1. Let T : [0,1] -^ [0,1]. be mapping defined by 
Tx=^ — - - + -. for all X e [OA]. 
4 2 4 - ^ ' 
Then, T i.s nonexpansive. Let {a„} = { ^ } - Then all the conditions of Theorem 
2.3.1 are satisfied and the sequence {x„} generated by Mann's Algorithm 2.3.1 con-
verges to the fixed point ofT, that is to x — 0.1716. We take the initial guest x\ = .01 
and perform, the Mann's Algorithm 2.3.1 by using Matlab R2010. We obtain tfie fol-
lowing iterates. 
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Iterations (n) 
1 
2 
3 
4 
5 
6 
7 
8 
'^n 
0.0100 
0.4800 
-0.1386 
0.4784 
-0.0346 
0.3280 
0.0770 
0.2324 
Table 3.1 
Iterations (n) 
9 
10 
11 
12 
13 
14 
15 
16 
•'^n 
0.1367 
0.1919 
0.1604 
0.1777 
0.1683 
0.1733 
0.1707 
0.1720 
Iterations (n) 
17 
18 
19 
20 
21 
22 
23 
24 
•^n 
0.1714 
0.1717 
0.1715 
0.1716 
0.1716 
0.1716 
0.1716 
0.1716 
From the Table 3.1 it is clear that the sequence generated by the Mann's Algorithm 
2.3.1 converges to a; = 0.1716 which is obtained after 19*'' iteration. 
c 
20 30 40 
No.of Iterations (n) 
50 60 
Figure 2.2: Convergence of {xn} in Example 2.3.1 
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Example 2.3.2. Let T : [0,1] -^ [0.1] be defined by 
9 1 
Tx =—X-i-—Sx, for all X e [0,1]. 
where 5'x = ^ — | + | is a nonexpansive map and {Q;„} = 10 — { i } . Then T is a 
j^-averaged mapping and all the conditions of Theorem 2.3.2 are satisfied. Hence the 
sequence {x„} generated by Mann's Algorithm 2.3.1 converges to the fixed point ofT, 
that is to 0.1716 with initial guess Xi — 0.01. 
Table 3.2 
No. of Iterations 
1 
2 
3 
4 
•^n 
0.0100 
0.2215 
0.1550 
0.17770 
No. of Iterations 
5 
6 
7 
8 
'^^n 
0.1693 
0.1725 
0.1712 
0.1717 
No. of Iterations 
9 
10 
11 
12 
X(n) 
0.1715 
0.1716 
0.1716 
0.1716 
From the Table 3.2 it is clear that the fixed point x = 0.1716 is obtained after 9"" 
iteration. We performed the iterative scheme in Matlab R2010. 
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Figure 2.3: Convergence of {x„} in Example 2.3.2 
Chapter 3 
Projection Methods for Split 
FeasibiUty Problems 
3.1 Introduction 
From vAie very early stage of iterative methods, projection methods are used to solve 
the optimization problems. There are several ways to employ projection onto con-
vex sets. This class of projection algorithms has received much attention and great 
progress in recent years and have successfully applied in various fields of mathemat-
ics. Apart from theoretical interest, the main advantage of projection methods is 
computation. With the help of projection methods. One can very easily handle the 
huge-size problem of sufficiently large dimension. 
Diiferent authors have given different type of projection methods to solve SFP. In 
2010 }Cu [63] proposed the fixed point method to solve SFP, which is based on the 
orthogonal projection onto nonempty closed convex sets. Further, Xu gave Mann's 
iterative algorithm to compute the solution of SFP. He also introduced regularization 
algorithm to find the minimum-norm solution of the SFP. 
In 2005 Censor et al. [16] proposed a projection algorithm for multiple-sets split 
feasibility problem that allowed to do the the orthogonal projections onto a sequence 
of closed convex set by minimizing the proximity function. They also established the 
convei'gence scheme of this very algorithm. 
Further, In 2007, Censor et al. [17] formulated a perturbed projection algorithm 
for mUltiple-sets split feasibility problem by applying the orthogonal projections onto 
a sequence of supersets of the original sets of the problem. This development is based 
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on the results of Santo and Scheimberg [56]. 
In 2012 Zhao et. al, [70] modified the algorithm introduced by Censor et al in 
2005 [16] and proposed modified projection algorithm for multiple-sets split feasibility 
problem, and also established its relaxed scheme. 
In this chapter we study different types of projection methods for SFP and MSSFP, 
and also presents their convergence scheme. 
3.2 Regularization and Minimuin-Norm Solution 
Throughout this section we assume that F denotes the solution set of split feasibility 
problem. Let C and Q be nonempty closed convex subsets of real Hilbert spaces Hx 
and 7^2, respectively, and let A be a bounded linear operator from T-L\ to 'H2-
Let 7 > 0 and assume that x* 6 F. Then, Ax* e Q which implies the equation 
(/ — PQ)AX* = 0 which in turns implies the equation 'yAJ{I — PQ)AX* = 0, hence 
the fixed point equation (/ - 7 ^ ^ ( / - PQ)A)X* = x*. Requiring that x* € C, Xu [63] 
considered the fixed point equation: 
PC{I-IA'{I-PQ)A)X*^X*. (3.2.1) 
and also observed that solutions of the fixed point equation (3.2.1) are exactly solu-
tions of SFP (1.1.2). 
Proposition 3.2.1. [63, Pro-position 3.2] Given x* e Hi. Then x* solves the SFP 
(1.1.2) zf and only if x* solves the fixed point equation (3.2.1). 
Xu [63] proposed iterative algorithm to find out the minimum-norm solution of 
the split feasibility problem with the help of regularization parameter. 
He considered the following minimization problem: 
1 
mmf{x) := -\\Ax - PQAX\\'^, 
which is, in general, ill-posed. So regularization is needed. He considered Tikhonov's 
regularization: 
min/„(x) = -WAx ~ PqAxf + -a\\xf, (3.2.2) 
xec 
where a > 0 is the regularization parameter. The regularized minimization (3.2.2) 
has a unique solution which is denoted as ;;;„. 
Xu considered Xmin to be the minimum-norm solution of the spht feasibility prob-
lem. This implies that, .TnUn G F has the property 
!|.T,ni„|| = min{||.T*|| : x" G F}. 
Xmin can be obtained by two steps. First, observing that the gradient 
Vfa = Vf{x) + aI = A'iI-PQ)A + aI 
is (a -I- ||/l|p)-Lipschitz and of-strongly monotone, the mapping Pc{I — 7 V / Q ) is a 
contraction (see [63]). Since x„ is a fixed point of the mapping Pcil ~ 7V/„) for any 
7 > 0 and it can be obtained through the limit as n —> oo of the sequence of Picard 
iterates 
.<+! - (Pcil - 7 V / „ ) ) < . 
Secondly, letting a —>• 0 yields Xa -^ x„^i„ in norm. It is interesting to know if 
these two steps can be combined to get .Tmin in a single step. 
Xu [63] established the following theorem to find out the minimum-norm solutitju 
x'min in a single step for a suitable choices of 7 and a. 
Theorem 3.2.2. [63, Theorem 5.5j Assume that the SFP (1.1.2) is consistent. Define 
a sequence {.T„} by the iterative algorithm 
.T„+i = Pc{I - 7nV/a„).x„ = Pc{{I - rt„7„)x„ - 7„A^(/ - FQ)AX-„), (3.2.3) 
where {an} o^nd {7„} satisfy the following conditions: 
(i) 0 < 7„ < pijI^T^ for all (large enough) n; 
(ii) an —)• 0 and 7^ —> 0; 
(iv) (|7„+i - 7„| + 7n|«r,+i - a„|)/(a„,+ i7„+i)^ -> 0-
29 
'I'tien, {Xnf converges in norm to the minimum-norm solution of the SFP (1.1.2). 
In Theorem 3.3.1, the sequence {7„} is forced to tend to zero. In the foUowing 
theorem, ]Cu [63] has kept it constant to get weak convergence of {x„} as shown 
below: 
Theorem 3.2.3. [63, Theorem 5.7] Assume the SFP (1.1.2) is consistent. Define a 
sequence {]a:„} by the iterative algorithm 
Xn+l = Pcil - iVf^JXn = Pciil " 7«n)a:„ - 7^^(J - PQ)AX,,}. (3.2.4) 
Assume that 0 < 7 < 2/ | |^ |p and X ^ ^ Q a'„ < 00. Then {xn} converges weakly to a 
solution of the SFP (1.1.2). 
3.3 Projection Method for Multiple-Sets Split Fea-
^ibility Problem 
B M Given closed convex sets Ci C R-^, i = l , 2 , . . . , i , and closed convex sets Qj C 
j = 1,2,. ., r, in the A'' and M dimensional Euclidean spaces, respectively, and A an 
M X N r€!al matrix. 
For notational convenience reasons, Censor et al. [16] considered an additional 
closed convex set fl C E ^ and further defined the constrained multiple-sets split 
feasibility problem as the problem: 
find X* e n such that x* solves (1.2.1) 
They defined a proximity function on R^ for this problem by 
t r 
pix) := (1/2) ^ a , | | : c - Pa{x)f + (1/2) J ^ / ^ . - ^ x - PQ^{AX) 
(3.3.1) 
(3.3.2) 
i = l 
and 
Vp{x) •.= ^ a,ix - PcA^)) + J2PJA''{AX - PQM^)1 (3-3.3) 
4 = 1 J = l 
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where ft,; > 0 for all i, 0j > 0 for all j . In order to find a solution of the constrained 
multiple-sets split feasibility problem they considered the minimization problem. 
min p(x), (3.3.4) 
and proposed the following algorithm. 
Algorithm 3.3.1. For any arbitrary .TQ G K ^ . For n > 0, generate.^ a sequence via 
(3.3.5) 
where s is positive scalar such that 0 < s < 2/L and L is a Lipschitz constant of the 
gradient Vp{x) of the proximity function tn (3.3.2). 
Censor et al. [16] estabhshed the convergence of the Algorithm 3.3.1. They 
addressed the conveigence of Algorithm 3.3.1 with two different tools. One is based 
on the constant step-size lemma for gradient projection methods, and other is based 
on Doldze's theorem which is inspired by the work of Byrne [6]. 
Theorem 3.3.1. [16. Theorem 2] Let C = nl=i d and Q = 0^=1 Qj be intersec-
tions of nonempty closed convex sets in K^' and R ^ , respectively. Let fl C R^ be a 
nonempty closed convex set, A be an Mx N real matrix and p{x) be as in (3.3.2) with 
Ui and /3j positive scalars. Then, 
(i) the gradient Vp{x) of the proximity function (3.3.2) is Lipschitz continuous and 
t r 
L = Y. "' + ./'(^ ^^ ) S i^' (3.3.6) 
i=i j=i 
is a Lipschitz constant, where p{A~^A) is the spectral radius A^A, and 
(it) if s IS a positive scalar such that 0 < s < 2/L, where L is a Lipschitz con-
stant ofVp{x), then every limit point of any sequence o/{2;,,}^o, generated by 
Algorithm 3.3.1. is .stationary point of the function p(x) over Q. 
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Since Theorem 3.3.1 does not guarantees the convergence of sequences generated 
by the Algorithm 3.3.1, Censor et al [16] established the foUowing convergence result. 
Theorem 3.3.2. [16, Theorem 3] If the assumption of Theorem 3.3.1 hold, then the 
sequence {x„} generated by Algorithm 3.3.1, converges to a solution of the constrained 
multiple-sets split feasibility problem, whenever it exits. 
3.4 Modified Projection Method for Multiple Sets 
Split Feasibility Problem 
Zhao et al.[70] studied the projection Algorithm 3.3.1 for multiple sets spht feasibility 
problem and proposed the modified projection algorithm which is defined as follows: 
. Given closed convex sets Cj C R-'^ , i = l , 2 , . . . , i , and closed convex sets Qj C R^, 
j = 1,2,. . . , r, in the N and M dimensional Euclidean spaces, respectively, and A an 
M X N real matrix. For notational convenience reasons, just like Censor et al. [16], 
they also considered an additional closed convex set ncR^, where fi is as defined 
in equation (3.3.1). 
Algorithm 3.4.1. For any arbitrary xo e R^, CTQ > 0, /3 e (0,1), 0 e (0,1), 
p e (0,1). For n = 0,1, 2 , . . . , compute 
Xn = Pnixn - 7„Vp(x„)), (3.4.1) 
where 7„ is chosen to be the largest 7 e {cr„, cr„/5, cr„/3^ . . . } satisfying 
7||Vp(x„) - Vp{xn)\\ < e\\xn - xj. (3.4.2) 
Let ; 
a:„+i = P x ( 5 n - 7 n ( V p ( x „ ) - V p ( x „ ) ) ) (3.4.3) 
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'>„||V?H^-n^l) - Vp(.T„)|| < p\\Xn+l - Xn\\, (3.4.4) 
then set fT„ = CTQ; otherwise, set (7„ = 7„. 
Here, the function p{x) is proximity function is as defined in equation (3.3.2). 
We can take p{xn) < f- or ||Vjo(a;„)|| < e as the stopping criteria in tliis algoritiim. 
We have the following result on the convergence of the sequence generated l)y 
Algorithm 3.4.1. 
Theorem 3.4.1. [70, Theorem 4-ij Let X be a nonempty closed convex set m R^ 
with a simple structure and {.x'„} be a sequence generated by Algorithm 3.4-1. Iftfie set 
X contains at least one solution of the constrained multiple-sets split feasibility prob-
lem, then [xn] converges to a solution of t.h.e constrained multiple-sets split feasibility 
problem. 
3.5 Relaxed Modified Projection Method for Mul-
tiple Sets Split Feasibility Problem 
Zhao et al. [70] proposed the relaxed scheme of modified projection methods for 
multiple sets split feasibility problem. In order to established their scheme, they 
imposed some assumption on the underline sets. 
Let 
Q,„ - {.T e R^'lCiix,,) + {^:,X- Xn) < 0}, 
where £," G dci{xn) for i = 1, 2 , . . . t, and 
Q,,„, = {y € m.^'\q,{A^„) + {'q],y - A T „ ) < 0}, 
where rf- € dqj^Axj,) for j = 1,2,... r. 
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The Ci's and g^'s are the convex function frona R^ and respectively E*^ to R, 
and dci{xn) and dqj{Axn) are the subdifferentials of Cj and QJ at (x„) and (Ax„) 
respectively, and A is M x A^  real matrix. Define 
t r 
p,{x) := (1/2) J2"^11^ - Pc,M\\' + {1/2)J2PM^ - PQ.n{Ax)\\', (3.5.1) 
i=i j=i 
where a; > 0, Pj > 0 Vij 
t r 
Vpn{x) := J ] a , ( x - Pc,M) + X ; /3^^^ (^^ - ^Q„„(^3;)), (3.5.2) 
Algorithm 3.5.1. For any arbitrary XQ e R^, CTQ > 0, /3 € (0,1), 6* e (0,1), 
p e (0,1). For n = 0,1, 2 , . . . , compute 
Xn = Pr!(.x„ - 7nVp„(a;„)), (3.5.3) 
if/iere 7„ «5 chosen to be the largest 7 e {cr„, o-„/?, <T„/?^ . . . } satisfying 
7||Vp„(S„) - Vp„(x„)|| < 6'|| 
II- (3.5.4) 
Let 
If 
Xn+\ = Px{Xn - 7n(VjO„(x„) - V p „ ( x „ ) ) ) (3.5.5) 
7n||Vp„(x„+i) - Vp„(.x-„)|| < p\\xn+i - x„||, (3.5.6) 
then set a^ = ao; otherwise, set (yn = In-
Here, ithe function p„(x) is proximity function is as defined in equation (3.5.1). 
We cajn takep„(x„) < e or || Vp„(x„)|| < e as the stopping criteria in this algorithm. 
By [70, Lemma 4.2] and combining the proofs of [70, Theorem 3.1] and [70, The-
orem 4.1], they proved the convergence of Algorithm 3.5.1. 
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3.6 Per turbed Projection Method 
Censor et al. (17) proposed a perturbed projection algorithm for multiple-sets split 
feasibility problem by applying the orthogonal projections onto a sequence of super-
sets of the original sets of the problem. This work is based on the results of Santo 
and Scheimberg [56]. 
Let Q'TV be the family of closed convex sets of R-^, let r2„ and 17 be sets in 3=^ - such 
that f]„ converges to fl as n ^ oo in Mosco-sence that is n„ —> Q. For more detail 
see [17, section 3]. Let Q and Cj,„ be sets in Q^ jv, for i — 1,2,... ,t, and Qj and Qj^,,. 
be sets in '-^M, where "^M is the family of closed convex sets of R^', for j = 1, 2 , . . . , r 
such that Cj.n -^ Ci and Qj^n ~^ Qj as n —)• oo. Define the operators: 
r(x-) := Pn Ix-s I X]a.(.T - Pc,{x)) + ^ / ? , / l ^ ( A x - PQ^X))) \ (3.6.1) 
Ux) :^ PuA X ~ s iTadx - Pc,Jx)) + Y,P3A''iAx - PQ,JAX))\ \ 
(3.6.2) 
From [16, Theorem 2] we know that the operator 
t r 
Y, <I -Pc,) + Y. f^^^^(^ - PQ^)^- (3.6.3) 
is Lipschitz continuous with Lipschitz constant L := X^^ j^ a.i + '^X^^=i Pj-, where A 
is the spectral radius of A^A. Therefore, it is [/-inverse strongly monotone (f-ism) 
with V = 1/L, and so are the operators Yli~\ ^d^ ~~ Pci,^) + 5Zj=i PjA^[I — PQJ „)A. 
for fc = 0,1,2 , Combining these facts with (Proposition 2.1, [69]), we obtain the 
following conclusion. 
Lemma 3.6.1. [17, Lemma 13] Let Q„ mid Q be sets in ^N such that Qn -^ f^  «-s 
n -> oo. Let Q and C\,n he sets in '-i/v, for i = 1,2,... ,t, and Qj and Qj^n be sets 
in ^M, for j = 1,2, . . . , r, such that Q.^, -> d, and Qj^^ ~^ Qj as n -^ oo. Then 
the operators T andXa, defined in (3.6.1) and (3.6.2) are nonexpansive operators for 
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0 < s < 2/L, where L = Yll=i cti + ^ Zlj=i Pj o.'^d A is the spectral radius of A^A. 
Moreover^ the operator sequence {r„}^Q converges to T. 
Censor et al. [17] proposed the following perturbed projection algorithm. 
Algorithm 3.6.1. Let XQ G M ^ he arbitrary. For n > 0, generates the sequence 
Xn+\ = (1 - tn)xn + e„r„(a;„), (3.6.4) 
where tn G (0,1) satisfying 
2j£n( l ~ t„) = +00. 
n=0 
and T„ is as defined in equation (3.6.2). 
The following theorem provides the convergence of Algorithm 3.6.1. 
Theorem 3.6.2. [17, Theorem 15] If the assumption of Lemma 3.6.1 arc satisfied 
and e„ G (0,1) for n = 0,1, 2 , . . . , then any sequence {Xn}'^=o, generated by Algorithm 
3.6.1, converges to a fixed point ofT, provided that such a fixed point exists and that 
Y , en ] dpi^n, n) + s l j 2 « i^p(Ci ,n , C^) + \^'^ J^ MpiQj.n, Qj) J [ < OO, (3.6.5) 
n=0 I \ i = l j=l / J 
for any p > 0, and any {en}^o /<"" which Y1'^=Q £»(! - ^n) = +00. 
Remark 3-6.1. Theorem3.6.2 shows that any sequence generated by Algorithm 3.6.1 
converges to minimization of the function (3.3.2) over the set i7, provided the min-
imizer exist, just in the case of [17, Algorithm 7]. Zhao and Yang in [69] developed 
a perturl^ed projections method for the SFP based on CQ algorithm. Their method 
can be viewed as a special case of Algorithm 3.6.1. 
Chapter 4 
CQ-Methods for Split Feasibility 
Problem 
4.1 Introduction 
In the pioneer paper [15], Censor and Elfving introduced the concept of a spht feasibil-
ity problem (SFP) and used multidistance method to obtain the iterative algorithms 
for solving this problem. Their algorithms as well as others obtained later involves 
matrix inverses at each step. Byrne [5, 6] proposed a new iterative method called 
CQ-method that involves only the orthogonal projections onto C and Q and does not 
need to compute the matrix inverses, where C and Q are nonempty closed convex 
subsets of Hilbert spaces. It is one of the main advantages of this method compare 
to other methods. The CQ algorithm is as follows: 
a:„+i = Pc [xn - lA^{I - PQ)Axn) , ra = 0 , 1 , . . . , 
where 7 € (0. 2/L), L is the largest eigenvalue of the matrix A^ A, and Pc and PQ 
denote the orthogonal projections onto C and Q, respectively. Byrne also studied 
the convergence of the CQ algorithm for arbitrary nonzero matrix A. Inspired by the 
work of Byrne [5, C], Yang [68] proposed a modification of the CQ algorithm, called 
relaxed CQ algorithm in which he replaced Pc and PQ by Pc„ and PQ„ , respectively, 
where C„ and Qn are half-spaces. One conmion advantage of the CQ algorithm and 
relaxed CQ algorithm is that the computation of the matrix inverses is not necessary. 
However, they used a fixed step-size related to the largest eigenvalue of the matrix 
A~^ A. Computing the largest eigenvalue may be hard and conservative estimate of the 
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step-size usually results in slow convergence. So, Qu and Xiu [52] modified the CQ 
algorithm and relaxed CQ algorithm by adopting Armijo-like searches. The modified 
algorithm need not compute the matrix inverses and the largest eigenvalue of the 
matrix A^A, and make a sufficient decrease of the objective function at each iteration. 
Zhao et al. [70] proposed a modified CQ algorithm by computing step-size adaptively 
and perform an additional projection step onto some simple closed convex set X C M^ 
in each iteration. Since all the algorithms have been introduced in finite-dhncnsional 
setting, Xu [63] proposed the relaxed CQ algorithm in infinite-dimensional setting, 
and also proved the convergence of the proposed algorithm. In 2011, Li [42] developed 
some improved relaxed CQ methods with the optimal step-length to solve the split 
feasibility problem based on the modified relaxed CQ algorithm [52]. 
• In this chapter, we present different kinds of CQ algorithms, namely, CQ algo-
rithms, relaxed CQ algorithm, modified CQ algorithm, modified relaxed CQ algo-
rithm, modified projection type CQ algorithm, modified projection type relaxed CQ 
algorithm and improved relaxed CQ algorithm. We present the convergence results 
for these algorithms. We also present an example to illustrated CQ algorithm and its 
convergence result. 
4.2 )Q Algorithm 
Let C and Q be nonempty closed convex sets in R''^  and M* ,^ respectively, and A be 
an M X N real matrix. Let Pc and PQ denote the orthogonal projections onto C and 
Q, respectively. Byrne [5, 6] introduced the following CQ algorithm: 
Algorithm 4.2.1. Let XQ 6 M^ be an initial guess. 
Generates a sequence {xn} by 
j Xn^^^Pc{xn-lA'^{I-PQ)Axn), n = 0,1,2,..., (4.2.1) 
I 
where 7 k (0, 2/Z) and L is the largest eigenvalue of the matrix A^A. 
j 
It can be easily seen that the CQ algorithm does not require the computation of 
the inverse of any matrix. We need only to compute the projection onto the closed 
convex s^ts C and Q, respectively. 
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Byrne also studied the convergence of the above method and estabhshed the fol-
lowing convergence result. 
Theorem. 4.2.1. /5, Theorem 2.1/ Ans-wine the split feasibility problem (1.1.2) is 
consi.stent. Then, the sequence {x-„) generated by the CQ algorithm (4-2.1) converges 
to a solution of split feasibility problem (1.1.2). 
Rem,ark 4.2.1. The particular cases of the CQ methods are the Landweber and pro-
jected Landweber methods [40]. These algorithms are discussed in detail in the book 
by Bertero and Boccacci [8], primarily in the context of image restoration within 
infinite-dimensional spaces of functions (see also, [44]). With C = R^ and Q — {6}, 
the CQ algorithm becomes the Landweber iterative methods for solving the linear 
equations Ax = h. 
The following example illustrates the CQ algorithm and its convergence result. 
Example 4.2.1. Let C — Q — \—\,\\ be the closed convex sets in R, and A{x) ~ 2x 
be the bounded linear operator with noun 2. and let 7 = 2/5. Then, all the conditions 
of Theorem 4-2.1 are satisfied. 
We perform the computation of the CQ algorithm by taking the initial guess xi = 
0.01 and by using Matlab R2010. We have the following iterates: 
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Table 4.1 
No. of Iterations (n) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
x{n) 
.0100 
.7940 
.3236 
.6058 
.4365 
.5381 
.4771 
.5137 
.5049 
No. of Iterations (n) 
10 
11 
12 
13 
14 
15 
16 
17 
18 
x{n) 
.4970 
.5018 
.4989 
.5006 
.4996 
.5002 
.4999 
.5000 
.5000 
From the Table 4.1, it is clear that the the sequence generated by the CQ algorithm 
(4.2.1) converges to 0.5 after 16*'* iteration. 
4.3 Relaxed CQ Algorithm 
Let C and Q be nonempty closed convex sets in M.^ and M^^  respectively, and A 
he an M X N real matrix. Let Pcn and PQ^ denote the orthogonal projections onto 
the half-spaces C„ and Qn, respectively. In some cases it is impossible or need too 
much time to compute the orthogonal projections [7, 30, 33]. Therefore, if this is the 
case, the efficienc}^ of the projection type methods will be seriously affected, as would 
the CQ algorithm. Inexact technology plays an important role in designing efficient, 
easily implemented algorithms for the optimization problem, variational inequality 
problem and so on. The relaxed projection method may be viewed as one of the 
inexact methods. Fukushima [30] proposed a relaxed projection algorithm for solving 
variational inequalities and the theoretical analysis. The numerical experiment shows 
the efficiency of his method. 
Inspiijed by the work of Fukushima [30], Yang [68] proposed the relaxed CQ algo-
rithm. Iri order to describe relaxed CQ algorithm, he made some assumptions on C 
and Q, which are as follow: 
• The solution set of the split feasibility problem is nonempty. 
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Figure 4.1: Convergence of {.T„} in Example 4.2.1 
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C = {xeR^ : c{x) < 0} and Q^{yER^: q{y) < 0}. (4.3.1) 
where c and q are the convex functionals on R^ and R^ , respectively. 
The subgradients dc{x) and dq{y) of c and q at x and y, respectively, are defined as 
follows: 
dc{x) = {zeR^ : c{u) > c{x) + {u - x,z), \fu e R^} ^ 0, 
for all x € C, and 
dq{2j) = {WER^ : q{v) > q{y) + {v-y,w),yve R ^ } ^ 0, 
for all y G Q. 
• Note that the differentiability of c{x) or q{y) is not assumed. Therefore, both C 
and Q are general enough. For example, suppose any system of inequalities Ci{x) < 0, 
i £ J, where Cj(x) are convex and J is an arbitrary index set, may be regarded as 
equivalent to the single inequality c{x) < 0 with c{x) = sup{c,(x) : i 6 J } . One 
may easily get an element of dc{x) by the expression of dc{x) provided all Ci{x) are 
differentiable. 
With these assumptions, Yang [68] proposed the following relaxed CQ algorithm. 
Algorithm 4.3.1. Let XQ he arbitrary. For n = 0,1, 2 , . . . , calculate 
a^ n+i = Pcn K - lA'^il - PqMxn), (4.3.2) 
where {C„} and {Qn\ cife the sequences of closed convex sets defined as follows: 
Cn = {xe M^ : c(:r„) + (^„, a: - Xr,) < 0}, (4.3.3) 
where ^„ ^ dc{Xn), and 
Q„ - {y e R ^ : q{Axr,) + {r]n, V - Ax^) < 0}, (4.3.4) 
where rjn E dq{Axn) • 
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It can be easily seen that. C C C„ and Q Q Qn for ail n. Due to special form of 
Cn and Q„, the ortiiogonal projections onto Cn and Qn may be directly calculated 
[30]. Thus, the proposed algorithm can be easily implemented. 
Yang [68] proved the following convergence result for Algorithm 4.3.1. 
Theorem 4.3.1. [68, Theorem Ij Let {x-„} be the sequence generated by the Algorithm 
4-3.1. Then, {.T„} converges to a solution of split feasibility problem (1.1.2). 
Xu [63] further studied the relaxed CQ algorithm in the setting of Hilbert spaces. 
He proposed the generahzed form of the Algorithm 4.3.1 in the setting of Hilbert 
spaces and studied the convergence of the sequence generated by the proposed method. 
4.4 Modified CQ Algorithm and Relaxed CQ Al-
gorithm 
In CQ method and relaxed CQ method, we use a fixed step-size related to the largest 
eigenvalue of the matrix A^ A, which sometimes affects convergence of the algorithms. 
Therefore, several modifications of these methods are proposed in during the recent 
years. This section deals with such modified CQ method and relaxed CQ method. 
4.4.1 IVIodified CQ Algorithm and Its Convergence 
By adopting Armijo-like searches, which are popular in iterative algorithms for solving 
nonUnear programming problems, variational inequahty problems and so on [31, 65], 
Qu and Xiu [52] presented modification of CQ algorithm and relaxed CQ algorithm. 
In these modifications, it is not needed to compute the matrix inverses and the largest 
eigenvalue of the matrix A'^ A, and make a sufficient decrease of the objective functions 
at each iteration. 
Let C, Q, A, Cn and Qn be the same as in the previous section. Qu and Xiu [52] 
proposed the following modified CQ algorithm: 
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Algorithm 4.4.1. Given constants ^ > 0, cr G (0,1), 7 6 (0,1). Let XQ be arbitrary. 
For n — 0,1,2,..., calculate 
a^n+l = Pc {Xn - 0',^A^{I - PQ)AXn) , 
where Q;„ = /3j"^" and nin is the smallest nonnegative integer m such that 
f{Pc{x^ - P^^A'il - PQ)AXr,)) < 
/ (x„) - a {A"[I - PQ)Axn,Xn - Pc {xn - h'^A'il - PQ)Axn)) • 
The Algorithm 4.4.1 is in fact a special case of the standard gradient projection 
method with the Armijo-like search rule for solving convexly constrained optimization. 
Qu and Xiu established the following convergence of the modified CQ algorithm . 
Theorem 4.4.1. [52, Theorem 3.1] 
Let {Xn} be a sequence generated by the Algorithm 4-4-i- Then the following 
conclusiohs hold: 
(i) {xn} is bounded if and only if the solution set S of minimization problem: 
mmf{x):=\\\Ax-PQAxf 
, is nonempty. In this case, {a:„} must converge to an element of S. 
(ii) {Xn} is bounded and YmXn^oc f[xn) — 0 if and only if the SEP is solvable. In 
such a case, {xn} must converge to a solution of the SFP. 
Remark 4-4.1. Algorithm 4.4.1 is more applicable and it is easy to compute as com-
pared to CQ algorithm proposed by Byrne [5], as it need not determine or estimate 
the largest eigenvalue of the matrix A^A. The step-size «„ is judiciously chosen so 
that the function value /(a;„+i) has a sufficient decrease. It can also be identified the 
existence of solution to the concerned problem by the iterative sequence. 
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4.4.2 Modified Relaxed CQ Algorithm and Its Convergence 
Qu and Xiu [52] studied relaxed CQ algorithm proposed in the section 4.3 and pro-
posed a modified relaxed CQ algorithm. Let C, Q, A, Cn and Qn be the same as in 
section 4.3. 
For every n, let F„ : E ^ —)• R^ be function defined as 
Fnix) = A^{I' PQJAX. VX- e R ^ 
Modified relaxed CQ algorithm is the following: 
Algorithm 4.4.2. Given constant 7 > 0, / € (0,1), // G (0,1). Let xo be arbitrary. 
Forn = 0 ,1 .2 , . . . , let 
where an = 7^"^" and ra^ is the smallest nonnegative integer m such that 
\\F„iXn) - Fn(.X„)il < / x " ^ ' - ^ " " . (4.4.1) 
On 
Set 
Xn+i = Pcni^n - a„F„(x„)), 
where C„, Qn are the sequences of closed convex sets defined as in (4.3.3) and 
(4.3.4). 
Qu and Xiu [52] estabhshed the following convergence theorem. 
Theorem 4.4.2. [52, Theorem 4-1] Let {./;„} be a sequence generated by Algorithm 
4-4-2- If the solution set of split feasibility problem is nonempty, then {Xn} converges 
to a solution of split feasibility problem. 
4.4.3 Modified Projection Type CQ Algorithm 
Inspired by Tseng's modified forward-baclnvard sphtting method for finding a zero 
of the simi of two maximal monotone mappings [58], Zhao et al. [70] proposed a 
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modification of CQ algorithm, which computes the step-size adaptively, and performs 
an additional projection step onto some simple closed convex set X C R^ in each 
iteration. 
Algorithm 4.4.3. [70] Let XQ be arbitrary, do > 0, ^ e (0,1), 0 G (0,1), p e (0,1). 
For n = 0,1,2,... compute 
•^n ^C\''^n Tn-^ \'^n)): (4.4.2) 
where F = A^{I - PQ)A, 7„ is chosen to be the largest 7 G {cr„,a„/3.a„/3^,...} 
satisfying 
Let 
If 
l\\F{Xr;)-F{Xn)\\<B\\Xn-Xn 
Xn+l = Px {Xn - ln{F{Xn) ~ F{Xn))) • 
7„||F(2;„+i) - F(xn)\\ < p\\xr,+i - a;„||, 
(4.4.3) 
(4.4.4) 
(4.4.5) 
then set an = ao; otherwise, set cFn = "in-
This algorithm involves projection onto a nonempty closed convex set X rather 
than onto the set C, which can be advantageous when X has a simpler structure 
than C. The set X can be chosen variously. It can be chosen to be a simple bounded 
subset ofj R-'^  that contains at least one solution of split feasibility problem, it can 
also be directly chosen as X = M''^ . In fact, it can be more generally chosen to be 
a dynamically changing set Xn, provided H ^ o "^" contains a solution of the split 
feasibility problem. This does not affect the convergent result. The last step is used 
to reduce; the inner iterations for searching the step-size 7„. 
For siiich algorithm, we usually take 
; ^| | .T„ - P c ( x „ ) | P + \\\AXn - PQiAXnW < 0 
or 
^\\{I - PQ)Axnr < e 
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as the termination criterion, where t > 0 is chosen to be sufficiently small. 
Zhao et al. '70] estabhshed tiie foUowuig convergence result for the Algorithm 
4.4.3, 
Theorem 4.4.3. (70, Theorem 2.1J Let {xn} be a sequence generated by Algorithm 
4.4-3, X be a nonempty dosed convex set in R^ with a simple structure. If X{^T is 
nonempty, then {xn} converges to a solution of split feasibility problem. 
Remark 4.4.2. This modified CQ algorithm differs from the extragradient-type method 
[52, 37, 38], whose second equation is 
It also differs from the modified projection-type method [53, 57], whose second equa-
tion is 
4.4.4 Modified Projection Type Relaxed CQ Algorithm 
In Algorithm 4.4.3, the orthogonal projections PQ and PQ had been calculated many 
times even in one iteration step, so they should be assumed to be easily calculated. 
Howev(;r, sometimes it is difficult or even impossible to compute them. In ()rd(>r 
to overcome such situation turn to relaxed or inexact methods [52, 68, 29, 30, 33]. 
which are more efficient and easil}' implemented. Zhao et al. [70] introduced relaxed 
modified CQ algorithm for split feasibility problem. Let C, Q, A, C„ and Q„ be the 
same as in the Section 4.3: 
Algorithm 4.4.4. {10, Algorithm 3.1] Let xo be arbitrary, cr^ > 0, P E (0, l), 0 e 
(0,1), p e (0,1) for n == 0 ,1 ,2 , . . . , compute 
Xn = Pc„ (^» - JuFniXn)) , (4.4.6) 
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where 7„ is chosen to be the largest 7 G {ak,akl3, akP^...} satisfying 
l\\Fn{Xn) - F^{Xn)\\ < 9\\Xn ~ X„| | . (4.4.7) 
Let 
a^n+l = Px {Xn - ln{Fn{Xn) " Fr,{Xn))) • (4.4.8) 
If. 
7n\\Fn{Xn+l) - F„( .T„) | | < p | | x „ + i - X„| | , (4.4.9) 
then set an = ao; otherwise, set an — jn, 
where {C„} and {Q^} are the sequences of closed convex sets defined as in (4.3.3) 
and (4.3.4), respectively. 
Since projections onto half-spaces can be directly calculated, the relaxed algorithm 
is more practical and easily implemented than Algorithm 4.4.3 [52, 52, 68, 29, 30, 33]. 
Here, we hiay take 
-\\Xn - Pc,XXn)f + ^\\AXn - P o „ ( ^ X „ ) f < C, 
or [ 
^\\{I - PQjAxnf < e 
as the termination criterion. 
We have the following convergence result for the Algorithm 4.4.4. 
Theorem AAA. [70, Theorem 3.1] Let {xn} be a sequence generated by Algorithm 
4.4.4, X be a nonempty closed convex set in M.^ with a simple structure, if Xf\T is 
nonempty, then {x„} converges to a solution of split feasibility problem. 
Remark 4.4.3. In Algorithm 4.4.4, the set X can be chosen to be any closed subset of 
R^ with k simple structure, provided it contains a solution of split feasibility problem. 
Dynamically changing it does not affect the convergence. For example, set Xn — Cn, 
then we get the following double-projection method: 
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.XV, + i = Pc„ [Xn - ln{Fn{Xn) " Fn(Xn))) , 
for n = 0 ,1 .2 , . . . . This method differ-.s from the modified relaxed CQ algorithm 
m [52]. Their method is m fact an extragradient method, witli the second equation 
written as 
:C„+1 = Pa. {Xn - InKiXn)) • 
4.5 Improved Relaxed CQ Methods 
Li [42] proposed the following two improved relaxed CQ methods and shown how to 
determine the optimal step length. The detailed procedures of the new methods are 
presented as below: 
Let C, Q, A, Cn and Qn be the same as in the Section 4.3: 
Algorithm 4.5.1. Initialization: choose // G (0,1), e > 0, XQ G M.^ and n = 0. 
Step 1. Prediction: Choose an a„ > 0 sucli that 
Xn = Pcr, ix>, - «„F„(x„)) (4.5.1) 
and 
an\\Fr,{Xn) - Fn{x„)\\ < /x||x-„ - Xn\\ (4.5.2) 
Step 2. Stopping Criieriori : compute 
//||e„(a;„,Q„,)|| < e, terminate the iteration with the approximate solution .T„. Other-
wise, go to step 3. 
Step 3. Correction: The new iterate Xj,^.i is updated by 
x„+i = .< = Pa. {Xn " /•i„a„Fn(x„)), (4.5.3) 
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where 
a — X a* a* — \'^" 3;„, fl!„(a;„, x,,, a„ j / r ^ rj: <: ^ ,- ^n n\ 
an<i 
Set n := n + 1 and go to step 1. 
(4.5.4) 
(4.5.5) 
Algorithm 4.5.2. / Initialization: Choose fi E (0,1), e > 0, a;o G M^ and n = 0. 
Step 1. Prediction: Choose an a„ > 0 such that 
and 
Xn = PcS^n - OtnFn{Xn)) 
(^n\\"n\Xn) i'n\Xn)\\ — A^ H-^ n X^] 
Step 2.Stopping Criteria : Compute 
(4.5.6) 
(4.5.7) 
If ||e„(a;„Ja„)|| < e, terminate the iteration with the approximate solution x„. Other-
wise go to step 3. 
Step 3. Correction: The corrector x* is given by the following equation 
< = PcA^n - PnOinFn{Xn)), (4.5.8) 
where 
and 
dn{xn, Xn, a„) = x„ - .T„ - a„(F„(x„) - F„(5„)). (4.5.10) 
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Step 4. Extension: The new iterate a;„+i is ^ipdated by 
Xn^l = PC„ (Xn ~ PniXn - xD), (4.5.11 
where 
Pn TnPn • Pn 
* = l|3.'n - < | P + ^nan{xl ^ X„, FnjXn)) ^ ^^ ^ j ^ ^ ^ ^ ^ j ^ ^Q^ 2). 
(4.5.12) 
Set n := n + 1 and go to step 1. 
Remark 4.5.1. In the prediction step, if the selected «„ satisfies 0 < «„ < ;ti/L ( I is 
the largest eigenvalue of the matrix A^A), from [42, Lemma 2.3], we have 
a„|lF„(.r„) - Fn{x„)\\ < aM\^n - 3;„|| < ^i\\x„, - x„||, (4.5.13) 
and tlms condition (4.5.2) or (4.5.7) is satisfied. Without loss of gcncrahty, wc can 
assmne that inf{o'„} = a^un > 0. Since we do not know the value of L > 0 but it 
exist, m practice, a seh'-adaptive scheme is adopted to find such a suitable a„ > 0. 
For given Xn and a trial «„ > 0, along with the value of Fn{xn), we set the trial 3;„ 
as follows; 
Xn = Pc„{x„ - a„F„(x„)). 
Then calculate 
_ an\\Fn{Xn) - F„{Xn)\\ 
'n .— ||,-. _ - II ' 
||-'^ "fi. x^W 
if J'n < fJ, the trial Xn is accepted as predictor; otherwise, reduce «„ by a„ := 
.9/j,Q,* min(l, l / r„) to get a new smaller trial a„ and repeat this procedure. In the 
case that the predictor has been acceptcjcl a good initial trial a„+i for the next 
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iteration is prepared by the following strategy: 
{ ^ a „ if r„ < J/, (4.5.14) 
an otherwise, 
(usually z/e [0.4,0.5]). 
Condition (4.5.2) or (4.5.7) ensure that a,JjF„(a;„) -F„(x„) | | is smaller than | | x „ -
Xr^\\, however, too small an\\Fn{xn)-Fn{xn)\\ leads to slow convergence. The proposed 
adjusting strategy (4.5.14) is intended to avoid such a case as indicated in [35, 36]. 
Actually t^ is very important to balance the quantity of Q „ | | F „ ( X „ ) - F„(z„)|| and 
\\Xn - Xn\\' in practical computation. Note that there are at least two times to utihze 
the value of function in the prediction step: one is F„(x„), and the other is F„(x„) 
for testing whether the condition (4.5.2) or (4.5.7) holds. When «„ is selected well 
enough, x„ will be accepted after only one trial and in this case, the prediction step 
exactly utilizing the value of concerned function twice in one iteration. 
It follcfw from [42, 3.16] and [42, 3.27] that for Algorithm 4.5.1, there exists a 
constant T+I > 0 such that 
| | x „ + i - x * f < | | x „ - x * f - T i - | | x „ - x „ f . (4.5.15) 
From [42, 3.38], for Algorithm 4.5.2, there exist a constant T2 > 0 such that 
||i„+i - x*f < ||x„ - x*f - r, • {||x„ - x^r + Ikn - < i r } - (4-5.16) 
Finally, we have the following convergence result of the proposed methods. 
Theorem 4.5.1. [42] Let {x„} he a sequence generated by the proposed methods 
(Algorithms 4.5.1 and 4.5.2), {an} be a positive sequence and inf {a„} = amin > 0. 
/ / the soMion set of the SFP is nonempty, then {x„} converges to a solution of the 
SEP. 
Chapter 5 
Iterative Methods for Common 
Solutions of Split Feasibility and 
Fixed Point Problems 
5.1 Introduction 
Korplevich [38] introduced the so-called extragradient method for finding a solution of 
a saddle point problem. She proved that the sequences generated by this algorithm 
converge to a saddle point. Motivated by the idea of an extragradient method, 
Ceng et al. [10] introduced and analyzed an extragradient method with regu-
larization for finding a common element of the solution set F of the split feasibilit}-
problem (SFP) and the set Fix(5) of the fixed points of a nonexpansive mapping S in 
the setting of Hilbert spaces. Combining the regularization method and extragradient 
method due to Nadezhkina and Takahashi [50], they proposed an iterative algorithm 
for finding an element of Fix(S') H F. They proved that the sequences generated by 
the proposed method converges weakly to an element z € Fix(5') fl F. 
On the other hand, Ceng et al. [11] introduced relaxed extragradient method for 
finding a common element of the solution set F of the SFP and the set Fix(S') of fixed 
points of a nonexpansive mapping S in the setting of Hilbert spaces. They combined 
Mann's iterative method and extragradient method to propose relaxed extragradient 
method. The weak convergence of the sequences generated by the proposed method 
is also studied. The relaxed extragradient method with regularization is studied by 
Deepho and Kumam [22], They considered the set S of fixed points of a asymptotically 
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quasi-nonfexpansive and Lipschtiz continuous mapping in the setting of Hilbert spaces. 
They obtained the weak convergence resuU, for their method. 
Recently, Ceng et al. [12] proposed three different kinds of iterative methods for 
computing the common element of the solution set F of the split feasibility problem 
(SFP) and the set Fix(5') of the fixed points of a nonexpansive mapping in the setting 
of Hilbert spaces. By combining Mann's iterative method and the extragradient 
method, they first proposed Mann type extragradient-like algorithm for finding an 
element of the set Fix(S') fl F. Moreover, they derived the weak convergence of the 
proposed jalgorithm under appropriate conditions. Second, they combined Mann's 
iterative r^ethod and the viscosity approximation method to introduce Mann type 
viscosity algorithm for finding an element of the Fix(S')nF. The strong convergence of 
the sequerices generated by the proposed algorithm to an element of the set Fix(5) n F 
under mild conditions is also proved. Finally, by combining Mann's iterative method 
and the relaxed CQ methods, they introduced Mann type relaxed CQ algorithm for 
finding an element of the set Fix(5) fl F. They also established a weak convergence 
result for the sequences generated by the proposed Mann type relaxed CQ algorithm 
under appropriate assumptions. 
Very recently, Li et al. [41] and Zhu et al. [72] developed iterative methods for 
finding the common solutions of a SFP and a fixed point problem. 
In this chapter, we discuss extragradient method with regularization, relaxed ex-
tragradient method and relaxed extragradient method with regularization. We also 
mention the convergence results for these methods. Two examples are presented to 
illustrate these methods. We present Mann type extragradient-hke algorithm, Mann 
type viscosity algorithm, and Mann type relaxed CQ algorithm for computing an 
element of the set Fix(S') n F. The weak convergence results for these methods arc 
presented. Some methods are illustrated by some examples. 
5.2 An Extragradient Method 
Throughout this chapter, we assume that F n Fix(S') ^ 0. 
We present the following extragradient method with regularization for finding a 
common element of the solution set F of the split feasibility problem and the set 
Fix(S') of the fixed points of a nonexpansive mapping S. We also mention the weak 
convergence of this method. 
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Theorem 5.2.1. UO. Theorem S.Vi Let (' he a nonempty closed convex subset of 
a real Hilbert space Hy and S : C ^ (' be a nonexpansive mapping such that 
Fix(S) n r ^ 0. Let {x,,} a7id {y„} he the sequences in C generated by the following 
extragradient algorithm: 
( 
Xo = x e C chosen, arbitrarily, 
y„ = P c ( / - A„V/„J.T„, (5-2.1) 
Xn-^i = BnXn + (1 - /3„)5Pc(-Cn " A„V/a„ (y„)), for all n > 0, 
where V/„„ — Q „ / + A^{I - PQ)A, Yl'^^^s^n < oo, {A„} C [a.b] for some a.b e 
(O, jrjiii) and {/?„} C [c, c/j for some c,d€: (0,1). Then, both the sequences {a;„} and 
{pn} converge weakly to an element x G Fix[S) D F. 
Furthermore, by utihzing [50, Theorem 3.1], we can immediately obtain the fol-
lowing weak convergence result. 
Theorem 5.2.2. [10, Theorem 3.2] Let HuC and S be the same as in Theorem 
5.2.1. Let {xn} and {y.,,} be the sequences in C generated by the following Nadezhkina 
and Takahashi extragradient algorithm: 
XQ = X 6 C chosen arbitrarily, 
yn = Pc{I - A„V/).x„, (5.2.2) 
Xn+i = /3„.x-„ + (1 - dn)SPc{Xn " A„V/(?/„)), for all n > 0, 
where V / = A'^{1 - PQ)A, { A J C [a,6] for some a,b € (o, ^ ) and {/3„} C [c,d] 
for some c,de (0,1). Then, both the sequences {xn} and {y„} converge weakly to an 
element x € Fix{S) D F. 
By utilizing Theorem 5.2.1, we obtain the following results. 
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Corollary 5.2.3. [10, Corollary 3.2] Let C = Hi be a Hilbert space and S : Hi ^ 
Hi he a nonexpansive mapping such that Fix(S)r\{Vf)~^0 ^ 0. Let {x„} be a sequence 
qenerated by 
Xn+1 = PnXn + (1 - Pn)SPc{Xn " A„ V „ / a „ (L - K"^ faJXn), fOT all U > 0, 
(5.2.3) 
where S,^o^n < ^' i^n} C [a, b] for some a, b e (o, n ^ j and {/3n} C [c, d] for some 
c,d e (0,1). Then, the sequence {xn} converges weakly to x e Fix{S) D (V/)"-'. 
Corollary 5.2.4. [10, Corollary 3.3] Let C = Hi be a Hilbert space and B : Hi ^ 
2^^ be a maximal monotone m,apping such that B'^0 D (V/)""^0 7^  0. Let j f be the 
y-'esglyent of B for each r > 0. Let {a;„} be a sequence generated by 
>V 
o^v{= X € C chosen arbitrarily, 
(5.2.4) 
'' I M l = /5nX„ + (1 - Pn)Jr{Xn ' A „ V / „ „ ( / - A„ V / „ J 2 ; „ ) , Vn > 0, 
'"'where EJ^oa^ < 00, {A„} C [a, 6] for some a, 6 € (0, p w ) and {/3„} C [c, d] for some 
c,d E (0,1). Then, the sequence {x„} converges weakly to x E B~^0 fl (V/)"^. 
Example 5.2.1. Z-ei C = Q = [0,1] be a closed convex set in M. Let S : C ^ C be 
defined as 
S{x) = ^ ^ ^ ^ , forallxeC. 
Then, S is a nonexpansive mapping and 0 G Fix{S). Let A{x) = x he a hounded linear 
operator. Let an = ^, Pn = ^ and A„ — 2(n+i) • ^^^ ^^^ conditions of Theorem 5.2.1 
are satisfied. The sequences {x„} and {?/„} generated by the scheme (5.2.1) stoxiing 
with xi =i 0.1. Then, we observe that these sequences converge weakly to an element 
0 e Fix{S) n r . 
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We did the cirmputation in Matlab n2()10 and got the solution 0 after 8"' iterates 
Table 5.1 
No. of Iterations (n) 
1 
2 
3 
4 
5 
Vn 
.0750 
.0584 
.0265 
.0101 
.0035 
•^n 
.1000 
.0610 
.0269 
.0101 
0035 
No. of Iterations (n) 
6 
7 
8 
9 
10 
y{n) 
.0011 
.0004 
.0001 
.0000 
.0000 
x{n) 
.0011 
.0004 
.0001 
.0000 
.0000 
0.08 
0.07 
0.06 
0.05 
S 0.04 
0.03 
0.02 
0.01 f-
0 
0 20 40 60 80 
No. of Iterations (n) 
100 120 
Figure 5.1: Convergence of {y^} in Example 5.2.1 
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U. 1 
0.09 
0.08 
0.07 
0.06 
| 0 . 0 5 
0.04 
0.03 
0.02 
0.01 
n 
1 ' r 1 r T •• T 
-
-
-
-
-
-
• 
\ 
20 40 60 80 
No.of .Iterations (n) 
100 120 140 
Figure 5.2: Convergence of {xn} in Example 5.2.1 
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5.3 Relaxed Extragredient Methods 
In this section, we present a relaxed extragradiend method and study the weak con-
vergence of the sequences generated by this method. We also present a relaxed extra-
gradiend method with regularization for finding a common element of the solution set 
r of the SFP and the set Fix(5) of fixed points of a asymptotically quasi-nonexpansive 
and Lipschtiz continuous mapping in the setting of Hilbert spaces. The weak conver-
gence of the sequences generated by this method is also presented. 
Theorem 5.3.1. [11, Theorem 3.2] Let C he a nonempty closed and convex subset of a 
Hilbert space Hi and S : C -> C be a nonexpansive mapping such that Fix(S)nT ^ 0. 
Assume that 0 < A < ^ , and let {x„} and {y„} be the sequences m C generated by 
the following Mann type extragradient-like algorithm: 
XQ = X ^ Cchosen arbitrarily, 
y „ = ( 1 - /3 ,0X„ + (inPciXn " A V / „ „ ( x „ ) ) , ( ^ - ^ - l ) 
Xr,, + i = InXn + ( 1 " ln)SPc{yn " ^^ fa^iVn)), for all 71 > 0, 
whe7-e V/„„ ^ S/f + a„I = A ' ^ ( / - P Q ) / 1 + (V„/ and the sequences of parameters {an}, 
{fin}, {in} satisfy the following conditions: 
(ii) {fin} C [0,1] and 0 < liminf/^„ < limsup/i„ < 1; 
Hi {in} C [0,1] and 0 < liminf 7„ < hmsup7„ < 1. 
Then, both the sequences {x„} and {y„} converge weakly to an element z e Fix{S)r\r. 
The following relaxed extragradiend method with regularization for finding a c;oni-
nion (ilcunent of the solution set T of the SFI^ aiid the set Fix(5') of fix(!(l poinl.s of a 
asymptotically quasi-nonexpansive and Lipschtiz continuous mapping in the setting 
of Hilbert spaces is proposed and studied by Deepho and Kumam [22]. They also 
studied the weak convergence of the sequences generated by this method. 
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Theorem 5.3.2. [22, Theorem 3.2] Let C he a nonempty closed and convex subset 
of a HiMrt space Hi and S : C -^ C he a uniformly L-Lipsctiz continuous and 
asymptotocally quasi-nonexpansive mapping such that Fix(S) n T 7^  0. Assume that 
{kn} 6 [0,;Oo) for all n en such that E,T=i(^n - 1) < 00. Let {x„} and {?/„} he the 
sequences 'in C generated hy the following algorithm: 
XQ = X E C chosen arbitrarily, 
\yn^Pc{I-XnVfaAXn)), 
a^ n+i = PnXn + (1 " Pn)S'\yn), for all n > 0, 
(5.3.2) 
where V/,:„ = V / + a J = A^{I - PQ)A + aj, 5 " = ^S o S o • • • o S, The sequences 
^ 
i ntimes 
of parameters {an}, {Pn], {^n} satisfy the following conditions: 
(a) {A„} 
J a„ < oo; 
C [a,b] for some a,b E (o, p j p j and YlZi I'^ n+i " ^nl < 00/ 
Hi {/5n} C [c, d] for some c,d e (0,1). 
Then, both the sequences {a;„} and {y„} converge weakly to an element z e Fix{S)nr. 
5.4 Mann Type Iterative Methods for Common 
Solution of Split Feasibility and Fixed Point 
Problems 
In this section, we present three different kinds of Mann type iterative methods for 
finding a common element of the solution set T of the split feasibility problem and 
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the set Fix(S) of fixed points of a nouexpansive mapping S in the setting of infinite 
dimensional Hilbert spaces. 
By combinmg Mann's iterative method and the extragradient method, we first pro-
pose Mann typf; extragradi(!nt-Hko algorithm for finding an clement of the sctFix(S) f] F 
moreover, we drive the weak convergence of the proposed algorithm under appro-
priate conditions. Second, we combine Mann's iterative method and the viscosity 
approximation method to introduce Mann type viscosity algorithm for finding an cle-
ment of the Fix{S) PjF; moreover, we derive the strong convergence of the sequences 
generated by the proposed algorithm to an element of the set Fix{S) P| F under mild 
conditions. Finally, by combining Mann's iterative method and the relaxed CQ meth-
ods, we introduce Mann type relaxed CQ algorithm for finding an clement of the sc>t 
Fix{S) Pi F. We also establish a weak convergence result for the sequences generated 
by the proposed Mann type relaxed CQ algorithm under appropriate assumptions. 
5.4.1 Mann Type Extragradient-Like Algorithm 
Let C and Q be nonempty closed convex subset of Hilbert spaces Tii and ^2, respec-
tively, and A G B{Hi,H2)- (^ is a bounded linear operator from Hi to H2)- By 
combining Mann's iterative method and the extragradient method, Ceng et al. [12] 
proposed the following Mann type extragradient-like algorithm for finding an element 
of the set Fix(S) n F: 
The sequences {x„} and {y„} generated by the following iterative scheme: 
XQ = X & 7^ 1 chosen arbitrarily, 
2/„ = (1 - ftn)Xn + flnPcil - XnA''{I ^ PQ)A)Xn, (5.4.1) 
Xn^i = Q„,T„ + (1 - an)SPc[I ~ KA^{I - PQ)A)y„, for all n > 0, 
where the sequences of parameters {«„}, {/3„} and {A„} satisfy some appropriate 
conditions. 
The following result provides the weak convergence of the above scheme. 
Theo rem 5.4.1. [12, Theorem 3.2] Let S : C ^ C be a nouexpansive mappmg 
such that Fix{S) n F 7^  0. Let {x-„} and {j/„} be the sequences by the Mann type 
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extragradi'ent-like algorithm (5.4.1), where the sequences of parameters {a„}, {0n} 
and {A„} satisfies the following conditions: 
(i) {a„} C [0,1] and 0 < liminf Q„ < limsup < 1; 
'(ii) {/3„} C [0,1] and liminf ;0„ > 0; 
n—>oo 
2 (Hi) {A„} C f 0, Tr|ij2) and 0 < liminf -> cx)A„ < limsup A„ < 
Then, both the sequences {a;„} and{yn) converges weakly to an elementz 6 Fix(S)f\T, 
where 
We illustrate the above scheme and theorem by presenting the following example. 
Example 5.4.1. Let C = Q = [—1,1] he closed convex set in R. Let S : C ^ C be 
a mapping defined by 
(x + iV 
S{x) =^ ^ \ forallxeC. 
Then, clearly S is a nonexpansive map and 1 G Fix{S)r\r. Let A{x) = x be a bounded 
linear operator. If we choose (^-n — -^ — ^  and /3„ = 1 — ^ , then all the conditions 
of Theorem 5.4-1 are satisfied. We choose the initial point Xi = 2 and perform the 
iterative scheme in Matlab R2010. We obtain the following values of Xn and y„. 
Table 5.2 
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No.of Itesationa (n) 
1 
2 
1 
Vn 
1.500 
.7625 
3 ' 1.0713 
4 .9849 
5 
6 
1.0024 
.9997 
X,, 
2.000 
.0500 
1.4275 
.8789 
1.0242 
.9964 
No. of Iterations (n) 
7 
8 
9 
10 
11 
12 
y{n) 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
x{n) 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
The approximate solvMon ohtain.ed after 6"' iterations is 1. 
20 30 
No.of .Iterations (n) 
40 50 
Figure 5.3: Convergence of {y„} in Example 5.4.1 
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5.4.2 Mann Type Viscosity Algorithm 
Ceng et al. [12] modified the Mann type extragradient-like algoritlim, proposed in 
the last section, to obtani the strong convergence of the sequences. This modification 
is of viscosity approximation nature [9, 21, 46]. 
Theorem 5.4.2. [12, Theorem 4-1J Let f : C —¥ C he a p-contraction mapping with 
constant p 6 (0,1) and S : C -^ C be a nonexpansive mapping such that Fix[S)r\T ^ 
0. Let {Xn} and {y„} be tlie sequences generated by the following Mann type viscosity 
algorithm: 
f 
Xo — X\ G Hi chosen arbitrarily. 
y^ = Pc{I-XnA^iI-PQ]A)Xn. 
(5.4.2) 
2„ = P c ( / - A „ . 4 T ( / - P g ) A ) i A „ 
Xn+i_ = OnfiVn) + Mn '^n + 'Ai-n -+ KSZ^-, for all U > 0, 
where the sequences of parameters {O,,}. {Pn}, {i^n}, {^n} C [0,1] and {A,,,} C 
(O, r i p j satisfy the folloioing conditions: 
(i) 9n + Pn + I'n + c)„, = i ; 
(ii) hm 6n = 0 and S,^ o'^ ^n = "^ o/ 
(Hi) liminf ()„ > 0; 
(iv) hm 
1 - /U,i+1 1 - fin 0; 
(v) 0 < hminf A„ < Unisup A,, < ~ and hm (A„ - A„+i) = 0. 
n-^oc fi,-->oo l l ^ l r n—^oc 
Then, both the sequences {;i-„} and {y„} converge strongly to x* E Fix{S) H T which 
is also a unique solution of the variational inequality (VI): 
((/ - f)x\ X - .i;*) > 0. for all x € Fix{S) f^ T. 
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In other ipords, x* is a unique fixed point of the contraction 
^Fix[S)r\TJ'^ ^^Fix(S)nrJ)^ 
5.4.3 Mann Type Relaxed CQ Algorithm 
As pointed out earlier, the CQ algorithm (4.2.1) involves two projections Pc and PQ 
and hence might hard to be implemented in the case where one of them fails to have 
closed-form expression. Thus, in [63] it was shown that if C and Q are level sets of 
convex fiinctions, then the projections onto half-spaces are just needed to make the 
CQ algorithm implementable in this case. Inspired by relaxed CQ algorithm, Ceng 
et al. [12| proposed the following Mann type relaxed CQ algorithm via projections 
onto half-spaces. 
Defincf the closed convex sets C and Q as the level sets: 
C = {xeHi: c{x) < 0} and Q = {x 6 7^ 2 : q{x) < 0}, (5.4.3) 
where c : Hi —)• K and g : H2 ^ M are convex functions. We assume that c and q are 
subdiffer€;ntiable on C and Q, respectively, namely, the subdifferentials 
dc(x) = {z eUi : c{u) > c{x) + (u - x, z), Vw e H J 7^  0 
for all x iz C, and 
dq{x) = {wen2: qiv) > q{y) + {v - y,w), ^v G Hi} ^ 0 
for all y e Q. We also assume that c and q are bounded on the bounded sets. 
Note thai this condition is automatically satisfied when the Hilbert spaces are finite 
dimensional. This assumption guarantees that if {xn} is a bounded sequence in Hi 
(respectively, H2) and {x*} is another sequence in Tii (respectively, "^2) such that 
x* G dc{:,:n) (respectively, x* G dq{x„)) for each n > 0, then {x*} is bounded. 
Let S : Hi -^ Til he a, nonexpansive mapping. Assume that the sequences of 
parameters {a„}, {/3„} and {A„} satisfy the following conditions: 
(i) {^ } C [0,1] and 0 < liminf a„ < l imsupa„ < 1; 
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(ii) {/3n} C [0,1] and limiiif/3„ > 0; 
71—^OC' 
(iii) {A„} C (O, i i ^ ) and 0 < liminf < limsiipA„ < TTTTT^-
Let {xn} and {j/,J be the sequence defined by the following Mann type relaxed CQ 
algorithm: 
.To = X e Hi chosen axbitrarily, 
{ Vn = (1 - Pn)x.n + PaPc,, {I " KA''(I " PQjA)Xn, (5-4.4) 
x-„+i = a„x„ + (1 - a„)5Pc„( / - XnA^{I - PQj^)yn, for all n > 0, 
where {Cn,} and {Qn} are the sequences of closed convex sets defined as follows: 
C„ - {x G Hi : C(.TJ + (^n, 3; - a;„) < 0}, (5.4.5) 
where ^n G dc{xn), and 
Q„ - {?/ e -^2 : 9 ( A T „ ) + (r?„, 2/ - Ax„) < 0}, (5.4.6) 
where ?/„ G dq{Axn)-
It can be easily seen that C C C„ and Q C Qn for all n > 0. Also, note that C„ and 
Qn are half-spaces; thus, the projections Pc„ and PQ„ have closed-form expressions. 
Ceng et al. [12] established the following strong convergence theorem for the 
sequences generated by the scheme (5.4.4). 
Theorem 5.4.3. [12, Theorem 5.1] Suppose that Fix{S)r\T ^ 0. Then, the sequences 
[xn] and {'(/„} generated by the algorithm (5.4-4) converge weakly to an element 
z € Fix(S) n r , where 
z = \\.\\- lim PFix(s)nrXn-
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