To conserve space and power, and 
Introduction
Embedded systems normally involve a combination of hardware and software resources designed to perform a dedicated task. These systems have proliferated into a variety of environments. They normally need efficient hardware components that consume small power and occupy few resources. Numerous embedded applications spend substantial execution time on a few software kernels [1] . Executing these kernels on customized hardware tailored to their requirements could reduce the overall execution time and energy consumption as compared to implementing them with software [2] . Moreover, multiple kernels rarely appear simultaneously during execution of the application. Thus, a single piece of hardware could accommodate exclusively such kernels at different times, provided the hardware is reconfigurable. This ensures conservation of resources. FPGAs provide an ideal vehicle to efficiently implement embedded applications. Also, configurations to support new kernels can be created and stored in a database for future use. As a result, the overall system becomes open ended as new kernels can be incorporated into the system when needed. This facilitates system adaptability required in embedded systems that are exposed to runtime events. However, reconfiguration introduces overhead. The time needed for reconfiguration affects the execution performance of an application, especially when the data set is small. Also, the reconfiguration process draws power. To offset the time-overhead encountered, we must employ various techniques such as configuration pre-fetching or overlapping reconfiguration with other tasks. To reduce the energy consumption due to reconfiguration, it is important to reduce the number of actually realized reconfigurations.
General-purpose processors perform poorly for many embedded applications. For example, register reordering in the Fast Fourier Transform (FFT) and register shuffling in the two-dimensional Discrete Cosine Transform (2D-DCT) are two examples where a generalpurpose processor is much slower compared to custom hardware [3] . Also, bit-reversal operations, often found in embedded applications, can be executed much faster on custom hardware than with software. So there is a clear demand for customized hardware platforms to enhance the performance of such embedded methods under various cost constraints. Current high-density FPGAs have the potential to satisfy this demand [4, 18] . Also, FPGAs allowing runtime reconfiguration of their hardware resources could be used in realizing low-cost machines suitable for these methods; this is very critical for embedded applications. Even block memories are available in FPGAs; such memories could prove beneficial in this endeavor. Also, the reprogrammable features of FPGAs make it easy to test, debug, and fine tune designs for even higher performance of follow-up versions.
Embedded systems often require efficient devices with respect to the consumed power and area. Minimization of the area could be achieved by running different software components on the same piece of hardware (i.e., through time-multiplexing). However, software components may be slow and consume substantial power [5] . On the other hand, specialized hardware components could compensate for the speed and power. Moreover, reconfigurable hardware can ensure reusability of a given chip-area by many embedded operations, thus saving space and possibly power. For example, a Viterbi decoder can use the same hardware configured differently to implement several decoding schemes based on various channel conditions [2] . An important feature of current FPGA architectures is their support of reconfiguration for portion of the FPGA while the remainder of the design is still in operation. This type of partial reconfiguration is done while the device is active. Switching configurations between implementations can then be very quick, as the partial reconfiguration bitstream may be smaller than the entire device configuration bitstream. Thus, these FPGAs are ideal candidates for dynamically implementing the kernels of embedded applications.
To conclude, there are several benefits of having dynamically reconfigurable hardware in a system. First, it facilitates dynamic adaptation of resources. Second, it enables hardware implementation of a large design in a piecewise fashion as the complete design may not fit in the system. Reconfigurable hardware can provide these benefits at a higher execution speed than respective software. Many dynamically reconfigurable systems (both embedded and non-embedded) involve a host processor [2, 3, 9, 10, 11] . The host is mainly used for control oriented, less computation intensive tasks. It is also used for making and supporting reconfiguration decisions. In our work we consider host-based dynamically embedded systems that change behavior at run-time and/or process time-varying work loads. We assume target systems having limited numbers of reconfigurable hardware modules implemented with FPGAs. We can target either a single FPGA embedded with various partially reconfigurable modules or several individually reconfigurable FPGAs. We propose a framework that considers reconfiguration overheads in making decisions involving the execution of kernels either on the host or the FPGA(s). This framework ensures only performance gain, no degradation. Additionally, we present a kernel replacement policy that reduces the number of required FPGA reconfigurations leading to overall power conservation.
Related work
FPGAs have been used in numerous embedded applications but the actual use of their (partial) reconfiguration feature has been a rather recent trend. Static-time reconfiguration decision is often targeted. Representative examples of FPGA-based implementations relevant to our benchmark kernels follow. [6] observed that the FPGAs were 2-3 times faster than microprocessors for bit-level operations. Performance improvement of 7-14 times has been cited for time-multiplexed FPGA implementations over nonmultiplexed implementations for DCT [7] . Recent works clearly support the idea of multiplexed FPGA usage for higher performance. A single FPGA could then be reconfigured for various kernel executions. Two consecutive kernel executions on an FPGA avoid intermediate data uploading to the host. [8] suggests the generation of several hardware cores and a scheduler to download these cores on-demand into the FPGA; it motivates us towards the present work. A kernel composed of a group of interdependent, elementary operations is often identified for hardware implementation. Dynamic scheduling of such kernels for hardware implementation has been considered in several studies. [9] considers a single thread of operations each time for dynamically reconfiguring the hardware with various kernels. Multiple threads of operation have been considered for dynamic kernel scheduling in [10, 11] . Most of these works are based on simulation.
Researchers have proposed various architectural features to support partial, runtime reconfiguration. Such a comprehensive micro-architecture was presented in [12] with the conclusion that a configuration prefetch unit is useful if the reconfiguration time is large as compared to the execution time. Architectures that provide easy relocation of and efficient communication among reconfigurable modules were proposed in [13] . An algorithm was presented in [14] to find the overall number of function units for a group of kernels considering their performance and area requirements; it was concluded that a trade-off between these two measures consistently produces better results.
Problem definition and objectives
The use of specialized hardware for embedded systems often implies shorter execution times and possibly lower energy consumption. Thus, reconfigurable hardware, such as an FPGA, is suitable for embedded system designs. However, the reconfiguration time of such devices may become a performance bottleneck for many applications involving several types of disparate kernels. Also, the communication time between a host processor containing the various configurations for the kernels and the reconfigurable hardware may represent a substantial overhead. As such, in an application it is imperative, if possible, to judiciously select kernel implementations involving either host software or reconfigurable hardware so that a net performance gain can be obtained. Moreover, since the available reconfigurable hardware resources cannot often accommodate simultaneously all the application kernels, the frequent replacement of kernels realized in hardware is necessary. As this replacement process involves additional power requirements, reducing the number of reconfigurations is of great importance. So, a befitting kernel updating strategy for reconfigurable hardware should be in place.
We propose a methodology that makes reconfiguration decisions at run time in order to implement selectively application kernels that can enhance the overall performance. We formulate a kernel replacement policy for the reconfigurable hardware that reduces the number of reconfigurations and their associated overheads. Similar work [9] focuses on reducing the number of reconfigurations; however, the overheads were not considered in reporting performance improvement figures. The work in [10] as well involves scheduling of kernels and reveals performance improvement figures for applications considering only the complexity of the algorithm. But, it falls short of considering all the other involved overheads. In [11] , a novel method of assigning merit to kernel implementations is presented, reporting reduction in the population of reconfigurations. Their definition of merit is based on the anticipated speed-up for the hardware implementation of a kernel over its software counterpart. Their work does not also consider any overheads involved and does not report any performance improvement figures (as in [9] ). In contrast, we consider in our work the reconfiguration and communication overheads when scheduling kernels. We also account for kernel execution patterns in order to reduce the number of reconfigurations. We have chosen published benchmark kernels to form many test cases.
We assume medium to coarse grain tasks that involve customized kernel execution. Given are a datadependence program graph G (V, E), where V and E represent the sets of vertices and edges, respectively, and R FPGAs of known type (i.e., their exact counts of various resources are known). Alternatively, we can also consider R partially reconfigurable modules in an FPGA. The vertices represent tasks and the edges represent dependence between tasks. We assume here an "ASIClike" approach with the FPGA, without any programmable processor in it. It is required to schedule the execution of the |V| tasks on the FPGAs such that the overall execution time approaches the minimum. In order to achieve this, the total necessary reconfiguration time should be taken into account.
We first analyze the problem by considering a scenario of having a host processor and several FPGAs that could target kernel execution; all kernels have equal weight. We assume that each FPGA can be programmed from the host. Also, the execution time of the current kernel for the full set of data on the host is t H and on the FPGA is t FPGA , the time to reconfigure the FPGA from its present configuration to the one required by the kernel is t overhead , and the corresponding communication overhead involving the host is t comm . A kernel is 'ready-to-execute' if all its predecessors in the task graph have completed execution. If there are multiple ready-to-execute kernels, then we choose the one with the smallest identification number. There can be various kernel configurations with different performance and power metrics. The authors in [10] discuss this issue in detail and reports that a tradeoff approach between the two provides the best system level throughput. We assume such a version for each of our kernels. Our initial scheduling/reconfiguration policy, called Break-Even (BE) policy, contains the following steps for a given kernel; these steps are repeated until all the kernels of the application are scheduled: 1. Estimate the execution time t H on the host of the ready-to-execute kernel. 2. Check if the present FPGA configuration is the one required by the kernel. If 'yes', then set t overhead = 0 and go to the next step. 3. If t H ≤ t overhead + t comm + t FPGA , then execute the kernel on the host and exit. Else, proceed to the next step. 4. Reconfigure, if t overhead ≠ 0, an appropriate FPGA with the customized kernel configuration. 5. Transfer any necessary data from the host to the FPGA for execution. 6. Upload the results from the FPGA.
The time complexity of the Break-Even policy is O(V); it grows linearly with the graph size making it suitable for execution on host at runtime. To place a ready-to-execute kernel in an appropriate FPGA, we can follow these steps:
1. Check if any FPGA is completely available. If 'yes', then place the kernel in this FPGA and exit. Else, proceed to the next step. 2. For each FPGA, compare the present kernels with the tasks/kernels in a window containing a preset number of kernels following the current kernel in the task graph. If there is a match, proceed to the next FPGA to repeat this process. Else, implement the kernel on this FPGA.
The time complexity of this replacement policy is O(R*W), where W is the window size in number of kernels, R is the number of FPGAs. For practical systems, R is fixed and lies between 1 and 15. So, the time grows linearly with the window size. We assume that partial execution flow in the task graph is known in order to identify the kernels in the window. To implement the above policy, we need to find t H , t FPGA , t overhead , and t comm experimentally for various embedded kernels and data sizes. Thus, we could calculate the performance gains offered by these hardware kernels over their software implementations. Most of the cited works in the previous section employ their own applications for evaluation. In our case, EEMBC [15] and MiBench [16] embedded benchmark kernels are employed. We present results for implementations of such kernels on an innovative multi-FPGA system.
Embedded customized kernels
The EEMBC (EDN Embedded Microprocessor Benchmarking Consortium) consortium has established itself as a pioneer for benchmarking embedded applications [15] . It provides benchmarks for the consumer, telecommunications, industrial/automotive control, and office automation industries. We investigated various EEMBC benchmarks for kernel identification via application profiling. Due to our earlier work on vector processing for embedded applications, we focus on vector-operation oriented kernels. Thus, a selected group of applications from several categories of EEMBC embedded benchmarks were found suitable for kernel implementation. Each of them contained data arrays (vectors) with same operation repeated on all (or a group) of their elements. The algorithms used to implement the kernels, but not the source codes, are available at the EEMBC website [15] . In order to further extend the validity of our work, we searched for other embedded benchmark suites as well. MiBench [16] is similar to EEMBC as far as the application groups are concerned but the applications within the groups are different. To its advantage, the MiBench suite makes available the source code (in the C language) for the various benchmarks. Here we explain the implemented customized hardware kernels for reconfiguration; kernels containing vector operations are considered.
One operation in EEMBC is the autocorrelation between two vector samples data. It is an analysis tool that represents the correlation between two samples of a random process and is widely used in telecommunication applications. The amount of correlation can be translated into data redundancy during compression:
, N is the size of the vector. This implies vector multiplication-accumulation operations between two vectors of the same input string.
The modified 2D-DCT is an application under the consumer category in MiBench. A major vector kernel in this application involves data shuffling, selectively changing the sign of data, and, finally, adding different elements of an input vector as shown for an (n+1)-element input:
We created a customized hardware kernel that creates two vectors from the input data array to appropriately add them to form the Tmp array. The FFT transform that requires reordering of an array through bit-reversal operations is an application in the telecommunication category. In this process, applied to a 2 n -element vector A, the elements are interchanged as follows: A((2*i)+1)=A((2*i)+2 n-1 ) and A((2*i)+2
n-1 )=A((2*i)+1). Some elements do not change their position. We created a customized hardware kernel that reorders a loaded vector register accordingly with minimum swapping.
RGB to YIQ conversion from the consumer category of EEMBC is associated with digital video processing. In HPG, the intensity of an image pixel is calculated considering the values of its neighbors within a window: PelValue = F11*P(c-w-1) + F21*P(c-w) + F31*P(cw+1) + F12*P(c-1) + F22*P(c) + F32*P(c+1) + F13*P(c+w-1) + F23*P(c+w) + F33*P(c+w+1). The 'F' values are constant, 'c' represents the centre location in the filter window, and 'w' is the width of the window. The P(c), P(c-1), and P(c+1) pixel values are stored adjacent to each other. Thus, they can be read as a single vector of length three. Similarly, the other two groups of pixel values can be read as two separate vectors of length three. This implies three vector load operations in a standard vector machine. We created customized hardware that performs three consecutive loads into the same register, thus avoiding the use of three registers; it completes one (longer) multiplication, thus avoiding three (shorter) ones.
Experimental setup
We used the Starbridge Systems HC-62 Hypercomputer [17] as the platform to implement the above embedded kernels and to test our methodology. This system, which is present in our laboratory, is a programmable, high-performance, scalable, and reconfigurable computer. It consists of eleven Virtex II FPGAs (nine XC2V6000 and two XC2V4000), of which ten are user programmable. One of them is responsible for host communication and acts as a PCI-bus controller. In conjunction with the host, the HC-62 uses FPGAs to process complex algorithms. This system is programmed in the Viva environment. Viva, an integrated part of HC-62, is a graphical programming tool for FPGAs. However, VHDL designs can also be imported into this environment by creating appropriate EDIF net list files. We used this approach to implement the chosen kernels for the HC-62. Viva also provides a simulation facility to validate a design before running it on the target hardware. Viva invokes Xilinx synthesis and placement/routing tools to create configuration bit streams for the HC-62 FPGAs. These bit files can be used to program the FPGAs using a Viva utility. The host can communicate with the FPGAs using appropriate PCI interface hardware components and a second utility.
We implemented all the above five kernels on the HC-62 system and tested their functionality. The synthesis report shows an operating frequency of more than 300 MHz for all the kernels. However, due to the limitation of the PCI clock, we tested them at 66 MHz. We considered various data sizes for each kernel, emulating dynamic load during execution. Their sizes and execution times on an HC-62 FPGA and on the host are shown in Table 1 and Table 2 , respectively. From these tables it is evident that, for all the kernels the FPGA execution time is smaller than the host execution time. Note that the host is a Xeon processor operating at 2.6 GHz whereas our FPGA test-runs are conducted only at 66 MHz. As the synthesis results reveal, the kernels can be executed at much higher frequencies, thus providing further speed-up. We used the operating system time-stamp to measure the overheads. The measured configuration time for an FPGA in the HC-62 system is 162 ms. The measured host communication overhead is 30 ms. Consideration of these overheads would imply that host execution is preferred over FPGA execution for all the kernels with small data sizes.
We created many application test cases by randomly generating task graphs using the above kernels. The task graphs were generated using a publicly available program called Task Graphs For Free (TGFF) [12] . These synthetically generated application task graphs were run on the host only, FPGA only, and on both following our proposed Break-Even policy. As the actual setup of the HC-62 system unfortunately does not support partial reconfiguration, we considered kernel implementations on individual FPGAs to evaluate our policies. We developed a simulator that takes the task graph, various (host and FPGA) execution times, and the overheads (reconfiguration and data communication) as inputs. It mimics the host only, FPGA-only, and BreakEven behavior of the system and calculates the respective execution times, number of reconfigurations, and the percentage improvement for the Break-Even policy. The developed simulation environment is shown in Figure 1 . We considered the FPGA-only policy as the reference to compare the performance of the Break-Even policy. This policy always executes kernels on an FPGA and replaces the kernels in the FPGA using FIFO. 
Performance results and analysis
We generated random task graphs with 10 to 149 nodes using TGFF. Graphs with node degrees between 1 and 7 were considered. The nodes in each graph were created using two random number generators: one for the kernel type and another for the data size. The distribution of various node degrees is furnished in Table 3 for a few selected cases with a task graph size of 249. The majority of the nodes have degree 4 or less. We considered window sizes 2-3 for the Break-Even policy.
We considered a subset (3) of the available FPGAs to emulate partially reconfigurable modules. This number was intentionally kept smaller than the available kernel types (4) to enforce reconfiguration at runtime. In almost all of the cases, the Break-Even policy provided more than 50% performance improvement as compared to the host-only execution scheme. Performance results for the FPGA-only and Break-Even policies are presented in Table 4 and Table 5 for task graphs with maximum node degrees (MNDs) 2 and 3, respectively. The weighted average performance improvement for degree 2 task graphs is 16.79% and for degree 3 is 19.88%, in favor of the Break-Even policy. The average reduction in the number of reconfigurations for the first case is 48.35% and that for the second case is 81.42%. This implies that the proposed Break-Even policy that considers the overheads for kernel execution provides better performance than the FPGA-only reference policy. Also, our proposed policy greatly reduces the required reconfigurations for better performance. Increasing the window size in the Break-Even policy had no effect both on the performance and on the number of reconfigurations for the considered graph sizes. We also considered a huge number of tasks (249) and varied MND between 2 and 7. We measured the performance under the two schemes. The results are furnished in Table 6 . As before, the weighted average performance improvement is in favor of our proposed policy. In fact, this figure is higher (22.30%) than graphs with node degrees two and three, as mentioned above. Also, in this case the number of reconfigurations is significantly reduced (95.39%) as compared to the reference policy. From these results we can infer that, for larger random task graphs our proposed policy works better in terms of performance improvements while reducing the number of reconfigurations; this is desirable for dynamically changing embedded applications.
We also conducted experiments with variable sizes of reconfigurable resources (number of FPGAs in our emulated environment). We considered various sizes of task graphs MND=5 and varied the number of reconfigurable resources between 2 and 4, within a quad of the HC-62 system. There were five different kernel Any embedded system should use similar resources as uniformly as possible. This means that in a partially reconfigurable multi-module FPGA (or in a multi-FPGA system), the amount of time each resource is used should be almost the same or within an acceptable range. This requires much more sophisticated scheduling for the system as this has to be combined with our original objective of reducing the total number of reconfigurations. To test the effectiveness of the BE policy towards this end, we carried out an experiment to measure the amount of time each unit resource is used in the HC-62 system to completely execute a certain task graph. In a partially reconfigurable multi-module FPGA, each module represents a unit. In our emulated system environment, each FPGA is considered to be a unit. We considered three units of FPGA resources in the HC-62 system to enforce reconfigurations for task graphs with five kernels. We have chosen various sizes of task graphs with MND=5. The usage of these three units under two scheduling policies is shown in Table 8 . As we can conclude from this table, the total usage under the BE-policy is less than that under the reference policy. Also, generally, the three units are more uniformly used under our proposed policy without applying any additional technique to that end. However, employing such a technique for more uniform usage of the resources would yield better result and is a future research target.
To clearly observe the diversity in FPGA unit-usage, we define as peak disparity in FPGA usage (ms) the difference between the maximum and the minimum unitusage for each task group under the two policies. This peak disparity is experimentally found and plotted against the number of tasks in Figure 2 . As seen from this figure, our proposed policy has lower disparity in FPGA unit-usage compared to the reference policy for all test cases. Also, the rate of disparity growth as a function of the number of tasks is less than the FPGAonly policy. This generally demonstrates that the BE policy ensures better uniformity in the amount of time a reconfigurable unit is used, in addition to reducing the number of reconfigurations. Uniformity in usage reduces the localization of temperature increases in the system, thus facilitating better overall reliability. 
Comparison with optimal performance
To fairly compare the execution performance of the Break-even policy, we can setup several yardsticks. One such yardstick could be the estimated optimal execution time in a system with sufficient FPGA resources to accommodate all the kernels simultaneously. This is an ideal situation that would require setting up only one implementation of the hardware configuration for each kernel present in the task graph. The other yardstick could be the optimal execution time on a system with FPGA resources that can accommodate less than the maximum number of kernels. As the dynamic system has no knowledge of the complete task graph at runtime, these execution times can be estimated off-line after actual execution, exclusively for the sake of comparison.
In the latter case, we assume a practical system that can accommodate simultaneously in hardware 40% of the kernels and compare the performance of the Break-even policy against these two yardsticks. For the more practical case of the optimal execution time, we calculate the host execution time for different kernels and 40% of the kernels with highest execution times are targeted for FPGA implementation. These kernel-configurations maintain hardware realization throughout the entire execution of the task whereas the other kernels are executed on the host. Results are listed in Table 9 . As seen from the second column of Table 9 , the proposed policy degrades performance by about 21-26% for some test cases as compared to the optimal performance. But, this degradation is reasonable in a resource-constrained embedded environment; also, this performance is achieved with 60% savings in reconfigurable resources. We should not also overlook that the Break-even policy yields about 50% speedup as compared to the host-only execution of the task graph. Also, it can be seen from the third column of Table 9 that our policy generally performs better than practically optimal performance, providing a 2-18% speedup. These results demonstrate that the Break-even policy operates close to the first defined yardstick and even better than the second defined yardstick in a dynamicallychallenged resource constrained embedded environment with good trade-off between performance and resources. 
Conclusions
Embedded systems often require power efficient, compact designs. These systems are exposed to events that may or may not be known at design time. Thus, incorporating efficient dynamic adaptability in these systems is often important. Customizing hardware kernels for specialized execution could reduce the overall execution time. Reconfiguring programmable hardware at runtime to alternatively execute various kernels could conserve space in embedded systems, thus providing a balance between performance and area. In this paper, we presented a policy for dynamic reconfiguration of FPGA resources based on evaluating each time the value of a reconfiguration. Benchmarking shows significant improvements in execution time, even when considering the overhead. Also, our methodology reduces the number of reconfigurations needed for an application, thus reducing the overall power requirements. Moreover, the methodology demonstrates superior performance in resource constrained reconfigurable systems. In addition to these, the proposed reconfiguration policy also ensures more uniform usage of different reconfigurable resources in a cluster system. The obtained performance is comparable to the best possible cases demonstrating good trade-off between performance and resources.
