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theȱ spatialȱ transformationȱ betweenȱ twoȱ largeȱ cloudsȱ ofȱ
points,ȱ whichȱ representȱ twoȱ posesȱ ofȱ theȱ sameȱ scene.ȱ
Theyȱcanȱfurtherȱbeȱprocessedȱtoȱobtainȱdetailedȱsurfaces.ȱ
Sinceȱitsȱintroductionȱinȱ1992,ȱtheȱstandardȱalgorithmȱforȱ
findingȱ theȱ alignmentȱ betweenȱ twoȱ pointȱ cloudsȱ isȱ ICPȱ
(IterativeȱClosestȱPoint)ȱandȱ itsȱvariants,ȱ combinedȱwithȱ
RANSACȱ (RANdomȱ SAmpleȱ Consensus).ȱ Thisȱ paperȱ
presentsȱaȱnewȱapproachȱusingȱintervalȱanalysis.ȱTheȱideaȱ
isȱ toȱ defineȱ largeȱ intervalsȱ forȱ theȱ transformationȱ
parametersȱ betweenȱ theȱ posesȱ thenȱ toȱ successivelyȱ
contractȱ thoseȱ intervalsȱ usingȱ theȱ equationsȱ ofȱ theȱ
transformationȱ ofȱ correspondingȱ pointsȱ betweenȱ theȱ
poses.ȱ Toȱ contractȱ thoseȱ intervalsȱ faster,ȱ weȱ addedȱ anȱ
IMUȱ (Inertialȱ Measurementȱ Unit)ȱ toȱ ourȱ systemȱ soȱ theȱ
initialȱintervalsȱofȱtheȱparametersȱareȱalreadyȱsmallȱbeforeȱ
applyingȱ theȱ contractions.ȱ Weȱ implementedȱ ourȱ






TheȱMicrosoftȱKinectȱ sensorȱdeviceȱwasȱ releasedȱ forȱ theȱ
MicrosoftȱXboxȱ360ȱvideoȱgameȱconsoleȱatȱtheȱendȱofȱtheȱ
yearȱ2010.ȱTheȱdeviceȱallowedȱaȱuserȱtoȱplayȱvideoȱgamesȱ
justȱ byȱmovingȱhisȱ bodyȱ andȱ thereforeȱ allowedȱ gamingȱ
withoutȱtheȱuseȱofȱanyȱgameȱpadȱorȱjoystick.ȱInȱbrief,ȱtheȱ




fromȱ theȱ scientific/roboticȱ communityȱ thanksȱ toȱ itsȱ
numerousȱ integratedȱ features,ȱ itsȱ lowȱpriceȱandȱ itsȱ shelfȱ
availability.ȱ Theȱ depthȱ sensorȱ isȱ inȱ factȱ aȱ nearȬinfraredȱ
projectorȱ thatȱ projectsȱ aȱ knownȱ structuredȱ patternȱ ofȱ
specklesȱ thatȱ isȱ beingȱ observedȱ byȱ aȱCMOSȱ IRȱ camera.ȱ
Eachȱ speckleȱ isȱ uniqueȱ andȱ canȱ beȱ recognizeȱ fromȱ theȱ





3Dȱ metricȱ pointsȱ cloudȱ byȱ projectingȱ theȱ imageȱ pointsȱ
intoȱtheȱrealȱworldȱcoordinate:ȱȱ
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K isȱ theȱ intrinsicȱ parametersȱ matrixȱ (availableȱ inȱ theȱ
datasheets),ȱȱ
R and t areȱ theȱ extrinsicȱ parametersȱ matricesȱ
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where:ȱȱ
X,Y,Z areȱ theȱ homogeneousȱ worldȱ coordinatesȱ ofȱ aȱ
point,
ȱ
x,y,w areȱ theȱhomogeneousȱ imageȱ coordinateȱ ofȱ
theȱsameȱpoint,ȱȱ
x yf ,f areȱtheȱfocalȱlengthȱonȱeachȱdirection,
ȱȱ




theȱinverseȱrelationȱfor X and Y asȱfollows:ȱȱ
ȱ    yx
x y







toȱ aȱ depthȱ pixel.ȱ Forȱ that,ȱweȱ haveȱ toȱ useȱ theȱ intrinsicȱ
parametersȱ ofȱ bothȱ camerasȱ andȱ theȱ extrinsicȱ mappingȱ
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where:ȱȱ
rgb rgb rgbX ,Y ,Z areȱ theȱ homogeneousȱ coordinatesȱ ofȱ aȱ
pointȱinȱtheȱrgbȱcameraȱframe,ȱȱ
ir ir irX ,Y ,Z areȱ theȱhomogeneousȱ imageȱ coordinatesȱ ofȱ aȱ
pointȱinȱtheȱirȱsensorȱframe,ȱȱ




willȱexamineȱ theȱ standardȱmethodsȱusedȱ forȱ findingȱ theȱ
transformationȱ betweenȱ twoȱ pointsȱ cloud.ȱ Weȱ willȱ
presentȱ ourȱ newȱ approachȱ usingȱ Intervalȱ analysisȱ inȱ










– RGBȬDȱSLAMȱbyȱN.ȱEngelhard,ȱF.ȱEndres,ȱ J.ȱHess,ȱ J.ȱ
Sturm,ȱW.ȱBurgardȱ[3].ȱȱ





Weȱ figuredȱ outȱ thatȱ theyȱ allȱmoreȱ orȱ lessȱuseȱ theȱ sameȱ
algorithmsȱ basedȱ onȱ 4ȱ steps:ȱ First,ȱ theyȱ extractȱ SIFTȱ
featuresȱ (orȱ itsȱ variantsȱ likeȱ SURF)ȱ fromȱ theȱ incomingȱ
colorȱ images.ȱ Thenȱ theyȱ matchȱ theseȱ featuresȱ againstȱ
featuresȱ fromȱ theȱ previousȱ images.ȱ Byȱ evaluatingȱ theȱ
depthȱimagesȱatȱtheȱlocationsȱofȱtheseȱfeatureȱpoints,ȱtheyȱ
obtainȱ aȱ setȱ ofȱ pointȬwiseȱ 3Dȱ correspondencesȱ betweenȱ
anyȱ twoȱ frames.ȱ Basedȱ onȱ theseȱ correspondences,ȱ theyȱ
estimateȱ theȱ relativeȱ transformationȱbetweenȱ theȱ framesȱ
usingȱRANSAC.ȱTheȱ thirdȱ stepȱ isȱ toȱ improveȱ thisȱ initialȱ
estimateȱusingȱaȱvariantȱofȱtheȱICPȱalgorithm.ȱAsȱtheȱpairȬ
wiseȱ poseȱ estimatesȱ betweenȱ framesȱ areȱ notȱ necessarilyȱ
globallyȱ consistent,ȱ theyȱ optimizeȱ theȱ resultingȱ poseȱ
graphȱ inȱ theȱ fourthȱ stepȱusingȱ aȱposeȱ graphȱ solverȱ likeȱ
HOGMAN.ȱ Theȱ outputȱ ofȱ theirȱ algorithmȱ isȱ aȱ globallyȱ
consistentȱ 3Dȱ modelȱ ofȱ theȱ perceivedȱ environment,ȱ
representedȱasȱaȱcoloredȱpointȱcloud.ȱȱ
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B.ȱAboutȱSiftȱȱ









Thisȱ description,ȱ extractedȱ fromȱ aȱ trainingȱ image,ȱ canȱ
thenȱ beȱ usedȱ toȱ identifyȱ theȱ objectȱwhenȱ attemptingȱ toȱ
locateȱitȱinȱaȱtestȱimageȱcontainingȱmanyȱotherȱobjects.ȱToȱ
performȱ reliableȱ recognition,ȱ itȱ isȱ importantȱ thatȱ theȱ
featuresȱextractedȱ fromȱ theȱ trainingȱ imageȱbeȱdetectableȱ
evenȱ underȱ changesȱ inȱ imageȱ scale,ȱ noiseȱ andȱ






– ScaleȬinvariantȱ featureȱ detection:ȱ Lowe’sȱmethodȱ forȱ
imageȱ featureȱgenerationȱ transformsȱanȱ imageȱ intoȱaȱ
largeȱ collectionȱ ofȱ featureȱ vectors,ȱ eachȱ ofȱ whichȱ isȱ
invariantȱ toȱ imageȱ translation,ȱ scaling,ȱ andȱ rotation,ȱ
partiallyȱinvariantȱtoȱilluminationȱchangesȱandȱrobustȱ
toȱlocalȱgeometricȱdistortion.ȱȱ
– Featureȱmatchingȱ andȱ indexing:ȱ Indexingȱ consistsȱofȱ
storingȱ theȱ featureȱvectorsȱ andȱ identifyingȱmatchingȱ
featureȱ vectorsȱ fromȱ theȱ newȱ image.ȱ Loweȱ usedȱ aȱ
modificationȱofȱtheȱkȬdȱtreeȱalgorithmȱcalledȱtheȱBestȬ
binȬfirstȱ searchȱmethodȱ thatȱ canȱ identifyȱ theȱnearestȱ
neighborsȱwithȱhighȱprobabilityȱusingȱonlyȱaȱ limitedȱ
amountȱofȱcomputation.ȱȱ
– Clusterȱ identificationȱ byȱ Houghȱ transformȱ voting:ȱ
Houghȱ Transformȱ isȱ usedȱ toȱ clusterȱ reliableȱ modelȱ
hypothesesȱ toȱ searchȱ forȱ featureȱ vectorsȱ thatȱ agreeȱ
uponȱ aȱ particularȱ modelȱ pose.ȱ Houghȱ transformȱ
identifiesȱ clustersȱ ofȱ featuresȱ withȱ aȱ consistentȱ
interpretationȱ byȱ usingȱ eachȱ featureȱ toȱ voteȱ forȱ allȱ
objectȱposesȱthatȱareȱconsistentȱwithȱtheȱfeature.ȱWhenȱ
clustersȱ ofȱ featuresȱ areȱ foundȱ toȱ voteȱ forȱ theȱ sameȱ
poseȱofȱanȱobject,ȱtheȱprobabilityȱofȱtheȱinterpretationȱ
beingȱ correctȱ isȱ muchȱ higherȱ thanȱ forȱ anyȱ singleȱ
feature.ȱAnȱentryȱinȱaȱhashȱtableȱisȱcreatedȱpredictingȱ
theȱ modelȱ location,ȱ orientation,ȱ andȱ scaleȱ fromȱ theȱ




Speededȱ Upȱ Robustȱ Featureȱ [6]ȱ isȱ alsoȱ aȱ robustȱ imageȱ
detectorȱ&ȱdescriptor,ȱfirstȱpresentedȱbyȱHerbertȱBayȱetȱal.ȱ
inȱ2006.ȱ Itȱ isȱpartlyȱ inspiredȱbyȱ theȱSIFTȱdescriptor.ȱTheȱ
standardȱversionȱofȱSURFȱisȱseveralȱtimesȱfasterȱthanȱSIFTȱ
andȱ claimedȱ byȱ itsȱ authorsȱ toȱ beȱ moreȱ robustȱ againstȱ
differentȱimageȱtransformationsȱthanȱSIFT.ȱSURFȱisȱbasedȱ
onȱsumsȱofȱapproximatedȱ2DȱHaarȱwaveletȱresponsesȱandȱ
makesȱ anȱ efficientȱ useȱ ofȱ integralȱ images.ȱ Itȱ usesȱ anȱ
integerȱapproximationȱtoȱtheȱdeterminantȱofȱHessianȱblobȱ
detector,ȱwhichȱcanȱbeȱcomputedȱextremelyȱquicklyȱwithȱ
anȱ integralȱ image.ȱ Forȱ features,ȱ itȱ usesȱ theȱ sumȱ ofȱ theȱ
Haarȱwaveletȱresponseȱaroundȱtheȱpointȱofȱinterest.ȱȱ
D.ȱAboutȱRANSACȱȱ
RANSACȱ isȱ anȱ abbreviationȱ forȱ “RANdomȱ SAmpleȱ
Consensus”ȱ [7].ȱ Itȱ isȱ anȱ iterativeȱ methodȱ toȱ estimateȱ
parametersȱ ofȱ aȱ mathematicalȱ modelȱ fromȱ aȱ setȱ ofȱ
observedȱ dataȱ whichȱ containsȱ outliers.ȱ Itȱ isȱ aȱ nonȬ
deterministicȱ algorithmȱ inȱ theȱ senseȱ thatȱ itȱ producesȱ aȱ
reasonableȱresultȱonlyȱwithȱaȱcertainȱprobability,ȱwithȱthisȱ
probabilityȱincreasingȱasȱmoreȱiterationsȱareȱallowed.ȱTheȱ
algorithmȱwasȱ firstȱ publishedȱ byȱ Fischlerȱ andȱ Bollesȱ inȱ





extremeȱ valuesȱ ofȱ theȱ noiseȱ orȱ fromȱ erroneousȱ
measurementsȱ orȱ incorrectȱ hypothesesȱ aboutȱ theȱ
interpretationȱofȱdata.ȱRANSACȱalsoȱassumesȱthat,ȱgivenȱ
aȱ (usuallyȱ small)ȱ setȱ ofȱ inliers,ȱ thereȱ existsȱ aȱ procedureȱ
whichȱ canȱ estimateȱ theȱ parametersȱ ofȱ aȱ modelȱ thatȱ
optimallyȱexplainsȱorȱfitsȱthisȱdata.ȱRANSACȱachievesȱitsȱ







parametersȱ ofȱ theȱmodelȱ areȱ reconstructedȱ fromȱ theȱ
inliers.ȱȱ
– Allȱotherȱdataȱareȱthenȱtestedȱagainstȱtheȱfittedȱmodelȱ
and,ȱ ifȱaȱpointȱ fitsȱwellȱ toȱ theȱ estimatedȱmodel,ȱalsoȱ
consideredȱasȱaȱhypotheticalȱinlier.ȱȱ
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inliersȱ relativeȱ toȱ theȱmodel.ȱThisȱprocedureȱ isȱ repeatedȱ aȱ
fixedȱnumberȱofȱtimes,ȱeachȱtimeȱproducingȱeitherȱaȱmodelȱ
whichȱ isȱ rejectedȱ becauseȱ tooȱ fewȱ pointsȱ areȱ classifiedȱ asȱ
inliersȱ orȱ aȱ refinedȱ modelȱ togetherȱ withȱ aȱ correspondingȱ
errorȱmeasure.ȱInȱtheȱlatterȱcase,ȱweȱkeepȱtheȱrefinedȱmodelȱ
ifȱitsȱerrorȱisȱlowerȱthanȱtheȱlastȱsavedȱmodel.ȱAnȱadvantageȱ
ofȱ RANSACȱ isȱ itsȱ abilityȱ toȱ doȱ robustȱ estimationȱ ofȱ theȱ
modelȱparameters,ȱi.e.,ȱitȱcanȱestimateȱtheȱparametersȱwithȱaȱ
highȱdegreeȱofȱaccuracyȱevenȱwhenȱaȱsignificantȱnumberȱofȱ
outliersȱ areȱ presentȱ inȱ theȱ dataȱ set.ȱ Aȱ disadvantageȱ ofȱ
RANSACȱisȱthatȱthereȱisȱnoȱupperȱboundȱonȱtheȱtimeȱitȱtakesȱ
toȱcomputeȱtheseȱparameters.ȱWhenȱtheȱnumberȱofȱiterationsȱ
computedȱ isȱ limited,ȱ theȱ solutionȱ obtainedȱ mayȱ notȱ beȱ
optimal,ȱandȱ itȱmayȱnotȱevenȱbeȱoneȱ thatȱ fitsȱ theȱdataȱ inȱaȱ
goodȱ way.ȱ Inȱ thisȱ wayȱ RANSACȱ offersȱ aȱ tradeȬoff;ȱ byȱ
computingȱaȱgreaterȱnumberȱofȱiterationsȱtheȱprobabilityȱofȱaȱ
reasonableȱ modelȱ beingȱ producedȱ isȱ increased.ȱ Anotherȱ
disadvantageȱofȱRANSACȱ isȱ thatȱ itȱ requiresȱ theȱ settingȱofȱ
problemȬspecificȱthresholds.ȱȱ
E.ȱAboutȱICPȱȱ
Iterativeȱ Closestȱ Pointȱ (ICP)ȱ [8][9]ȱ isȱ anȱ algorithmȱ
employedȱ toȱminimizeȱ theȱdifferenceȱbetweenȱ twoȱcloudsȱ
ofȱpoints.ȱICPȱisȱoftenȱusedȱtoȱreconstructȱ2Dȱorȱ3Dȱsurfacesȱ
fromȱdifferentȱscans,ȱtoȱlocalizeȱrobotsȱandȱachieveȱoptimalȱ
pathȱ planningȱ [10]ȱ (especiallyȱ whenȱ wheelȱ odometryȱ isȱ
unreliableȱ dueȱ toȱ slipperyȱ terrain),ȱ toȱ coȬregisterȱ boneȱ
models,ȱ etc.ȱTheȱ algorithmȱ isȱ conceptuallyȱ simpleȱ andȱ isȱ
commonlyȱ usedȱ inȱ realȬtime.ȱ Itȱ iterativelyȱ revisesȱ theȱ
transformationȱ (translation,ȱ rotation)ȱneededȱ toȱminimizeȱ
theȱ distanceȱ betweenȱ theȱ pointsȱ ofȱ twoȱ rawȱ scans.ȱ Theȱ
inputsȱareȱpointsȱfromȱtwoȱrawȱscans,ȱinitialȱestimationȱofȱ











HOGȬManȱ [11]ȱ isȱ anȱ optimizationȱ approachȱ forȱ graphȬ
basedȱSLAMȱ (SimultaneousȱLocalizationȱAndȱMapping).ȱ
Itȱ providesȱ aȱ highlyȱ efficientȱ errorȱ minimizationȱ
procedureȱ thatȱ considersȱ theȱ underlyingȱ spaceȱ isȱ aȱ
manifoldȱ andȱ notȱ anȱ Euclidianȱ space.ȱ Itȱ furthermoreȱ
generatesȱ aȱ hierarchyȱ ofȱ poseȬgraphsȱ whichȱ isȱ usedȱ
performȱ theȱ operationsȱ duringȱ onlineȱ mappingȱ inȱ aȱ
highlyȱefficientȱway.ȱȱ
3.ȱOurȱmethodȱȱ
Weȱ choseȱ toȱ keepȱ theȱ principleȱ ofȱ findingȱ theȱ
correspondencesȱ betweenȱ theȱ twoȱ 2Dȱ imagesȱ thenȱ useȱ
themȱ toȱ computeȱ theȱ transformationȱ betweenȱ theȱ 3Dȱ
pointsȱclouds.ȱHowever,ȱ insteadȱofȱusingȱSIFT,ȱweȱchoseȱ
toȱuseȱAȬSIFT,ȱandȱinsteadȱofȱusingȱprobabilisticȱmethodsȱ
likeȱRANSAC,ȱweȱ developedȱ ourȱ ownȱ algorithmȱ basedȱ
onȱintervalȱanalysisȱtechniques.ȱȱ
A.ȱAboutȱAȬSIFTȱȱ
Whileȱ SIFTȱ isȱ fullyȱ invariantȱ withȱ respectȱ toȱ onlyȱ threeȱ
parametersȱnamelyȱzoom,ȱrotationȱandȱtranslation,ȱtheȱnewȱ
methodȱ treatsȱ theȱ twoȱ remainingȱ parameters:ȱ theȱ anglesȱ
definingȱ theȱ cameraȱ axisȱ orientation.ȱ Methodsȱ likeȱ SIFTȱ
andȱ SURFȱ normalizeȱ theȱ translationȱ andȱ rotationȱ
componentȱandȱ simulateȱ theȱ scaleȱ (zoom)ȱ throughȱ imageȱ
pyramidsȱ toȱ obtainȱ aȱ descriptionȱ invariantȱ toȱ theseȱ
parametersȱ andȱ partiallyȱ invariantȱ toȱ affineȱ
transformations.ȱ ASIFTȱ [12]ȱ (Affineȱ SIFT)ȱ attemptsȱ toȱ
obtainȱ aȱ descriptionȱ fullyȱ invariantȱ toȱ affineȱ
transformations.ȱ Theȱ methodȱ simulatesȱ allȱ imageȱ viewsȱ
obtainableȱ byȱ varyingȱ theȱ latitudeȱ andȱ longitudeȱ cameraȱ
angles.ȱ Ifȱ aȱ physicalȱ objectȱ hasȱ aȱ smoothȱ orȱ piecewiseȱ
smoothȱ boundary,ȱ itsȱ imagesȱ obtainedȱ byȱ camerasȱ inȱ
varyingȱpositionsȱundergoȱsmoothȱapparentȱdeformations.ȱ
Theseȱdeformationsȱareȱlocallyȱwellȱapproximatedȱbyȱaffineȱ
transformsȱ ofȱ theȱ imageȱ plane.ȱ Inȱ consequenceȱ theȱ solidȱ
objectȱrecognitionȱproblemȱhasȱoftenȱbeenȱ ledȱbackȱ toȱ theȱ
computationȱofȱaffineȱ invariantȱ imageȱ localȱ features.ȱSuchȱ
invariantȱ featuresȱ couldȱ beȱ obtainedȱ byȱ normalizationȱ
methods,ȱbutȱnoȱfullyȱaffineȱnormalizationȱmethodȱexistedȱ
before.ȱ Yetȱ theȱ similarityȱ invarianceȱ (invarianceȱ toȱ
translation,ȱrotation,ȱandȱzoom)ȱisȱdealtȱwithȱrigorouslyȱbyȱ
theȱSIFTȱmethod.ȱByȱsimulatingȱonȱbothȱimagesȱzoomsȱoutȱ
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ASIFTȱisȱthereforeȱmuchȱmoreȱefficientȱforȱourȱpurposes.ȱ
Moreoverȱ weȱ believedȱ itȱ wasȱ possibleȱ toȱ retrieveȱ theȱ
rotationȱandȱ translationȱparametersȱcomputedȱbyȱASIFTȱ
toȱobtainȱanȱestimationȱofȱthoseȱparametersȱtoȱuseȱthemȱinȱ





analysisȱ andȱ constraintsȱ propagationȱ [13].ȱ Let’sȱ
considerȱtheȱfollowingȱdefinitionȱofȱtheȱtransformationȱ
matrix:ȱȱ
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where Xi,Yi and Zi areȱ theȱ coordinatesȱ ofȱ aȱ pointȱ atȱ theȱ
firstȱ poseȱ and Xj,Yj and Zj areȱ theȱ coordinatesȱ ofȱ theȱ
correspondingȱ pointȱ atȱ theȱ secondȱ pose.ȱWeȱ defineȱ theȱ
translationȱvectorȱasȱȱ
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andȱtheȱrotationȱmatrixȱasȱtheȱstandardȱorthogonalȱmatrixȱ
correspondingȱ toȱ aȱ clockwise/leftȬhandedȱ rotationȱ withȱ
Eulerȱangles , ,G R Zwith x y z  conventionȱ:ȱȱ
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Developingȱ 8ȱ givesȱ usȱ threeȱ equationsȱ forȱ eachȱ
correspondingȱpoints.ȱWe’llȱcallȱthemȱcontractorsȱandȱseeȱ
whatȱthisȱmeansȱinȱtheȱnextȱchapter.ȱȱ               
x
1 i j j
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j y
3 i j j j
z
C : X cos cos .X cos sin sin sin cos .Y
sin sin cos sin cos .Z t 0
C : Y cos sin .X cos cos sin sin sin .Y
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t 0
   
    
            
R Z G Z G R Z
G Z G R Z
R Z G Z G R Z
G Z G R Z
R G R G R
ȱ
C.ȱAboutȱIntervalȱAnalysisȱȱ
Weȱ define xª º¬ ¼ asȱ theȱ intervalȱ thatȱ enclosesȱ aȱ randomȱ
variable x of \ withȱ theȱ supportȱ ofȱ itsȱ probabilityȱ
function.ȱ Thisȱ representationȱ presentsȱ severalȱ
advantages:ȱ Itȱ allowsȱ usȱ toȱ representȱ randomȱ variableȱ
withȱ impreciseȱprobabilityȱdensityȱ functions,ȱdealȱwithȱ
uncertaintiesȱinȱaȱreliableȱwayȱandȱlastȱbutȱforemost,ȱitȱisȱ
possibleȱ toȱ contractȱ theȱ intervalȱ aroundȱ allȱ feasibleȱ
valuesȱ givenȱ aȱ setȱ ofȱ constraintsȱ (i.e,ȱ equationsȱ orȱ
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Let’sȱ nowȱ illustrateȱ theȱ principalȱ ofȱ constraintsȱ
propagation.ȱ Considerȱ theȱ constraint 3 1 2x x x  whereȱ
weȱ firstȱ define
1 2 3x ,2 , x ,3 and x 4, .ª º ª º ª º ª º ª º ª º f  f  f¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ȱ Weȱ canȱ
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x x x z ,3 4, ,2
,3 2, 2,3
ª º ª º ª º  o  f  f  f¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º f  f  ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º  o  f  f  f¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º f  f  ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º  o  f  f  f¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º f  f  ¬ ¼ ¬ ¼ ¬ ¼
ȱ
Weȱobtainȱmuchȱsmallerȱintervals:ȱȱ
1 2 3x 1,2 , x 2,3 and x 4,5 .ª º ª º ª º ª º ª º ª º   ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ȱ
Thisȱ contractionȱ operatorȱ isȱ calledȱ aȱ contractor.ȱWeȱ canȱ
haveȱmanyȱofȱ themȱandȱapplyȱ theȱcontractionsȱoneȱafterȱ





C : y x
C : xy 2
C : y x 1
     ȱ
Ifȱweȱhaveȱnoȱideaȱofȱtheȱmaximumȱorȱminimumȱ x and
y canȱ take,ȱweȱassignȱ themȱ theȱdomain ,ª ºf f¬ ¼ .ȱThen,ȱ
weȱ contractsȱ theseȱ domainsȱ byȱ applyingȱ theȱ
contractorsȱ untilȱ theȱ contractionsȱ aȱ notȱ significantȱ
anymore.ȱ Noticeȱ thatȱ theȱ resultingȱ domainsȱ areȱ notȱ
dependentȱ ofȱ theȱ orderȱ inȱ whichȱ weȱ applyȱ theȱ
contractors.ȱHowever,ȱ computationȱ timeȱwillȱbe.ȱLet’sȱ
applyȱthemȱinȱtheȱfollowingȱorder:ȱȱ
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C y , 0,
C x 2 / 0, 0,
C y 0, 3 . 0, 1 0,1
x 0, 0,1 / 3 1 / 3 0,1 / 3
C y 0,1 0,1 / 3 0,1 / 9
C x 0, ,1 / 3 1 / 0,1 / 9 0
y 0, ,1 / 9 1 / 0 0
ª º ª ºo  f f  f¬ ¼ ¬ ¼ª º ª ºo  f  f¬ ¼ ¬ ¼ª º ª º ª ºo  f   f   ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º f    ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª ºo    ¬ ¼ ¬ ¼ ¬ ¼ª º ª ºo    ¬ ¼ ¬ ¼ª º   ¬ ¼
 ȱ
Weȱobtainȱemptyȱ intervalsȱwhichȱmeansȱ thatȱ thereȱ isȱnoȱ
feasibleȱ valueȱ for x and y thatȱ satisfiesȱ theȱ system.ȱ Inȱ
practice,ȱ oneȱ ofȱ theȱ mostȱ efficientȱ ordersȱ toȱ applyȱ theȱ
contractorȱisȱcalledȱforwardȬbackwardȱpropagation.ȱFirst,ȱ
weȱ writeȱ theȱ equationȱ underȱ theȱ form  xf 0. Forȱ
example,ȱ considerȱ  xf 0 ȱ where     1 2 3xf x cos x exp x .   ȱ Thenȱ weȱ decomposeȱ theȱ
equationȱ inȱ elementaryȱ operationsȱ andȱ writeȱ theȱ
algorithmȱthatȱcomputes  xy f . Thisȱpartȱpropagateȱsȱtheȱ
intervalsȱ fromȱ xȱ toȱ 0ȱ andȱ isȱ calledȱ theȱ forwardȱ
propagation:ȱȱ  
 





1. a : cos x ;
2. a : x a ;
3. a : exp x ;
4. y : a a ;
5. y : y 0 ; / / Sincef x 0
ª º ª º ¬ ¼ ¬ ¼ª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ¬ ¼ ¬ ¼ª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼ª º ª º   ¬ ¼ ¬ ¼
ȱ
a1 , a2 ,and a3ª º ª º ª º¬ ¼ ¬ ¼ ¬ ¼ areȱ intermediateȱ intervalȱvariablesȱofȱ
theȱ algorithm.ȱ If yª º¬ ¼ isȱ empty,ȱ thenȱ weȱ knowȱ thatȱ theȱ
systemȱhasȱnoȱsolution.ȱElse,ȱ yª º¬ ¼ isȱreplacedȱby^ `0 . Thenȱ
theȱ intervalsȱ areȱ propagatedȱ fromȱ 0ȱ to x .ȱ Itȱ isȱ theȱ
backwardȱpropagation.ȱȱ     
6. a2 : a2 y a3 ; / / Seestep4
7. a3 : a3 y a2 ; / / Seestep4
8. x3 : x3 log a3 ; / / Seestep3
9. a1 : a1 a2 / x1 ; / / Seestep2
10. x1 : x1 a2 / a1 ; / / Seestep2
ª º ª º ª º ª º  ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º ª º  ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ª º ª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ 11. x2 : x2 cos 1 a1 ; / / Seestep1ª º ª º ª º  ¬ ¼ ¬ ¼ ¬ ¼
ȱ
Thoseȱ stepsȱ thereforeȱ formsȱ aȱ forwardȬbackwardȱ
algorithmȱ thatȱ returnsȱ theȱ smallestȱ boxes
1 2 3x x . x . xª º ª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ withȱencloseȱtheȱsolutionȱset.ȱȱ
D.ȱOurȱforwardȬbackwardȱAlgorithmȱȱ
Letȱ usȱ remindȱ thatȱ inȱ ourȱ problemȱ ofȱ findingȱ theȱ
transformationȱparameters,ȱweȱhaveȱthreeȱcontractorsȱperȱ
coupleȱofȱcorrespondingȱpoints.ȱTheyȱhaveȱ toȱbeȱ treatedȱ
simultaneouslyȱ inȱaȱ forwardȬbackwardȱalgorithmȱ toȱ findȱ
theȱsmallestȱboxes x y zx . . . t . t . tª ºª º ª º ª ºª º ª º ª º ¬ ¼ ¬ ¼ ¬ ¼¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼G R Z whichȱ
enclosesȱ theȱsolutionȱ set.ȱWeȱappliedȱ theȱ sameȱprincipleȱ
thanȱtheȱoneȱpresentedȱabove.ȱDueȱtoȱitsȱsizeȱofȱ116ȱlinesȱ





intervalȱ library.ȱ Theȱ mainȱ advantageȱ ofȱ anȱ intervalȱ
approachȱ isȱgenerallyȱ itsȱspeedȱforȱsolvingȱstronglyȱnonȬ
linearȱ systemsȱ ofȱ equationsȱ asȱ longȱ asȱ weȱ haveȱ moreȱ
equationsȱ thanȱ unknownȱ variables.ȱ Inȱ ourȱ problem,ȱweȱ
haveȱ sixȱ unknownsȱ andȱ threeȱ equationsȱ perȱ
correspondingȱpoints.ȱThisȱmeansȱthatȱonlyȱtwoȱcoupleȱofȱ
correspondingȱ pointsȱ shouldȱ beȱ sufficientȱ toȱ solveȱ theȱ
problemȱ usingȱ intervalȱ analysis.ȱ Inȱ practice,ȱ weȱ firstȱ
obtainedȱ whatȱ seemedȱ toȱ beȱ randomȱ results.ȱ Weȱ wereȱ
feedingȱtheȱalgorithmȱwithȱasȱmanyȱcouplesȱofȱpointsȱasȱitȱ
neededȱtoȱcontractȱtheȱintervalsȱtoȱanȱacceptableȱwidthȱofȱ
0.1ȱ radȱ onȱ theȱ rotationȱ anglesȱ andȱ 0.05ȱ mȱ onȱ theȱ
translationȱparameters.ȱToȱreachȱthisȱgoal,ȱourȱalgorithmsȱ
sometimesȱ neededȱ 200ȱ couplesȱ ofȱ pointsȱ (whichȱ wasȱ aȱ
problemȱ whenȱ weȱ hadȱ lessȱ correspondences)ȱ andȱ
sometimesȱ neededȱ asȱ littleȱ asȱ 4ȱ pointsȱ toȱ attainȱ thisȱ
precision,ȱ makingȱ theȱ computationȱ timeȱ varyingȱ fromȱ
0.13ȱtoȱ6.1ȱmsȱ(0.1ȱmsȱtoȱinitializeȱandȱ0.03ȱmsȱtoȱcomputeȱ
theȱ forwardȬbackwardȱ algorithmȱ perȱ correspondingȱ
coupleȱ ofȱ points).ȱ Weȱ eventuallyȱ figuredȱ outȱ thatȱ itȱ





whichȱ ourȱ contractorsȱwereȱ notȱ contractingȱwell.ȱWeȱ
neededȱ 200ȱ ofȱ thoseȱ pointsȱ toȱ getȱ exploitableȱ results.ȱ
However,ȱ whenȱ usingȱ asȱ littleȱ asȱ 3ȱ pointsȱ thatȱ wereȱ
clearlyȱ notȱ collinearȱ (fig.4b)ȱ weȱ immediatelyȱ
contractedȱ theȱ intervalsȱ toȱ theȱ requestedȱ width.ȱ Thisȱ
comesȱ fromȱ theȱ factȱ thatȱeveryȱ isometryȱ isȱcompletelyȱ





Fig.5ȱ showsȱ twoȱ PNGȱ picturesȱ andȱ pointȱ cloudsȱ takenȱ
fromȱ aȱ rightȱ poseȱ andȱ aȱ leftȱ poseȱ aroundȱ aȱmechanicalȱ
prototype.ȱ Forȱ thisȱ weȱ usedȱ ROSȱ withȱ theȱ OpenNIȱ
drivers.ȱȱ




obtainȱ theȱ correspondences.ȱ Theȱ algorithmȱ computedȱ
forȱ 45sȱ onȱ aȱ Intelȱ coreȱ 2ȱ duoȱ whichȱ andȱ foundȱ 287ȱ
correspondencesȱ allȱ overȱ theȱ structure.ȱ (Toȱ compareȱ
theȱ results,ȱweȱalsoȱ ranȱSIFTȱwhichȱ tookȱonlyȱ11sȱbutȱ
foundȱ onlyȱ 13ȱ correspondences.ȱ Letȱ alsoȱ noticeȱ thatȱ
theyȱ wereȱ allȱ onȱ theȱ hoodȱ ofȱ theȱ prototypeȱ whichȱ
meantȱ thatȱ theȱ pointsȱwereȱ almostȱ collinearȱ andȱ thatȱ
ourȱ forwardȬbackwardȱ algorithmȱ wouldȱ haveȱ failed.ȱ
SIFTȱ thereforeȱ requiresȱ toȱ takeȱ intermediaryȱ posesȱ toȱ
reconstructȱ theȱ structure,ȱ whichȱ finallyȱ isn’tȱ makingȱ
theȱuseȱofȱSIFTȱ fasterȱ thanȱAȬSIFT.ȱHowever,ȱ existingȱ
reconstructionȱ programsȱ likeȱ RGBDSLAMȱ useȱ aȱ
parallelȱ versionȱ ofȱ SIFTȱ calledȱ SIFTȱ GPUȱ usingȱ theȱ
NvidiaȱCUDAȱ technologyȱwhichȱ considerablyȱ reduceȱ
itsȱcomputationȱtime.ȱ(Ourȱteamȱisȱcurrentlyȱinterestedȱ
inȱparallelizingȱAȬSIFTȱ inȱ theȱ sameȱway).ȱWeȱdecidedȱ
toȱ keepȱ onlyȱ 3ȱ correspondencesȱ thatȱweȱ judgedȱ goodȱ
enough.ȱ (Redȱ pointsȱ onȱ Fig.5)ȱ Weȱ eventuallyȱ







Amongȱ theȱ correspondenceȱ points,ȱ weȱ randomlyȱ
chooseȱ3ȱpoints.ȱIfȱtheyȱareȱalmostȱcollinear,ȱweȱdiscardȱ
oneȱpointȱ andȱ randomlyȱpickȱ anotherȱ one,ȱ andȱ checkȱ
againȱ ifȱ theyȱ areȱ almostȱ colinearȱ untilȱ theyȱ areȱ not.ȱ
Pointsȱ canȱ beȱ shownȱ toȱ beȱ almostȱ collinearȱ byȱ
determiningȱ thatȱ theȱ scalarȱ productȱ ofȱ twoȱ vectorsȱ
formedȱbyȱtheȱpointsȱisȱcloseȱtoȱ0.ȱInȱpratice,ȱweȱchooseȱ
aȱ arbitraryȱ tresholdȱ dependingȱ onȱ theȱ performancesȱ
weȱ wantȱ toȱ achieve.ȱ Onceȱ weȱ hadȱ ourȱ 3ȱ clearlyȱ notȱ
collinearȱ correspondingȱ points,ȱ weȱ recoveredȱ theȱ
depthȱ informationȱ inȱ theȱ pointȱ clouds,ȱ convertedȱ theȱ
pointsȱ intoȱworldȱ coordinatesȱ andȱ ranȱ theȱpointsȱ oneȱ
afterȱ theȱ otherȱ throughȱ ourȱ forwardȬbackwardȱ
algorithm,ȱsuccessivelyȱcontracting , ,G R Z and x y zt ,t ,t toȱ
theȱ requestedȱ precision.ȱ Weȱ firstȱ startȱ withȱ bigȱ
intervals,ȱ forȱ instance, 3.14,3.14ª º¬ ¼Z and
xt 10,10 .ª º ¬ ¼ Theȱprogramȱthenȱoutputsȱtheȱcontractedȱ
intervalsȱ afterȱ eachȱ passȱ ofȱ theȱ forwardȬbackwardȱ
algorithm:ȱ Pointȱ 1 x3.122,2.593 ,t 1.241,1.489 ,ª º ª º  ¬ ¼ ¬ ¼Z





x1.572, 1.573 ,t 1.345,1.385 .ª º ª º   ¬ ¼ ¬ ¼Z ȱ
Theȱ intervalsȱ areȱ repeatedlyȱ contractedȱ aroundȱ theȱ
solutionȱ andȱ reachedȱ theȱ requestedȱ widthȱ inȱ 0.209ȱ ms.ȱ
Fig.6ȱshowsȱ theȱ reconstructedȱsceneȱusingȱ theȱ twoȱpointȱ
cloudsȱsetȱwithȱtheȱcomputedȱtransformation.ȱWeȱappliedȱ
theȱ sameȱ algorithmȱ toȱ 7ȱdifferentȱposesȱ takenȱ aroundȱ aȱ
carȱandȱdisplayedȱtheȱresultȱinȱfig.7.ȱȱ
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theȱ correspondencesȱ returnedȱ byȱ AȬSIFT.ȱ Howeverȱ inȱ
orderȱ toȱ designȱ anȱ autonomousȱ programȱ capableȱ ofȱ
choosingȱpointsȱonȱitsȱownȱandȱapplingȱtheȱalgorithm,ȱweȱ
haveȱ toȱbeȱ robustȱ toȱoutliers.ȱAlthoughȱ rare,ȱAȬSIFTȱcanȱ
sometimesȱ sendȱ backȱ wrongȱ correspondingȱ pointsȱ
(particularlyȱ withȱ repeatingȱ patterns).ȱ Inȱ thisȱ case,ȱ ourȱ
forwardȬbackwardȱ algorithmȱ wouldȱ returnȱ emptyȱ
intervalsȱ forȱ theȱ transformationȱ parameters.ȱ Toȱ
counteractȱ thisȱ effect,ȱweȱusedȱ anȱ algorithmȱ forȱ solvingȱ
relaxedȱ setȱ inversionȱ problemȱ presentedȱ inȱ [14].ȱ Toȱ
illustrateȱthisȱprincipleȱofȱrelaxation,ȱ let’sȱconsider m sets
1 mX , ,X! ofȱ n .\ TheȱqȬrelaxedȱintersectionȱisȱtheȱsetȱofȱall
x in n\ whichȱ belongȱ toȱ all iX ’s ,ȱ except q atȱ most.ȱ
Potentialȱ misȬcorrespondingȱ pointsȱ wouldȱ thenȱ beȱ




Theȱ IMUȱ orȱ Inertialȱ Measurementȱ Unitȱ containsȱ anȱ
accelerometer,ȱ aȱmagnetometerȱ andȱ aȱ gyroscope.ȱ Thoseȱ
lastȱ twoȱcombinedȱallowsȱusȱ toȱobtainȱ theȱorientationȱofȱ
theȱ IMUȱ (andȱ thusȱ theȱ Kinect)ȱ atȱ anyȱ time,ȱ thereforeȱ







Inȱpractice,ȱ theȱIMUȱ turnedȱoutȱ toȱbeȱveryȱpreciseȱaboutȱ
itsȱ orientation.ȱAccordingȱ toȱ theȱ datasheets,ȱ thisȱmodelȱ
wasȱ preciseȱ toȱ +/Ȭȱ 0.035ȱ rad,ȱ whichȱ wasȱ moreȱ thanȱ
sufficientȱ forȱ ourȱ purposes.ȱ Withȱ thisȱ accuracy,ȱ
contractingȱ theȱ intervalsȱ on , ,G R Zwasȱ notȱ neededȱ
anymore.ȱHowever,ȱanȱIMUȱdoesn’tȱreturnȱitsȱpositionȱsoȱ
weȱstillȱhadȱtoȱapplyȱourȱforwardȬbackwardȱalgorithmȱtoȱ
computeȱ theȱ translationȱ parameters.ȱ Theȱ IMUȱ stillȱ
improvedȱ ourȱ performancesȱ sinceȱ onlyȱ oneȱ
correspondenceȱ wasȱ thenȱ neededȱ toȱ contractȱ thoseȱ
parametersȱ toȱ anȱ acceptableȱ precisionȱ ofȱ 0.05m.ȱ Theȱ
computationȱthenȱdroppedȱtoȱ0.1ȱmsȱtoȱinitializeȱ+ȱ0.03ȱmsȱ
toȱ runȱ theȱ forwardȬbackwardȱ algorithmȱonce.ȱMoreoverȱ
theȱneedȱofȱonlyȱoneȱ correspondenceȱmadeȱpossibleȱ theȱ
useȱ ofȱ lessȱ effectiveȱ butȱ fasterȱ algorithmȱ thanȱ AȬSIFT.ȱ
Furtherȱstudiesȱcouldȱevenȱleadȱtoȱtheȱimplementationȱofȱ






Inȱ orderȱ toȱ discardȱ allȱ computationȱ aboutȱ solvingȱ theȱ
transformationȱ parameters,ȱ weȱ triedȱ toȱ obtainȱ theȱ
positionȱ fromȱ theȱ accelerationȱ dataȱ fromȱ theȱ IMUȱ andȱ
reconstructȱ theȱ 3Dȱ sceneȱ accordingȱ toȱ themȱ only.ȱ Byȱ
integratingȱ twiceȱ theȱ acceleration,ȱ weȱ foundȱ theȱ
translationȱbetweenȱ twoȱposes.ȱKnowingȱ thatȱ theȱKinectȱ
(thusȱtheȱIMU)ȱwasȱatȱzeroȱspeedȱat t 0 allowedȱusȱtoȱgetȱ
ridȱ ofȱ theȱ constants.ȱ However,ȱ weȱ decidedȱ toȱ stopȱ theȱ
movementȱatȱeachȱposesȱwhichȱmeantȱthatȱtheȱKinectȱwasȱ
alsoȱ atȱ zeroȱ speedȱ atȱ theȱ endȱ ofȱ theȱ movement.ȱ Weȱ
thereforeȱ imaginedȱ anȱ algorithmȱ basedȱ onȱ theȱ
forwardbackwardȱprinciple.ȱWhileȱmoving,ȱtheȱestimatedȱ
intervalsȱ ofȱ theȱ speedȱ ofȱ theȱ Kinectȱ areȱ growingȱ (seeȱ
fig.10a)ȱ whichȱ whenȱ integratedȱ leadȱ toȱ aȱ relativelyȱ
impreciseȱ estimationȱ ofȱ theȱ positionȱ andȱ anȱ importantȱ
drift.ȱUsingȱtheȱfactȱthatȱtheȱKinectȱisȱatȱzeroȱspeedȱatȱtheȱ
endȱofȱ theȱmovement,ȱweȱcontractedȱ theȱspeedȱ intervalsȱ




thatȱ theȱ trueȱ solutionȱ isȱalwaysȱ inȱ theȱgivenȱ interval.ȱAtȱ
lineȱ 6,ȱ if^ `0 isȱ notȱ includedȱ inȱ theȱ speedȱ intervalȱ atȱ theȱ
endȱ ofȱ theȱ movement,ȱ itȱ meansȱ thatȱ theȱ IMUȱ isȱ notȱ
stopped.ȱInȱpractice,ȱtheȱnoiseȱonȱtheȱmeasuresȱwasȱveryȱ
importantȱbecauseȱofȱtheȱaccelerationȱfromȱgravity.ȱIfȱtheȱ
Kinectȱ stayedȱ horizontallyȱ (likeȱmovingȱ onȱ aȱ table),ȱweȱ




onȱ thesesȱ axisȱ wasȱ amplifiedȱ byȱ theȱ twoȱ integrationsȱ
whichȱmadeȱtheȱpositionȱveryȱinaccurate.ȱTranslatingȱtheȱ





Comparativeȱ resultsȱ withȱ RANSACȱ showȱ similarȱ
computationȱ times,ȱ withȱ aȱ certainȱ advantageȱ forȱ
RANSACȱdependingȱonȱ theȱ initialȱconditions.ȱHowever,ȱ
oneȱ couldȱ argueȱ aboutȱ theȱ purposeȱ ofȱ discussingȱ theȱ
performancesȱofȱalgorithmsȱ inȱ theȱ tenthsȱofȱmillisecondsȱ
whenȱ inȱbothȱcaseȱoneȱstillȱneedȱ toȱ runȱSIFTȱ (11s)ȱorȱAȬ
SIFTȱ(45s)ȱtoȱfirstȱcomputeȱtheȱcorrespondences.ȱ
ȱ
ȱ Algorithm  ACCEL2POSC in: a ,out : xª º ª º¬ ¼ ¬ ¼ ȱ
1ȱȱ ^ ` ^ ` ^ `0 0 0 0a 0 ; v 0 ; x x ;k 0;ª º ª º ª º    ¬ ¼ ¬ ¼ ¬ ¼ ȱ
2ȱ for t=0:dt:TȬdt
3ȱ tread a ;ª º¬ ¼ ȱ
4ȱ t dt t t
v v a dt;
ª º ª º ª º  ¬ ¼ ¬ ¼ ¬ ¼ ȱ
5ȱȱ endfor ȱ
6ȱȱ ^ ` tif 0 isȱnotȱincludedȱin v thenȱerror;ª º¬ ¼ ȱ
7ȱȱ else ȱ
8ȱȱ ^ `Tv 0 ;ª º  ¬ ¼ ȱȱ
9ȱȱ for t=T:Ȭdt:TȬdt ȱ
10ȱȱ  \t dt t dt t tv v v a dt ; ª º ª º ª º ª º  ¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼ ȱ
11ȱȱ enfor ȱ
12ȱȱ for t=0:dt:TȬdt ȱ
13ȱȱ t dt t t
x x v dt












Ourȱ researchesȱ showedȱ thatȱ itȱ wasȱ possibleȱ toȱ applyȱ
intervalȱanalysisȱ toȱ findȱ theȱ transformationȱbetweenȱ twoȱ
3Dȱ images.ȱWeȱ thereforeȱ haveȱ beenȱ ableȱ toȱ reconstructȱ
objectȱandȱscenesȱinȱ3D.ȱTheȱadditionȱofȱtheȱIMUȱshowedȱ
thatȱ itȱwasȱpossibleȱ toȱdoȱ soȱwithoutȱ anyȱ computation.ȱ
Weȱhoweverȱstillȱhaveȱtoȱfigureȱoutȱhowȱtoȱrobustlyȱknowȱ
theȱ positionȱ ofȱ theȱ IMUȱ atȱ anyȱ time.ȱ Futureȱ researchesȱ
mayȱincludeȱloopȱclosureȱdetectionȱandȱtheȱintegrationȱofȱ






differentȱ softwareȱbutȱ theȱ resultsȱwereȱeitherȱ containingȱ
tooȱmanyȱ polygonsȱ forȱ aȱ gameȱ engineȱ toȱ runȱ it,ȱ orȱ tooȱ
simplifiedȱ toȱ stillȱ lookȱ likeȱ aȱ car.ȱ Thisȱ problematicȱ isȱ aȱ
veryȱ activeȱ topicȱ ofȱ researchȱ inȱ theȱ graphicsȱ world.ȱ Aȱ
companyȱnamedȱJCLȱfoundȱaȱsideȱsolutionȱbyȱdevelopingȱ
aȱ gameȱ engineȱ exclusivelyȱ forȱ displayingȱ cloudsȱ ofȱ
trillionsȱ ofȱ pointsȱ inȱ realȱ time.ȱ Itȱwillȱ thereforeȱ beȱ veryȱ
easyȱ forȱdeveloperȱ toȱ scanȱanȱobjectȱorȱaȱ sceneȱwithȱ theȱ
Kinectȱ orȱ anyȱ otherȱ 3Dȱ scannerȱ andȱ includeȱ itȱ inȱ theȱ
game.ȱ Finally,ȱ weȱ believeȱ thatȱ itȱ isȱ possibleȱ toȱ buildȱ
completeȱ robotȱ navigationȱ [16][17]ȱ andȱ interactionȱ
systemsȱ solelyȱ basedȱ onȱ cheapȱ depthȱ camerasȱ likeȱ theȱ
Kinectȱ[18][19].ȱToȱproveȱourȱpointȱweȱmountedȱourȱsetupȱ






trackingȱ inȱdiverseȱ environments,”ȱ inȱProceedingsȱ ofȱ
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