Abstract-A class of model-based filters for extracting trends and cycles in economic time series is presented. These lowpass and bandpass filters are derived in a mutually consistent manner as the joint solution to a signal extraction problem in an unobserved-components model. The resulting trends and cycles are computed in finite samples using the Kalman filter and associated smoother. The filters form a class which is a generalization of the class of Butterworth filters, widely used in engineering. They are very flexible and have the important property of allowing relatively smooth cycles to be extracted from economic time series. Perfectly sharp, or ideal, bandpass filters emerge as a limiting case. Applying the method to quarterly series on U.S. investment and GDP shows a clearly defined cycle.
The principal feature of this extended class of models is that it enables smoother cycles to be extracted; also, as a consequence of the link with Butterworth filters, it can be shown that a model yielding the equivalent of an ideal bandpass filter can be obtained as a limiting case.
The attraction of the model-based approach is that the filters implicitly defined by the model are consistent with each other and with the data. Furthermore, they automatically adapt to the ends of the sample, and, if desired, root-mean-square errors can be calculated. The models can also be used to gain insight into the more ad hoc filters used in business cycle analysis, indicating when it might be appropriate to use them and when they can lead to serious distortions of the kind documented by Cogley and Nason (1995) and Harvey and Jaeger (1993) for the HP filter and by Murray (2002) for bandpass filters.
The plan of the article is as follows. Section II begins by discussing the frequency-domain properties of the Butterworth class of lowpass and bandpass filters. Section III follows Gomez (2001) in setting out classes of unobservedcomponents models for which the Butterworth filters are optimal, at least for estimating components near the middle of a long sample. The class of Butterworth bandpass filters is then extended by basing them on models with stationary cycles. This is important for economic applications. A general class of unobserved-components models, containing both trends and cycles, is defined in Section IV. The implied filters for extracting trends and cycles from such models are mutually consistent; the way in which they interact is studied in the frequency domain. Section V describes a variation of the cycle model for which the time-domain properties are more easily derived. This specification is adopted in Section VI, where models from the extended class of structural time series models are fitted to real macroeconomic time series and the extent to which they are able to extract smooth business cycles is examined. Section VII extends the analysis to bivariate models, and Section VIII presents the conclusions.
II. Lowpass and Highpass Filters
Lowpass filters are used to isolate the trend in a series. Viewed in the frequency domain, the effect of such filters is to pick out the low-frequency movements. In a similar way, bandpass filters are designed to focus on midrange frequencies, associated with movements such as business cycle fluctuations.
The lowpass Butterworth filter depends on a positive parameter q and a positive integer index m. The form of the Butterworth filter is motivated by its properties in the frequency domain, but it implies the following two-sided filter in the time domain: 
For example if m ϭ 1, it can be shown that the weights die away exponentially on either side, that is,
where ϭ {q ϩ 2 Ϫ ͌ q 2 ϩ 4q}/ 2. The weights in the filter sum to one, as can be seen by setting L ϭ 1 in equation (1); the corresponding detrending filter is given by 1 Ϫ B m lp (L). The effect of the filter can be obtained from the frequency response function, which is found by replacing L by exp(Ϫi) in (1). The gain is the modulus of the frequency response function. Assuming the original series to be stationary, the gain shows how the amplitudes of components at each frequency are affected. Squaring the gain gives the factor by which the spectrum of the original series must be multiplied to give the spectrum of the filtered series. Since the filter in (1) is symmetric and the frequency response function is nowhere negative, the gain is equal to the frequency response function. Writing B m lp (e Ϫi ) somewhat more compactly as B m lp (), the gain can be expressed as
where denotes frequency in radians. Using standard trigonometric identities, it can be shown that
where
This expression is the way in which the Butterworth filter is normally defined. 1 In the last part of equation (5), lp is the frequency at which the gain equals one-half. The lowpass filter aims to cut out frequencies beyond lp . As can be seen in figure 1, where B m lp () is displayed for m equal to 1, 3, and 10 with lp fixed at /8, the higher frequencies are cut off more sharply as m increases. Indeed it is apparent from equation (5) that the filter becomes more rectangular as m 3 ϱ. The parameter q can also be regarded as determining the location via the relationship (6); for a given m, larger values of q are associated with larger values of lp . Overall the class of Butterworth lowpass filters offers a high degree of flexibility with respect to the location of the cutoff frequency and the sharpness of the filter.
Cyclical components can be extracted from an observed series using bandpass filters based on the Butterworth lowpass filters. This may be done by subtracting the weights for a Butterworth lowpass filter for lp ϭ 1 from those for a lowpass filter for 2 with 2 Ͼ 1 . Setting the lowpass index m equal to n yields a gain function given by
Since the weights in the lowpass filters sum to unity, the weights in the bandpass filter sum to zero. As n 3 ϱ the gain becomes rectangular, cutting out all frequencies outside the range between 2 and 1 . Some business cycle researchers have argued for the desirability of such sharp filters, referring to them as ideal. The use of a sharp bandpass filter involves the notion that the underlying cy-1 Another class of Butterworth filters is given by replacing the sine function in equation (5) by a tangent function. We restrict attention to sine-function filters, because they are most easily linked to unobserved components models that are estimated directly as opposed to being derived from a canonical decomposition as in Gomez (2001 clical component itself is in fact defined by a range of frequencies. Thus, in Baxter and King (1999) , the business cycle component of a macroeconomic time series is equated to those components with periodicity between 6 and 32 quarters. A different class of bandpass filters is obtained from lowpass filters by a transformation described in Gomez (2001, p. 371) . Given constants q and c that satisfy q Ͼ 0 and 0 Ͻ c Ͻ , these filters have gain functions
The filters are indexed by a positive integer n. We will refer to them as Butterworth bandpass filters. A plot of the gain function is shown in figure 2 for different values of n with c set to /4 and q ϭ 1. It is immediately apparent from equation (7) that the maximum value, unity, is at ϭ c . As n increases, the filter cuts out an increasingly distinct block of frequencies and so approaches an ideal bandpass filter. Setting ϭ 0 in B n bp (; c ) gives q/(q ϩ 4 n ). This corresponds to setting L ϭ 1 in the time domain and so is the sum of the weights, which, as can be seen, only goes to zero as n goes to infinity.
The parameter c determines the location of the band of frequencies passed by the filter, and q controls the spread of the gain function. Figure 3 displays the gain for different values of q, with c ϭ /4 and n ϭ 3. The peak of the graph becomes narrower as q shifts from 10 to 0.1, indicating an increased focus on components with frequency near c .
Butterworth bandpass filters therefore possess a considerable degree of flexibility. While the general location of the peak of the gain is controlled by c , the sharpness or rectangular resolution depends on the index n. The range of frequencies captured by the filter is determined by q. Following a suggestion of Gomez (2001) , a measure of bandwidth can be found by solving for the two values of at which the gain function equals one-half. These values represent the two values of for which the second term in the denominator of equation (7) by 1 and 2 , the bandwidth is given by ͉ 2 Ϫ 1 ͉. Given a desired value for the bandwidth along with the frequency of interest c , one could solve (numerically) for q 1/n . The index, n, may be chosen on the basis of the desired sharpness. Note, however, that as n 3 ϱ, q 1/n 3 1 and the bandwidth depends only on c . For example, in figure 3 the range is from 0.388 to 1.435 rad. This may seem restrictive, but with a moderate size n, a judicious choice of q should give a reasonably good approximation to any desired bandpass filter. Note, however, that if c ϭ 0.5, corresponding to a period of 2/ c ϭ 12.6 quarters, the range is from 5.1 to 34.3 quarters, which is only slightly wider than the typical business cycle range of 6 to 32 quarters mentioned earlier.
The next section shows how Butterworth filters are implicitly given by particular types of unobserved-components models. This connection gives insight into when various filters might be appropriate. It also solves the problem of how to construct weights near the beginning and end of a series and suggests how the filters may be generalized. 
III. Models for Cycles and Trends
This section sets out unobserved-component models for which the optimal estimates of trends and cycles are given by Butterworth filters.
We define an unobserved component, m,t , to be an m th -order stochastic trend, for positive integer m, if
where the disturbance term t is serially uncorrelated with mean zero and constant variance 2 , that is, t ϳ WN(0, 2 ), where WN stands for "white noise." The first-order stochastic trend is a simple random walk, whereas for m ϭ 2 the trend is an integrated random walk with slope 1,t . These specifications are frequently used in structural time series models; see Harvey (1989) , Young (1984) , or Kitagawa and Gersch (1996) .
Although these stochastic trends are nonstationary, the Wiener-Kolmogorov (WK) formula can still be used to give the optimal, or more precisely minimum-mean-squarederror, linear estimator; see Bell (1984) . If the only other component is white noise ε t , that is,
then the WK filter for a doubly infinite series yields the lowpass Butterworth filter (1) with q ϭ q ϭ 2 / ε 2 . This follows immediately on substituting repeatedly to give m,t ϭ t /(1 Ϫ L) m and constructing the WK filter as the ratio of the (pseudo) autocovariance generating function of m,t to that of y t . For finite samples, the trend may be extracted by the state-space smoother. This works even if q ϭ 0, so that the trend is deterministic. Note that the estimated second-order trend is equivalent to a cubic spline, 2 whereas m ϭ 3 gives a quintic spline; see Kohn, Ansley, and Wong (1992) .
Stochastic cyclical components have been found useful in modeling cyclical behavior in a wide variety of time series, including real GNP; see Harvey and Jaeger (1993) . The definition below is a straightforward generalization based on a recursion that generates a sequence of cycles driven by a disturbance term that acts in such a way as to preserve continuity.
An unobserved component n,t is an n th -order stochastic cycle, for positive integer n, if
2 ). The parameter is called the damping factor; it satisfies 0 Ͻ Յ 1, and 0 Յ c Յ .
The first-order stochastic cycle is as described in Harvey (1989) , but with the variance of the disturbance term for the auxiliary process * 1,t set to 0 instead of 2 . For n ϭ 2, 2,t has a first-order stochastic cycle as a driving variable, so the shocks to a second-order cycle are themselves periodic. We set up the model with only one disturbance in the first equation and, correspondingly, no * iϪ1,t in the vector on the far right-hand side of the other equations, so as to give a clear link with Butterworth filters.
The properties of the cycle are obtained by first writing
The spectral generating function is obtained by replacing L by exp(Ϫi), and so the power spectrum, for Ͻ 1, is
If the model consists of a stochastic cycle plus white noise, that is,
then the WK filter for extracting the cycle is
where q ϭ 2 / ε 2 . The frequency response function is again real and positive, so the gain is
The notation GB n bp is for generalized Butterworth bandpass filter of order n, since when ϭ 1, the ordinary Butterworth bandpass filter (7) is obtained.
The model (12) may be put in state-space form, as shown in the appendix, and the cycle extracted by smoothing. As n increases we get closer to the ideal bandpass filter, as can be seen from the graphs of the gain for ϭ 1 shown in figure 2. The approximation to the ideal filter obtained in this way is analogous to the approximation proposed by Baxter and King (1999) . Their method is based on a truncation of weights; this means that a cycle cannot be extracted at the beginning and end of the series, and the better is the approximation, the more data points are lost. The statespace smoother does not suffer from this drawback, as it automatically adopts the optimal asymmetric weighting patterns needed at the beginning and end of the series. These weighting patterns-the w j 's in expressions like equation (2)-can be computed explicitly using an algorithm set out in Koopman and Harvey (2003) . Figure 4 shows the weights for a model with n ϭ 10 and ϭ 0.9 in the middle of a series, effectively corresponding to equation (13); the weighting pattern near the end is displayed in figure 5 .
Setting equal to 1 in the bandpass filter may be unappealing insofar as it corresponds to a nonstationary cycle in the model (12). Business cycles are usually modeled by stationary processes, so the additional flexibility resulting from the inclusion of the damping factor is an important generalization. Figure 6 plots the gain of the bandpass filter for ϭ 0.7, 0.9, and 1.0 with n set to 2. The graphs are similar for ϭ 0.9 and 1.0. As becomes smaller, the gain function spreads out, becoming less peaked around c . However, if n increases as falls, there is a compensating effect. The spectrum shows similar behavior. 3
IV. General Model-Based Filters
The stochastic trend and cyclical components m,t and n,t , defined in the last section, combine to form a class of structural time series models:
where the irregular term ε t is white noise. The three components are assumed to be mutually uncorrelated; this both simplifies the statistical treatment of the model and ensures that the weighting patterns for signal extraction filters in the middle of a series are symmetric. The model can be extended so as to include a seasonal component, as in Harvey and Jaeger (1993) , thereby avoiding the potentially distorting effects of seasonal adjustment procedures. The optimal estimator of the trend (cycle) in equation (15) Note: In the model (12) with n set to 10, the optimal weights for estimating the cyclical component at time t ϭ 100 are shown for ϭ 0.9, q ϭ 1, and c ϭ 2/20. Note: In the model (12) with n set to 10, the optimal weights for estimating the cyclical component at time t ϭ 197 are shown, for ϭ 0.9, q ϭ 1, and c ϭ 2/20.
(bandpass) filter of order (m, n). The lowpass filter for a doubly infinite sample may be written
its gain is
The corresponding expressions for the bandpass filter are
and
The weights in the bandpass filter sum to zero, as is immediately seen by setting L ϭ 1 in equation (18). The gain is correspondingly zero at the origin. These features reflect the inclusion in the model of a stochastic trend.
Unless the filters are ideal, applying simple lowpass and bandpass filters such as equations (1) and (13) consecutively will not give the same result as applying a generalized filter. Thus a generalized bandpass Butterworth filter of order (m, n) will not give the same cycle as would be obtained by applying a bandpass filter of order n to a series that has been detrended by a lowpass filter of order m, that is,
. A fully specified model enables trends and cycles to be extracted by filters that are mutually consistent. Figure 7 shows gains for the lowpass and bandpass Butterworth filters of order (2, 2), given q ϭ q ϭ 1, ϭ 0.9. There is some overlap, and a comparison with figure 1 shows that the need to accommodate the bandpass filter induces a dip in the lowpass filter at intermediate frequencies. When the same filters are used, but the orders are increased, both gain functions become noticeably more blocklike. Some overlap between the two continues to exist, but it decreases considerably. This tendency continues as the orders increase further, the gain function becoming increasingly sharp and rectangular. The right-hand tail could conceivably be made sharper more quickly by introducing another, higher-frequency cycle into the model, but this is not something we have chosen to investigate.
While it is interesting to see the interaction in figure 7 , it is not clear that it is telling us much about the properties of the lowpass filter as an estimator of the trend. What is more important is the effect that fitting a trend has on the shape of the gain function of the bandpass filter. Figure 8 shows the gain of a second-order bandpass filter for m ϭ 0, 2, and 5. The main feature is that power is removed from the lower frequencies when account is taken of the trend, that is, m Ͼ 0. Applying the simple (m ϭ 0) filter, equation (13) in the previous section, to a nonstationary series would, for finite n, lead to distortion, because the gain is not zero at the origin.
The discussion of ideal filters raises the question of how desirable they are in the first place. In time series modeling the trend index m is usually taken to be 1 or 2. A larger value will give a nonlinear forecast function and an estimated trend that is more responsive to short-term movements in 
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the series. Such trends may not be attractive. Figure 9 shows the gain of a bandpass filter for various values of n, with m set to 2. The bandpass filter is still able to provide a reasonable approximation to an ideal filter. More importantly, moderate values of n lead to a concentration on a band of frequencies around c , with much of the highfrequency movement relegated to the irregular. This will tend to produce an extracted cycle that is smoother than would be obtained with the usual value of n ϭ 1. This may have some merit. To see whether this is the case, Section VI investigates how well models with different values of n fit real economic time series.
V. Balanced Cyclical Model
The rationale behind the form of the cycle presented in equation (10) is its link with Butterworth filters as demonstrated by the analysis of the gain. We will call this the 
As was noted in Section III, this model generalizes the first-order stochastic cycle model described in Harvey (1989) . It has the attraction that its time-domain properties are more easily derived. Thus the result that the variance of the cycle, 2 ϭ var ( n,t ), which is equal to 2 /(1 Ϫ 2 ) for n ϭ 1, generalizes to the case of n ϭ 2 as 2 ϭ 1 ϩ
The autocorrelation function is
as compared with () ϭ cos ( c ) in the first-order model. The derivation and expressions for larger values of n are in Trimbur (2001) . Our experience is that the balanced form seems to give a slightly better fit insofar as maximum likelihood estimation tends to yield more plausible values for the period. Furthermore, as noted in the appendix, there is a computational advantage in that the initial covariance matrix of the associated state vector can be obtained explicitly.
VI. U.S. Macroeconomic Time Series
There are two attractions to estimating trends and cycles from a fully specified model. The first is that the implied filters are optimal and mutually consistent even at the beginning and end of the series. The second is that the parameters can be estimated so the filters are consistent with the properties of the series. This section demonstrates these points by fitting Gaussian models to the logarithms of quarterly, seasonally adjusted U.S. GDP and investment from 1947:1 to 2001:3 based on 1996 price levels (source: U.S. Department of Commerce, Bureau of Economic Analysis: National Accounts Data). The order of the stochastic trend is m ϭ 2, and interest centers on comparing the results for different orders of the cyclical component.
The estimation results are reported in table 1 for the balanced form of the cyclical component. The results for the Butterworth form are similar and are available in Trimbur (2001) . The calculations were done with a program written in the Ox language of Doornik (1999) , with extensive use being made of the state-space algorithms in Ssfpack; see Koopman, Shephard, and Doornik (1999) . The parameters were estimated by maximum likelihood. The Box-Ljung statistic Q(P) is based on P residual autocorrelations and should be tested against a chi-squared distribution with degrees of freedom equal to P ϩ 1 minus the number of estimated hyperparameters. Goodness of fit is assessed by R D 2 , the coefficient of determination with respect to first differences, as well as by the equation standard error . The numbers in table for n ϭ 1 match those obtained using the STAMP package of Koopman et al. (2000) .
Setting n ϭ 1 gives estimated periods for both series of around five years; similar results were reported by Harvey and Jaeger (1993) for a shorter sample. For the investment series the period is roughly the same for n from one to six while shows a gradual decline. The variance of the cycle, 2 , remains fairly stable as n changes; the disturbance variance, 2 , and share in the necessary adjustment. The slope variance falls slightly 4 with higher n while the irregular variance increases. The biggest changes occur in moving from n ϭ 1 to n ϭ 2, with the large increase in the irregular being exactly what the higher order cycle model is designed to achieve. The result is a smoother cycle, as can be seen by comparing figure 10 with figure 11. Increasing n to 4, as shown in figure 12 , has less impact. These graphs only use observations up to 1999:4, which is what we had available when the first draft of the paper was written. 5 The reason for their inclusion now is that the contrast between first-order and higher-order cycles is particularly dramatic in that the n ϭ 1 filter gives a very unclear message as to the state of the economy, while the models for n ϭ 2 and greater show a clearly defined cycle at the top of a boom. Figure 13 shows the second-order cycle up to 2001:3. This confirms the message from the earlier period and shows a sharp decline over the last year or so. The corresponding trend is displayed in figure 14 . Like the cycle, it changes little in appearance for higher n. 4 Remember that even if 2 were to fall to zero, so that the trend was deterministic, the state-space smoother would still yield optimal estimates of the components. 5 The parameter estimates obtained were similar, but, for a better comparison, the cycles displayed were computed using the parameters reported in table 1. 
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For GDP, an excessively long period was obtained for unconstrained maximization with n greater than 1; this problem is addressed by a bivariate approach in the next section. The results in table 1 refer to restricted estimation with the period set to the value obtained for n ϭ 1. This is not entirely satisfactory, though the Box-Ljung statistics are much lower than for n ϭ 1. The estimated parameters change with n in much the same way as they do for investment. Similarly, the cycle becomes smoother once n is greater than 1. Figure 15 compares the smoothed cycle in GDP obtained by setting n ϭ 6 with the output from the Baxter-King (BK) filter with the truncation parameter K set to 12. The results are similar, except insofar as the BK filter does not produce estimates for the first three years and last three years of the series. Applying the same two filters to investment yields slight differences. In particular, the downturn in the early 1990s seems less apparent in the BK output, and the upswing in the mid to late 1990s is harder to detect.
The implicit weights for extracting the trend and cycle in U.S. investment near the middle of the sample are shown in figures 17 and 18 for the n ϭ 1 model reported in table 1. Since the irregular component is very small, the two contemporaneous weights ( j ϭ 0) almost sum to one, whereas at other points the weights are roughly equal and opposite.
The magnitude of the contemporaneous weight for the cycle reflects the overwhelming emphasis on the current observation.
When n ϭ 2, the irregularity plays a more prominent role, and figure 20 shows how smoother cyclical estimates are produced. The current observation receives less weight, and the two immediately adjacent observations have a significant positive weighting. The weighting pattern for the trend, shown in figure 19 , is slightly flatter for n ϭ 2 than for n ϭ 1; this is primarily because 2 is smaller. 
VII. Bivariate Models
The cycle in GDP is much less pronounced than is the cycle for investment. This may explain why it is more difficult to estimate a reasonable period for the GDP cycle when n Ͼ 1. However, the estimated periods of cycles for the two series are nearly the same for the first-order case, and the results in table 1 show that the estimated values of are similar for all n. This suggests fitting a bivariate unobserved-components model in which the cycles in the two series have the same damping factor and frequency. As such it is a generalization of the similar cycle model introduced by Harvey and Koopman (1997) and implemented in STAMP by Koopman et al. (2000) . Estimating this model by maximum likelihood proved to be successful in that a period of around 20 quarters was obtained for all n from 1 to 6. The other parameter estimates, shown in table 2, are not dissimilar to those reported earlier in table 1. The last part of table 2 shows the damping factors and periods, together with the contemporaneous correlations between the different disturbances in the two series. The correlations remain stable as n changes, the only exception being the negative correlation between the irregular components for n ϭ 1.
The pooling of the information in the two series results in a noticeable improvement in the goodness-of-fit measures, R D 2 and , particularly for GDP. The fit for n ϭ 2 is the best for GDP, and the Box-Ljung statistic indicates a lack of serial correlation. Figures 21 and 22 show the resulting trend and cycle.
VIII. Conclusions
We have set up a class of unobserved-component time series models consisting of stochastic trend, cycle, and irregular components. A seasonal component may be included if appropriate. The model may be estimated by maximum likelihood, and the specification checked by the usual diagnostics. The trend and cycle components are then extracted optimally by the state-space smoothing algorithm. The new feature of the model lies in the specification of the cycle, which now depends on an index parameter n. In previous work n has effectively been set to 1, but by allowing a larger value a smoother, more clearly defined cycle is obtained. The example of U.S. investment illustrates this point. Setting n equal to 2 in a balanced cycle component seems to give a relatively smooth cycle with the minimum of complexity. For GDP a more satisfactory model for n Ͼ 1 was obtained by estimating the series jointly with investment. Again a second-order cycle seemed to be a good choice. The smoother cycles enable turning points to be dated more easily, both currently and in the past.
The smoothing algorithm applied to a given model implies a particular weighting pattern or filter for the observations. The Wiener-Kolmogorov filter for a doubly infinite sample is easily written down. This enables the model-based smoother to be compared with other filters for extracting trends and cycles. In particular, it demonstrates that the Butterworth lowpass filter is equivalent to trend extraction in a stochastic-trend-plus-noise model, whereas the Butterworth bandpass filter is obtained from nonstationary-cycleplus-noise models with different values of n. By introducing a damping factor that allows the cycle to be stationary, a more general class of bandpass filters is defined. Setting up a model with both a trend and a cycle leads to a class of generalized filters that extract these components in a mutually consistent manner. The ideal bandpass filter can be effectively obtained from the Butterworth bandpass filter by setting n to a large value. As has been pointed out, a simple ideal filter can create spurious effects when used directly on a nonstationary economic time series, and a generalized bandpass Butterworth filter can overcome this problem to some extent by making allowance for the trend. It can also produce estimates of the cycle at the end of the series, something that is of considerable practical importance. This being said, our own view is that the argument for an ideal bandpass filter carries across from engineering, where one might, for example, be interested in tuning a radio to a particular station. Its use in economics is perhaps problematic, particularly as the implied cyclical model may not be an appealing one.
To summarize, the filters implied by the proposed class of unobserved-components models include, as special cases, many filters that are popular in business-cycle research. Having a model underpinning a filter solves the problem of how to adapt the weights to the sample endpoints and how to find mean squared errors. Furthermore the model provides insight into when certain filters are appropriate and when they can lead to serious distortions. Our preferred strategy is to avoid potential distortions by using modelbased filters that are consistent with the data. 
