Abstract-In this short paper we describe an approach and primary results for obtaining bounds on mutual information between release times and capture times for a set of M identical quanta traveling from a source to a target. The first-passage times are assumed independent and identically distributed and the launch times are constrained. One major application of area is intercellular molecular signaling in biological systems whereby a cell (or group of cells) must deliver some message (such as developmental instructions) over distance with reasonable certainty to another cell (or group of cells). Another application area is communication between components of nano/molecular computers. However, the model can also be applied to any communication systems wherein indistinguishable signals have random transit latencies.
I. INTRODUCTION
Biological systems are networks of intercommunicating elements at whatever level one cares to consider -(macro)molecules, cells, tissues, organisms, populations, microbiomes, ecosystems, and so on. It is therefore no wonder that communication theorists have plied their trade heavily in this scientific domain (for a recent review, see [1] ). Biological systems offer a dizzying array of processes and phenomena through which the same and/or different tasks, communication or otherwise, might be accomplished (see, for example, [2] - [7] ). Identifying the underlying mechanisms (signaling modality, signaling agent, signal transport) as well as the molecules and structures implementing the mechanisms is no small undertaking. Consequently, experimental biologists use a combination of prior knowledge and what can only be called instinct to choose those systems on which to expend effort. Guidance may be sought from evolutionary developmental biology -a field that compares the developmental processes of different organisms to determine their ancestral relationship and to discover how developmental processes evolved. Insights may be gained by using statistical machine learning techniques to analyze heterogeneous data such as the biomedical literature and the output of so-called "omics" technologies -genomics (genes, regulatory, and non-coding sequences), transcriptomics (RNA and gene expression), proteomics (protein expression), metabolomics (metabolites and metabolic networks), pharmacogenomics (how genetics affects hosts' responses to drugs), and physiomics (physiological dynamics and functions of whole organisms).
Typically, the application of communication theory to biology starts by selecting a candidate system whose components and operations have already been at least partially elucidated using methods in the experimental and/or computational biology toolkit [8] , [9] and then applying communication theoretic methods [1] , [7] , [10] - [12] . However, we believe that communication theory in general and information theory in particular are not merely system analysis tools for biology. That is, given energy constraints and some general physics of the problem, an information-theoretic treatment can be used to provide outer bounds on information transfer in a mechanism-blind manner. Thus, rather than simply elucidating and quantifying known biology, communication theory can winnow the plethora of possibilies (or even suggest new ones) amenable to experimental and computational pursuit. Likewise, general application of communication-theoretic principles to biology affords a new set of application areas for communication theorists. Some aspects of the potential for communication theory as a new lens on biological systems are explored in [13] .
Numerous scenarios in biology that involve the transmission of information can be synthesized and summarized by inscribed matter being sent by an emitter, moving through a medium, and arriving eventually at its destination receptor where it is interpreted [14] . Scenarios illustrating the complexity and diversity that our abstraction attempts to capture include the following:
• messenger RNA molecules (mRNAs) that are transcribed from the genome migrate from the nucleus to the cytoplasm where they are translated by the ribosome into proteins.
• Molecules of the neurotransmitter acetylcholine (Ach) that are released by the presynaptic neuron terminal diffuse through the synaptic cleft and bind to nicotinic Ach receptors on the motor end plate.
• Ions, molecules, organelles, bacteria and viruses that are present in one cell are shipped through a thin membrane channel (tunneling nanotube) to the connected cell where they elicit a physiological response.
• Membrane-bound vesicles that contain a variety of materials and substances translocate through the cytoplasm to the cell membrane where release their contents into the extracellular environment.
• Malignant cells that have escaped the confines of a tissue circulate through the bloodstream to other sites where they re-penetrate the vessel walls and can seed a new tumor.
• Chemicals factors that are secreted or excreted by an individual travel outside the body where they are sensed by a member of the same species triggering a social or behavioral response.
Our emitter-receptor system is also motivated by fundamental "systems" problems in biology such as development, wherein undifferentiated cells are "told" what to become by a combination of internal programming and extracellular milieu signals -and in turn tell other cells what to become [15] . Thus, communication within and between cells plays a vital role in the development (embryogenesis), maintenance (tissue homeostasis), subversion (disorders such as cancer, inflammation, infections) and decline (aging) of multicellular forms and systems.
Finally, though we have concentrated on biological systems here, the same ideas apply to emerging molecular computing systems wherein "normal" methods of communication (i.e., wires) are either ineffecient or inappropriate. Thus, we here explore an abstraction that encompasses wireless communication systems which use some type of quanta for message passing. Owing to space limitations only results are provided. Proofs will appear in [16] .
II. PROBLEM DEFINITION
Typically, information is thought to be conveyed via numbers of signaling quanta (concentration). Thus, what amount to dose-response curves are the norm for a variety of experimental biology studies [7] as well as clever theoretical workups (e.g., [17] ). However, as was shown in an entirely different domain and unrelated work [18] , timing of emissions could in principle also convey information. Clearly, this possibility cannot be ignored if our aim is to attempt to provide bounds on what "a cell can tell the world." Under certain conditions, perhaps timing is a useful complement to concentration. Alternatively, timing might sometimes be energetically unfavorable and its use unlikely. In either case, information-theoretic bounds would help guide biological inquiry.
To begin, consider M quanta launched at times {T m }, m = 1, 2, ..., M . The launch time ensemble probability density f T (t) is assumed causal, but otherwise arbitrary. The duration of quantum m's first-passage between source and destination is D m . We assume only that the
where g() is some causal probability density with mean 1 λ and Cumulative Distribution Function (CDF) G(). We also assume that g() contains no singularities.
Thus, the first portion of the channel is modeled as a sum of random M -vectors for which we have
With mean constraints on the T m , the channel between T and S is exactly the parallel version of the model introduced in Bits Through Queues [18] . However, since the molecules are identical, we cannot necessarily determine which arrival corresponds to which launch time. Thus, the final output of the channel is a reordering of the {s m } to obtain a set { s m } where s m ≤ s m+1 , m = 1, 2, ..., M − 1. (See FIGURE 1.) We write this relationship as
where P k () is a permutation operator and Ω is that permutation index which produces an ordered S from the argument S. Incidentally, we define P 1 () as the identity permutation operator, P 1 (s) = s ∀s. We note that the event S i = S j (i = j) is of zero measure owing to the no-singularity assumption on g(). Thus, for analytic convenience we will assume that f S (s) = 0 whenever two or more of the s m are equal and therefore that the { s m } are strictly ordered wherever f S () = 0 (i.e., s m < s m+1 ). Thus, the density f S (s) can be found by "folding" the density f S (s) about the hyperplanes described by one or more of the s m equal until the resulting probability density is nonzero only on the region where s m < s m+1 . Analytically we have
where we have defined S 1 as the region in s-space for which s 1 < s 2 < · · · < s m . We can likewise describe f S|T (s|t) as
which to emphasize the assumed causality of g() we rewrite as
where
u() is the usual unit step function, and we of course assume s ∈ S 1 . When g(d) = λe −λd u(d), the conditional distribution on the ordered output S takes the particularly simple form
for s ∈ S 1 . It is worth mentioning explicitly that equation (7) does not assume s i ≥ t i as might be implicit in equation (2) .
Finally, the following property of expectations of hyper-symmetric functions over hyper-symmetric random variables will later prove useful. The term hypersymmetry is used to emphasize that the function is constant over any permutation of variables. Suppose Q(x) is a hyper-symmetric function and X is a hypersymmetric random vector. Then, when X is the ordered version of random vector X we have
With these preliminaries done, we can now begin to examine the mutual information between T, S and S.
III. MUTUAL INFORMATION BETWEEN T AND S
The mutual information between T and S is
I(S; T) = h(S) − h(S|T)
Since the S i given the T i are mutually independent, h(S|T) does not depend on f T (t). Thus, maximization of equation (9) is simply a maximization of the marginal h(S) over the marginal f T (t), a problem explicitly considered and solved for a mean T m constraint in [18] and for a peak constraint in [19] .
The corresponding expression for the mutual information between T and S is
Unfortunately, h( S|T) now does depend on the input distribution and the optimal form of h( S) is non-obvious. So, rather than attempting a brute force optimization of equation (10) by deriving order distributions [20] , we first invoke simplifying symmetries.
Consider that a launch vector t and any of its permutations P n (t) produce statistically identical outputs S owing to the reordering operation as depicted FIGURE 1. Thus, any f T () which optimizes equation (10) can be "balanced" to form an optimizing input distribution which obeys
with P n () the previously defined permutation operator. We will therefore restrict our search to "hypersymmetric" densities f T (t) as defined by equation (11). If we assume f T () is hyper-symmetric, then it is easy to show that f S () must also be hyper-symmetric. From equation (2) we have
If we define t = P −1 n (t) then we can write f S (P n (s)) = s 0
The hyper-symmetry of f S (s) leads to a simple expression for f S (s). As before we define S 1 as the region in s-space for which s 1 < s 2 < · · · < s m . Similarly define disjoint regions S n as those for which if s ∈ S n then P n (s) ∈ S 1 . That is, S n is the region in s-space in which application of permutation operator P n () orders the components from smallest to largest.
Following equation (4) we have
for s ∈ S 1 . We can then write
is hyper-symmetric, we also have
We state this result as a theorem.
Theorem 1: If f T () is a hyper-symmetric probability density function on launch times {T m }, m = 1, 2, .., M , and f D () is a singularity-free first passage density, then the entropy of the size-ordered outputs S is h( S) = h(S) − log M ! Next we turn to h( S|T). As before we define Ω as the permutation index number that produces an ordered output from S. That is, P Ω (S) = S ∈ S 1 . Specification of the random tuple (Ω, S) is equivalent to specifying S and vice versa. Therefore, we have
which we rearrange as
H(Ω| S, T) is the uncertainty about which S m corresponds to which S m given both T and S, and we note that
We can then write the ordered mutual information as
Since h(S|T) is a constant with respect to f T (t), maximization of mutual information in equation (15) requires we maximize the expression
with respect to f T (t).
Mutual information is convex in f T (t) and the space F T of feasible hyper-symmetric f T (t) is convex. Thus, we can in principle apply variational [21] techniques to find that hyper-symmetric f T () which attains the unique maximum of equation (10) . However, in practice, direct application of this method can lead to grossly infeasible f T (), implying that the optimizing f T () lies in some corner of the convex search space.
Regardless, we must first understand the component parts of the optimization, in particular H(Ω| S, T) for which we derive expressions and bounds in the next two sections.
IV. H(Ω| S, t)
The optimization stated in equation (16) hinges on specification of H(Ω| S, T) and we first consider H(Ω| s, t), the admissible-permutation entropy given s and t. Given t, the probability that S produced S is
where s = P Ω (s). Owing to the causality of g(), some permutations will have zero probability since the specific s and t may render them impossible via causality. Using equation (6) , the definition of entropy and equation (17) we have
and as might be imagined, equation (18) is difficult to work with in general. However, for exponential g(), we can use equation (7) to simplify equation (17) as
which is a uniform probability mass function with M ! n=1 u(P n ( s) − t) elements. Thus, we can write
The summation is the number of admissible permutations given s and t, and constitutes an upper bound for all possible causal first-passage time densities, g(). In addition, the exponential first passage time density is the only density which maximizes H e (Ω| s, t). We state the result as a theorem: Theorem 2: If we define
with equality iff g() is exponential. Then, defining
we have via Theorem 2:
we have
with equality iff g() is exponential.
V. BOUNDS ON I( S; T) FOR EXPONENTIAL g()
For exponential first passage, H(Ω| S, T) = H ↑ (T) via Theorem 3. However, the f T () which maximizes h(s) + H(Ω|T, S) has proved elusive. We therefore calculated H(Ω|T, S) for i.i.d. launch time densities which maximize h(S) alone under mean launch time and launch deadline constraints as derived in [19] . The result was the following two bounds for I( S; T).
where p = λτ λτ + 1 In both theorems, the first inequality follows from the data processing inequality [22] .
VI. DISCUSSION AND CONCLUSION
We have derived bounds on mutual information between launch times T and reception times S for M identical signaling quanta. While previous work focused on models derived from brownian motion and required numerical calculation [20] , here we assumed arbitrary causal densities and side-stepped output order distribution derivations on S by; (a) using hyper-symmetric input densities which result in a simple expression for output entropy h( S), (b) decomposition of I( S; T) into a sum of I( S; T) and H(Ω| S, T), the output order permutation entropy given the input and output, and (c) deriving an upper bound H ↑ (T) ≥ H(Ω| S, T) valid for any causal first passage density. Tight upper bounds I( S; T) via maxmization of equation (15) eluded us, so the data processing theorem was employed. Lower bounds were obtained by using entropy-maximizing f T () [19] and evaluating H ↑ (T). The methods described here undergird upcoming work on the bounds of diffusive molecular communication in biological systems [16] .
