We study the generalization properties of regularized learning with random features in the statistical learning theory framework. We show that optimal learning errors can be achieved with a number of features smaller than the number of examples. As a byproduct, we also show that learning with random features can be seen as a form of regularization, rather than only a way to speed up computations.
Introduction
A basic problem in machine learning is estimating a function from random noisy data [31, 11] . The function to be learned is typically fixed, but unknown, and flexible nonlinear/non-parametric models are needed for good results. A general class of models is based on functions of the form,
where q is a non-linear function, ω 1 , . . . , ω m ∈ R d are the centers, α 1 , . . . , α m ∈ R the coefficients, and m = m n could/should grow with the number of data points n. In this context, the problem of learning reduces to the problem of computing from data the parameters ω 1 , . . . , ω m , α 1 , . . . , α m and m. Among others, one-hidden layer networks [6] , or RBF networks [19] , are examples of classical approaches considering these models. Here, parameters are computed by considering a non-convex optimization problem, typically hard to solve and study [18] . Kernel methods are another notable example [25] . In this case, q is assumed to be a positive definite function [2] and it is shown that choosing the centers to be the input points, hence m = n, suffices for optimal statistical results [16, 24, 8] . In kernel methods, computations reduce to finding the coefficients α i , which can be typically done by convex optimization. While theoretically sound and remarkably effective in small and medium size problems, memory requirements make kernel methods rapidly become unfeasible as datasets grow large. A current challenge is then to design scalable non-parametric procedures, while not giving up the nice theoretical properties of kernel methods. A simple, yet effective, idea is that of sampling the centers at random, either in a datadependent or in a data-independent way. Notable examples of this idea include Nyström [27, 33] and random features approaches [21] . Given random centers, computations still reduce to convex optimization with potential big memory gains, if centers are fewer than data-points. In practice, the choice of the number of centers is based on heuristics or memory constraints and the question arises of characterizing theoretically which choices provide optimal learning bounds. For data-dependent subsampling, a.k.a. Nyström methods, some results in the fixed design setting were given in [10, 3, 1] , while in the context of statistical learning a fairly exhaustive analysis was recently provided in [23] . These latter results show, in the statistical learning theory framework, that a number of centers smaller than the number of data points suffices for optimal generalization properties.
The results on data-independent subsampling, a.k.a. random features, are fewer and require a number of centers in the order of n to attain basic generalization bounds [22, 10, 4] . The study in this paper improves on these results by 1) deriving optimal learning bounds for regularized learning with random features and 2) proving that the optimal bounds are achievable with a number of random features substantially smaller than the number of examples. Following [23] , we further show that the number of random features/centers can be seen as a form of "computational" regularization, controlling at the same time statistical and computational aspects. Theoretical findings are complemented by numerical experiments, validating the bounds and showing the regularization properties of random features. The rest of the paper is organized as follows. In Section 2, we review relevant results on learning with kernels and least squares. In Section 3, we introduce regularized learning with random features. In Section 3.1, we present and discuss our main results, while proofs are deferred to the appendix. Finally, numerical experiments are presented in Section 4. Notation. For the sake of readability, we denote by f(n) g(n) the condition f(n) ≤ cg(n)(log n) s for any n ∈ N and c > 0, s ≥ 0, for two functions f, g : N → R. We denote by f(n) ≈ g(n) the condition f(n) g(n) and g(n) f(n). The symbol is defined accordingly.
Background: Learning with Kernels and Least Squares
A main motivation of the paper is showing how random features improve the computations of kernel methods, while retaining their good statistical properties. Hence, recalling these latter results, provide the background of the paper. Given a set X, a symmetric positive definite function K : X × X → R defines a unique Hilbert space H of functions from X to R, as the completion of the linear span {K(·, x) : x ∈ X} with respect to the inner product K(·, x), K(·, x ′ ) H = K(x, x ′ ), x, x ′ ∈ X [2] . The space H is the reproducing kernel Hilbert space associated to the kernel K. Given data points (x 1 , y 1 ), . . . (x n , y n ) ∈ (X × R) n , and a kernel K, kernel ridge regression (KRR) is defined by the minimization problem,
where f 2 H = f, f H , for all f ∈ H. The representer theorem [16, 24] shows that, while the minimization is taken over a possibly infinite dimensional space, the minimizer of the above problem is of the form,
where α = (α 1 , . . . , α n ), K n ∈ R n×n with (K n ) ij = K(x i , x j ) and y = (y 1 , . . . , y n ). Following the discussion in the introduction (see Eq. 1), this corresponds to taking the centers to be exactly the training set points and reduces the computations to solving a linear system. We next recall the generalization properties of KRR, fixing some assumptions first. Generalization Properties of KRR. Let X be a probability space and ρ a probability distribution on X×R. For all x ∈ X, denote by ρ(y|x) the conditional probability of ρ, given x. We make basic assumptions on the probability distribution and the kernel [13, 8] .
Assumption 1.
There exists f ρ (x) = ydρ(y|x) such that |f ρ (x)| 2 dρ < ∞. For M, σ > 0,
holds almost surely. The data (x 1 , y 1 ), . . . (x n , y n ) are independently and identically distributed according to ρ.
Note that Eq. (4) is satisfied when the random variable |y − f ρ (x)|, with y distributed according to ρ(y|x), is uniformly bounded, subgaussian or subexponential for any x ∈ X. Assumption 2. K is measurable, bounded by κ 2 , κ ≥ 1 and the associated RKHS H is separable.
We need one further assumption to control the approximation (bias) and the estimation (variance) properties of KRR. Let L 2 (X, ρ) = {f : X → R : f 2 ρ = |f(x)| 2 dρ < ∞} be the space of square integrable functions on X, and define the integral operator L :
almost everywhere. The operator L is known to be symmetric, positive definite and trace class under Assumption 2 [14] . We make the following common assumption [8, 30] .
Moreover, for
We add some comments. The Mercer source condition (5) is better illustrated recalling that, according to Mercer theorem [11] , functions in H are functions f ∈ L 2 (X, ρ) such that f = L 1/2 g for some g ∈ L 2 (X, ρ). Note that, under Assumption 1, we only have f ρ ∈ L 2 (X, ρ). Then, by Eq. 5, for r = 1/2 we are assuming f ρ to belong to H, while for larger r we are strengthening this condition assuming f ρ to belong to smaller subspaces of H. This condition is known to control the bias of KRR [8, 30] . The assumption in Eq. (6) is a natural capacity condition on the space H. If H is finite dimensional, then N (λ) ≤ dim(H), for all λ ≥ 0. More generally, it can be seen as an assumption on the "effective" dimension at scale λ [8] . It is always true in the limit case Q = κ, γ = 1, sometimes referred to as the capacity independent setting [12] . However, when γ < 1 faster learning bounds can be achieved. Assumption 3 corresponds to a "polynomial" rates regime that can be specialized common smoothness classes in nonparametric statistics, such as Sobolev spaces [29] . Other regimes, e.g. exponential decays or finite dimensional cases [34] , can also be derived with minor modifications. This discussion is omitted.
Before giving the generalization bounds for KRR, we introduce the generalization error of an estimator f ∈ L 2 (X, ρ X ), that will be useful in the rest of the paper and is measured by the excess risk [11, 29] 
The following theorem is the generalization bound for KRR and is taken from [8] , see also [26, 30] .
2r+γ and f n = f λn of Eq. 3, then the following holds with probability at least
The above result can be shown to be optimal, i.e. matching a corresponding lower bound [8, 30] .
Theorem 2.
For any measurable estimator f n depending on n training examples, there exists a probability measure ρ, satisfying Assumptions 1, 2, 3, such that
Beyond KRR. Summarizing, the generalization properties of KRR are optimal, since the upper bound of Thm. 1 matches the lower bound in Thm. 2. However, for KRR, optimal statistical properties come at the cost of high computational complexity. As seen from (3), KRR requires O(n 2 ) in space, to store the matrix K n , and roughly O(n 3 ) in time, to solve a corresponding linear system. While the time complexity can be reduced without hindering generalization, by considering iterative & online techniques [15, 5, 9, 7] , in general lowering the space requirements is a challenge. The question is, then, if it is possible to design a form of computational regularization controlling at once generalization, time and space requirements. Indeed, this can be done considering random features, as we show next.
Regularized Learning with Random Features
Following the discussion in the introduction, the idea is to consider a general non-linear function in Eq. 1, but now taking the centers at random according to a known probability distribution [21] . More precisely, let (Ω, θ) be a known probability space and ψ : Ω × X → R. Given ω 1 , . . . , ω m independently and identically distributed according to θ, the idea is to consider functions in the linear span of the set of random features {
In particular, given a dataset, we consider the estimator defined by,
where (α 1 , . . . ,α m ) =α m,λ , y =ȳ/ √ n, andS n ∈ R n×m with entries (S n ) i,j = ψ(ω j , x i )/ √ nm. Some observations are in order. First, note that the above estimator is exactly of the form discussed in the introduction (see Eq. (1)), where the non-linear function is now denoted by ψ and the centers can belong to an abstract probability space (see e.g. Ex. 1 or Sect. F). Second, it is easy to see that the above estimator follows from the minimization problem,
where · m is the Euclidean norm in R m (so we will refer to it as the RF-KRR estimator). Finally, by comparing (3) and (8) , it is clear that if m is smaller than n, then the time/space requirements of the above approach can be much smaller than those of KRR. Indeed, computing (8) requires O(mn) in space and roughly O(nm 2 +m 3 ) in time. The question is then if the potential computational gain comes at the expense of generalization properties. While the above approach is general, to answer this latter question random features will be related to kernels. Assumptions on random features. We first need a basic assumption on the random features.
Assumption 4. ψ is measurable and there existsκ ≥ 1 such that |ψ(ω, x)| ≤κ almost surely.
Under Assumption 4 the integral below exists and defines the kernel induced by ψ,
Indeed it is easy to see that K is a positive definite function, measurable and bounded almost surely. We still need a minor assumption. 
Example 1 (Gaussian random features [21]). When
Then, random features are continuous, hence measurable, and bounded. Moreover, the RKHS associated to the Gaussian kernel is separable [29] .
In general, the space Ω and its distribution θ need not to be related to the data space and distribution. However, we will see in the following that better results can be obtained if they are compatible in a sense made precise by the next assumption [4] .
Assumption 6 (Random Features Compatibility
then there exists α ∈ (0, 1] and F ≥κ such that,
Note that the condition above is always satisfied when α = 1 and F =κ. However, when α < 1, the assumption leads to better results in terms of the number of random features required for optimal generalization (see Thm. 5). Moreover, Assumption 6 allows to extend our analysis to more refined ways of selecting the random features, as discussed in the next remark. [4] , Assumption 6 is satisfied with α = γ.
Remark 1 (Beyond uniform sampling for RF

Main Results
We next state results proving the optimal generalization properties of learning with random features. Our main results in Theorems 3, 4, 5 characterize the number of random features required by the RF-KRR estimator in Eq. (8) , to achieve the optimal learning bounds under different regularity conditions. In the theorem below, we analyze the generalization properties in a basic scenario, where the only requirement is that f ρ is in H. andf n =f mn,λn as in Eq. (8) , then the following holds with probability at least
We add some comments. First, the RF-KRR estimator in Eq. (8) achieves the optimal learning bound in this scenario. Indeed the condition f ρ ∈ H is equivalent to Assumption 3 with r = 1/2, γ = 1 and so, the bound of Thm. 3 matches the ones in Thm. 1, 2. Moreover, RF-KRR attains the optimal bound with a number of random features that is roughly
Thus, RF-KRR generalizes optimally by requiring O(n 1.5 ) in space and O(n 2 ) in time, compared to O(n 2 ) in space and O(n 3 ) in time for KRR. We next show that when the learning task satisfies additional regularity assumptions, it is possible to achieve faster learning rates than n −1/2 (compare with Thm. 1). In particular, the next theorem shows that under Assumption 3, the RF-KRR estimator achieves fast learning rates, again for a number or random features smaller than n. 
andf n =f mn,λn as in Eq. (8) , then the following holds with probability at least 1 − e −τ ,
Comparing Thm. 4 with Thm. 1, we see that the RF-KRR algorithm achieves optimal learning bounds that are possibly faster than n −1/2 . In particular, when f ρ is regular (that is r is close to 1) and the effective dimension is small (that is γ close to 0), RF-KRR achieves a fast learning bound of n −1 , with a number of random features that is only m n ≈ n 1/2 . However, with other combinations of r, γ, RF-KRR may require more random features to attain the faster rates. The relation between the number of features for optimal rates and the parameters r, γ is illustrated in Figure 1 (top-left).
Note that in Thm. 4, the possible interaction between the feature map ψ, the feature distribution θ and the data distribution ρ is not taken into account. In the next theorem we consider this interaction, by means of the compatibility condition in Eq. (12) . In particular we prove that the number or random features needed to achieve the optimal bounds may be even smaller than n 1/2 when the compatibility index α is smaller than 1.
Theorem 5.
Let τ > 0 and v = min(r, 1). Under Assumptions 1, 3, 4, 5, 6 , there exists n 0 ∈ N (see proof, for the explicit constant) such that when n ≥ n 0 ,
andf n =f mn,λn as in Eq. (8) , then the following holds with probability at least
Again, the RF-KRR estimator achieves the optimal learning bounds, depending on the regularity conditions of the learning task. Note that the assumption in Eq. 12 affects only the number of random features needed to achieve the optimal bound. In particular, in the Uniform Nystrom Approx Lev. Sc. Nystrom Figure 1 : Predicted behaviour of the number of features/centers required to achieve optimal learning rates for (a) random features (see Thm. 5) and (b) Nyström (see [23] ) as a function of r, γ, α.
less favorable case, that is, when α = 1, we recover exactly the results of Thm. 4, while in the favorable case when α is close to γ, a number of random features that is typically smaller than n 1/2 is required to achieve the optimal bounds. For example, even with r = 1/2, it is possible to achieve the fast bound of n −1/(1+γ) , with m n ≈ n −γ/(1+γ) . This means, a fast learning rate of n −3/4 with m n ≈ n 1/4 , when γ = 1/3, and, more surprisingly, a fast learning rate of n −1 with m n ≈ 1 when the effective dimension of the learning task is very small, that is γ close to 0. Figure 1 (bottom-left) is an illustration of the number of random features needed for optimal learning rates when α = γ. Note that, in general this latter condition depends on the unknown data-distribution. In other words, recalling Remark 1, we see that while non-uniform sampling can in principle have a dramatic effect on the number of features required for optimal rates, how to design practical sampling schemes is an open question (see also discussion in [4] ). Before giving a sketch of the proof, we first comment on the regularization role of m n . The number of random features as a regularizer. While in Thm. 3, 4, 5, the number of features m n is typically viewed as the computational budget and generalization properties are governed by λ n , following [23] , an interesting observation can be derived exchanging the roles of m and λ. For example, in the worst-case scenario we can set
Clearly the obtained estimator achieves the optimal error bound in Eq. (13), but the number of features can now be seen a regularization parameter controlling at once generalization properties and also time/space requirements. As noted in [23] , an advantage of this parameterization is that the solutions corresponding to different numbers of features can be efficiently computed with an incremental strategy (see Sect. G). Note that, in practice, parameters are tuned by cross validation and an incremental approach allows for a fast computation of the whole regularization path, resulting in efficient model selection 1 . Sketch of the proof. Thm. 5 is the main technical contribution of the paper from which Thm. 3, 4 are derived. The extended version of Thm. 5 with explicit constants is given in Thm 8 in the appendix. Its proof relies on a novel error decomposition separates functional analytic results (Thm. 6, Lemma 1, 2 in Sect. C) from probabilistic estimates (Lemma 3-7 in Sect. D and Thm. 7 in Sect. E). The proof is postponed to the appendix and here we illustrate some basic ideas. From Thm. 6 we have
The estimation error S(λ, n) is bounded in Lemma 7 and depends on the noise, the regularization level and an empirical version of the effective dimension N (λ) which takes into account the random sampling of the data and of the random features. The empirical version of the effective dimension N (λ) is decomposed analytically in Prop. 8 and bounded in terms of its continuous version in Lemma 3. The approximation error Rλ v is independent of the data or the random features. It depends only on the regularization level and is controlled by the Mercer source condition (5). Finally, the term C(λ, m) is obtained by means of an interpolation inequality for linear operators in Lemma 2, depending on the source condition (5). It is bounded in Lemma 6 in terms of the effective dimension N (λ), but also the random features compatibility term F ∞ (λ). Learning rates (Thm. [3] [4] [5] 8) are obtained by optimizing the bound (14).
Comparison with Previous Works
Most theoretical works on random features have focused on the approximation of the kernel K in (10) byK(x, [21, 20, 22] , and [28] for more refined results. While the question of kernel approximation is interesting in its own right, it does not directly yield information on generalization properties of learning with random features.
Much fewer works have analyzed this latter question [10, 22, 4] . In particular, [22] is the first work to study the generalization properties of random features, considering the empirical risk minimization on the space
for a fixed R > 0. The work in [22] proves the following bound
for a number of random features m n ≈ n. A corresponding bound on the excess risk can be derived considering
however in this case the approximation error needs be taken into account and the bound in (15) leads to slow, possibly suboptimal rates. Most importantly it does not allow to derive results for a number of feature smaller than the number of points. Analogous results are given in [4] but replacing H R,∞ with a larger space corresponding to a ball in the RKHS induced by a random features kernel. This latter paper further explores the potential benefit of non uniform sampling. Theorem 5 sharpen these latter results providing faster rates.
In this sense, our results are close to those for Nyström regularization given in [23] . A graphical comparison of these results is given in Figure 1 and suggests that while in the worst-case Nyström and random features behave similarly, in general Nyström methods could naturally adapt to the data distribution. However a definitive comparison would ultimately rely on deriving computational lower bounds giving the minimal possible number of features to achieve optimal rates.
Numerical results
In this section we provide several numerical experiments complementing the theoretical results. First of all we perform some numerical simulations to validate the rates derived theoretically and verify the number of features needed for optimal rates since theoretical lower bounds are missing. We consider a model where the excess risk can be computed analytically. In particular, we select X = Ω = [0, 1], with both θ and ρ X uniform densities, with ρ X the marginal of ρ on X. Given γ ∈ (0, 1/2), r ∈ [1/2, 1] and denoting with K q the spline kernel of order q > 1 ([32] Eq. 2.1.7), we define ψ(ω, x) = K 1/(2γ) (ω, x), 
This setting can be shown to satisfy Assumptions 1-5 and 6, with α = γ. We first compute the KRR estimator with n ∈ {1K, . . . , 10K} and select the λ minimizing the excess risk (computed analytically). Thus, we compute the RF-KRR estimator and select the number of features m needed to obtain an excess risk within 5% of the one by KRR. In Fig. 2 , the theoretical and estimated behavior of the excess risk, λ and m with respect to n are reported together with their standard deviation over 100 repetitions. The experiment shows that the predictions by Thm. 5 are quite accurate, since the probabilistic estimations are within one standard deviation from the values measured in the simulation. Secondly, we test the regularization behavior of the number random features. In Figure 3 we plot the test error with respect to the number of random features m on two datasets, by using the random features in [21] approximating the Gaussian kernel. The experiment shows, for m, the typical curve of the bias-variance trade-off associated to a regularization parameter. The plots in Figure 3 also contrast random features and Nyström method, and seem to suggest that Nyström needs considerably fewer centers to achieve the same error.
In Table 1 we test, quantitatively, if considering m a regularization parameter and then cross-validating on it gives a better accuracy. We compared RF-KRR cross-validated on λ and m with some state of the art methods [33, 21, 17, 23] on several small to medium size benchmark datasets, with the Gaussian kernel. The table shows that cross-validating on the number of random features gives a gain in the accuracy of the algorithm.
A Notation and Preliminaries
The appendix is organized as follows, in this section we provide several auxiliary results. In Sect. B we introduce the notation and the operators needed in the proof. In Sect. C we perform the analytic decomposition of the excess risk, which is the first step in the proof of Thm 5. In Sect. D we bound in probability the various terms of the analytic decomposition of the excess risk. In Sect. E the proof for Thm. 3, 4, 5 are given. Finally, in Sect. F several examples of random feature maps that fit into our analysis are discussed, while in Sect. G the incremental algorithm used in the experiments is detailed.
In the rest of this section, we recall some standard concentration inequalities, measure theoretic results and operator inequalities that are used in the rest of the appendix (Sect. A.1, A.2, A.3). While in Sect. A.4 we provide more elaborated tools needed in Sections C, D, E.
Notation Here we introduce some notation that will be used in the rest of the appendix. Let L be a separable Hilbert space and Q : L → L bounded linear operator. We denote with Q λ the operator (Q+λI) and with Q q λ the operator (Q+λI) q for any q ∈ R. Moreover when Q is self-adjoint, we denote with λ max (Q) the biggest eigenvalue of Q, that is
Let K be a separable Hilbert space and L(K) be the space of Hilbert-Schmidt operators on K. L(K) is a separable Hilbert space with scalar product U, V HS = Tr (UV * ) for all U, V ∈ L(K). We denote with · HS the Hilbert-Schmidt norm, defined as
A.1 Concentration Inequalities
Here we recall some standard concentration inequalities that will be used in Sect. D. The following inequality is from Thm.3 of [2] and will be used in Lemma 3, together with other inequalities, to concentrate the empirical effective dimension to the true effective dimension.
Proposition 1 (Bernstein's inequality for sum of random variables). Let x 1 , . . . , x n be a sequence of independent and identically distributed random variables on R with zero mean. If there exists an T, S ∈ R such that x i ≤ T almost everywhere and Ex 2 i ≤ S, for i ∈ {1, . . . , n}. For any δ > 0 the following holds with probability at least 1 − δ:
If there exists T ′ ≥ max i |x i | almost everywhere, then the same bound, with T ′ instead of T , holds for the for the absolute value of the left hand side, with probability at least 1 − 2δ.
Proof. It is a restatement of Theorem 3 of [2] .
The following inequality is and adaptation of Thm. 3.3.4 in [21] and is a generalization of the previous one to random vectors. It is used primarily in Lemma 7, to control the sample error. Moreover it is used in Lemmas 3, 4, to control the empirical effective dimension and to bound the term β of Thm. 6, in the main theorem. Finally it is used to prove the inequality in Prop. 6. Proposition 2 (Bernstein's inequality for sum of random vectors). Let z 1 , . . . , z n be a sequence of independent identically distributed random vectors on a separable Hilbert space H. Assume µ = Ez i exists and let σ, M ≥ 0 such that
for any i ∈ {1, . . . , n}. Then for any δ ≥ 0:
n with probability at least 1 − δ.
Proof. restatement of Theorem 3.3.4 of [21] .
The following inequality is essentially Thm. 7.3.1 in [17] (generalized to separable Hilbert spaces by the technique in Section 4 of [11] ). It is a generalization of the Bernstein inequality to random operators. It is mainly used to prove the inequality in Prop. 7. Proof. The theorem is a restatement of Theorem 7.3.1 of [17] generalized to the separable Hilbert space case by means of the technique in Section 4 of [11] .
A.2 Measure theoretic results
In the next two propositions, we formalize two statements about the conditional probability, in terms of measure theory. In particular, we need Prop. 4, to prove Corollary 1. The latter is needed to control in probability the sample error in Lemma 5, when substituting the empirical effective dimension with its bound in terms of the true effective dimension.
Let (U × V, µ) be a probability space, where the probability µ admits a decomposition of the form µ = µ U µ V|U with µ U the marginal probability measure on U and µ V|U the conditional probability measure on V.
Proposition 4.
Given E ⊆ U × V, for any Z ⊆ U, the following holds
Corollary 1. In the same setting as Prop. 4, let r :
where
A.3 Operator Inequalities
Let H, K be separable Hilbert spaces and A, B : H → H bounded linear operators. The following inequality is needed to prove the interpolation inequality in Prop. 10, that is needed to perform a fine split of the computational error.
Proposition 5 (Cordes Inequality [7] ). If A, B are self-adjoint and positive, then
A.4 Auxiliary Results
The next proposition is used in Lemma 5 to control the sample error. It is based on the Bernstein inequality for random vectors, Prop. 2. (v 1 , z 1 ) , . . . , (v n , z n ) ∈ H × K, with n ≥ 1, be independent and identically distributed random pairs of vectors, such that there exists a constantκ ≥ 1 and κ ≥ 1 for which v H ≤κ and z H ≤ κ almost everywhere.
Proposition 6. Let H, K be two separable Hilbert spaces and
. For any 0 < λ ≤ Q and any τ ≥ 0, the following holds
n with probability at least 1 − τ, whereÑ (λ) = Tr((Q + λI) −1 Q).
Proof. Define for any i ∈ {1, . . . , n} the random operator ζ i = (
Since ζ i is a vector in the Hilbert space of Hilbert-Schmidt operators on H, we study the moments of ζ i − Eζ i HS in order to apply Prop. 2. For any p ≥ 2 we have
for any 1 ≤ i ≤ n. Therefore for any p ≥ 2 we have
Finally we apply Prop. 2.
The following inequality, together with Prop. 9, is used in Lemmas 3, 4, 6. A similar technique can be found in [4] . 
where β = log 4 Tr Q λδ . Moreover, with the same probability
Proof. Let Q λ = Q + λI. Here we apply Prop. 3 on the random variables
Note that the expectation of Z i is 0. The random vectors are bounded by
almost everywhere, for any 1 ≤ i ≤ n. The second order moment is In the following remark, we start from the result of the previous proposition, expressing the conditions on n and λ with respect to a given value for the bound. 
with probability at least 1 − δ.
2 Or equivalently defineκ 2 with respect to F∞(λ) asκ 2 = inf λ>0 F∞(λ)( Q + λ).
The equation above holds with the same probability with
3. The equation above holds with the same probability with ǫ = 1/3, when 19κ 2 n log n 4δ ≤ λ ≤ Q and n ≥ 405κ 2 ∨ 67κ 2 logκ 2 2δ . The next proposition, together with Lemma 3 are a restatement of Prop. 1 of [16] . In particular the next proposition performs the analytic decomposition of the difference between the empirical and the true effective dimension, while Lemma 3, bounds the decomposition in probability. 
Proposition 8 (Geometry of Empirical Effective Dimension
Proof. First of all note that λ max (B), the biggest eigenvalue of λ max , is smaller than 1 sincẽ B is the difference of two positive operators and the biggest eigenvalue of the minuend operator is L 
Considering that for any bounded symmetric linear operator X the following identity holds
The term A is just equal to λe(λ). Now, by definition of Hilbert-Schmidt norm, the term B can be written as B = λ 1/2 L −1/2 λB (I −B) −1/2 2 HS , thus we have
since (I −B) −1/2 2 = (1 − λ max (B)) −1 because the spectral function (1 − σ) −1 is increasing and positive on [−∞, 1).
The next result is essentially Prop. 7 of [16] , while a similar technique can be found in [4] . It is used, mainly together with Prop. 7, to give multiplicative bounds to empirical operators. It is used in the analytic decomposition of the excess risk, Lemmas 1, 2. because Z = Z * Z 1/2 for any bounded operator Z. Note that
Finally let
, we have seen that β = λ max (Y) < 1, then
since X = w(Y) with w(σ) = (1 − σ) −1 for −∞ ≤ σ < 1, and w is positive and monotonically increasing on the domain.
The following proposition is used to give a fine analytical decomposition of the excess risk in Lemma 2. A similar interpolation inequality for finite dimensional matrices, can be found in [1] . Here we prove it for bounded linear operators on separable Hilbert spaces. Proposition 10. Let H, K be two separable Hilbert spaces and X, A be bounded linear operators, with X : H → K and A : H → H be positive semidefinite.
Proof.
where the last inequality is due to Cordes (see Proposition 5). Then we have that (X * X)
X * X (where is the Löwner partial ordering on positive operators) and so
B Kernel and Random Features Operators
In this section, we provide the notation and define some operators used in the rest of the appendix. In particular, let X a probability space and ρ be a probability distribution on X × R satisfying Assumption 1. We denote ρ X its marginal on X and ρ(y|x) the conditional distribution on R. Let L 2 (X, ρ X ) be the Lebesgue space of square ρ X -integrable functions, with the canonical inner product
and the norm φ 2 ρ X = φ, φ ρ X , for all φ ∈ L 2 (X, ρ X ). Let (Ω, θ) be a probability space and ψ : Ω × X → R be a map that satisfies Assumption 4. Moreover let the kernel K be defined by Eq. (10). We denote with K x the function K(x, ·), for any x ∈ X. Then the Reproducing Kernel Hilbert Space H induced by K is defined by
We now define the operators needed in the rest of the appendix. First of all let n ≥ 1, and (x 1 , y 1 ), . . . , (x n , y n ) ∈ X × R be sampled independently according to ρ.
• C = S * S : H → H, Cf = X K x , f K x dρ X (x).
• C n = S * n S n :
The operators in Def. 1 are widely used in the statistical analysis of kernel methods, (see [3] and references therein). In the following we define analogous operators for the approximated kernelK
where m ∈ N and ω 1 , . . . , ω m ∈ Ω are sampled independently according to θ. We denote with ψ ω the function ψ(ω, ·) ∈ L 2 (X, ρ X ) for any ω ∈ Ω and we denote withK x the vector defined byK
for any x, x ′ ∈ X. Now we are ready for the following definition.
Definition 2.
For all x ∈ X, φ ∈ L 2 (X, ρ X ), β ∈ R m , α ∈ R n and i ∈ {1, . . . , m}, we have
Note that under Assumption 4, ψ is bounded and so K is measurable, bounded, moreover by Assumption 5 H is separable. We now introduce f H ∈ H, that is the vector in H associated to f ρ ∈ L 2 (X, ρ X ) and that will be useful for Thm. 6.
Proposition 11 (Existence of f H ). Under Assumption 1, Eq. 5 of Assumption 3 and Assumption 4, 5 there exist f H ∈ H, with f H H ≤ R, such that
Proof. First of all, by the fact that S is bounded and L = SS * , the polar decomposition of S is S = L 1/2 U where U : H → L 2 (X, ρ X ) is a partial isometry such that UU * : L 2 (X, ρ X ) → L 2 (X, ρ X ) is the projection operator associated to the range of L in L 2 (X, ρ X ) and U * U : H → H is the identity operator in H. Therefore we have that L 1/2 = L 1/2 UU * . Now note that Assumption 3 (Eq. 5) implies that L −1/2 f ρ ρ X ≤ R. It means that there exists g ∈ L 2 (X, ρ X ) such that f ρ = L 1/2 g and g ρ X ≤ R. Thus we have
with f H = U * g. Finally note that
C Analytic Result
In the next theorem, by using analytic arguments, we decompose the excess risk in three terms.
Theorem 6 (Analytic Decomposition). Under Assumptions 1, 4, 5, and Eq. 5 of Assumption 3, letf m,λ as in Eq. (8).
For any λ > 0 and m > 0, the following holds
where v = min(r, 1) and
The proof is based on the combinations of Lemma 1, 2 and is given at the end of this section. By Prop. 11, we have that there exists f H ∈ H such that f ρ = Sf H . Thus, by adding and subtractingSC
Lemma 1. Under the same assumptions of Thm. 6 we have that
.
By multiplying and dividing byC 1/2 λ we split the term in
For the term A.2, we have
where the last step is due to Prop 9. Finally,
Therefore, we have 
Lemma 2.
Under the same assumptions of Thm. 6 we have
with β 2 in point 1 of Thm. 6 and v = min(r, 1).
Proof. By Assumption 3, we have that
where the last step is due to
, by Proposition 9. Then we have
The last step consists in applying Proposition 10 on L
and σ = u, the result is
Proof of Theorem 6. Note that, under Assumption 1, we have
To bound the excess risk, we introduce the functionLL
λ f ρ that is a regularized projection of f ρ on the range ofL. We have
By applying Lemma 1, Lemma 2, we have
D Probabilistic Estimates
In this section we provide bounds in probability for the quantities β, S, C of Thm. 6 and for the empirical effective dimension. The notation is introduced in Sect. B. Note that F ∞ (λ) is defined in Eq. (11). λδ , then the following holds with probability at least 1 − δ, λ . Let τ = δ/3. By Prop. 8 we know that
Lemma 3 (Bounds on the Effective Dimension
Thus, now we control c(λ), d(λ) and e(λ) in probability. Choosing m such that m ≥ (4 + 18F ∞ (λ)) log 4κ 2 λτ , Prop. 7 guarantees that c(λ) = λ max (B) ≤ 1/3 with probability at least 1 − τ.
To find an upper bound for λe(λ) we define the i.i.d. random variables η i = ψ ω i , λL −2 λ ψ ω i ρ X ∈ R with i ∈ {1, . . . , m}. By linearity of the trace and the expectation, we have M = Eη 1 = E ψ ω 1 , λL
By noting that M is upper bounded by M = Tr(λL
, we can apply the Bernstein inequality (Prop. 1) where T and S are
Thus, we have 
Then, by noting that W HS ≤ E Tr(ζ 1 ) = N (λ), we can apply the Bernstein's inequality for random vectors on a Hilbert space (Prop. 2) where T and S are:
with probability at least 1 − τ. Then, by taking a union bound for the three events we have
with probability at least 1−δ, where q = Proof. To bound β, first of all we consider two events, Z that corresponds to the condition C ≥ 3 4 C and E that corresponds to the condition β ≤ (1 − ǫ) −3/2 . We are going to control the probability of E by controlling the one Z and the one of E given Z. Now we control the probability Z. Let ζ i = L − ψ ω i ⊗ ψ ω i be a random operator with ω i independently and identically distributed w.r.t θ and i ∈ {1, . . . , m}. We have that L −L = 1 m m i=1 ζ i and Eζ i = 0. Denote with L the space of Hilbert-Schmidt operators on L 2 (X, ρ X ). Now note that ζ i is a random vector in L, therefore by Prop. 2, we have that the following holds with probability 1 − τ
where T = sup ω∈Ω L − ψ ω ⊗ ψ ω HS ≤ 2κ 2 and S = E ζ 1 2 HS ≤ κ 2 . It means that C ≥ 3 4 C holds with probability 1 − τ when m ≥ 32 κ 2 C +κ 2 log 2 τ . Now we control the probability of the event E, given the event Z. Note that β is expressed w.r.t. β 1 and β 2 of Thm. 6 by β = (1 − β 1 ) −1 (1 − β 2 ) −1/2 . By applying Proposition 7 and Remark 2 on β 1 and β 2 and taking the intersection of the events we obtain β ≤ (1 − ǫ) −3/2 with probability at least 1 − 2τ, when λ ≤ C ∧ C , n ≥ λτ . Since we are in the event Z we have that λ ≤ 3 4 C always satisfies the condition on λ. Finally, considering that the probability of the event E is greater than the product of the probabilities of the event Z and the event E given Z, we have that the event E, that is
holds with probability at least 1 − 3τ, when λ ≤ 
For any τ > 0, the following holds with probability at least 1 − 4τ
Proof. This quantity is defined in Thm. 6 as
Now we bound S(λ, m, n) given ω 1 , . . . , ω m , with respect toÑ (λ). Then we boundÑ (λ) and, by applying Cor. 1, we obtain the result. By Lemma 7 we have that
with probability at least 1 − τ. By applying Prop. 6 on the second term of S(λ, m, n), we have
with probability at least 1 − τ. By applying Prop. 6 again to the third term of S(λ, m, n) we have
with probability at least 1 − τ. By taking the intersection of the last three events, the following event (that we call E) holds with probability at least 1 − 3τ, given ω 1 , . . . , ω m ,
Now we have to expressÑ (λ) with respect to N (λ), therefore we apply Lemma 3, obtaining the following event (that we call Z)
that holds with probability at least 1 − τ when m ≥ (4 + 18F ∞ (λ)) log 12κ 2 λτ and λ ≤ C . By applying Cor. 1 on the events E and Z, the following event (D in Cor. 1) holds
with probability at least 1 − 4τ when m ≥ (4 + 18F ∞ (λ)) log We now study C(λ, m) that is
Thus we bound the last two terms, by using Prop. 6 and Prop. 7. Towards this goal we exploit the fact that
By means of Prop. 6, setting its random variables v i = L −1/2 λ ψ ω i and z i = ψ ω i for i ∈ {1, . . . , m} and its operators Q = T = L and T n =L, we have that
with probability at least 1 − τ. By means of Prop. 7, setting its Q = L and v i = ψ ω i for i ∈ {1, . . . , m}, we have
with probability at least 1 − τ. Here η = log 8κ 2 λτ . Hence, by assuming m ≥ (4 + 18F ∞ (λ)) log
, and so
with probability at least 1 − 2τ.
The next lemma is essentially from [3] .
Lemma 7. Given ω 1 , . . . , ω m ∈ Ω, under Assumptions 1, 3 (only Eq. 5), 4, 5, for any δ > 0, the following holds with probability at least 1 − δ 1 , x) , . . . , ψ(ω 1 , x)), for any x ∈ X. Note that K x , f H H = f ρ (x) almost surely, due to Prop. 11, thereforẽ
where ζ 1 , . . . , ζ n are i.i.d. random variables, defined as
). Thus we have that, for any 1 ≤ i ≤ n,
almost surely. In the same way we have
where the last step is due to Assumption 4. Finally, to concentrate the sum of random vectors, we apply Prop. 2. To conclude the proof we need to prove that J(λ) =Ñ (λ). Note that, by definition, we haveC
and thatÑ (λ) = TrLL
λ . Thus, we have
E Main Result
The following is the main result of this paper, with all the constant stated explicitly. The results presented in Section 3.1 are derived by the following theorem. Note that Thm. 7, does not need Eq. 6 or Assumption 6. From Thm. 7, a form of Thm. 5 with all constants stated explicitly is derived, that is Thm. 8, from which Thm. 5 is a direct consequence. 
, then with probability at least 1 − δ,
Proof. By Assumptions 1, 3 (only Eq. 5), 4, 5, we can apply Theorem 6. It performs an analytic decomposition of the excess risk in four terms,
where the quantities β, C(λ, m) and S(λ, m, n) are defined in the statement of Thm. 6. Under the same assumptions, we can apply Lemma 4, 5 and 6. In such lemmas we bound β, C(λ, m) and S(λ, m, n) in probability, by using the concentration inequalities introduced in Sections A.1, A.4 (with the help of the interpolation inequality Prop. 10 and the analytic decomposition of the empirical effective dimension in Prop. 8).
Let τ = δ/9. By applying Lemma 4 we have
with probability at least 1 − 3τ, when λ ≤ 
with probability at least 1 − 4τ, when 0 < λ < C and m ≥ (4 + 18F ∞ (λ)) log 12κ 2 λτ . By applying Lemma 6 we have The following theorem is a specialization of the previous one, under Eq. 6 of Assumption 3, Assumption 6 and an explicit relation of λ with respect to n. 
wheref n =f mn,λn , q(ǫ, δ) = 4q 2 (1 − ǫ) 3/2 log 18 δ and q 2 =Mκ C −1/2 +σQ C −γ + (2 +κ 2 )R C v .
Proof. Let λ = Proof of Theorem 5. It is a rewriting of Theorem 8 with ǫ = 1/3, where all the constants and the logarithmic terms are hidden by means of ≈, , and δ is substituted by e −τ .
Proof of Theorem 4.
It is a specialization of Thm 5 in the case where we do not have Assumption 6. Note that such assumption always holds with α = 1 and F =κ 2 . Thus we apply Thm 5 with α = 1.
Proof of Theorem 3. In this theorem we are going to consider the worst-case scenario, in the realizable case, whose only assumption on the learning problem, beyond Ass 1 is that f ρ ∈ H. Indeed it corresponds to the adaptive scenario, without any assumption on the source condition, beyond f ρ ∈ H, and without any assumption on the effective dimension. Thus this theorem is a specialization of Thm 4 for such scenario. Now note that, by the Mercer theorem [6] , f ρ ∈ H corresponds to assume Eq. 5 with r = 1/2, while Eq. 6 always hold with γ = 1. Thus we apply Thm 4 with r = 1/2 and α = 1.
F Examples of Random feature maps
A lot of works have been devoted to develop random feature maps in the the setting introduced above, or slight variations (see for example [14, 13, 15, 5, 9, 12, 10, 20, 8, 19] and references therein). In the rest of the section, we give several examples. Kernels and extensions [14, 13, 10, 19 ] This approximation method is defined in [14] for the translation invariant kernels when X = R d . A kernel k : X × X → R is translation invariant, when there exists a function v : X → R such that k(x, z) = v(x − z) for all x, z ∈ X. Now, letv : Ω → R be the Fourier transform of v, with Ω = X × [0, 2π]. As shown in [14] , by using the Fourier transform, we can express k as k(x, z) = v(x − z) = Ω ψ(ω, x)ψ(ω, z)v(ω)dθ, ∀x, z ∈ X, with θ proportional tov, ψ(ω, x) = cos(w ⊤ x + b) and ω := (w, b) ∈ Ω, x ∈ X. Note that X, Ω, θ, ψ satisfy Assumptions 4, 5. In [13] , they further randomize the construction above, by using results from locally sensitive hashing, to obtain a feature map which is a binary code. It can be shown that their methods satisfy Assumptions 4, 5 for an appropriate choice of Ω and the probability distribution θ. [10, 19] consider the setting of [14] , but [10] selects ω 1 , . . . , ω m by means of the fast Welsh-Hadamard transform in order to improve the computational complexity for the algorithm computingK, while [19] selects them by using low-discrepancy sequences for quasi-random sampling to improve the statistical accuracy ofK with respect to K. [9], start from the consideration that when w ∈ {−1, 1} d is a vector of d independent random variables with probability at least 1/2, then E ww ⊤ = I. Thus
Random Features for Translation Invariant
Random Features Maps for
and (x ⊤ z) p can be approximated by g(W p , x) ⊤ g(W p , z) with g(W p , x) = p i=1 x ⊤ w i and W p = (w 1 , . . . , w p ) ∈ {−1, 1} p×d a matrix of independent random variables with probability at least 1/2. Indeed it holds,
Therefore the idea is to define the following sample space Ω = N 0 × ( ∞ p=1 T p ) with T p = {−1, 1} p×d , the probability θ on Ω as θ(p, W q ) = θ N (p)θ(W q |p) for any p, q ∈ N 0 , W q ∈ T q with θ N (p) = τ −p−1 τ−1 for a τ > 1 and θ(W q |p) = 2 −pd δ pq and the function ψ(ω, x) = c p τ p+1 (τ − 1)g(W p , x), ∀ω = (p, W p ) ∈ Ω where w i is the i-th row of W p with 1 ≤ i ≤ p. Now note that Eq. (10) is satisfied, indeed for any x, z ∈ X
