The physics of highly excited Rydberg atoms is governed by blockade or exclusion interactions that hinder the excitation of atoms in the proximity of a previously excited one. This leads to cooperative effects and a relaxation dynamics displaying space-time heterogeneity similar to what is observed in the relaxation of glass-forming systems. Here we establish theoretically the existence of a glassy dynamical regime in an open Rydberg gas, associated with phase coexistence at a first-order transition in dynamical large deviation functions. This transition occurs between an active phase of low density in which dynamical processes take place on short timescales, and an inactive phase in which excited atoms are dense and the dynamics is highly arrested. We perform a numerically exact study and develop a mean-field approach that allows to understand the mechanics of this phase transition. We show that radiative decay -which becomes experimentally relevant for long times -moves the system away from dynamical phase coexistence. Nevertheless, the dynamical phase transition persists and causes strong fluctuations in the observed dynamics.
Introduction -The study of cold-atomic ensemble dynamics allows the exploration of a vast array of manybody effects relevant to condensed-matter and statistical physics in settings accessible to modern experiments. Among these systems, cold gases of highly excited (Rydberg) atoms constitute a versatile platform due to their strong and tunable interactions [1, 2] . The competition between excitation and interaction in these systems leads to complex collective behavior, which is currently intensely explored both experimentally [3] [4] [5] and theoretically [6] [7] [8] [9] [10] [11] . Particularly interesting is that the physics of these systems is governed by blockade effects reminiscent of the excluded volume effects of classical manybody systems close to the glass and jamming transitions [12, 13] and their idealization as kinetic constraints [14] . The resulting dynamics is highly heterogeneous, with regions that evolve very rapidly while others remain stuck in their local configurations for long times [6, 15] .
In this work, we establish on firm grounds that the heterogeneous dynamical behavior of Rydberg gases is due to the emergence of a glassy regime which stems from an underlying dynamical phase transition. The latter takes place at the level of trajectories: on one side of the transition, there is an active phase, where atoms undergo state changes on short time scales. On the other side of the transition, there is an inactive phase, where the characteristic time scales are much longer as the dynamics is dominated by slowly-evolving arrested configurations. To analyze this dynamical transition we follow a "thermodynamics of trajectories" approach [16] [17] [18] [19] [20] , which is based on a large-deviation principle [21] [22] [23] and employs as order parameter the time-averaged activity [18, 19, 24] . This quantity counts the number of atoms that (de-)excite per unit time, which can be accessed experimentally by the continuous observation of light scattered off the atoms [25] . From this perspective the dynamical heterogeneity, observed in the glassy regime, is explained by the fact that the system lies at a coexistence point between an active and an inactive phase, see Fig. 1 (to be discussed below). The inactive space-time regions that appear as the transition is approached from the active side, are "bubbles of inactivity", corresponding to a manifestation in trajectories of fluctuations associated with the dynamical first-order transition (cf. e.g. vapor bubbles in a liquid near liquid-vapor coexistence). These dynamical fluctuations are similar to those observed in more traditional glass forming systems [26, 27] .
We perform a detailed investigation of the dynamical phase diagram as a function of the interaction strength, as well as in the presence of radiative decay processes. The latter are particularly important in experiments monitoring long-time behavior. Beyond numerical simulations we develop a mean-field approach which leads to an understanding of the phase transition mechanism in terms of a dynamical free energy. Our work consolidates the understanding of collective dynamical phenomenasuch as dynamical heterogeneity -in dissipative Rydberg gases and establishes a direct connection to softmatter physics and the physics of glassy matter in particular.
Model -We consider a driven dissipative system of highly-excited (Rydberg) atoms in a 1D chain. At each of the L sites lies an atom that can be in its ground state |↓ or in a high-lying (Rydberg) excited state |↑ . The interaction potential between atoms j and k is non-negligible only if both are in the excited state, and is given by V jk = C α /|r j − r k | α , where r j gives the position of j in units of the lattice spacing. The |↓ ↔ |↑ transition is resonantly driven by a laser field with Rabi frequency Ω. The coherent part of the dynamics is thus generated by the
where n j = |↑ j ↑| and σ x j = |↑ j ↓| + |↓ j ↑|. Further, we consider that due to different forms of noise (laser linewidth, thermal effects, etc. [2] [3] [4] [5] ) the system is affected by dephasing with a rate γ. The evolution of the system is then governed by the Lindblad equation
ρ is a dissipator in Linblad form with jump operator J. In the large dephasing limit, γ Ω, there is a clear separation between the timescales on which quantum coherences are produced and destroyed, which allows to perform an adiabatic elimination of quantum coherences [6, [28] [29] [30] [31] [32] . The resulting dynamics is governed by a classical master equation with configurationdependent rates for transitions |↓ j ↔ |↑ j
with the interaction parameter R = (2C α /γ) 1/α giving the length of the blockade radius [6, 15] . The validity of this approach has been confirmed in recent experiments [3, 4, 33] . Below, we consider the experimentally relevant case of van der Waals interactions, α = 6, and rescale the ratesΓ j = γΓ j /(4Ω 2 ) so that the time unit reflects the excitation time scale in the absence of interactions.
Dynamical phase transition: numerically exact study of finite-size systems -We start with a numerical exploration of the stationary dynamics of the system [for a more detailed characterization see the Supplemental Material (SM) [34] ]. In the upper and lower part of Fig. 1 , we show representative trajectories for R = 1 and R = 3 respectively obtained via continuous-time Monte Carlo simulations [35, 36] . While for R = 1 the dynamics appears to be homogeneous and characterized by a single time scale, for larger values of R we observe an alternation of relatively dilute regions that evolve quite rapidly and regions formed by blocks of contiguous excitations that evolve along much longer time scales [34] .
This phenomenology arises from a dynamical trajectory phase transition, as occurs in a large family of models of glassy soft matter [18, 37] . Such transitions are probed through a dynamical observable acting as order parameter -the activity per unit time k = K/t [18, 19, 24] , which quantifies the number of state changes (spin flips) K in a trajectory of duration t. The phase diagram corresponding to this dynamical order parameter is obtained via the thermodynamics of trajectories [16, 21] , which allows us to infer the presence of dynamical phase transitions through the structure of the probability distribution of the activity P (k). For long times, this probability satisfies a large deviation principle P (k) ≈ e −tφ(k) , where φ(k) is the so-called large deviation function [37] . Often it is more convenient to study the moment generating function Z(s) = e −stk ≈ e tθ(s) , where the scaled cumulant generating function (SCGF) θ(s) is related to φ(k) via a Legendre transformation [23] . Here Z(s) is a dynamical partition function of an ensemble of trajectories -the s-ensemble (see [37] and the recent review [20] ). In this framework, t plays the role of the volume in equilibrium and k is an order parameter -analog of the internal energy density-with a conjugate field s acting as a control parameter.
We will focus our study on the SCGF θ(s), whose nonanalyticities correspond to phase transitions between dynamical phases. It is given by the eigenvalue with the largest real part of the so-called tilted generator [20, 23] 
that governs the evolution biased by the field s [37] , which "tilts" the systems towards more (if s < 0) or less (if s > 0) active dynamics. For s = 0, the unbiased dynamics of the (unperturbed) system is recovered.
In Fig. 1 we show the activity density k(s)/L, which is obtained from the SCGF θ(s) through the relation k(s)/L = −θ (s)/L [37] , for a system of size L = 15 and a range of values of R. The SCGF results from the numerical diagonalization of the tilted generator W s , and is seen to converge to a size-independent curve for L > 10 [34] . We observe a qualitative change as R is varied at s = 0: whereas for small R the change from active (s < 0) to inactive (s > 0) is smooth, a discontinuity develops in the system for R ≥ 2. The jump becomes smaller as R is increased, as the activity for s < 0 decreases (i.e., when the blockade radius is larger, the overall activity is lower). This discontinuity indicates the presence of a first-order dynamical phase transition [37] , which is below theoretically established at the mean-field level. The dynamics observed in the trajectory for R = 3 (and for other values of R > 2 [34] ) arises from the coexistence of space-time regions, with high-activity regions playing the role of the familiar bubbles of an equilibrium transition in a fluid.
Dynamical phase transition: mean-field analysis -To shed further light on this dynamical behavior, we introduce a variational free energy defined as F |V (s) = − V |W s |V , for normalized states |V , whose minima correspond to dynamical phases [37] . In a mean-field approach, we focus on the subspace of (uncorrelated) states |V = j |v j for |v j = √ p |↑ j + √ 1 − p |↓ j . Since states are parametrized by the density of excitations p, the free energy will be denoted as F(p, s). W s is symmetric, and the SCGF is approximated by minus the minimum of the variational free energy,
This expression depends on the (de-)excitation rates The extrema of F(p, s) with respect to the excitation density p are found numerically. For R 1.25 there is only one (real) solution, corresponding to a minimum, while for R > 1.25 there are two minima, and one maximum. In the main panel of Fig. 2 (a) we show −F(p, s) for R = 3 evaluated at each of these extrema as a function of s (continuous lines), and the SCGF θ mf (s) (black dashed line). In the inset, the smaller minimum of F(p, s) for s < 0 is seen to become larger than the other one for s > 0, which results in the non-analytic behavior of θ mf (s) (i.e., the absolute minimum) at s = 0, where the two minima are equally deep. Furthermore, we see a discontinuity in the density of excitations, which goes from p ≈ 0.5 for s < 0 to p ≈ 1 for s > 0, with a metastable region for s 0 that ends in a spinodal point where the local minimum merges with the maximum. This establishes the existence of a first-order dynamical phase transition at s = 0 which was suggested by the numerical results of Fig. 1 .
Phase diagram -We next focus on the dependence of the free energy on the blockade length R which is shown in Fig. 2 (b) . This data shows that the glassy phase is entered beyond R = 2. For larger values of R two minima are present at s = 0, indicating the coexistence of active and inactive regions, while for smaller values of R there is just a single global minimum. In the latter regime the dynamics is largely uncorrelated (see Fig. 1 , upper panel), and the statistics of the activity become Poissonian for R < 1 which shows that the system is virtually non-interacting [34] . For 1.25 R 2 a second local minimum develops that becomes as deep as the first one for slightly positive s. As a result, the transition appears slightly away from the unbiased dynamics at s = 0, signaling the presence of fat tails in the probability distribution of the activity due to the strong fluctuations encountered for positive values of s. For larger R the transition moves towards s = 0, and saturates at R ≈ 2, as shown by the white solid line of Fig. 2 (c) , where the activity k mf (s)/L as a function of s for a range of R is displayed.
In any experimental study of Rydberg gases one inevitably faces radiative decay (|↑ → |↓ ). This is introduced by the set of jump operators J = √ κ σ − j , where σ − j = |↓ j ↑|, acting on each site j = 1, ..., L, for a given atomic decay rate κ [38] . Fig. 2 (d) shows that a non-zero (rescaled) decay rateκ = γκ/(4Ω 2 ) moves the phase transition line slightly from s = 0 towards the s > 0 region, indicating again strong dynamical fluctuations in such region both in the mean-field dynamics (main panel) and in the full dynamics for L = 12 (inset). Note that the variational mean-field analysis requires the inclusion of the process |↓ → |↑ along with decay in order to preserve the symmetry of the dynamical generator (see [37] for more details). Both the exact numerics and the mean-field analysis show that the dynamical phase transition between regions of high and low activity k is smoothed out beyond a critical decay rate, corresponding toκ c ≈ 2.8 × 10 −4 in the mean-field dynamics and to a larger value in the full dynamics. In an experiment one thus has to apply a sufficiently large Rabi frequency in order to pushκ below the critical value. For example, a moderate increase of the Rabi frequency of less than one order of magntiude would bring the system of rubidium atoms of Ref. [5] into the desired regime.
Characterization of the dynamical phases -We now set out to describe the nature of the phases involved in the transition more quantitatively. To this end, we focus on the dynamics of finite-size systems without decay (κ = 0). We first study the time average of the density of excitations n =
as a function of the tilting field s. Here the density of site j is given by n j (τ ) = −|n j |C(τ ) , where C(τ ) is the configuration at time τ and |− = C |C . The average of the time-integrated observable is equivalent to a static average
where |V s is the eigenvector associated with the largest eigenvalue θ(s) of the tilted generator in Eq. (2) [37] . This static average can be generalized to two-point (or multi-point) observables, such as n i n j s . For the unbiased dynamics,
, and thus n s=0 = 1/2, for any value of R, as corresponds to a completely mixed stationary state, ρ st = 2 −L j 1 j . [6] . The average density of excitations n s for a range of values of R shown in Fig. 3 (a) gives us the structural counterpart of the dynamical picture in Figs. 1 and 2 (c). A high density of excitations corresponds to a lowactivity dynamics, and viceversa. In the glassy regime, for R 2, the phase transition at s = 0 separates an active phase with a very low density of excitations for s < 0 from an inactive phase with a high density of excitations for s > 0, with the overall density decreasing for larger blockade radius R. Beyond the critical value, for R = 1 the dependence of the density with s is smooth and mild, while for even smaller R (i.e., when the atoms are essentially uncoupled) n s = 1/2 holds far from s = 0.
To gain further insight into the structure of the two phases that coexists in the glassy regime, we next consider the (normalized) spatial correlations of the excitation density C s (i) = ( n i n 0 s − n 2 s )/( n s − n 2 s ), where n 0 is the number operator of the site taken as reference (due to translational invariance it can be any). These correlations, which characterize the spatial distribution of excitations, are shown in Fig. 3 (b) for a system of size L = 15, with R = 3 and 5 and tilting field values around s = 0 . For the the unbiased dynamics (s = 0) the correlations are trivially given by the Kronecker delta C(i) = δ i,0 [6] . In the active phase (s = −0.1), however, there is a clear connection between the size of the anticorrelated region and the blockade length R: excitations tend to appear beyond the blockade radius, so as to maximize the activity [15] . In the inactive phase (see inset for s = 0.1), the overall activity is reduced by the disappearance of anti-correlations between nearest neighbors. This makes it possible to find contiguous blocks of excitations in the dynamics, as those shown in the inactive space-time regions of the R = 3 trajectory in Fig. 1 (lower  panel) .
Outlook -We have established the existence of a dynamical first-order phase transition at the level of trajectories in dissipative Rydberg gases, in analogy with clas-sical glass formers [18, 39, 40] . In this framework, the arrested space-time regions observed in a background of more highly active dynamics in the simulated trajectories are the natural manifestation of a coexistence between an inactive and an active phase. The transition is shown to persist in the presence of atomic decay, and should therefore be observable in cold atoms experiments that continuously monitor the evolution of the atomic density e.g. via light scattering [41] .
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PHENOMENOLOGY
To further motivate the study of dynamic phase transitions in dissipative Rydberg gases, we present a more detailed description of the phenomenology arising in the effective dynamics these systems as observed in kinetic Monte Carlo simulations [35, 36] . In Fig. S4 (a) and (b) we show the trajectories of systems of L = 20 atoms, which is on the order of the sizes that are currently experimentally accessible, starting from a randomly chosen configuration compatible with the stationary state, ρ st = 2 −L j 1 j [6] . The same trajectories are shown Fig. 1 of the main text, but we include enlarged versions here for better visualization. While for R = 1 the dynamics appears to be homogeneous and characterized by a single characteristic time scale, see Fig. S4 (a) , for R = 3 the dynamics becomes highly heterogeneous, see Fig. S4 (b) , with high-activity regions that are relatively dilute, and low-activity regions formed by blocks of contiguous excitations, which evolve along much longer time scales. To further clarify the role played by the blockade length R in the dynamics, we study the time evolution of the persistence function, which gives the fraction of sites that have never changed state since the initial configuration, averaged over the ensemble of trajectories. The persistence becomes more complex as R is increased, see Fig. S4 (c) , which is due to the larger number of neighbors that affect the dynamics of a given atom, see Eq. (1) in the main text. For R = 0.5 we observe a simple exponential relaxation pattern e −t , corresponding to an uncorrelated dynamics with ratesΓ j ≈ 1 [the interaction term in the denominator of Eq. (1) of the main text can be neglected for such small R]. A similarly simple persistence curve is observed for R = 1, as befits the trajectory displayed in Fig. S4 (a) . For R = 2 and larger, however, the time scales increase dramatically, and the persistence curve displays conspicuous plateaus reminiscent of those characterizing the relaxation dynamics of glassy soft matter [12] . This must be a consequence of the coexistence of regions characterized by different time scales, as observed in Fig. S4 (b) for R = 3.
FINITE-SIZE EXACT DIAGONALIZATION AND COMPARISON WITH MEAN-FIELD RESULTS
The scaled cumulant-generating function (SCGF) θ(s) is given by the largest eigenvalue of the so-called tilted generator, which, for vanishing decayκ = 0, becomes W s = Fig. S5 we show the SCGF θ(s) resulting from the numerical diagonalization of the tilted generator W s for finite-size systems. In panel (a) we show the activity density (main panel), which is related to the SCGF as k(s)/L = −θ (s)/L [37] , and the SCGF θ(s) itself (see inset) for R = 3 and different sizes L. (Sizes larger than L = 15 are numerically prohibitive, given the exponential growth of W s .) For L > 10 the data converge to a size-independent curve. While for s < 0, we observe a phase with positive activity, for s > 0 the dynamics becomes inactive, k(s) ≈ 0. Close to s = 0 there seems to be a discontinuity in k(s), which, if actually present for L → ∞, indicates the presence of a first-order dynamical phase transition [37] . In Fig. S5 (b) and (c) we show θ(s) and k(s)/L for different R and fixed L = 15. As could be expected from Fig. S4 (a) and (c), there is no discontinuity for R = 0.5 [the activity is not shown in panel (c) for visibility reasons, but the SCGF is shown to follow a Poissonian form θ(s) = e −s − 1 in panel (b)], R = 1 or R = 1.5. For R = 2 and larger, the apparent discontinuity in k(s) is always observed, but the jump becomes smaller as R is increased, as the activity for s < 0 decreases (i.e., when the blockade radius is larger, a larger biasing is needed to reach a comparable level of activity). Some of the results contained in Fig. S5 (c) appear in Fig. 1 of the main text.
In Fig. S6 we show the SCGF [see panel (a)] and the activity [see panel (b) ] of the mean-field dynamics. The qualitative picture is similar to that found for finite-size systems, the main difference arising in relation to the curves obtained for R = 1.5, which show a smooth dependence on s in Fig. S5 (b) and (c), and a phase transition for s > 0 in Fig. S6 (a) and (b) . This is explained by the results shown in Fig. 2 (c) of the main text: while this point is already in the supercritical region in the full dynamics, it still displays a phase transition in the mean-field dynamics. 
