A number of approaches for helping programmers detect incorrect program behaviors are based on combining language-level constructs (such as procedure-level assertions/contracts, program-point assertions, or gradual types) with a number of associated tools (such as code analyzers and run-time verification frameworks) that automatically check the validity of such constructs. However, these constructs and tools are often not used to their full extent in practice due to excessive run-time overhead, limited expressiveness, and/or limitations in the effectiveness of the tools. Verification frameworks that combine static and dynamic verification techniques and are based on abstraction offer the potential to bridge this gap. In this paper we explore the effectiveness of abstract interpretation in detecting parts of program specifications that can be statically simplified to true or false, as well as in reducing the cost of the run-time checks required for the remaining parts of these specifications. Starting with a semantics for programs with assertion checking, and for assertion simplification based on static analysis information obtained via abstract interpretation, we propase and study a number of practica! assertion checking "modes," each of which represents a trade-off between code annotation depth, execution time slowdown, and program safety. We then explore these modes in two typical, library-oriented scenarios. We also propase program transformation-based methods for taking advantage of the run-time checking semantics to improve the precision of the analysis. Finally, we study experimentally the performance of these techniques. Our experiments illustrate the benefits and costs of each of the assertion checking modes proposed, as well as the benefits obtained from analysis and the proposed transformations in these scenarios. (M.V. Hermenegildo). such as static code analyzers/verifiers and run-time verification frameworks. Approaches that fall into this category are the assertion-based frameworks used in (Constraint) Logic Programming [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , soft/gradual typing approaches in functional programming [12] [13] [14] [15] [16] [17] [18] [19] [20] , and contract-based extensions in object-oriented programming [21] [22] [23] . These tools are aimed at detecting violations of the expected behavior or certifying the absence of any such violations, and often involve a certain degree of run-time testing, specially for complex properties.
Introduction
Detecting and avoiding incorrect program behaviors is an important part of the software development life cycle. It is also a complex and tedious process, in which dynamic languages bring special challenges. A number of techniques have been proposed to aid in this task, among which we center our attention on the use of language-level constructs to describe expected program behavior, and of associated tools to automatically compare actual program behavior against expectations, operational semantics with run-time checking of such assertions. Section 3 then presents the run-time assertion checking modes proposed, including a discussion of the transformations required to implement the different modes. Section 4 then addresses the issue of optimizing run-time checks via static analysis. Section 4.1 presents the basic abstract interpretationbased analysis approach used and the representation of the analysis results. Section 4.2 describes how run-time tests are optimized using the information in the analysis memo table. Section then presents our transformational approach for taking advantage of the run-time checking semantics to improve the precision of the analysis. Section 6 discusses the appli cation of this approach when optimizing run-time checks for the calls across client-library boundaries. Section 7 describes our experimental harness and presents our results for the different options (with and without analysis, as well as with and without improved analysis precision). Section 8 finally presents some conclusions.
Run-time checking of assertions

Basic notation and standard semantics
We revisit here some basic notation and the standard program semantics, where we use the formalization of [7, 26, 45] . An atom has the form p ( t1 , ..., t n ) where p is a predicate symbol of arity n and t1 , ..., t n are terms. A constraint is a conjunction of expressions built from predefined predicates (such as term equations or inequalities over the reals) whose arguments are constructed using predefined functions (such as real addition). A literal is either an atom or a constraint. A goal is a finite sequence of literals. A rule is of the form H -. -B where H, the Head, is an atom and B, the body, is a possibly empty finite sequence of literals. A constraint logic program, or program, is a finite set of rules.
The definition of an atom A in a program, defn(A), is the set of program clauses whose head has the same predicate symbol and arity as A, renamed-apart. We assume that all clause heads are normalized, i.e., H is of the form p ( X1 , ..., X n ) where the X1, ..., X n are distinct free variables. Let 3 L θ be the constraint θ restricted to the variables of the syntactic object L. We denote constraint entailment by |=, so that θ 1 \= θ2 denotes that θ 1 entails θ2. Then, we say that θ2 is weaker than θ\.
The operational semantics of a program is given in terms of its derivations, which are sequences of reductions between states. A state (G \ θ) consists of a goal G and a constraint store (or store for short) θ. We use :: to denote concatenation of sequences and we assume for simplicity that the underlying constraint solver is complete. A state S = (L :: G \ θ} where L is a literal can be reduced to a state S' as follows: We use S ~~> S' to indicate that a reduction can be applied to state S to obtain state S'. Also, S ~~>* S' indicates that there is a sequence of reduction steps from state S to state S'. We denote by D i ] the i-th state of the derivation. As a shorthand, given a non-empty derivation D, D[_1] denotes the last state. A query is a pair ( L , θ) , where L is a literal and θ a store, for which the constraint logic programming system starts a computation from state (L\θ). The set of all derivations from the query Q is denoted derivs(Q). A finite derivation from a query (L, θ) is finished if the last state in the derivation cannot be reduced. A finished derivation from a query (L, θ) is successful if the last state is of the form (• | θ'), where • denotes the empty goal sequence. In that case, the constraint \θ' is an answer to S. We denote by answers(Q) the set of answers to a query Q.
Assertion language
We assume that program specifications are provided by means of assertions: linguistic constructions that allow express ing properties of programs. In particular, we would like to specify certain conditions on the constraint store that must hold at certain points of program derivations. For concreteness we will use the pred assertions of the Ciao assertion lan guage [3, 6, 7, 27, 46] . The main intent behind the construction of a specification for a predicate using pred assertions is to define the set of all admissible preconditions for this predicate, and for each such precondition in turn specify the respec tive postcondition. I.e., pred assertions allow stating sets of related preconditions and conditional postconditions for a given predicate.
These pre-and postconditions are formulas containing literals corresponding to predicates that are specially labeled as properties. The design of this language is such that properties and the other predicates composing the program are written in the same language. This approach is motivated by the direct correspondence between the declarative and operational semantics of constraint logic programs and it provides a direct link between the properties used in assertions and the corresponding run-time tests, which constitute (instrumented) calls to the predicates defining the properties. This also allows defining specifications that are more general than, e.g., classical types.
More formally, the set of assertions for a given predicate represented by Head is composed of the (possibly empty) set of ali statements of the form 1 :
pred Head pred Head
where Head is the same normalized atom, that denotes the predicate that the assertions apply to, and the Pre; and Post; are conjunctions 2 of prop literals that refer to the variables of H ead.
A set of assertions as above states that in any execution state (Head :: G 1 0) at least one of the Pre; conditions should hold, and that, given the (Pre;, Post;) pair(s) where Pre; holds, then, if Head succeeds, the corresponding Post; should hold upan success. More formally, given a predicate represented by a normalized atom Head, and the corresponding set of assertions is A(Head) = {A1 ... An}, with A;=": -pred Head : Pre; => Post;." such assertions are normalized into a set of assertion conditions for that predicate, denoted as Ac(Head) = {Ca, C 1 , ... , Cn} s.t.:
We also assign unique identifiers to each assertion condition, represented by the c; above. If there are no assertions associ ated with Head then the corresponding set of assertion conditions is empty. The set of assertion conditions for a program is the union of the assertion conditions for each of the predicates in the program. The calls(Head, ... ) conditions encade the checks that ensure that the calls to the predicate represented by the Head literal are within those admissible by the set of assertions, and we thus call them the calls assertion conditions. The success(Head;, Pre;, Post;) conditions encade the checks for compliance of the successes for particular sets of calls, and we thus call them the success assertion conditions.
5emantics with assertions
We now recall the operational semantics with assertions, which checks whether assertion conditions hold or not while computing the derivations from a query. In arder to keep track of any violated assertion conditions, we use the identifiers of the assertion conditions. Given the atom L cr that is a renaming of sorne normalized atom L s.t. L cr = a(L) and the corresponding set of (also renamed apart) assertion conditions Ac(L), the assertion conditions for L cr are obtained as follows: if :lC E Ac(L), C = c .calls(L, Pre) ( or C = c .success(L, Pre, Post)), then C cr = a(C) = C cr .calls(L cr , a(Pre)) ( or C cr = C cr .success(L cr , a(Pre), a(Post)) ). We also introduce an extended program state of the form (G 1 0 1 E), where E denotes the set of identifiers for falsified assertion condition instances and IEI ::; 1. For the sake of readability, we write labels in negated form when they appear in the error set. A finished derivation from a query (L, 0) now is successful if the last state is of the form (D 1 0 1 1 0) ( 0 denotes the empty set), and failed if the last state is of the form (L 1 1 0 1 1 {e}). We also extend the set of literals with syntactic objects of the form acheck(L, c) where L is a literal and c is an identifier for an assertion condition instance, which we call check literals. Thus, a literal is now a constraint, an atom or a check literal. A literal L succeeds trivially for 0 in program P, denoted 0 =} p L, iff :30 1 E answers( (L, 0)) such that 0 F 0 1 • We can now recall the notion of Reductions in Programs with Assertions from [45] , which is our starting point: a state 5 = (L :: G 10 1 0), where L is a literal, can be reduced to a state 5 1 , denoted 5 � A 5 1 , as follows:
1. If L is a constraint and 0 AL is satisfiable then the new state is 5 1 = (G 10 AL 1 0), in the same manner as in (L :: G 1 0)�(G 1 10 1 ). .success(L, Pre;, Post;) E Ac(L) A 0 =}p Pre;. 3. If L is a check literal acheck(U, c), then 5 1 is obtained as
If
5 1 = 1 (L 1 101 {c}) (G 10 I 0) if c.success(L 1 , _, Post) E Ac(L 1 ) A 0 =t?p Post otherwise
Assertion checking modes
When a program is being instrumented with run-time checks, the choice of instrumentation strategy is determined by severa! factors and considerations. Most of these factors can typically be generalized to a compromise between thoroughness of the code annotation ( complexity of the properties, annotation depth) and the resulting performance penalties (increases in execution time, code size, and memory use).
We propase a view on this compromise that differentiates among various levels of behavioral safety guarantees embod ied in different assertion checking modes. We consider for concreteness the context of developing a standalone library that provides an open interface to its clients. By this we mean that at the time of analyzing and instrumenting the library the clients are not known and can be expected to call the library in both correct and incorrect ways, i.e., we do not require the clients to verify that the calls to the library adhere to the interface. Also, we do not expect the library to be recompiled ( or reanalyzed) depending on the needs of each client. 3 Thus, the library has to be analyzed and checked independently of the clients. We define three scenarios in this context, depending on the leve! of guarantees that the library provides to the clients that use it.
Unsafe checking mode. This checking mode corresponds to a scenario where no execution time slowdown is tolerated at run time, even at the cost of providing no safety guarantees to the clients. !.e., no run-time checks are generated from the assertions of the library. Formally, this corresponds to using the standard semantics of Section 2.1, and thus ignoring ali the assertions in the code. This of course eliminates any overhead but at the cost of not being able to ensure correctness. However, we still consider it, first because it represents a baseline to compare to, and also because of the frequent -even if not recommendable -practice of turning off run-time checks for production code, in arder to avoid overhead, which is typically done if it is perceived that sufficient testing was carried on the code out prior to delivery.
Client-safe checking mode. In this checking mode the library provides the client with behavior guarantees on its interface, but does not check any of the assertions for the interna! procedures. Run-time checks are thus generated only for the assertion conditions for the exported predicates of the library. More formally, assuming that the set of (atoms of) exported predicates is given by Exp, the run-time semantics under such mode is:
1. If L is a constraint or L is an atom such that L !f. Exp, then the new state 5 1 = (G 1 10 1 1 0) where G 1 and 0 1 are obtained in the same manner as in (L :: G 10) � (G 1 10 1 ) 2. If L is an atom such that LE Exp, and :l(L: -B) E defn(L), then the new state 5 1 is obtained as: The modified semantics above ensures that checks are performed only for the predicates in the library interface. However, ali calls within the library to the exported predicates, including recursive calls, would also be checked, which is not required by the definition of the scenario, which only establishes the checking of the calls that cross the interface. In arder to avoid this, and to ensure that the checks are performed only on the externa! calls, we assume that the program transformation given in Fig. 1 is applied to ali exported predicates. This transformation introduces intermediate link predicates for the exported predicates so that the module interface is preserved but ali the interna! calls are replaced by calls to the wrapper predicates, for which no checks are performed. This combination of program transformation and run-time checking policy allows obtaining safety guarantees at the library boundaries with mínima! run-time checking execution time overhead.
5afe-RT execution mode. In this mode the library provides behavior guarantees both on its interface and its internals. Run time checks are thus generated for ali assertions of the library. This corresponds to using the semantics with assertions of Section 2.3. The performance penalty here is the largest.
Transformations. The checking modes described above require different source transformations to be performed on a program during compile time (see Fig. 2 ). Befare any such transformations take place, the assertions are normalized and expanded into assertion conditions. This allows ensuring that no syntactic errors are present in the assertion conditions and that no undefined properties (i.e., properties that are not defined in the program or imported from libraries) appear in such conditions. In the Unsafe mode nothing is done and the assertion conditions are simply ignored during compilation. In the Safe-RT mode the source transformation is quite straightforward: all the assertion conditions for all assertions in the program are turned into run-time checks directly. In the Client-safe mode, as mentioned before, the program transformation of Fig. 1 is first performed for all the exported predicates, and then run-time checks are generated only for the assertion conditions of those exported predicates.
Optimizing run-time checks via static analysis
We now return to the issue of optimizing run-time checks via (abstract interpretation-based) static program analysis, in order to reduce the number of run-time tests and thus the overhead from run-time testing, following the Ciao model. To this end, we recall the basic abstract interpretation-based analysis approach used and the memo table representation of the analysis results and describe how run-time tests are optimized using the information in the analysis memo table. Based on this in the following section we will present our approach for taking advantage of the run-time checking semantics to improve the precision of the analysis.
Herein we will refer to this combination of static and dynamic checking as the Safe-CT-RT Checking Mode, i.e., as a variation on the Safe-RT run-time checking mode, where static verification is performed in order to eliminate as many of the properties in the program assertions to be checked at run time as possible. Run-time checks are still generated for all program assertions but in contrast to the Safe-RT case the assertions are simplified before the checks are generated from 
Abstract interpretation-based analysis
For analysis we use the technique of abstract interpretation [49] , which safely approximates the execution of a program on an abstract domain (D a ) which is simpler than the actual, concrete domain 4 'v'A1, A2, A 1 E Da: Al n A2 = A 1 9 y(A1) n y(A2) = y(A 1 ) As usual in abstract interpretation, ..l denotes the abstract constraint such that y(..l) = 0 (and represents unreachable code), whereas T denotes the most general abstract constraint, i.e., y (T) = D.
The concrete framework that we will use in the static analysis component is the Ciao PLAI abstract interpretation sys tem [50] [51] [52] . Below we adapt sorne definitions and notation from [7] to illustrate the analysis process implemented by PLAI.
The goal-dependent abstract interpretation performed by PLAI takes as input a program P, an abstract domain Da, 6 and a description Q ª of the possible initial queries to the program, given as a set of abstract queries. Each such abstract query is a pair (L, A), where L is an atom (for one of the exported predicates) and A E D a an abstraction of a set of concrete initial program states ( e.g., substitutions or constraints ). Thus, a set of abstract queries Q a represents a set of concrete queries, denoted y(Qa), which is defined as y(Qa) ={(L,0) 1 (L,A) E Q a A0 E y(A)}. The PLAI abstract interpretation process computes a set of ( connected) triples Analysis( P, Q a , Da) = { (L p , A e, A 5 ) 1 p is a predica te of P}, where A e and A 5 are abstract constraints that describe sets ca lis ( entry) and success ( exit) states for p such that A e safely approximates a set The assertion expresses part of the intended semantics. lt may or may not hold in the current version of the program. lt is the default status that is assumed for assertions written without an explicit status.
The assertion was a check assertion which has been proved to actually hold in the current version of the program for any va lid initial call ( for the given Qa ).
Similarly, a check assertion is rewritten with the status false when it is proved not to hold for sorne valid initial query ( for the given Q ª ).
Such an assertion expresses ( a part of) the actual semantics of the program, normally automatically inferred by analysis. In particular, each triple (memo table entry) (L p , ,, e , ), 5 ) computed by the analysis is presented to the user by including a corresponding assertion of the form ": -true pred P : ,, e => ,, s ." in the program.
Provided by the user (or other tools) in order to guide analysis (increase precision). The analysis does enter the predicare assuming the call information and/or assuming the success information on exit (in both cases only if the assertion is more precise and not incompatible with the information inferred the analysis).
of call states at p and >-. 5 safely approximates the set of success states at p far ali calls contained in ;,_ e _ In what fallows we will refer to such triplets also as memo table entries. 7 The analysis (as the assertion language, to be introduced later) is designed to discern among the various usages of a predicate. Thus, multiple usages ( contexts) of a procedure can result in multiple descriptions in the analysis output, i.e., far a given predicate p multiple (L p , ;,_ e , >-. 5 ) triples may be inferred. More precisely, the analysis is said to be multivariant on calls if more than one triple (L p , >-.1, >-.1 ), ... , (L p , >-.�, >-.¡,) n e". O with >-.f # >-. 1 far sorne i, j may be computed far the same predicate. Independently of the number of triples computed, the set of ali >-.f together (i.e., the union of the concretizations of ali the >-.f) safely approximate the set of possible concrete calls made to p during any program execution. In any case, far simplicity of presentation, we assume that the analysis computes exactly one tuple (L p ,A c ,;,_ s ) far each (reachable) predicate p.
Optimizing assertions with analysis results
The steps of the verification process are represented by associating a notion of "status" to each assertion:
Pren => Postn.
This optional Status flag indicates whether the assertion refers to intended or actual properties, and possibly sorne addi tional infarmation, as shown in the top part of Table 1 (see also Fig. 8 ).
The reasoning about the statuses of assertion conditions is perfarmed as fallows, where we adapt again definitions and notation from [7] . We also recall here the auxiliary partía! functions prestep and step from [45] which are instrumental in reasoning about program state reductions:
Given a derivation whose current state is a call to La (normalized atom), the prestep function returns the substitution a far La, and the constraint store 0 at the predicate cal! (i.e., just befare the literal is reduced). Given a derivation whose current state corresponds exactly to the return from a call to La, the step function returns the substitution a far La, the constraint store 0 at the call to La, and the constraint store 0 1 at La's success (i.e., just after ali literals introduced from the body of La have been fully reduced).
Given a literal L and a program P, the trivial success set of L in P is TS(L, P) = {�10 10 =}p L}. An abstract constraint >-. T S(L ,P) is an abstract trivial success subset of L in P iff y (>-. T S(L ,P) ) <; T S (L, P). An abstract constraint Af s(L ,P) is an abstract trivial success superset of L in P iff y(>-.f s(L,P) ) 2 TS(L, P). Given the program P, the concrete and abstract sets of queries Q and Q a 8 respectively, where y(Qa) 2 Q, and (L, ;,_ e , >-. 5 ) E Analysis(P, Q a , Da), the status of an assertion condition C, associated with it by the mapping status(c, Status) where c is the corresponding identifier, is determined as fallows: 
Taking advantage ofthe ron-time checking semantics during analysis
The standard analysis introduced in Section 4.1 safely approximates the traditional semantics (i.e., the semantics without assertions or run-time checks). 9 However, if we know that run-time checks will be performed for sure for a certain set of ( check) assertions (as, e.g., for ali assertions in the Safe-RT execution mode, or the ones corresponding to interface predicates in the Client-safe mode), it is possible to use this information during analysis to improve precision:
• It is possible to assume that the calls assertion conditions hold after the predicate has entered the predicate definition ( sin ce, according to the semantics of Section 2.3 either the checks for these calls assertion conditions have already succeeded or the program has exited with error). • It is also possible to assume the relevant success assertion conditions after the predicate has exited (since, again, at this point either these success assertion conditions have already succeeded or the program has exited with error).
As an example, consider the Ciao Prolog program of Fig. 4 .10 There, p / 2 is an exported predicate, q/ 2 and r / 2 are local predicates, and e/ 2 is imported. We allow both p / 2 and e/ 2 to be called without any restriction, and we do not specify any constraints either regarding their successes. However, we want to enforce (through the two assertions) that q/ 2 and r / 2 will always be called with their first argument X bound to an integer greater than 3, and that their second argument Y be bound to a positive integer u pon success. Sin ce any type of call is allowed to p / 2, without information on the presence of run-time checks the analysis cannot infer anything about the calls conditions for q/2 and r/2, or for the success conditions of these two predicates, and will report warnings for unchecked conditions for ali of them (and the two assertions will remain in check status).
However, note that, if we know that we will be generating run-time checks for those assertion conditions, the call to r / 2 in the body of q/ 2 can only be reached if the ca lis condition for q/ 2 holds, i.e., if X is bound to an integer, and greater than 3 (since otherwise execution would have been aborted by the failing run-time check). Thus, this information can be incorporated into the analysis and propagated to the call to r/2, and it can be determined that the calls condition for r/2 (i.e., that its first argument will be bound to a positive integer) always holds. Thus, this calls condition for r/2 gets status checked and no run-time test needs to be generated for it.
Similarly, the run-time test for the success condition for r/2 ensures that if the call to r/2 in the body of q/2 returns, then its second argument is guaranteed to be bound to an integer and greater than 16. Thus, the success condition for q/2 will also get status checked and no run-time test needs to be generated for it either.
Transformation. A straightforward method to incorporate the information from successful checks into the analysis, so that it takes the semantics with run-time checking into account, would be to analyze the transformed program (i.e., the program including the code that performs the run-time tests) instead of the original one. This is the approach implied by the original transformational definitions of the assertion language. On the other hand, programs transformed for run-time testing contain numerous optimizations and instrumentation that make their analysis less efficient and can potentially affect precision. An alternative would be to use a very simple (even if inefficient) run-time checking transformation just for analysis. Inspired by this idea, we propose herein a different, even more direct approach, based on introducing additional assertions and link predicates in the program that together capture the run-time checking semantics and provide the additional information source for the analysis, in order to increase precision. This is performed as a program transformation T that precedes the analysis and is applied to every annotated predicate in a program:
where L = p(X), and the literal L i nner = pinner(X) is obtained with a new predicate symbol pinner, and:
A inner ={ci.C | c.C e C} and Vci.C e A inner we extend the status relation s.t. status(ci, S i ), where:
The objective of the transformation is to improve the precision and reduce the cost of the analysis, while preserving program behavior when the check assertion conditions are expanded into run-time checks. The transformation modifies all predicates with check assertions for which it is known that run-time checks will be generated. For each such predicate p, the original predicate symbol is renamed into pi nn er and a single-clause wrapper predicate for p (which we will refer to as a link clause), is introduced which calls the pinner predicate.
The set of assertion conditions for the initial predicate p is duplicated for the pin ner counterpart, including their original statuses. However, the statuses of the success assertion conditions for p in the link clause and the calls assertion conditions of pi nner are set to trust . As a result, the calls assertion conditions for p (i.e., cl . calls ( L , _ ) with status ( cl , check) ) will still be checked in the version with run-time checks, but they will be assumed in pi nn er (i.e., c i .calls(Li n ner,_) with status(c\ trust)).
For the success part the assertion conditions will still be checked for the inner predicate (i.e., ci.success(Linner>_> _) with status(c\ check)) and the information will be assumed upon exiting p (i.e., ci.success(L, _, _) with status(ci, trust)). The transformation guarantees that the same run-time tests will be performed, that no duplication of checks will occur (since there are no intermediate states between the calls to p and pi nn er and exits from pi nn er to p), and that the analysis will gather the right information.
An example of the CTRT transformation for the q/2 predicate from the program in Fig. 4 is shown in Fig. 5 . The trust assertions here correspond to the additional information that can be safely used in the analysis. Since all predicates with assertions undergo this transformation, a number of inner calls coming from the link clauses are added to the program. Yet such calls are relatively inexpensive and the resulting runtime overhead is negligible. Even more, should the analysis verify the calls assertion condition of the link clause or the success assertion condition of the inner clause, the link clause then becomes unnecessary and can be completely removed. 
Optimizing checks at the client-Iibrary boundaries
We now consider another aspect of our library scenario: optimizing the checks at the client-library boundaries. We will remain within the case in which the library provides an open interface to its clients, i.e., the clients are not known when analyzing and compiling the library, these clients can be expected to call the library in arbitrary ways, and we do not want the library to be reanalyzed or recompiled for each particular client. As seen in Section 3, in this scenario the reusability of the library forces us at least in principie to keep the run-time checks for the assertions at the library interface to ensure correctness. However, on the client side it may be possible to detect places where there is a call in the client module to a library predicate, such that the checks or analysis performed in the client module guarantee that the calls conditions of the library predicate will be satisfied. Detecting this could allow us to optimize away the checks at the client-library boundaries, and thus reduce run-time checking overhead.
Again, while ínter-modular analysis could be used to this end, the advantage of fixing the library boundaries is that the library modules, once analyzed and compiled, can be reused without repeating the analysis or re-analyzing for new abstract call states. This reanalysis may not be really practica! in the case of pre-compiled libraries, and also implies in any case additional cost, which may be prohibitive for sorne applications. Also, in ínter-modular analysis and optimization the module boundaries change dynamically during analysis and this can happen after a change in any module. Another advantage of fixing the library boundaries is thus that it avoids having to recompile the client if there are changes in the library source code (and vice-versa), provided that the interface of the library itself is not changed. !.e., there are advantages to being able to fix the interface at certain boundaries.
The alternative that we propase is to provide a fixed interface, but one that provides two entry points for each predicate exported by the library: the standard one, that performs the run-time checks for the assertions in the library interface, and another one that provides direct access to the exported predicates bypassing the boundary assertion checks (in particular, the _inner versions produced by the CTRT transformation). We also propase a matching transformation for the client module that allows selecting, for each literal in the client that calls a library predicate, which of the two versions of that predicate exported by the library interface can safely be used. 11 On the client side, we assume that the source code of the library predicates that are being imported by the client module is in general not accessible from the client during the analysis in the client. However, we assume that the interface of the library includes also the assertions of its exported predicates (as is the case in Ciao/CiaoPP). Thus, analysis on the client side has to rely solely on the information available in the interface of the library. This is not an issue however, if the library is compiled with the CTRT transformation, as in this case the transformation includes the assertions for the exported predicates (more specifically, the link clause assertions) in the library interface.
As an example, consider the client-library program in Fig. 6 (using just moded types for brevity). There, in the client module mod, p/2 is an exported predicate and q/2 is a local predicate, and e/2 is imported from the library lib. We want to enforce through the assertions that p / 2 always be called with its first argument X bound to an integer, and that its second argument Y be bound to an integer upan success (i.e., returning a free variable is not allowed). At the same time, we do not enforce any call-specific way to invoke q/ 2, and we enforce that its second argument Y should be bound to an integer upan success.
Both p/2 and q/2 call predicate e/2, imported from the library. Since e/2 is an exported predicate in the lib module, the check for its calls condition (that its first argument X is bound to an integer) will always be performed. But notice that at the point where e/ 2 is called from p / 2 the check for its first argument being an integer at run time has airead y taken place, as the same check was required by the calls conditions for the p / 2 predicate. This check duplication can be avoided if we replace at compile-time the call to e/ 2 in the body of p / 2 with a call to e_inner / 2, which is visible from mod during the pre-compilation analysis time. In principie this inner predicate would have to be exported but in practice it is done through the interna! visibility mechanism in the compiler, which the user cannot bypass. At the same time we would like to keep the check for the calls condition of e/ 2 when it is called from the body of q/ 2, as in that case nothing en sures that its first argument will be bound to an integer.
The optimization that we seek requires us to be able to reason about individual call sites in the bodies of the clauses in the program predicates, also referred to as "program points." For this, we need the analysis information (abstract states) to be available not just at the whole predicate leve! ( call and success) but also at the leve! of the clause literals. This information is indeed provided by the PLAI analysis that we are using as reference (Section 4.1 ). We also need the interface of the transformed library to be extended by making accessible the link predicates generated for ali its annotated exported predicates, together with their respective assertions. As mentioned befare, such interface extension will provide us with (at least) two different versions of the library exported predicates, that can be called at different program points in the client. For this kind of reasoning we also require the static analysis performed to be in effect multivariant on calls. 12 Let ppt denote a program point identifier, which refers to a particular literal position in the body of a particular clause in the program. Let [PP 1 denote the literal L that is located at program point ppt. We assume thus that the analysis provides the following information: 
Experiments
As stated throughout the paper, our objective is to explore the effectiveness of abstract interpretation in detecting parts of program specifications that can be statically simplified to true or false, and to quantify the impact of this application of analysis towards reducing the cost of the run-time checks. In particular, we have studied these issues for the different assertion checking modes that we have defined and for the two scenarios.
Experimental setup
We have built an experimental harness by extending the Ciao preprocessor, CiaoPP, which implements our baseline assertion verification framework. The architecture of this framework is shown in Fig. 8 . In that figure, hexagons represent system tools and components and arrows indicate the communication paths among them. Most of this communication is performed also in terms of assertions.
The input to the verification process is the user program, optionally including a set of assertions; this set always includes any assertions present for predicates exported by any libraries used. Any check, trust, or true assertions are normalized and the program is expanded to kernel form (simple Horn clauses), and the result is given as input to the static analysis.
We have introduced new front-end passes implementing the new transformations (marked in Fig. 8 ) which thus support the defined scenarios, as well as some other minor adaptations and extensions to the interface to select these different scenarios.
The results of analysis over the different abstract domains selected are provided in the form of true assertions, as mentioned in Section 4. Then, for every predicate p in the program the framework performs compile-time checking of assertions by comparing the check assertions in the program ( their assertion conditions) with the analysis results.
As a possible result of the comparison, assertions may be proved to hold, in which case they get checked status. As another possible result, assertions can be proved not to hold, in which case they get false status and a compile-time error is issued. Finally, if it is not possible to prove nor to disprove (part of) an assertion, then such assertion ( or the relevant subset) is left as a check assertion, and the run-time check annotator introduces run-time checking code in the program for the assertion conditions as required by the scenario. In particular, the program transformations used in our experiments for introducing the run-time checks are those of [26] , with no caching.
Properties and analysis domains
In our experiments we consider severa! classes of properties, that are typically of interest to describe the intended semantics of (logic) programs:
• The first one is the state of variable instantiation, i.e., which variables are bound to ground terms, or unbound, and, if they are unbound, the sharing ("pointer aliasing") patterns in arder to be able to determine independence and transfer accurately grounding information ("strong update"). These properties are approximated safely and quite accurately using the CiaoPP sharingandfr eeness abstract domain [53] . • The second class of properties we will be using refers to the shapes of the data structures constructed by the program in memory. To this end we use the CiaoPP eterms [54] abstract domain which infers safe approximations of these shapes as regular trees. • The third class of properties that we consider refers to the numerical relations among program variables ( constraints ), in particular linear inequalities over real (floating point) numbers, which are useful to describe properties of nu merical parts of programs. To this end we apply CiaoPP's polyhedra abstract domain, using the Parma Polyhedra Library (PPL) [55] as back-end solver.
Note that both the Ciao language of assertions and the analyzers in the system support a wide class of additional prop erties, including sized types, determinacy, non-failure, cardinality, constraints, size relations between variables, consumption of a variety of resources, etc. [9, 56] . However, we consider the three classes above a suitable study set for our experiments. 1 3
Benchmarks
To study the differences in the run-time overhead levels observed in different assertion checking modes we have selected a set of benchmarks, listed in Table 2. 1 4 Given a concrete program, the CiaoPP assertion checking system checks the properties appearing in the assertions in the program and automatically chooses the appropriate abstract domains that have to be used during analysis in arder to prove those properties [9] . In our experiments, however, in arder to be able to study separately the impact on our proposals for different kinds of properties/domains, we have done the domain selection manually for each benchmark, as follows.
The benchmarks above the horizontal line in the table are symbolic and the properties of their predicates are more naturally expressed using the eterms and sharing and fr eeness abstract domains. The benchmarks below the horizontal line are classical numerical benchmarks, and their properties are more naturally expressed using the polyhedra abstract domain ( as well as sharing and fr eeness for describing inputs/outputs and absence of sharing/pointer aliasing).
These benchmarks are relatively simple yet diverse programs that represent frequently-occurring programming patterns such as performing symbolic or arithmetic computations, problem solving in fixed domains, processing stream data, etc. In general, they include recursion, search, irregular/dynamic data structures, etc. The relative interna! complexity despite their generally small size make them good candidates to answer our main questions, allowing us to concentrate on the properties of interest in each case.
Ali the benchmarks have been carefully annotated with reasonable program assertions that describe the expected be havior. In the numeric benchmarks the properties contained in the assertions are linear inequalities that should hold for 13 Clearly, these properties are more general and powerful than the traditional notions of types, modes, etc. Also, comparing to the traditional notion of type inference in statically-typed languages, not only the notion of type is generalized to any property supported by an abstraer domain, but also the overall approach is quite different: there ali the type definitions must be present in the program, and the inference problem just amounts to assigning one of these types to each program element in a single pass. lf this assignment is not possible the program is rejected. In the Ciao approach, no type definitions are required. The purpose of analysis is precisely to infer, in a closed form (e.g., regular types) the shapes of the data structures that are built in memory for the whole program, which is done via a fixpoint calculation and widening. Also, note that the regular types inferred and checked allow sub-typing. The situation is similar for the sharing+freeness domain versus, for example, traditional modes. This is also a strong difference with other approaches within logic programming, such as Mercury or Giidel, which also require the type definitions to be provided and that the program be typeable. And of course, other properties like sized types, size relations between variables, or cost depart even further. See [57] for a further discussion of the very interesting topic of how to best straddle the dynamic vs. static language boundaries. 14 Source available at https://cliplab.org/papers/optchk-scp2017/. the calls and successes of the predicates involved (see Fig. 9 for an example). The assertions in the symbolic benchmarks contain shape and sharing/freeness properties ( Fig. 10 shows a fragment of the fft code as an example). Table 3 presents some quantitative characteristics of the benchmarks, such as lines of code (LOC), excluding empty and commented lines, size metrics of the benchmark object file after the compilation, and also the total number of program pred assertions. Regarding the sizes after the transformations, note that these transformations only add binary wrapper predicates that incur very little run-time overhead (since arguments do not change order the wrapper predicates translate to a single call instruction, with no argument overhead), so they do not significantly alter the benchmark metrics.
In order to measure the run-time overhead reduction in the client-library interaction scenario (i.e., measuring the gains from eliminating the redundant run-time checks on calls to the library predicates for the Safe-CTRT assertion -Section 6) we have adapted several of our benchmarks, splitting them into client and library parts. We have selected primarily those 
Table4
Benchmarks used for the client-library interaction use case. benchmarks where such separation is meaningful, i.e., where it is straightforward to identify a part of the benchmark module with a library-like structure that can be placed naturally in a separate module. As an example, we separated the f ft benchmark into a library for arithmetic operations on complex numbers and the FFT calculations themselves as the client. We have also concentrated on benchmarks in which there are different call sites to the (now) library predicates, and where sorne of them required keeping the checks on the calls in the imported predicates and others did not, presenting thus good opportunity for study. Table 4 lists these benchmarks and the boundary at which the client-library split of each individual benchmark was performed. Note that the lists library is listed as used in every benchmark of this client-library interaction study subset. This is because this library provides sorne of the regular types that are used in the assertions of the client parts of the benchmarks.
Experimental results (base scenario)
Tables 5 and 6 show the compilation time for the benchmarks under the different assertion checking modes that we have defined. 15 Note that the compilation time for the benchmarks under the Safe-CT-RT mode includes the total static analysis and assertion checking times. In ali cases the compilation times include the cost of the proposed transformations, 15 Times for compilation and analysis assume that the compiler and analyzer are already loaded in memory and ready to execute. Thus, we removed the compiler and CiaoPP start-up time. In the current implementation, the engine needs around 1.4 seconds to load ali the necessary bytecode but can then process different programs (e.g., interactively, from within the development environment) without having to be restarted. There exist in any case many solutions to significantly reduce this startup time (keeping code in memory, optimizing the bytecode reader, reduced versions of CiaoPP that contain only the necessary domains, lazy load, etc.). except in the unsafe mode, in which no transformations are performed and thus serves also as baseline. The experiments were run on a MacBook Pro with 2.6 GHz Intel Core i5 processor, 8 GB RAM, and under the Mac OS X 10.12.5 operating system. Tables 7 and 8 show more detail on the analysis and assertion checking times for the Safe-CT-RT mode for the different benchmarks. The load and prep columns indicate the time needed to load the source files and prepare the analyses, and the shfr, eterms, and polyhedra columns the time to perform sharing+freeness, shape (regular types), and numerical analyses, respectively.
The analyses are actually relatively inexpensive compared to the rest of the compilation passes for most of the benchmarks. The regular type analysis is expensive in boyer and boyerx. The analysis of the formula rewrite predicates generates many large types whose manipulation is expensive. The witt benchmark, despite having more regular data structures (tables of sets and matrices), is also expensive to analyze due to a large number of operations. Note that the eterms abstract domain can be controlled in several ways within CiaoPP but we left the analyzer use the automatic, default settings for these experiments. Also note that more efficient -but less precise -domains are available to control analysis cost, many within CiaoPP, such as, for example, several widenings for sharing [58, 59] , pair sharing domains [60, 61] , or other type inference domains [62, 63] .
Tables 9, 10, and 11 report on the actual execution times for each benchmark using the different assertion checking modes, together with data on the results of assertion checking. For some of the benchmarks, measurements were taken for calls with several input values and this is expressed using the notation Name(Input). The 'Checked Assertion Conditions' column reports the ratios of statically checked calls and success assertion conditions in the Safe-CT-RT checking mode to the total number of respective assertion conditions in the Safe-RT checking mode for each benchmark (i.e., N/M means that N out of the M assertion conditions are checked).
In the worst case the overhead in the Safe-RT checking mode is three orders of magnitude higher than in Cl ient-safe, but Safe-CT-RT removes one arder of magnitude (boyerx, fft, knights, witt). This is expected since run-time checks of complex properties like data shapes cannot be performed in constant time. The run-time checking process changes the complexity of the programs and the overhead increases as the size of the input grows. Note that the Cl ient-safe mode also represents the theoretically lowest overhead that we could obtain (assuming a fixed implementation of the instrumentation), by removing ali the interna! checks, but keeping the library interface checks.
We can observe performance variations due to secondary effects ( code layout, cache alignment), due to which sometimes the time in Safe-CT-RT mode can be slightly smaller than in Cl ient-safe mode (crypt). To reduce the measurement noise (also influenced by the computations performed by other processes) we execute each benchmark severa! times and report the mínima! time. 16 In practice, in many programs Safe-CT-RT is able to remove most of the checks, except of course those corresponding to the externa! predicates. We included in the benchmarks two versions of boyer. The original translation (which we call here boyerx) uses func tor /3 and arg /3 to implement rewrites of arbitrary terms representing formulas. This makes the domains lose precision. The boyer version uses instead a larger predicate that explicitly enumerates possible formula terms.
The benefits of applying the CTRT transformation are not so prominent in the case of numerical analysis, mainly due to the fact that the numerical checks are usually much less costly than the data shape checks. However, in programs that include arithmetic operations that are not captured well by the polyhedra abstract domain the overhead reduction is still noticeable (e.g., compare the running times of the factA and factM benchmarks, which differ only in the way they perform multiplication). Another challenge for the domain are complex benchmarks like ackerman (double recursion) and mc. Table 12 shows the compilation time for the client-library scenario benchmarks from Table 4 . As mentioned before, each of the benchmarks was split into client and library modules, and then two versions were generated of the client module: one without any optimization of the calls to the library and the other applying the program-point calls optimization ('Unoptimized' and 'Optimized' columns, respectively). All files were compiled in the Safe-CT-RT checking mode. One can notice that sum of the compilation times of client and libraries is proportional to the compilation time of the 'monolithic' version. Table 13 provides the details for the analysis times of the client-library scenario benchmarks. The 'Part=C-u' rows report the analysis times for the client modules without optimizations of the calls to the library modules and the 'Part=C-o' ones report the times for the client modules with the optimized calls. The 'Part=L' rows provide the analysis times for the library modules. The sum of the analysis times of this client-library separated benchmark versions is comparable to the analysis time of the 'monolithic' benchmark versions reported above. The slight increase in the analysis time is expected, since processing a module and the modules at its interface takes some time.
Experimental results (client-library scenario)
The fact that the analysis times in the two-module scenario do not differ much from the analysis times of the 'monolithic' version of our benchmarks provides evidence supporting the scalability of the transformations that we have proposed, in the sense that, since changes in the client code do not affect the library part any more, only that part of the program will have to be recompiled should some changes be made. Even if the largest part of the cost is in the client (e.g., witt), note that the observation before is also true with respect to changes in the library, i.e., the client will not have to be reanalyzed for changes in the library.
The actual execution times for the benchmarks in the client-server scenario are given in Table 14 .
Here we are of course interested in the effect of the optimization of the checks at the module boundaries, i.e., in comparing the 'Unoptimized' and 'Optimized' results. The results show that in the optimized case the execution times are reduced and comparable to those in the previous 'monolithic' setup (i.e., to the times in Tables 9, 10 ). The minor deviations from that case are due to the noise in the measurements and the use of additional predicate wrappers in the interface of the library (that was not present in the 'monolithic' versions). These wrappers are necessary to distinguish internal from external calls within the library. This effect can be observed in the execution times of the hamming benchmark: the current compilation mechanism introduces these wrapper predicates that add some overhead, and since in hamming the operations are very simple this overhead becomes noticeable. However, this overhead does not have a big impact in other benchmarks. In the case where we have not optimized the checks at the boundaries of the module (the 'Unoptimized' column) execution times are higher than in the 'monolithic' setup and are only superseded by the times with all run-time checks enabled (the Safe-CT-RT mode). These experiments clearly demonstrate the positive effect of eliminating run-time checks at module boundaries. It is quite interesting that we are able to achieve these performance gains without generating more versions or specializing the program (which is important in some contexts).
Conclusions and future work
Our overall objective is to construct automatic verification and debugging systems for non-trivial properties, that can be used routinely as part of the development process for both prototyping and production code. Our concrete approach is the use of frameworks that combine static and dynamic verification, i.e., systems that combine compile-time and run-time checking of user-provided assertions, an approach pioneered by the Ciao system. In this paper we have studied the impact of run-time overhead in typical, library-oriented scenarios with special emphasis on its reduction via static analysis.
We have defined four practical assertion checking modes, and studied the corresponding trade-offs between the level of guarantees provided by each one and the corresponding execution time slowdown. For these checking modes we have explored the effectiveness of abstract interpretation in detecting the parts of the program's (partial) specifications that can be statically simplified to true or false, concentrating on the practical impact of such analysis in reducing the cost of the run-time checks required for the remaining parts of the specifications. We have also addressed the application of our approach when optimizing run-time checks for the calls across client-library boundaries. We have described a typical client-library use case and discussed the possibilities for optimizing the run-time checks in this context using an illustrative example. Also, we have proposed a new program point source transformation for avoiding the duplication of run-time checks.
We have also proposed program transformations that allow incorporating the run-time checking semantics into the analysis phase and demonstrated that this approach can increase analysis precision and allow for better and more fine-grained (program-point) check elimination.
Our experiments provide evidence that there is indeed a significant advantage in using analysis to reduce the overhead implied by the run-time tests. We argue that the results are encouraging, and support the hypothesis that the combination of run-time checking with analysis can reduce checking overhead sufficiently to allow providing full safety in production code, for non-trivial properties. In further work on the topic [64] , we are exploring the use of term hiding techniques (i.e., taking advantage the module-level locality of some functor symbols) for improving the precision of the shape information inferred by the analysis and further reducing run-time checking overhead using "shallow checks." We also plan to study the combination with caching techniques [26] .
While evaluating the effectiveness of our assertion-based approach in finding errors in programs was not directly the objective of this paper (we concentrated here on measuring the reduction in run-time overhead due to analysis and the enhancements proposed), during our experiments a good number of program errors were flagged by the system. In partic ular, it is worth mentioning that the analysis of one of the more complex programs, boyer, allowed us to spot bugs in the original translation from LISP that had been around for 30 years.
We have presented for concreteness our approach in the context of Horn clauses, and in particular of the Ciao lan guage, but the Ciao approach to combining static and dynamic analysis is general and system-independent, as well as the techniques used herein, so we expect the results to carry over to other (dynamic) declarative or imperative languages. This way the run-time checks for the cl assertion condition are duplicating the checks for c i and can be safely removed by setting status(c , trust). •
