Abstract-Participatory Sensing (PS) systems consist of many mobile users collecting data in a cooperative way. Due to the spatial resolution that a PS system can provide, we are now capable of detecting and analysing events that occur at different spatial scales. Nevertheless, since the measuring devices are cheaper and they are in the hands of the users, PS systems face several design challenges related to the sensor's accuracy and failures, tampered data, user's privacy, participation, and visualization. However, the previous work in the area of participatory sensing has focused on particular problems or just a subset of these challenges. Taking this into account, this paper proposes a general framework to guide the design and implementation of PS systems that considers all these challenges, splitting the design into 5 modules: sample size determination, data collection, data verification, data visualization, and density maps generation modules. P-Sense, a PS system to monitor pollution levels, is used as a validation example and to describe some of the solutions available thus far.
I. INTRODUCTION
Advancements in cellular phones, cellular networks, localization systems, software development tools, and sensors have made possible a mobile sensing platform capable of collecting data, that could not be collected before, to address large-scale societal problems in a costeffective manner. Participatory Sensing (PS) systems, as they are called, aim to collect enough data to measure and monitor variables of interest in a community, city, country, or even worldwide with the participation or collaboration of many cellular users. Examples of PS systems are applications that collect pollutant measurements to determine the air quality index, measure radioactivity levels and pollen, assess traffic congestion and travel times, and collect noise, humidity, and temperature measurements to show real-time maps of these variables.
PS systems have several important advantages when compared with traditional monitoring systems. While traditional monitoring systems usually consist of very few static and most of the time expensive monitoring stations located in strategic places in a county, city or state. As a result, with traditional systems, spatial estimations for regions far from the monitoring stations could be too coarse, which might not be very helpful to those indi- viduals who are very sensitive to the variables of interest, or to those organizations trying to assess, monitor, and control these variables or activities. On the other hand, PS systems consist of many mobile and cheap stations, limited by the number of cellular phone users located in the region of interest. Therefore, a PS application is capable of providing considerably larger amounts of data and with better granularity, i.e., from many more places, than current measurement systems. We argue that 2994 JOURNAL OF NETWORKS, VOL. 9, NO. 11, NOVEMBER 2014 the spatial resolution that a PS system can provide is a strong motivation for considering this approach as a replacement of traditional measurement systems. By using a PS system, we are now capable of measuring, detecting, and analyzing events that occur at different spatial scales, ranging from blocks and neighborhoods, up to counties and states. As an example, Figure 1a shows the interpolation of Carbon Monoxide (CO) measurements in Los Angeles County in California, which has a high density of static pollution stations (though this high density of monitoring station is not common for most of the cities around the world), and Figure1b shows the interpolation of the data collected using a PS system in the University of South Florida (USF). It is important to emphasize that one little cell in the LA plot is similar in size to the entire area of measurements shown in the USF plot, and those variations and different CO levels in USF are impossible to detect and visualize using interpolations from distant stations. Finally, another important motivation in favor of participatory systems is cost. In a PS system, sensors are meant to be cheap and easy to deploy, and since the units are in the hands of the users, the data collector does not incur in capital, deployment, operational, and maintenance costs. Nevertheless, new approaches bring new challenges as well, and PS systems are not the exception. Since now the measuring devices are cheaper (of lesser quality than the static ones) and they are in the hands of the users: 1) the accuracy of the individual samples might not be as good as the quality of the samples from expensive static stations; 2) the measuring devices may fail with higher frequency when compared to the expensive ones; 3) the data are more prone to being intentionally tampered; 4) the cellular phone users need to have a good motivation to participate in the data collection process; and 5) the PS system needs to implement security and privacy mechanisms in order to guarantee the protection of the user's identity and the integrity of the data.
Even though, participatory sensing systems appeared recently, there is already a good amount of work on the area. However, up until now, most of the research work in the participatory sensing systems has focused on solving particular problems or just a subset of the challenges presented before. Unfortunately, until now, no one has presented a unifying approach to guide the design of an entire PS system considering all these challenges in a comprehensive manner.Some frameworks for PS systems have been presented, but they only focus on the technical details of the software implementation, but forget about the main challenges [1] , [2] . This paper is meant to fill this gap through the following contributions:
• The paper presents a general framework to successfully guide the designer in the creation of a PS system, proposing a set of stages that any PS system should include before being deployed.
• By considering this framework, the implemented PS system will methodically tackle all the forementioned challenges.
• The paper not only proposes the framework but also briefly presents several different techniques for the proposed stages, providing valuable information for the designer of a new PS system. However, the techniques are not presented in depth, but the interested reader can follow the referenced documents. To that extent, Section II presents the general framework and explains in more detail each of its components. Then, using P-Sense, a PS system for pollution monitoring as an example, Section IV describes some of the techniques utilized to address the issues involved in each of the modules of the framework. Section V presents an additional example of how a PS application with a completely different goal can also use the proposed framework. At the end, Section VI presents open research challenges and Section VII concludes the paper. Figure 2 . A general framework for PS applications and its associated techniques.
II. A FRAMEWORK FOR PS SYSTEMS
Taking into consideration the previously mentioned challenges, the framework in Figure 2 proposes a set of stages that will methodically tackle all the challenges. The right hand of the figure shows the modules of the proposed framework, which consists of the sample size determination module, the data collection module, the data verification and visualization modules, and the density map generation module. It is worth mentioning that each module can include further sub-layers depending on the utilized technique, but the general framework only considers the main modules. The left hand side of the figure identifies some of the current techniques used to address the challenges and goals of each module. Each of the modules are described in more detail next. The techniques will be described using the pollution monitoring example later in the paper.
The Sample Size Determination Module needs to find the appropriate sample size so that a PS system can be comparable in accuracy to traditional measurement systems. By exploiting the large number of cellular users, a PS application should be able to improve the low accuracy of a single sensor by using multiple samples and spatial data aggregation. This aggregation process requires the definition of a grid in the map and a minimum number of samples per cell in the grid. By using the given accuracy of the sensors, the sample size determination module should be able to define the sample size per cell to achieve a determined accuracy level. Even though here the Sample Size Determination module is shown as a single stage outside the main loop that is executed only once, because of the particular characteristics of the PS system under analysis, it might require several initial iterations of the system in order to successfully estimate the right Sample Size. However, after determining the right Sample Size for the specific case, it should not be necessary to estimate this value again.
The second module in the framework is the Data Collection Module, which has to deal with the problems of incentives, privacy, and security for user participation. Why should a cellular user participate in a PS application? Why should the user bother to get samples and transmit them? What do the users gain? Without appropriate incentives, users will not be willing to participate. Having a target density map, incentive mechanisms need to collect enough samples per region. Further, these mechanisms need to keep enough users participating at all times, otherwise, the system may die or it may not be able to collect enough samples. Incentive mechanisms need to consider coverage and location as well. It is very important to know where the users are and how much of the area of interest they are covering. The system will not be very effective if most of the samples are collected from users who are located very close to each other. This module is also in charge of protecting the users' privacy and the integrity of the data. Therefore, this module must include privacy protecting mechanisms, so no one can determine who took the samples and from where, as well as security mechanisms to guarantee that the data comes from the right user and was not modified by someone else.
The third module is the Data Verification Module. Since the sensors are cheap units in the hand of the users, PS systems are more prone for unintentional and/or intentional invalid measurements. Unintentional invalid measurements can be attributed to malfunctioning sensors, which report abnormal levels of the variables. Intentional invalid measurements are caused by non-trusted users inserting fake values for their own benefit. This last case can occur, for example, in the scenario where industries must comply with certain maximum levels of emitted pollutants to the atmosphere in order to avoid penalty fees. Therefore, before drawing conclusions from the data, i.e., before applying other procedures to analyse the data (e.g., data visualization), the PS system needs to verify the data and remove these abnormal measurements. Even though data verification is affected by the sensor's inaccuracy, the Sample Size module has already defined the number of samples per sensor that must be acquired before transmitting the measurements to the server. Therefore, the Data Verification module will only consider the cases where abnormal values can come from faulty sensors or malicious users.
The next module is the Data Visualization Module, which is in charge of showing the data in an easy to understand and efficient manner. Here, the selection of appropriate interpolation techniques to efficiently visualize the data is very important, as they have different prediction accuracies and computational complexities. Further, considering that the raw data in a PS is a 2-dimensional time series, widely-used interpolation techniques, like kriging, need to be revised to interpolate in time and space. The techniques used for Data Visualization can also be used by privacy preserving mechanisms and data verification techniques, as it will be mentioned later on.
The last module of the framework is the Density Maps Generation Module. Once the invalid measurements are removed and the data are spatially interpolated, the PS system should be able to generate a desired density map. This map is nothing more than the desired locations from where to collect measurements in the next iteration, which is based upon the current behavior of the variable. For example, the density of measurements for the next round should be decreased in a region of the map where the variable/event/factor of interest is fairly constant; however, it should be increased in a region where the variable presents high variability. That is why the output of this module is fed back into the data collection module, i.e., the incentive mechanism should use this density map to increment and decrement the rewards to the users in those particular regions. However, during the first steps of designing a new PS application, some additional feedback loops might temporally appear.
As explained before, this framework provides a general view of the different modules that any PS systems should consider. However, most of these modules can include additional sub-layers to be feasible to be implemented. For example, privacy mechanisms must include several layers to be able to successfully protect the users' identity while still providing a good quality of information for the system's administrator.
A common characteristic of the algorithms and mechanisms included in these modules is that they must run in a computationally efficient manner. The computational problem is very challenging in PS systems because of the large amounts of multivariate 2-dimensional data. Further, these algorithms should exploit the multivariate nature of the measurements, when available. It is clear that the processes of data verification and visualization can be improved if multiple variables are considered at the same time, or by considering the time correlations of the measurements. In addition, techniques to reduce the amount of data without significantly affecting the final performance, such as Principal Component Analysis (PCA), Independent Component Analysis (ICA), local kriging, and similar, are equally important. 
III. P-SENSE ARCHITECTURE
In this section we briefly present P-Sense [3] , a PS system for pollution monitoring based on the G-Sense's system architecture described in [4] . We use P-Sense to demonstrate the use of the proposed framework. As shown in Figure 3 , P-Sense consists of four main components: the sensing devices, the first-level integrator, the data transport network, and the servers. Even though Figure 3 presents an architecture that is similar to other systems, the work presented in here focuses on the particular characteristics of a PS systems and how the presented techniques should be executed in different levels. Each of these components are described next.
Environmental data are collected by means of mobile and static sensor nodes. Mobile sensor nodes consist of a series of sensors embedded in cellular phones or integrated via Bluetooth. Static sensor nodes consist of wireless sensor networks equipped with environmental sensors or traditional pollution monitoring stations. In the case of P-Sense, carbon dioxide (CO 2 ), combustible gas, carbon monoxide (CO), air quality, temperature, and relative humidity sensors are integrated in a cellular phone via Bluetooth.
The first level integrator is the device that first acquires all the environmental data from the sensors. In the case of a static wireless sensor network this device is usually the base station. In the case of the mobile sensor network, the cellular phones are usually the first level integrators. In P-Sense we utilize an Android cellular phone with GPS and Bluetooth capabilities, which performs initial data analysis and displays the measurements in real time using the phone's graphical user interface. In addition, the application allows the user to query the central database to obtain environmental data from a certain region, date and time, and visualizes a spatial interpolation of the variable of interest. Finally, the first level integrators transmit the environmental data to the servers using the data transport network, usually an IP-based network.
The servers, in the back-end of the system, perform several functions. First, they serve as the main data repository for the entire system. Second, server-based applications process and analyse the raw data and convert the data into useful information. Functions to detect intentional and unintentional errors in the data, eliminate redundant data, and make inference are among the most important ones. Incentive, privacy, and security mechanisms are also included here along with functions to visualize the data in meaningful ways. Internet users can connect to these servers to get access and visualize the data.
Most of the algorithms and techniques presented next have been developed by the authors considering P-Sense as the target systems. However, as it will be shown later, these techniques can be easily used for other PS applications.
IV. A PS SYSTEM FOR POLLUTION MONITORING
In this section we elaborate on each of the framework modules using P-Sense as an example application for pollution monitoring. The following subsections are mapped one-on-one to the different modules presented in Section II, as shown in Figure 2 .
A. Sample Size Determination
It is widely known that the arithmetic average of a measurement experiment repeated n times approximates to the real value with a standard deviation given by the inverse of √ n [5] . This means that by having multiple samples the accuracy of the measurements can be JOURNAL OF NETWORKS, VOL. 9, NO. 11, NOVEMBER 2014 2997
increased. Obviously, the number of samples cannot be increased indefinitely, since it would cost more than what is affordable for the system. The sensors can be characterized using the accuracy reported by the manufacturers or through the standard deviation from the real values. Therefore, given a desired accuracy and confidence level, the number of samples can be determined. The work in [5] uses the Lagrange multiplier method to solve this optimization problem, i.e., the cost of a single measurement versus the overall accuracy. Since it only depends on the sensor's accuracy, this is a one time calculation and the sample size per cell will not change unless the whole accuracy of the system is required to change. However, as it was mentioned before, this stage might require a couple of initial iterations of the system while the designer successfully characterizes the sensor.
There are two ways to achieve this number of measurements in practice. The first one is to use the cellular phones to sample the sensors multiple times and then send a complete packet to the server. The second way uses the measurements of several users that are close to each other and aggregates the measurements. This last case, known as spatial aggregation, uses an imaginary grid on top of the map to combine all the measurements falling into the same cells of the grid. This increases the effective number of measurements per location, requiring fewer samples from individual users. The aggregation process is also essential to reduce data redundancy, improve data accuracy, and reduce the computational requirements of posterior processing.
B. Data Collection
This module is in charge of three critical aspects: incentives for user participation, privacy protection, and data integrity. In general, users need to gain something, be rewarded somehow, for their participation, otherwise, they will not be willing to carry extra sensors, spend their cellular phone batteries, and incur in extra costs delivering the data. There are several ways in which users can be motivated to participate in a PS system. One obvious method is to offer users some sort of monetary reward for their data. In this category we can find many schemes based on micro-payments [6] and auctions. For example, the reverse auction scheme presented in [7] utilizes virtual credits and return on investments in order to keep prices low and a reasonable number of participants over time. Other methods are based on the benefit that the users receive from collecting the data, as the participants are also the users of the collected data. For example, a person with allergies might be willing to collect pollen data for free if the system provides her with access to the pollen map built by all participants. Other incentive schemes are of a different type, such as entertainment and reputation. If the data collection process somehow is part of a game that users enjoy playing, they might also be willing to participate without any economic reward. Similarly, if the system ranks the participants according to the quality or quantity of information that they collect, the users might participate given the recognition they get among their peers.
The practical implementation of incentive mechanisms is not easy. These mechanisms need to be economically feasible and aware of budget limits to acquire the data; fair, in the sense that all users should be able to participate if they so desire; include mechanisms to attract new participants and keep a minimum level of user participation over time; and cover the area of interest, i.e., encourage users to collect data from the desired locations only, and therefore control the density of the measurements per area.
The work in [8] presents a very interesting recurrent reverse auction incentive mechanism with a greedy algorithm that selects a representative subset of the users according to their location given a fixed budget. This new auction approach improves the area covered by the users in more than 60 percent. These are only a few of the most important challenges in this area.
Another key issue in PS systems is privacy. Even with good incentives for participation, users might not be willing to collect data if their privacy is not guaranteed, i.e., there should be no possibility to infer the identification and location of the user by looking at the collected data. Privacy preserving mechanisms are very challenging in PS systems due to the computational and energy limitations of cellular phones and the complexity of the algorithms needed. Privacy can be achieved using encryption, obfuscation, and anonymization mechanisms, and combinations of them [9] , [10] . In addition to the energy consumption, the efficacy of these schemes is evaluated based on the degree of privacy protection given by the Information Loss (IL) metric, which evaluates how far the reported locations are from the real ones.
Previous work studied the privacy-preserving mechanisms in isolation, overseeing their interaction with other stages. Our work in [11] presents a model and implements several of these mechanisms (privacy, incentives, and inference) to study the interactions and effects that they may have on one another and, more importantly, on the quality of the information. Our results have shown that these mechanisms may indeed affect the quality of the information to the final user and also the amount of energy increases as more sophisticated methods to preserve privacy are used.
Considering how traditional privacy preserving mechanisms affect the quality of information and the total energy consumed by the system, we have proposed a hybrid mechanism to tackle both issues [12] . The hybrid mechanism combines anonymization, data obfuscation, and encryption techniques to increase the quality of information and privacy protection without increasing the energy consumption in a significant manner. This algorithm dynamically changes the cell sizes of the grid od the are of interest according to the variability of the variable under analysis and chooses different privacypreserving mechanisms depending on the size of the cell. After evaluating our approach and other privacypreserving mechanisms, the results have shown a better performance of the proposed hybrid mechanism and the existing trade-offs in terms of privacy, quality of information and energy consumption.
Finally, security mechanisms must be included to guarantee the integrity of the data and make sure that the data come from the authorized users. Digital signatures are commonly used here but more work is needed given the computational complexity and energy consumption of these mechanisms, among the most important issues.
C. Data Verification
The data verification module is in charge of removing invalid measurements in preparation to the processing and analysis of the data. Considering that outliers could come from malfunctioning sensors, which generate out-of-range values, or from malicious users who modify the measurements for their own benefit, appropriate mechanisms need to be included to deal with both aspects.
The related work in the outliers removal area does not consider the complex scenario that a PS system presents [13] , [14] . It is not possible to use simple outlier removal techniques that does not consider the spatial correlation of the measurements because an extreme value can only be analysed in its vicinity (a value can be normal around its neighborhood, but extreme if located somewhere else). Some spatial outlier removal techniques have been developed but they only consider a simple neighborhood around the value under analysis, and the estimation techniques used to validate this value do not consider the distance between the location of the measurements.
Considering these problems, our work in this area implements a multivariate two-stage data verification process [15] , [16] . In the first stage a local outlier detection algorithm takes care of malfunctioning sensor data. Using the data aggregation process explained before, the algorithm detects abnormal correlations among the measurements in the same cell. The correlation among all random variables in the same cell should follow the same behavior. We calculate the Mahalanobis distance for each measurement in the same cell and remove the measurements that do not satisfy a chi-square distribution. A graphical representation of this method is shown in Figure 4a , where only CO and combustible gases are used. Points with the same Mahalanobis distance create ellipses (ellipsoids in high-dimensional data), which become the thresholds to detect abnormal measurements, i.e., points outside the ellipse are considered local outliers. Using only the points inside the ellipse, the arithmetic average is calculated, leaving one valid value per variable per cell.
In the second stage, a spatial outlier detection algorithm takes care of the invalid data introduced by malicious users. If all measurements in the cell come from the same user, the previous method will not be able to detect measurements that have been consistently modified by a malicious user. As it can be seen from Figure 4b , the insertion of a spatial outlier by a malicious user could make us draw wrong conclusions about the levels of CO in the USF campus. Therefore, our method is based on the observation that spatial outliers can be detected if their values are notably different compared to the values from close-by locations, or nearby users. Spatial outliers are removed in this second stage using spatial data mining techniques and a new hybrid method based on the classification of the data in neighborhoods.
The technique classifies each location as Dense or Sparse according to the spatial and non-spatial attributes of its neighborhood. So, the first step is to determine the neighborhood of each location. This is accomplished in two steps: First, the Delaunay triangulation is used to determine the natural neighbors of the users based on their spatial attributes (location of samples). Second, Gaussian Mixture Models are applied to cluster the data based on the non-spatial attributes of the dataset (environmental variables). Once the neighborhoods for each location are determined, the locations are classified as sparse or dense. A Sparse location implies either distant neighbors or a strongly heterogeneous neighborhood, i.e., closeby neighbors with very different measurement values of the same variables. On the other hand, a Dense location implies either nearby neighbors or an homogeneous neighborhood. The use of these two methods is very important. A location can have really close-by neighbors, but if the measurements of the neighbors are strongly heterogeneous, i.e., very dissimilar values of the variables of interest, it will be classified as sparse. Similarly, if the location has very far apart neighbors but the measurements are strongly homogeneous, it will be classified as dense.
Once the locations are classified, the final step consists of detecting and removing the outliers. This is performed on a location by location basis considering their individual neighborhoods. If the location has been classified as dense, a simple estimation, such as the median, is used to detect and remove the outliers. Otherwise, multivariate local kriging is used. An important aspect of this method is that it allow us to reduce the execution time applying computationally expensive techniques for invalid data detection only in those neighborhoods that make sense while using very simple techniques in the rest of the neighborhoods. Figure 5 shows the new CO 2 for three different cases: Figure 5a shows the original interpolated map when no malicious users are participating; Figure 5b shows the effect of malicious data in the final interpolation; Figure 5c presents the reconstructed map after removing the nonvalid data inserted by malicious users. It is very clear that in order to generate a good estimation of the original map, data verification is necessary when malicious users are participating.
In this case the outliers inserted by the malicious users seem a little extreme, but it looks like that because the spatial interpolation techniques are highly affected by outliers. As you can see, the maximum values in the map are also affected by the low values inserted by the malicious users. Even though extreme values are possible since the malicious users do not have the complete information of the measurements sent by other users, our work has analysed the case where the variations are lower. The specific work in [15] also considers the more difficult case where the malicious users conspire all together to confuse the system, but the hybrid algorithm still performs very well under these special conditions.
D. Data Visualization
For the expert analyst, as well for the end-users, a complete visual representation of the variables of interest is desired. Since only scattered data across the map are available, spatial interpolation techniques are necessary to estimate the values of the variables for the locations on the map where no measurements exist. For those situations, ordinary kriging, considered the best linear unbiased estimator [17] , is the best choice for the spatial interpolation process. However, kriging implementations 
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JOURNAL OF NETWORKS, VOL. 9, NO. 11, NOVEMBER 2014 normally estimate each variable independently and without using temporal information. Given that PS users can be sensing several environmental variables at the same time, it is beneficial to consider multiple variables in the interpolation process because correlations among the variables provide additional information to improve the quality of the estimations. Nonetheless, the use of cokriging (a multivariate extension of kriging) is very expensive, especially for systems with large amounts of data. To address this problem, the use of kriging along with PCA and ICA for multivariate spatial interpolation is recommended [18] (see figure 6 ). The inclusion of time in the interpolation process can improve the quality of the estimations even further. Normally, the spatial interpolation using kriging can be seen as the process of finding the unknown values of a variable in a 2-dimensional grid with some known locations. If this concept is extended by adding one dimension to model time, information from adjacent snapshots can be included to improve the estimations. Figure 7 gives a pictorial representation of this concept, interpolating the values for 10AM by using the information from the adjacent snapshots at 9AM and 11AM. An additional parameter, delta time, is used here to model the separation in time between consecutive grids. It is worth noticing that the optimal values of the parameters (delta time, the size of the grid, etc.) for the interpolation process of a certain variable, might not be the same for the other variables. Therefore, a training of the system is necessary to efficiently reconstruct all of the variables of interest. Figure 8 shows the spatial interpolation of all available variables across the USF campus considering multiple variables and temporal data. In this case, we were able to identify that the peaks in the CO 2 plot corresponded to parking lot areas, definitively with higher levels of the pollutant compared to the rest of the campus. This fine granularity of the measurements is definitively not attainable by static expensive stations located miles away from the campus.
E. Density Maps
Density maps define the desired locations where to obtain the next measurements. As it can be seen from Figure 2 , the density maps close the loop of the framework providing feedback to the incentive mechanism in the data collection module. In the next iteration, the incentive mechanism should consider this information to encourage the displacement of the users to the regions where new measurements are needed to properly characterize the behavior of the variables.
The total number of users in the system will directly depend on the maximum and minimum number of locations required for each region, which are input parameter. These parameters depend on several factors, such as the dynamics of the variable, the type of events to be detected, the total budget for the data collection process, etc.
The density maps are calculated as follows. First, as shown in Figure 9 , the area of interest is divided in regions using a virtual grid. Then, the Amount of Variability (AV), defined as the mean of the magnitude of the gradient for each region, is calculated. The idea is that, if a variable is fairly constant in a region of the map, a low number of locations would be required to reconstruct the variable. On the other hand, if the pollutant has high variability in a region, more locations (measurements) would be needed to better characterize it. Finally, the number of locations per region is determined using the AV and two input parameters given by the system administrator that limit the minimum and maximum number of locations required for each region. These parameter are application dependent and vary according to the dynamics of the variable, the type of events to be detected, the total budget for the data collection process, etc. Figure 9 shows the evolution of the density maps over time for the Relative Humidity (RH) variable. Figure 9a shows the original variable, Figure 9b presents a snapshot of the system after the first iteration, and Figure 9c shows the density map after six iterations. After six iterations, it can be seen how the density map clearly follows the regions of the map where the RH behaves with a higher variability and reduces the density (in number of users) in the regions of the map with an almost constant behavior. For the first iteration the quality of the estimation is really low (R 2 = 0.057), but after only 6 iterations, the quality of the estimations improves considerably (R 2 = 0.832). Each iteration implies the execution of the mechanisms JOURNAL OF NETWORKS, VOL. 9, NO. 11, NOVEMBER 2014 3001 described in each of the modules of the framework, except the sample size determination. By using more locations per region, the number of iterations to achieve a good estimation decreases. In this example, we chose the minimum and maximum number of users per region as 0 and 3, respectively, and assigned 0 users to the region with the lowest AV and 3 users to the region with the highest AV. The number of locations for the other regions was assigned using a linear mapping between these two limits.
Most of the techniques previously presented have been designed considering the context of a pollution monitoring system. However, these techniques can be easily modified to be used in a different context, such as a system to automatically collect fuel prices from gas stations. In order to prove that this general framework can be applied to any PS system, we analyse this specific case in the next section, where the PetrolWatch system [19] is considered under the proposed framework.
V. AN ADDITIONAL EXAMPLE
The purpose of this section is to show that the proposed framework can be easily applied to different PS applications, and also, that the presented techniques for each of the modules can be extrapolated to be used in other PS applications. In order to be as general as possible, we have selected a completely different PS application, PetrolWatch [19] . This applications aims to automatically collect fuel prices from gas stations by using the cellphone cameras of the participants. When the vehicle of a participant is getting close to a gas station, the application triggers the camera automatically, collecting the images, processing them and detecting the fuel price from the board.
In this application, the determination of the sample size of the data is not considered. However, errors in the image processing algorithm would imply a wrong reported fuel price. This problem would be reduced by using multiple samples from participants who are close to the same gas station.
Data collection is completely automatic. Although it is easier for the system to collect fuel prices, it implies several issues related specially with privacy. Since the application automatically collects data when the participant is close to a gas station and does not protect the participant's identity, the behavior of every user can be easily tracked by an attacker to the system. Privacy preserving mechanisms, such as the ones presented before, can be used to solve this problem. Even though the system is based on altruism, the participants can request the fuel prices for a certain location.
Data verification is also necessary. The owner of one of these gas station might want to participate in the system and report lower prices in order to attract more customers. If the proper verification algorithm is used, the information collected from other participants will help us validate the prices reported by the malicious owner, and therefore detect the tampered data.
After collecting and verifying the data, the participants can query the system to know the fuel prices for a certain location. Taking into consideration that even fuel prices are spatially correlated (gas station owners compete with neighboring stations), if the system generates a complete spatial interpolation of the fuel prices in a city, the users can have a better idea of the behavior of the prices around the city, and they might decide to put gas only when they are in certain areas of the city.
Following the framework and by generating the corresponding density maps, the system administrator could encourage the users to participate in specific regions in order to have a better or more complete characterization of the fuel prices around the city. It has been shown that by following the proposed framework, the system designer can tackle all the challenges related to PS applications.
VI. CHALLENGES
The framework proposed in this paper describes the main modules and challenges to design and implement a PS system. However, it provides a systemic view without looking at other issues and challenges that may arise in the first integrator device. For example, if several PS applications are run simultaneously in the same device, they might need to use the same sensors and compete for the same resources. In that case, new mechanisms are needed in the cell phone to use its resources in the best efficient manner, perhaps even sharing the data among applications. This his is a non-trivial problem, recently recognized in [20] .
VII. CONCLUSIONS
This paper presents a framework for the design and implementation of PS systems that tackles the unique characteristics and challenges related to this type of applications. In addition, using a PS system for pollution monitoring, it describes some of the most important mechanisms and techniques available to implement the framework and how hey relate to each other.
Several important conclusions can be drawn from the framework and the results presented. First, the designer can now successfully tackle all of the challenges associated to PS applications by following the proposed framework, splitting the design process into 5 modules. As presented by both examples, not only the framework is general enough to be applied to different PS applications, but also most of the techniques presented here can be easily extrapolated to be used in other PS applications. It is evident that all the modules must be considered and implemented in order to have a PS application that can be successfully deployed.
PS systems present a real alternative to substitute traditional measuring systems because they provide more data and from places not attainable before, providing better information for decision making, providing these benefits in a more cost effective manner. Finally, the paper also clearly states that achieving these benefits require the implementation of additional algorithms and mechanisms, which also need to be efficient in terms of energy consumption and computations.
