ABSTRACT In a distributed massive multiple-input multiple-output (DM-MIMO) system, a large number of antennas are distributed across multiple remote radio heads (RRHs) within the coverage area. Distributing antennas is an appealing approach to provide fairly uniform coverage and enable macro-diversity. However, the careful design of the locations of the RRHs is crucial to achieve the potential gains of DM-MIMO systems. In this paper, we consider the optimal RRH placement problem to maximize the average rate in the downlink (DL) of a DM-MIMO system employing zero-forcing. To this end, we first develop a mathematically tractable, yet accurate expression for the DL rate. We then use this rate expression to formulate the optimal RRH placement problem. Due to the inherent complexity of this problem, we propose two sub-optimal, yet effective, RRH placement schemes. First, we consider a homogeneous propagation environment, ignoring the effects of any obstructions on the propagation characteristics of the wireless signal. Next, we consider RRH placement in a non-homogeneous propagation environment, specifically, in the presence of buildings in the coverage area. The proposed algorithms yield up to 21% improvement in the average rate and up to 72% improvement in the cell-edge rate compared to the state-of-the-art placement strategies.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) systems are among the key enablers of the next generation of cellular communication systems [1] , [2] . Massive MIMO systems utilize a large number of spatial degrees of freedom, offered by employing an asymptotically large number of antennas at the base station (BS), to enable multiuser (MU) communication and/or inter-cell interference coordination [3] .
In canonical massive MIMO systems a large number of antennas are co-located at a central BS [4] . While facilitating joint signal processing and transmission, a co-located antenna array fails to provide uniform coverage in indoor locations and shadowed areas. Furthermore, the promised benefits of massive MIMO systems rest on the assumption of favorable propagation environments, i.e., environments in which the channels between the antennas at a massive MIMO transmitter and a receiver are independently and identically distributed (i.i.d) [1] . However, due to close proximity of antennas in a co-located antenna array, this assumption is challenging to realize in practical systems [5] . As an alternative to co-locating antennas in a massive MIMO system, distributing antennas over a large area is an appealing solution to the aforementioned problems.
A distributed antenna system (DAS) is a promising architecture for uniform coverage in cellular communication systems [6] . In a DAS, the antennas are distributed amongst remote radio heads (RRHs) over the coverage area. Importantly, a well-designed DAS enables coverage in shadowed and indoor locations. Each RRH, equipped with one or a few co-located antennas, is connected to a central processing unit (CPU) via dedicated backhaul links with low latency. Initial theoretical and experimental investigations suggest that distributed multi-antenna systems can mitigate signal attenuation and dramatically increase achievable rates [7] - [10] and the signal-to-interference-and-noise-ratio (SINR) at user terminals (UTs) [6] , [11] - [13] .
The potential gains of a distributed MIMO (D-MIMO) system stem from two main factors. First, in a well-designed D-MIMO system, the average distance of each UT to the closest serving antenna is smaller than that in a co-located MIMO system. This implies that, on average, the transmitted signal from a distributed BS experiences less path-loss attenuation. Second, D-MIMO systems enable macro-diversity to mitigate the effects of shadowing.
The advantage of decreased access distance in D-MIMO systems comes at the cost of a potential increase in the inter-cell interference in multi-cell communication settings. This is because the RRHs located close to the cell-edge cause increased interference in the neighboring cells. The location of the RRHs can therefore greatly affect the performance of a distributed communication network. Furthermore, the RRHs have to be laid out according to the data traffic demand and propagation patterns of the coverage area. Therefore, in order to reap the benefits of D-MIMO systems, the locations of the RRHs need to be carefully determined [14] - [16] .
The RRH location problem has been studied in the literature for D-MIMO systems, mostly assuming circular placement and homogeneous propagation [17] - [22] . Park et al. [17] consider the optimal antenna placement problem for the downlink (DL) transmission of a D-MIMO system in single-cell and two-cell environments. In each cell, the RRHs are placed on a circle; this assumption reduces the optimal placement problem to finding the optimum radius of the circle. The proposed solutions aim to maximize the average SINR at the UTs. Similarly, the work in [18] solves for the optimal radius in the circular placement of RRHs in order to minimize the average distance of a user to the closest RRH. Firouzabadi and Goldsmith [23] show that a circular placement of RRHs, i.e., placing the RRHs on the perimeter of a circle within the cell, is not optimal. Firouzabadi and Goldsmith [23] propose an iterative algorithm based on stochastic approximation theory to search for a locally optimal solution to the RRH placement problem.
The investigations in [17] , [18] , and [23] assume that each RRH is equipped with a single antenna. RRH placement has also been considered for MU D-MIMO systems with multiple antennas at each RRH [19] - [21] . Gan et al. [19] aim to maximize the uplink (UL) capacity of a single-cell distributed massive MIMO (DM-MIMO) system with a circular layout. Using analytical capacity expressions, the optimal antenna radius is derived analytically for a path-loss exponent of 4 and numerically for other path loss exponents. Assuming ZF receive combining at the BS, Yang et al. [20] derive an analytical expression for the achievable rate in the UL of a DM-MIMO system. Using this expression, the authors obtain the optimal radius assuming a circular placement of the RRHs. The work in [21] considers the design of RRH locations to optimize the DL transmission of a D-MIMO system employing ZF beamforming. Assuming a single-cell network, Thaikerd and Santipach [21] derive an upper-bound for the sum-rate of the users scheduled in the coverage area. This upper-bound is then employed to find the optimal radius for a circular arrangement of RRHs.
It is worth emphasizing that the aforementioned research efforts assume a homogeneous wireless propagation environment. In other words, in these investigations, the effect of obstructions in the path of the wireless signal is not accounted for. This phenomena becomes increasingly important in dense urban areas, where, due to the presence of a multitude of buildings and other man-made structures, the wireless signal might experience different path-loss characteristics depending on the location of the transmitter and the receiver. In fact, a key potential benefit of DAS is providing coverage in shadowed and obstructed areas. Accounting for non-homogeneous propagation is, therefore, important. To the best of our knowledge, only the work in [22] considers antenna location optimization in realistic propagation environments.
A. CONTRIBUTIONS AND COMPARISON TO PREVIOUS WORK
Despite the extensive research effort into optimal RRH placement for DAS, an analytical framework is largely absent from the literature. The majority of the investigations mentioned in this section consider a circular placement of RRHs, motivating investigation into alternative arrangements. In this paper, we consider the optimal placement of the locations of the RRHs for multi-cell DM-MIMO systems. Our goal is to provide a comprehensive approach for the design of the radio network in realistic propagation settings. Our main contributions are:
• In the first part of this paper, we derive a tight approximation for the achievable rate in the DL of a multi-cell MU DM-MIMO system. In contrast to [21] , we consider a multicell distributed massive MIMO system and analyze the impact of the inter-cell interference on the achievable rates in the downlink. We note that a multi-cell analysis of distributed massive MIMO systems has also been carried out in [24] where the authors propose a deterministic approximation for the downlink ergodic rate in a high signal-to-noise ratio (SNR) regime. However, the downlink ergodic rate is only achievable assuming the UTs can estimate the channelstate-information (CSI) in the downlink [25] . This assumption cannot be met in the downlink of a distributed massive MIMO system since the training over-head associated with the DL channel increases linearly as a function of the number of antennas at the BS [4] . In this paper, we propose an approximation for the achievable rate in the downlink of a DM-MIMO system. Importantly, the proposed approximation for the DL rate is analytically tractable and provides insights into performance of MU DM-MIMO systems.
• Using the aforementioned rate analysis, we consider the RRH placement problem to maximize the average DL rate for a MU DM-MIMO systems in a multi-cell setting. We begin by considering a homogeneous propagation environment. As opposed to the majority of previous results in this field, we do not limit the locations of RRHs to any particular 70598 VOLUME 6, 2018 arrangement. Our formulation accounts for the inter-cell interference patterns and the distribution of the user terminals. Due to the non-concave nature of the optimization problem we resort to a sub-optimal, yet effective, numerical algorithm to obtain the locations of the RRHs. Our results can be used for RRH placement in cells with arbitrary shape.
To the best of our knowledge, except for [23] , all of the related investigations consider RRH placement in a singlecell scenario, ignoring the effects of inter-cell interference. However, in [23] it is assumed that the locations of the RRHs in any cell are identical to those in the rest of the network. In this paper, we do not impose such a constraint on the locations of the RRHs and propose a general framework for multi-cell radio network design.
• In the last part of this paper, we explore the RRH placement problem in non-homogeneous propagation environments. Specifically, we consider the effects of buildings and other obstructions on the RRH placement process. We propose a numerical algorithm to solve for locations of the RRHs in such a non-homogeneous propagation setting. We note that our solution is different than that proposed in [22] in two major aspects: The investigation in [22] is concerned with non-cooperative access point placement in a heterogeneous network while our focus is to determine locations of RRHs that jointly serve UTs in the coverage area. Furthermore, Lin et al. [22] proposed a greedy algorithm that given an initial location for APs, attempts to improve the location of each single AP through an exhaustive search. This approach is vastly different than the proposed algorithm in this work that jointly designs the locations of all of the RRHs.
We verify the accuracy of our theoretical analysis and the performance of the proposed RRH placement schemes using numerical simulations. Our results suggest that the rate approximation we obtain is tight and closely models the behavior of the system. Furthermore, we show that the proposed algorithms greatly outperform the existing location design schemes, yielding significant gains in the average and the cell-edge rate in the DL of a DM-MIMO system.
B. PAPER ORGANIZATION AND NOTATION
This paper is organized as follows: In Section II we obtain a mathematically tractable approximation for the achievable rate in the DL of a DM-MIMO system. Section III presents the RRH location optimization problem and the proposed placement algorithm in a homogeneous propagation environment. Next, in Section IV, we generalize our system model to design the positions of the RRHs in a non-homogeneous propagation setting. In Section V, we present the results of our numerical simulations along with a discussions of the achieved results. Finally, Section VI presents concluding remarks.
The notation employed is conventional. Matrices and column vectors are denoted by boldface upper-case and lowercase symbols, respectively. We use (·) T and (·) H to denote the transpose and conjugate transpose of a matrix/vector, respectively. Also, (·) † denotes the pseudo-inverse of a matrix. 
II. ACHIEVABLE RATES IN MULTI-USER DISTRIBUTED MASSIVE MIMO SYSTEMS
In this section, we evaluate the DL performance of a MU DM-MIMO system. Specifically, we aim to characterize the achievable rate in the DL transmission as a function of the parameters of the communication network, such as the number of antennas employed at the BS, the locations of RRHs, the number of UTs scheduled in each cell, etc.. The theory developed in this section is used in the subsequent sections to optimize RRH locations in MU DM-MIMO systems.
A. SYSTEM MODEL
The system under consideration comprises a cellular network with C disjoint cells. The non-cooperating cells are formed by grouping UTs into disjoint regions based on their locations. An example of such a system with 7 hexagonal cells is depicted in Fig. 1 . Note that our analysis is valid for arbitrary cell shapes. In the subsequent analysis, we focus on a typical cell, herein referred to as the reference cell. The base station (BS) in each cell, comprising N remote radio heads (RRHs), serves K user terminals (UTs) in each time-frequency slot. The users are distributed randomly in each cell.
Each BS 1 is equipped with M K antennas while the UTs employ a single antenna for transmission/reception. In each cell, the antennas at the BS are evenly distributed among N RRHs over the cell area, i.e., assuming M is divisible by N , each RRH is equipped with L M /N antennas. The antennas in the n-th RRH are indexed as A n = {(n − 1)L + 1, . . . , nL}. We use the notation i ∈ A n to denote the fact that the i-th antenna is located at the n-th RRH.
Indeed a vital prerequisite for reaping the benefits of cooperation in DM-MIMO systems is the presence of dedicated backhaul links with high capacity and low latency. Unfortunately, practical capacity constrained or time-delay constrained backhaul networks may impact the performance of DM-MIMO systems [26] . Also, errors in communication overhead to and from the RRHs and the central processing unit (CPU) can also impede the performance of distributed systems. However, the main goal of this paper is to provide insights into radio network planning for DM-MIMO systems. Therefore, focusing on the need for benchmark performance, we assume that the RRHs are connected to the CPU via delayfree back-haul links with large enough capacity to support the claimed benchmark performance.
We utilize a frequency-flat block fading model for the channels between the BS and the UTs, i.e., the channel matrix is assumed to be constant for a coherence interval of T symbols, and then, this matrix changes to a new independent realization. The system operates in a time-division duplexing (TDD) mode of operation where the CSI acquired in UL is used for beamforming in DL. Focusing on the performance benchmark, we assume perfect CSI is available at the BS for downlink beamforming. 2 This assumption provides us with a tractable expression for the downlink rate that can be utilized to formulate the RRH location optimization problem.
Let x b denote the M × 1 complex signal vector transmitted by the BS in cell b. The vector of signals received at the UTs in cell c, denoted by y c ∈ C K , is given by
where The channel matrix G bc includes the effect of path loss and shadowing as well as small-scale fading. The M × 1 frequency-flat channel vector between the k-th UT in cell c and the BS in cell b is given by , respectively, denote the geometric path loss and the log-normal shadowing between the k-th UT in cell c and the n-th RRH in cell b. The path-loss is expressed as β bnck = (r 0 /r bnck ) α where r bnck is the distance between the k-th UT in cell c to the n-th RRH in cell b, r 0 is the reference distance and α is the path-loss exponent.
For analytical tractability, we make the following assumptions:
• A1: We assume that each BS communicates with multiple users simultaneously on the same time-frequency slot using ZF precoding. In addition to its analytical tractability, ZF precoding is relatively simple to implement and yet provides near-optimal performance when a large number of antennas are employed at the BS [1] , [27] .
• A2: We assume that the large-scale fading components, d bnck , are known at the BSs and at the UTs. This is a reasonable assumption since these components remain constant over several coherence intervals [28] .
• A3: We assume that the wireless channel matrix G bc is full row-rank. Given our model, this assumption is valid with probability 1 (i.e., almost surely).
B. ACHIEVABLE RATES IN DOWNLINK TRANSMISSION
With ZF precoding, the transmitted signal vector in the downlink can be written as 
and C b is a K ×K diagonal matrix with its k-th diagonal entry given by
In (4),w bk denotes the k-th column ofW b and p is the power budget for DL transmission. Note that the use of C b ensures equal average power allocation among UTs served by the BS while imposing the following transmission power constraint on the beamforming matrix
Such a power constraint is suitable for scenarios in which RRHs are connected to the power grid or any other permanent power source.
Using (1) and (3), y bk , the signal received at the k-th UT in cell b is given by
Note that the precoding matrix in each cell is formed without cooperation with the BSs from the adjacent cells. This gives rise to the inter-cell interference term, i.e., the second term in the right-hand-side of (6) . Assuming the statistics of the channels are available at the UTs, a lower-bound for the achievable rate of the k-th UT in the DL is given by [29] 3
where the expectation is taken over different realizations of the small-scale fading and ρ is the pre-log factor due to the time reserved for channel estimation. In what follows, we will use the terms achievable downlink rate, or in short, downlink rate to refer to the rate expression in (7). We could not use the DL rate expression in (7) to formulate the RRH location design problem since it is not a closed-form function of the optimization variables. Consequently, in the following proposition, we provide a deterministic approximation for the achievable rate in the DL.
Proposition 1: For a DM-MIMO system as described in Subsection II-A, the achievable rate for the k-th UT in the downlink can be accurately approximated as
where, as mentioned previously, d bnbk denotes the variance of the channel between the k-th UT in cell b and the antennas in n-th RRH in cell b.
Proof: See Appendix A. d cnbk to the inter-cell interference. This suggests that the power of the inter-cell interference also depends on the locations of the UTs in the interfering cells. This is due to equal power allocation for DL beamforming.
Remark 2: With perfect CSI available at the BS, the ZF precoding suppresses the intra-cell interference. In practice, however, the CSI is acquired through dedicated pilot transmission and channel estimation in the UL. The resulting imperfect CSI gives rise to additional inter-user interference and also leads to loss in the signal power. However, considering the non-ideal CSI acquisition results in an intractable rate expression that cannot be utilized for RRH location optimization, the main focus of this paper.
C. ACCURACY OF DETERMINISTIC RATE APPROXIMATION
To assess the accuracy of the rate expression in (8), in Fig. 2 we have calculated the achievable rate given in (7) through Monte-Carlo simulations and compared the results to those from (8) . We consider a multi-cell network with hexagonal cells; the reference cell is the cell in the center, surrounded by 6 interfering cells in the first level. For the simulations, we have approximated each hexagonal cell with a circle of radius r c = 1000m. The UTs are uniformly distributed over the cell area. A summary of the parameters used in the simulations can be found in Table 2 .
The M antennas are distributed evenly among N RRHs, hence, each RRH is equipped with L = M /N antennas. We assume that N is chosen such that L is an integer. We evaluate the accuracy of rate expression in (8) for the following arrangements of RRHs:
• Circular placement: In this scenario, the RRHs are placed uniformly on the perimeter of a circle with a radius of r b , centered at the middle of the cell.
• Concentric circular placement with 3 circles: In this scenario, the RRHs are placed on 3 concentric circles, centered at the middle of the cell. The radius of the o-th circle is given by r b /o for o = 1, 2, 3.
In Fig. 2 , we have plotted the average downlink rate, averaged over different realizations of the locations of UTs, versus the locations of RRHs, parametrized by the variable r b . In these figures, N = 1 corresponds to the co-located massive MIMO (CM-MIMO) system where the available antennas are placed at the center of each cell. These figures confirm that the rate expression in (8) accurately models the achievable rate in different scenarios. Fig. 2 also motivates the analysis of DM-MIMO systems. These results suggest that DM-MIMO systems can greatly outperform their co-located counterparts. For instance, distributing 128 antennas amongst 64 sites on three concentric circles improves the achievable rate by up to 57% compared to the co-located baseline scenario. However, if the RRH are not placed carefully, the performance of the DM-MIMO system might actually be worse than employing a co-located antenna array. In the following sections, we use (8) to formulate the optimal RRH placement problem. 
III. RRH LOCATION OPTIMIZATION IN HOMOGENEOUS PROPAGATION ENVIRONMENTS
In this section, we investigate the optimal RRH placement problem for DM-MIMO systems. Our goal is to find the locations of the RRHs to maximize the downlink rate, averaged over the distribution of the locations of UTs in each cell. 4 In this section, we assume a homogeneous wireless propagation environment, in other words, our channel model does not include the effects of any obstructions on the propagation characteristics of the wireless signal. Building on results from this section, in Section IV, we tackle the RRH placement in a non-homogeneous propagation environment.
The rate expression in (8) reveals that the downlink rate in the reference cell is a function of the locations of the RRHs in that cell as well as those in the adjacent cells (through intercell interference). Therefore, maximizing the average rate in a multi-cell setting entails joint design of the location of the RRHs across the entire coverage area, a computationally demanding task. Consequently, in our analysis, we adopt an iterative approach, that is, we focus on optimizing the locations of the RRHs in a given cell, assuming positions of RRHs in the surrounding cells are fixed. This procedure is then repeated for every cell in the network to determine the locations of RRHs across the entire coverage area in an iterative manner.
To focus on spatially homogeneous fading, we ignore the shadowing component of the large-scale fading and write d cnbk = β cnbk = (r 0 /r cnbk ) α . In light of these assumptions, the average rate maximization problem can be written as
where A 0 denotes the coverage area of the reference cell and p = {(x n , y n )} N n=1 is the vector representing the positions of the RRHs in cell b. Also, in (9), we have defined n k
n . To simplify our notation, we denote the Cartesian coordinates of the n-th RRH in the reference cell as (x n , y n ). Also, with a slight abuse of notation, we use p ∈ A 0 to indicate the fact that the location of every RRH in p is within the coverage area of the reference cell. The expectation in (9) is over the distribution of UTs, or equivalently, on the traffic pattern which is assumed to be available for radio network planning.
Note that the objective in (9) is a function of the locations of RRHs through It can be easily verified that the objective function in (9) is not a concave function of its arguments. Furthermore, we note that the expectation in (9) is with respect to the traffic distribution in the entire coverage area, due to dependence of inter-cell interference power on the locations of the UTs in interfering cells as discussed in Remark 1. Consequently, solving for globally optimal solutions of the problem in (9) is highly complex and mathematically intractable. We will therefore resort to maximizing a lower bound for the objective function in (9) . Using the well-known Jensen's inequality and the convexity of the function log(1 + 1/x), the objective function in (9) can be lower-bounded as follows:
Using the lower-bound in (10) and the definition of d nk , an alternative optimization problem to that in (9) can be written as
where f (x k ,ỹ k ) is the probability density function (PDF) of the locations of the UTs in the reference cell. Furthermore, ω k E n k is the average interference-plus-noise power, averaged over all realizations of locations of the UTs in interfering cells. We note that given the locations of the RRHs and the traffic distribution in the adjacent cells, ω k can be obtained numerically. In what follows, we use u(p) to denote the objective function in (11) . Finding the global optimal solution to (11) could still be a demanding task since u(·) is not a convex function of the locations of the RRHs. We note that the objective function in (11) is a weighted sum of the harmonic mean 5 of r α nk for n = 1, . . . , N . Therefore, we employ a variation of the data clustering algorithm proposed in [30] , herein referred to as harmonic clustering algorithm (HCA), to solve for locally optimal solution of (11). Below we explain the HCA.
To find a locally optimal solution to (11), we need to find the set of points satisfying u(p) = 0 [31] . To this end, we write the partial derivative of u(p) with respect to x m (corresponding to the m-th RRH) as
Equating the expression in (12) to zero and re-arranging its terms, we arrive at the following fixed-point equation for x m
Similarly, a fixed-point equation for y m is given as
5 The harmonic mean of a sequence of numbers {a n } N 1 is defined as N / N n=1 a −1 n .
We can now utilize an iterative method to solve the fixed point equations in (13) and (14) . The steps of this algorithm are summarized in Algorithm 1.
Algorithm 1 Harmonic Clustering Algorithm for RRH Placement
Input : Number of RRHs N , PDF of locations of the UTs f (x k ,ỹ k ), locations of RRHs in interfering cells, stopping threshold . Output : Locations of N RRHs.
Choose any
with pair-wise distinct components.
end while Locations of RRHs are given by p = x
It is worth noting that the HCA involves evaluating several integrals over A 0 , the solutions to which cannot be expressed in closed form even in the case of a uniform distribution for locations of UTs. However, these integrations can be carried out numerically, using any of the well-known numerical integrations methods. It is easy to see that irrespective of the numerical integration used, the computational complexity of the HCA is O(N ). Furthermore, HCA can be used for RRH placement in any region (with an arbitrary shape).
Several investigations in the field of data clustering have established that the HCA is insensitive to the initialization and converges after a finite number of iterations [30] , [32] . We leave the discussion on the convergence properties of Algorithm 1 to the subsequent section.
Remark 3: The HCA algorithm can be used to design the locations of RRHs throughout the coverage region in an iterative manner. Starting from a random initial setting, one can use HCA to find the locations of RRHs in a given cell. Given this setting the locations of RRHs in the adjacent cells can be designed until some convergence criteria is met. We use this approach to design the locations of RRHs in a multi-cell network and evaluate the performance of HCA in Section V.
Remark 4: The PDF of the locations of the UTs, f (x,ỹ), assigns a utility value to the point (x,ỹ) based on the likelihood of presence of a UT at that point. Given this interpretation, any real-valued function defined on A 0 can be used as a utility function for the RRH placement problem. This utility measure can reflect a combination of several important properties of cellular sites from a service provider's point of VOLUME 6, 2018 view. Examples of such features include site acquisition costs, development and operation costs, ease of access, proximity to existing cellular infrastructure, the amount of data traffic demand, etc.
IV. OPTIMAL RRH PLACEMENT IN NON-HOMOGENEOUS PROPAGATION ENVIRONMENTS
In the previous section, we assumed that the RRHs and the UTs operate in a homogeneous wireless propagation environment. This assumption is equivalent to ignoring the effects of obstructions in the path of the wireless signal. However, one of the main potential benefits of DAS is providing coverage for shadowed and indoor locations in a nonhomogeneous propagation setting. In such an environment, the signals exchanged between different UT-RRH pairs might experience different propagation parameters. In what follows, we modify the HCA to account for a non-homogeneous propagation setting.
Consider the DM-MIMO system, as described in II-A, in the presence of randomly scattered buildings across the coverage area. The set of buildings in the reference cell is defined as B {B 1 , . . . , B N b }. Here, N b denotes the overall number of buildings in the reference cell. We use the notation (x, y) ∈ B i to indicate that the point (x, y) is located inside the i-th building.
In the presence of buildings, the path-loss component of the channel is a function of not only the distance between the transmitter and the receiver, but also the number and the nature of obstructions in the signal path. An example of such a model for the large-scale fading component of the channel between the k-th UT and the n-th RRH, proposed by measurement campaigns conducted under the well-known wireless world new radio (WINNER) initiative, is given by [33] (15) where r 0 < r 0 < r 0 and α < α < α . Note that similar to Section III, for this analysis, we ignore the log-normal fading components of the large-scale fading and we have omitted the index for the reference cell (b) form our notations. It is worth noting that the path-loss model in (15) ignores the effects of indoor walls of a building on the propagation characteristics of the wireless channel. We chose this model merely to facilitate the presentation of our results. The analysis from this section can be used in conjunction with more elaborate path-loss models.
Using (15) and (10), the RRH placement problem in (11) can be re-written as
We use v(p) to denote the objective function in (16) where p is defined as before.
Since v(·) is non-convex and non-continuous, finding the globally optimal solutions to (16) could be computationally prohibitive. In Subsection III, we employed a fixed point algorithm to search for stationary points of a differentiable objective function similar to v(p) over a compact and convex set. However, due to the definition of d nk in (15) , the objective function in (16) is not a differentiable function over the feasible set. To alleviate this issue, we will first propose a continuous and differentiable approximation for the objective function, denoted asṽ(p). We then search for the stationary points of the approximate objective function as an alternative to finding the locally optimal solutions of (16) .
In our analysis, we assume that the walls of each building are parallel to the horizontal or vertical axis in the Cartesian coordinates. A sample scenario with 5 buildings in the reference cell is depicted in Fig. 4b in the next section. Using this assumption, we can represent the i-th building as B i x
denote the coordinates of the lower left corner and those of the top right corner of B i , respectively.
We can re-write d nk from (15) as a function of (x n , y n ) as given in (17) given on top of this page.
where 1(·) is the indicator function. To form a smooth approximation for d bnbk in (17), we employ the well-known sigmoid function given as S a (x) = 1 1+e −ax . This function transitions smoothly from 0 to 1 around the origin. The parameter a controls the sharpness of transition. We use S a (x) to define a smooth rectangular pulse function given as U a (x, x 1 , x 2 ) S a (x − x 1 ) − S a (x − x 2 ) where x 1 < x 2 . Using U a (x, x 1 , x 2 ), we can approximate the indicator function as i (x n , y n ) = 1((x n , y n ) ∈ B i ). Using (18) , d nk can be approximated as a continuous and differentiable function given below
We can now write an alternative minimization problem to that in (16) as
Since the objective function in (20) is differentiable and the feasible set of the optimization variables is compact, the optimal solutions of (20) are stationary points of the objective function over the feasible set. Equating the partial derivative ofṽ(p) with respect to x m to zero, we arrive at the following fixed point equation (21) , as shown at the top of the next page, where
The derivation of (21) is presented in Appendix B. For y m , we can write a similar fixed point equation as follows (22), as shown at the top of the next page.
The fixed point equations in (21) and (22) can be solved using Algorithm 1. It can be easily verified that the computational complexity of the HCA algorithm for a non-homogeneous propagation environment is O (NN 2  b ) . This is because evaluatingd nk and F(x k ,ỹ k , x l , y l ) involves N b calculations. Furthermore, our numerical experiments suggest that the HCA algorithm converges after a finite number of iterations. Table 1 presents the average number of iterations needed for the HCA algorithm to converge for different values of N . These results are obtained using a stopping threshold of = 0.5m. In our experiments, the initial point of the iterative algorithm is chosen randomly and according to a uniform distribution.
V. NUMERICAL RESULTS
In this section, we present the results of our numerical simulations to evaluate the performance of the proposed harmonic-clustering placement algorithm in comparison with other distributed arrangements of the RRHs as well as the CM-MIMO system. Note that in our analysis we assume ideal CSI acquisition is possible at the BS. However, in order to provide a thorough comparison of different location design schemes, we present the results of numerical experiments for both ideal and non-ideal CSI scenarios. 6 
A. SIMULATION ENVIRONMENT SETUP
We simulate a multi-cell network with 25 rectangular cells placed in downtown Toronto. Fig. 3 depicts a portion of the simulated network with the 9 central cells. These cells are in turn surrounded by another 16 cells. In other words, each of the 9 central cells are surrounded by 9 neighboring cells. We report the performance corresponding to the cell in the center of Fig. 3 . The dimensions of this cell, hereafter referred to as the reference cell, are 1047m ×968m.
To simulate a non-homogeneous propagation environment, we randomly place N s /2 square buildings in each cell, where N s is the number of traffic hot-spots. In other words, approximately half of the traffic hot-spots in the cell are located inside or close to a building. The dimensions of each building are 50m ×50m. Finally, for the continuous approximation of the indicator function in (18) we choose a = 0.05.
B. THE PROPAGATION ENVIRONMENT
The path-loss component of the channels is given by where r bnck is in kilometers. We generate the log-normal fading components of the channel coefficients according to the guidelines provided in [34] . The correlation coefficient among the log-normal fading components from different RRHs to a given UT is set to 0.5.
C. DISTRIBUTION OF UTs (TRAFFIC DISTRIBUTION)
We assume that each BS schedules K = 20 users per resource block. The locations of the UTs in cell c are generated randomly according to a mixture of the uniform distribution (with a probability of P 0 ) and the following PDF (with a probability of 1 − P 0 ), comprising of N s traffic hot-spots:
where f 0 is a normalization constant ensuring that (23) is a combination of N s truncated bivariate Gaussian distributions, each centered at a traffic hotspot. Here, σ 2 is the variance of the aforementioned truncated Gaussian distribution. Also, N s is chosen uniformly randomly between 5 to 10. For the experiments in a homogeneous propagation setting, the locations of the traffic hot-spots are drawn according to a uniform distribution. We report our results for 500 independent realizations of the UT locations with σ = 100m and P 0 = 0.5.
D. RADIO NETWORK SETUP
In our experiments, we compare the performance of the HCA algorithm and the circular placement scheme. In addition to these, we also include the performance of the following RRH placement schemes:
• Random placement: In this case the locations of the RRHs are chosen randomly according to the distribution of UTs over the coverage region. 7 • Placement with HCA: For the HCA placement algorithm we start with a set of random locations for the RRHs in the reference cell and the cells adjacent to it. Then, in an iterative manner, we design the locations of the RRH in each cell using the HCA algorithm while the RRHs in the other cells are kept fixed. We repeat this procedure over the entire network until the changes in the locations of each RRH is less than 1m.
• Placement with stochastic approximation (SA): In this scheme, we employ the iterative algorithm proposed in [23] to design the location of the RRHs. This method employs the Robbins-Monro procedure from stochastic approximation theory. The interested reader is referred to [23] and references within for a detailed explanation of this optimization scheme. Similar to the HCA placement, we chose the initial locations of RRHs used in Robbins-Monro scheme randomly. 
E. OTHER PARAMETERS
As mentioned previously, we present the results for both ideal and non-ideal CSI acquisition scenarios. 8 For the CM-MIMO scenario, we found that a pilot reuse factor of 2 for the UL pilot transmission yields the best performance. However, for the DM-MIMO system, the optimal value for pilot reuse factor is 1. 9 This implies that the distributed architecture of the antennas mitigates the degrading effects of pilot contamination in a multi-cell network. A thorough investigation into the impacts of a distributed network architecture on the accuracy of CSI estimation is beyond the scope of this work.
A list of the parameter values used in the numerical simulations is given in Table 2 . It is worth emphasizing that, in the following numerical experiments, the overall number of transmission antennas at each cell is constant and equal to 128. In this scenario, changing the number of deployed RRHs, denoted by N , only changes the number of antennas used in each RRH. For instance, if N = 16, 8 antennas are used in each RRH while with N = 64, this number reduces to 2. Fig. 4 presents the result of the HCA algorithm with 16 RRHs in homogeneous and non-homogeneous propagation environments in the reference cell. In these figures, the red square markers represent the locations of the RRHs while the blue circles correspond to sample realization of the locations of the UTs. As seen in these figures, the HCA algorithm places most of the RRHs close to the traffic hotspots (areas with a higher concentration of UTs). Furthermore, in the non-homogeneous propagation case, the HCA algorithm places the RRHs closer to the buildings to provide indoor coverage. Fig. 5 illustrates the average rate achieved in the DL of DM-MIMO and CM-MIMO systems as a function of the number of RRHs, N . The average rate is calculated by averaging the achievable rate, i.e., the expression in (7), over 500 realizations of the locations of the UTs. For each realization of UTs, the expectation in (7) is calculated empirically, by averaging over 500 different realizations of the small-scale fading components of the channel. This figure includes the rates from different distributed architectures for DM-MIMO systems as well as that of a co-located arrangement of the antennas. The curves in Fig. 5a correspond to the scenario with ideal CSI while those in Fig. 5b represent the average rate in the presence of CSI errors. In these figures, the curves marked as HCA correspond to a DM-MIMO system that is designed according to Algorithm 1 proposed in this paper.
F. POSITIONS OF RRHS IN A SAMPLE SCENARIO

G. HOMOGENEOUS PROPAGATION ENVIRONMENT 1) AVERAGE RATE VS. N
The results in Fig. 5a suggest that the DM-MIMO system configured using the HCA algorithm can greatly outperform the CM-MIMO system as well as the other distributed placement approaches. 10 Specifically, with 16 RRHs, the average 10 Note that the average DL rate, achieved in a co-located massive MIMO system, does not change with N . This is because, in the co-located case, all of the transmission antennas are placed in the center of each cell. rate from the HCA configured DM-MIMO system is 51% higher compared to the CM-MIMO system and 16% better than the best heuristic distributed scheme (circular placement). These gains are even more significant with estimated CSI where the HCA algorithm improves the average rate by 90% and 21%, respectively, compared to CM-MIMO and circular placement schemes.
It is worth noting that, if the locations of the RRHs are chosen randomly according to the distribution of the UTs, the achieved DL rates are close to that of the other heuristic RRH placement schemes. As N increases, the performance of the random placement improves and possibly surpasses that of the other placement schemes except for the HCA. This is due to the fact that with the non-uniform random placement, more RRHs are placed in locations with higher densities of UTs. Also, as depicted in Fig. 5a , the performance gap between the random placement and the HCA placement schemes narrows down with increasing N .
Another point worth noting is that the performance of HCA algorithm with N = 128 RRHs is slightly worse than that with N = 64 RRHs. This is due to the fact although the power of signal received at the UTs increases with N , so does the power of inter-cell interference. Our numerical results suggest that the latter effect out-weighs the former when N = 128 and therefore the average rate is slightly decreased as we increase N beyond 64.
The curves in Fig. 5 also suggest that the DM-MIMO system configured through the stochastic approximation performs similar to the random placement and is greatly outperformed by the HCA algorithm. We also found the SA approach to be very sensitive to the starting point of the algorithm.
2) CDF OF DOWNLINK RATE Fig. 6 depicts the cumulative distribution functions (CDF) of the achievable downlink rate of the DM-MIMO and CM-MIMO systems for different RRH placement schemes. As before, we report the results assuming both perfect CSI (Fig. 6a ) and imperfect CSI (Fig. 6b) availability at the BS. Although the HCA is designed with the aim of maximizing the average rate in the coverage area, with ideal CSI at the BS, the HCA algorithm with 16 RRHs yields higher rate levels in the entire CDF region compared to the CM-MIMO system and the other DM-MIMO systems. These improvements in the rate are far more noticeable in lowrate regions of the CDF curves. This is due to the fact that the random and SA placement schemes put the RRHs very close to regions with high concentration of UTs, i.e., the traffic hot-spots. In these scenarios, the UTs located in proximity of hot-spots will enjoy high data rates while the ones far away will experience a poor quality of service. On the other hand, the HCA placement attempts to minimize the average harmonic mean of distances of the UTs to all serving RRHs. This ensures a higher quality of service for lowrate UTs. Interestingly, the co-located massive MIMO system outperforms the heuristic schemes in the region below the 5-th percentile point.
Similar conclusions can be made from the plots in Fig. 6b where the HCA greatly improves the achievable rate of the UTs, especially the edge-user rates. It can also be seen in Fig. 6b that there is a notable performance gap between the co-located and the distributed systems.
3) CELL-EDGE RATE VS. N Cell-edge rate is another important performance metric for modern cellular networks. The cell-edge rate is defined here as the 5-th percentile point on the CDF curves for the achievable downlink rate [35] . According to Fig. 7a , if ideal CSI is available for beamforming, the HCA algorithm with only 16 RRHs achieves a cell-edge rate of 3.6 bits/sec/Hz; 51% higher compared to the highest cell-edge rate from heuristic placement schemes which is achieved in circular placement. The performance gap between the HCA and the other distributed schemes grows even larger as N increases. Also, as seen in Fig. 6a , the co-located massive MIMO system outperforms the random placement and the SA scheme with N = 16. This observation underlines the fact that if the number of RRHs to be deployed are small then the locations of the RRHs should be carefully designed. Finally, as is the case with the average rate, increasing N from 64 to 128 with the HCA placement results in a slight reduction in the celledge rate. As mentioned before, this is explained by increased inter-cell interference due to a large number of RRHs.
In the non-ideal CSI scenario, the gains are even larger with the HCA algorithm achieving 1.7 bits/sec/Hz whereas the best performance from heuristic placement schemes is 1.05 bits/sec/Hz. As can be seen in Fig. 7b , the CM-MIMO system performs very poorly achieving a cell-edge rate of only 0.1 bits/sec/Hz. It is also worth mentioning that unlike the case with average rate, a random placement yields significantly lower cell-edge rates, compared to the HCA algorithm, even with a large number of RRHs distributed in the coverage area.
4) RRH PLACEMENT WITH ZONING RESTRICTIONS
We have simulated a scenario in which RRHs cannot be placed in certain regions due to zoning restrictions or other practical considerations. Fig. 8 depicts such a scenario where the areas colored in red are the prohibited regions. As mentioned before, the HCA algorithm can still be used for RRH location design by augmenting the pdf function f (x,ỹ) in (13) and (14) . Specifically, we set f (x,ỹ) = 0 for all locations (x,ỹ) in which RRHs are not allowed to be positioned. Fig. 8 also depicts the result of RRH placement with HCA algorithm and N = 16. This figure shows the locations of the RRHs, both with (blue circles) and without (green circle) restrictions applied. As it is seen in this figure, augmenting the traffic distribution can effectively be used to consider the practical restrictions in the RRH placement problem. Table 3 compares the achievable rates with and without restrictions on locations of RRHs. These results are for the non-ideal CSI scenario. As indicated in this table, with the restrictions imposed, the average rate reduces by 4% while the cell-edge rate is 5% lower than the non-restricted case.
H. NON-HOMOGENEOUS PROPAGATION ENVIRONMENT
In this subsection, to facilitate the presentation, due to the suboptimal performance of circular, SA placements, we only report the results for random and HCA RRH placement schemes. Furthermore, in this Subsection, the plots marked as HCA-NHP corresponds to the variant of the HCA algorithm that is tailored for RRH placement in a non-homogeneous propagation environment. Fig. 9a depicts the average DL rate for a DM-MIMO system, operating in a non-homogeneous propagation environment, as a function of number of RRHs N . This figure suggests that the CM-MIMO system performs poorly compared to the distributed antenna placement schemes. Furthermore, when the number of RRHs is 16, the HCA algorithm outperforms the non-uniform random placement by 15%. Furthermore, as is evident in Fig. 9a , considering the HCA-NHP placement can improve the rate by another 10% compared to the regular HCA algorithm. However, the performance gap between the HCA and its counterpart for the non-homogeneous propagation setting decreases with increasing N .
1) AVERAGE RATE VS. N
2) CELL-EDGE RATE VS. N Fig. 9b illustrates the cell-edge rate of different DM-MIMO systems and that of a CM-MIMO system. According to Fig. 9b , the HCA algorithm outperforms the random placement by 152% and 360% in the ideal and non-ideal CSI scenarios, respectively. Furthermore, with 16 RRHs and assuming ideal CSI is available, the HCA-NHP algorithm improves the cell-edge rate by 20% over the HCA while the performance gain with non-ideal CSI is 38%. It is also worth mentioning that unlike the case with average throughput, a random placement yields significantly lower cell-edge throughputs, compared to the HCA and HCA-NHP algorithms, even with a large number of RRHs distributed in the coverage area. Also, the performance gap between HCA and HCA-NHP does not close as number of RRHs increases. This emphasizes the significance of the propagation environment information in optimizing the RRH placement.
VI. CONCLUSIONS
In this paper, we designed a multi-user (MU) distributed massive MIMO (DM-MIMO) system. Specifically, we investigated the rate-optimal placement of remote radio heads (RRHs) in the context of DM-MIMO systems. To this end, we first developed an analytically tractable, yet accurate approximation for the achievable rate in the downlink (DL) of a multi-cell MU DM-MIMO system. This approximation expresses the achievable rate as a function of locations of the RRHs and the user terminals (UTs) in the coverage region. Our simulations demonstrate that the analysis from the first part of this paper provides an accurate model for the performance of a MU DM-MIMO system.
Next, we utilized the approximation for the downlink rate to formulate the RRH placement problem from an average rate maximization point of view. In this section, we developed an iterative algorithm, namely the harmonic clustering algorithm (HCA), to solve for the locations of the RRHs according to the distribution of UTs in each cell. In this part of our investigation, we considered a homogeneous propagation environment.
The last part of this paper presents our formulation for the average rate maximization problem in non-homogeneous propagation environments. In this part, with the aid from the theory developed in the first two sections of this paper, we develop a numerical method that optimizes the locations of the RRHs, in the presence of buildings. Specifically, we proposed a continuous and differentiable approximation for the objective function which is a non-continuous function of the locations of the RRHs. Using this, we tailored the HCA to account for the locations of buildings and other obstruction in the RRH placement procedure.
We evaluated the performance of the proposed placement algorithms through extensive numerical experiments. Our results show that, the proposed RRH placement methods greatly outperform a co-located massive MIMO system as well as the other well-known distributed antenna architectures explored in the literature, including the stochastic approximation approach of [23] , the only approach in the literature that analyzes the multi-cell setting. The algorithms developed in this work can yield up to 21% improvement in the average rate and 72% improvement in the cell-edge rate of a DM-MIMO system compared to the other distributed architectures. Finally, we showed that using HCA, any practical considerations including zoning restrictions, can be taken into account for RRH placement.
APPENDIX A PROOF OF PROPOSITION 1
The effective signal power in (7) can be written as c 2 bk
where
bb is the L×K DL channel between the n-th RRH and the UTs in cell b. In other words, in deriving (24) we write the
The matrix G H bb G bb is therefore the sum of N complex Wishart matrices with non-identical covariances. Obtaining the exact distribution of the sum of non-identically distributed Wishart matrices and its eigen-values has proven to be mathematically challenging [36] . However, the distribution of G H bb G bb can be approximated as W K (f , b ) where f is the degrees of freedom and the covariance matrix is given by [37] 
b . Unfortunately, a mathematically tractable integer value for f , the approximation for the degrees of freedom of the sum of Wishart matrices cannot be found [37] . However, since G H bb G bb is the product of a K ×M and a M × K complex Gaussian matrix, we approximate the degrees of freedom as f = M . Using this approximation, the signal power in (24) can be approximated as [28] , [38] 
In order to evaluate the average inter-cell interference power, assuming M and consequently, L, is very large, we can use the following asymptotic approximations [39] 
In light of the asymptotic approximations in (26) 
Using (27) , the k-th column ofW b can be approximated as
The beamforming vector for k-th UT in cell b is therefore approximated as w bk ≈ c bk 
It is worth mentioning that an approximation similar to that in (28) was first proposed in [40] . [40] in that we ensure equal average power allocation to UTs. Using (28) , in a massive MIMO regime, the power of the inter-cell interference can be approximated as 
Replacing (25) and (30) in (7) we arrive at (8) . This concludes the derivation. 
APPENDIX B DERIVATION OF FIXED POINT EQUATION IN (21)
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