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Abstract—An efficient implementation of min-sum SC/list de-
coding of convolutional polar codes is proposed. The complexity
of the proposed implementation of SC decoding is more than
two times smaller than the straightforward implementation.
Moreover, the proposed list decoding algorithm does not require
to copy any LLRs during decoding.
I. INTRODUCTION
Convolutional polar codes (CvPCs, also known as b-MERA
codes) [1] are a family of linear block codes that employ
channel polarization phenomenon [2]. Although there is no
proof of capacity-achieving property and channel polarization,
CvPCs are shown [3], [4], [5] to perform better than Arikan
polar codes under list decoding [6] with the same list size.
Note that the same list size for CvPCs require more arithmetic
operations compared to Arikan polar codes.
Moreover, for sufficiently small error probabilities CvPCs
even outperform Arikan polar codes by complexity, since for
small error probability CvPCs need much smaller list size than
Arikan polar codes. However, CvPCs outperform Arikan polar
codes both by complexity and error-correcting performance
only for very large list sizes, approximately a few hundred.
Such decoder complexity has little application in practice.
This paper is focused on detailed description of list decoding
implementation for CvPCs. It requires one to substantially
alter the way that the list decoder works with Tal-Vardy data
structures. We have two goals: 1) to propose an efficient list
decoding algorithm, and 2) for those, who are not closely
familiar with CvPCs, to make them able to easily reproduce the
list decoding algorithm for CvPCs, and then try to generalize
and/or improve it further.
The paper is organized as follows. In Section II, encoding
and straightforward SC decoding implementation is given.
Then, in Section III, various optimizations are introduced,
which reduce the complexity of SC decoding. Finally, in
Section IV, an efficient list decoding implementation is given.
II. ENCODING AND SC DECODING
A. Encoding
An (n = 2m, k) convolutional polar code (CvPC), m ≥ 2,
is defined as a set of vectors
c[n] = u[n]Q
(n), uF = 0
n−k−1,F ⊂ [n], (1)
where [n] denotes set {0, 1, . . . , n − 1}, |F| = n − k is the
set of frozen symbols of u, and the remaining bits uI , where
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Fig. 1: Recursive structure of CvPT Q(n) of size n
I = [n] \F , carry payload data a[k]. Here and throughout the
paper, aB denotes vector of elements of a with indices from
set B, so e.g. a[n] = a
n−1
0 .
The convolutional polarizing transformation (CvPT) Q(n) is
an n × n matrix, which has the recursive structure, depicted
in Fig. 1, and is given by the recursion
Q(n) = (X(n)Q(n/2), Z(n)Q(n/2))pi−1n , (2)
where pin is the matrix of permutation “even first odd last”
(0, 2, . . . , n − 2, 1, 3, . . . , n − 1), Q(1) = (1), X(l) and Z(l)
are l × l/2 matrices, defined for even l as
X
(l)
i,j = 1[2j ≤ i ≤ 2j + 2], Z
(l)
i,j = 1[2j < i ≤ 2j + 2]. (3)
where 1[statement] = 1, if the statement is true, and 0 oth-
erwise. For example, X(4) =
(
1110
0011
)T
, Z(4) =
(
0110
0001
)T
.
Expansion (2) corresponds to one layer of the CvPT. In Fig. 1,
the m-th layer of the CvPT is a mapping of vector u[n] onto
vectors u
(0)
[n/2] = u[n]X
(n) and u
(1)
[n/2] = u[n]Z
(n). Thus,
a codeword c[n] can be expressed as c[n] = u[n]Q
(n) =
(u
(0)
[n/2]Q
(n/2), u
(1)
[n/2]Q
(n/2))pi−1n , where
u
(0)
i = u2i ⊕ u2i+1 ⊕ u2i+2, u
(1)
i = u2i+1 ⊕ u2i+2, i ≤
n
2
−2,
u
(0)
n/2−1 = un−2 ⊕ un−1, u
(1)
n/2−1 = un−1. (4)
Applying (0) and (1) operations to u(0) and u(1) one can obtain
u
(00)
[n/4], u
(10)
[n/4], u
(01)
[n/4], u
(11)
[n/4], etc.
B. Successive Cancellation Decoding
In this section we introduce the min-sum version of succes-
sive cancellation (SC) decoding algorithm for CvPC [4]. We
2also introduce the notation that will be used throughout the
paper.
Consider transmission of codeword c[n] = u[n]Q
(n) through
binary-input memoryless channel W : F→ Y , where F is the
binary field, Y is the output alphabet of W . Let y[n] ∈ Y
n be
the channel output. The demodulated probabilitiesW (ci|yi) =
W(yi|ci)/ (W(yi|0) +W(yi|1)) for ci ∈ F are provided to the
decoding algorithm.
Define a t-cluster A as an array of 2t real values, which
are indexed by t bits A[x0, x1, ..., xt−1] = A[x[t]], xi ∈ F.
Assuming some fixed prior hard decisions uˆ[ϕ] on first ϕ
symbols u[ϕ], define the log-likelihood of vector x[t] for any
0 ≤ t < n− ϕ as a t-cluster
Lϕ[x[t]] = ln max
xn−ϕ−1t ∈F
n−ϕ−t
Wn
(
(uˆ[ϕ], x[n−ϕ])Q
(n)|y[n]
)
,
(5)
where Wn(c[n]|y[n]) =
∏n−1
i=0 W (ci|yi). Define also the log-
likelihood ratio (LLR) of symbol uϕ as
L˜ϕ = Lϕ[0]− Lϕ[1], (6)
where Lϕ is a 1-cluster. At the ϕ-th phase the min-sum SC
decoding algorithm computes value of L˜ϕ. Then, the hard
decision on uϕ is made by
uˆϕ = 1[ϕ ∈ I ∧ L˜ > 0]. (7)
It is shown in [4] that the value of 3-clusters Lϕ[x0, x1, x2]
and 2-clusters Lϕ[x0, x1] are given by recursion
L0[x[2]] = max
x32∈F
2
{L
(0)
0 [x[4]X
(4)] + L
(1)
0 [x[4]Z
(4)]}
L0[x[3]] = max
x3∈F
{L
(0)
0 [x[4]X
(4)] + L
(1)
0 [x[4]Z
(4)]}
L2ψ+1[x
3
1]= max
x54∈F
2,x0=uˆ2i
{L
(0)
ψ [x[6]X
(6)]+L
(1)
ψ [x[6]Z
(6)]}
L2ψ+2[x
4
2]= max
x5∈F,x10=uˆ
2i+1
2i
{L
(0)
ψ [x[6]X
(6)] + L
(1)
ψ [x[6]Z
(6)]}
Ln−3[x
3
1] =(x0=uˆn−4) L
(0)
n
2−2
[x[4]X
(4)]+L
(1)
n
2−2
[x[4]Z
(4)]
Ln−3[x
3
2] =(x10=uˆ
n−3
n−4)
L
(0)
n
2−2
[x[4]X
(4)]+L
(1)
n
2−2
[x[4]Z
(4)] (8)
where subscript under= sign is given to define the relationship
between formal variables xi and hard decisions uˆj ,
L
(0)
ψ [x[t]]= ln max
x
n/2−ψ−1
t ∈F
n
2
−ψ−t
W
n
2 ((uˆ
(0)
[ψ], x[n2−ψ])Q
(n/2)|y(0))
L
(1)
ψ [x[t]]= ln max
x
n/2−ψ−1
t ∈F
n
2
−ψ−t
W
n
2 ((uˆ
(1)
[ψ], x[n2−ψ])Q
(n/2)|y(1)),
(9)
y(0) = (y0, y2, ..., yn−2), y
(1) = (y1, y3, ..., yn−1) are vectors
of length n/2, and uˆ(0) and uˆ(1) are hard decisions on u(0)
and u(1) on layer m − 1, propagated from layer m by (4).
Employing (0) and (1) operations to y(0), y(1), uˆ(0) and
uˆ(1), by (8) one can express L
(0)
ϕ , L
(1)
ϕ through L
(00)
ψ , L
(01)
ψ ,
L
(10)
ψ , L
(11)
ψ , etc. The base of the recursion corresponds to the
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Fig. 2: Cluster operators used in min-sum SC decoding of
CvPC
first layer of the CvPT. The log-likelihoods on this layer for
symbols s[m−1] ∈ F
m−1 are
L
(s[m−1])
0 [a, b]=ln
[
W (a⊕b|yJ(s[m−1],0))W (b|yJ(s[m−1],1))
]
,
(10)
where
J(s[m]) =
∑
j∈[m]
sj2
j . (11)
One can represent all operations involved in (8) as a special
case of the following cluster operator. Consider input t′-
clusters A,B. Then, the cluster operator σi,t,j : R
t′ × Rt
′
×
F
i → Rt, t = 2t′ − i− j for input bits x[i] ∈ F
i is defined as
σi,t,j(A,B, x[i]) = C :
C[xi+t−1i ] = max
x2t
′
−1
i+t
{
A[x[2t′]X
(2t′)] +B[x[2t′]Z
(2t′)]
}
,
(12)
where 2t′×t′ matrices X(2t
′) and Z(2t
′) are defined by (3). In
Fig. 2, all cluster operations, given by (8), are depicted. The
corresponding operator σi,t,j is provided under each figure.
Input and output 2-clusters and 3-clusters are drawn by boxes
with two or three inputs, corresponding to bits of index in
these arrays, represented as binary vectors (the first and least
significant bit is on top).
For input t′-cluster A, and for input vector of i bits x[i]
define the marginalizing operator µi,t,j : R
t′ × Fi → Rt, t =
t′ − i− j, as
µi,t,j(A, x[i]) = C : C[x
i+t−1
i ] = max
xt
′
−1
i+t ∈F
j
{
A[x[t′]]
}
. (13)
It can be seen that Lϕ(uϕ) = µ0,1,t−1(Lϕ(u
ϕ+t−1
ϕ )).
3For the case of t′ = 1, for (i+ j + 1)-cluster A denote
∆µi,1,j(A, x[i]) = µi,1,j(A, x[i])[0]− µi,1,j(A, x[i])[1]. (14)
Then, the values of 3-clusters Lϕ[u
ϕ+2
ϕ ], obtained by (8), can
be converted to LLR (6) as L˜ϕ = ∆µ0,1,2(Lϕ), ϕ ≤ n − 3.
For the last two phases one can employ
L˜n−2 = ∆µ1,1,1(Ln−3, uˆn−3), L˜n−1 = ∆µ2,1,0(Ln−3, uˆ
n−2
n−3).
(15)
Remark 1: Assume L
(s,0)
[x[t]] = L
(s,0)
ψ [x[t]] + C0,
L
(s,1)
ψ [x[t]] = L
(s,1)[x[t]]+C1, where L
(s,b)
ψ , b ∈ F are clusters
on layer λ − 1, and C10 does not depend on x[t]. Consider
cluster L
(s)
ϕ on layer λ, which is computed from the clusters
on the previous layer: L
(s)
ϕ = σi,t′,j(L
(s,0)
ψ , L
(s,1)
ψ ). Replace
the clusters with their shifted versions and denote L
(s)
ϕ =
σi,t′,j(L
(s,0)
ψ , L
(s,1)
ψ ). Then, L
(s)
ϕ [x[t′]] = L
(s)
ϕ [x[t′]]+C0+C1,
and C0 +C1 clearly does not depend on x[t′]. Finally, on the
layer m, we do not care about additive terms, since in the end
we return the difference (6). Thus, we need only to compute
each cluster up to a constant.
C. Straightforward Implementation of SC Decoding
In Alg. 1–3 the SC decoder implementation [4] is given.
For these algorithms, the parameters m,n = 2m, as well as
arrays which are printed in bold (T and C) are considered
global.
Array T is a 3D array, indexed as T[λ][i][a, b, c], where
1 ≤ λ ≤ m, i ∈ [2m−λ], (a, b, c) ∈ F3. Thus, each array
T[λ][i] is of size 8 and represents 3-cluster L
(s[m−λ])
ϕ [a, b, c],
where i = J(s[m−λ]), J is defined in (11) and phase ϕ is
changing from 0 to 2λ − 2. For λ = 1, one can allocate 2-
clusters instead of 3-clusters. Array of pointers T[0] can be
left uninitialized.
Array C is a 2D bit array of hard decisions, indexed as
C[λ][2i+ b], where 0 ≤ λ ≤ m, i ∈ [2m−λ], b ∈ F. The value
of C[λ][2i+ b] corresponds to uˆ
(s[m−λ])
ϕ , where b = ϕ mod 2
and i = J(s[m−λ]).
Alg. 1 computes L˜ϕ, defined by (6), performing cluster
operations defined by (8) and shown in Table I. In lines 1.2–
1.5 the cases of ϕ ≥ n − 2 are processed, following (15). In
lines 1.7–1.9 the case of ϕ = 0 is processed. On each layer
except for the layer m, cluster operator σ0,2,2 is called (see
Fig. 2a) to obtain 2-clusters which are needed initially. When
we access these layers for the second time, we will perform
operator σ0,3,1, as we will need 3-clusters instead of 2-clusters
for a proper recursion (8). We need to compute new clusters on
layer λ−1, when the phase on layer λ is odd. Thus, for ϕ > 0,
in lines 1.10–1.11 the deepest cluster layer, which should be
updated, is computed and stored in λ∗. If the local phase on
layer λ is ϕ = 2ψ+1, we proceed to the previous layer λ− 1
and the local phase is now ψ. The main loop in lines 1.12–1.16
performs cluster operators on each layer. The proper operator
for local phase ϕ and layer λ is chosen as given in Table I.
Two last hard decisions, stored in C[λ][2i] and C[λ][2i + 1],
Algorithm 1: CalcT_SC(ϕ)
1.1 if ϕ=n−2 then
1.2 return ∆µ1,1,1(T[m][0],C[m][1])
1.3 if ϕ = n− 1 then
1.4 a← C[m− 1][2], b← C[m][0]
1.5 return ∆µ2,1,0 (T[m][0], a⊕ b, b)
1.6 λ∗ ← m
1.7 if ϕ = 0 then for λ← 2 . . .m− 1 do
1.8 for i ∈ [2m−λ] do
1.9 T[λ][i]←σ0,2,2(T[λ−1][i],T[λ−1][i+2
m−λ])
1.10 else while ϕ is odd ∧ λ∗>2 ∧ ϕ 6=1 do
1.11 ϕ← ⌊ϕ/2⌋ , λmin ← λmin − 1
1.12 for λ← λ∗ . . .m do
1.13 σ ← operator for λ, ϕ in Table I
1.14 for i ∈ [2m−λ] do
1.15 T[λ][i]←σ(T[λ−1][i],T[λ−1][i+
2m−λ],C[λ][2i],C[λ][2i+1])
1.16 if ϕ 6= 0 then ϕ← 2ϕ+ 1
1.17 return ∆µ2,1,0(T[m][0])
Algorithm 2: UpdateC_SC(ϕ)
2.1 λ← m, N ← 1
2.2 while ϕ 6= 0 ∧ λ 6= 0 do
2.3 C ← C[λ], D ← C[λ− 1]
2.4 ψ ←
⌊
ϕ−1
2
⌋
, b← ψ mod 2
2.5 if ϕ ≡ 1 mod 2 then
2.6 for i ∈ [N ] do
2.7 if λ = 1 then
2.8 D[i]← C[2i]⊕ C[2i+ 1]
2.9 D[i+N ]← C[2i+ 1]
2.10 else
2.11 D[2i+ b]← C[2i]⊕ C[2i+ 1]
2.12 D[2i+ b+ 2N ]← C[2i+ 1]
2.13 if ϕ 6= 2λ−1 then break
2.14 else for i ∈ [N ] do
2.15 D[2i+b]
⊕
←C[2i]; D[2i+b+2N ]
⊕
←C[2i]
2.16 λ← λ−1, ϕ← ψ, N ← 2N
TABLE I: Cluster operators on layer 2 ≤ λ ≤ m in the SF
SC decoding, not including operators ∆µ for layer m.
Phase Operators Complexity
0 σ0,2,2, σ0,3,1 52
1, 3, ...,2λ − 5 σ1,3,2 56
2, 4, ...,2λ − 4 σ2,3,1 24
2λ − 3 σ1,3,0 8
2λ − 2 σ2,2,0 4
Total 40 · 2λ−96
4are provided for the unified signature of operators, although
in σi,t,j for i < 2 some of them are ignored.
Alg. 2 propagates hard decisions uˆ[ϕ+1] onto previous
layers to obtain uˆ
(s)
ψ by (4). Note that for recursion (8) we
need at most two last hard decisions on uˆ. The two last
hard decisions, corresponding to last previous even and last
previous odd phase on layer λ for the i-th CvPT of size 2λ,
are stored in C[λ][2i] and C[λ][2i + 1], respectively. When
ϕ = 2ψ+1, we propagate partial sums as uˆ(0) ← uˆ2ψ⊕uˆ2ψ+1
and uˆ(1) ← uˆ2ψ+1, which is reflected in lines 2.4–2.13.
In lines 2.8–2.9 we process layer λ = 1, also performing
a permutation to ensure the compatibility with the encoder.
When ϕ = 2ψ + 2, we update partial sums as uˆ
(0)
ψ
⊕
← uˆ2ψ+2
and uˆ
(1)
ψ
⊕
← uˆ2ψ+2, which is reflected in lines 2.14–2.15.
Algorithm 3: Decode_SC(n, Y[n], I)
3.1 allocate T[0..m], m = log2 n
3.2 for λ ∈ [m+ 1] do
3.3 T[λ]← 2D array of size 2m−λ × 8
3.4 for i ∈ [n/2] do for (a, b) ∈ F2 do
3.5 T[1][i][a, b]← (a⊕ b) · Yi + b · Yi+n/2
3.6 for ϕ← 0 . . . n− 1 do
3.7 l← CalcT_SC(ϕ,T,C)
3.8 C[m][ϕ mod 2]←1[ϕ ∈ I ∧ l < 0]
3.9 UpdateC_SC(ϕ,C)
3.10 uˆ[n] ← C[0][0..n− 1](Q
(n))−1
3.11 return uˆI
In Alg. 3 the top-level decoding function is provided. The
inputs are the length of the code n = 2m, the channel LLRs
Y[n], and the set of non-frozen positions I ⊆ [n]. Array Y of
channel LLRs defined for channel output y[n] as
Yi = ln
W (1|yi)
W (0|yi)
. (16)
The algorithm returns the estimated information vector uˆI .
By Remark 1, we can add an arbitrary constant value to all
elements within a cluster. In lines 3.4–3.5 the values of
L
(s[m−1])
0 [a, b]− lnW (0|yi)− lnW (0|yi+n/2)
= ln
W (a⊕ b|yi)
W (0|yi)
+ ln
W (b|yi+n/2)
W (0|yi+n/2)
= (a⊕ b) · Yi + b · Yi,
are computed and stored in array T[1][i][a, b], where i =
J(s[m−1]). Here, for a ∈ F, r ∈ R, product a · r ∈ R is
computed as if a was an integer.
In line 3.7, function CalcT_SC is called, which returns
LLR L˜ϕ. In line 3.8 the hard decision on uϕ is made by (7).
In line 3.9 function UpdateC_SC is called to propagate hard
decisions uˆϕ, made on layerm, to previous layers. In line 3.10
the estimated codeword is converted to the input information
vector by multiplying by (Q(n))−1, which can be done in
O(n log n) operations by reversing the order of XOR nodes
presented in Fig. 1.
D. Complexity of the Straightforward SC Decoding
We express the complexity in terms of the number of
floating-point additions and comparisons, assuming that the
complexity of bit operations is zero. Also, we do not count
comparison with zero and taking the absolute value as a
comparison operation, since they can be implemented by
taking/dropping the sign of a float, which can be considered
as bit operations rather than float comparisons.
Operator σi,t,j has complexity C(σi,t,j) = 2
t · (2j+1 − 1),
since it computes 2j additions and 2j−1 comparisons for each
of 2t output values. Operator µi,t,j has complexity C(µi,t,j) =
2t · (2j − 1). Operator ∆µi,1,j has complexity C(∆µi,1,j) =
2 · (2j − 1) + 1 = 2j+1 − 1.
The complexity of processing all phases on layer λ =
2..m − 1 is shown in Table I. The total complexity of
processing layer λ is 2m−λ · (40 · 2λ − 96) = 40n− 96n/2λ.
Layer λ = 1 is processed in lines 3.4–3.5, and its complexity
is C(n, 1) = n/2. Compared to layers 2...m − 1, processing
on layer m includes converting the 3-cluster to 1-cluster by
µ0,1,2, µ1,1,1, µ2,1,0 for phase ϕ < n − 2, ϕ = n − 2,
ϕ = n − 1, respectively, and then computing LLR by (6).
The total complexity of all these operators is 7n− 10.
The total complexity of cluster operators is
C(n)=7.5n−10+
m∑
λ=2
[
40n−
96n
2λ
]
=40n log2 n−120.5n+86.
In the case of small n, the complexity of procesing the
begining and ending phases 0, n − 2, n − 1, and top/bottom
layers m, 1, 2, can play a huge role in the overall complexity.
However, as n → ∞, the complexity of computing output
LLRs is only defined by two numbers, marked in bold in
Table I. The term before n log2 n is equal to the half-sum of
these numbers. These numbers correspond to the complexity of
processing odd and even phases in most cases when n→∞.
III. EFFICIENT SC DECODING
In this section we provide an SC decoder implementation
which has complexity 20n log2 n + o(n log n) instead of
40n log2 n+ o(n logn).
A. Improved Sequence of Cluster Operators
We start with a simple example which shows how one can
reduce the complexity of cluster operators.
Consider consecutive computing of L2ψ+1[u
2ψ+3
2ψ+1] and
L2ψ+2[u
2ψ+4
2ψ+2] on some layer 3 ≤ λ ≤ m − 2. In the
straightforward implementation, computing the former cluster
costs 56 operations, and computing the latter cluster costs
24 operations. Note that both 3-clusters can be obtained by
marginalization (13) of 4-cluster L2ψ+1[u
2ψ+4
2ψ+1]:
L2ψ+1[u
2ψ+3
2ψ+1] = µ0,3,1(L2ψ+1[u
2ψ+4
2ψ+1]) (17)
L2ψ+2[u
2ψ+4
2ψ+2] = µ1,3,0(L2ψ+1[u
2ψ+4
2ψ+1], uˆ2ψ+1) (18)
A 4-cluster L2ψ+1[u
2ψ+4
2ψ+1] can be computed as
L2ψ+1[x
4
1] =x0=uˆ2ψ max
x5∈F
{
L
(0)
ψ [x[6]X
(6)] + L
(1)
ψ [x[6]Z
(6)]
}
(19)
5max
R
R′
HD
max
R′′
T
S
R
HD
Fig. 3: Given S = L
(s,0)
ψ (x[3]) and T = L
(s,1)
ψ (x[3]), obtain
a 4-cluster R = L
(s)
2ψ+1(x[4]), and use it to obtain 3-clusters
R′ = L
(s)
2ψ+1(x[3]) and R
′′ = L
(s)
2ψ+2(x[3]) by marginalization
(compare to Fig. 2e–2f).
which requires 2 additions and a comparison for each of 16
output values, making the total complexity 48 operations. After
that, we perform marginalization (17)–(18). Marginalization
operator (17) has complexity 8 as it performs a comparison
for each of the 8 values of L2ψ+1[u
2ψ+3
2ψ+1]. The second opera-
tor (18) has zero complexity, as it consists of assigning some
values of the 4-cluster to 3-cluster L2ψ+2[u
2ψ+4
2ψ+2].
The proposed approach is illustrated in Fig. 3.
Thus, instead of 80 operations, one can compute two 3-
clusters in 48 + 8 = 56 operations. However, when asked
for a 3-cluster on an odd phase, layer λ should save the
computed 4-cluster in some array for reuse on the subsequent
even phase, which is solved by appropriate tuning of Tal-Vardy
data structures.
Similar tricks can be performed for other cases. The com-
plete description of the calling sequence of cluster operators
σ and marginalization operators µ are shown in Tables II–V.
B. Efficient Computing of Two Maxima
Consider a problem of computing R[2] for input S[2] and
T[2], such that
R0 = max {S0+T0, S1+T1} , R1 = max {S0+T1, S1+T0}
(20)
The complexity of straightforward computation is 6 opera-
tions. However, one can do better.
Since in r.h.s. of (20) we have all 4 pairwise sums of
S[2] and T[2], the maximum of the output values Rr =
max {R0, R1} = max {S0, S1}+max {T0, T1}. Denote max-
ima of each input arrays as Ss and Tt. Then, Rr = Ss+Tt, and
obviously r = s⊕ t. The other output value, Rr⊕1 = Rs⊕t⊕1,
can be expressed as
Rr⊕1 = max {Ss + Tt⊕1, Ss⊕1 + Tt}
= max {Rr − Tt + Tt⊕1, Rr − Ss + Ss⊕1}
= Rr −min {Tt − Tt⊕1, Ss − Ss⊕1}
= Rr −min {|T0 − T1|, |S0 − S1|} . (21)
The last equality follows from the fact that Tt ≥ Tt⊕1 and
Ss ≥ Ss⊕1. So, instead of comparing S0 with S1 and T0
with T1 for computing Rs⊕t, one can begin with computing
δ = S0 − S1 and ∆ = T0 − T1 and take their signs for free.
Basing on their signs, one computes Rr = Ss + Tt. Also,
the absolute values of δ and ∆ are then used in (21), i.e.
Rr⊕1 = Rr − min {|δ|, |∆|}. The total complexity of such
computation is 5.
Algorithm 4: Max2D(S[2], T[2], δ,∆)
4.1 s← 1[sign δ = −1]; t← 1[sign∆ = −1]
4.2 Rs⊕t ← Ss + Tt; Rs⊕t⊕1 ← Rs⊕t −min {|δ|, |∆|}
return R[2]
Function Max2D in Alg. 4 uses already computed values of
δ and ∆ and computes R10. Its complexity is 3 operations.
C. Employing Efficient Maxima in Cluster Operators
Consider cluster operator σ1,4,1 given by (19). Assume that
uˆ2ψ = 0 (otherwise we can permute the input), and denote
S = L
(0)
ψ , T = L
(1)
ψ , R = L2ψ+1. Then, one obtains
R[x[4]] = max {S[A0(x)]+T [B0(x)], S[A1(x)]+T [B1(x)]} ,
(22)
where
Ab(x) = (0, x[4], b)X
(6) = (x0 ⊕ x1, x1 ⊕ x2 ⊕ x3, x3 ⊕ b)
Bb(x) = (0, x[4], b)Z
(6) = (x0 ⊕ x1, x2 ⊕ x3, b).
Denote x′[4] = (x0, x1, x2 ⊕ 1, x3 ⊕ 1). Observe that
Ab(x
′) = Ab⊕1(x), Bb(x
′) = Bb⊕1(x) for all b ∈ F. Thus,
R[x′[4]] = max {S[A1(x)]+T [B0(x)], S[A0(x)]+T [B1(x)]} .
Comparing this with (22), one can see that pair (R[x], R[x′])
can be obtained via function Max2D, with δ = S[A0(x)] −
S[A1(x)] and ∆ = T [B0(x)] − T [B1(x)].
The output array R consists of 8 pairs (R[x[4]], R[x[4] ⊕
(0011)]), x3 = 0, x[3] ∈ F
3. For each of these pairs
δ = S[A0(x)] − S[A1(x)]. Furthermore, it appears that we
have only 4 different values of δ. Indeed, consider x =
x + (1, 1, 1, 0). Note that Ab(x) = Ab(x) = Ab⊕1(x
′) =
Ab⊕1(x
′). So, for two pairs of output values, (R[x], R[x′])
and (R[x, x′]) we have the same value of δ. The same
applies to ∆ and pairs (R[x], R[x′]) and (R[x˜, x˜′]), where
x˜ = x + (1, 1, 0, 0). We propose to compute 4 values of δ
and 4 values of ∆, and then call function Max2D for 8 times,
see Alg. 5. This trick works for operator σ0,3,1 as well (see
Alg. 6).
The complexity of the efficient implementation of operator
σ1,4,1 is 32 (instead of 48), the complexity of operator σ0,3,1
is 16 (instead of 24).
D. Processing of Layer 2
In order to enable computations on layer 3, layer 2 should
provide clusters L
(s)
0 [v[3]], L
(s)
0 [v[2]] and L2,1[v
3
1 ], where
vi ∈ F, s ∈ F
m−2. We propose to compute a 4-cluster
L
(s)
0 [v[4]] and obtain all needed clusters by calling appropriate
marginalization operators. The proposed approach is illustrated
in Fig. 4. Denote x[4] = v[4]Q
(4) . By Remark 1, we can
6Algorithm 5: σ1,4,1(S, T, u), complexity: 32
5.1 allocate 4-cluster R
5.2 for (a, b) ∈ F2 do
5.3 δ[a, b]← S[a, b, 0]− S[a, b, 1]
5.4 ∆[a, b]← T [a, b, 0]− T [a, b, 1]
5.5 for x ∈ F3 do
5.6 s← (u0, x)X
(4); t← (u0, x)Z
(4)
5.7 (R[x, 0], R[x[2], x2 ⊕ 1, 1])←
Max2D(S[s, 0..1], T [t, 0..1], δ[x[2]],∆[x[2]])
5.8 return R
Algorithm 6: σ0,3,1(S, T, u), complexity: 16
6.1 allocate 3-cluster R
6.2 for a ∈ F do
6.3 δ[a]← S[a, 0]− S[a, 1]
6.4 ∆[a]← T [a, 0]− T [a, 1]
6.5 for (a, b) ∈ F2 do
6.6 (R[a, b, 0], R[a, b⊕ 1, 1])←
Max2D(S[a⊕ b, 0..1], T [b, 0..1], δ[a⊕ b],∆[b])
6.7 return R
add arbitrary value to all cluster elements. Therefore, we can
compute L
(s)
0 [v[4]] as
3∑
i=0
lnW (xi|yj+in/4)+
1
2
3∑
i=0
ln
[
W (0|yj+in/4)W (1|yj+in/4)
]
=
3∑
i=0
(−1)xi ·
Yj+in/4
2
, (23)
where j = J(s) given by (11), Yi is given by (16).
The r.h.s. of (23) for all x[4] ∈ F
4 can be computed as
follows. First, arrange all x[4] ∈ F
4 in the order of Gray code
as (x(i))15i=0, x
(i) ∈ F4. Arrange1 all v
(i)
[4] ∈ F
4 according
to the order of x(i), so that x(i) = v(i)Q(4). Consider the
first 8 values. They correspond to x3 = 0, which implies
v3 = 0. Compute L
(s)
0 [v
(0)] = L
(s)
0 [0
4] = 12
∑3
i=0 Yj+in/4 by
three additions (we do not count dividing by 2 as a floating-
point operation, since it can be easily implemented by a binary
shift). Each of the next 7 values of L
(s)
0 [v
(h)], h = 1..7 can be
1A fun fact: v(i) is then a binary representation of i.
Yi
Yi+n/4
Yi+n/2
Yi+3n/4max
max
uˆ
(s)
0
uˆ
(s)
1
Fig. 4: Efficient processing of layer λ = 2: one operator
σ0,4,0 to obtain 4-cluster L
(s)
0 (u
(s)
[4] ), and 4 marginalization
operators applied to the 4-cluster to obtain the remaining
clusters (compare to Fig. 2a–2d).
TABLE II: Cluster operators on layer 2.
Phases Cluster Operators Complexity
0 σ0,4,0, µ0,3,1, µ0,2,1 14
1 µ1,3,0 0
2 µ1,2,0 0
Total 14
TABLE III: Cluster operators on layer λ, 3 ≤ λ ≤ m− 2.
Phases Cluster Operators Complexity
0 σ0,3,1, µ0,2,1 20
1, 3, ...,2λ − 7 σ1,4,1, µ0,3,1 40
2, 4, ...,2λ − 6 µ1,3,0 0
2λ − 5 σ1,5,0, µ0,4,1, µ0,3,1 24
2λ − 4 µ1,3,0, µ1,4,0 0
2λ − 3 µ1,3,0 0
2λ − 2 µ1,2,0 0
Total 20 · 2λ − 76
computed with complexity 1 by adding or subtracting Yj+in/4
from L
(s)
0 [v
(h−1)], where i is the index where x(h−1) and x(h)
differ. Note also that (v[3], 0)Q
(4) = (v[3], 1)Q
(4)⊕(1, 1, 1, 1),
so the remaining 8 values can be computed as L
(s)
0 [v[3], 1] =
−L
(s)
0 [v[3], 0] with complexity 0. Moreover,
L
(s)
0 [v[3]] = max
{
L
(s)
0 [v[3], 0], L
(s)
0 [v[3], 1]
}
= |L
(s)
0 [v[3], 0]|
can be computed with zero complexity as well.
In the case when the half of the cluster σi,t,j(A,B) is equal
to the other half of the cluster with an opposite sign, we
denote such cluster operator by σi,t,j meaning the operator
with reduced complexity. This operator is given by
σi,t,0(A,B, u)[x[t−1], 0] = −σi,t,0(A,B, u)[x[t−1], 1] =
A[(u[i], x[t−1], 0)X
(2t′)] +B[(u[i], x[t−1], 0)Z
(2t′)]. (24)
The same is applied to operator µi,t,j , given by
µi,t,1(A, u)[x[t]] = |A[u[i], x[t], 0]| (25)
E. Complexity of the Efficient Implementation
The complexity of efficient operator σi,t,1, employing func-
tion Max2D, is 5 · 2t−1, with the exception for σ1,4,1 and
TABLE IV: Cluster operators on layer m− 1.
Phases Cluster Operators Complexity
0 σ0,3,1, µ0,2,1 20
1, 3, ..., n
2
−5, n
2
−2 µ1,2,0 0
2, 4, ..., n/2 − 6 σ2,3,1, µ1,2,1 24
n/2− 4 σ2,4,0, µ0,3,1, µ0,2,1 12
n/2− 3 µ1,2,0, µ1,3,0 0
Total 6n− 40
TABLE V: Cluster operators on layer m.
Phases Cluster Operators Complexity
0 σ0,3,1, µ0,2,1,∆µ0,1,1 23
1, n− 2 ∆µ1,1,0, µ1,2,0 1
2, n− 1 ∆µ1,1,0 1
3, 5, ..., n− 5 σ1,2,1,∆µ0,1,1 13
4, 6, ..., n− 4 ∆µ1,1,0 1
n− 3 σ1,3,0, µ0,2,1,∆µ0,1,1 7
Total 7n− 8
7TABLE VI: Complexity of computing output LLRs for Q(n).
n SF Proposed Proposed/Arikan [2]
16 718 272 4.25
32 2630 968 6.05
64 7734 3000 7.81
128 20502 8344 9.31
1024 2.86 · 105 1.27 · 105 12.37
4096 1.47 · 106 6.70 · 105 13.63
16384 7.20 · 107 3.33 · 107 14.54
σ1,3,1, where we reuse some values of δ,∆, see Alg. 5–6.
The complexity of operators µi,t,j and ∆µi,1,j is 2
t · (2j − 1)
and 2 · (2j − 1) + 1, respectively. The complexity of operator
µ is 0. The complexity of operator σi,t,0 is 2
t−1.
The total complexity C(n) of cluster operators in the effi-
cient implementation of SC decoding can be computed from
Tables II–V as C(n) =
∑m
λ=2 C(n, λ), where C(n, λ) is the
complexity of processing layer λ and is given by
C(n) = 3.5n+ (12n−80) + (7n−8) +
log2 n−2∑
λ=3
(
20n−
76n
2λ
)
= 20n logn− 76.5n+ 216. (26)
In Table VI the complexity of the proposed LLR com-
putation is compared to that of the straightforward LLR
computation. Also there is a relative complexity of proposed
algorithm of processing Q(n) to the complexity of computing
LLRs at the output of Arikan polarizing transformation of
size n, which is n log2 n. With n → ∞, this relation tends
to 20, since the complexity of computing LLRs for Q(n) is
20n logn+o(n logn). However, one can see that for practical
code lengths the relation is much smaller than 20.
IV. EFFICIENT LIST DECODING IMPLEMENTATION
The straightforward extension of SC decoder from Sec-
tion III to the case of list decoder leads to copying vast amount
of clusters, especially in the case of large l. In this section we
propose an efficient list decoder, which does not copy any
clusters.
A. General Structure of the List Decoding Algorithm
We employ Tal-Vardy [6] approach to list decoding. At each
phase ϕ, we have a list of l′ paths x[ϕ], i ∈ [l
′] together with
their scores S(x[ϕ]), defined as
S(x[ϕ]) = ln max
xn−1ϕ ∈Fn−ϕ
Wn(x[n]Q
(n)|y[n]). (27)
If ϕ ∈ I, each path x[ϕ] has two possible continuations x[ϕ+1],
corresponding to two possible values of xϕ ∈ F. If ϕ ∈ F ,
each path x[ϕ] has only one possible continuation x[ϕ+1] with
xϕ = 0. At phase ϕ we consider all possible continuations
of all L′ paths. So, there can be l′ or 2l′ continuations,
depending on whether ϕ ∈ I or not. The maximum list size
is restricted by manually chosen parameter l, which allows
balancing between ML decoding and SC decoding. When
ϕ ∈ I, and 2l′ > l, we compute score of all 2l′ paths and
throw away 2l′ − l paths that have the least score. It can be
shown that
S(x[ϕ+1]) = S(x[ϕ]) + τ(xϕ, L˜ϕ), (28)
where
τ(xϕ, L˜ϕ) =
{
0, if (−1)xϕ = sign L˜ϕ
|L˜ϕ| otherwise
(29)
Thus, at each phase ϕ we should compute L˜ϕ for each path
in the list. Note that the score of the empty path ε is
S(ε) = ln max
x[n]∈Fn
Wn(x[n]Q
(n)|y[n]) =
∑
i∈[n]
max
a∈F
lnW (a|yi),
(30)
since Q(n) is invertible. For a given input vector y[n], this
number is the same additive term for the score of all paths,
so we can set S(ε) = 0 without influencing the behaviour of
the list decoder.
B. List Decoding Implementation
In Alg. 7–16 the efficient list decoding implementation is
presented.
Algorithm 7: Decode(n, Y[n], I, l)
Output: Estimated data vector
7.1 p0 ← Init()
7.2 T ← GetPtr_T(p0, 2, 4)
7.3 for i ∈ [n/4] do
7.4 T [i]← σ0,4,0(Y [i, i+
n
4 , i+
n
2 , i+
3n
4 ])
7.5 for ϕ← 0 . . . n− 1 do
7.6 CalcT(p, ϕ)
7.7 if ϕ ∈ I then ContinueInfo(ϕ)
7.8 else ContinueFrozen(ϕ)
7.9 UpdateC(ϕ)
7.10 p← argmaxi∈A Score[i]
7.11 C ← CGetPtr_C(p, 0)
7.12 uˆ[n] ← C[0..n− 1](Q
(n))−1
7.13 return uˆI
In Alg. 7, the top-level function Decode calls func-
tion Init to allocate and initialize data structures.
ContinueFrozen and ContinueInfo for processing
frozen and information symbols.
In Alg. 8, function Init initializes data structures. In
the efficient implementation, we use D-clusters for D ∈
{2, 3, 4, 5} on each layer. They are modified independently, so
to avoid copying of clusters we propose to keep array indices
and reference counters for each cluster dimension separately.
This leads to extra dimension of arrays T, ArrayIndex,
FreeArrayIndices, RefCount.
Array T is indexed as T[λ][p][D][i][x[D+2]], where λ ∈
[m] \ [2] is the layer, p ∈ [l] is the path index, D ∈ [4] is the
cluster dimension minus 2, i ∈ [2m−λ] is the index of CvPT
Q(2
λ) in the recursive expansion (2), which corresponds to
u(s) and y(s) for i = J(s). Finally, x[D+2] ∈ F
D+2 is the
8Algorithm 8: Init()
Output: the index of the initial empty path
8.1 for (p, λ) ∈ [l]× [m+ 1] do
8.2 C[λ][p]← bit array of size 2m−λ+1
8.3 for (p, λ, d) ∈ [l]× [m+ 1]× [4] do
8.4 T[λ][p][d]← 2D real array of size 2λ × 2d+2
8.5 FreeArrayIndices[0..m][0..4]← stacks with set [l]
8.6 RefCount[0..m][0..l− 1][0..4]← 0
8.7 RefCount[0..m][l][0..4]← +∞
8.8 ArrayIndex[0..m][0..l− 1][0..4]← −1
8.9 ArrayIndex[0..m][0][0..4]← l
8.10 Score[0..l− 1]← 0
8.11 A← {0}; R← real array of size l
8.12 return 0
index within the cluster, this index corresponds to the value
of not-yet-estimated input symbols u
(s)
ϕ..ϕ+D+1.
Other variables are indexed as ArrayIndex[λ][p][d],
FreeArrayIndices[λ][d], and RefCount[λ][p][d], where λ, p
are layer and path index, the value of d = 0 corresponds to
array indices for C array, the values of d = 1, ..., 4 correspond
to array indices for (d+ 1)-clusters.
Algorithm 9: GetPtr_T(p, λ,D)
9.1 d← D − 1; i← ArrayIndex[λ][p][d]
9.2 if RefCount[λ][i][d]≤1 then return T[λ][i][d−1]
9.3 RefCount[λ][i][d]
−
← 1
9.4 j ← Pop(FreeArrayIndices[λ][d− 1])
9.5 RefCount[λ][j][d]← 1; ArrayIndex[λ][p][d]← j
9.6 return T[λ][j][d − 1]
Algorithm 10: GetPtr_C(p, λ)
10.1 i← ArrayIndex[λ][p][0]
10.2 if RefCount[λ][i][0] ≤ 1 then return C[λ][i]
RefCount[λ][i][0]
−
← 1
10.3 j ← Pop(FreeArrayIndices[λ][0])
10.4 ArrayIndex[λ][p][0]← j
10.5 RefCount[λ][j][0]← 1
10.6 C[λ][j][0..2m−λ+1 − 1]← C[λ][i][0..2m−λ+1 − 1]
10.7 return C[λ][j]
Alg. 9, function GetPtr_T returns a pointer to a free array
of clusters of given dimension for writing. When updating
clusters, we do not need their old values, so we do not copy
subarrays of T.
Alg. 10, function GetPtr_C returns a pointer to a subarray
of C for given layer and path for writing. In line 10.6 the array
is copied, since the new values in this array may depend on
the old value when executing lines 2.11–2.12. We also have
functions CGetPtr_C and CGetPtr_T, which return array
pointers for reading, so they do not check RefCount.
Algorithm 11: CalcT(p, ϕ)
11.1 t← 0
11.2 if ϕ = 0 then
11.3 for λ← 3...m do ProcessPhase(p, λ, 0)
11.4 else
11.5 λ← m
11.6 while λ≥2 ∧ ϕ is odd ∧ 1<ϕ < 2λ − 1 do
11.7 ϕ←
⌊
ϕ−1
2
⌋
, λ
−
← 1
11.8 while λ ≤ m do
11.9 ProcessPhase(p, λ, ϕ)
11.10 ϕ← 2ϕ+ 1, λ
+
← 1
Algorithm 12: ProcessPhase(p, λ, ψ)
12.1 Ω← operators for given λ, ψ from Tables II–V
12.2 N ← 2m−λ, C ← CGetPtr_C(p, λ)
12.3 for ω ∈ Ω do
12.4 if ω = σi,t,j or ω = σi,t,j then
12.5 t′ ← (i+ t+ j)/2
12.6 T ← GetPtr_T(p, λ, t)
12.7 T ′ ← CGetPtr_T(p, λ− 1, t′)
12.8 for I ∈ [N ] do
12.9 T [I]←ω(T ′[I], T ′[I+N ], C[2I..2I+1])
12.10 else if ω = µi,t,j or ω = µi,t,j then
12.11 t′ ← i+ t+ j
12.12 T ← GetPtr_T(p, λ, t)
12.13 T ′ ← CGetPtr_T(p, λ, t′)
12.14 for I ∈ [N ] do
12.15 T [I]← ω(T ′[I], C[2I..2I + 1])
12.16 else if ω = ∆µi,1,j then
12.17 T ← GetPtr_T(p,m, 2)
12.18 R[p]← ω(T [0], C[0..1])
Alg. 11, function CalcT computes layers to be updated and
local phases on these layers, and performs cluster operations
via calling function ProcessPhase in lines 11.3, 11.9.
Algorithm 13: ContinueFrozen(ϕ)
13.1 for p ∈ A do
13.2 Score[p]
+
← min {0,R[p]}
13.3 C ← GetPtr_C(p,m); C[ϕ mod 2]← 0
Alg. 12, function ProcessPhase performs cluster opera-
tors, given for each layer and phase in Tables II–V, for path p.
If operator ω is of type σ or σ, in lines 12.5–12.9 the operator
is executed for clusters on layer λ − 1, and the results are
stored in clusters on layer λ. If operator ω is of type µ, µ
or ∆µ, in lines 12.11–12.15 the operator is executed for t′-
clusters on layer λ, and the results are stored in t-clusters on
the same layer λ. Note that t′ 6= t and pointers T and T ′ do
not point to the same array of clusters. If λ = m, this function
9Algorithm 14: ContinueInfo(ϕ)
14.1 V ← empty array of triples
14.2 for p ∈ A do
14.3 P [p]← Score[p]− |R[p]|
14.4 X ← 1[R[p] < 0]
14.5 (Score[p], p,X), (P [p], p,X ⊕ 1)→ V
14.6 l′ = min {2 · |A|, l}
14.7 sort V in descending order by the first component
14.8 V ← V [0..l′ − 1]; K[0..l− 1]← 0
14.9 for i ∈ [l′] do K[V [i][1]]
+
← 1
14.10 for p ∈ A do if K[p] = 0 then KillPath(p)
14.11 A ← A
14.12 for p ∈ A do
14.13 X ← 1[R[p] < 0]
14.14 GetPtr_C(p,m)[ϕ mod 2]← X
14.15 if K[p] = 2 then
14.16 p′ ← ClonePath(p); Score[p′]← P [p]
14.17 GetPtr_C(p′,m)[ϕ mod 2]←X⊕1
assigns the output LLR to R[p].
In Alg. 13, function ContinueFrozen extends all active
paths by uϕ = 0, and if the output LLR sign for a given path
is not consistent with the frozen value (i.e. Lϕ < 0), then the
score of this path is penalized by the absolute value of the
LLR in line 13.2.
In Alg. 14, function ContinueInfo extends each active
path from set |A| by two possible values of symbol uˆϕ
and leave maximum of l paths with the highest score. In
lines 14.2–14.5 the scores of 2|A| continuations are computed.
Global array R is used to store output LLRs provided by
CalcT function, for path p. Path p is split into two paths:
one is continued according to the sign of the output LLR
R[p], and its score is equal to the score of the original path
Score[p]. The other is continued by the other value, and its
score is penalized by |R[p]|, see (29). Array P is used to
store penalized scores of each path continuation. Scores, path
indices and path continuations are stored as triples in array V .
In lines 14.7–14.10, this array is sorted, and excess paths with
the lowest score are dropped from V .
Then, in lines 14.8–14.9, the number of saved continuations
of each path is stored in array K . All active paths that have no
continuations in array V , are killed via procedure KillPath
in line 14.10. All other active paths are continued by the loop
in lines 14.12–14.17. If a path has only one continuation saved
in array V , it is continued by the hard decisionX on the output
LLR, because the other continuation has lower score. If a path
has both of possible continuations in array V , it is cloned and
the clone is continued by X ⊕ 1 in lines 14.15–14.17.
In Alg. 15, 16 functions KillPath and ClonePath
are presented. They are the same as in the straightforward
implementation, the only difference is that we deallocate
arrays for all cluster dimensions.
Denote the first information and the last frozen symbol
indices by Φ0 = min I, Φ1 = maxF . Observe that LΦ0(0
Φ0)
is a common additive term for all path scores. Thus, computing
Algorithm 15: KillPath(p)
15.1 for (λ, d) ∈ [m+ 1]× [5] do
15.2 i← ArrayIndex[λ][p][d]
15.3 RefCount[λ][i][d]
−
← 1
15.4 if RefCount[λ][i][d] = 0 then
15.5 Push(i,FreeArrayIndices[λ][d])
15.6 A← A \ {p′}
Algorithm 16: ClonePath(p)
16.1 choose p′ ∈ [l] \A
16.2 for λ ∈ [m+ 1] do
16.3 ArrayIndex[λ][p′][0..4]← ArrayIndex[λ][p][0..4]
16.4 A← A ∪ {p′}
16.5 return p′
LLRs L˜ϕ for ϕ ∈ [Φ0] can be skipped. So, the main loop in
lines 7.5–7.9 can be started from phase Φ0. In this case, one
needs to precompute some clusters, if they are used in the first
information phase Φ0.
Observe also that path score can only decrease with the
increase of ϕ. However, if a phase corresponds to information
symbol, the best path is not penalized. So, the score of the
best path during phases ϕ = Φ1 +1, ..., n− 1 is not changed,
but the scores of other paths may decrease. One can obtain
the best path uˆΦ10 on phase ϕ = Φ1 and then switch to
SC decoding, not changing the behaviour of the list decoder.
The modifications needed to be done to perform this trick are
obvious, so we omit them for the sake of brevity.
V. NUMERICAL RESULTS
In Fig. 5 the FER / complexity curves for a (4096, 2048)
convolutional polar subcode (CvPS) and Arikan polar subcode
are presented. The CvPS is constructed as shown in [7],
[8]. The simulations were over AWGN channel with BPSK
modulation, with SNR Eb/N0 = 1.25 dB. The intersection
point corresponds to l = 96 for the Arikan polar subcode and
l = 11 for the CvPS.
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Fig. 5: (4096, 2048) CvPS and Arikan polar subcode.
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Fig. 6: (16384, 8192) CvPS and Arikan polar subcode.
In Fig. 6 the FER / complexity curves for the (16384, 8192)
CvPS and the Arikan polar subcode are presented. The SNR
of the AWGN channel is Eb/N0 = 1 dB. The intersection
point corresponds to l = 90 for the Arikan polar subcode and
l = 8 for the CvPS.
In [3], two SC decoding algorithms for CvPCs are proposed:
the probability-based and LLR-based. The probability-based
algorithm from [3] has the same complexity the straightfor-
ward SC decoding, presented in Section II-C. The LLR-based
algorithm from [3] has greater complexity than the presented
straightforward SC decoding.
VI. SUMMARY
Efficient implementations of SC and list decoding of convo-
lutional polar codes are proposed. The SC decoding implemen-
tation can be used for convolutional polar kernels processing.
The proposed implementation reduces complexity by more
than 2 times compared to the straightforward decoding of
CvPCs. The complexity reduction is achieved by reusing
already computed clusters, by improved implementation of
cluster operators, and by efficient computing of maxima of
pairwise sums needed to obtain output clusters. Further com-
plexity reduction is obtained by skipping the initial block of
frozen phases and switching to SC decoding after processing
the last frozen symbol.
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