The problem of generation desirable fuzzy rules is very important in the development of fuzzy systems. The purpose of this paper is to present a generation method of fuzzy control rules by learning from examples using genetic algorithms. We propose a real coded genetic algorithm for learning fuzzy rules, and an iterative process for obtaining a set of rules which covers the examples set with a covering value previously de ned.
Introduction
Fuzzy rules based systems have been shown to be an important tool for modeling complex systems, where due to the complexity or the imprecision, classical tools are unsuccessful.
In 19, 5] it was proved that fuzzy systems are universal approximators in the sense that for any continuous systems is possible to nd a set of fuzzy rules able of approximating it with arbitrary accuracy. The problem is how to nd the rules.
There are di erent modes to derive them: -Based on Expert Experience and Control Engineering Knowledge. -Based on Operator's Control Actions.
-Based on the Fuzzy Model of a Process.
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-Based on Learning or Self organizing Control.
The construction of fuzzy rules has been mainly based on the operator's control experience or actions. Unfortunately, acquiring rules from experts is not an easy task, and on the other hand, it is very di cult for a knowledge engineer to extract rules from static databases. Thus, rule acquisition becomes a bottleneck in the knowledge engineering process.
Recently there is an extensive literature of learning from examples in a fuzzy environment and various methods have been proposed. These methods include the learning methods employing Descent Method, 1], or Neural Network, 21, 11] , or fuzzy discretization and clustering techniques 14, 22] , or mountain clustering method, 20], or frequencies in the identication of a system, 6], or Belief or Uncertainty measures, 3, 15, 7] , as well as tools to identify the structure of a fuzzy model 18, 16, 17] .
In a learning process we can distinguish different components:
1. A generation method of desirable fuzzy rules able to include the complete knowledge of the set of examples. 2. A simplify method: 2.1. Resolving con icts among the generated rules, 2.2. Finding the nal set of fuzzy rules able to approximate the input-output behavior of a real system. 3. A tuning method of the set of rules obtained in the step 2.
We will focus this paper on the description of a method for generating desirable fuzzy rules from examples using genetic algorithms. We propose a generation method of fuzzy rules by means of a special real coded genetic algorithm (RCGA), where a chromosome represents a fuzzy rule, and is evaluated by means of a frequency method ( 6, 7] ). The RCGA will nd good rules, and with an iterative process we obtain a set of rules covering the set of examples.
In order to that, we set out the paper as follows. Next section describes the fuzzy rule structure that we use. Section 3 introduces the genetic algorithms, and section 4 presents the generation method of fuzzy rules.
Fuzzy Rule Structure
We consider rules with a free structure, without an initial referential fuzzy sets.
The 
Genetic Algorithms
Genetic Algorithms (GA) are search algorithms that use operations found in natural genetics to guide the trek through a search space. GA are theoretically and empirically proven to provide robust search in complex spaces, giving a valid approach to problems requiring e cient and e ective search 8].
Although there are many possible variants of the basic GA, the fundamental underlying mechanism operates on a population of chromosomes or individuals (representing possible solutions to the problem) and consists of three operations:
(1) evaluation of individual tness, (2) formation of a gene pool, and (3) recombination and mutation. The following gure shows the structure of a simple GA, Procedure genetic algorithm begin (1) t = 0; initialize P(t); evaluate P(t); While (Not termination-condition) do begin (2) t = t + 1; select P(t) from P(t ? 1); recombine P(t); evaluate P(t); end (2) end (1) Figure 1: Structure of a GA Thus, it is generally accepted that any GA to solve a problem must take account the ve following components:
1. A genetic representation of solutions to the problem, 2. a way to create an initial population of solutions, 3. an evaluation function which gives the tness of each individual, 4. genetic operators that alter the genetic composition of children during reproduction, and 5. values for the parameters that the GA uses (population size, probabilities of applying genetic operators, etc.).
Generating Fuzzy Rules
Let us suppose we know a set of p training examples E p = fe 1 ; :::; e p g of the system consisting of the values that the variables take during an experiment in which the system is controlled by an expert: "in the time t = k, the value of the variable vectors X and Y are ex k and ey k respectively"
If we wish to generate a set of rules describing the behavior of a system, then a condition over the set of generated rules, R, is necessary to establish. This is the requirement of covering all possible situation-action pairs, e k 2 E p , the completeness property. This may be formalized for some constant ) where is a t-norm, and R i (e k ) is a compatibility degree between the rule R i and the example e k .
We propose to depth in this requirement: Given a set of rules R, we de ne the covering value of a example e k with a base of rules R as
and we will require in our method the following condition CV R (e k ) k = 1; :::; p with = 1 as an initial proposal.
Next, we propose a generation method of rules by means of a RCGA and a covering method of the set of examples.
Every chromosome of the RCGA represents a fuzzy rule, and this is evaluated by means of the concepts of frecuency, possitive and negative examples. Then, the RCGA will obtain a good rule with a) a great frecuency value, b) a big set of possitive examples with compatibility degree greatter than , and c) without negative examples.
The covering method will be an iterative process which runs the RCGA over the set of examples, choices the best chromosome (rule), asigns to every example the relative covering value, and removes the examples with a covering value greater than from the set of examples.
First we describe the components of the RCGA, and fatherly we present the covering method.
Real Coded Genetic Algorithms
In order to describe the RCGA we present the ve components indicated in section 3.
Representation
In the population of the RCGA a candidate solution C r , r = Suppose the example e k 2 E t and the component ex k j 2 a j ; b j ], 4ex k j = minfex k j ? a j ; b j ?ex k j g, let (ex k j ) be a random value in the range 0; 4ex k j ], then we form the membership function by the 4-tuple (ex k j ? (ex k j ); ex k j ; ex k j ; ex k j + (ex k j )):
The procedure is the same for the rest components of e k .
The An example is considered negative for a rule when it matches better with some other rule having the same antecedent but di erent consequent.
An evaluation function to the rule R i and therefore a tness function to the associated chromosome C i can be de ned as: 
Covering method
Using the above RCGA, the process would be as follows:
Initialization:
To introduce and .
To assign CV k] 0, k = 1; :::; p. 2. Over the set of examples E p we apply the speci c RCGA. 3. We select the best chromosome C r with R r the associated fuzzy rule. 4. We introduce R r in the set of rules R, which initially is empty. 5. We obtain E + (R r ) from E p .
For every e k 2 R r do CV k] CV k] + R r (e k ), If CV k] then remove it from E p . 6 . If E p = ; then Stop else return to Step 2.
Conclusions
We have focused this paper on the description of a method for generating desirable fuzzy rules from examples using a RCGA and a covering process of a set of examples. This is the rst component of the learning process described in section 1.
About the other components, a rst proposal of a simplify method to nd the nal set of fuzzy rules able to approximate the inputoutput behavior of a real system is described in 4] (section III.3), and a tuning method of the set of rules is described in 9], both using GA.
