A subsystem formulation of time-dependent density functional theory ͑TDDFT͒ within the frozen-density embedding ͑FDE͒ framework and its practical implementation are presented, based on the formal TDDFT generalization of the FDE approach by Casida and Wesolowski ͓Int. J. Quantum Chem. 96, 577 ͑2004͔͒. It is shown how couplings between electronic transitions on different subsystems can be seamlessly incorporated into the formalism to overcome some of the shortcomings of the approximate TDDFT-FDE approach in use so far, which was only applicable for local subsystem excitations. In contrast to that, the approach presented here allows to include couplings between excitations on different subsystems, which become very important in aggregates composed of several similar chromophores, e.g., in biological or biomimetic light-harvesting systems. A connection to Förster-and Dexter-type excitation energy coupling expressions is established. A hybrid approach is presented and tested, in which excitation energy couplings are selectively included between different chromophore fragments, but neglected for inactive parts of the environment. It is furthermore demonstrated that the coupled TDDFT-FDE approach can cure the inability of the uncoupled FDE approach to describe induced circular dichroism in dimeric chromophores, a feature known as a "couplet," which is also related to couplings between ͑nearly͒ degenerate electronic transitions.
I. INTRODUCTION
The investigation of photoexcitation processes and subsequent excitation energy transfer processes is a challenge for quantum chemical methods, in particular, in the context of natural light harvesting systems. 1 The excitation energy couplings relevant for these phenomena are often described in terms of Förster ͑Coulomb͒ 2 and Dexter ͑exchange͒ couplings 3 of noninteracting subunits. Several studies on these effects have been carried out during the past years, which highlight the effect of approximations introduced for the Coulomb coupling ͑e.g., dipole coupling models͒ as well as short-range effects of general orbital penetration and charge-transfer type. [4] [5] [6] [7] [8] In principle, the excitation energy splittings arising from these couplings can be extracted from quantum chemical calculations on the excited states of a supersystem composed of all chromophores under investigation. Among the firstprinciple methods which can be employed to describe excited states, time-dependent density functional theory ͑TD-DFT͒ has proven to be a robust method for systems of considerable size. 9, 10 It is often the method of choice for structural motifs of biological or biomimetic photosynthetic systems. 11, 12 Much effort has been spent in order to improve its performance for critical cases such as Rydberg 13, 14 or charge-transfer excitations. [15] [16] [17] [18] [19] [20] [21] The latter point is important for the description of charge-separation processes in photosynthetic reaction centers. 22, 23 A fully quantum chemical description of a system such as a natural light harvesting complex is still out of reach, in particular, if the surrounding medium shall also be considered. Recently, methods have been proposed to include excitation energy couplings perturbatively into TDDFT calculations starting from noninteracting fragments, in which bulk medium effects are considered in terms of continuum models. [24] [25] [26] From a chemist's perspective, it appears that the description of aggregates of interacting chromophores and their environment should indeed be based on a subsystemoriented approach, since the building blocks often retain their individual properties to a good approximation also in the supermolecule ͑see, e.g., Ref. 27 , p. 485͒. In cases of weakly interacting systems, frozen-density embedding 28, 29 ͑FDE͒ and related methods 30, 31 are conceptually very attractive approaches, which have been widely used for, e.g., solvent systems, [32] [33] [34] [35] hydrogen-bonded or van der Waals complexes, [36] [37] [38] and even parts of proteins have been modeled with this technique. 39 For a recent review, see Ref. 40 . FDE allows to describe a particular subsystem in a KohnSham-type fashion, while the influence of all other subsystems is taken into account in an effective, but entirely quantum chemical way. FDE relies on a subsystem formulation of density functional theory proposed by Cortona 41 and is exact in the limit of exact functionals for the exchangecorrelation and kinetic-energy contributions of the interaction energy. Its time-dependent response generalization 42 can be formulated in an approximate way that is straightforward to implement into TDDFT programs and that can be used to calculate local excitations of an embedded molecule. 43 As has been shown recently, this leads to greatly enhanced efficiency for, e.g., solvated systems. 32, 33, 35 At the same time, it offers the conceptual advantage that excitations can still be interpreted in terms of orbital transitions of the embedded fragment, and that the problem of unphysically low chargetransfer states, which is severe for extended systems composed of weakly interacting fragments 21 is avoided by construction of the method. 32 The approximation introduced in Ref. 43 and applied successfully in many subsequent studies 32, 33, 35, 43, 44 solves the response equations in terms of the orbital transitions of the embedded subsystem, assuming that the total density response can be approximated by the local response of the embedded-fragment density. The environmental effect enters the calculation ͑i͒ in terms of the change in the orbitals and orbital energies, which is often dominant, 35 and ͑ii͒ in terms of an additional contribution to the exchange-correlation kernel that stems from the embedding potential. The recent study on induced circular dichroism in Ref. 44 , however, showed that there are certain cases where FDE leads to qualitatively wrong results because couplings to the environmental response become dominant, which are neglected in the approximate FDE-TDDFT approach. This also means that excitation energy couplings between different subsystems cannot be described in this approximate formalism. The original TDDFT generalization of FDE in Ref. 42 leads to an effective kernel for excitation energies of the embedded system which is still in principle exact. However, this effective kernel would actually require to calculate the full response of the environmental system, so that no overall savings in computational effort can be expected. In this work, it will be shown that it is possible to find an appropriate formalism within the frozen-density embedding context that allows to include couplings between the embedded system and the environment, and that suitable approximations can be formulated so that the computational cost is still small compared to a supermolecular TDDFT calculation.
For this purpose, a brief summary of the conventional TDDFT response approach is given in Sec. II before details of the TDDFT embedding formalism are presented in Sec. III. Possible approximations that go beyond the local response and allow to seamlessly include excitation energy couplings in the FDE framework are discussed in Sec. IV. Information on the computational details and the numerical precision is given in Sec. V, before a case study on a benzaldehyde dimer is carried out in Sec. VI. The applicability to more than two fragments is shown in Sec. VII, and Sec. VIII presents a hybrid approach for several chromophores separated by a solvent, to which couplings are neglected. Section IX deals with the ability to describe the circular dichroism spectra of coupled chromophores. Conclusions are given in Sec. X.
II. THEORY: SUPERMOLECULAR TDDFT
In time-dependent density functional response theory, the response of the density due to a perturbation ␦v͑r , ͒ of frequency can be written as 9 
Here and in the following, we use the labels i , j ,... for occupied ͑spatial͒ orbitals, and a , b ,... for virtual ͑spatial͒ orbitals. The indices , characterize the spin of an orbital, and ia is the orbital energy difference ia = ⑀ a − ⑀ i . The density change can then be expressed as
where
The matrix elements ␦v ai of the perturbation consist of two parts,
where ␦v ext is the external perturbation, while ␦v el is the electronic perturbation due to the density response. Assuming a linear response of the potential with respect to the change in the density, the matrix elements of the electronic perturbation are given as
͑7͒
where r 12 = ͉r 1 − r 2 ͉ and f xc is the exchange-correlation kernel. It is routinely approximated by the frequency-independent, adiabatic local density approximation ͑ALDA͒. Therefore, the frequency dependence of f xc and the coupling matrix K will be dropped in the following. The above expression can now be used in Eqs. ͑6͒ and ͑4͒ in order to arrive at
Collecting all the elements ␦P ia and ␦v bj ext in the vectors ␦P and ␦v ext , respectively, the last equation can be transformed into the following matrix form:
where we have defined F : =S 1/2 ␦P. The elements of the matrices S and ⍀ are defined as
and
͑11͒
If corresponds to an excitation energy of the system, the density response described by ␦P will diverge although the external perturbation is finite. This means that for a resonance frequency the matrix ͓⍀ − 2 ͔ −1 must have a singularity, and we can determine the resonance frequencies by solving the eigenvalue equation
III. FDE FORMALISM

A. Subsystem formulation
In FDE, the total electron density is partitioned into an embedded part A and an environmental part B according to 28 
In a more general formulation the total density can equally well be partitioned into parts for several subsystems, 41 ,46
where the sum runs over all subsystems. One can then derive Kohn-Sham-type effective one-electron equations for the orbitals of a subsystem J by minimizing the total energy of the system with respect to the density J ͑r͒ while keeping all other densities frozen. The only difficulty in these calculations is the kinetic energy, which cannot be treated in the usual Kohn-Sham fashion, but is approximated as a sum of the kinetic energies of the subsystems plus a nonadditive correction which is evaluated in terms of a nonadditive kinetic-energy functional. The total effective potential in the one-electron equations for subsystem J is then 
͑16͒
In analogy to the supermolecular case, the subsystem response densities may be expanded in terms of the occupied and virtual molecular orbitals of the respective subsystems following Eq. ͑3͒,
where the index I labels the subsystems. It should be noted that this ansatz for the density response is an approximation compared to the supermolecular case. It is assumed that the density response can be expanded in terms of intrasubsystem orbital transitions only, while intersubsystem transitions do not occur. In that sense, we are making an approximation, since no charge-transfer excitations between the subsystems are allowed in the formalism. However, this approximation recovers the advantage that no artificially low long-range charge transfer excitations between different weakly interacting fragments will be obtained, which is helpful for the analysis of the calculations. Nevertheless, this approximation clearly restricts the range of applicability of the current approach. Also in the subsystem formulation, the expansion coefficients contain matrix elements of the perturbation, which again has two parts, see Eq. ͑6͒,
͑18͒
Assuming again a linear response of the effective oneelectron potentials with respect to the density, we obtain for the induced electron-electron interaction potential
͑19͒
The effective electron-electron interaction potential for a subsystem I is given in Eq. ͑15͒ and consequently, its derivative with respect to the density J is obtained as
where f Coul is the Coulomb part of the kernel,
and f Cxck tot = f Coul + f xck tot . Inserting this into Eq. ͑19͒, we obtain
͑24͒
The approximation introduced in Ref. 43 
Going back to the full expression, Eq. ͑24͒, we can see that matrix elements of the induced potential are given as
͑26͒
Similar to the supermolecular case we arrive at
where the sum is over all occupied-virtual pairs on all fragments J. In complete analogy to the supermolecular case, i.e., to conventional TDDFT, we can set up an eigenvalue equation to determine the excitation energies,
The matrix ⍀ sub can be divided into intrasubsystem and intersubsystem blocks ͑for systems A , B , ... ,Z͒, so that we obtain
͑30͒
Compared to the eigenvalue equations for the isolated systems I , J ,..., this equation contains three differences: ͑1͒ The intersystem coupling blocks ⍀ IJ are absent in isolated molecule calculations, ͑2͒ the coupling matrix elements carry the effective kernel that contains exchange-correlation and kinetic-energy contributions from all subsystems, and ͑3͒ the orbitals and orbital energies employed in the calculation of the matrix elements are obtained from a ground-state FDE calculation. In contrast to the approaches in Refs. 25 and 26 the effects arising from nonorthogonal orbitals are implicitly contained in this equation by means of the nonadditive kinetic-energy contributions, both to the ground-state potential and to the response kernel. Nevertheless, the FDE approach may be affected if nonorthogonality effects become too strong because of the limitations of the approximate nonadditive kinetic-energy functionals currently in use.
While the effects ͑2͒ and ͑3͒ mentioned above are also present in the approximate form of FDE-TDDFT applied so far, the couplings to the environment are not. Assuming that we already know the eigenvectors of the subsystem matrices ⍀ II ͓from FDE-TDDFT calculations in the approximate form of Eq. ͑25͔͒, we can set up a unitary transformation matrix,
where U I are the square matrices containing as columns all the eigenvectors of the subsystem matrix ⍀ II . Multiplying Eq. ͑29͒ from the left by U † and inserting UU † in front of F k yields
U. This transformation will bring Eq. ͑30͒ into the following structure:
where again a tilde denotes transformed quantities, and I,0 2 is a diagonal matrix containing the squared resonance frequencies of the subsystems in the absence of intersystem couplings. Transition dipole moments and oscillator strengths within TDDFT can be obtained from the solution vectors F k , 48 which are obtained as
B. Effective embedding kernel
There is a possible second approach to the solution of Eq. ͑30͒, which underlines the "effective embedding nature" of the approach. Assuming that we are only dealing with a two-partitioning case ͑system A and environment B, which contains all subsystems other than A͒, we get two sets of equations from Eq. ͑30͒,
The second equation can now be solved for F k B ,
which can be inserted into Eq. ͑36͒,
so that we can formally solve the equation
where the effective matrix is
The above equation can be used as a starting point for approximations, e.g., by treating ⍀ AA exactly and using ap-
, pp. 46-48, for more details͒. Using Eq. ͑41͒ directly will, on the other hand, be more problematic, since ͑1͒ the effective matrix to be diagonalized depends on the sought-for eigenvalues, so that Eq. ͑40͒ has to be solved iteratively. Furthermore a different matrix has to be constructed and diagonalized for each eigenvalue, and the eigenvector in question has to be identified. ͑2͒ If the diagonal elements of ⍀ BB are close to the eigenvalue k 2 , the procedure will be numerically instable. Nevertheless, Eq. ͑41͒ can be regarded as a matrix analog to the effective kernel presented in Ref. 42 .
IV. APPROXIMATE TREATMENTS
A very common case will be a system composed of two parts, the embedded part A and the environment B. The environment may be further partitioned, but for clarity of presentation we restrict the discussion to two fragments. Usually, for both the environment and the embedded system only a couple of eigenvalues and eigenvectors are determined by, e.g., a Davidson-type diagonalization of the matrices ⍀ AA and ⍀ BB . In such a case, we can still set up a truncated eigenvalue problem that includes selected couplings between the previously determined subsystem excitations.
We know in those cases all the elements of subblocks of the matrices ⍀ AA and ⍀ BB , since these are diagonal matrices with squares of subsystem excitation energies on the diagonal-which were calculated with neglect of any intersubsystem couplings, but from orbitals and orbital energies that were obtained with an effective embedding potential. Let us assume that we know a set ͕ A ͖ of ͑uncoupled͒ transitions in system A and a set ͕ B ͖ of transitions of subsystem B in terms of their eigenvectors stored in the columns A,B of matrix U. Then we need the following additional matrix elements in order to setup the truncated eigenvalue problem,
This equation formally contains a sum over all intersubsystem coupling matrix elements K ͑ia͒ A ,͑jb͒ B . However, it is not necessary to calculate all these coupling elements explicitly, as we will show in the following. We write the coupling matrix elements explicitly, which results in 
where we used the superscript B to indicate that the induced electronic perturbation el has to be calculated for each electronic transition B . The matrix element is then obtained by numerical integration as
This means that only the eigenvectors for the transitions ͕ A , B ͖, which describe the transition densities, are needed in order to set up the truncated eigenvalue problem. This approach is conceptually similar to the TDDFT approach for noninteracting systems used in Refs. 25 and 26, which can be related to Förster-and Dexter-type ͑or general short-range͒ couplings between transition densities on a donor and acceptor subsystem. These couplings occur in the present formalism as the Coulomb and exchange parts of the total matrix elements ⍀ A B . Excitation energy splittings for two degenerate excitations, e.g., located on two identical monomers, could be obtained by solving a 2 ϫ 2 eigenvalue problem for the relevant excitations only ͑see Sec. VI for an example͒. If we denote the excitation energy of the monomers ͑obtained with the uncoupled FDE approach͒ as m , we can approximate the excitation energies d in the dimer with a coupling described by a matrix element ⍀ AB as
provided m 2 ӷ⍀ AB . The matrix element ⍀ AB is thus directly proportional to the coupling strength. These couplings, in turn, are important for the rate of excitation energy transfer between different chromophores. 7, 51, 52 Often, only the Coulombic ͑Förster͒ coupling is considered, which dominates at larger distances between the chromophores. It is further approximated in many cases by discrete representations of the transition densities, e.g., in terms of oscillating dipoles
a large portion of the short-range effects between subsystems in close proximity is, in the present approach, included in the effective embedding potential and the corresponding kernel contributions. References 25 and 26 discuss the effect of condensed media on the excitation energy transfer rate, describing the medium as a dielectric continuum. Since FDE was shown to be an efficient model for solvent effects on electronic excitations when applied within the approximate expression in Eq. ͑25͒, it could lead to a further improvement of the description of a surrounding medium in the following way: To calculate the subsystem excitations of a given chromophore, the entire surrounding system ͑i.e., other chromophores and solvent͒ can be included according to Eq. ͑25͒, while couplings are afterwards only included in a selective manner between the chromophores in the system. In that way, both the effect of the solvent and the couplings between the chromophores could explicitly be included, which was not possible with the uncoupled FDE-TDDFT approach in use up to now. It should be noted that such a hybrid approach between the uncoupled FDE for the solvent molecules and the coupled FDE approach for solvated chromophores necessarily introduces the assumption that the entire density response can be described in terms of the changes of the chromophore densities. For a discussion of this approximation and a comparison to a polarizable classical solvent model, see Ref. 35 .
From a fundamental point of view, this approach seems very appealing to model solvent effects on coupled chromophores, since it is based entirely on density functional theory. However, such a simulation also causes some additional difficulties in comparison to continuum models: Since it is an explicit model, it requires to consider a representative set of snapshots of solvent configurations instead of just one structure. 32 Additionally, the size of the solvation shell must be sufficiently large, which can involve hundreds of solvent molecules even for medium-sized molecules. 33 In the present work, it is shown that the coupled FDE approach works in principle and can be combined with an uncoupled treatment of additional subsystems, which is a prerequisite for applications of the method to larger systems.
V. COMPUTATIONAL DETAILS
As mentioned above, the formalism described here is implemented in a locally modified version of the ADF In the TDDFT calculations, fitted induced densities were employed for both the exchange-correlation and the Coulomb parts of the induced potential for efficiency ͑and also for the kinetic-energy contribution in the case of subsystem calculations͒. The ground-state exchange-correlation potential, however, was calculated from the exact densities. The ALDA-TDDFT coupling matrix is, in principle, symmetric. Due to the fitting procedure, however, there can be a slight deviation between the coupling matrix and its transpose, which is usually eliminated by taking the average of the original matrix and its transpose. In our case, however, calculating both the ͑A , B͒-and the ͑B , A͒-interaction blocks would double the computational cost. Hence, only the ͑A , B͒ block is calculated explicitly, and transposed to obtain the ͑B , A͒ block. This is done since system A is, by definition, the embedded system, for which we include an effective coupling to the environment. Therefore, we always employ the more approximate ͑fitted͒ representation for the environmental system. The exchange-correlation and the kinetic energy parts of the kernel were obtained within the generalized ALDA, i.e., using a Thomas-Fermi-type kinetic-energy contribution in addition to the conventional ALDA kernel. 42 The overall accuracy of excitation energies calculated from TDDFT depends on several parameters, such as the choice of the basis set, the exchange-correlation potential used in the ground-state DFT calculation, the choice of the exchange-correlation kernel, the basis set, and the fit set if density fitting techniques are use-as is the case in ADF. For a discussion of the influence of these parameters, we refer to, e.g., Ref. 9 . Details about the fitting procedure in ADF can be found in Ref. 49 and the references mentioned therein. Since ADF uses Slater-type basis functions, the calculation of the coupling matrix elements is carried out numerically, and the numerical precision of the excitation energies thus depends on the quality of the integration grid. The numerical error can be tested by increasing the number of integration points. For the example studied in the next section, we repeated a calculation of the excitation and splitting energies requesting a numerical precision that should roughly be one order of magnitude higher than in the default calculations. The excitation energies obtained with this higher integration accuracy changed by typically 0.0001-0.0008 eV compared to the calculation with the smaller integration grid. It could be observed that the changes in the excitation energies are not completely random, but rather systematic, so that the precision of the splitting energies was actually better than that of the excitation energies ͑in the order of 0.0002 eV͒, and thus substantially smaller than typical splitting energies ͑which are in the order of 0.01-0.10 eV͒. Further effects, such as the influence of the number of couplings that are considered, will be discussed in the following sections.
VI. TEST CASE: BENZALDEHYDE DIMER
In Ref. 44 it was shown that TDDFT-FDE in the previous form, i.e., with the approximation introduced in Eq. ͑25͒, is unable to deal with coupled identical chromophores. In order to test the approximate formalism introduced in this paper, we investigated a pair of benzaldehyde molecules which are parallel displaced by different distances ͑see Fig.  1͒ . The monomer structure was optimized with BP86/TZP.
In order to test the implementation and the quality of the results obtained with the coupled FDE approach, we investigated the 3 1 AЈ state, which is the lowest → * singlet transition of benzaldehyde with considerable intensity ͑oscillator strength f = 0.25͒, and which has a dominant contribution from the ͑HOMOϪ1͒→͑LUMO͒ ͑4aЉ → 5aЉ͒ orbital transition. The calculated excitation energy for this transition in the isolated monomer is 4.87 eV. Note that a lower-lying → * type transition can be found at 4.24 eV, which has a dominant ͑HOMO− 2͒ → LUMO character, but a rather small oscillator strength of Ͻ0.02. Both orbital transitions mentioned contribute considerably to both → * transitions. The transition to the 3 1 AЈ state is well suited in order to test the approach outlined above, since there is a significant coupling between excitations of this type on different monomers.
Excitation energies were calculated for distances between 4 Å, where already significant overlap of the systems of the monomers occurs, and 10 Å, where the couplings are already quite weak. In case of frozen-density embedding, we first calculated the lowest 20 excitation energies for both monomers during three freeze-and-thaw cycles ͑cf. Ref. 59͒, so that the uncoupled FDE excitation energies were converged within Ͻ0.0001 eV. In a second step, these excitations were coupled according to the subsystem treatment presented above. Figure 2 shows the excitation energies from supermolecular and coupled FDE calculations as well as the uncoupled FDE results and the excitation energy of the isolated monomer. It can be seen that the uncoupled FDE deviates slightly from the isolated monomer due to the interaction of the two densities included in the ground-state FDE calculation, which influences the orbitals and orbital energies used 
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in the TDDFT part. At a distance of 6 Å, this deviation is 0.007 eV and decreases to 0.003 eV at 10 Å.
The supermolecular calculations show a significant coupling between the two monomer excitations. Even at a distance of 10 Å, there is a splitting of 15 meV, which increases to 86 meV at 5 Å distance. This behavior is very nicely reproduced by the coupled FDE calculations, especially at separations larger than 5 Å. For distances larger than 7 Å, the error in the excitation energies is smaller than 1 meV, and even at 5 Å, it is 4.4 or 2.2 meV, respectively, for the lower and the upper states. Absolute errors in the energy splitting are between 0.1 meV ͑10 Å͒ and 2.2 meV ͑5 Å͒, and the relative error in the splitting energy is between 0.8% ͑10 Å͒ and 2.5% ͑5 Å͒.
At 4 Å separation, the situation changes significantly. Although there is still qualitative agreement between the coupled FDE approach and the supermolecular results, the energy gap in the FDE calculation is notably larger ͑0.154 eV compared to 0.103 eV in the supermolecular case͒. This is caused by the fact that additional excited states couple to the → * excitations under study, which partly have charge-transfer character. As explained in the Sec. III, such excitations are not covered by the coupled FDE scheme. Consequently, there will be no couplings to such states in the coupled FDE formalism which could decrease the splitting between the two states under investigation.
As mentioned in the Introduction, interactions between such transitions are often discussed in terms of Förster ͑Cou-lomb͒ or Dexter ͑exchange͒ couplings. In the present formalism, we actually have to discuss three different effects: Our effective coupling integrals contain a Coulomb ͑Coul͒, an exchange-correlation ͑XC͒, and a kinetic-energy ͑T kin ͒ contribution. The latter can be associated with "Pauli-repulsion" effects, since it effectively corrects for the nonorthogonality of the subsystem orbitals. Additionally, there are interactions between the fragments taken into account in the ground-state embedding calculation, which will not be further analyzed here ͑see, e.g., Ref. 35 for a discussion of their influence on excitation energies͒. The different contributions can be analyzed by deactivating certain parts of the effective kernel for intersubsystem coupling matrix integrals K ͑ia͒ A ,͑jb͒ B eff . The resulting splitting energies are shown in Fig. 3 . Obviously, the by far dominating contribution to the coupling in this case is the Coulomb coupling. Indeed, the XC and T kin contributions are hardly visible for distances larger than 5 Å. Particularly interesting is that the splitting energies which only include Coulomb coupling agree almost perfectly with the fully coupled data, since the XC and T kin contributions almost cancel each other even at a separation of 4 Å. However, at distances where these effects become visible, the couplings with the CT-like excitations actually have a much larger effect, which causes the deviation between the coupled FDE and the supermolecular calculations.
Another question is related to the number of couplings that have to be included in order to converge the excitation energies for the coupled transitions. In order to investigate this point, we considered only selected states in the subsystem formalism to investigate how the number of couplings included affects the excitation energies and the splitting between the two states. The results for an intermolecular distance of 5 Å are given in Table I included. Thus, the by far dominant correction to the uncoupled excitation energies originates from the coupling of the degenerate excitations, as would be expected. The efficiency of uncoupled FDE calculations has been discussed in detail in Refs. 32 and 33. The decrease in computational cost compared to supermolecular calculations can be extremely large if simple approximations for the environmental density are sufficient. In the coupled FDE approach, additional computational effort is necessary: For every subsystem for which excitations shall be coupled with the other fragments it is necessary to perform an excitation calculation in addition to the calculation of the ground-state density. Furthermore, an element of the matrix ⍀ has to be calculated for every pair of states that shall be coupled. The computational effort thus depends linearly on the number of couplings that are included. The effort needed to describe one of these couplings is proportional to the number of integration points N point , and the number of occupied and virtual orbitals per subsystem, N occ sub and N virt sub . The latter two numbers can be considered constant in systems with identical chromophores if the number of chromophores is increased. Furthermore, the matrix elements needed involve the induced potential and basis functions on one subsystem only, so that in principle also the number of grid points could be kept constant ͑see the discussion in Ref. 33͒. This would, however, require to generate one integration grid per subsystem, which is currently not implemented, so that a full supermolecular integration grid is used. On the other hand, the CPU time needed in a supermolecular calculation is proportional to 49 
, where N occ super and N virt super are the number of occupied and unoccupied orbitals, respectively, in the supersystem. Actually, this is the scaling behavior for one matrixvector product in the iterative solution of the eigenvalue problem. The number of matrix-vector multiplications can roughly be estimated to be proportional to the number of excited states that have to be optimized. In case of an exact diagonalization of the matrix ⍀, this number would be N occ super ϫ N virt super . As has been shown in Ref. 32 , this number will be much larger in a supermolecular calculation than in a FDE calculation. Since also the numbers of occupied and virtual orbitals of the supersystem scale linearly with the number of ͑identical͒ subsystems, the coupled FDE approach will be particularly valuable if couplings are only needed for a small number of excitations ͑as is the case here, see Table I͒. In the current example, the FDE calculation requires the following steps: ͑1͒ a calculation of the ground-state densities for the two subsystems in FDE calculations ͑including freeze-and-thaw cycles in this case͒, ͑2͒ an uncoupled FDE-TDDFT calculation for each subsystem, including 20 excitations per subsystem in the present example, and ͑3͒ the coupling of the excitations. Steps ͑1͒ and ͑2͒ required 31 min in total on a single Intel Xeon 3.2 GHz CPU if one freeze-andthaw cycle was executed ͑which was enough to converge the excitation energies within 0.0005 eV; an additional freezeand-thaw cycle would approximately require 10 min͒. The time needed for step ͑3͒ then depends on the number of couplings included; if all 400 couplings between the excitations on the different subsystems are included, it takes about 14 min, which is reduced to about 4 min if only one pair of states is coupled. The total time needed for the calculation is thus between 35 and 45 min. The supermolecular calculation including 40 excited states in the TDDFT part required a wall clock time of 163 min on the same machine if no symmetry is used ͑which will be the case in general for larger systems͒, which reduces to 53 min if the symmetry is exploited. In general more excited states will have to be included in order to cover the same energy range as in an embedding calculation. It should be noted that the efficiency of the present implementation of the coupled FDE approach can be further improved, e.g., be a careful selection of the couplings included or by using subsystem grids as mentioned above. Moreover, it can be expected that there is only a weak dependence of the CPU time on the inclusion of additional subsystems which are not coupled ͑see Ref. 33͒.
VII. EXTENSION TO MORE FRAGMENTS
The frozen-density approach as originally suggested by Wesolowski and Warshel divides the total system into an embedded part and an environment. 28 The current implementation in ADF follows this approach, so that intermediate steps are usually required in order to use sum-of-fragment approaches for the density of the environment. 32, 33 This approach is preferable if FDE is used as an effective environmental model. However, the original subsystem approach by Cortona, 41 upon which FDE relies, was not formulated for a fixed number of fragments, and there are implementations that use this approach to deal with several subsystems which are treated on the same footing. 46 The subsystem formulation for excited states given here can also be generally applied for n fragments for which excitations are calculated individually, and which are then coupled in the way described in Secs. III and IV. The matrix elements ⍀ I J , which are available for all pairs of fragments I and J, are then still a measure for the strength of the coupling between the excitations on the different subsystems. However, their relation to the splitting energy is of course more complicated than in the simple approximation given in Eq. ͑48͒ or its generalization to cases of differing subunits. Additionally, the presence of a third molecule can modify the coupling matrix elements by its influence on the molecular orbitals in the ground-state FDE calculation.
We calculated the excitation energies for a benzaldehyde trimer, which consists of three benzaldehyde molecules in a row with intermolecular distances of 5 Å. The monomer units are numbered as follows: Monomer 1 is the fragment in the middle of the trimer ͑molecular plane= z plane͒, monomer 2 is at z = + 5 Å, and monomer 3 is at z = −5 Å. Subsystems 2 and 3 are thus equivalent by symmetry.
The excitation that occurs at 4.871 eV in the isolated monomer splits into three excitations due to the couplings between the three monomers. In the case of FDE calculations, it is possible to construct the trimer either as consisting of three fragments ͑1,2,3͒ or of two fragments. In the latter case, we can either choose the monomer 1 and the dimer ͕2, 3͖ or the monomer 2 and the dimer ͕1, 3͖ ͑the third choice of monomer 3 and dimer ͕1, 2͖ is equivalent by symmetry͒.
The results from supermolecular calculations and coupled FDE calculations with different fragments are shown in Table II . The lowest 20 singlet-singlet excitations were calculated for each fragment and subsequently coupled. In the supermolecular calculation there is a splitting of 0.120 eV between the lowest and the highest of the three excitations. The coupled FDE approach starting from a monomer and a dimer yields a very similar splitting of 0.123 eV for all possible choices of monomer-dimer combinations ͑although the absolute positions vary slightly by 0.005 eV͒. The coupled FDE calculation based on three monomers results in a splitting that agrees well with the supermolecular approach ͑0.125 eV͒, which demonstrates the applicability of the approach to general cases with several interacting molecules.
VIII. CHROMOPHORES SEPARATED BY SOLVENT
In natural photosynthetic systems one would have to describe coupled chromophores in an environment, which can change the excitation energies as well as their couplings, and thus the excitation-energy transfer rate. For environments which do not directly couple to the local excitations of a single chromophore, the uncoupled FDE-TDDFT approach yields satisfactory results. 32, 33, 35, 43, 44 Therefore, a hybrid scheme is proposed here which works as follows: ͑1͒ Orbitals for all subsystems are determined from ground-state FDE calculations. ͑2͒ The effective kernel is constructed based on the density of all subsystems. ͑3͒ Couplings are only taken into account between the chromophores ͑or, more generally, between close-lying excitations͒ on different subsystems, but not between chromophores and solvent or parts of the environment considered as inactive.
This hybrid approach allows in principle to include large solvent or general environmental systems explicitly in a TD-DFT calculation, while resonance interactions between several chromophores can be taken into account selectively. As a model system for chromophores separated by a solvent system, we consider a benzaldehyde dimer, bridged by a hydrogen-bonded water molecule as shown in Fig. 4 . The structure was optimized using BP86/TZP and imposing C 2v symmetry.
In these calculations, all three fragment densities were obtained from FDE calculations in which the other two fragments were considered as one fragment, i.e., their combined density was obtained from a supermolecular Kohn-Sham calculation. 20 excitations were calculated for each of the benzaldehyde fragments within the uncoupled FDE approach and coupled in a subsequent step. Table III contains the results of a series of calculations considering different contributions to the total interaction between the three fragments.
The excitation energy for the 3 1 AЈ state in the isolated molecule of this structure is 4.859 eV, and thus slightly lower than in the previous calculations due to minor structural changes. In the uncoupled FDE approach denoted as "FDEu ͑A͒ -͑B+C͒" in Table III , in which the combined fragments B + C are considered as the frozen part, the excitation energy for fragment A ͑benzaldehyde͒ decreases by 0.016-4.843 eV. In the subsequent coupling, in which only excitations from fragments A and C are coupled ͓"FDEc ͑A͒-͓B͔-͑C͒"͔, this state splits into two states at 4.814 and 4.871 eV, compared to 4.791 and 4.853 eV in the supermolecular calculation. The splitting energy of 0.057 eV of the coupled FDE approach is thus in excellent agreement with the splitting of 0.062 eV in the supermolecular case, and also the absolute energies are in reasonable agreement. If the water molecule is removed from this structure, the coupled FDE approach ͓"FDEc ͑A͒-͑C͒"͔ results in excitation energies of 4.860 and 4.914 eV, again in excellent agreement with the excitations of 4.857 and 4.911 eV in the supermolecular case. The splitting energy of 0.054 eV is virtually the same in both approaches and slightly lower than that obtained including the water molecule. We can thus quantify the effect of a third molecule, for which no explicit couplings are included, both on the absolute excitation energies and on the excitation energy splittings by comparing to the corresponding calculations in which the third molecule is absent. While the effect of the water molecule on the excitation energies ͑and thus on the absorption spectrum͒ is quite significant in the present example, the effect on the splitting energy itself is rather small-both in the embedding and in the supermolecular TDDFT calculation.
IX. CIRCULAR DICHROISM SPECTRA
For the calculation of circular dichroism spectra of molecules with two or more similar or identical chromophores subsystem approaches have been in use for a long time already. 60 They are usually formulated in terms of noninteracting chromophores, for which then excitations are coupled. The electric and magnetic transition dipole moments are calculated for the coupled excitations in order to simulate the CD spectra of the interacting compound. In Ref. 44 it was demonstrated that FDE fails completely to predict induced circular dichroism ͑ICD͒ spectra if the ICD is mainly due to excitation energy couplings to parts belonging to the frozen system. On the other hand, it can well describe direct electronic effects, i.e., orbital interactions, which lead to ICD. These effects are not covered in the perturbation approaches that start from noninteracting molecules. As an example to demonstrate the complete failure of the uncoupled FDE in case of dominant excitation energy coupling the benzaldehyde dimer in a C 2 symmetric structure was employed. Here we consider such a dimer again, which is shown in Fig. 5 . The monomers were the same as employed in Sec. VI and the intermolecular distance was set to 5 Å. We performed both a supermolecular calculation and a coupled FDE calculation. Rotational strengths were calculated using the dipolevelocity form for the electric transition dipole moments to obtain origin-independent results. Again, the lowest 20 excitations per monomer were included in the coupled FDE calculation. The spectra resulting from all transitions below 5 eV are shown in Fig. 6 . It can be seen that the coupled FDE approach nicely reproduces the supermolecular results. Only slight deviations can be observed in the position of the peak maxima and the intensities for the couplet dominating the spectrum. Overall, the agreement is very good.
X. CONCLUSION
A subsystem formulation within time-dependent density functional theory was presented based on the frozen-density embedding approach for the partitioning of the total density and the density response of a system composed of several subunits. This approach accounts for couplings between chromophores in different fragments, which were not considered in former approximations 43 to the TDDFT generalization of FDE. 42 It has been shown that excitation energy couplings from supermolecular calculations can be reliably reproduced, and that the approach is readily applicable to several subsystems. At short range, problems may arise from deficiencies in the approximate kinetic-energy functionals employed here and from the fact that charge-transfer-like excitations play a role, which are excluded from the present approach. It was furthermore shown that spectral features in circular dichroism spectra arising from couplings between two chromophores are reproduced, for which the former FDE approaches failed completely. 44 The approach outlined here can selectively be combined with the approximation of local subsystem excitations in order to treat general systems of several chromophores in an explicitly represented environment. It is thus a natural extension of the formerly used approximation of a local response for cases with coupled chromophores, which make a delocalized description of the excitation necessary. The method can efficiently be applied since often only a small number of explicit couplings between ͑nearly͒ degenerate excitations are important, so that the number of coupling matrix elements needed is usually very small. This is an important prerequisite for modeling, e.g., chromophores in natural environments, where both specific interactions with neighboring ͑parts of͒ molecules and long-range couplings with other chromophores play a role. 
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