Abstract-Approximating regions of attraction in nonlinear systems require extensive computational and analytical efforts. In this paper, nonlinear vector fields are recasted as sum of vectors where each individual vector is used to construct an artificial system. The theoretical foundation is provided for a theorem in individual invariance to relate regions of attraction of artificial systems to the original vector field's region of attraction which leads to significant simplification in approximating regions of attraction. Several second order examples are used to demonstrate the effectiveness of this theorem. It is also proposed to use this theorem for the transient stability problem in power systems where an algorithm is presented to identify the critical clearing time through sequences of function evaluations. The algorithm is successfully applied on the 3-machine 9-bus system as well as the IEEE 39-bus New England system giving accurate and realistic estimations of the critical clearing time.
I. INTRODUCTION
S TABILITY in nonlinear systems has been and remains a central topic in systems theory. Ever since Lyapunov theory was developed, it played a key role in most of the developments in stability theory afterwards. The importance of Lyapunov functions is not limited to their ability to directly certify stability of an equilibrium point but extends also to determining stability regions (regions of attraction) [1] . One of the first challenges in Lyapunov stability was to characterize a general form of Lyapunov functions for specific vector fields. Hence, many efforts led to the development of somehow general functions for certain types of vector fields [2] , [3] . A Lure' system is a control system described as a linear system with a sector bounded nonlinearity which allows the use of pre-defined nonlinear Lyapunov functions [2] , [4] . The importance of Lure's systems became more apparent recently with the developments in Semi Definite Programming (SDP) solvers that allow for efficient solutions of linear matrix inequalities (LMI) appearing naturally in Lure-type systems [4] - [6] . Thus, Lure-systems remain a topic of interest for researcher in stability analysis and have seen some applications in power systems [2] , [7] . The literature in stability has seen Surour Alaraifi and Mohamed El-Moursi are with the Department of Electrical Engineering and Computer Science, Masdar Institute of Science and Technology, Khalifa University, Abu Dhabi, UAE, e-mail: (salaraifi@masdar.ac.ae, melmoursi@masdar.ac.ae).
Seddik Djouadi is with the Department of Electrical Engineering and Computer Science, University of Tennessee,Knoxville, TN 37996-2250, USA, e-mail: (mdjouadi@utk.edu) also attempts to re-define lyapunov functions. In [8] , it was shown that lyapunov conditions can be relaxed and Lyapunov function may increase in some subsets as long as it eventually decreases to zero. This relaxation although very helpful and essentially needed, requires extra conditions on higher order derivatives which can limit its applicability is certain cases. Other variations of Lyapunov functions were proposed as well. In [9] , the notion of vector Lyapunov functions was introduced where instead of searching for a single function, the search is extended to set of functions giving it more flexibility, however, such results are of practical interest for control design frameworks rather than stability regions' estimation. [10] - [12] . There are also other methods to Lyapunov functions such as Zubov's method which can determine the exact region of attraction. Zubov's method is unfortunately theoretical as it requires the solution of a partial differential equation which does not in general has a closed form solution [13] . In power systems which represents one of the most advanced and active fields of nonlinear systems' stability analysis [14] , energy function based approaches dominated the field of stability assessment [15] . These approaches rely on the ability to find an appropriate candidate function and on the computation of the critical energy value at the so-called Controlling Unstable Equilibrium Point (UEP) with respect to the predefined energy function. This task is involving and difficult and can lead to inaccurate stability assessments if the algorithm deviates slightly from the target point. It is true however that among energy function methods, Controlling UEP-based methods can provide less conservative estimates. The current accepted method for finding the controlling UEP is called the Boundary of stability region based Controlling UEP method (BCU method) [16] , [14] and was proven to have a high success rate although it was found that the BCU method may fail to predict stability for systems that suffer from instability [17] - [19] . Nevertheless, the BCU method in power systems is not designed to estimate regions of attraction, instead it is designed to estimate the relative boundary of stability region with respect to a fault-on system [16] . Recent results in power system stability focused on Lyapunov functions instead but with no significant computational advantages [7] , [20] , [21] . This paper proposes a novel method to estimate regions of attraction of autonomous nonlinear systems. The proposed method overlook the ordinary representation of vector fields and instead reproduce a nonlinear vector field as an algebraic sum of vector fields for which we can develop individual dynamical systems with known regions of attraction, and with the help of the developed theory we are able to reconstruct the region of attraction of the original system from the individual regions. Such approach allows for fast estimation of stability regions and provide an insight on the mathematical interaction of individual vector fields.
II. THEORETICAL BACKGROUND
Consider an autonomous dynamical system represented by the following differential equation:
The solution starting from x at t = 0 is called the trajectory and is denoted by ϕ(t, x). f (x) : D → n is a vector valued function from a domain D ⊂ n to n that is referred to as the vector field associated with the state vector x. It is natural to assume that f (.) satisfies sufficient conditions for uniqueness and existence of solutions. Thus, all required derivatives exist and are continuous. x e is an equilibrium point if f (x e ) = 0. An equilibrium point can be either isolated with no other equilibrium point in its vicinity or can be part of a continuum of equilibrium points (e.g., equilibrium subspace). For the system in (1), the region of attraction Ω of the origin is defined as follows:
The goal is to achieve the largest possible estimate of Ω. From its definition, Ω is an invariant set, hence, any trajectory starting in Ω will remain in it at all time. Generically, the region of attraction of an asymptotically stable equilibrium point is an open, connected and invariant set [1] . These properties are generic and do not serve in the development of region of attraction estimation algorithms. A very common approach to satisfying these properties is by finding sub-level sets of Lyapunov functions. For a system defined by (1), the region of attraction of the origin can be estimated by sub-level sets of Lyapunov functions Ω c [1] :
where V (x) is a Lyapunov function, c > 0 and x e ∈ Ω c . Enlarging such approximation have been the target of extensive research in nonlinear systems. It can be seen however, that the problem of estimating the region of attraction by means of Lyapunov functions is twofold. First, finding the appropriate Lyapunov function, and secondly enlarging the estimated region Ω c . Lyapunov theory only requires the knowledge of the vector field f (x) (the right hand side of (1) and proceeds without any explicit knowledge of solutions, hence, current methods of finding such functions rely on searching for V (x) since the vector field is fixed. In this paper, the vector field is being reproduced as a sum of vector fields such that each individual vector field is positively invariant which leads to a much faster approximation of the region of attraction.
III. INDIVIDUAL INVARIANCE
In this paper, a new approach is developed to certify stability and estimate the region of attraction for nonlinear system. This approach rely on converting the nonlinear dynamical system from the form in (1) to the following:
In (3), if m = 1 then we arrive at the same definition in (1). However, the proposed representation proved to indirectly simplify estimating the region of attraction as will be given in the following Theorem.
Theorem 1:
For a system defined by (3), defineẋ
then the set Ω e is invariant with respect to the original system (3).
Proof: From the theorem statement, it is given that every individual artificial system:
is positively invariant in the set Ω e , hence a trajectory ϕ i (t, x) initiated at any x ∈ Ω e lies entirely in Ω e for t ≥ t 0 . For m = 1 we can re-write (4) as an integral equation by applying the fundamental theorem of calculus (see for e.g. [22] ):
For some positive h, since f 1 (·) is assumed continuous, the integral above can be approximated using the rectangle method as:
for some t 1 > 0. This leads to:
where ∂Ω e denotes the boundary of Ω e . Then,
since Ω e is assumed invariant. A similar observation can be made for all i ∈ [1, m]. For m = 2 the system becomes:ẋ
It can similarly be shown that for some positive h we have:
for some t 2 such that 0 < t 2 < t 1 the pointx(t 2 + h) ∈ Ω e since the vector sum hf 1 (x(t 2 )) + hf 2 (x(t 2 )) will direct x(t 2 +h) toward the interior of Ω e due to the invariance of the latter. Since this is true for every x 0 ∈ ∂Ω e , then the auxiliary system is positively invariant in the set Ω e . By induction, for any integer m ≥ 1 we have:
and x(t 0 + h) ∈ Ω e which is a point in the trajectory of system (3), hence, system trajectories cannot leave Ω e and that proves the positive invariance of (3) in the set Ω e .
Theorem 1 identifies the region of attraction of an autonomous dynamical system by examining the individual vectors f i (x) that constitute the vector field f (x). Generally, finding an invariant set for a given vector field is not an easy task, however, theorem 1 does not constraint the choice of individual vectors to a certain form which allows in many cases the construction of simplified individual vector fields with analytically defined invariant sets as will be illustrated in the next section. In such case, the region of attraction is estimated as the intersection of individual invariant sets as in the next corollary.
Corollary 1:
For a system defined by (3), definė
The proof of this corollary follows immediately from theorem 1. But the importance of this corollary is that it provide a practical guideline to defining Ω e with respect to individual systems.
IV. ILLUSTRATIVE EXAMPLES
In this section, several examples will be given to illustrate the application of the theorem of individual invariance and its corollary.
Example I:
Consider the second order system given by:
where a and b are positive real numbers. Let us define the individual vector fields as follows: 
Corollary 1 can be applied now by identifying individual invariance sets ω i for each artificial systemẋ i = f i (x i ). By inspecting each individual vector, it becomes easy to define each invariant set as follows:
The artificial system defined by f 1 (x) has a stable equilibrium subspace {0, x 2 } and unstable equilibrium subspaces {−π, x 2 }, {π, x 2 } which yield the polyhedron Ω 1 as the invariant set and a similar argument can be applied to f 2 (x). f 3 (x) on the other hand represents a linear artificial system with the origin as a globally asymptotically stable equilibrium point. Thus, the whole space is a region of attraction of the origin with respect to the third artificial system. By applying Corollary 1, the intersection of sets in (6) yields the following invariant set:
where . ∞ is the infinity norm. It is noted that the only equilibrium point in Ω e is the origin which is asymptotically stable. Figure 2 illustrates the estimated region of attraction as well as the polyhedrons Ω 1 and Ω 2 .
Example II:
Consider the second order system that represents a reduced order two machines system given by [14] , [16] :
where a 1 , a 2 and b are positive real numbers. Let us define the individual vector fields as follows: x(t) Fig. 3 . Vector field of (7) with a 1 = 1, a 2 = 0.5, b = 0.5
Similar to example I, Corollary 1 can be applied now by identifying individual invariance sets ω i for each artificial systemẋ i = f i (x i ) as follows:
The artificial systems 1 and 2 are the exact systems in the previous example with similar invariant sets.f 3 (x) represents a coupled nonlinear interaction with a stable equilibrium subspace {x ∈ 2 : x 1 − x 2 = 0} and unstable equilibrium subspaces at {x ∈ 2 : x 1 − x 2 = −π} and {x ∈ 2 : x 1 − x 2 = π}. Thus, the polyhedron defined by Ω 3 is an invariant set. By applying Corollary 1, the intersection of sets in (8) yields the following invariant set: Figure 3 illustrates the estimated region of attraction as well as the polyhedron Ω 1 , Ω 2 and Ω 3 .
Example III:
Consider the second order system that represents a reduced order flux decay model given by [15] :
where a, b and c are positive real numbers. Let us define the individual vector fields as follows: Similar to example I, Corollary 1 can be applied now by identifying individual invariance sets ω i for each artificial systemẋ i = f i (x i ) as follows:
By inspection, the artificial system 1 requires the non-negativity of x 2 in order to maintain the negativity of the quantity −ax 2 sin x 1 and it also requires x 1 to be in the set {x 1 : |x 1 | ≤ π} which guarantees that trajectories of the artificial system will converge to the continuum of stable equilibrium points defined as {x ∈ 2 : x 1 = 0, x 2 ≥ 0}. f 2 (x) represents a more complicated behavior, with continuum of stable equilibrium points defined as {x ∈ 2 : x 2 = c b cos x 1 }. However, since artificial system 1 restricts x 2 to be nonnegative, then, it is easy to see that x 1 lies in the set Ω 2 as defined above.
By applying Corollary 1, the intersection of sets in (10) yields the following invariant set:
The equilibrium point in Ω e is x e = {0, c b } and is unique and asymptotically stable. Figure 4 illustrates the estimated region of attraction as well as the polytope Ω e .
V. POWER SYSTEM STABILITY A. Transient stability
Although like other nonlinear systems estimating the region of attraction may seem like a reasonable way to determine stability boundaries in a power system. The power system stability problem can be defined differently due to the requirement of power operators. With protection devices scattered all over power networks with very fast triggering capabilities and redundant connections [23] , every fault scenario (in practice) is guaranteed to be cleared, so the interest becomes in what will happen after a fault. In other words, given a fault-on system, if the fault is cleared inside the region of attraction of the post-fault system then the post-fault system is stable and the clearing time is denoted as the critical clearing time which illustrates the potential of accurate estimation of the region of attraction.
B. Power system model
For the purpose of this paper we will consider a classical power system of n synchronous generators with each generator's dynamics represented by the swing equation and all generators are modeled as constant voltage behind reactance. By assuming fixed impedance loads, the power system model will be governed by the following set of nonlinear differential equations [16] :
Where the subscript i represents the machine number, M i , D i are the inertia constant and damping coefficient for the i th machine, respectively, P i is the mechanical power input, V i is the i th generator's bus voltage magnitude and B ij represents the line admittance. The model describes the dynamics of two states: δ i , the generator's angle and ω i the generator's angular speed. This model is known as the classical power system model and have been used extensively in the power system stability literature. Although this model is considered as a simplified model, assessing stability for such model was proven to be a difficult task [24] . By taking machine 1 as reference and introducing new variables δ i,1 = δ i − δ 1 , ∀i = [2, n], the electric power can be expressed in terms of the new variables as follows:
That leads to the following modification to model (11):
Which gives the following reduced order model:
The reduced order model (13) will be used to estimate the critical clearing time using the individual invariance theorem in multi-machine power systems.
VI. POLYTOPIC APPROXIMATION METHOD
In section IV, a region of attraction is estimated as the intersection of polyhedrons that can be described as:
where A is a constant matrix of dimension m × n and b is a vector in m . As described in the previous section, suppose that a fault-on trajectory is given and denoted as x f (t). Individual invariance theorems can be applied algorithmically in a power system transient stability by solving a feasibility problem to make sure that P is nonempty and then by substituting x f (t) in P to find the first instance at which {x f (t)} P = ∅ as defined more explicitly in the following algorithm:
Algorithm 1: Algorithm for finding the critical clearing time given a candidate P and {x f (t)} 1 Start Input : P, x f (t), ∆t, and t max Output: t c 2 if ∃x : P(x) = ∅ then 3 go to 7 4 else 5 go to 11 6 end 7 t = 0; 8 while {x f (t)} P = ∅ or t = t max
where P is the candidate region of attraction and x f (t) is the fault-on trajectory. ∆t is the simulation time step for the fault-on trajectory and t max is the maximum simulation time. In step 2, P has to be non-empty in order to proceed which can be checked easily by using interior point methods or linear solvers. The algorithm terminates if P was found to be empty, otherwise, a sequence of function evaluations is executed to maximize t c as in steps 8-10.
VII. EVALUATION AND SIMULATION RESULTS
Individual invariance theorem can be applied in many cases by defining the individual vectors as follows:
. . .
where each f i (x) represents a nonlinear interaction with known invariant set such as sin(.) or cos(.). A more explicit application of the theorem will be if there are sums of different nonlinear functions, in which case, each function can be separated (if necessary) to construct an individual artificial system as follows: 
A. Three-machine 9-bus system
The three-machine 9-bus system is a network reduced model that was used extensively in power system transient stability literature [25] . As depicted in Fig. 5 , the system can be further reduced by reconstructing the Admittance matrix retaining only machines' buses in a common procedure as given in [15] , [25] . For the required simulations, bus 1 is considered as a slack bus (see Appendix A) which puts the system in the form given in (13) . By appropriate shift of coordinates, each f i (x) in (15) can be defined as f i (x) = P e,i (δ 2,1 , . . . , δ n,1 ) and is invariant in the
In the case of three-machine system, n = 3, whereas for the 39-bus n = 39.
To test the proposed algorithm, a three phase fault is initiated at t = 0 in the locations given in Table I and is cleared by tripping the associated line. The fault-on trajectory is calculated by time domain simulation and fed to Algorithm 1 together with the region of attraction estimate Ω e in order to find the time at which the fault-on trajectory exits the polytope Ω e . It can be seen from Table I that the proposed algorithm gives very close estimation of the critical clearing time with a maximum of 35ms error deviation for the second contingency and a minimum of 13ms for the first contingency. It is noted from Table I that CCT estimates were always to the conservative side and that is expected as the theory provides only sufficient conditions for stability, which is also an advantage given that some algorithms in the literature can lead to overestimates where stability is certified during instable cases (see PEBS method in [25] ). Figures 6 and 7 depict stable cases for the CCT provided by the algorithm and the instable cases found by exceeding the CCT from time domain 
B. New England 39-bus system
The three machine 9-bus system is a network reduced model that was used extensively in power system transient stability literature. System data are given in Appendix A. Similar to the previous case, Bus 1 was chosen to be the slack bus and the system maintained the same form given in (13) . This case shows a scaled version of the 3-machine test case. Thus, each Ω i is found following the same process in the previous section.
The goal of this case study is to show the scalability of the algorithm and to examine whether it can provide comparable estimates to time domain simulations. A three phase fault is initiated at t = 0 in the locations given in Table II and is cleared by tripping the associated line. The fault-on trajectory is calculated by time domain simulation and fed to Algorithm 1 together with the region of attraction estimate Ω e in order to find the time at which the fault-on trajectory exits the polytope Ω e . It can be seen from Table II that deviation occurred for a fault at bus 16 with 157ms whereas the minimum deviation was 69ms for the contingency at bus 25. Figures 9 and 10 depict the angle deviations for both contingencies, respectively.
VIII. CONCLUSION
This paper presents a novel algorithm for estimating the region of attraction in nonlinear autonomous systems based on new theoretical findings. A nonlinear vector field is represented as a summation of individual vector fields of the same dimension, each individual vector field creates an artificial system where its region of attraction is defined independently of the original system. Individual invariance Theorem states that if all individual vector fields are invariant in the same set then that set is invariant for the original system. This paper provides the theoretical foundation of this novel result and extends it for an algorithmic construction of regions of attraction. A major advantage of individual invariance theorem is that it allows the use of linear programs to approximate the region of attraction as an intersection of polyhedrons which provide a computationally efficient approach for transient stability studies in power system. The presented theory is introduced through several second order examples followed by more practical and high order test cases in power systems. 
