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СПОСОБЫ ПОВЫШЕНИЯ ЭФФЕКТИВНОСТИ КЛАССИФИКАЦИИ  
ДОКУМЕНТОВ ДЛЯ КОНЕЧНОГО МНОЖЕСТВА ЯЗЫКОВ 
 
В работе рассматриваются две основные проблемы классификации документов для конечного 
множества языков: анализ текста в обработке естественного языка; нахождение наилучшего алгорит-
ма машинного обучения. Описывается предлагаемый эффективный метод машинного обучения клас-
сификации текстов для конечного множества языков.  
   
The paper analysis on two major problems for the classification  documents in multilingual environment: 
analysis of the text in natural language processing; choose the efficient algorithm methods for machine learn-
ing. The efficient algorithm methods for machine learning are described.     
 
Введение 
Задача разработки информационных сис-
тем, таких как интеллектуальные системы 
документооборота является одной из самых 
актуальных на сегодняшний день. Она рас-
сматривается в контексте создания храни-
лищ данных и их систематизации с целью 
облегчения поиска необходимой информа-
ции. Современные информационные систе-
мы должны быть способны решать весь ком-
плекс задач, связанных с управлением пото-
ком входящих данных – автоматическую 
классификацию текстов для конечного мно-
жества языков. Действует целый ряд систем 
классификации больших объемов текстовой 
информации, в основе которых лежат техно-
логии компьютерной лингвистики и алго-
ритмов распознавания образов. Обычные 
системы автоматической классификации 
текстов решают задачу автоматической 
классификации текстов на одном языке. По-
вышение эффективности классификации до-
кументов можно достичь измением методов 
машинного обучения. Для конечного множе-
ства языков,  это не только зависит от метода 
машинного обучения системы, а также зави-
сит от обработки естественного языка 
(Natural Language Processing, NLP). Обработ-
ка естественного языка – общее направление 
искусственного интеллекта и математиче-
ской лингвистики. Оно изучает проблемы 
компьютерного анализа и синтеза естествен-
ных языков. Применительно к искусствен-
ному интеллекту анализ означает понимание 
языка, а синтез – генерацию грамотного тек-
ста. Решение этих проблем будет означать 
создание более удобной формы взаимодей-
ствия компьютера и человека[1]. 
Таким образом, повышение эффективно-
сти автоматической классификации доку-
ментов для конечного множества языков 
связано с нахождением наилучшего алго-
ритма машинного обучения и наилучшую 
обработку естественного языка с целью ана-
лиза исходных данных.  
 
Анализ текста – одна из самых главных 
задач обработка естественного языка 
Распознавание слов и сегментация фраз на 
слова являются важными шагами во многих 
приложениях обработки естественного язы-
ка. В западных и европейских языках слова в 
предложениях разделяются пробелами. По-
этому слова довольно просто определяются 
как человеком так и компьютером. В восточ-
ных языках, таких как китайский, корейский 
и японский языки, проблемы распознавания 
слов и сегментации становятся более слож-
ными. Слово может являться одним слогом 
либо комбинацией слогов, расположенных 
вместе в предложении. Проблемы распозна-
вания китайских слов и сегментации китай-
ских предложений на слова не могут быть 
полностью решены из-за следующих при-
чин: не существует алгоритма, который сег-
ментирует китайскиое предложение на слова 
точно в соответствии с его смыслом, если 
предложение считается изолированным. От-
сутствие алгоритма сегментации на слова, 
который работал бы в предложении, объяс-
няется тем, что каждое слово может быть ча-
стью разных слов. Его смысл не может быть 
определен без контекста. 
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В контексте автоматической обработки 
текстовой информации наиболее очевидной 
является проблема делимитации слова в ки-
тайском языке. Технически сложность опре-
деления границ слова заключается в том, что 
в китайской системе письменности не при-
нято отделять слова пробелами. Например, в 
упомянутых европейских языках проблема 
определения слова ограничивается нахожде-
нием его физических границ, и, как правило, 
все системы автоматического анализа пись-
менного текста в качестве базовой единицы 
принимают именно графическое слово – по-
следовательность знаков алфавита, отделён-
ных друг от друга пробелами или знаками 
препинания. Проблема делимитации слова в 
китайском языке осложняется также и тем, 
что слова в китайском языке почти лишены 
формальных признаков морфологического 
уровня. В словообразовании доминирует 
корнесложение, флективные формы встре-
чаются нерегулярно, словоизменение почти 
отсутствует, что в совокупности делает не-
возможным выделение хотя бы основных 
лексических единиц путём определения их 
границ по каким-либо морфологическим 
маркерам. Многие исследователи пытаются 
решить проблему так называемой сегмента-
ции китайского текста (разбиение текста на 
слова). Для этого используются три осно-
вных способа: словарный (обычно с приме-
нением алгоритма максимального соответ-
ствия), статистический и комбинированный, 
сочетающий в себе оба предыдущих. По со-
общениям авторов им удаётся правильно 
сегментировать текст на 95-99 процентов, 
это проблема почти решена[2].  
В западных языках и европейских языках 
существует проблема стемминга. Стемминг 
(stemming) – это процесс нахождения основы 
слова для заданного исходного слова. Стем-
мер Портера (Stemmer Porter) – алгоритм 
стемминга. Впоследствии Мартин создал 
проект «Snowball» и, используя основую 
идею алгоритма, написал стеммеры для рас-
пространённых индоевропейских языков, в 
том числе для русского. Алгоритм не ис-
пользует баз основ слов, а лишь, применяя 
последовательно ряд правил, отсекает окон-
чания и суффиксы, основываясь на особен-
ностях языка[3]. 
Результаты исследований показали, что 
существует хорошее программное обеспече-
ние для обработки естественного языка: 
General Architecture for Text Engineering 
(GATE); LingPipe; Natural Language Toolkit 
(NLTK). Для решения проблемы делимита-
ции слов китайского языка рекомендуют ис-
пользовать ICTCLAS (Institute of Computing 
Technology, Chinese Lexical Analysis 
System)[4]. Для европейских языков для ре-
шения проблемы стемминга рекомендуют 
использовать Snowball[5]. 
 
Классификация документов  
Классификация документов – одна из за-
дач информатики, заключающаяся в отнесе-
нии документа к одной из нескольких кате-
горий на основании содержания документа. 
Используются методы информационного 
поиска и машинного обучения[6]. 
  
Постановка задачи классификации 
Определим задачу формально. Пусть за-
дано некоторое конечное множество катего-
рий 1 | |{ ,..., }cC c c= , конечное множество до-
кументов 1 | |{ ,..., }DD d d= и некоторая вначале 
неизвестная целевая функция Ф, которая для 
каждой пары <документ, категория> опреде-
ляет, соответствуют ли они друг другу: 
Ф:D×C→{0,1}. Задача состоит в том, чтобы 
найти максимально близкую к функции Ф 
функцию Ф'. Функцию Ф' называют класси-
фикатором. Машинное обучение основыва-
еться на начальном множестве документов 
1 | |{ ,..., }d d DΩΩ = ⊂ . При этом, значение це-
левой функции Ф известно для каждой пары 
< jd , ic > C∈Ω× . Документы из Ω разделяют 
на два непересекающиеся множества:  
"Учебное" множество 1 | |{ ,..., }rr TT d d=  и 
множество документов, с помощью которой 
создается классификатор Ф'. Ф' обучается 
индуктивно, основываясь на замеченных ха-
рактеристиках этих документов. 
"Тестовое" множество | 1| | |{ ,..., }re TT d d+ Ω=  и 
множество документов, на котором тестиру-
ется эффективность построенного классифи-
катора. Каждый "тестовый" документ пода-
ется на вход классификатора Ф', а затем 
сравнивается результат классификатора 
Ф'( jd , ic ) с известным значением функции 
Ф( jd , ic ). Классификатор считается тем эф-
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фективнее, чем чаще эти значения сов-
падают. 
Документ d ∈Ω , называется положитель-
ным или отрицательным примером для кате-
гории c, если значение функции Ф(d,c) равно 
1 или 0, соответственно[7].  
 
Методы машинной классификации 
Существует несколько наиболее извест-
ных методов классификации: 
1. Метод Байеса. 
Метод Байеса основан на анализе совме-
стных распределений признаков документа и 
категорий [8]. Документу 1 2, ,..., nD d d d=< >  
сопоставляется наиболее вероятная апосте-
риорная категория, определяемая по форму-
ле: 
1 1 2 2arg max ( | , ,..., )n nc Cc P c x d x d x d
∗
∈
= = = =  (1) 
Апостериорная вероятность принадлеж-
ности документа некоторой категории вы-
числяется по формуле Байеса, связывающей 
априорную вероятность с апостериорной: 
1 1 2 2
1 1 2 2
1 1 2 2
( | , ,..., )
( , ,..., | ) ( )
( , ,..., )
n n
n n
n n
P c x d x d x d
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= = = ⋅
=
= = =
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Подставляя (2) в (1), получаем: 
1 1 2 2
1 1 2 2
*
( , ,..., | )
( )arg max
( , ,..., )
n n
c C
n n
c
P x d x d x d c
P c
P x d x d x d∈
=
= = =
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=
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(3) 
Так как знаменатель не зависит от катего-
рии, его можно исключить: 
1 1 2 2* arg max ( , ,..., | )
( )
n nc C
c P x d x d x d c
P c
∈
= = = =
⋅
 (4) 
Условные вероятности 
1 1 2 2( , ,..., | )n nP x d x d x d c= = =  можно вычи-
слить в предположении условной незави-
симости переменных 1 2, ,..., nx x x . В этом слу-
чае, формула для определения наиболее ве-
роятной категории будет выглядеть следую-
щим образом: 
 
1..
* arg max ( ) ( | )i ic C i n
c P c P x d c
∈ =
= ⋅ =∏  (5) 
 
Для множества обучающих документов 
вероятности ( | )i iP x d c=   вычисляются по 
формуле [9,10,11]: 
( | )
|{ | ( ) } | 1
|{ | ( )} |
i i
i i
P x d c
D Ex c Rub D D d
D Ex c Rub D
= =
∈ ∈ ∧ = +
=
∈ ∈
 (6) 
2. Метод опорных векторов SVM (Support 
Vector Machines). 
Метод опорных векторов [12,13,14] разра-
ботан на основе принципа структурной ми-
нимизации риска – одновременного контро-
ля количества ошибок классификации на 
множестве для обучения и «степени обобще-
ния» обнаруженных зависимостей. 
Нахождение оптимальной плоскости раз-
деления множеств методом SVM сводится к 
решению оптимизационной задачи с линей-
ными ограничениями типа равенств и нера-
венств [12]:  
1 , 1
1
( )
1 ( , ) max,
2
0 , 0
D
l n
i i j i j i j
i i j
l
i i i
i
L
y y K x x
C y
= =
=
=
= − →
≤ ≤ =
∑ ∑
∑
α
α α α
α α
 
(7) 
Здесь ( , )i jK x x  – функция ядра SVM, кото-
рая в простейшем случае равна евклидову 
скалярному произведению векторов ix  и jx . 
Для решения задачи (7) предложены эффек-
тивные методы решения [15,16]. 
3. Метод ближайших соседей. 
Метод ближайших соседей – простейший 
метрический классификатор, основанный на 
оценивании сходства объектов. Метод бли-
жайшего соседа является, пожалуй, самым 
простым алгоритмом классификации. Клас-
сифицируемый объект x относится к тому 
классу iy , которому принадлежит ближай-
ший объект обучающей выборки ix . Метод k 
ближайших соседей. Для повышения надёж-
ности классификации объект относится к 
тому классу, которому принадлежит боль-
шинство из его соседей – k ближайших к не-
му объектов обучающей выборки ix . В зада-
чах с двумя классами число соседей берут 
нечётным, чтобы не возникало ситуаций не-
однозначности, когда одинаковое число со-
седей принадлежат разным классам. 
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Основная формула: Пусть задана обу-
чающая выборка пар «объект–ответ» 
1 1{( , ),...,( , )}
m
m mX x y x y= . Пусть на множе-
стве объектов задана функция расстояния 
ρ(x,x'). Эта функция должна быть достаточно 
адекватной моделью сходства объектов. Чем 
больше значение этой функции, тем менее 
схожими являются два объекта x,x'. Для про-
извольного объекта u расположим объекты 
обучающей выборки ix  в порядке возраста-
ния расстояний до u: 
1; 2; ;( , ) ( , ) ... ( , )u u m uu x u x u xρ ρ ρ≤ ≤ ≤ , где через 
;i ux  обозначается тот объект обучающей вы-
борки, который является i-м соседом объекта 
u. Аналогичное обозначение введём и для 
ответа на i-м соседе: ;i uy . Таким образом, 
произвольный объект u порождает свою пе-
ренумерацию выборки. В наиболее общем 
виде алгоритм ближайших соседей есть: 
;
1
( ) arg max [ ] ( , )
m
i uy Y i
a u x y i uω
∈ =
= =∑  (8) 
где ( , )i uω  – заданная весовая функция, кото-
рая оценивает степень важности i-го соседа 
для классификации объекта u. Естественно 
полагать, что эта функция неотрицательна и 
не возрастает по i. По-разному задавая весо-
вую функцию, можно получать различные 
варианты метода ближайших соседей, 
( , ) [ 1]i u iω = =  – простейший метод ближай-
шего соседа, ( , ) [ ]i u i kω = ≤  – метод k бли-
жайших соседей[17]. 
 
Оценка качества классификации 
С целью определения наилучшего метода 
были предложены следующие критерии: 
полнота; точность. Для оценки качества 
классификации используются метрики из 
информационного поиска: 
Полнота (recall): отношение количества 
найденных документов из категории к об-
щему количеству документов категории. 
Точность (precision): Определяется как 
отношение числа релевантных документов, 
найденных ИПС (информационно-поиско-
вые системы), к общему числу документов.  
rel retr
rel
recall D D
D
=

 (9) 
 
rel retr
retr
precision D D
D
=

 (10) 
где relD  – это множество релевантных до-
кументов в базе, а retrD – множество доку-
ментов, найденных системой[18]. 
 
Тестовые коллекции для классификации 
Существует несколько наиболее извест-
ных коллекции для экспериментов. 
Коллекции для английского языка: Reu-
ters-21578 Text Categorization Collection 
(http://kdd.ics.uci.edu/databases/reuters21578/re
uters21578.html); OHSUMED Test Collection 
(http://ir.ohsu.edu/ohsumed/); 20 Newsgroups 
Data 
(http://people.csail.mit.edu/jrennie/20Newsgrou
ps). 
Коллекции для китайского языка: SogouT 
(http://www.sogou.com/labs/dl/t.html). 
Коллекции для русского языка: Тестовые 
коллекции РОМИП (Российский семинар по 
Оценке Методов Информационного Поиска) 
(http://romip.ru/ru/collections/index.html). 
 
Результаты сравнение методов  
машинного обучения 
В статьях [7,8,10,11] сравниваются раз-
личные методы машинного обучения. Про-
веденные эксперименты показали, что метод 
SVM имеет преимущество перед другими 
методами машинного обучения, поскольку 
обеспечивают самую высокую точность и 
полноту. Метод k ближайших соседей обес-
печивает наилучшее время но самую низкую 
точность и полноту. Метод Байеса  даёт 
средние временные характеристики, а также 
точность и низкую полноту. Поэтому можно 
рекомендовать для классификации исполь-
зован SVM метод. 
 
Выводы 
Выбранный метод и результаты работы 
подтверждают возможность создания эффе-
ктивной системы автоматической классифи-
кации документов для конечного множества 
языков по критерию принадлежности к опре-
деленной области знания, используя совре-
менные средства вычислительной техники. 
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