We describe a method for recognizing the regular characters drawn by hand gestures or by a pointer on the forearm of the user captured by a head mounted camera for wearable computing. We assume that each character is drawn by a single stroke and in an isolated manner as in Graffiti. Recognition is performed by a bank of finite state machines whose input is the chain code of the hand drawn character.
INTRODUCTION
There is a high interest for alternative flexible and versatile ways for humans to communicate with computers. In wearable computing flexible and versatile man-machine communication systems other than the ordinary tools of keyboard and mouse are necessary. Examples to the alternative communication systems include touch screens, hand gesture and face expression recognition systems, speech recognition systems, and key systems [1] [2] [3] [4] [5] . Easy data entry to a wearable computer is a field that requires much attention. One handed chording keyboards such as septambic keyer developed by Mann [4] and Twiddler [5] are interesting new approaches to enter data to wearable computers. Computer vision based man-machine communication systems can be developed by taking advantage of the character recognition systems developed in document analysis [6, 7, 12] . For example, unistroke isolated character recognition systems are successfully used in personal digital assistants in which people feel easier to write rather than type on a small size keyboard [8, 9] . In addition, human-like capabilities such as perception would be a good feature of systems targeted for man-machine interaction, a specific gesture or a sign of a hand can be used as a key to a database system. The purpose of this study is to develop a method for recognizing the characters drawn by hand gestures or by a pointer on the forearm of the user captured by a digital camera which is a new form of data entry into a wearable computer. In this method it is assumed that each character is drawn by a single stroke as an isolated character. One of the alphabets that has this property is the Graffiti ™. The resulting character recognition system can be also used in mobile communication and computing devices such as mobile phones, laptop computers, handheld computers, and PDAs. The advantages of our computer vision based text entry system compared to other vision based systems [10] [11] [12] algorithms exist for the recognition of unistroke characters and they can be implemented in real time with very high recognition accuracy. After a few minutes of studying the Graffiti alphabet, about 86% accuracy is possible. After some practice, accuracy improves to about 97%. Almost 100% accuracy seems to be possible [9] . -Computer vision based text entry systems are almost weightless. In Section 2 the outline of the recognition system is described. Character recognition is performed by a finite state machine whose input is a chain code. In Section 3, the FSM structure is describe and in Section 4 simulation examples are presented.
RECOGNITION SYSTEM
Consider the situation in which the user draws unistroke, isolated characters by a laser pointer on the forearm captured by a camera mounted on the forehead. Video is first segmented to image sequences corresponding to each character. The image sequence starts with a pointer turnon action and terminates when the user turns off the marker. In other words, characters are separated from each other by discontinuous marker movements.
In our system unistroke characters are described using a chain code which is a sequence of numbers between 0 and 7 obtained from the quantized angle of the beam of the laser pointer in an equally timed manner. The chain code is extracted from the relative motion of the beam of the laser pointer between consequitive images of the video and it is applied as an input to the recognition system which consists of finite state machines (FSM) corresponding to individual characters. The FSM generating the minimum error indicates the recognized character. However, certain characters such as Q and G may be confused in a feature set consisting of only the chain code. Therefore, in addition, the begining and the end points of strokes are also considered. The weighted sum of the error from a finite state machine and the begining and the end point error determines the final error for a character in the recognition process. The algorithm for the recognition of characters consists of four steps which can be summarized as follows.
Step1. Extraction of chain code.
• The position of the red mark produced by the laser pointer is found in each frame.
• A chain code is generated according to the angle between two consecutive mark positions.
• Beginning and end point coordinates together with the coordinate of a rectangle enclosing the character are determined.
Step 2. Analysis using finite state machines.
• The chain code is applied as input to each state machine.
• State changes are determined in addition an error counter is increased by one if a change is not possible according to the current FSM • If a chain code does not terminate in the final state, the corresponding character is eliminated.
• Errors in each state are added up to find the final error for each character.
Step 3. Errors due to the beginning and end points.
• Beginning and end points of a stroke are normalized with respect to the enclosing rectangle.
• If the width or the height is larger than a given threshold, it is not considered as a feature.
• An error value is calculated from the comparison of the normalized beginning and end points of the input character and the candidate character stroke.
Step 4. Character determination.
• State machine error and position error are weighted and added up.
• Character with minimum error is the recognized one. The second feature set used in character recognition is based on position errors due to the beginning and end points of each stroke. 3.d and the corresponding chain code representation is 32222207777111176666. The FSM for the character "M" is shown in Figure 2 .a. When the above chain code is applied as an input to this machine, the first element which is 3 generates an error and the error counter is set to 1. The second element of the chain which is 2 which is a correct value at the starting state of the FSM so the error counter remains at 1 after processing the input 2. The FSM remains in the first state with the other 2s and also with the subsequent 0, as 0,1 and 2 are the inputs of the first state of the machine for M. The input 7 makes the FSM to go to the next state and the subsequent three 7's let the machine to remain there. Whenever the input becomes 1, the FSM moves to the third state. The machine stays in this state until the single 7 input and this makes FSM go to the final state. The rest of the input data being 6 makes the machine to stay in the final state, and when the input is finished the FSM terminates. The error of the machine for character "M'' is 1 for this input sequence. In fact, the above sample chain code is applied to other FSMs corresponding to all of the characters. But, the other machines generate either greater or infinite error values. This can be easily seen on the FSM for the character N which is shown in Figure 2 .b. If the above string is given as input to this machine it will never reach to the final state and the error will be set to infinity.
Both the time and space complexity of the recognition algorithm are O(n), n being the number of elements in the chain code. In order to prevent noisy state changes, lookahead tokens can be used which acts as a smoothing filter on the chain code.
It is observed that the FSM based recognition algorithm is robust as long as the user does not move his arm or the camera during the writing process of a letter. Characters can be also modeled by Hidden Markov Models which are stochastic FSM's instead of the deterministic FSM's to further increase the robustness of the system at the expense of higher computational cost.
VIDEO PROCESSING
The images corresponding to a character are to be processed to extract the marker positions for chain code extraction. If the position of the marker is found in the initial frame, it can be tracked in the consecutive images.
In our experiments, we use a red laser pointer to write the characters. The images are decomposed into red, green and blue components and the red mark can be found by thresholding followed by a connected component analysis in the red image. If hand gestures are to be used, a skin filter may be necessary. Other pointers such as the tip of a pen can be also extracted and traced in a similar manner. Clearly, a laser pointer is the most robust text entry device to changing lighting and background conditions.
As discussed above, in an image sequence corresponding to a word, characters are separated from each other by discontinuous pointer movements. In the case of a laser pointer, at the end of each character the user turns off the light. This marks the end of each character. Segmentation of the video for each character is based on the jumps of the red mark of the laser pointer. While the user is writing a character, the transition of the pointer positions in consecutive images should be smooth, since only unistroke characters are allowed. The subsequent character will start at a relatively different position since the characters are to be written in an isolated manner. Therefore, a discontinuity is generated between two characters.
There are mainly two problems during the image capture and processing steps: distortion due to perspective projection and occlusion of the marker. Distortion in the characters occurs when the drawing or hand gestures are done in a non-orthographic manner. It is observed that such perspective distortion up to about 45 degrees of difference defined by the laser pointer (or regular pointer), the camera and the tangent plane of the forearm does not affect the recognition. The reason that the system fails after 45 degrees is that the chaincode used in the representation of the characters has a quantization level of 45 degrees. In other words, the unit circle is represented by 8 directions. This problem can be overcome by either increasing the quantization levels and modifying the FSM models accordingly, or by using projective geometry methods developed by Mann [13, 14, 15] which can provide an efficient solution with the help of a feedback coming from a viewfinder. Occlusion is not considered in this system, since the camera is assumed to capture the images in front of the marker.
EXPERIMENTAL RESULTS AND CONCLUSION
The experimental setup is composed of a red laser pointer, a black background fabric and a web camera which is an ordinary Philips PC Camera along with a capturing card, Tekram VideoCap C210. The web camera produces 160 pixel by 120 pixel color images at 13.3 frames per second. All of the processing is performed on an Intel Celeron 600 processor with 64MB of memory.
The user draws a Graffiti character using the red pointer on the dark background material. In Graffiti like recognition systems, very high recognition rates are possible [9] . In our system, in spite of the existence of perspective distortion, it is possible to attain a recognition rate of 97% at about 10 words per minute (wpm) writing speed. It is also observed that the recognition process is writer independent with little training.
In order to estimate the above recognition rate at least 50 samples from each character and a total of 1354 characters are used. An average of 18 image frames per character is required and this can be drawn less than 1.5 seconds which means that more than 40 characters per minute can be entered to the computer on the average. The writing speed can be further improved if the user trains himself or herself to write different characters e.g., the characters I and T can be drawn and recognized with almost 100% accuracy only with 3-4 frames. On the other hand, the character B needs at lest 50 frames (or more than 3.35 seconds) for a reasonable recognition rate accuracy. The overall writing speed of our current system is slightly below the 13 wpm composition rate reported for Graffiti on a PDA. This is due to fact that the frame rate of a wearable camera is much smaller than the sampling rate of a touch screen on a PDA. We believe that we can achieve the same writing speed rates with the advances in digital camera and wearable computer technology.
The perspective distortion plays a minor role in the system since everything is in two dimensions. In our experiments, we have observed that the degradation in recognition is at most 10% around 45 degree difference between the plane on the which writing is performed and the camera. . In all cases the beam of the laser pointer can be easily identified from the dark background. If the user uses his or her finger to write than it is expected that the recognition rate of the current system will be significantly affected.
We have not yet implemented the system on a wearable computer, however the time and space complexity of the employed algorithms are low. The processor on which the experiments are done has similar performance compared to the processors mentioned in current wearable computers. Furthermore, the web camera considered during the experiments has very similar characteristics with the head mounted cameras used in wearable computers or the eyetab.
A major application of our system is that it can be used to take notes while watching a presentation. This is only possible, if the system has a viewfinder [16, 17, 18] . In this way, hand-eye-camera coordination can be carried out in which viewfinder provides the feedback loop so that pointer written characters remain always in the viewing area of the camera and the misrecognized characters can be immediately corrected.
Although the frame rate of a wearable camera is much smaller than the sampling rate of a touch screen on a PDA, this is compensated by slow writing movements and our recognition algorithms which we believe are more complex and robust compared to the simple recognition algorithms used in PDA's.
The writing speed of our system is lower than the 35 to 40 wpm transcription speeds of septambic keyer developed by Mann [4] and Twiddler [5] . However, regardless of the keyboard the composition writing speed is below 20 wpm for most people. We believe that in a wearable computing environment the composition speed rather than the transcription speed is important. Furthermore, the 20 wpm writing speed with very high accuracy is even possible in our system (or in today's wearable computing technology) if an optimized unistroke alphabet [9] is used instead of Graffiti. In such a case the user has to learn a new alphabet consisting of very simple strokes. The reason that we use the Graffiti alphabet is its almost Latin alphabet like nature.
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