Abstract-We consider a fluid queue in discrete time with random service rate. Such a queue has been used in several recent studies on wireless networks where the packets can be arbitrarily fragmented. We provide conditions on finiteness of moments of stationary delay, its Laplace-Stieltjes transform, various approximations under heavy traffic and asymptotics of its tail distribution. Results are extended to the case where the wireless link can transmit in only a few slots during a frame.
I. INTRODUCTION
We consider a discrete-time queue served by a wireless link. The input to the queue is a stochastic fluid. The link rate of the wireless link changes randomly with time. We will assume that the link rate stays constant during a slot. Such a queue has been used to model wireless systems in several previous studies ( [10] , [21] , [22] , [24] ). Although in practical wireless systems the input arrives at a wireless link as packets, due to varying link rate, the packets need to be fragmented (for efficient utilization of the link) or several packets may be transmitted within a slot, as the case may be. Thus, the packets loose their identity (from the point of view of service at the queue) and it may be convenient to consider all the contents in a queue as a fluid. As if usually done, we will ignore the overheads due to packet fragmentation.
Discrete-time queues, where the identity of packets is retained (i.e., the packets are not fragmented) have been studied extensively ( [7] , [9] , [29] ). The discrete-time queue that we study has two differences from the discrete queues studied in the above literature. The packets in our queues can be fragmented and thus packet boundaries have no relevance, and the number of bits that can be served during a slot is variable (due to wireless link). The discrete-time fluid queue we study has many similarities to the queues usually studied in literature, like the GI/GI/1 queue in continuous time ( [2] , [8] ) and fluid queues in continuous time ( [1] , [6] , [16] ), but there are also significant differences. Fortunately, the similarities between our model and continuous and discrete queues studied previously are so strong that we can borrow significantly from previous studies. Interestingly the similarities are stronger with a continuous time queue than with a discrete queue.
Although, as pointed out above, the queue we study has been considered in wireless literature, it has not been studied extensively. We provide conditions for stability, finiteness of moments of queue length and stationary delay, various approximations under heavy traffic and the exact LaplaceStieltjes transform (LST) of the delay for our queue. We also provide tail asymptotics when the fluid arriving in a slot has a distribution which is subexponential or has light tails.
We also consider a generalization of the queue which is useful for practical wireless systems. Often, a wireless link is not available at all slots, i.e., the time axis is divided into frames made of several slots and only in some of the slots the link can transmit data ( [25] ). For example, this happens in uplink and downlink of cellular systems using Time Division Multiple Access (TDMA) and in multihop wireless networks ( [15] , [20] ) due to interference in neighbouring links. The performance of such a link will certainly be different from the queue considered so far. Such a system in wireline context (e.g., when the service rate is fixed) has been studied in [7] , [26] , [27] (see also the references there-in). We will extend most of our results to this queue.
We are currently working on feed-forward networks of the queues studied in this paper.
The paper is organized as follows. Section II presents the model and the preliminaries. Section III studies stationary delay. It provides the finiteness of moments of stationary delay, its LST, various approximations under heavy traffic and asymptotics of its tail probabilities. Section IV considers the discrete queue embedded in a frame and extends most of the results provided in Section III. Section V provides simulation results to show the closeness of approximations.
II. THE MODEL AND PRELIMINARIES
We consider a discrete-time queue with infinite buffer. At time k, the queue length is q k , the new arrivals are X k and the link (service) rate is r k during the time slot (k, k + 1). We will denote by X and r r.v.s (random variables) with the distribution of X 1 and r 1 respectively. Then
where (x) + denotes max(0, x). We will assume {X k , k ≥ 0} and {r k , k ≥ 0} are iid (independent, identically distributed) and independent of each other. However for the stability results in the paper we will only assume that {X k } and {r k } are stationary, ergodic sequences.
Sometimes one can assume X k and r k to be nonnegative integers (bits). But the granularity of X k and r k can often be fine enough such that these can be taken nonnegative real valued. In the following we will do that.
Equation (1) is the well studied Lindley equation ([2] , [8] ) and {q k } in (1) corresponds to the waiting time process in a G/G/1 queue. If E[X] < E[r] < ∞ (this assumption will be made in the rest of the paper) and {X k , r k } is strictly stationary and ergodic, there is a unique stationary distribution of q k . Let q be a r.v. with this stationary distribution. If the queue starts at k = 0 with any initial distribution, q k converges to q in total variation.
From now on we will make the above mentioned independence assumptions on {X k } and {r k }. Then ( [14] , [28] , [30] ), E[q α−1 ] < ∞ if and only if E[X α ] < ∞ for α ≥ 1 and if X has finite moment generating function (mgf) in a neighbourhood of 0 then so does q. Various results on asymptotics of tails of distributions are also available which we will discuss in Section III-D.
The epochs when q k = 0, are the regeneration epochs for the process {q k , k ≥ 0}. Let τ be a regeneration length (it corresponds to the number of customers served in a busy period in a GI/GI/1 queue). Then ( [12] , [28] , [30] 
Also, τ has a finite mgf in a neighbourhood of 0 if and only if X has. This provides rates for the convergence of the distribution of q k to that of q. Combined with results on E[q α ] < ∞, one can obtain various functional limit theorems ( [28] ).
For a queueing system the stationary delay distribution is a key performance measure. We use the results provided above to study the delay distribution in the next section.
III. DELAY DISTRIBUTION
In this section we study the delay distribution for the system described in Section II. We will study delay for the FCFS (First Come First Served) discipline.
For the fluid X k arriving at time k, the first time its contents are served (i.e., the delay of the first bit) is
The last bit of X k will wait for
Since the bits served in a slot may belong to packets corresponding to different flows in a wireless system, to ensure QoS (Quality of Service) it is important to study both {D k } and {D k } and not just the delay of some average (typical) bit in {X k }. Observe that τ is also a regeneration length for (2) and (3) by replacing q k and q k + X k by q and q + X (because of iid {X k }, the stationary distribution of queue length seen by arriving bits is the same as that of q), where q, X and {r k } can be taken independent of each other. For convenience we write
and
for any t ≥ 0. To avoid trivialities we assume
We remark that 
where B 2 is a known constant. Thus if we know moments of q or have bounds/approximations for them, we will obtain bounds on moments of D andD. We will study the accuracy of the bounds in (6) in Section III-C. If we assume r k to be exponentially distributed, then E[q] equals the mean delay in the M/GI/1 queue and hence is
. For this case we will provide an exact expression for E [D] in Section III-B. Exponentially distributed r is of particular importance in wireless channels because a Rayleigh distributed channel at low SNR could lead to an exponential r. Thus we will pay special attention to this case throughout the paper.
For the GI/GI/1 queue several approximations for the mean waiting time are available. For example from [17] we get
where
and C 2 r is defined as C 2 X . This approximation can be used with (6) to obtain approximations/bounds for E [D] . For exponential r this approximation reduces to the exact formula provided above. Under heavy traffic it is close to the exponential approximation provided at the end of Section III-C. If we add E[X] on the right side of (8), we get approximations for E [D] . In Section V we will provide some simulation results to check the accuracy of these approximations.
The LST of q is also available if X k is of phase type. We will obtain from this the LST of D andD in Section III-B.
In the rest of the section we study the D andD in more detail. Section III-A provides conditions for finiteness of moments and mgf. Section III-B provides the LST. Section III-C shows that the bounds in (6) can be tight in heavy traffic and in fact the heavy traffic analysis provides a correction term for these bounds. Section III-D studies the tail asymptotics for the distributions of D andD.
A. Finiteness of Moments
In this section we provide conditions for finiteness of moments of D andD.
Proof. SinceD ≥ D, we show the results forD. Observe that regenerations occur when all the backlog in the queue is cleared. Thus, if k = 0 is a regeneration epoch and τ is the next regeneration epoch,
and hence
Also, D andD have finite mgf in a neighborhood of 0 if X has. The next proposition provides a partial converse.
Proof.
(i) From [12] , Chapter 3, Theorem 8.1,
where P q is the distribution function of q. Thus
where [t] is the integer part of t. The right side tends to ∞ as t → ∞. Fix a positive M < ∞. There is a T such that for t > T ,
From Propositions 1 and 2, using the previously known results for q mentioned in Section II, we obtain that
has an mgf in a neighbourhood of 0 if and only if q has. Some of these results could be obtained from (28) below under the additional assumption E[r 2 ] < ∞.
B. LST of the Delay Distribution
Let us first consider the case of exp(λ) distributed r k . Then, according to (4) 
Using the well-known Pollaczek-Khintchine formula for the LST of the waiting time distribution in the M/G/1 queue, it then follows, with β(·) denoting the LST of the distribution of X:
Next we consider the case when X k has a rational LST β(s) = β 1 (s)/β 2 (s) where β 2 (s) is a polynomial of degree m and α(s) is the LST of the distribution of r. From [8] , Section II 5.10,
where ξ i , i = 1, ..., m are the zeros of
in the left half plane. If the ξ i are different then we rewrite
Next we consider the distributions of D andD. We have
Hence the distribution of D is a mixture of m geometric distributions with parameters α(−ξ 1 ), ..., α(−ξ m ). In particular,
If r is exponential then we can get a more explicit expression for E [D] . Indeed, from (10)
where the last equality follows from the fact that
. Of course, (12) could also be obtained by taking the derivative of
One can similarly obtain the LST ofD and E[D] by replacing q with q + X, q and X being independent of each other.
If X and r can be taken discrete and r ≤r < ∞ then (1) can be rewritten as
Now (13) also occurs for the bulk service queue (with bulk sizer) in discrete-time. Then the moment generating function of the stationary distribution of q k is given by ( [18] )
where Z 0 , ..., Zr −1 are the roots of the denominator in (14), Y (Z) is the moment generating function of Y k and y j are obtained from
..,r −1. Various computational techniques to obtain Z 0 , ..., Zr −1 are available in [18] which then provide the mgf of q. From this, as above, we can obtain the distributions and moments of D andD.
C. Heavy Traffic Approximations
In this section we show that in heavy traffic the bound in (6) will indeed be tight. We also obtain upper bounds on higher moments of D which are valid in heavy traffic. In fact we first obtain bounds which are valid under congestion for any traffic intensity. Hence our bounds are valid whenever there is congestion in the queue thus covering all the cases where the delay is of real concern. Proposition 3. For p ≥ 1,
Proof. From Gut [12] , Chapter 3, Theorem 8.1,
Thus for any δ > 0 there exists a T such that for t > T
Since q is independent of {r k }, for t > T ,
Taking t → ∞ and then δ ↓ 0 we obtain the result.
In the following we show that under heavy traffic the conditioning on {q > t} in (16) can be removed.
Consider a sequence of queues where the distribution of sequence {r k } is fixed but the n th queue is fed an iid input sequence {X
and D (n) denote the stationary queue length and delay in the n th queue and then n → ∞ provides us a heavy traffic result.
Proposition 4
Under the above assumptions, for p ≥ 1,
Proof. We will use (15) in our proof. Observe that T in (15) depends only on δ and the distribution of r k but not on that of q (n) . Thus, for a given δ > 0, choose T such that (15) holds. Since
we consider the two terms on the right side of this equality.
and this upper bound is independent of n. Thus for any given δ 1 > 0, we can choose an N 1 such that
for any n ≥ N 1 . Then, from (15), (18) and (19) 
Next we show that for any δ 2 > 0 there is an N 2 such that
for all n > N 2 . But this easily follows from the fact that
for any positive δ, δ 1 , δ 2 for all n ≥ N , N chosen large enough. Therefore,
From (4) and Proposition 4 we obtain
The above results show that under heavy traffic the relative error in approximating D k=1 r k with q goes to zero in mean. However, the error itself does not go to zero. Now we provide some information on it. If E[r 2 ] < ∞, then from Gut [12] , Chapter 3, Section 10,
if r is nonarithmetic. If r has an arithmetic distribution on a lattice with span d then
In the following we provide the results for only the nonarithmetic case. For the arithmetic, just add d/2. Using the above techniques, one can easily show from (21)
The next proposition removes the conditioning in heavy traffic.
Proof. We have
Given δ > 0 from (22) there exists a T s.t.
for all t > T . This T depends only on the distribution of r and δ but is independent of n. We also have P (q (n) > T ) 1 as n → ∞ for any fixed T .
Next consider the second term on the right side in (23) . For any fixed T ,
and R(t) ≤ r D(t) . From [12] , Chapter 3, Theorem 7.2, {r D(t) /t, t ≥ 1} is uniformly integrable. In particular, the right side of (25) is upper bounded by M T for some M < ∞. Thus
for all n large enough.
Thus (E[q] + E[r 2 ]/2E[r])/E[r]) provides a better approximation of E[D]
under heavy traffic. For exponential r, this reduces to the exact formula (12) .
One can similarly obtain results for higher moments of R (n) . We also know that
and → W denotes weak convergence. This then will provide us with R (n) → W Y . We can also exploit the standard heavy traffic approximations on the GI/GI/1 queue. For example, ( [2] , Chapter X) we know that if
Since t → D(t) is a continuous function, this implies that D(2νq
where Y is exponentially distributed with mean 1. In particular, then from (10) in heavy traffic (but with ρ < 1),
where α(s) is the LST of r. Thus as a heavy traffic approximation, D is geometrically distributed with parameter α(2ν/σ 2 ). This provides
Comparing these results with those in Section III-B, one observes that these results are simpler and hold under general assumptions on the distribution of X but of course provide good approximations only under heavy traffic (interestingly we will see in Section V via simulations that although the approximation for E[q] is not good under light traffic, for
. From (7) and (17) 
under heavy traffic whereas the above exponential approximation provides E[q 2 ] = σ 4 /2ν 2 .
D. Asymptotics for Tail Probabilities
In this section we consider the asymptotics on the tail of the distributions of D andD. In Section III-A we have provided conditions for finiteness of
and of their mgf in a neighborhood of 0. These provide asymptotics for the tail distributions of D andD via the relationship: for
Thus D is of regular variation with index −α − 1 if and only if X is of regular variation with index −α. Also, D has an mgf in a neighbourhood of 0 if X has. Thus D has a light tailed (exponentially decaying) distribution if X has.
Some more information on the tail distribution can be obtained for subexponential distributions. From the results on the waiting time distribution for a GI/GI/1 queue we know ( [11] , [30] ): If X e is subexponential, then
where X e is a r.v. with the equilibrium distribution of X:
The asymptotics of D are more complicated. From (4) we observe that D = N (q) + 1 where N (t) is the undelayed renewal process formed from {r k }. Then using results from [3] we obtain: 1) From Theorems 3.6, 3.11 and Proposition 3.1 of [3] :
If E[r 2 1 ] < ∞ and q has tail heavier than e − √
x , i.e.,
We have observed above that, if X e is subexponential then q has asymptotics of X e . Thus if X e has tail heavier than e − √
x , (28) holds. Also then X e and hence q has heavier tails than that of X. Therefore, if X is also subexponential then q and X being independent in definingD, q + X is subexponential and has the same tail behaviour as that of q. Thus D andD also have the same tail behaviour. 2) For r k exponentially distributed, there are results in [3] corresponding to q with heavy tails but lighter than e − √
x . These directly provide corresponding results for D andD.
IV. DISCRETE QUEUE EMBEDDED IN A FRAME
In a practical wireless system it will often happen that a wireless link gets the opportunity to transmit data from its queue only in some of the slots and often these slots appear periodically. For example, this can happen if several queues share a common wireless link in TDMA fashion (e.g., GSM cellular system, the subscriber stations in a WiMAX uplink ( [23] ) and a multihop wireless network ([15]) ). These slots can also appear randomly: if the wireless channel is bad in a slot it may be decided not to transmit in that slot in order to save transmit power. In this section we extend the results obtained so far to this setup when a queue is served at periodic intervals.
We assume a frame is made up of T slots. The queue under consideration gets to serve in the first L ≤ T slots of each frame. In the last T − L slots the fluid can arrive at the queue but it will need to wait till the next frame for transmission. Let q k be the queue length at the beginning of the k th frame. Let X k,i be the new arrivals to the queue in the beginning of the i th slot of the k th frame and let r k,i be the link rate in that slot, i = 1, ..., T . Then
We denote Y k = X k,L+1 + ... + X k,T . We assume X k,i and Y k,i to be iid for each k and i (for the stability result we need to assume them to be only stationary, ergodic, sequences). We will also denote
where f can be found from (29) . One can easily see from (29) that f is nondecreasing and continuous in q. Thus, from Loynes [19] , if {(X k , r k )} forms a stationary, ergodic sequence then q k has a stationary distribution (which may be infinite with positive probability). Let q be a r.v. with this stationary distribution. Since sequence {q k } can be lower bounded by sequencē
, q k also converges to ∞ a.s. under these conditions.
Next we show that when T E[X k,1] < LE[r k,1 ], q has a proper distribution, i.e., P (q < ∞) = 1. Suppose it is not true. Using Loynes' construction ( [19] ), we show it leads to a contradiction. Let the 0 th frame start at k = 0. Let q will converge to 0 a.s. and hence P (A) = 0. Thus q has a proper stationary distribution.
Using the above construction we can also show that when T E[X k,1 ] < LE[r k,1 ] the stationary distribution is unique and starting from any initial distribution, q k converges in total variation to it. From now on in this section we will assume
From now onwards we will make the independence assumptions on {(X k , r k )}. We can rewrite (29) slotwise as in (1) with r k,i = 0 for i = L + 1, ..., T . Now however the rate sequence is no longer iid but periodic and the results obtained in the previous section cannot be directly used. However, this can be taken as a regenerative sequence with regeneration epochs the frame boundaries. Then we are within the framework of [28] . Thus we obtain E[τ α ] < ∞ (τ has a finite mgf in a neighborhood of 0), if E[X α 1 ] < ∞ (X has a finite mgf in a neighborhood of 0) for α ≥ 1 where τ is a regeneration length for this system, the regeneration epochs being the frame boundaries where q k = 0. We also obtain
] < ∞ for α ≥ 1 where q is the stationary queue length at frame boundaries. Finiteness of the mgf of q in a neighborhood of 0 is also implied by that of X 1 .
Various functional limit theorems for the process {q k } and rates of convergence to the stationary distribution are also obtained ( [28] ). Although [28] provides these results for the process observed at slot boundaries, these results at frame boundaries can be obtained easily in the same way. The stationary distribution of the queue length process is different at the i th slot than at the j th slot, j = i within a frame but one can easily relate these stationary distributions. Also finiteness of moments of their stationary distributions holds under the same conditions. For example, for 1 < i ≤ L (denoting by q i a r.v. with the stationary distribution of q k,i )
Similarly we obtain the finiteness of the exponential moments.
Let D i andD i be r.v.s obtained from (2) and (3) 
where [x] denotes the largest integer < x. Similarly one can relateD i and D i . Thus we obtain the finiteness of moments of D i andD i from that of D i andD i , for which we obtain these results as in Proposition 1 from that of q i . Also the distribution ofD is of regular variation of index −α if and only if that of D is. SimilarlyD has a mgf in a neighbourhood of 0 if and only if D has. If we know the distribution of D then we can use the equality in (31) to obtain the distribution ofD.
If we have only moments and/or bounds or approximations on moments of D then the inequalities in (31) can be used to obtain the corresponding bounds/approximations forD. Under heavy traffic, one expects that the queue will not be empty most of the time. Then, one can approximate (29) by removing () + on the RHS of (29) . Now observe this queue only at frame boundaries. Consider the frame as a slot and then use the results of Section III with X k = X k,1 +...+X k,T and r k = r k,1 + ... + r k.L .
Finally we obtain the LST of q and D when r is exponentially distributed. As commented before, this could correspond to Rayleigh fading channels and hence is of practical concern.
The corresponding results for q i , D i andD i can then be easily obtained by relating them to q, D andD. Let β(s) be the LST of X. Then
Thus
We can iterate this equation to obtain
. Thus we obtain
The right hand side contains L unknowns y L−j , j = 0, ..., L − 1. From Rouché's theorem ( [8] , p 652), we know that under stability,
has exactly L zeros s 0 , ..., s L−1 in the right half plane. The term in curly brackets in the right side of (32) should also be zero for s = s 0 , ..., s L−1 . This yields L equations that can be used to obtain y 1 (λ), ..., y L (λ). There are several algorithms available to compute the zeros s 0 , ..., s L−1 (see [18] ). It follows, after a lengthy calculation, that
It should be noted that this formula reduces to the familiar expression for the mean waiting time in the M/G/1 queue when T = L = 1.
The mgf of D follows from the LST of q in (32), using (9):
If we are able to invert this mgf to obtain the distribution of D (there are various techniques to perform such a numerical inversion) then the mgf ofD follows from (31):
In fact one can show that
Thus one can avoid inverting the mgf of D. One can then obtain
V. SIMULATION RESULTS
In this section we provide some simulation results to verify the accuracy of approximations provided in Sections III and IV.
We first consider the single queue studied in Sections II and III. For X we have taken a few discrete distributions: Poisson (examples 9, 10) and finite valued while for r we have taken Rayleigh (examples 9, 10), exponential (examples Tables I and II . As commented before, for r exponential, (8) and E[D] with heavy traffic correction are in fact exact formulae for all traffic intensities. This is also seen from Table II . For other distributions, the theoretical formulae for E[q] and E[D] are very close to the simulated values for ρ ≥ 0.90. For lower values of ρ the approximations are not good as expected (but the approximation (27) for E[D] is still working quite well). We also observe that E[q] from (8) is quite close to simulations even for small ρ and is always more accurate than the heavy traffic approximation.
Next we provide an example for the queue in Section V. We consider exponential service and arrival rates. We fix the service rate at E[r] = 7.5 and take different values for E [X] . Also, we take T = 10 and L = 4. We obtained E[q] and E[D] The results of the simulations and theory are presented in Table III . The simulated values E[D] are closer to the upper bounds than to the lower bounds for E[D] when we used (33) and hence we present only the upper bounds. We further observe that the heavy traffic approximations are also providing good approximations.
