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Symmetry-protected topological (SPT) phases exhibit nontrivial order if symmetry is respected
but are adiabatically connected to the trivial product phase if symmetry is not respected. However,
unlike the symmetry-breaking phase, there is no local order parameter for SPT phases. Here we
employ a tensor-network method to compute the topological invariants characterized by the sim-
ulated modular S and T matrices to study transitions in a few families of two-dimensional (2D)
wavefunctions which are ZN (N = 2 &3) symmetric. We find that in addition to the topologically
ordered phases, the modular matrices can be used to identify nontrivial SPT phases and detect
transitions between different SPT phases as well as between symmetric and symmetry-breaking
phases. Therefore, modular matrices can be used to characterize various types of gapped phases in
a unifying way.
I. INTRODUCTION
Landau symmetry breaking paradigm has been suc-
cessful in explaining many observed phenomena from fer-
romagnets to superconductors [1], exploiting notions such
as long-range order and off-diagonal long-range order [2].
Such phases can be characterized by local order param-
eters, associated with certain symmetry and its break-
ing. However, it was recognized that systems such as
fractional quantum Hall effect [3, 4] and quantum spin
liquids [5–8] cannot be described by local order param-
eters and they exhibit what we call topological orders
(TO) [9–11]. Classifying and characterizing them is an
important task in understanding possible phases of mat-
ter in condensed matter physics, a pursuit no less funda-
mental than characterizing the periodic table of atoms.
Topological orders [9, 10], emergent phenomena usu-
ally in two spatial dimensions, appear in gapped sys-
tems displaying (i) ground-state degeneracy on multicon-
nected topology, (ii) local indistinguishability of degener-
ate ground states, (iii) fractional statistics of excitations,
and (iv) the so-called long-range entanglement. Topolog-
ical orders have also been much explored in the context
of topological quantum computation, as properties such
as (ii) and (iii), can give rise to natural protection and
robust processing of quantum information [12, 13]. Much
progress has since been made in understanding these
more quantitatively. For example, the long-range entan-
glement [14] in topological orders can be quantified by
the so-called topological entanglement [15–17], which is
a deficit to the entanglement area law [18]. The fractional
statistics of excitations can be quantified by the so-called
modular matrices S and T , which are the (generically)
non-Abelian geometric phases of the degenerate ground
states on the two-dimensional torus [7, 19]. They can be
obtained via the wavefunction overlaps [20, 21], conve-
niently using the basis of the so-called minimally entropy
states or minimally entangled states (MES) [22–24].
In addition to the above intrinsic topological orders,
recently it was found that symmetry-protected topolog-
ical (SPT) order can emerge if the ground state (which
is unique) does not break global symmetry of the Hamil-
tonian, also in contrast to the spontaneous symmetry-
breaking Landau paradigm. However, their excitations
do not have fractional statistics in the bulk. Topological
insulators and superconductors are such an prominent ex-
ample [25–35]. SPT phases have topological order that is
not characterized by a local order parameter either, but
their existence requires symmetry to be preserved [36–
41]. Ground states of non-trivial SPT phases cannot be
continuously connected to trivial product states without
either closing the gap or breaking the protecting symme-
try. Even though there is a unique ground state in the
bulk, for the open boundary condition, there are gapless
excitations or nontrivial surface states at the boundary.
In one dimension, the classification of SPT phases has
been understood extensively [37, 42–44] and is consid-
ered complete [38–40]. The characterization there can be
obtained via the inequivalent projective representations
corresponding to the on-site symmetry. In higher dimen-
sions d the use of (d+ 1)-th group cohomology gives rise
to systematic construction of large classes of interacting
bosonic SPT phases [45, 46]. In addition to cohomol-
ogy, there have been alternative understanding of these
SPT phases. In 2D, it was argued that any SPT phase
characterized by third group cohomology H3[G,U(1)] is
dual to a gauge theory of a finite group G [47]. Through
this duality, it is possible to characterize 2D SPT phases
using topological invariants such as modular S and T
matrices and combinations of them [48]. In addition
to cohomology and gauging, the classification of SPT
phases can actually be understood via other approaches,
such as (1) anomalous symmetry action at the bound-
ary [49], (2) the nonlinear sigma model with a topologi-
cal theta term [50, 51], and (3) gauge fields for symmetry
twists [52], and (4) cobordism [53], possibly leading to
SPT phases beyond cohomology [54].
Given a Hamiltonian, how do we know whether there
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2are any intrinsic or symmetry-protected topological or-
ders in the phase diagram and how to detect them? De-
tecting and identifying these topological orders is also
of practical importance as the classification only tells
us what phases are possible in principle. This is a
challenging task in general. For intrinsic TO, meth-
ods such as exact diagonalization [23, 55], quantum
Monte Carlo [56, 57], density-matrix renormalization
group (DMRG) calculations [24, 58–62] and tensor net-
works [20, 63–66] have been applied to extract the topo-
logical entanglement, MES, and modular matrices. For
SPT phases, much success has been limited to one di-
mension [36, 67]. Recently, the so-called strange correla-
tor (SC) [68] has been proposed by Xu and collaborators
and used to detect nontrivial SPT phases in both one [69]
and two dimensions [68]. Using the so-called momentum
polarization (MP) originally developed for toplogical or-
der [70], Zaletel recently proposed to use (i) the statistical
spin sg of the g-charge and g-flux composite, where g is
an element in an Abelian group G and (ii) the projective
representation for a g-flux as a characterization for 2D
SPT phases with an Abelian symmetry group [71].
Here we employ tensor-network (TN) methods [72, 73]
to obtain the topological invariants, i.e., the modular ma-
trices S and T for detecting and identifying 2D topolog-
ical orders, both intrinsic and symmetry-protected ones.
It was previously shown by He, Moradi and Wen [20]
how to do this for topological phases via wavefunction
overlaps [21]. Our main contribution here is to show
and demonstrate how S and T can be obtained for 2D
SPT phases, based on a theoretical proposal by Hung
and Wen [48]. We also find that S and T can be used
to characterize symmetry-breaking phases as well, which
have been studied recently using tensor-network methods
on infinite cylinders [74]. For convenience we shall refer
to our method as the tensor-network scheme for modular
S and T matrices (tnST). As will be demonstrated be-
low, our tnST scheme also applies to topological order.
Therefore, modular matrices provide a potential unifying
picture and tool for detecting and characterizing gapped
phases. A full-fledge application would involve (i) solving
the Hamiltonian and obtaining the ground state wave-
function(s) [72, 73], (ii) identifying the symmetry and
the associated matrix-product operator (MPO) [75, 76],
and then (iii) employing our approach here to obtain the
modular matrices. To demonstrate the applicability of
our method, we shall test it on a few families of wavefunc-
tions that are either topologically ordered or symmetric
under certain group action (whose parent Hamiltonians
can be constructed in principle; see Appendices A and B
for two families of Z2 SPT Hamiltonians), bypassing the
step of obtaining the unknown ground-state wavefunction
from a given Hamiltonian and the associated MPO’s.
Classification of SPT phases [38–40] was facilitated
by the use of the TN states, also known as projected
entangled pair states (PEPS) or tensor-product states
(TPS) [72, 73], which were motivated from generaliza-
tion of the DMRG invented by White [77] to higher di-
mensions. They can be regarded as variational wave-
functions. The matrix product states (MPS) in 1D turns
out to be the form of wavefunction that the DMRG al-
gorithm converges to [78, 79]. The TN states have also
been shown to exactly represent a large class of topo-
logical states, including both nonchiral [75, 80–84] and
chiral [85–88] topological order. The evaluation of ob-
servables with MPS is efficient, whereas that with TN
states in two or higher dimensions is a hard problem for
exact contraction. But approximation schemes have been
developed so that accuracy can be improved by increas-
ing the size of tensors [72, 73], with schemes including
very recent development of powerful methods such as the
tensor network renormalization (TNR) [89, 90]. The spe-
cific scheme that we shall adopt for evaluating modular
matrices via wavefunction overlaps is the so-called higher
order tensor renormalization group (HOTRG) developed
by Xiang and collaborators [91]. But other contraction
schemes can be used as well.
Even though the models that we study in this paper
are not realized by any natural materials, they are useful
for advancing our understanding of how to develop theo-
retical and numerical tools for probing their topological
properties and provide a direct comparison of our nu-
merical results with theoretical analysis. On the other
hand, these models may be engineered in the labora-
tory. Materials have been discovered, such as CsNiCl3
and RbNiCl3 for realizing Haldane chains [92] (which is
an exemplary SPT phase) and frustrated magnets such
as herbertsmithite for realizing spin liquid [93], and these
systems are well approximated by lattice or spin Hamilto-
nians. Moreover, recent rapid development in quantum
simulations using cold atoms, Rydberg atoms, trapped
ions, cavities, photonics, and superconducting qubits,
etc. have been proposed and developed to emulate lattice
Hamiltonians, and possible exotic Hamiltonians (such as
intrinsic and symmetry-protected topological orders) not
necessarily existing naturally [94–103]. It is possible that
models related (not necessarily identical) to ones studied
here might be realized in some of these quantum simula-
tion playgrounds.
Let us summarize our results and the structure of the
remaining paper. In Sec. II we briefly review the consid-
eration of modular matrices and how they can be evalu-
ated in both intrinsic and symmetry-protected topolog-
ical phases. We also present an analytic calculation of
the modular matrices for fixed-point wavefunctions and
symmetry action defined by 3-cocycles of a group G in
Ref. [46]. This gives us a basis to compare with our
numerical results presented below. In Sec. III we show
how to use the real-space renormalization procedure of
HOTRG to evaluate the modular matrices. In Sec. IV
we present results on various families of wavefunctions,
for which parent Hamiltonians can be constructed. First
we consider a one-parameter family of wavefunctions that
interpolate between a Z2 toric-code topological phase and
a trivial product phase, as well as one that is between a
Z2 double-semion topological phase and a trivial prod-
3FIG. 1. The effect of modular transformation. (a) Original
string operators or symmetry twists indicated by hx and hy.
(b) After the modular sˆ transformation. (c) After the modular
tˆ transformation.
uct phase. Both were considered previously by He et
al. [20] by a gauge-symmetry-preserving tensor renormal-
ization (GSPTRG) approach. We use these wavefunc-
tions to benchmark our method. Then we consider the
so-called Ising PEPS [74, 104], which by construction has
a quantum phase transition that corresponds to the clas-
sical Ising transition, and demonstrate that our modular-
matrix approach can accurately detect such a transition
between symmetric and spontaneous symmetry-breaking
phases. For ZN symmetry, there are one trivial and
(N − 1) nontrivial SPT phases. We then construct fami-
lies of wavefunctions that aim to interpolate from one to
another symmetric phases for N = 2&3. We find that
the these SPT phases are separated by a spontaneous
symmetry-breaking phase. Finally, for Z2 SPT phases,
we are able to find one family of wavefunctions for which
a direct transition connects the two SPT phases, which
appears to be continuous. Outside the two SPT phases
actually lies a symmetry-breaking phase at large values of
the parameter. We conclude in Sec. V, discuss different
scenarios that have been proposed regarding transitions
between two SPT phases [105], and point out possible
future directions.
II. MODULAR MATRICES IN INTRINSIC AND
SYMMETRY-PROTECTED TOPOLOGICAL
ORDER
A. Modular transformation and modular matrices
in intrinsic TO
The modular transformation on a 2-torus is the group
SL(2, Z) which is generated by the two operations:
sˆ =
(
0 1
−1 0
)
, tˆ =
(
1 1
0 1
)
, (1)
where sˆ is a 90◦ rotation and tˆ is the so-called Dehn
twist. For a basis of degenerate ground states {|ψa〉} in
a topological phase, we can consider the action of these
two generators [9, 10, 19]:
〈ψa|sˆ|ψb〉 = e−αSA+o(1/A)Sab
〈ψa|tˆ|ψb〉 = e−αTA+o(1/A)Tab, (2)
where modular matrices S and T can be regarded as rep-
resentations of these two generators in the basis of degen-
erate ground states {|ψi〉}, A is the area of the torus and
αS and αT are some positive constants independent of the
ground states. For intrinsic TO, the number of degener-
ate ground states on the 2-torus equals that of the types
of anyonic excitations, and the elements of S and T repre-
sent mutual and self-statistics of anyons [7, 19, 106, 107].
One can use, e.g., the trace of these matrices, tr(S) and
tr(T )), to characterize topological phases and transitions
For example, consider the set of orthonormal degener-
ate ground states |Ψi,j〉 (i, j = 0, .., N − 1) of a topologi-
cal phase at the fixed point, such as the quantum double
models [12] or string-nets [106]. For a suitable choice of
basis, there exists a set of closed-loop string operators
W
[h]
k and W
[v]
k (parallel to horizontal and vertical cir-
cles, respectively; k = 0, .., N − 1 and W0 = I) such that
W
[h]
i W
[v]
j |Ψ0,0〉 = |Ψi,j〉, where W ’s commute with one
another and the Hamiltonian. These operators can be
schematically represented as the twist operators shown in
Fig. 1(a). Instead of carrying out the modular transfor-
mations on the degenerate ground states, one can equiva-
lently consider how the string operators transform under
the modular transformations, as shown schematically in
Fig. 1(b)(c). Take the toric code for example, depending
on how one constructs |Ψ0,0〉, these W ’s can be a string of
Pauli X or Z operators. The closed-loop string operators
act on the physical degrees of freedom, but their effect
on ground states can be equivalently induced by using
the corresponding closed-loop matrix product operators
that act on the virtual or bond degrees of freedom in
the tensor-network description of the ground-state wave-
functions [75, 108]. For explicit calculations of S and T
matrices in the string-net models, we refer the readers to
Refs. [106, 109].
B. Modular S and T matrices for SPT phases
For SPT phases, the ground state |ψ〉 is unique. How-
ever, one can “simulate” the degenerate ground states
by twisting the Hamiltonian and thus its twisted ground
state [48] (denoted by |ψ(hx, hy)〉) via a pair of com-
muting twist operators hx and hy (of a group G with
[hx, hy] = 0), as shown in Fig. 1(a). The lines labeled by
hx and hy in Fig. 1(b)(c) for SPT phases represent the
action of modular transformations on two such symme-
try twists. Here we calculate S and T for the fixed-point
SPT states with the symmetry action constructed by 3-
cocycles of a group G in Ref. [46]. In their construction,
the fixed-point SPT states are schematically shown in
Fig. 2a, where each site consists of four partons with de-
grees of freedom labelled by g ∈ G and these partons
form GHZ-like entanglement with neighboring partons∑
g |gi = g, gj = g, gk = g, gl = g〉/
√|G|, denoted by a
square linking four such partons. The symmetry action
can be expressed in terms of local MPO, which acts on
the local tensor as shown in Fig. 2(b).
Here we calculate the S and T according to the pre-
scriptions shown in Figs. 3 and 4. The elements of the
4FIG. 2. The symmetry twist operators OV (g) and OH(h).
Each twist can be visualized as an oriented branch cut, in-
dicated by an arrow in the figure. The twist is in general
described by a matrix-product operator. Here it is of a sim-
ple form, i.e., a product of local operators. The action of
the local operator is shown in the bottom panel. The arrows
inside a site (indicted by a circle) is the branching structure
used in the original construction of the fixed-point wavefunc-
tion by the 3-cocyles or equivalently the symmetry operation
in Ref. [45, 46].
modular matrices vanish unless the symmetry twists at
the symmetry group level match:
S(h′x,h′y),(hx,hy) ≡ 〈ψ(h′x, h′y)|sˆ|ψ(hx, hy)〉 (3)
= δh′x,hyδh′y,h
−1
x
S(hx,hy). (4)
T(h′x,h′y),(hx,hy) ≡ 〈ψ(h′x, h′y)|tˆ|ψ(hx, hy)〉 (5)
= δh′x,hxδh′y,hyhxT(hx,hy). (6)
Using the symmetry twists defined in Fig. 2 we obtain the
modular matrices for the fixed-point wavefunction under
the symmetry group G,
S(hx,hy) =
1
|G|
∑
a∈G
ν3(hya, g
∗, hxg∗, g∗)
ν3(a, g∗, hxg∗, g∗)
, (7)
T(hx,hy) =
1
|G|
∑
a∈G
ν3
(
a, (hyhx)
−1g∗, h−1x g
∗, g∗
)
ν3
(
hxa, (hyhx)−1g∗, h−1x g∗, g∗
) ,(8)
where ν3(g0, g1, g2, g3) is the 3-cocycle of the group G
and g∗ is an arbitrary but fixed element of G, which can
FIG. 3. The modular S matrix. S(h′x,h′y),(hx,hy) =
〈ψ(h′x, h′y)|ψ(hy, h−1x )〉 = δh′x,hyδh′y,h−1x S(hx,hy). What is
shown in the figure is the element S(hx,hy).
be taken to be the identity element. The exact forms are
different from those in Hung and Wen [48] constructed in
an analogous way to the S and T matrices in the twisted
quantum double models [110]. But they yield equivalent
results for ZN SPT phases. In particular, we have
S(hx,hy) = δhx,e + (1− δhx,e)e−
2pik
N h¯y , (9)
T(hx,hy) = e
i 2pikN h¯xθ(h¯x+h¯y≥N), (10)
where e is the identity element, g¯ represents the integer
value (between 0 and N − 1) corresponding to the group
element g ∈ ZN and we have used the notation for the
Heavside theta function θ(x ≥ y) = 1 if x ≥ y and zero
otherwise.
For example, the nonzero elements of S matrix for Z2
are ( 〈0, 0|Sˆ|0, 0〉 = 1 〈1, 0|Sˆ|0, 1〉 = 1
〈0, 1|Sˆ|1, 0〉 = 1 〈1, 1|Sˆ|1, 1〉 = (−1)k
)
, (11)
and those for T matrix are( 〈0, 0|Tˆ |0, 0〉 = 1 〈0, 1|Tˆ |0, 1〉 = 1
〈1, 1|Tˆ |1, 0〉 = 1 〈1, 0|Tˆ |1, 1〉 = (−1)k
)
, (12)
where k is used to indicate the inequivalent cohomology
class (with k = 0 being the trivial one). As pointed
out by Hung and Wen [48], due to the phase ambigu-
ity the ZN SPT phase is unambiguously characterized
by the matrix elements of TN only, which we also have
〈h, g|TˆN |h, g〉 = exp (2piih¯2k/N).
In the following, we shall be working with wavefunc-
tions that are not at the fixed point and the overlaps
of simulated degenerate ground states need to be eval-
uated numerically. We shall find that modular matri-
ces can also be used to detect the transition between a
symmetry-breaking and a symmetric phase, in addition
to identifying the SPT phase. Including the application
to intrinsic topological phases, the modular matrices pro-
vide a tool for characterizing 2D gapped phases.
Next, we describe how the modular matrices for topo-
logical order and symmetry protected topological order
can be obtained via higher order tensor renormalization
group method.
5FIG. 4. The modular T matrix. T(h′x,h′y),(hx,hy) =
〈ψ(h′x, h′y)|ψ(hx, hxhy)〉 = δh′x,hxδh′y,hyhxT(hx,hy). What is
shown in the figure is T(hx,hy).
III. MODULAR MATRICES BY HIGHER
ORDER TENSOR RENORMALIZATION GROUP
Here we describe the contraction scheme that we shall
use, i.e., the higher-order tensor renormalization group
developed by Xiang and collaborators [91]. We then de-
tail how modular matrices can be computed via wave-
function overlaps and how HOTRG can be applied in this
context. But we remark that other contraction schemes
can also be used.
A. Higher-order tensor renormalization group
A two-dimensional quantum state can be represented
as a TPS, whose coefficients in a fixed basis are expressed
as a contraction of a TN (i.e., a tensor trace),
|ψ〉 =
∑
s1,s2,...sm...
tTr(As1As2 ...Asm ...)|s1s2...sm...〉,
(13)
where Asα,β,γ,... is a local tensor with a physical index s
and internal or bond indices α, β, γ, ... and tTr denotes
tensor contraction of all the connected inner indices ac-
cording to the underlying lattice structure; see Fig. 5(a).
The norm square of TPS is given by
〈ψ|ψ〉 = tTr(T1T2T3...Tm...), (14)
where the local double tensor Ti can be formed by merg-
ing two layers, tensors A and A∗, with only physical in-
dices contracted as shown in Fig. 5(b),
T ≡
∑
s
(Asα,β,γ,δ...)× (Asα′,β′,γ′,δ′...)∗. (15)
However, it is in general computationally hard to calcu-
late exactly the tensor trace (tTr), i.e., the contraction of
the whole tensor network in two and higher dimensions.
Several approximation schemes have been proposed as so-
lutions in this context, such as iPEPS [111] algorithm, the
corner transfer matrix method (CTMRG) [112, 113], ten-
sor renormalization approach [114–116], and tensor net-
work renormalization (TNR) [89, 90], all of which tackle
the contraction problem essentially by making trancation
and thus scaling down the computational complexity to
the polynomial level.
Here we mainly use the HOTRG method to deal with
the contraction [91]; this approach is a real-space renor-
malization procedure, where at each step tensors at
neighboring sites are merged or coarse-grained and the
bond dimension is truncated according to the relevance
of the eigenvalues in the singular-value decomposition of
the old tensors. This technique will be applied for calcu-
lating the norm, wavefunction overlaps and expectation
values. The basic ingredient of the algorithm is schemati-
cally presented in Fig. 6. In the HOTRG coarse-graining,
merging of tensors is applied, e.g., along y and subse-
quently x direction via isometric transformations, and
thus four sites are merged into a single site, reducing the
lattice size by a factor of four. For example, merging
two rank-4 T tensors along y axis we obtain a new rank-
6 tensor T′ =
∑
β Tα,β,γ,δTα′,β′,γ′,β , where the indices
of T start on the right and go around clockwise to the
top. This can be regarded as a rank-4 tensor by formally
grouping the two indices (represented as two lines) on
the right to one index, and similarly the two on the left
to another one. The bond dimension of tensor T′ along
these directions is the square of the original bond dimen-
sion of tensor T. Applying an appropriate isometry U
truncates the size of these squared bond dimensions to a
fixed number, say, Dcut, and a truncated tensor T˜ can be
obtained [91]. (The larger the Dcut the better accuracy
can be obtained, but the larger memory and computa-
tional time will be required.)
To complete one RG step, two thus truncated T′ ten-
sors are merged similarly along x axis. Eventually, the
entire network reduces to only a few sites and the tensor
trace appearing in the norm square and physical observ-
ables of wave function can be calculated directly. Equiv-
alently, the effective lattice sites covered is exponential
in the number of RG steps carried out.
B. Modular matrices by wavefunction overlaps
with symmetry twists using HOTRG
In order to obtain the modular matrices, for topo-
logically ordered phases, the degenerate ground states
can be obtained by inserting the gauge transformation
or closed string operators (hx, hy) represented by ma-
trix product operators (MPO) OV (hx) and OH(hy) to
virtual bond degrees of freedom. For the symmetry pro-
tected topological state |ψ〉, (hx, hy) represents the sym-
metry twists used to “simulate” the degenerate ground
states |ψ(hx, hy)〉. Once a basis of the simulated degener-
ate ground states are obtained, the modular matrices are
calculated by the matrix elements 〈ψ(h′x, h′y)|sˆ|ψ(hx, hy)〉
and 〈ψ(h′x, h′y)|tˆ|ψ(hx, hy)〉, where the action of sˆ and tˆ
6(a)
T =
(b)
(c)
h (h0x, h0y)|
| (hx, hxhy)i
(d)
MH = m
0⇤
H ⌦mH =
MV = m
0⇤
V ⌦mV =
OV (h
0
x)
OV (hx)
OH(h
0
y)
OH(hx)OH(hy)
FIG. 5. (a)The tensor representation of overlap of the twist
ground states. (b)The double tensor structure. (c) The dou-
ble line structure of matrix product operators.
on the symmetry twists (hx, hy) as shown in Fig. 1 can
be used.
In practice, to obtain the (simulated) degenerate
ground states, we inset the matrix product operators
OV (hx) and OH(hy) along the y and x directions, re-
spectively, to the state |ψ〉, and the action of sˆ and tˆ
will transform these MPO’s; see also Figs. 3 and 4. Thus
in carrying out the wavefunction overlaps, we also need
to update the matrix product operators as we update
the local tensor in the procedure of HOTRG. After the
coarse-graining procedure of the local tensor, the coarse-
grained MPO’s can be applied before the tensor con-
traction to determine the modular matrices. In brief,
with an appropriate choice of MPO’s, the same proce-
dure works for both topologically ordered phases and
symmetry-protected topological phases.
The modular matrices can be evaluated and monitored
during the process of the tnST procedure (implemented
using HOTRG), which can broken down to the following
steps for convenience.
(1) Creating the basis set . Given a ground state |ψ〉,
thread the symmetry twists for SPT phases (or gauge
transformations for topologically ordered phases) hx and
hy along y and x directions, respectively, by applying
the the matrix product operators OV (hx) = mV ⊗mV ⊗
...mV and OH(hy) = mH ⊗ mH ⊗ ...mH , respectively,
and denote the resultant wavefunction as |ψ(hx, hy)〉; see
Fig. 5(a). This is the set of basis states that the modular
transformations sˆ and tˆ will act on.
(2) Simulating the rotation and the Dehn twist . As
remarked earlier, the symmetry or string operators that
are performed on the physical indices can be achieved
by appropriate symmetry operations to internal indices.
The rotation and Dehn twist can then be used to trans-
form the symmetry twists (or string operators) them-
selves, schematically denoted as〈
ψ(h′x, h
′
y)|tˆ|ψ(hx, hy)
〉
=
〈
ψ(h′x, h
′
y)|ψ(hx, hxhy)
〉〈
ψ(h′x, h
′
y)|sˆ|ψ(hx, hy)
〉
=
〈
ψ(h′x, h
′
y)|ψ(hy, h−1x )
〉
.
The tensor representation of
〈
ψ(h′x, h
′
y)|ψ(hx, hxhy)
〉
is
shown in Fig. 5(a).
(d)
(e) (f)
(b) (c)(a)
(g)
FIG. 6. A HOTRG contraction of the tensor-network state
along (a) y (d) x axis on the square lattice. Step of contraction
and renormalization of two local tensor along (b) y-direction
and (e) x-direction and renormalization of inner symmetry
operators MH and MV in (c) (f). (g) At each step along x
and y direction, four sites are contracted into a single site.
(3) Creating the double tensor and double MPO’s.
Contract physical indices to from the double tensor T
as shown in Fig. 5(b) and form the generalized doubled
inner operators MV = m
′∗
V ⊗mV and MH = m′∗H ⊗mH
(see Fig. 5(c)(d)), which act on each bond along verti-
cal and horizontal twist lines, respectively, as shown in
Fig. 6(a).
When evaluating the modular T matrix:〈
ψ(h′x, h
′
y)|ψ(hx, hxhy)
〉
, the symmetry twists resulting
from both the ket and the bra can be lumped into a gen-
eralized double-layer matrix product operator defined by
OH(h′x, hx) = OV (h′x)∗ ⊗ OH(hx) = MH ⊗MH ...⊗MH
and OV (h′y, hxhy) = OV (h′y)∗ ⊗ OV (hx)OV (hy) =
MV ⊗MV ... ⊗MV . The generalized double-layer MPO
for the modular S matrix can be expressed similarly. It is
these generalized MPO’s that need to be coarse-grained
as well.
(4) Coarse-graining . To coarse grain the local tensors
and generalized MPO’s, we contract the lattice along the
7vertical and then horizontal directions. This scheme of
coarse graining is shown in Fig. 6(a)(d)(g). First, two
sites are contracted into single site by applying the iso-
metric operators along the vertical direction as shown in
Fig. 6(b). The same isometric operator can also be used
to coarse grain the generalized inner symmetry operators
MV in Fig. 6(c). Then, we coarse grain similarly two sites
and generalized inner symmetry operators MH along the
horizontal direction as shown in 6 (e)(f). At each RG
step, four sites are contracted into one, and the number
of sites reduces by a factor of four.
(5) Taking trace for overlaps and modular matrices.
Finally, we insert the matrix product operators MfH and
MfV into the fixed-point double tensor Tf and take the
trace of all internal indices in the fixed-point tensor
(or the tensor after sufficient number of RG steps) to-
gether with the coarse-grained generalized inner symme-
try MPO’s to determine the each element of the modular
matrices. We note that each element is normalized by
the wavefunction norm square.
Let us remark that essentially the analytic calculations
of S and T for the fixed-point SPT wavefunctions in
Sec. II B follow this line of thoughts, except that there is
no need to do coarse-graining as the overlaps there can
be done exactly. The results there also provide a basis
for the numerics to compare with, especially away from
fixed-point wavefunctions.
IV. MODEL CONSTRUCTIONS AND
NUMERICAL RESULTS
We will use several examples to demonstrate how to
characterize and identity two-dimensional gapped quan-
tum phases by using the modular matrices. First, we
demonstrate the usefulness of our tnST approach by ap-
plying to two models that exhibit Z2 topological order:
the deformed toric-code and double-semion models in
Sec. IV A. These were previously studied in Ref. [20] us-
ing GSPTRG. The purpose of examining these here is
to illustrate that our tnST approach based on HOTRG
works without imposing the gauge symmetry during
the coarse-graining procedure. We then move on, in
Sec. IV B, to study symmetric and symmetry-breaking
phases and illustrate this with the Ising PEPS model.
We explain how to insert Z2 symmetry fluxes through
symmetry twists to detect the transition point and char-
acterize the two phases. This demonstrates that the mod-
ular matrices are also useful for identifying symmetry-
breaking phases and long-range order. In Sec. IV C we
construct models of ZN SPT states that are deformed
from the group-cohomology fixed-point wavefunctions
such that they remain symmetric under simple symmetry
action of ZN on physical spins through out all deforma-
tion. In particular, we study Z2 and Z3 cases, where dif-
ferent SPT phases are separated by a symmetry-breaking
phase with long-range order through continuous quantum
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FIG. 7. The Z2 toric code model: the trace of modular
matrices (a) S and (b) T as functions of parameter display a
phase transition at critical point gc = 0.802 under the renor-
malization flow.
phase transitions. In Sec. IV D we construct another Z2
model that shows a direct continuous transition from one
SPT phase (the trivial one) to a nontrivial SPT phase.
A. Topologically ordered phases
To test the validity of our tnST approach, we apply
it to two topological models previously studied by He,
Moradi and Wen using the gauge-symmetry-preserved
tensor renormalization method (GSPTRG). We demon-
strate that with our scheme using HOTRG without pre-
serving the gauge symmetry, accurate results can be ob-
tained.
The toric code phase. Let us first consider the 2D
Z2 toric code wavefunction with deformation g, which is
represented by the tensor product state Ai,j,k,lα,β,γ,δ with four
physical indices i, j, k, l = 0, 1 and four virtual indices
α, β, γ, δ = 0, 1. The tensor’s entries are given by
Ai,j,k,li,j,k,l =
{
gi+j+k+l if i+ j + k + l = 0 mod 2,
0 otherwise.
(16)
The parameter g, an effective string tension, is used to
8tune the property of this state from the topological phase
(when g close to 1) to a trivial phase (when g close to
0). Even though the wavefunction is continuous in g, as
we vary g the state must undergo a phase transition. In
Ref. [14, 20, 66], it was shown that the phase transition
occurs at g ≈ 0.802, which separate the Z2 topologically
ordered phase from a trivial phase.
The MPO corresponds to the above family of wave-
functions (16) is generated by product of Z =
(
1 0
0 −1
)
to internal indices [20], independent of the parameter g.
With this we can now apply the HOTRG to coarse-grain
the local tensors and the matrix product operators which
can be inserted to TPS to obtain the degenerate ground
states. We find that for 0 < g ≤ 0.802 the modular
matrices are trivial,
S = T =
1 1 1 11 1 1 11 1 1 1
1 1 1 1
 , (17)
which have only one nonzero eigenvalue 1. (We note that
the error is about 10−10 or smaller.) When 0.802 < g <
1, the state belongs to the Z2 topologically ordered phase,
since we obtain nontrivial S and T matrices as follows,
S =
1 0 0 00 0 1 00 1 0 0
0 0 0 1
 , T =
1 0 0 00 1 0 00 0 0 1
0 0 1 0
 . (18)
The results agree as those in Ref. [20]. Note that in
the topological charge basis, the modular T matrice is
diagonal with each diagonal element of the form eiθs that
gives the self-statisitcs of anyonic excitations. We can
diagonalize T by a unitary matrix M and at the same
time transform S to the same basis [22, 109]
T ′ =
1 0 0 00 1 0 00 0 1 0
0 0 0 −1
 , S′ = 1
2
1 1 1 11 1 −1 −11 −1 1 −1
1 −1 −1 1
 . (19)
Our numerical results, using tr(Sˆ) and tr(Tˆ ) as the
order parameters, are shown in Fig. 7. There, we also
show the values of the order parameters for a few different
number of RG steps. We see that as we perform more
steps of HOTRG, the crossover-like curves become shaper
and shaper and they all cross at a transition with gc =
0.802, which separates the topological phase (g > gc)
that has the same modular matrices (18) from the non-
topological one (g < gc) with trivial modular matrices
(17).
The double-semion phase. The double-semion model
is another Z2 topologically ordered phase (i.e. the twisted
version of the toric code) with two semions of statistical
spin θs = ±pi/2. The wavefunction of the double-semion
ground state is a superposition of closed-loop configu-
rations with different weight, |Ψ〉 = ∑c(−1)Nloop |φc〉,
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FIG. 8. The double-semion model: the trace of modular
matrices (a) S and (b) T as functions of parameter display a
phase transition at critical point gc = 0.802 under the renor-
malization flow.
where |φc〉 represents closed loops and the Nloop the total
number of loops for a given configuration φc. This state
and its deformation (parameterized by g) can described
by a tensor product state [80, 81] that is characterized
by the rank-eight tensor Pαα′ββ′γγ′δδ′ , with internal in-
dices running over {0, 1} on the vertex and the rank-five
tensor Gsαα′ββ with one physical index s running over the
possible spin states {0, 1} [20]:
|ψ(g)〉 =
∑
si
tT r(⊗vP ⊗l Gsi)|s1, s2, ....〉, (20)
where v labels vertices and l links. Moreover, the projec-
tion P is given as
Pαα′ββ′γγ′δδ′ = pαβγδ δαα′δββ′δγγ′δδδ′
p1000 = p1101 = −1, otherwise pαβγδ = 1, (21)
and the G tensor is explicitly written as
Gsαα′ββ′ = g
s
αβδαα′δββ′ (22)
g110 = g
1
01 = g, g
0
00 = g
0
11 = 1, and g
s
αβ = 0 otherwise.
At g = 1, this state is the exact fixed-point wavefunc-
tion of the double-semion model. But at g = 0, the state
9is a product state of all 0’s, i.e. |0 . . . 0〉. Thus by tun-
ing the string tension g, a phase transition must occur.
To detect such a transition, we shall characterize phases
using modular matrices, and we expect that within the
same phase their values will remain the same. The tran-
sition can be detected at the location where the values of
modular matrices make a change.
In order to determine the modular matrices, we first
identify the gauge symmetry transformation for the ten-
sor product state to find the degenerate ground states.
The Z2 gauge transformation is generated by X⊗Xα act-
ing on the each internal indices [20], where X =
(
0 1
1 0
)
,
and
α = |00〉〈00|+ i|01〉〈01|+ i|10〉〈10|+ |11〉〈11|. (23)
With the MPO, we can carry out the evaluation of the
modular matrices using HOTRG, and we find that there
is a phase transition at gc = 0.802, as shown in Fig. 8.
The S and T matrices for the nontrivial double-semion
phase are listed below,
S =
1 0 0 00 0 1 00 1 0 0
0 0 0 −1
 , T =
1 0 0 00 1 0 00 0 0 −1
0 0 1 0
 , (24)
with tr(S) = 0 and tr(T ) = 2. In the basis where T is
diagonal (and the first column and first row of S being
1/2), they are
T ′ =
1 0 0 00 1 0 00 0 i 0
0 0 0 −i
 , S′ = 1
2
1 1 1 11 1 −1 −11 −1 −1 1
1 −1 1 −1
 . (25)
In contrast, for the trivial phase, the modular matrices
are
S = T =
1 0 0 00 0 0 00 0 0 0
0 0 0 0
 . (26)
Thus, the modular matrices are capable of characterizing
phases and detecting transitions.
We note that the trivial modular matrices here actu-
ally differ from those in Eq. (17) for the deformed toric
code. Why is there such a difference? The gauge trans-
formation of the double-semion phase is actually X, and
it can be used to create a domain wall along the twist
line. Since there is no degenerate ground state for the
trivial phase, once a domain wall is created, the tensors
of twisted wave function cannot be ‘contracted’ to obtain
nonzero values. Therefore, there is only one nonzero term〈
Ψ(I, I)|Ψ(I, I)〉 in the modular matrices. In contrast, the
gauge transformation of the deformed toric code is Z, and
it does not create a domain wall but only a phase factor.
Any combination of the symmetry twists give identical
states and thus we obtain a different form of trivial mod-
ular matrices.
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FIG. 9. The Ising PEPS model: the trace of modular matri-
ces (a) S and (b) T as functions of parameter display a phase
transition at critical point θc = 0.349 under the renormaliza-
tion flow.
We would like to emphasize that, in carrying out the
above procedure, we did not impose the gauge symme-
try, as was done in Ref. [20]. Imposing such symmetry
can in principle make the numerical procedure stable, but
our HOTRG-based tnST approach demonstrated here al-
ready yields very stable values along the RG flow. The
fact that we do not need to impose additional symmetry
bodes well for the SPT phases to be described below, as
in that case there is no such a gauge symmetry to be
exploited and only the symmetry associated with action
on physical degrees of freedom.
B. Long-range order and spontaneous symmetry
breaking: the Ising PEPS
Having seen that our tnST method works for iden-
tifying topological phases, here we demonstrate that it
also works for detecting a transition between symmetry-
breaking and symmetric phases, corresponding to clas-
sical ordered and disordered phases, respectively. In
particular, the model we are about to consider is the
Ising PEPS [74, 117] on the square lattice with tensor
A = |0〉〈θ, θ, θ, θ|+ |1〉〈θ¯, θ¯, θ¯, θ¯|, where the ket (bra) cor-
responds to the physical (virtual) degrees of freedom, and
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|θ〉 = cos θ|0〉+ sin θ|1〉 and |θ¯〉 = sin θ|0〉+ cos θ|1〉 with
θ ∈ [0, pi/4]. A corresponding local Hamiltonian can be
written down (not shown here) [117]. This model has a
Z2 symmetry with the nontrivial group action being the
Pauli matrix σx on the physical qubit. The above tensor
represents the following state with coefficients related to
the Boltzmann weight (more precisely, its square root) of
the classical model,
|Ψ〉 =
∑
{si=±1}
e−β/2HIsing(s1,s2,...,sn)|q1, q2, ..., qn〉, (27)
where HIsing(s1, s2, ..., sn) = −
∑
〈i,j〉 sisj is the 2D clas-
sical Ising model with the classical variables si = ±1
and the corresponding quantum bits qi’s in the Pauli
Z basis being qi = (1 − si)/2 = 0/1. In Ref. [117], it
was shown that, by the correspondence of the quantum
ground state to the classical Ising model via sin 2θ = e−β ,
there is a second-order quantum phase transition occur-
ring at θc ≈ 0.349596. This model was also recently
studied with TN methods for investigating how symme-
try breaking emerges even though the PEPS description
is symmetric [74]. In this regard, the modular matrices
to be presented below provide an alternative approach.
Here we apply our method of modular matrices, and
their calculation can be performed similarly as in the
topological models, except that we need to use the sym-
metry twists generated by the matrix product operator
X ⊗X ⊗ ... ⊗X with X = ( 0 11 0 ) acting on the internal
indices. We obtain the modular matrices by varying θ
from 0 to 0.5 as shown in Fig. 9. At 0 ≤ θ ≤ 0.349,
the state has trivial modular matrices [see Eq. (26)] and
it is actually a spontaneous symmetry-breaking phase
and we can understand this by examining, for exam-
ple, the tensor at θ = 0, which gives the quantum
state |ψ〉 = |00....0〉 + |11...1〉. Even though it is of
the Schro¨dinger-cat form, small physical fluctuation will
break the Z2 symmetry and the ground state will se-
lect spontaneously either |00...0〉 or |11...1〉, displaying
long-range order. To verify the long-range order we also
use HOTRG to calculate 〈σz〉 averaged over spins and
present the results in Fig. 10. The magnetization starts
with unity at θ = 0 (corresponding to T = 1/β = 0)
and sharply drops to zero at θc ≈ 0.349 (corresponding
to T ≈ 2.269), agreeing with the result from the modular
matrices. On the other hand when 0.349 < θ ≤ pi/4 (with
the plot cut off at θ = 0.5 for convenience), we obtain the
non-trivial modular matrices [see also Eq. (18)], and this
is a symmetric phase (albeit a trivial SPT phase) that
corresponds to the classical disordered phase.
We remark that as θ approaches θc, the curves for tr(S)
and Tr(T ) in Fig. 9 show a crossing, and from this we
obtain the critical exponent ν ≈ 1.0 [66]; see also Fig. 14
and Fig. 18 below for similar analysis. On the other hand,
we also calculate directly the correlation function right
at the critical point: 〈σz(Ri)σz(Rj)〉 ∝ |Ri − Rj |−d+2−η
and obtain η ≈ 0.23, which is close to η = 1/4 for the 2D
Ising model.
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FIG. 10. The Ising PEPS model: the magnetization as
functions of parameter display a phase transition at critical
point θc = 0.349 with RG step is 10 and Dcut = 16.
From this and previous examples, we have seen that
the modular matrices provide good order parameters to
distinguish symmetry-breaking, symmetric and topologi-
cally ordered phases. But can they also be used to detect
nontrivial symmetric phases?
C. 2D symmetry breaking phase to ZN SPT phase
Let us begin by describing the construction of 2D SPT
wavefunctions through group cocycles of a group G [46].
Consider the physical system on the honeycomb lattice,
with each singe site containing three particles or par-
tons, as shown in Fig 11(a). The tensor product state
for the fixed-point SPT state is characterized by a tensor
A
(si,sj ,sk)
(α,α′,β,β′,γ,γ′) with three physical indices and six inter-
nal indices all running over all group elements g ∈ G,
|Ψ〉 =
∑
si
tT r(A⊗A...⊗A)|s1, s2, ...〉, (28)
where the tensor A
(si,sj ,sk)
(α,α′,β,β′,γ,γ′) is related to the 3-
cocycle of G and whose indices satisfy that si = α = α
′,
sj = β = β
′, and sk = γ = γ′:
A
(si,sj ,sk)
(α,α′,β,β′,γ,γ′) (29)
= ν±13 (si, sj , sk, g
∗)δsi,αδsi,α′δsj ,βδsj ,β′δsk,γδsk,γ′ ,
where ν3(si, sj , sk, g
∗) is the 3-cocycle of the group G,
the exponent ±1 depends whether the triangle formed
by the three partons is upside down (+1) or not (−1),
and g∗ is a fixed element in G. Since the virtual in-
dices are identical to the associated physical indices, we
can simply denote the tensor as A(si, sj , sk). In the
following we shall mainly consider the symmetry group
G = ZN , whose symmetry action is generated by the
operator Xˆ =
∑N−1
i=0 |mod(i+ 1, N)〉〈i| acting on all par-
tons on every site. For ZN there are N inequivalent
group cohomology classes in H3(ZN , U(1)), labeled by
k = 0, 1, 2, ..., N − 1. From these fixed-point wavefunc-
tions we shall construct a family of them such that the
11
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FIG. 11. (a) The graphic representation of the ZN SPT
and the phase factor ν±13 (si, sj , sk, g
∗) in Eq. 29. Each site
contain three particle. (b) A local term in the Hamiltonian,
which is tensor product of one six-site operator X6 and six
two-site operators P2 on honeycomb lattice.
different SPT phases labeled by different k’s are contin-
uously deformed into one another and investigate phase
transitions that should arise.
1. A Z2 example: SPT phases separated by a
symmetry-breaking phase
Here we consider Z2 symmetry. The tensor
for the fixed-point wavefunction |Ψ(k)〉 is given by
A
(si,sj ,sk)
(α,α′,β,β′,γ,γ′) ≡ A(si, sj , sk) with
A(0, 0, 0) = A(1, 1, 1) = 1
A(0, 0, 1) = A(0, 1, 0) = A(1, 0, 0) = 1
A(1, 1, 0) = A(1, 0, 1) = A(0, 1, 1) = (−1)k, (30)
where k = 0 labels the trivial Z2 SPT phase and k = 1
the nontrivial one. It is easy to verify that these wave-
functions are invariant under the Z2 action generated by
the operator X = |0〉〈1|+ |1〉〈0| on all partons. However,
the transformed tensors differ from the original ones by
a local unitary transformation or MPO on the inner in-
dices which is given by X ⊗Xα, as shown in Fig. 12(b),
where
α = α¯ = |00〉〈00|+ |01〉〈01|+ (−1)k|10〉〈10|+ |11〉〈11|.
(31)
This also gives a way of verifying that the wavefunction
is Z2 symmetric, as the MPO’s from neighboring sites
cancel one another.
We now construct one-parameter family of Z2 symmet-
ric wavefunctions that connect the two fixed-point wave-
functions |Ψ(0)〉 and |Ψ(1)〉; see Eq. (30). To do this we
consider a deformation Q(g) acting on all three partons
on each site,
Q(g) =
∑
qsisjsk |sisjsk〉〈sisjsk| (32)
= |000〉〈000|+ |111〉〈111|
+|g|
∑
(si,sj ,sk) 6=000,111
|si, sj , sk〉〈si, sj , sk|,
=
X X
XX
=
X
XX
X
X
XX
X
(a)
(b)
FIG. 12. (a) Combine every two sites and map the system
on the square lattice. (b) Local ZN symmetry action acts on
each site.
so that
|Ψ(k)(g)〉 ≡ Q(g)⊗Q(g)⊗ ...⊗Q(g)|Ψ(k)〉. (33)
Such a deformation manifestly preserves the Z2 sym-
metry. But we observe that at g = 0, |Ψ(0)(0)〉 =
|Ψ(1)(0)〉 = |000 . . . 000〉 + |111 . . . 111〉 is a cat state.
Therefore, the two branches of the deformed states are
smoothly connected at g = 0 and we can define the one-
parameter family of states to be
|Ψ(g)〉 ≡
{
|Ψ(1)(g)〉 if g < 0,
|Ψ(0)(g)〉 if g ≥ 0. (34)
The corresponding tensors are thus given by
A(0, 0, 0) = A(1, 1, 1) = 1
A(0, 0, 1) = A(0, 1, 0) = A(1, 0, 0) = |g|
A(1, 1, 0) = A(1, 0, 1) = A(0, 1, 1) = g. (35)
We thus see that by tuning the parameter g continu-
ously, two different Z2 SPT phases can be connected and
there is a symmetry-breaking cat state in between (at
g = 0). But is the transition point located at g = 0 or
somewhere else? What is the phase diagram?
We remark that the wavefunction (34) is the ground
state of the following Hamiltonian of Eq. (A4) with en-
ergy identically zero,
H(g) ≡
{∑
pRp(g) h
{p}
1 Rp(g) if g < 0,∑
pRp(g) h
{p}
0 Rp(g) if g ≥ 0,
(36)
where the detail of its construction is explained in Ap-
pendix A. We expect that any transition arising from this
will be continuous.
We would like to emphasize that even though the MPO
is the same as that for the fixed-point one in the same
branch of the wavefunction, in our numerical calcula-
tions we check which MPO makes the state invariant and
then use that MPO for evaluating the modular matrices.
Moreover, for simplicity of calculation, we merge every
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FIG. 13. The Z2 SPT model represented by tensor [Eq. (35)]:
the trace of T 2 (solid blue circle) and the magnetization 〈σz〉
(black empty square) as functions of parameter g display the
phase transitions at critical point gc1 = −0.760 from non-
trivial Z2 SPT labeled as SPT1 to symmetry breaking phases
labeled as SB and at critical point gc2 = 0.760 from symmetry
breaking phase to the trivial Z2 SPT labeled as SPT0 with
Dcut = 16 and the step of HOTRG is 10.
two sites on the hexagonal lattice and map the system
to the square lattice as shown in Fig. 12(a) [118]. Then
each local tensor has four double inner indices and four
physical indices.
The resulting phase diagram is shown in Fig. 13 and
it turns out that there are two phase transitions, with a
finite region of symmetry-breaking phase separating the
two SPT phases. When −0.760 ≤ g < 0.760, we obtain
trivial modular matrices
S = T =
1 0 0 00 0 0 00 0 0 0
0 0 0 0
 , (37)
and this shows that this region is the symmetry-breaking
phase, same as the cat state. When g > 0.760, we obtain
the following modular matrices
S =
1 0 0 00 0 1 00 1 0 0
0 0 0 1
 , T =
1 0 0 00 1 0 00 0 0 1
0 0 1 0
 . (38)
The main characterization of the SPT phase (ZN in gen-
eral) is the T 2 matrix,
T 2 =
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , (39)
whose trace is 4. Thus this region belongs to the trivial
Z2 (SPT0). For g < −0.760, we obtain the following
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FIG. 14. The trace of T 2 as a function (g − gc)× Lν on the
Z2 SPT model represented by tensor [Eq. (35)] near transition
points gc2 ≈ 0.760.
modular matrices,
S =
1 0 0 00 0 1 00 1 0 0
0 0 0 −1
 , T =
1 0 0 00 1 0 00 0 0 −1
0 0 1 0
 , (40)
the T 2 matrix is
T 2 =
1 0 0 00 1 0 00 0 −1 0
0 0 0 −1
 , (41)
whose trace is 0. Thus this regions belongs to the non-
trivial Z2 (SPT1) symmetry-protected topologically or-
dered phase. We note that the modular matrices for both
SPT phases agree with our analytic results in Sec. II B
for the fixed-point SPT wavefunctions.
As seen from Fig. 13, the topological order parameters
clearly show a sharp change around |gc| = 0.760, and the
transition point separates the symmetry-breaking phase
from the symmetry protected topological phase. Also
shown in the figure is the spontaneous magnetization 〈σz〉
averaged over all partons and it agrees with the charac-
terization of the symmetry-breaking phase and the tran-
sitions into the two SPT phases.
We would like to comment that the norm square of the
one-parameter state (34) is proportional to the partition
function of the classical ferromagnetic Ising model on the
triangular lattice with the inverse temperature given by
β = −ln g/2. From the transition point of this classi-
cal model we infer that gc = 1/
√
3 ≈ 0.759836 and it
is a continuous quantum phase transition. As the crit-
ical point is approached, the correlation length diverges
as ξ ∼ |T − Tc|−ν for the classical model, where ν is
the correlation-length critical exponent. For the ferro-
magnetic Ising model on triangular lattice, the critical
exponent ν = 1 [119, 120], and since our wavefunction
norm square maps to the partition of this model we ex-
pects the ground state of our quantum model at critical-
ity has the same exponent in its correlation length, i.e.,
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FIG. 15. The Z3 SPT model at θ = pi/3: the order parameter
〈δs,0〉− 13 as functions of parameter display a phase transition
at critical point rc = 0.708 with Dcut = 20 and 10 RG steps.
ξ ∼ |g−gc|−1. Indeed, we extract the critical exponent ν
from the data collapse of the order parameter, i.e. tr(T 2),
under the renormalization flow [66]. Since after each step
of the renormalization the number of sites is reduced by
four, the effective linear size L of the system doubles after
each RG step, giving L = 2nrg for nrg steps. By finding
the best ν that gives the data collapse in the tr(T 2) vs.
L1/ν(g − gc), as shown in Fig. 14, we find 1/ν ≈ 1.0.
To sum up, the HOTRG approach accurately de-
termines the phase transition between the symmetry-
protected topological order phase and the symmetry-
beeaking phase, the result of which matches very well
with the mapping to the classical Ising model on the tri-
angular lattice.
2. A Z3 example: SPT phases separated by a
symmetry-breaking phase
For Z3 SPT phases, the fixed-point wavefunction from
the 3-cocycle is given by the following local tensor
A(0, 0, 0) = A(1, 1, 1) = A(2, 2, 2) = 1
A(0, 1, 2) = A(0, 2, 1) = A(1, 1, 2) = A(2, 2, 0) = 1
A(1, 2, 1) = A(2, 0, 2) = A(2, 1, 1) = A(0, 2, 2) = 1
A(1, 2, 2) = A(2, 0, 0) = A(2, 1, 2) = A(0, 2, 2) = 1
A(2, 2, 1) = A(0, 0, 2) = 1
A(2, 0, 1) = A(2, 1, 0) = A(0, 0, 1) = A(1, 0, 0) = ωk
A(0, 1, 0) = A(0, 1, 1) = A(1, 0, 1) = A(1, 1, 0) = ωk
A(1, 2, 0) = A(1, 0, 2) = ω2k, (42)
where ω = e2pii/3 and k = 0, 1, 2 corresponds to three dif-
ferent Z3 SPT phases, labeled as SPTk. One can verify
that the wavefunction is invariant under the Z3 symme-
try, and the corresponding MPO for the symmetry is
α =|00〉〈00|+ |01〉〈01|+ |02〉〈02|+
ω2k|10〉〈10|+ |11〉〈11|+ |12〉〈12|+
ωk|20〉〈20|+ |21〉〈21|+ |22〉〈22|. (43)
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FIG. 16. The Z3 SPT model represented by tensor [Eq. (44)]:
The real part of the trace of T 3 of (a) θ = pi
3
(c) θ = pi, (e)
θ = 4pi
3
and the imaginary part of the trace of T 3 (b) θ = pi
3
(d) θ = pi, (f) θ = 4pi
3
as functions of parameter r display a
phase transition at critical point rc = 0.708 with Dcut = 18
and 10 RG step.
Similar to the Z2 case, in order to continuously connect
all three SPT phases, we also consider a deformation on
the above tensor preserving physical Z3 symmetry and
the resulting tensor is
A˜
(si,sj ,sk)
(α,α′,β,β′,γ,γ′) =
{
1 if si = sj = sk,
r| sin( 3θ2 )|Ak(θ)(si, sj , sk) otherwise,
(44)
where 0 ≤ θ < 2pi and k(θ) is a discrete label of the SPT
sectors, given by the following step function,
k(θ) =

0 if 0 ≤ θ < 2pi3
1 if 2pi3 ≤ θ < 4pi3
2 if 4pi3 ≤ θ < 2pi
. (45)
We remark that one can also construct a two-parameter
Hamiltonian such that the above family of states are the
ground states, similar to the Z2 case. A natural question
is that how are the three different Z3 SPT phases sepa-
rated from one another? Is it by a region of symmetry-
breaking phase? What is the phase diagram in terms of
r and θ?
When r| sin(3θ/2)| = 1, the tensor elements have the
same weight and these correspond to fixed-point Z3 SPT
states in different sectors: SPT0, SPT1, and SPT2, re-
spectively. At sin(3θ/2) = 0, the tensor represents a
symmetry-breaking state which is of equal weight su-
perposition of all i (i = 0, 1, 2), i.e., |000 . . . 000〉 +
|111 . . . 111〉 + |222 . . . 222〉 (see the solid red lines in
Fig. 17). We expect that near these ‘branch cuts’, there
should be a spontaneous symmetry-breaking phase (to
be labeled as SB). To find the region of the SB phase,
we use HOTRG to compute the Landau local order pa-
rameter O ≡ 〈δs,0〉 − 13 vs. the parameter r at a fixed
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FIG. 17. Phase diagram of the deformed Z3 SPT model rep-
resented by tensor [Eq. (44)] with parameter r and θ. The
radius of circle is r and the logarithmic scale is used facilitate
reading. The phase diagram contain four different phases: the
symmetry breaking phase (light grey region), SPT0, SPT1,
and SPT2 phases. The black line shows the continuous phase
transition. The red lines of θ = 0, and θ = 2pi
3
and θ = 4pi
3
show exact symmetry breaking phase wave function.
value of θ = pi/3 and obtain the dependence as shown
in Fig. 15. In particular, we find that the SB phase lies
in the region 0 ≤ r ≤ 0.708 at θ = pi/3 and since the
wavefunctions depend on the combination r| sin(3θ/2)|
we can conclude that the SB phase resides in the region
r| sin(3θ/2)| < 0.708. This seems to suggest that the
three different SPT phases may be separated by this SB
phase.
To explore the phase diagram, we employ our tnST
approach to calculate the topological invariants and in
particular T 3 to characterize possible phases. First, we
consider three angles on the phase diagram: (i) θ = pi3
and k(θ) = 0, (ii) θ = pi and k(θ) = 1, and (iii) θ = 5pi3
and k(θ) = 2. Our results are shown in Fig. 16 by tuning
r but at these three different fixed values of θ. When
0.708 ≤ r < 1.5, the state belongs to the Z3 SPT phase,
since we the modular T 3 as follows:
T 3 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 ωk 0 0 0 0 0
0 0 0 0 ωk 0 0 0 0
0 0 0 0 0 ωk 0 0 0
0 0 0 0 0 0 ωk 0 0
0 0 0 0 0 0 0 ωk 0
0 0 0 0 0 0 0 0 ωk

, (46)
where k ∈ {0, 1, 2} labels dinstinct SPT phases and
ω = e2pii/3. The obtained modular matrices S and T
agree with our analytical results in Sec. II B. The three
different Z3 SPT phases are clearly characterized by the
topological invariant T 3: (i) for SPT0 phase with k = 0,
the trace of T 3 is 9; (ii) for SPT1 phase with k = 1, the
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FIG. 18. The trace of T 3 as a function (r − rc)× Lν on Z3
SPT model represented by tensor [Eq. (44)] with θ = pi/3.
trace of T 3 is 5.19615i; (iii) for SPT2 phase with k = 2,
the trace of T 3 is −5.19615i. For r ≤ 0.708 at these three
fixed angles, we obtain trivial modular matrices and this
detects the symmetry-breaking phase, which agrees with
the spontaneous magnetization shown in Fig. 15.
After scanning over the parameter space, Eq. (44),
for the modular matrices via HOTRG, we obtain whole
phase diagram parametrized by the radius r and angle θ
as shown in Fig. 17. If the real part of the trace of T 3
is 1 and the imaginary part is 0, we then identify it as
in the symmetry breaking (SB) phase. If the real part of
the trace of T 3 is 9 and the imaginary part is 0, we then
identify it as the SPT0 phase. If the real part of the trace
of T 3 is 0 and the imaginary part is 5.19615 or −5.19615,
we the phase as SPT1 or SPT2, respectively. As indicated
in the phase diagram, the three solid red lines represent
branch cuts and satisfy | sin(3θ/2)| = 0. The states on
these three lines are all identical owing to the identical
tensors by construction. Despite the branch cuts, the
wavefunctions are smoothly connected along any curve
between any two points on the phase diagram. We de-
termine the transition points from the change in the mod-
ular matrices and obtain the critical curves described by
r| sin(3θ/2)| = 0.708, as shown in Fig. 17. That the tran-
sitions are continuous is consistent with the data collapse
of the order parameter along the RG flow, as shown in
Fig. 18, with ν ≈ 3/4. At fixed θ away from brach cuts, a
phase transition occurs from the symmetry-break phase
to one of the SPT phase, as r increases from small to
large values. At a fixed and large enough r value, e.g.,
at r = 1, by varying θ we find that the two SPT phases,
e.g., SPT0 and SPT1, are separated by a region of the
symmetry-breaking phase and there is no direct transi-
tion between the two at any finite r.
In the Z2 and Z3 examples investigated in this and
previous subsections, the two SPT phases are separated
by a symmetry-breaking phase and they do not make
direct transition into each other. In the following, we
construct another Z2 SPT model that exhibits a direct
transition between two SPT phases.
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FIG. 19. One possible spin configuration of the symmetry
breaking phase starting from the first site tensor A[0, 1, 0, 0].
For simplicity, the labels around the red empty circle are the
physical indices on each site. Other three ordered phases
can be build up by starting from the first tensor A[0, 0, 0, 1],
A[1, 0, 1, 1], and A[1, 1, 1, 0].
D. Phase transition directly between two SPT
phases
Here we construct another family of Z2 symmetric
wavefunctions on the square lattice, with the local tensor
A[si, sj , sk, sl] parametrized by t [see Fig. 20(a)],
A[0, 0, 0, 0] = A[1, 1, 1, 1] = A[0, 0, 1, 1] = A[1, 1, 0, 0] = 1
A[1, 0, 0, 1] = A[0, 1, 1, 0] = A[0, 1, 0, 1] = A[1, 0, 1, 0] = 1
A[0, 0, 1, 0] = A[1, 1, 0, 1] = A[1, 0, 0, 0] = A[0, 1, 1, 1] = 1
A[0, 1, 0, 0] = A[0, 0, 0, 1] = t
A[1, 0, 1, 1] = A[1, 1, 1, 0] = |t|. (47)
The parent Hamiltonian is listed in Eq. (B4) and its con-
struction is explained in Appendix B. The ground-state
energy, by construction, is identically zero, and therefore,
we expect any transition arising from this Hamiltonian
and its ground state is continuous.
The symmetry action is generated by the Pauli σx on
all four partons on all sites, and one can verify that the
above wavefunction is indeed invariant under such a sym-
metry action. As t = 1, this tensor represents a fixed-
point wavefunction of the trivial Z2 SPT phase (SPT0).
As t = −1, this state is the fixed-point wavefunction of
the non-trivial Z2 SPT phase (SPT1). The wavefunctions
above smoothly interpolate between the two phases.
For large magnitudes of t, the tensor in Eq. (47)
has four dominant local physical configurations:
A[0, 1, 0, 0] = A[0, 0, 0, 1] = t; A[1, 0, 1, 1] =
A[1, 1, 1, 0] = |t|. Obviously, this shows an ordered
phase with a symmetry-breaking pattern of a 4 × 4
unit cell, represented by the effective degree of freedom
on each plaquette as shown in Fig. 19. This gives rise
to four-fold symmetry breaking of the ground state.
With the symmetry breaking pattern understood we
can construct local order parameters to characterize
this phase. By computing the 〈σz〉 of the parton on the
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FIG. 20. (a) The tensor representation on the square lattice.
The labels in circles are physical indices and the labels on the
link are inner indices. (b) A local term in the Hamiltonian,
which is tensor product of one four-site operator X4 and four
two-site operators P2.
top-left corner at the first site (labeled as a blue empty
circle in Fig. 19) and averaging it over all 4 × 4 unit
cells we obtain the behavior of the order parameter for
this symmetry-break phase, shown in Fig. 21, and find
quantum phase transitions at |t| ≈ 1.73.
Given the understanding of symmetry-break phases at
large |t| and the existence of SPT phases around |t| =
1, a natural question is whether there is an additional
phase in between the two SPT phases? To answer this
we shall calculate the modular matrices for a wide range
of t. But we need to first examine the MPO’s related
to the symmetry action. The inner symmetry operator
for the wavefunction in Eq. (47) is X ⊗ Xα and either
α = |00〉〈00| + |01〉〈01| + |10〉〈10| + |11〉〈11| for t ≥ 0 or
α = |00〉〈00| + i|01〉〈01| + i|10〉〈10| + |11〉〈11| for t ≤ 0.
Then we use the HOTRG to evaluate the wavefunction
overlaps for the modular matrices by inserting various
combinations of MPO’s. Let us emphasize that when
we implement our scheme we numerically check which
MPO can make the wavefunction invariant and then take
that MPO for the evaluation of modular matrices (even
though we know which one should be).
Our results are shown in Fig. 21. First, we see that
when |t| ≥ 1.7321, all components of 4 × 4 topological
invariant T 2 matrices are 0 except for T 2[1, 1] = 1. We
can thus deduce that these two regions are a symmetry-
break phase. We find that the SPT phases are in the
regions 0 < |t| < 1.7321 since we obtain nontrivial T 2
matrices, same as Eq. (39) for t > 0 and Eq. (41) for t <
0. Thus a quantum phase transition separates these two
SPT phases at t = 0. Is the transition is discontinuous
or continuous?
We need further evidence to determine what the tran-
sition is. The relevant quantity of interest is the correla-
tion function which can distinguish whether the transi-
tion point is critical or not, and it is defined as,
CΘ(|Ri −Rj |) = 〈Θ(Ri)Θ(Ri)〉 − 〈Θ(Ri)〉〈Θ(Ri)〉,
(48)
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FIG. 21. The Z2 SPT model represented by the tensor
[Eq. (47)]: the trace of topological invariant matrices T 2 (solid
blue square) and the magnetization 〈σz〉 at first site (empty
black circle) as functions of parameter t display the phase
transitions with Dcut = 16 and RG step = 10. It shows
the transition from symmetry breaking (SB) phase to non-
trivial Z2 symmetry protected topological order phase labeled
as SPT1 at tc1 ≈ −1.7321 and from SPT1 phases to trivial Z2
symmetry protected topological order phase labeled as SPT0
at tc2 = 0 and from SPT
0 phase to symmetry breaking phase
at tc3 ≈ 1.7321.
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FIG. 22. The correlation function at t = 0 as a function of
the distance r = |Ri −Rj |.
where the observable is chosen to be
Θ(Ri) = | 0 00 0 〉〈 0 00 0 | − | 1 11 1 〉〈 1 11 1 |, (49)
namely, Θ(Ri) counts 1 (or -1) if the local state | 0 00 0 〉 (or
| 1 11 1 〉) on the site Ri in a given configuration, and oth-
erwise 0. In our tensor renormalization calculations, the
correlation function at t = 0 is evaluated on the square
lattice with size being 128× 128. The distance |Ri −Rj |
is chosen along the horizontal direction. The results with
bond dimension Dcut = 32 show that the correlation
function is algebraically decaying, as shown in Fig. 22
and the anomalous exponent η ≈ 0.66. This shows that
t = 0 is a critical point and the transition is continuous.
V. CONCLUSION
We have described a scheme to evaluate the modular
matrices for investigating SPT phases. This tnST scheme
can also apply to topological phases and can be used
to detect symmetry-breaking phases as well. We have
demonstrated by various model studies that our scheme
can be implemented using tensor-network methods and
can accurately characterize and identify these different
phases and related phase transitions. Thus modular ma-
trices provide a unifying framework for characterizing
and identifying gapped phases and can be used as a theo-
retical order parameter. For the spontaneous symmetry-
breaking phases occurring in our constructions, we have
additionally characterized them by evaluating the tra-
ditional Landau-type local order parameters, and their
behavior agrees with that of modular matrices. The nu-
merical evaluations of modular matrices involve overlaps
of wavefunctions under symmetry twists, and we have
conveniently used the higher-order tensor renormaliza-
tion group for the actual numerical implementations but
any other contraction algorithm can be used.
In addition to classification of SPT phases, recently,
the nature of the phase transition between two SPT
phases has also been investigated [105, 121]. In particu-
lar, Tsui et al. [105] proposed that there are three scenar-
ios regarding the transition between one trivial and an-
other nontrivial SPT phases, if the nontrivial SPT phase
satisfies the so-called non-double-stacking condition: (i)
a direct continuous transition; (ii) a direct discontinuous
transition; (iii) an intermediate spontaneous symmetry-
breaking phase separating the two SPT phases. The non-
trivial Z2 SPT phase indeed satisfies this, and we have
constructed two Z2 models, where we know analytically
both their Hamiltonians and their ground states. For
the first one model, the two Z2 are separated by a spon-
taneous symmetry-breaking phase. This corresponds to
the scenario (iii), where it was argued that there is a cor-
responding 3D SPT with symmetry group being Z2×ZT2
but either Z2 symmetry or both Z2 and ZT2 are sponta-
neously broken. For the second model we constructed,
we found that the two SPT phases have a direct tran-
sition into each other and the quantum phase transition
is continuous, realizing the scenario (i). According to
Ref. [105], this corresponds to the case where the corre-
sponding 3D SPT phase has gapless boundary, but can be
gapped out by introducing a ZT2 breaking field. We have
remarked earlier (also in the Appendix) that as our con-
struction is wavefunction-based and the parent Hamilto-
nians are non-negative operators, the transitions arising
from our models will be continuous. But it was real-
ized that a Hamiltonian-based construction, e.g., a lin-
ear interpolation from the two parent Hamiltonians (H0
and H1) corresponding to two SPT fixed-point states,
H˜(λ) = (1 − λ)H0 + λH1, a first order transition can
occur [55, 105]. The nontrivial Z3 SPT phases do not
satisfy the non-double-stackable condition, so the pos-
sible transition scenarios are not as clear. But the Z3
17
model we constructed has transitions between any two
of the SPT phases separated by a common spontaneous
symmetry-breaking phase, i.e., the scenario (iii).
As we have remarked earlier, a full-fledge applica-
tion would involve (i) solving the Hamiltonian and ob-
taining the ground state wavefunction(s), (ii) identifying
the symmetry and the associated matrix-product oper-
ator, and then (iii) employing our tnST approach here
to obtain the modular matrices. Regarding point (i),
there have been various TN algorithms for finding ground
states from Hamiltonians [72, 73]. Regarding (ii), there
have been in-depth theoretical investigation of MPO’s
in topological and symmetry-protected topological or-
der [75, 76] and it would be useful to develop a numerical
scheme to find these symmetry-related MPO’s. Together
with what we have demonstrated here, it should be fea-
sible to have these pieces put together and obtain a use-
ful numerical toolbox to investigate gapped phases with
tensor-network methods.
Even though we have limited our discussions to mostly
ZN symmetry (or gauge symmetry for topological or-
der), our method applies to any other finite group, either
Abelian or non-Abelian. It will be interesting to include
anti-unitary symmetry elements, such as the time rever-
sal [122] in the same framework. Moreover, since our
approach uses wavefunction overlaps, it should be possi-
ble to extend it to three dimensional intrinsic topological
and symmetry-protected topological phases, as well as
symmetry-breaking ones. We leave these for future in-
vestigation.
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Appendix A: Hamiltonian of the Z2 model in
Sec. IVC
Here we construct the parent Hamiltonian for the Z2
family of wavefunctions in Eq. (34) that was described in
Sec. IV C. The system resides on the hexagonal lattice;
see Fig. 11(b) At g = 1, the tensor product state is a
fixed-point Z2 SPT0 wavefuntion and consists of a prod-
uct of all plaquette states, |ψ〉p = |000000〉 + |111111〉,
each composed of six spins or partons from six neighbor-
ing sites around a plaquette labeled by p. The parent
Hamiltonian of the wavefunction at g = 1 (such that
the latter is the ground state of the former) is thus con-
structed as a sum of local projector terms around each
plaquette {p}, H0 =
∑
p h
{p}
0 , where h
{p}
0 acts on the
six spins on the plaquette and on the twelve spins in the
neighboring one-third plaquettes,
h
{p}
0 =(I−X6)⊗ (I− P a2 )⊗ (I− P b2 )⊗ (I− P c2 )
⊗ (I− P d2 )⊗ (I− P e2 )⊗ (I− P f2 ). (A1)
In the above, X6 is a six-site operator |000000〉〈111111|+
|111111〉〈000000| and acts on the six spins on the plaque-
tte p. The P2 is a projection operator |00〉〈00|+ |11〉〈11|
that acts on the two spins in every neighboring one-third
plaquette.
For the fixed-point Z2 SPT1 wavefuntion (i.e., at g =
−1), the Hamiltonian is of a similar form, except with an
additional phase twist,
H1 =
∑
p
h
{p}
1 =
∑
p
Uph{p}0 U
†
p, (A2)
where Up = U [α]L U
[β]
L U
[γ]
L U
[δ]
L U
[η]
L U
[λ]
L acts on the six sites
around the plaquette and gives a phase twist depending
on the spin configurations, and
U
[α]
L = I− 2(|110〉〈110|+ |101〉〈101|+ |011〉〈011|) (A3)
acts on all three partons |α1α2α3〉 on site α.
Since the wavefunctions are connected smoothly by the
deformation Q(g) defined in Eq. (32), we can now eas-
ily construct their parent Hamiltonian, with the ground
states being the wavefunctions in Eq. (29),
H(g) ≡
{∑
p Rp(g) h
{p}
1 Rp(g) if g < 0,∑
p Rp(g) h
{p}
0 Rp(g) if g ≥ 0,
(A4)
where Rp(g) = R[α](g)R[β](g)R[γ](g)R[δ](g)R[η](g)R[λ](g)
acts on the six sites around one plaquette and
R(g) = |g|Q−1(g) and Q−1(g) is regularized by |g|
when g → 0. One can verify that the two branches are
smoothly connected, i.e., H(0+) = H(0−), so H(g) is a
continuous Hamiltonian in terms of the parameter g.
By construction, the ground-state energy of the Hamil-
tonian is always zero, as it consists of non-negative op-
erators, and hence one expects that the transitions ap-
pearing in this model have to be continuous. Our con-
struction here can be regarded as the two-dimensional
generalization of those quantum phase transitions in ma-
trix product systems [123]. In contrast, the Hamilto-
nian constructed by interpolating the two, i.e., H˜(λ) ≡
(1−λ)H0+λH1, might have different order of transitions,
such as first-order constructed in Refs. [55] and [105].
Appendix B: Hamiltonian of the Z2 model in
Sec. IVD
Here we consider another family of Z2 symmetric wave-
functions in Eq. (47) and construct a one-parameter par-
ent Hamiltonians (parameterized by t) such that these
wavefunctions are the unique ground states (except at
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transitions). As t = 1, this tensor represents a fixed-
point wavefunction of the trivial Z2 SPT phase (SPT0).
In the ground state, fours parton spins, each from four
neighboring sites, are entangled as |ψ〉 = |0000〉+ |1111〉,
and the total wavefunction is a product of all plaquette
wave function. The Hamiltonian for which this wave-
function is the unique ground state is constructed as a
sum of local terms around each plaquette, H0 =
∑
p h
{p}
0 ,
where h
{p}
0 , as illustrated in Fig. 20(b), acts on the four
spins on each plaquette (with each spin belonging to a
neighboring site around the plaquette) and on the eight
spins on the four neighboring half plaquettes,
h
{p}
0 = (I−X4)⊗ (I−Pu2 )⊗ (I−P d2 )⊗ (I−P l2)⊗ (I−P r2 ).
(B1)
In the above, X4 is a four-site operator |0000〉〈1111| +
|1111〉〈0000| and acts on the four spins on the plaquette
p. The projector P2 = |00〉〈00| + |11〉〈11| acts on the
two spins in every neighboring half plaquette. This is
equivalent to the CZX Hamiltonian [41], but the symme-
try there is a more complicated Z2 operation; see Ap-
pendix E.
As t = −1, this is the fixed-point wavefunction of the
non-trivial Z2 SPT phase (SPT1). The parent Hamil-
tonian of this ground-state wavefunction is constructed,
similarly, as a sum of local terms around each plaquette,
H1 =
∑
p
h
{p}
1 =
∑
p
Uph{p}0 U
†
p (B2)
where Up = U [α]L U
[β]
L U
[γ]
L U
[δ]
L , similar to that in the pre-
vious section, acts on the four sites around one plaquette
as shown in Fig. 20(b), and
U
[α]
L = I− 2(| 0 10 0 〉〈 0 10 0 |+ | 0 00 1 〉〈 0 00 1 |) (B3)
acts on all four partons | α1 α2α4 α3 〉 on the site α.
The parent Hamiltonian of the one-parameter ground
state represented by the tensor product state in Eq. (47)
can thus be constructed as
H(t) ≡
{∑
p
[
R[α](t)⊗R[β](t)⊗R[γ](t)⊗R[δ](t)] h{p}1 [R[α](t)⊗R[β](t)⊗R[γ](t)⊗R[δ](t)] if t < 0,∑
p
[
R[α](t)⊗R[β](t)⊗R[γ](t)⊗R[δ](t)] h{p}0 [R[α](t)⊗R[β](t)⊗R[γ](t)⊗R[δ](t)] if t ≥ 0, (B4)
where h
{p}
0 and h
{p}
1 are described in Eqs. (B1) and (B2),
respectively, and R(t) = |t|Q−1(t) and Q(t) is the local
deformation operator acting on all four partons on each
sites as shown in Fig. 20(a), with
Q(t) =
1∑
s1s2s3s4=0
qs1s2s3s4 | s1 s2s4 s3 〉〈 s1 s2s4 s3 |,
where
qs1s2s3s4 =
{
|t| if (s1s2s3s4) = 0100, 0001, 1011, 1110,
1 otherwise.
(B5)
One can verity that H(0+) = H(0−) and hence the
H(t) is continuous in t. By construction, the ground
states have zero energy, as the Hamiltonian consists of
non-negative operators. Any transition exhibited in the
Hamiltonian (B4) thus has to be continuous.
Appendix C: The Z2 topological model with string
tension on hexagonal lattice
In this Appendix and the following ones, we present
additional models of exhibiting intrinsic and symmetry-
protected topological order.
Consider the toric code model on the hexagonal lattice.
The ground state wave function is still a equal wight su-
perposition of string-net configurations and it has a sim-
ple tensor product representation by a rank-three tensor
Pα,β,γ with three internal indices running over 0 and 1 on
the vertex and a rank-three tensor Gsα,β with one physi-
cal index s running over the spin-1/2 basis states on the
link. The wavefunction is then given by [124]
|Ψ〉 =
∑
si
tT r(⊗vP ⊗l Gsi)|s1, s2, ....〉, (C1)
where v labels vertices and l links. Specifically,
P000 = P011 = P101 = P110 = 1, (C2)
and
G000 = G
1
11 = 1, (C3)
where we see that the rank-three tensor G behaves
like a projector that identifies the physical and internal
bond indices. Then we consider a deformation Q(g) =√
g|0〉〈0|+ |1〉〈1| and g ≥ 0, which applies to the physical
indices, |Ψ(g)〉 = Q(g)⊗Q(g)⊗ ...⊗Q(g)|Ψ〉. To obtain
a TPS associated with the site tensor, we can split ev-
ery spin-1/2 particle into two and associate each vertex
with three spins. Then the deformed wavefunctions have
a simple TPS by a single local tensor A
si,sj ,sk
α,β,γ ,
A000000 =
√
g, A011011 = A
101
101 = A
110
110 = 1
all other terms are zero. (C4)
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FIG. 23. The Z2 topological model represented by ten-
sor (C4) on the hexagon lattice: the trace of modular matrices
(a) S and (b) T as functions of parameter g display a phase
transition at critical point gc ≈ 1.732 under the renormaliza-
tion flow.
This wavefunction is a Z2 gauge-symmetric state with
string tension. As g = 1, the state is exact Z2 toric-code
state. As g  1, the tensor approaches a product state of
all 0’s: |00 . . . 0〉. By tuning the parameter g, a transition
must occur.
The local gauge transformation of this Z2 model is
Z =
(
1 0
0 −1
)
acting on the bond degrees of freedom. By
applying various combinations of gauge transformation
in two orthogonal directions to the wavefunction, we can
determine the modular matrices. As we increase g, the
state will go through a phase transition from a topolog-
ical phase to a non-topological phase, and in Ref. [124],
it was shown that a quantum critical point occurs at
gc ≈ 1.75 by calculating the topological entanglement
entropy, which agrees with the exact transition point,
g =
√
3 = 1.73205, via a mapping from the wavefunction
norm square to the partition function of the classical Ising
model and given by β = ln g/2.
We use our scheme to evaluate the S and T matri-
ces and the results are shown in Fig. 23, wihch detect a
quantum phase transition around gc ≈ 1.732, separating
the topological phase characterized by tr(S) = tr(T ) = 2
and the non-topological phase characterized by tr(S) =
tr(T ) = 4.
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FIG. 24. The Z2 topological model on the square lattice:
the trace of modular matrices (a) S and (b) T as functions
of parameter display a phase transition at critical point θc ≈
0.56 under the renormalization flow.
Appendix D: The Z2 topological model with string
tension on the square lattice
Here we consider another Z2 toric-code model under a
string tension g, originally discussed in Ref. [65], where
it was shown that a transition occurs at gc ≈ 0.56 by
calculating the topological contribution of the geometric
entanglement. The wavefunction with the string tension
can be represented by the following tensor product state
|Ψ〉 =
∑
si
tT r(As1Bs2 ....)|s1, s2, ....〉, (D1)
where two tensors Asαβγδ and B
s
αβγδ (on two respec-
tive sublattices of the square lattice) with virtual indices
α, β, γ, δ = {0, 1} and the physical index s = {0, 1}. The
non-zero coefficients of tensor are given by
A00000 = 1 + g A
0
1100 = 1
A11111 = 1 + g A
1
0011 = 1
B00000 = 1 + g B
0
1001 = 1
B11111 = 1 + g B
1
0110 = 1. (D2)
The calculation of the modular matrices can be per-
formed analogously and the gauge transformation in this
20
case is given by X =
(
0 1
1 0
)
acting on each bond index.
We obtain the modular matrices as g varies, and the trace
of these matrices is shown in Fig. 24. At 0 < g ≤ 0.56
we have non-trivial modular matrices (see Eq. 18) with
tr(S) = tr(T ) = 2. At g > 0.56, we have trivial modular
matrices [see Eq. (26)] with tr(S) = tr(T ) = 1.
Appendix E: The Z2 CZX model with string tension
Consider a 2D square lattice with four spin-1/2 par-
ticles per site and the four neighboring spins form a
plaquette-like entangled state |ψp〉 = |0000〉 + |1111〉.
This state, denoted by |ΨCZX〉 is the ground state of the
CZX model [41] and is invariant under the special on-
site Z2 symmetry, which is generated by Uczx = UXUCZ ,
where UX = X1⊗X2⊗X3⊗X4, and Xi is a Pauli matrix(
0 1
1 0
)
on the spin i and UCZ = CZ12 ⊗ CZ23 ⊗ CZ34 ⊗
CZ41, where
CZij = |00〉〈00|+ |01〉〈01|+ |10〉〈10| − |11〉〈11| (E1)
is the controlled-Z operator on two spins labeled i and j.
We then consider a one-parameter deformation D(g) =
diag(1, g, g, g, g, g2, g, g, g, g, g2, g, g, g, g, 1) on each site,
which is diagonal in the four-qubit computational basis.
Such deformation gives rise to a one-parameter family of
states invariant under Uczx:
|Ψ〉 ∝ D(g)⊗N |ΨCZX〉, (E2)
which can be represented by a local tensor A[s1, s2, s3, s4]
as shown in Fig. 20, as follows:
A[0, 0, 0, 0] = A[1, 1, 1, 1] = 1
A[0, 0, 1, 1] = A[1, 1, 0, 0] = A[1, 0, 0, 1] = A[0, 1, 1, 0] = g2
A[0, 1, 1, 1] = A[1, 0, 0, 0] = A[0, 0, 1, 0] = A[1, 1, 0, 1] = g2
A[0, 0, 0, 1] = A[1, 1, 1, 0] = g2
A[0, 1, 0, 0] = A[1, 0, 1, 1] = g2
A[0, 1, 0, 1] = A[1, 0, 1, 0] = g4. (E3)
At g = 1, this is the ground state of CZX model and
the corresponding state has non-trivial Z2 SPT order.
One may noticed that this state is also the ground state
of the Hamiltonian [see Eq. (B1)] with trivial Z2 SPT or-
der. The two models are different in their symmetry ac-
tions. In the previous trivial Z2 model, the Z2 symmetry
action is generated by operator X. By comparison, the
symmetry of CZX model is more complicated. At g = 0,
the tensor represents a cat state |00...00〉+ |11...11〉 and
such a global superposition represents the spontaneous
symmetry breaking (i.e., unstable under an infinitesimal
symmetry breaking field). At some critical point in gc,
the state must undergo a phase transition.
One way to detect the transition is to apply our al-
gorithm. The MPO of deformed CZX model is in-
dependent of g and is given by X ⊗ Xα, with α =
0.780 0.785 0.790 0.795 0.800 0.805 0.810 0.815 0.820
g
0.0
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0.4
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tr
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2
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RG=20
FIG. 25. The deformed CZX model: the trace of T 2 as
a function of parameter g with Dcut = 16 as increasing RG
steps. The critical point is at gc ≈ 0.802.
|00〉〈00|+ |01〉〈01|+ |10〉〈10|− |11〉〈11|. We find that, for
g > gc, the state possesses nontrivial Z2 SPT order, since
we obtain the nontrivial matrix T 2; see Eq. (41). While
g < gc, we obtain the same T
2 matrix as in Eq. (37), and
this region is a spontaneous symmetry-breaking phase.
We determine gc to lie between 0.802 and 0.8024 as shown
in Fig. 25.
As a confirmation of the transition point, we find that
the norm square of the wavefunction, given by the con-
traction of the double tensor over the lattice, is just
two copies of the partition function of the classical Ising
model on the square lattice. From this we then obtain the
relation, g4 = (eβ − 1)/(eβ + 1), between the parameter
g and the inverse temperature β, and the transition point
is thus located at gc = 0.802243, with which our result
agrees very well. Our calculation for the quantum model
confirms that there is a quantum phase transition be-
tween a nontrivial SPT phase and a symmetry-breaking
phase.
[1] X.-G. Wen, Quantum Field Theory of Many-Body Sys-
tems (Oxford University Press, New York, 2004).
[2] C. N. Yang, Rev. Mod. Phys. 34, 694 (1962).
[3] D. C. Tsui, H. L. Stormer, and A. C. Gossard, Phys.
Rev. Lett. 48, 1559 (1982).
[4] R. B. Laughlin, Phys. Rev. Lett. 50, 1395 (1983).
[5] V. Kalmeyer and R. B. Laughlin, Phys. Rev. Lett. 59,
2095 (1987).
21
[6] X.-G. Wen, F. Wilczek, and A. Zee, Phys. Rev. B 39,
11413 (1989).
[7] X.-G. Wen, Int. J. Mod. Phys. B 4, 239 (1990).
[8] N. Read and S. Sachdev, Phys. Rev. Lett. 66, 1773
(1991).
[9] X.-G. Wen, Phys. Rev. B 40, 7387 (1989).
[10] X.-G. Wen and Q. Niu, Phys. Rev. B 41, 9377 (1990).
[11] S. Bravyi, M. Hastings, and S. Michalakis, J. Math.
Phys. 51, 093512 (2010).
[12] A. Kitaev, Annals of Physics 303, 2 (2003).
[13] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and
S. D. Sarma, Rev. Mod. Phys. 80, 1083 (2008).
[14] X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 82,
155138 (2010).
[15] A. Hamma, R. Ionicioiu, and P. Zanardi, Phys. Rev. A
71, 022315 (2005).
[16] A. Kitaev and J. Preskill, Phys. Rev. Lett. 96, 110404
(2006).
[17] M. Levin and X.-G. Wen, Phys. Rev. Lett. 96, 110405
(2006).
[18] J. Eisert, M. Cramer, and M. Plenio, Rev. Mod. Phys.
82, 277 (2010).
[19] E. Keski-Vakkuri and X.-G. Wen, Int. J. Mod. Phys. B
7, 4227 (1993).
[20] H. He, H. Moradi, and X.-G. Wen, Phys. Rev. B 90,
205114 (2014).
[21] H. Moradi and X.-G. Wen, Phys. Rev. Lett. 115, 036802
(2015).
[22] Y. Zhang, T. Grover, A. Turner, M. Oshikawa, and
A. Vishwanath, Phys. Rev. B 85, 235151 (2012).
[23] W. Zhu, S. S. Gong, F. D. M. Haldane, and D. N.
Sheng, Phys. Rev. Lett. 112, 096803 (2014).
[24] L. Cincio and G. Vidal, Phys. Rev. Lett. 110, 067208
(2013).
[25] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801
(2005).
[26] B. A. Bernevig and S.-C. Zhang, Phys. Rev. Lett. 96,
106802 (2006).
[27] J. E. Moore and L. Balents, Phys. Rev. B 75, 121306
(2007).
[28] L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98,
106803 (2007).
[29] R. Roy, Phys. Rev. B 79, 195321 (2009).
[30] A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. W.
Ludwig, Phys. Rev. B 78, 195125 (2008).
[31] A. Kitaev, AIP Conference Proceedings 1134, 22
(2009).
[32] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
[33] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057
(2011).
[34] M. Z. Hasan and J. E. Moore, Annual Review of Con-
densed Matter Physics 2, 55 (2011).
[35] X.-G. Wen, Phys. Rev. B 85, 085103 (2012).
[36] Z.-C. Gu and X.-G. Wen, Phys. Rev. B 80, 155131
(2009).
[37] X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 83,
035107 (2011).
[38] N. Schuch, D. Pe´rez-Garc´ıa, and I. Cirac, Phys. Rev.
B 84, 165139 (2011).
[39] L. Fidkowski and A. Kitaev, Phys. Rev. B 83, 075103
(2011).
[40] X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 84,
235128 (2011).
[41] X. Chen, Z.-X. Liu, and X.-G. Wen, Phys. Rev. B 84,
235141 (2011).
[42] F. Pollmann, A. M. Turner, E. Berg, and M. Oshikawa,
Phys. Rev. B 81, 064439 (2010).
[43] A. M. Turner, F. Pollmann, and E. Berg, Phys. Rev. B
83, 075102 (2011).
[44] F. Pollmann, E. Berg, A. M. Turner, and M. Oshikawa,
Phys. Rev. B 85, 075125 (2012).
[45] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Science
338, 1604 (2012).
[46] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Phys.
Rev. B 87, 155114 (2013).
[47] M. Levin and Z.-C. Gu, Phys. Rev. B 86, 115109 (2012).
[48] L.-Y. Hung and X.-G. Wen, Phys. Rev. B 89, 075121
(2014).
[49] D. V. Else and C. Nayak, Phys. Rev. B 90, 134404
(2014).
[50] Z. Bi, A. Rasmussen, K. Slagle, and C. Xu, Phys. Rev.
B 91, 134404 (2015).
[51] Z. Bi and C. Xu, Phys. Rev. B 91, 184404 (2015).
[52] J. C. Wang, Z.-C. Gu, and X.-G. Wen, Phys. Rev. Lett.
114, 031601 (2015).
[53] A. Kapustin, arXiv:1403.1467 (2014).
[54] A. Vishwanath and T. Senthil, Phys. Rev. X 3, 011016
(2013).
[55] S. C. Morampudi, C. von Keyserlingk, and F. Poll-
mann, Phys. Rev. B 90, 035117 (2014).
[56] S. V. Isakov, M. B. Hastings, and R. G. Melko, Nature
Phys. 7, 772 (2011).
[57] Y. Zhang, T. Grover, and A. Vishwanath, Phys. Rev.
Lett. 107, 067202 (2011).
[58] S. Yan, D. A. Huse, and S. R. White, Science 332, 1173
(2011).
[59] S. Depenbrock, I. P. McCulloch, and U. Schollwo¨ck,
Phys. Rev. Lett. 109, 067201 (2012).
[60] H.-C. Jiang, Z. Wang, and L. Balents, Nat. Phys. 8,
902 (2012).
[61] M. P. Zaletel, R. S. K. Mong, and F. Pollmann, Phys.
Rev. Lett. 110, 236801 (2013).
[62] Y.-C. He, D. N. Sheng, and Y. Chen, Phys. Rev. B 89,
075110 (2014).
[63] D. Poilblanc, N. Schuch, D. Pe´rez-Garc´ıa, and J. I.
Cirac, Phys. Rev. B 86, 014404 (2012).
[64] N. Schuch, D. Poilblanc, J. I. Cirac, and D. Pe´rez-
Garc´ıa, Phys. Rev. Lett. 111, 090501 (2013).
[65] R. Oru´s, T.-C. Wei, O. Buerschaper, and A. Garc´ıa-
Saez, Phys. Rev. Lett. 113, 257202 (2014).
[66] C.-Y. Huang and T.-C. Wei, Phys. Rev. B 92, 085405
(2015).
[67] F. Pollmann and A. M. Turner, Phys. Rev. B 86, 125441
(2012).
[68] Y.-Z. You, Z. Bi, A. Rasmussen, K. Slagle, and C. Xu,
Phys. Rev. Lett. 112, 247202 (2014).
[69] K. Wierschem and P. Sengupta, Phys. Rev. Lett. 112,
247203 (2014).
[70] H.-H. Tu, Y. Zhang, and X.-L. Qi, Phys. Rev. B 88,
195412 (2013).
[71] M. P. Zaletel, Phys. Rev. B 90, 235113 (2014).
[72] F. Verstraete, V. Murg, and J. I. Cirac,
Advances in Physics 57, 143 (2008),
http://dx.doi.org/10.1080/14789940801912366.
[73] R. Oru´s, Annals of Physics 349, 117 (2014).
[74] M. Rispler, K. Duivenvoorden, and N. Schuch, Phys.
Rev. B 92, 155133 (2015).
22
[75] M. B. S¸ahinog˘lu, D. Williamson, N. Bultinck,
M. Marie¨n, J. Haegeman, N. Schuch, and F. Verstraete,
arXiv:1409.2150 (2014).
[76] D. J. Williamson, N. Bultinck, M. Marie¨n, M. B.
Sahinoglu, J. Haegeman, and F. Verstraete,
arXiv:1412.5604 (2014).
[77] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[78] S. O¨stlund and S. Rommer, Phys. Rev. Lett. 75, 3537
(1995).
[79] D. Perez-Garcia, F. Verstraete, M. M. Wolf, and J. I.
Cirac, Quantum Inf. Comput. 7, 401 (2007).
[80] Z.-C. Gu, M. Levin, B. Swingle, and X.-G. Wen, Phys.
Rev. B 79, 085118 (2009).
[81] O. Buerschaper, M. Aguado, and G. Vidal, Phys. Rev.
B 79, 085119 (2009).
[82] N. Schuch, D. Poilblanc, J. I. Cirac, and D. Pe´rez-
Garc´ıa, Phys. Rev. B 86, 115108 (2012).
[83] M. Aguado and G. Vidal, Phys. Rev. Lett. 100, 070404
(2008).
[84] R. Ko¨nig, B. W. Reichardt, and G. Vidal, Phys. Rev.
B 79, 195123 (2009).
[85] T. B. Wahl, H.-H. Tu, N. Schuch, and J. I. Cirac, Phys.
Rev. Lett. 111, 236805 (2013).
[86] J. Dubail and N. Read, Phys. Rev. B 92, 205307 (2015).
[87] D. Poilblanc, J. I. Cirac, and N. Schuch, Phys. Rev. B
91, 224431 (2015).
[88] S. Yang, T. B. Wahl, H.-H. Tu, N. Schuch, and J. I.
Cirac, Phys. Rev. Lett. 114, 106803 (2015).
[89] G. Evenbly and G. Vidal, Phys. Rev. Lett. 115, 180405
(2015).
[90] G. Evenbly and G. Vidal, Phys. Rev. Lett. 115, 200401
(2015).
[91] Z. Y. Xie, J. Chen, M. P. Qin, J. W. Zhu, L. P. Yang,
and T. Xiang, Phys. Rev. B 86, 045139 (2012).
[92] M. Kenzelmann, G. Xu, I. A. Zaliznyak, C. Broholm,
J. F. DiTusa, G. Aeppli, T. Ito, K. Oka, and H. Takagi,
Phys. Rev. Lett. 90, 087202 (2003).
[93] L. Balents, Nature 464, 199 (2010).
[94] L.-M. Duan, E. Demler, and M. D. Lukin, Phys. Rev.
Lett. 91, 090402 (2003).
[95] M. Anderlini, P. J. Lee, B. L. Brown, J. Sebby-Strabley,
W. D. Phillips, and J. V. Porto, Nature 448, 452
(2007).
[96] M. Aguado, G. K. Brennen, F. Verstraete, and J. I.
Cirac, Phys. Rev. Lett. 101, 260501 (2008).
[97] H. Weimer, M. Mller, I. Lesanovsky, P. Zoller, and H. P.
Bchler, Nature Phys. 6, 382 (2010).
[98] J. Simon, W. S. Bakr, R. Ma, M. E. Tai, P. M. Preiss,
and M. Greiner, Nature 472, 307 (2011).
[99] X.-S. Ma, B. Daki, S. Kropatschek, W. Naylor, Y.-
H. Chan, Z.-X. Gong, L.-M. Duan, A. Zeilinger, and
P. Walther, Scientific Reports 4, 3583 (2014).
[100] X.-W. Luo, X. Zhou, C.-F. Li, J.-S. Xu, G.-C. Guo, and
Z.-W. Zhou, Nature Communications 6, 7704 (2015).
[101] C. Senko, P. Richerme, J. Smith, A. Lee, I. Cohen,
A. Retzker, and C. Monroe, Phys. Rev. X 5, 021026
(2015).
[102] A. A. Houck, H. E. Trec, and J. Koch, Nature Phys.
8, 292 (2012).
[103] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature 515,
237 (2014).
[104] F. Verstraete, M. M. Wolf, D. Perez-Garcia, and J. I.
Cirac, Phys. Rev. Lett. 96, 220601 (2006).
[105] L. Tsui, H.-C. Jiang, Y.-M. Lu, and D.-H. Lee, Nuclear
Physics B 896, 330 (2015).
[106] M. A. Levin and X.-G. Wen, Phys. Rev. B 71, 045110
(2005).
[107] X.-G. Wen, arXiv:1212.5121v2 (2012).
[108] O. Buerschaper, Annals of Physics 351, 447 (2014).
[109] F. Liu, Z. Wang, Y. You, and X.-G. Wen,
arXiv:1303.0829 (2013).
[110] Y. Hu, Y. Wan, and Y.-S. Wu, Phys. Rev. B 87, 125114
(2013).
[111] B. Bauer, G. Vidal, and M. Troyer, Journal of Statisti-
cal Mechanics: Theory and Experiment 2009, P09006
(2009).
[112] T. Nishino and K. Okunishi, Journal of the Physical
Society of Japan 66, 3040 (1997).
[113] R. Oru´s, Phys. Rev. B 85, 205117 (2012).
[114] M. Levin and C. P. Nave, Phys. Rev. Lett. 99, 120601
(2007).
[115] H. C. Jiang, Z. Y. Weng, and T. Xiang, Phys. Rev.
Lett. 101, 090603 (2008).
[116] Z.-C. Gu, M. Levin, and X.-G. Wen, Phys. Rev. B 78,
205116 (2008).
[117] F. Verstraete, M. M. Wolf, D. Perez-Garcia, and J. I.
Cirac, Phys. Rev. Lett. 96, 220601 (2006).
[118] H. P. Nautrup and T.-C. Wei, Phys. Rev. A 92, 052309
(2015).
[119] M. E. Fisher, Reports on Progress in Physics 30, 615
(1967).
[120] K. K. Mon, Phys. Rev. B 47, 5497 (1993).
[121] Nuclear Physics B 873, 248 (2013).
[122] X. Chen and A. Vishwanath, Phys. Rev. X 5, 041034
(2015).
[123] M. M. Wolf, G. Ortiz, F. Verstraete, and J. I. Cirac,
Phys. Rev. Lett. 97, 110403 (2006).
[124] X. Chen, B. Zeng, Z.-C. Gu, I. L. Chuang, and X.-G.
Wen, Phys. Rev. B 82, 165119 (2010).
