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Family background variables as instruments for education in income regressions: a Bayesian analysis
We show that, in case of moderate direct effects of the instrument on the dependent variable, the results do not deviate much from the benchmark case of no such effect (perfect validity of the instrument). The size of the bias is in many cases smaller than the standard error of education's estimated coefficient. Thus, the violation of the strict validity assumption does not necessarily lead to strongly different results when compared to the strict validity case. This provides confidence in the use of family background variables as instruments in income regressions.
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Education is a well-known driver of income. The measurement of its influence, however, suffers from endogeneity suspicion (Griliches and Mason 1972 , Blackburn and Neumark 1993 , Webbink 2005 . Instrumental variables (IV) regression is considered to yield an appropriate estimator in the presence of endogeneity (Angrist and Krueger 1991 , Angrist et al. 1996 , Card 2001 . The difficulty arises when it comes to finding an instrument that is strongly correlated with the endogenous variable and valid. In many studies, family background variables have been used as instruments for education (Blackburn and Neumark 1993 , Parker and van Praag 2006 . Compared to other instruments, family background variables have the advantage that they are available in many datasets and that they are usually strongly correlated with the endogenous variable, thus avoiding a weak instruments problem (Bound et al. 1995) . Recently, however, the use of family background variables, such as parents' or spouse's education, has been criticized (Trostel et al. 2002, Psacharopoulos and Patrinos 2004) : these variables would not meet the strict validity assumption that is required for IV regressions. Family background variables are believed to have a direct effect on the respondent's income level and therefore cannot be used as an instrument for education. For example, it can be argued that family background variables are correlated with family wealth, which then may have a direct influence on the respondent's income of an individual. It may also be argued that family background variables are correlated with the preference to find a job in a particular firm or industry, which then may have a direct influence on the respondent's income. This paper investigates this problem, i.e., the possible invalidity of family background instruments, in detail. Using data of the 2004 German Socio-Economic Panel and Bayesian analysis, we analyze to what degree violations of the validity of family background variables as instruments have an effect on the estimation results of the IV model. Our research strategy is to begin with a tight prior around zero for the instrument's direct effect on the dependent variable, and subsequently to consider priors that allow for an increasing direct effect. As expected, our results show that when assuming a sizeable direct effect of the instrument on the dependent variable, the coefficient of the IV model changes compared to the benchmark case where no direct effect of the instrument exists. For example, if the direct effect of the instrument (father's education) on income, which works in addition to the instrument's indirect effect via own education (and taking into account the effect of control variables), is 50% of the effect of a respondent's own education on income, then the estimated effect of an individual's own education on income decreases from β=0.079 to β=0.044. Indeed, the use of family background variables can lead to biased estimates. However, and more importantly, in many cases the bias from using family background variables as instruments is lower than the standard error of the coefficient of the instrumented variable. So, depending on the required precision of the estimated return to education -in terms of sign or level -and the strength of the assumed indirect effect, using family background variables is a viable option. In any case, the bias from using family background variables should be compared against alternative instrumentation strategies which are often are hardly available. The across-the-board criticism of family background variables as instruments does not seem justified.
The remainder of the paper is organized as follows: Section 2 describes our Bayesian approach. Section 3 shows our econometric model. Section 4 introduces our dataset and variables. Section 5 shows our results; Section 6 concludes.
Method

The Bayesian approach
We use Bayesian methods to estimate the IV model. Bayesian analysis of IV models has become increasingly popular over the last years.
1 Bayesian methods rely on Bayes' theorem of probability theory (Bayes 1763 ). This theorem is given by
where  represents the set of unknown parameters, and y represents the data. ) Pr( is the prior density of the parameter  that may be derived from theoretical or other a priori knowledge.
is the likelihood function, which is the density (or probability in the case of discrete events) of the data y given the unknown parameter  . Pr(y) is the marginal likelihood, the marginal density of the data y, and finally, ) | Pr( y  represents the posterior density which is the density of the parameter  given the data y. In Bayesian analysis, inference comes from the posterior distribution which states the likelihood of a particular parameter value. To find out about a relationship between two variables, Bayesian analysis proceeds in the following steps: first, a priori beliefs about the relationship of interest are formulated (the prior distribution, ) Pr( ). Next, a probability of occurrence of the data given parameter values is assumed (the likelihood function, ) |
Pr(  y
). In a second step, data are used to update these beliefs. The result is the posterior density, ) | Pr( y  . It allows for statements in terms of likely and unlikely parameter values. We compute and analyze the means, standard deviations and percentiles of the respective parameter distributions. These posterior properties are computed as the sample statistics of a large set of draws from the posterior distribution, which are obtained by a Gibbs sampling approach.
A Bayesian analysis of instruments
Bayesian analysis can be used to find out whether an instrument makes sense. An instrument makes sense if it is valid and strongly correlated with the endogenous explanatory variable.
Validity of the instrument:
In principle, an instrument should not be correlated with the error term, i.e., it should not have a direct effect on the dependent variable-its only effect on the dependent variable should be via the endogenous explanatory variable.
2 Bayesian analysis can be used to analyze what happens when this crucial assumption is violated. Through Bayesian analysis, it is possible to incorporate a prior distribution for the instrument's direct effect on the dependent variable. In many situations, researchers believe that there is a direct effect that is approximately zero rather than one that is exactly equal to zero. By beginning with a tight prior around zero and subsequently considering priors that allow for an increasing direct effect, one can analyze the robustness of the results with respect to the validity assumption.
Strength of the instrument:
An instrument should be correlated with the endogenous explanatory variable. Preferably, it should have a strong effect on the endogenous explanatory variable. Otherwise, one is faced with the issue of weak instruments, which may make it difficult to draw 1 See Kleibergen and Zivot (2003) and Lancaster (2005) for an overview of Bayesian analysis of IV models and a comparison to classical IV regression.
2
In the classical approach, one can perform the Sargan test on the validity of instruments (Kennedy 2008, pp. 154-156) , if we have more instruments than endogenous explanatory variables. But this has no power (i.e., power equal to size) against cases where the instruments' direct effect on the dependent variable is proportional to their effect on the endogenous explanatory variable, a situation that is often plausible. The data simply contain no information as to whether this particular violation is present or not, so a priori assumptions about this aspect are crucial for estimation results. meaningful conclusions. Bayesian analysis can be used to find out whether a weak instruments problem exists; it helps to identify weak instruments and the problems they cause regarding the accuracy of the estimates (Hoogerheide et al. 2007a (Hoogerheide et al. , 2007b . Weak instruments are defined as those instruments that are only weakly correlated with the endogenous variable. When the dataset is large enough (and a statistically significant but weak correlation between the instrument and the endogenous variable can be found), classical IV regression using a weak instrument would result in a highly significant estimate for the endogenous variable. However, the estimate is likely to be strongly biased. In other words, one may obtain a seemingly precise but incorrect estimate (see the discussion of problems with weak instruments in Bound et al. 1995 , who comment on Angrist and Krueger 1991) . Bayesian analysis does not change the strength of an instrument (i.e., its correlation with the endogenous variable), but it allows for a precise statement of how the strength of the instrument influences the preciseness of the estimates. This is the case because the result of Bayesian analysis is not a point estimate (which is then either significant or not) but a probability distribution of the model coefficients, which is not only correct for hypothetical infinite data sets but also for real finite data samples. Hence, a Bayesian analysis provides a warning in case of weak instruments: using a weak instrument would lead to a 'wide' posterior distribution, and therefore, the danger of computing a seemingly precise but incorrect estimate is not present.
Econometric model
We estimate the effect of education on income, expressed in the following equation:
where income is the dependent variable, education is our explanatory variable of interest, x i are exogenous variables,  1 is a constant, and u 1 is an error term with E(u 1 )=0. The variable education, however, is assumed to be endogenous, i.e. the variable is correlated with the error term u 1 . IV regression is considered to be an appropriate estimator in the presence of endogeneity (Angrist et al. 1996; Card 2001) . The basic idea is to find an instrument that is uncorrelated with the errors u 1 in the model but that is correlated with the endogenous variable education. In our case, this leads to the following equation:
where education is the endogenous variable, z refers to the instrument used (father's education),  measures the strength of the relationship between the instrument and the endogenous variable,  2 is a constant, and u 2 is an error term. The idea of the IV approach is to estimate both equations simultaneously. Yet, for this approach to work and to produce meaningful estimates, two conditions need to be satisfied: (1) cov(z, u 1 ) = 0 (i.e., the instrument should not be correlated with the error term of the performance equation), and (2)   0 (i.e., there should be a non-zero relationship between the instrument and the endogenous explanatory variable). The first condition refers to the validity of the instrument; the second condition refers to the strength of the instrument.
To estimate the bias when using family background variables as instruments, we suppose that there is a (small) direct effect γ of the instrument on income, which works in addition to the instru-ment's indirect effect via own education (and taking into account the effect of control variables). Then equation (1) son for considering ~ rather than  is that it is easier to specify prior ideas about the relative effect of father's education vis-à-vis own education than about the absolute effect of father's education.
Data and Variables
Data
Our estimations are based on a data set that is made available by the German Socio-Economic Panel Study (SOEP) at the German Institute for Economic Research (DIW), Berlin.
3 The SOEP is a longitudinal household survey conducted annually that provides amongst others detailed information about the participant's occupational status (e.g., employee or self-employed). To construct our estimation sample, we make use of the year 2004 and select those persons who are either selfemployed or employed. After excluding observations with missing values, we obtained a data set with 8,244 observations.
Variables
Income is measured as the natural logarithm of hourly wage, which is determined by dividing the annual gross income (in €) with the number of annual hours worked. The endogenous explanatory variable education is measured as the number of years of schooling. The instrument used in the education equation is the number of years of father's secondary education. As control variables, we included the respondent's labor market experience (in its linear and squared term), gender, wealth (as proxied by the respondent's income from assets), status of marriage, nationality, duration of unemployment before employment, whether the respondent lives in former West-Germany, whether the respondent is self-employed, as well as industry dummies. For more details regarding the construction of the variables, see Table A1 of our Appendix.
Results
If we assume a perfectly valid instrument, that satisfies the exclusion restriction (i.e. ~=0), then the posterior density of  is given by Figure 1 . The posterior mean is 0.079; the 2.5% and 97.5% posterior percentiles are 0.066 and 0.092. Table A2 shows the detailed estimation results for all variables included in the instrumental variables regression. That is, an extra year of education leads on average to a 7.9% increase of the hourly wage. own education on income. For ~=0.35 the 2.5% posterior percentile of β is 0.042, which is 0.024 lower than the 2.5% percentile for ~=0. This difference of 0.024 is smaller than the 0.026 width of the 95% interval for ~=0. In other words, incorporating the uncertainty on the validity of the instrument leads to an increase of the posterior uncertainty on  that is no larger than the uncertainty that we face in the case of a perfectly valid instrument.
For increasingly positive ~, the posterior of  moves to 0; an increasingly large part of the total effect of father's education on income is considered as a direct effect on income, rather than as an indirect effect via own education. This is illustrated in Figure 3 . However, large values of ~ can be considered implausible: it is plausible that an individual's own education is more important than the father's education.
Also negative values of ~ are implausible, since one may expect the effects of father's and own education to have the same (typically positive) sign. For increasingly negative values of ~, the posterior of  moves away from 0. In such (implausible) cases, one assumes that the effect of own education is particularly large since it 'compensates' for the negative effect of father's education. The total effect of father's education is then split into a negative direct effect and a more positive indirect effect via own education than in the case of a strictly valid instrument. So, this assumption of ~<0 would only make the estimated effect of own education on income higher.
Conclusions
Our results imply that the across-the-board criticism of family background variables as instruments is unjustified. Most researchers are very critical about the use of family background variables as instruments since they may have a direct effect on the respondent's income level. Our Bayesian analysis investigates the severity of this problem: relaxing the strict validity assumption on the family background instruments does indeed lead to different results. However, the size of the bias is in many cases smaller than the standard error of education's estimated coefficient in the IV model. The results remain qualitatively similar even when the validity of the instrument would be substantially violated compared to the benchmark case where the instrument is assumed to be strictly exogenous. In conclusion, depending on the required precision of the estimated return to education, using family background variables is a viable option to solve the endogeneity problem with regards to education. This result has practical implications for empirical research in labor economics. Unlike other instruments, such as quarter of birth in combination with differences between schooling laws (Angrist and Krueger 1991; see Webbink 2005 for a survey), family background variables are available in many household surveys, including the German Socio-Economic Panel (SOEP), the British Household Panel Survey (BHPS) and the US panel study of income dynamics (PSID). Furthermore, family background variables are usually highly correlated with the respondent's level of education. Hence the issue of having a weak instrument (Bound et al. 1995) can be avoided. (NACE 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 40, 41, 96, 97, 100) , retail (NACE 51, 52), hotel and restaurant (NACE 55), financial services (NACE 65, 66, 67, 70) , firm services (NACE 50, 72, 74) , construction (NACE 45), health (NACE 85), transportation (NACE 60, 61, 62, 63) , culture, sports, and leisure (NACE 92), and other (NACE 10, 11, 12, 13, 14, 64, 71, 73, 75, 80, 90, 91, 93, 95, 98, 99) Self-employed Dummy for individual who is self-employed Respondent's father's education Years of education required to reach the father's secondary school certificate: 9 years for "Hauptschule", 10 years for "Realschule", 12 years for "Fachhochschulreife", 13 years for "Abitur".
Appendix
Continuous variables and ordinal variable
Experience Current age minus age at first job
Unemployment duration
Months that an individual has been unemployed in her entire working life before entering self-employment Wealth Log (household income from assets) Notes: N = 8,244 observations; data source: GSOEP The posterior moments and percentiles are estimated on the basis of 10,000 simulated draws, that are generated by the Gibbs sampling method (using the pseudo random number generators in Matlab TM ) after a burn-in of 1000 discarded draws. A non-informative proper prior is specified for β, a standard normal distribution N(0,1). Non-informative improper priors are specified for the other parameters. Results are robust with respect to considerable deviations in the non-informative prior specification. 1 Instrument used: respondent's father's education 2 Reference category: industry category other. Notes ~ = ratio of γ, the direct effect of father's education on logarithm of income, divided by β, the effect of own education on logarithm of income.
The posterior moments and percentiles are estimated on the basis of 10,000 simulated draws that are generated by the Gibbs sampling method after a burn-in of 1000 discarded draws. A non-informative proper prior is specified for β, a standard normal distribution N(0,1). Non-informative improper priors are specified for the other parameters. Results are robust with respect to considerable deviations in the non-informative prior specification. The control variables are the explanatory variables in Table A2 , except for education, and including a constant term.
