A stochastic model, in the form of a discrete time Markov chain, is constructed to describe the dynamics of a population that grows through cell-division, and which has a rest state (no growth or death). Transition probabilities are described and the asymptotic dynamics are compared with those of a deterministic discrete dynamical system. In contrast with the deterministic model, the stochastic model predicts extinction even with positive net growth. With zero net growth, the deterministic model has a locally-asymptotically stable steady state, but the stochastic model asserts no absorbing states (except for certain limiting cases). The existence of a unique stationary probability distribution is established in this case, and a transition probability matrix is constructed to plot such distributions. Expected extinction times of populations, with and without a rest phase, are compared numerically, using Monte Carlo simulations.
Introduction
A distinguishing feature of a stochastic model is that it associates a probability to the occurrence of the outcome, while its deterministic counterpart predicts an outcome with absolute certainly, given a set of parameter values. Even though continuous time Markov chain models have received most attention in terms of biological applications such as predation, competition and epidemic process [2] , discrete time Markov chain (DTMC) models have also been used abundantly. See, for example, [1, 2, 3, 6, 16] .
The present paper will focus on the construction of a discrete time stochastic model, in the form of a Markov chain, describing the dynamics, for example, of microbial cells, where the members can switch between an active phase where they can divide and also die, and a rest state (reservoir, quiescent, or dormant phase/state) where they do not reproduce or die. Members of the active class can switch to the rest phase at a constant positive rate, and can switch back to the active state at a (generally different) constant positive rate, in response to certain environmental or demographic factors. Such dynamical systems have been used to deterministically model a variety of biological processes. Lewis et al. [12] study the populations in which individuals switch between a mobile state (with positive mortality) and a sedentary subpopulation (which reproduces). A similar model is studied in [7] . In [9] transport equations with quiescent phases have been studied. Chemostat models are extended in [10, 13] by a quiescent phase. SIR models with a reservoir state are examined in [8] . A predatorprey system is studied in [14] , where the predator can leave the habitat and return. As seen from the prey, the predator would enter a quiescent phase. A stochastic model of cellular quiescence, in the form of a branching process, is presented in [15] . The effects of cellular quiescence to cancer drug treatment are studied in a continuous-time stochastic model in [11] .
The purpose of the current paper is to present a more fundamental framework, in terms of construction of a discrete time stochastic model, incorporating a quiescent state in the dynamics of a population and compare the asymptotic dynamics with the corresponding deterministic model. The approach is similar to that of [1] , which compares the dynamics of deterministic and stochastic epidemic models. In the current paper, (i) the transition probabilities are described to compute the population levels at the next time step, using the current population levels; (ii) it is shown that the population modeled by the DTMC is predicted to be washed out asymptotically, with a positive probability, despite positive net growth (in contrast with the monotonically increasing population predicted by the deterministic model); (iii) the stochastic transition matrix is constructed for a special case of zero net population growth, which is then used to establish the existence of, and plot the stationary probability distribution when the corresponding deterministic model has a steady state; (iv) the expected time to extinction of a population with rest phase is compared, through Monte Carlo simulations, with the average time to extinction of an otherwise identical population but without a rest phase.
The paper is organized as follows. In section 2, the asymptotic behavior of the population (humans, microbial cells) is examined by modeling it as a deterministic system of difference equations. In section 3, a stochastic model is constructed in the form of a DTMC of the associated stochastic process. Section 3.1 contains the construction of a transition matrix, and the plots of stationary probability distributions for a special case of zero net growth. In section 3.2, the expected time to the absorption of solutions of the two systems -with and without a reservoir -is compared using Monte Carlo simulations.
The Deterministic Model
A deterministic model for a reservoir state will serve as a reference. Denoting the concentration of individuals in the active and reservoir phases as X and Y , respectively, the constant switching rate from X to Y as β > 0 and that from Y to X as α > 0, the discrete-time deterministic model has the form
where m∆t and δ∆t are, respectively, the number of new recruitments (births) and the number of deaths per individual in the active phase, in time ∆t. α∆t and β∆t are, respectively, the number of moves per individual from the reservoir (rest phase) to the active phase, and back, in time ∆t. To guarantee the existence of non-negative solutions and their asymptotic convergence to equilibria, the following assumptions are sufficient (which assert that for any given individual, the net number of movements out of each class in time ∆t cannot exceed one):
Then the following result can be established. A simple proof is given in the appendix. Theorem 1 establishes the asymptotic dynamics of the deterministic model (1), which will be used for the comparison of corresponding results for the counterpart stochastic model.
Formulation of a Discrete Time Markov Chain
Following [1] , suppose the population size is bounded by M . Let X (t) and Y(t) denote discrete random variables for the number of individuals in the active and resting classes, respectively. Let t ∈ {0, ∆t, 2∆t, . . . , } and
is a bivariate process [2] , with a joint probability function p (x,y) (t) := Prob[(X (t), Y(t)) = (x, y)], where x, y ∈ {0, 1, 2, . . . , M }, and x + y ≤ M. The probability of transition from the state (x, y) to (x + k, y + j) is defined by (using the notation of [1] ):
where ∆X = X (t + ∆t) − X (t), ∆Y = Y(t + ∆t) − Y(t). In the DTMC, ∆t is assumed to be small enough that at most one change occurs in [t, t + ∆t]: either growth of a single individual in the active phase, a death of a single individual in the active phase, or a shift from one phase to the other. Thus following [3] , the transition probabilities for the model (1) are defined using the rates in (1) (multiplied by ∆t).
In order for the probabilities to be non-negative and bounded by 1, we assume:
Since all parameters are positive, assumptions (4) are stronger than (2), and are satisfied if ∆t is sufficiently small. It should be mentioned that a set of less restrictive as-
could be invoked, if the stochastic model did not allow for the possibility of 'no change' in the state in time ∆t. Further assuming that the process is time homogeneous,
The sum of transition probabilities is 1 as all possible changes in the state (x, y) are accounted for. The transition matrix is not expressible in a simple form; it depends on the ordering of k and j [3] . (Transition matrix for a special case is constructed in section 3.1). It is finally assumed that the process satisfies the Markov Property:
Applying (5) and (6), the probabilities at time t + ∆t are related to those at time t. The resulting probability distribution will be bimodal (not shown in this work).
Proposition 1. The state probabilities satisfy the difference equations:
p (x,y) (t + ∆t) =                            p (x−1,y) (t)m(x − 1)∆t + p (x+1,y) (t)δ(x + 1)∆t +p (x+1,y−1) (t)β(x + 1)∆t + p (x−1,y+1) (t)α(y + 1)∆t +p (x,y) (t)[1 − (m + δ + β)x∆t − αy∆t], x = 2, . . . , M − 2, y = 1, ..., M − 3, x + y ≤ M − 1, p (x−1,y) (t)m(x − 1)∆t + p (x+1,y−1) (t)β(x + 1)∆t +p (x−1,y+1) (t)α(y + 1)∆t + p (x,y) (t)[1 − (δ + β)x∆t − αy∆t], x = 2, . . . , M − 1, y = 1, ..., M − 2, x + y = M, p (x,0) (t + ∆t) =p (x−1,0) (t)m(x − 1)∆t + p (x+1,0) (t)δ(x + 1)∆t + p (x−1,1) (t)α∆t + p (x,0) (t)(1 − [(m + δ + β)x∆t]), x = 2, ..., M − 1, p (0,y) (t + ∆t) =p (1,y) (t)δ∆t + p (1,y−1) (t)β∆t + p (0,y) (t)(1 − αy∆t), y = 1, ..., M − 1, p (1,y) (t + ∆t) =p (2,y) (t)δ · 2∆t + p (0,y+1) (t)α(y + 1)∆t + p (2,y−1) (t)β · 2∆t + p (1,y) [1 − (m + δ + β)x∆t − αy∆t], y = 1, ..., M − 2,(7)p (1,0) (t + ∆t) =p (2,0) (t)δ · 2∆t + p (0,1) (t)α∆t + p (1,0) [1 − (m + δ + β)x∆t], p (M,0) (t + ∆t) =p (M −1,0) (t)m(M − 1)∆ + p (M −1,1) (t)α∆t + p (M,0) (t)[1 − (β + δ)M ]∆t, p (0,M ) (t + ∆t) =p (1,M −1) (t)β∆t + p (0,M ) (t)(1 − αM )∆t, p (1,M −1) (t + ∆t) =p (2,M −2) β · 2∆t + p (0,M ) αM ∆t + p (1,M −1) [1 − (δ + β)∆t − α(M − 1)∆t], p (0,0) (t + ∆t) =p (1,0) (t)δ∆t + p (0,0) (t).
Case m = δ.
The corresponding dynamical system {X (t)} ∞ t=0 with constant total population size N (due to zero net growth) is a univariate stochastic process with a single random variable, X (t), since Y(t) = N − X (t). We investigate the probability distribution as a function of time by formulating a DTMC for a single random variable X (t) ∈ {0, 1, 2, . . . , N }. Consider the probability vector p(t) = (p 0 (t), p 1 (t), . . . , p N (t))
T associated with X (t) where the associated probability function is given by with ∑ N x=0 p x (t) = 1.. Defining the probability of transition from the state X (t) = x to the state X (t + ∆t) = w in time ∆t and assuming the Markov property and timehomogeneity: p wx (∆t) = Prob[X (t + ∆t) = w|X (t) = x] (where ∆t is small enough so that X (t) can change by at most one in time ∆t; w ∈ {x + 1, x − 1, x}), one gets
In order to describe the process as a birth-and-death process, we denote
so that (8) is rewritten as
It should be noted from (9) that b(0) = αN, b(N ) = d(0) = 0. Indeed if no individual is present in class X at time t, no shift from X can be expected in time t + ∆t, and the only addition to this class in time [t, t + ∆t] is an individual moving in from class Y at the rate α (note that Y (t) = N , so that the probability of this shift is αY (t) = αN ). On the other hand, if all individuals are in class X at time t, there will be no more shift to X in time t + ∆t. Since all possible changes in x during time ∆t are accounted for, the sum of all probabilities is 1. Furthermore we choose ∆t small enough so that no transition probability exceeds 1;
Applying the definition of transition probability p wx and the Markov property, the probabilities at time t + ∆t can be expressed in terms of the probabilities at time t: Proposition 2. The state probabilities p x (t) satisfy the following difference equations:
Ordering the states from 0 to N , a transition matrix T (∆t) can now be constructed.
Let t ij denote the i, jth element of T (∆t). Then t ij := p ij (∆t). Hence, it follows that
The DTMC has the following transition matrix:
T (∆t) is a tridiagonal stochastic matrix (unit column sums). Let p(0) be the initial probability vector. Then the probability vector in time ∆t is given by p(∆t) = T (∆t)p(0). Similarly p(2∆t) = T (∆t)p(∆t) = T 2 (∆t)p(0), and so on. At time n∆t,
The probability vector p(t) gives the probability distribution of the random variable X (t) at time t. The asymptotic dynamics of the DTMC are given by Figures 4 -6 ). For the limiting case when switching in one direction is very slow, the DTMC has an absorbing state. If transition into (respectively out of) the active state is slow, then the directed graph takes the form depicted in Figure 7 (a) (resp. 7(b)). The state 0 (resp. N ) is absorbing, and all other states are transient. Indeed for α → 0 + (resp. β → 0+), it can be shown that since T n (∆t) is also a stochastic matrix [4] ,
The following result sums up the above discussion:
Theorem 3. Assume m = δ. Then, the probability distribution of the random variable X (t), at time t, is determined by the probability vector p(t), given by (12) . Furthermore, While Theorem 1 provides the precise, locally stable steady states for the special case with no net growth, Theorem 3 asserts no steady states in this case. Figures 4-6 demonstrate the existence of stationary probability distributions, in line with Theorem 3. Based on the transition probabilities (8), three stochastic realizations of the stochastic process {X (t)} ∞ t=0 for t ∈ {0, ∆t, 2∆t, · · · } are plotted in Figure 4 (equal switch rates in and out of the rest phase), Figure 5 (faster switching out of the reservoir) and Figure 6 (faster switching into the rest state) together with the solution of the corresponding deterministic model, for the case m = δ. The initial population size is 2 in the active class. For illustration, a total (constant) population size of N = 100 is chosen. The corresponding stationary probability distribution is also plotted in each case, based on the probability vector p(t) given by (12) . For β → 0 + , (0,0) is an unstable steady state of the two models; every increase in X(t) (and, respectively, in X (t)), is accompanied by a decrease in Y (t) (and, respectively, in Y(t)), and vice-versa. Therefore as t → ∞, the solution (X(t), Y (t)) of the deterministic model approaches a non-zero equilibrium, whose value depends on the parameters α and β. The solution (X (t), Y(t)) of the stochastic model approaches a probability distribution around the solution of the deterministic model. The two models agree on the asymptotic dynamics corresponding to the limiting cases (slow switching to or from the rest phase).
Mean of the Random Variables, with m = δ.
The difference equation for the mean can be derived from (11) . The mean of X (t) is given by
Corollary 1. Assume m = δ. Then the mean of the random variable X (t) is equal to the solution X(t) of the deterministic model (1).
A proof is given in the Appendix. 
Expected Time to Extinction: Monte Carlo Simulations
The expected extinction time of a population with a rest phase, (modeled by the stochastic model), is investigated numerically, using Monte Carlo simulations. With positive net growth, the extinction times may be extremely long, since the probability of extinction, even though positive, is small. The comparison of the extinction time of populations with negative net growth (m < δ) is therefore presented, where it is known that all solutions will be absorbed within a reasonable amount of time, regardless of the switch rates α and β. The time to extinction of the two types of populations is computed using Monte Carlo simulations, one with the capability of escape in the reservoir (rest phase), and the other population without a reservoir state. To carry out the comparison, three sample paths for each of the two populations are plotted, based on the transition probabilities (5), in Figure 9 (left) to indicate the advantage of a reservoir for longer survival. Furthermore, 10,000 stochastic realizations of each population type were executed using Matlab2010b to construct histograms showing the distribution of mean extinction time for each population type ( Figure 9 (right)). The histograms are evident of the clear advantage with the rest phase, due to which the extinction time has increased by more than double (39 time units, as compared to 17). 
Discussion
A stochastic model, in the form of a discrete time Markov chain model, is constructed for a dynamical system describing a population whose members can switch between an active state where they can multiply through cell-division or die, and a rest or quiescent phase, which only serves as a reservoir, without growth or decline in the total population. It is shown that despite that the deterministic model exhibits a monotonically increasing population with a positive net growth, the corresponding stochastic model associates a positive probability to extinction. Unique stationary probability distributions are shown to exist in the case of no net population growth. A transition matrix is constructed for this case, which is used to plot stationary probability distributions when the deterministic model gives precise, locally-asymptotically stable steady states. Using Monte Carlo simulations, the expected time to extinction is shown to increase with a rest state.
Appendix
Proof of Theorem 1. Suppose (x, y) is a fixed point of (1) . Then 
If m ̸ = δ, then (0, 0) is the only solution of (13) . In order to discuss the stability of the fixed point, it should be noted that (1) reduces to (X + Y )(t + ∆t) = (1 + m − δ)(X + Y )(t), so that for X(0) + Y (0) > 0, the solutions of (1) diverge to infinity when m > δ, and converge to (0, 0) with m < δ. To prove (b), consider the case m = δ. Then the solutions of (13) are given by y = β α x. In order to discuss the stability of these fixed points, it should be noted that (1) gives (X(t) + Y (t)) ′ = 0, so that X(t) + Y (t) = X(0) + Y (0) = N (i.e., constant). Therefore (1) reduces to a single equation
X(t + ∆t) = (1 − β∆t)X(t) + α∆t(N − X(t)).
If x is a fixed point of (14) , then
Denote the right side of (15) by g(x). Then |g ′ (x)| = |1 − β∆t − α∆t| < 1 using (2). This ensures local convergence to the fixed point x [5] . Now (15) so that E(X (t + ∆t)) = E(X (t)) − β∆tE(X (t)) + α∆tE(N − X (t)).
