precise estimates of SNP effects. In addition, the bayesian models are able to isolate the simulated 'causative' variant more often than commonly used regression modeling methods.
Introduction
Genetic association studies have recently become very popular for the study of complex diseases, which has led to an increased interest in 'individualized medicine' [1, 2] . In addition to the increase in the number of genetic association studies for complex diseases [3] , interest in pharmacogenomics and the genetic basis for variation in drug response has also increased [4] [5] [6] [7] [8] [9] . Many of these genetic association studies involve a set of candidate genes where a set of single nucleotide polymorphism (SNP) markers are genotyped within a gene. Numerous statistical methods have been proposed to model the effects of multiple SNPs simultaneously. Recently, several shrinkage and variable selection methods have been proposed for multi-SNP models which deal with the highdimensional aspect and multicollinearity or linkage disequilibrium (LD) between SNPs. Some of the commonly used shrinkage or variable selection methods are: ridge regression [10] , lasso [11] , bayesian variable selection [12] [13] [14] , hierarchical, multilevel or mixed modeling [15] [16] [17] , and hierarchical modeling involving a spatial covariance structure to model the linkage disequilibrium between SNP markers [18] .
When shrinkage or variable selection methods are used with SNP data, often the information regarding the LD between SNPs is not explicitly reflected in the model. Recently, a hidden Markov random field model with a Dirichlet prior and a weighted LD graph was proposed to incorporate LD information between SNPs in the statistical analysis and was demonstrated to have increased sensitivity in identifying SNPs associated with the phenotype [19] . Therefore, the direct modeling of LD information between SNPs may increase power to detect markers relevant to the phenotype. In addition to excluding LD information in the statistical model, many 'shrinkage' analysis methods shrink the SNP effects towards zero, rather than to an unknown latent gene-level effect. By including a latent gene-level effect in the model, SNP effects are allowed to shrink to a common 'gene-level' effect that differs from zero. Furthermore, including a genelevel effect allows for testing of a gene effect.
Many of the current approaches rely on a nonbayesian viewpoint of 'shrinkage' and variable selection, such as ridge regression [10] or lasso [11] . A bayesian formulation of a regression model with a multivariate normal prior distribution of the SNP effects, ␤ ϳ MVN( 0 , ( 2 / k ) I ), can be shown to be identical to ridge regression [20] or an L2 penalty. Likewise, a Laplace or double-exponential prior distribution on the SNP effects is equivalent to lasso regression [11] or an L1 penalty. Switching from a frequentist formulation to a bayesian one comes with many advantages: flexibility in model choice, ability to model dependency between parameters, possible inclusion of prior knowledge, and estimation of the joint distribution of all parameters simultaneously [21] . Lastly, within a bayesian setting we can easily allow for uncertainty in model form using bayesian model averaging approaches [12, 13, [22] [23] [24] [25] .
We present bayesian hierarchical models for the analysis of multiple SNPs, which incorporate LD information. Four different models are outlined and applied to a candidate gene pharmacogenomic study for the drug gemcitabine, as well as data from a simulation study involving different levels of LD, number of SNP markers, and 'causative' variants. The four models differ with respect to inclusion of LD information in the model, and shrinkage of the SNP effects towards zero or towards a non-zero latent gene-level effect.
Methods and Materials

Hierarchical Model
Let Y i represent the continuous phenotype for subject i , i = 1, ..., N , and let X ij represent the genotype for SNP j , j = 1, ..., K , for subject i representing the number of minor alleles observed (i.e. X ij = 0, 1 or 2). Next, Y i is modeled as Y i ϳ Normal( i , 2 ) with
with ␤ j , j = 1, ..., K representing the SNP effects. Note that in the formulation of i the effects of individual SNPs are assumed not to be a mixture of negative and positive effects. To achieve this, a certain level of preprocessing of the data to recode alleles will be required. The first model shrinks the SNP effects towards zero with the multivariate normal prior ␤ ϳ MVN( 0 , 2 I ) (model 1). The second model has the SNP effects shrunk towards a nonzero latent gene effect with the multivariate normal prior ␤ ϳ MVN( ␣ ! 1 , 2 I ), where ␣ represents the latent gene effect (model 2) . For both models, diffuse proper prior distributions were specified for the remaining parameters in the model [i.e. 2 ϳ Inverse Gamma(0.001, 0.001), 2 ϳ Inverse Gamma(0.001, 0.001), ␦ ϳ Normal(0, 1,000)]. Inferences for individual SNP effects and the gene-level effect are based on the corresponding posterior distributions. For a discrete phenotype, a latent variable model [26] or generalized linear logistic/probit model could be utilized.
Hierarchical Model Including LD Information
The third and fourth models are similar to the models in the previous section, with the addition of LD information explicitly modeled. The third model shrinks the SNP effects towards zero with the LD modeled in the covariance matrix using the multivariate normal prior ␤ ϳ MVN( 0 , 2 ⌺ ), where ⌺ ij is the correlation between SNP i and SNP j (model 3) . The last model includes both the LD information and a latent gene effect with the prior for the SNP effects modeled as ␤ ϳ MVN( ␣ ! 1 , 2 ⌺ ) (model 4). Similar to models 1 and 2 outlined in the previous section, diffuse proper priors were placed on all remaining parameters in the model.
Gemcitabine Pharmacogenomic Study
Pancreatic cancer is a rapidly fatal disease with a 5-year survival rate of less than 5% [27, 28] . While gemcitabine is the standard chemotherapy used to treat pancreatic cancer, individuals' response to this drug varies widely. Genetic variation at each step within the gemcitabine metabolic pathway (transport, metabolism and drug target) could potentially influence the quantity of drug transported into the cell, metabolic inactivation of that drug, the rate of active drug formation and the quantity of active drug reaching its target(s).
To understand the pharmacogenomics of gemcitabine drug therapy, the Coriell Human Variation Panel lymphoblastoid cell lines were studied. Epstein Barr virus (EBV)-transformed B lymphoblastoid cells from three racial groups (white non-Hispanic Americans, African Americans and Han Chinese Americans) were purchased from the Coriell Institute (Camden, N.J., USA). Cytotoxicity assays were performed using the human lymphoblastoid cells treated at eight drug dosages of gemcitabine (e.g. 1,000, 100, 10, 1, 0.1, 0.01, 0.001, and 0.0001 M ). Estimation of the quantitative phenotype IC50 (effective dose that kills 50% of the cells) was completed using a four-parameter logistic model [29, 30] .
Genotyping of SNPs using the Illumina HumanHap 550K BeadChips for the cell lines was completed at the Genotyping Shared Resources at the Mayo Clinic in Rochester, Minn., USA. Quality control was completed in which SNPs with Hardy-Weinberg equilibrium (HWE) p values ! 0.001 (minimum p value between exact test for HWE [31, 32] and stratified test for HWE [33] ), minor allele frequency ! 5%, or call rate ! 95% were removed from further analyses. A total of 152 SNPs that passed quality control were identified in 13 genes contained within the gemcitabine pathway. Table 1 presents a breakdown of the number of SNPs in each of the 13 genes included in the statistical analysis. These SNPs were then analyzed using the four bayesian hierarchical models outlined in the two previous sections. Missing genotypes were imputed prior to all analyses using the program fast-PHASE [34] . SNPs in perfect correlation with each other were removed prior to analysis in order to assure a positive definite covariance matrix.
Description of Simulated Data
Simulated genotype data was based on the gene COMT (Catechol-O-methyltransferase), which is important in the metabolism of catechol drugs used in the treatment of hypertension, asthma, and Parkinson's disease. Available genotypes for SNPs within COMT were downloaded for the HapMap CEU population (http:// www.hapmap.org/). Next, SNPs were tagged using ldSelect [35] , with an r 2 threshold of 0.64 and 0.80 and a minor allele frequency threshold of 0.05. This was completed in order to remove redundant SNPs, which is routinely done in practice and to assess the impact of the amount of LD between markers on the method. A total of 42 SNPs were downloaded for COMT, with 12 and 17 SNP markers tagged at an r 2 of 0.64 and 0.80 levels, respectively. Figure  1 displays the LD between SNP markers in COMT tagged at the r 2 = 0.80 level. The haplotype frequencies of this population were estimated using the haplo.em function within the haplo.stats R library (http://cran.r-project.org/web/packages/haplo.stats/index.html). These haplotype frequencies were then used as the 'true' haplotype frequency for the underlying population. One thousand haplotypes were simulated using the hapsim library in R (http://cran.r-project.org/web/packages/hapsim/index.html) based on the underlying 'true' haplotype frequencies from the HapMap CEU population. These haplotypes were then assigned in a sequential fashion to the 500 individuals.
Following the simulation of the genotypic data, the phenotypic data was simulated to mimic the phenotype in the gemcitabine pharmacogenomic study outlined in the accordingly named section. Phenotypic cytotoxicity values for each individual were simulated from a multivariate normal distribution MVN ( , ) with mean based on the four parameter logistic function
where the responses at infinite and zero concentration are represented by ␤ 1 and ␤ 2 , respectively. The parameter ␤ 3 represents the log( IC50 ), with IC50 representing the effective concentration that kills 50% of the cells. Lastly, ␤ 4 represents the slope of the doseresponse curve. For the simulation of the phenotypic data, parameters in the model were set to ␤ 1 = 10, ␤ 2 = 95 and ␤ 4 = 1.5. For simulations in which there was a genetic effect on the phenotype IC50 , ␤ 3 was set to -3 + (effect size) ! ( A ), with A representing the number of minor alleles for a given SNP marker, while for the null simulations (no effect) ␤ 3 was set to -3. We simulated non-null data with two different effect sizes; 0.10 was to represent a small effect and 0.25 a large effect. Two different markers, in different regions of COMT, were used in the simulation of the IC50 phenotype: rs1544325 and rs4646316 ( fig. 1 ). The vector D contains the eight drug concentrations of 1,000, 100, 10, 1, 0.1, 0.01, 0.001, and 0.0001, selected to mimic the drug concentrations for the gemcitabine study and covariance matrix that has an autocorrelation structure with a lag of 1, variance 2 = 100 and autocorrelation parameter = 0.65. One hundred datasets for the eight non-null simulations (tagging at r 2 of 0.80 or 0.64 and small or large SNP effect at either rs1544325 or rs464316) and two null simulations were generated, each containing 500 subjects (genotypes and IC50 phenotype).
Results
Gemcitabine Pharmacogenomic Cytotoxicity Study
The four hierarchical models, outlined in the two methods sections on hierarchical models, were applied to the gemcitabine pharmacogenomic study, described in the accordingly named section, to determine whether genetic variation within the gemcitabine pathway impacts the IC50 within 173 cell lines (60 white non-Hispanic Americans, 59 Han Chinese American, 54 African American; 65 males and 108 females). For each of the 13 genes, the four models were fit using the WinBUGS software package (http://www.mrc-bsu.cam.ac.uk/bugs/welcome. shtml) [36] via the R package R2WinBUGS (http://cran.rproject.org/web/packages/R2WinBUGS/index.html) [37] . For each analysis, three independent chains were run, each with 55,000 iterations; the first 5,000 removed for burn-in and every 5th iteration thinned to save on storage space. In addition to SNP effects, race and gender effects were also included in each of the four models. Convergence of the Markov chain Monte Carlo was monitored and verified using the convergence measure Ί R [38] and trace plots: the majority of Ί R values were found to be less than 1.05.
Comparing the results from the models where no LD information was included (model 1 vs. model 2), we observed little difference in estimated SNP effects (mean difference 8 standard deviation in differences: -0.0001 8 0.0004) or length of 95% credible intervals (-0.0002 8 0.004) between models with and without a gene-level effect. However, when LD information was included in the In addition to fitting the four bayesian hierarchal models, we also completed a haplotype analysis using an expectation-maximation algorithm to estimate phase and a score test to assess association of the haplotypes with the phenotype IC50 [39, 40] . Finally, the commonly used multi-SNP regression and stepwise regression models were fit to the data. An often overlooked issue in genetic association analysis is that regression analysis involving variables with high collinearity produces unstable parameter estimates and standard errors, and thus unstable p values for testing the individual contribution of each variable in the model [41] . Multiple regression models, however, are reliable for the assessment of the entire set of SNP variables in the model. Gene-level results from these multi-SNP analyses are presented in table 2 . Comparing gene-level results between these frequentist multi-SNP models and our bayesian models, we observed that haplotype, linear regression and step-wise regression analyses all detected a gene-level effect for NT5C3 , which was not detected with the bayesian analyses. 
Simulation Studies
The four bayesian hierarchical models were applied to the two simulated null scenarios and the four non-null simulation scenario datasets described in the methods section on simulated data. For every simulated dataset, each of the four models was fit using the WinBUGS software package [36] by way of the R package BRugs (http://www.mirrorservice.org/sites/lib.stat.cmu.edu/ R/CRAN/src/contrib/Descriptions/BRugs.html) [42] . For each analysis, three independent chains were run, each with 30,000 iterations, with the first 5,000 removed for burn-in. The point estimate for a parameter was taken to be the mean of the corresponding posterior distribution, with 95% credible intervals being the 2.5th and the 97.5th percentile of the posterior distribution. In addition to the bayesian models, single-SNP analysis using a Bonferroni or permutation approach to adjust for the multiple testing, haplotype analysis, multiple regression analysis and step-wise regression analysis were also completed.
The results of the simulation studies, pertaining to SNP effects and length of credible intervals, are presented in table 3 and figure 3 . Table 3 displays the number of simulations in which a SNP effect was detected based on 95% credible intervals with a simulated effect size of 0.25 (large) or 0.10 (small). For the null and non-null simulation scenarios, the four bayesian models performed equally well in terms of detecting the simulated 'causative' marker and false-positive SNP effects. For the simulation scenario with a large effect size (0.25), an r 2 = 0.80 and a simulated effect at rs1544325, all four models were able to correctly detect the marker with a simulated effect. When the LD between markers was reduced with tagging at r 2 = 0.64 (effect size of 0.25 for rs1544325), all four models were able to correctly detect the simulated effect in 99% of the simulations. The markers with no effects simulated were detected in a modest number of simulations ( ! 12%), with most 'null' SNPs detected around 5% of the time. Similar results were also observed for simulated data tagging at r 2 = 0.80 or r 2 = 0.64 and with a simulated effect at rs4646316. Lastly, the model including both LD information and a latent gene-level effect (model 4) had fewer detected noncausative variants (less 'falsepositives') as compared to the other three models, as illustrated in table 4 .
In comparison, commonly used methods for fitting single-SNP and multi-SNP models (i.e. multiple regression and step-wise regression) were unable to correctly determine the 'causative' effect from those markers with effects due to LD ( table 5 ). The commonly used methods were able to detect the simulated 'causative' effect more often than the bayesian hierarchal models but also detected more false-positive or 'null' effects. For the simulation scenarios with a small effect (0.10) at rs1544325, when tagged at r 2 = 0.80, simulated effects were correctly detected using multiple regression and step-wise regression models in 84 and 83% of simulations, respectively. However, 'null' effects were detected in 71 and 94% of simulated datasets, with 29% of step-wise regression models detecting more than 3 SNPs. In addition to the joint modeling of all SNP markers, the single-SNP analyses, using permutation methods to determine empirical p values adjusted for multiple testing, were able to detect the causative variant in 69% (r 2 = 0.80) and 78% (r 2 = 0.64) of simulations. Nevertheless, just like the joint modeling methods, the single-SNP analysis approach detected noncausative effects in 43% (r 2 = 0.80) and 22% (r 2 = 0.64) of simulations.
Likewise, for the scenarios where a small effect for rs4646316 was simulated, when tagged at r 2 = 0.80, stepwise regression models correctly detected the simulated causative variant 71% of the time with 96% step-wise regression models detecting additional 'null' SNP markers (39% of models detecting more than 3 SNPs). Analysis No latent gene-level effects were detected for any of the null or non-null simulation scenarios using the bayesian hierarchical models. However, haplotype analysis was able to detect a global haplotype effect in 4-17% of the simulation scenarios with an effect size of 0.10 ( table 5 ) . In contrast, the step-wise regression and multiple regression models were able to detect a global gene-level effect in 94-97 and 31-67% of simulations, respectively. Lastly, we compared the parameter estimates and length of 95% credible intervals between the four bayesian models. No significant differences were observed in the SNP parameter estimates across the four models, with a maximum difference in parameter estimates less than 3.146 ! 10 -4 for the simulations with a large simulated effect. Similar findings were also observed for the simulations with a small effect size. Figure 3 compares the length of credible intervals between models including or excluding LD information in the model for the four simulation scenarios with a small SNP effect (size = 0.10). As the plots illustrate, the length of the credible intervals are slightly shorter when LD information is included in the model, especially for the case when a latent gene-level effect is also included in the model. Table 3 . Number of simulations (out of 100) in which significant SNP effects were detected from each of the four models based on 95% The total numbers are given for each of the four models based on 95% credible intervals for simulations with effect size of 0.25 and 0.10 and a LD of r 2 = 0.80 and 0.64.
Discussion and Conclusions
This paper presents an alternative method for completing multi-SNP analysis using a bayesian hierarchical model for assessing the effects of SNPs within the same gene (or region). We propose, when modeling the association of multiple SNPs in the same region or gene, that LD information be incorporated in the shrinkage of SNP effects to either a common latent gene-level effect or zero. The bayesian models can easily be modified for case-control studies in which a latent probit model [26] or a generalized linear model can be utilized. Lastly, the hierarchical models are applicable to both candidate gene or genome-wide association studies (GWASs). In the case of a GWAS, the SNPs would first be classified to one or several gene(s) or region(s) followed by the multi-SNP analysis using the bayesian hierarchical model.
Four different models were outlined and applied to a pharmacogenomic study of the drug gemcitabine and simulated data. We observed that the inclusion of LD information in the analysis resulted in no substantial differences in the point estimates of the SNP effects. However, including LD information did result in more precise parameter estimates (i.e. narrower credible intervals). This demonstrates that by utilizing the correlation structure existing in the genome, one is able to achieve more precise estimates of SNP effects. Additionally, the bayesian hierarchical model was able to isolate the simulated 'causative' variant more often than commonly used regression modeling methods. These observations corroborate previously reported research of an increase in precision for SNP parameter when LD information is included in the model [19] and the ability to isolate the putative variant associated with the phenotype using 'shrinkage' models [10] . These findings were observed for all simulation scenarios, with the largest gain in precision when LD between markers was high.
In addition to investigating the effect of including LD information in the model, we also assessed the ability to test for a 'gene' effect with the inclusion of a latent genelevel effect in the model. From the results of the simulation scenario in which a genetic effect was simulated through a SNP genotype (in terms of the number of minor alleles), the hierarchical model was unable to detect a global gene effect. Future research is needed to determine how to increase the power to detect gene-level effects via the multi-SNP hierarchical models. However, if the 'true' genetic effect is due to a haplotype as opposed to a SNP, we may be unable to detect a haplotype genetic effect using the proposed hierarchical models with a latent genelevel effect. The lack of inclusion of phase information is also a limitation of other multiple SNP analysis approaches (e.g. shrinkage, variable selection, and data reduction methods).
In conclusion, incorporation of LD information in the analysis of multiple SNPs results in smaller credible intervals and therefore more precise estimates of SNP effects, as illustrated in both the gemcitabine pharmacogenomic study and the simulation study. We have chosen to model the LD based on the observed r 2 between markers. Further research is needed to assess different models for including LD (e.g. D , r 2 estimates based on HapMap, spatial dependency, and LD graphs [19] ). In simulation sce-narios in which a genetic effect was simulated, smaller intervals were observed when SNP effects were shrunk to a latent gene-level effect as opposed to zero, when LD information was included in the model. Otherwise, little difference in results was observed between the model that shrank SNP effects to zero and the model that shrank SNP effects to a latent gene level effect. Finally, based on our simulation study, the bayesian hierarchical model was able to isolate the marker with the simulated effect more often than commonly used regression modeling methods.
