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Abstract: Increased deployment of intermittent renewable energy plants raises concerns about energy
security and energy affordability. Capacity markets (CMs) have been implemented to provide
investment stability to generators and secure energy generation by reducing the number of shortage
hours. The research presented in this paper contributes to answering the question of whether
batteries can provide cost effective back up services for one year in this market. The analysis uses
an equivalent circuit lithium ion battery model coupled with two degradation models (empirical
and semi-empirical) to account for capacity fade during battery lifetime. Depending on the battery’s
output power, four de-rating factors of 0.5 h, 1 h, 2 h and 4 h are considered to study which de-rating
strategy can result in best economic profit. Two scenarios for the number of shortage hours per year in
the CM are predicted based on the energy demand data of Great Britain and recent research. Results
show that the estimated battery profit is maximum with 2 h and 1 h de-rating factors and minimum
with 4 h and 0.5 h. Depending on the battery degradation model used, battery degradation cost can
considerably impact the potential profit if the battery’s temperature is not controlled with adequate
thermal management system. The empirical and semi-empirical models predict that the degradation
cost is minimum at 5 ◦C and 25 ◦C respectively. Moreover, both models predict degradation is
minimum at lower battery charge levels. While the battery’s capacity fade can be minimized to make
some profits from the CM service, the increased shortage hours can make providing this service not
economically viable.
Keywords: battery degradation; degradation cost; capacity market; Li-ion battery; de-rating capacity
1. Introduction
Decarbonizing the electricity sector is a key to meeting climate change goals for many countries.
Global renewable energy capacity reached (2351 GW) in 2018 compared to (1650 GW) in 2014 [1].
Similarly, the share of the UK’s electricity generation from renewable sources reached 35.5% in 2019 [2].
Energy security and system balance issues are likely to arise due to the intermittent nature of many
clean energy sources such as wind and solar as they begin to make up a significant part of the energy
generation mix [3,4]. Several methods have been used to ensure power system resiliency while
allowing high share of renewable energy resources such as demand side management [5], smart grid [6],
energy storage [7] and capacity markets (CM) [8].
Capacity markets (CMs) are energy markets created to optimise the duration of blackouts in the
electricity networks by providing regular payments to new or existing generation plants for energy
backup services. They have been implemented in many countries including Britain [9], USA [10],
Germany [11], France [12], and Spain [13] to secure energy generation, provide investment stability in
new generation plants thus reducing energy cost for customers. Recent research [14] modelled the
long and short-term CMs and concluded that they could reduce the number of electricity peak hours
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along with the energy cost for customers. It has been found that batteries can provide capacity services
equivalent to a traditional generator in the CM, which reduces the need for investment in new carbon
intensive energy generation plants [15].
Lithium ion batteries (LIBs) have higher power density, energy density, and cycle life compared
to other battery types [16]. Therefore, they provide several grid storage services such as energy
arbitrage [17], voltage support [18], peak shaving [19], frequency control [20], and energy reserve [21]
which could play a vital role in supporting the CM and energy security [22]. It is found that batteries
cannot only enhance its business case by participating in the CM but also reducing the cost of electricity
to customers by reducing the shortage hours [23]. Other study found that batteries that are providing
reserve services could triple their revenue by participating in the British electricity market [24].
However, since energy delivery in the CM can be requested at any time during the contract,
batteries are required to remain in a fully-charged status for a long period to be able to discharge when
a system stress event (SSE) occurs. This can increase battery capacity losses over time and is regarded
as one of the main barriers for the business case for battery storage in CMs [25]. Moreover, if the
battery capacity is fully discharged before the end of the SSE, the provider may incur a substantial
fine. Several domestic batteries are aggregated to provide grid services including back up service
to the CM in [26]. However, this work does not consider battery degradation. The authors in [27]
examined the effect of battery degradation on multiple services offered by energy storage based on
stochastic principles. They optimised storage to provide multiple services such as energy arbitrage and
frequency response to the balancing and energy markets while considering battery degradation due to
capacity decrease over time. However, their work does not consider the CM and their degradation
modelling is based on stochastic methods without accurate battery model that considers the internal
battery parameters. Recent research [28] has found a difference by 175% in the accuracy of calculating
degradation cost between the simplest and most accurate battery models thus significantly affect
battery’s business case. The operating cost of the LIB system, which mostly stems from its degradation
cost, is a key factor in determining its operational planning [29]. A model that takes into account the
degradation processes due to battery operations is therefore critical to account for battery degradation
cost. As such, there is a need to assess the business case for batteries participating in the CM considering
battery degradation using realistic models. This assessment needs also to account for the several
de-rating factors a battery can get in this market [30].
To address these challenges, this paper provides a degradation cost analysis for LIB in the
CM considering Great Britain as case study and using equivalent circuit battery cell model (ECM)
coupled with two degradation models. Four capacity de-rating factors of 0.5 h, 1 h, 2 h and 4 h are
also considered. Battery degradation models used in this study are empirical and semi-empirical.
The empirical models [31,32] are easy to use for predicting battery life cycle and accurate for some
battery applications. However, they require a lifetime analyses within a time scope of more than 10 years,
which is unrealistic and can be considered obsolete [33]. The semi-empirical models [34,35] develop
on the empirical models by mathematically representing some of the LIB complex electrochemical
phenomena thus can extrapolate some of the future conditions of battery behaviour based on
theoretical basis. This work compares between both degradation models in the CM context because
first, each degradation model has its own benefits/drawback. Second, the lifetime of the battery
strongly depends on its usage and there are many degradation mechanisms with each influenced by
different usage patterns which may affect the overall economic assessment [36]. Beyond the scope of
this work is a physics based battery degradation models where capacity fade is modelled due to a
side reaction that leads to solid electrolyte interphase layer growth, crack growth in the electrodes,
active material loss, and lithium plating amongst few others [37–40]. These models, therefore, offer an
extensive understanding of the concurrent aging mechanisms that could enable testing a wide range of
operating conditions and inform control strategies which leads to better battery design.
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The rest of the paper is organised as follows: Section 2 presents the CM fundamentals, Section 3
presents the methods used in this study, Section 4 presents and analyses the results, Section 5 discusses
the results and the limitations of this study and Section 6 presents concluding remarks.
2. The Necessity for a Capacity Market
In energy-only markets, generators depend on revenues collected when exporting electricity to
the grid to cover their costs. With the entrance of more intermittent renewable energy plants to the
market, the energy demand increase, and the phase-out of carbon-intensive generators, the market
faces a challenge to ensure energy supply adequacy. However, energy-only market neglects the energy
adequacy problems because it is a price-based approach which assumes that the market always clears
(quantity supplied = quantity demanded) [41,42]. This market failure along with many others resulted
in the development of CMs [43]. Also, during blackouts, energy-only market is inefficient [44]. If there
is a blackout in the electricity network, its duration relies on the generation capacity built to avert
them. The incentive to invest in new generation capacity depends on the scarcity prices paid during
blackouts. Since scarcity prices are normally capped at low price by regulators, generators may not
earn sufficient revenue to recover their fixed cost and invest in building new capacity. This create the
‘missing money’ problem [45]. The other failure mechanism is that the high inelastic nature of the
demand side makes customers cannot see the real-time price of electricity nor they can respond to
them [46].
The missing money problem is illustrated in Figure 1 where the relationship of the spot price in
the market and the utilised energy capacity as a function of time is governed by a price duration curve.
This curve reflects the price change with time according to different levels of supply and demand.
Peakers are operating in area A thus earning higher prices (P3 and above) but for a relatively short
period of time. The mid-range generators operate for longer duration and receive the payment in areas
A + B to cover the larger fixed and investment cost. The base load generators receive the payment
for A + B + C. The high prices received in area A is needed to compensate all generators not just the
peakers. However, the highest price in area A is normally capped low thus creating the missing money.
This price cap is introduced due to administrative/regulatory procedures to protect customers from
price volatility and prevent generators from exercising market power [47].
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Figure 1. The missing money problem for generators in energy-only markets.
Many solutions were adopted to mitigate the missing money problem including a quantity based
approach or CMs [44]. In CMs, the system operator needs to determine the optimal capacity (Cop) that
could reduce/eliminate the shortage hours in the system. Then, an auction is held to determine the
scarcity price needed by bidders to secure Cop. By comparing the marginal production cost with the
scarcity price during the auction, bidders can decide whether to remain in or be out of the market.
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In effect, the auction discovers the value of the price cap needed to inform investors to build new
capacity corresponding to the optimal capacity Cop.
The key here to effective CM is determining the number of expected shortage hours that correspond
to (Cop). This is determined based on defining a reliability standard that optimises the loss of load
expectation (LOLE) per year to 3 or 4. However, many energy regulators including OFGEM have
deemed this reliability standard as inadequate in determining the real number of shortage hours or
LOLE [48]. It is found in [49] that LOLE can reach 62.6 h/year in the presence of high share of renewable
energy sources. Moreover, within the current market scarcity prices, it is found that LOLE can reach up
to 83.3 h/year [14]. Considering the aforementioned studies, this work considers two main scenarios
for LOLE to determine the battery cycling profile along the CM contract period. The first and second
scenarios assume nearly 20 and 90 SSEs with different periods of 0.5 h, 1 h, 2 h and 4 h as shown in
Figure 2. The distribution of the SSEs considers the peak demand periods in the recent years of Great
Britain’s CM which are in quarter 1 and 4 of each year [50]. It also takes into account the probability of
the duration of each shortage hours (i.e., 4 h SSE is less probable than 2 h) as presented in [30].
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3. ethods
3.1. Problem Setup
In this study, the LIB is used to provide reserve services for the CM assuming 1-year contract
and it cycles according to the profiles of cycling in Figure 2. During the contract’s period, the battery
experiences both calendar and cycling aging that leads to capacity fade which in turn results in
degradation cost. The task of a battery operator who wishes to exploit this market is to nominate a
suitable capacity de-rating strategy for the battery between 0.5 h and 4 h+ [30] that can maximize
revenue and minimize degradation cost. This study utilizes the LIB to get 0.5 h, 1 h, 2 h and 4 h
de-rating factor as shown in Table 1. It should be noted that the battery capacity is in Ah multiplied
by the nominal voltage to get the battery capacity in MWh. The connection capacity is the power in
MW in which the battery asset owner can deliver to the grid. This setup is in agreement with the
current batteries participating in the CM [51]. The parameters values used in this study are given in
Appendix A.
Table 1. Capacity market battery de-rating factors used in this study.
Battery Capacity (MWh) Connection Capacity (MW) Duration (h)
2 2 0.5
2 2 1
2 1 2
2 0.5 4
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The total revenue of the battery (R), the energy losses due to degradation (Elost) and the capacity
obligation required during each SSE Co(i) are given in Equations (1)–(8).
R = Cde × λcl × f + Rov − p (1)
Cde = Pc × kde (2)
Pc = Ib ×Vb ×N (3)
p =
n∑
i=1
Cun(i) × λcl (4)
Rov =
n∑
i=1
Cov(i) × λcl (5)
Elost = Clost( j) × λdegr ×N (6)
Co(i) =
n∑
i=1
(
Cde ×Dp(i)
)
−Cb(i) (7)
Dp(i) =
Dssep(i)
Cauc
(8)
• Cde is the de-rated capacity and kde is the de-rating factor
• λcl and λdegr are the CM auction clearing price and the battery degradation cost respectively
• f is a factor used to reward slightly more payment in peak demand months
• Rov is the CM overpayment as a result of battery discharging more than its obligation
• p is the CM penalty
• Pc is the battery connection capacity which is function of the battery current, voltage and the
number of cells (Ib,Vb,N)
• Cun(i) andCov(i) are the undelivered and over delivered capacity of the obligation during settlement
period (i)
• Clost( j) is the capacity lost as a result of battery degradation for model j
• Dp(i) is the peak electricity demand during the SSE (Dssep ) divided by the total CM contracted
capacity through the CM auction (Cauc)
The meanings of the formulas are as follows:
• Equation (1) calculates the total revenue for a battery in the CM including any overpayment
and penalties
• Equation (2) obtain the de-rating capacity based on the battery output power in Equation (3) and
the chosen de-rating strategy (i.e., 0.5 h, 1 h etc.)
• Equation (4) calculates the penalty of the battery by multiplying any undelivered capacity
obligation by the CM’s auction clearing price. The amount of undelivered capacity is calculated
based on the battery’s State of Charge (SoC) at the end of any SSE.
• Equation (5) calculates the overpayment similar to (4)
• Equation (6) calculates the battery capacity degradation cost by multiplying the cell degradation
by the cost of degradation along with the number of cells
• Equation (7) calculates the capacity obligation that must be delivered by the battery considering
the duration of the SSE(i) and peak demand in Equation (8) minus any delivered balancing
services capacity
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3.2. Equivalent Circuit Battery Model
One LIB cell with a capacity of 53 Ah is simulated by using equivalent circuit battery model
(ECM) as shown in Figure 3. The 53 Ah cell then scaled to 2 MWh battery that contain 10,080 cells.
Both the revenue and degradation cost are then multiplied by the number of cells. This assumes a
high-quality cell balancing and battery management system in which all cells behave equally such that
each cell is controlled individually as in [20,52,53]. The purpose of the battery model is to update the
capacity of the battery continuously after the cycling to get accurate SoC value to estimate the CM
penalties (p). The model may be not needed for such analysis if the battery tested online and was fed
into the degradation model to obtain the lifetime analysis. In this model, Ro is the ohmic resistance
that represents charge/discharge energy losses. R1 and C1 describe the charge transfer resistance and
double layer capacitance respectively while R2 and C2 are used to capture battery diffusion effects.
A detailed presentation and discussion of the model can be found in [54–56].
Electronics 2020, 9, x FOR PEER REVIEW 6 of 19 
 
Both the revenue and degradation cost are then multiplied by the number of cells. This assumes a 
high-quality cell balancing and battery management system in which all cells behave equally such 
that each cell is controlled individually as in [20,52,53]. The purpose of the battery model is to update 
the capacity of the battery continuously after the cycling to get accurate SoC value to estimate the CM 
penalties (𝑝). The model may be not needed for such analysis if the battery tested online and was fed 
into the degradation model to obtain the lifetime analysis. In this model, 𝑅௢ is the ohmic resistance 
that represents charge/discharge energy losses. 𝑅ଵ  and 𝐶ଵ  describe the charge transfer resistance 
and double layer capacitance respectively while 𝑅ଶ  and 𝐶ଶare used to capture battery diffusion 
effects. A detailed presentation and discussion of the model can be found in [54–56]. 
Th  electrical be avior of the battery is expressed in (9)−(12): 
𝑑𝑖ோଵ
𝑑𝑡 = −
1
𝑅ଵ𝐶ଵ  𝑖ோଵ(𝑡) +
1
𝑅ଵ𝐶ଵ  𝑖௕(𝑡) 
(9) 
𝑑𝑖ோଶ
𝑑𝑡 = −
1
𝑅ଶ𝐶ଶ  𝑖ோଶ(𝑡) +
1
𝑅ଶ𝐶ଶ  𝑖௕(𝑡) 
(10) 
𝑑z(𝑡)
𝑑𝑡 = z(𝑡௢) −
ƞ
3600𝐶ே  න 𝑖௕(𝑡) 
(11) 
𝑣(𝑡) = 𝑂𝐶𝑉൫z(𝑡)൯ − 𝑣ଵ(𝑡) − 𝑣ଶ(𝑡) − 𝑅௢𝑖௕(𝑡) (12) 
 
Figure 3. circuit model for lithium ion battery cell. 
Since the ECM uses a coulomb counting method for SoC estimation in (11) which suffers from 
errors if the initial capacity was not correctly determined, the battery capacity was continuously 
updated by the degradation model similar to [57]. The battery parameters are presented in Table 2 
which are fitted based on the experimental data in [58] using nonlinear least square algorithm. Figure 
4 shows the simulation results for battery current and voltage taking SoC steps from 0 to 1 which 
accurately corresponds to the data presented in [58]. 
Table 2. Battery model parameters for Li-ion NMC cell at T = 20 °C. 
SoC OCV (V) R0 (mΩ) R1 (mΩ) C1 (kF) R2 (mΩ) C2 (kF) 
0 3.5136 9.6145 4.944 9.792 0.746 27.958 
0.1 3.579 9.3483 4.928 12.621 0.572 38.512 
0.2 3.623 9.5188 4.925 14.635 0.507 37.631 
0.3 3.662 9.4834 4.90 15.301 0.498 26.237 
0.4 3.694 9.4206 4.878 13.912 0.270 20.286 
0.5 3.727 9.3673 4.899 11.905 0.0032 18.975 
0.6 3.813 9.356 4.890 14.256 0.2385 15.288 
0.7 3.899 9.3326 4.889 14.488 0.556 16 
0.8 3.991 9.3847 4.884 13.775 0.288 18.763 
0.9 4.092 9.240 4.822 15.166 0.659 18.454 
1 4.21 9.351 4.885 12.889 0.490 12.412 
Figure 3. circuit model for lithium ion battery cell.
The electrical behavior of the battery is expressed in (9)–(12):
diR1
dt
= − 1
R1C1
iR1(t) +
1
R1C1
ib(t) (9)
diR2
dt
= − 1
R2C2
iR2(t) +
1
R2C2
ib(t) (10)
dz(t)
dt
= z(to) − η3600CN
∫
ib(t) (11)
v(t) = OCV(z(t)) − v1(t) − v2(t) −Roib(t) (12)
Since the ECM uses a coulomb counting method for SoC estimation in (11) which suffers from
errors if the initial capacity was not correctly determined, the battery capacity was continuously
updated by the degradation model similar to [57]. The battery parameters are presented in Table 2
which are fitted based on the experimental data in [58] using nonlinear least square algorithm. Figure 4
shows the simulation results for battery current and voltage taking SoC steps from 0 to 1 which
accurately corresponds to the data presented in [58].
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Table 2. Battery model parameters for Li-ion NMC cell at T = 20 ◦C.
SoC OCV (V) R0 (mΩ) R1 (mΩ) C1 (kF) R2 (mΩ) C2 (kF)
0 3.5136 9.6145 4.944 9.792 0.746 27.958
0.1 3.579 9.3483 4.928 12.621 0.572 38.512
0.2 3.623 9.5188 4.925 14.635 0.507 37.631
0.3 3.662 9.4834 4.90 15.301 0.498 26.237
0.4 3.694 9.4206 4.878 13.912 0.270 20.286
0.5 3.727 9.3673 4.899 11.905 0.0032 18.975
0.6 3.813 9.356 4.890 14.256 0.2385 15.288
0.7 3.899 9.3326 4.889 14.488 0.556 16
0.8 3.991 9.3847 4.884 13.775 0.288 18.763
0.9 4.092 9.240 4.822 15.166 0.659 18.454
1 4.21 9.351 4.885 12.889 0.490 12.412
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po er fade results in the battery’s resistance i rease which in turn leads to c pacity decrease.
Howev r, because ther is not a quantifiable measure that link resistance increas to capacity d cr ase
for cost modelling purposes, w assumed that the b ttery resistance increase is an indicativ factor to
degr dation and eventu lly the capacity decrease will be use to quantify the nominal c pacity in
this paper.
3.3.1. Empirical odel
In this model, a large set of battery degradation experimental data is interpolated by empirical or
parametric functions. In the experimental study presented by Schmalstieg et.al. [61], 42 LIB cells were
stored for 500 days at different temperatures and voltages (SoCs) to increase reproducibility and the
accuracy of the calendar aging model. Similarity, 22 cycle aging tests with different DoDs and mean
SoC were tested to produce cycling aging model. Then the experimental data was mathematically
fitted in several steps to represent a lifetime degradation model. For the calendar aging model,
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the capacity reduction (Ccal) over the number of days (d) is represented by a (d0.75) function with a
degradation fitting parameter (α) as in (13). Then α is used to capture the SoC dependency (V) via a
linear relationship (14) and temperature dependency (T) via Arrhenius Equation (15). The resultant
(α) is given in (16) [61].
Similarly, the cycling aging model captures the capacity reduction (Ccyc) over the number of
equivalent full cycles (Nc) based on (t0.5) function with a degradation fitting paramter (β) as in (17).
Then β is used to capture cycle depth effect (DoD) and the average voltage (Vav). Therfore, the total
cycling and calendar aging model used in this study is given in (18) [61].
Ccal = α · d0.75 (13)
αv(v) = a+ b ·Vb(t) (14)
αT(T) = a1 · exp (−EART ) (15)
α(T,V) = (7.543 ·Vb(t) − 23.75) · 106 · e−6976T (16)
Ccyc = β ·Nc0.5 (17)
Clost1 =
α(Vb(t), T) · d0.75 + β(DoD,Vmean(t)) ×
√∫
2Ib(t)
 (18)
3.3.2. Semi-Empirical Model
Semi-empirical models develop on the empirical ones by including theoretical basis for some
degradation mechanisms. For instance, this model can capture the battery cycling temperature
dependency which was not captured in the empirical mode. Therefore, they partly reduce the need for
gathering considerable amount of experimental data needed in the empirical models [62]. One example
of such models is developed by Smith et.al [63] in which 12 LIB cells were tested at different SoCs,
DoDs, and temperatures. In this model, three degradation mechanisms inside a LIB cell are represented
in Figure 5. First, it is assumed that some lithium particles at the interphase between the electrolyte
and the negative electrode are prevented from contributing to the main chemical reaction due to the
formation of solid electrolyte interphase (SEI) layer. This SEI layer grows with time and together with
the mechanical fracture occurred due to minimum battery cycling results in capacity fade (QSEI) as in
(19). In (19), d0T(t) captures the battery temperature dependency based on Arrhenius formula for all the
mechanisms. Then, the first term in (19) captures SEI layer growth with time, the second term captures
the battery loss with mild cycles and the third term captures the beginning of capacity loss in the first
cycle/day. With more expansion and contraction of electrode materials during charging/discharging,
the negative electrode particles face increased stress that lead to mechanical fracture which results
in active material loss (QAM) in (20). Equation (20) assumes that there is a negative electrode active
material loss with every cycle (Nc). Third, at the cell’s beginning of life, the positive electrode storing
capability (Qpos) will slightly increase because it is found that temperature is the main controlling
factor in the first few cycles leading to an increased Ah throughput in (21). The total capacity loss is
governed by (22) and all model parameters are from [63] which are given in MATLAB code with the
Supplementary Materials.
QSEI = d0T(t) (b0 − b1(T(t),SoC(t,T),DoD)·d0.5 − b2(T(t),OCV(t,T),DoD)
·Nc − b3(T(t)·(1− exp(−d/τb3) (19)
dQAM
dNc
= −c1(T(t),DoD)
QAM
(20)
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Qpos = d0T(t) + (d3·
(
1− exp (−
∫
2Ib(t)
228
)
)
(21)
Clost2 = min
(
QSEI,QAM,Qpos
)
(22)
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3.4. Degradation Cost
Although the general trend of battery pack cost is decreasing, there is no unified way for estimating
battery pack cost precisely for any system because the cost is rarely disclosed publicly [64]. Moreover,
the cost would depend on the owner’s preference for battery chemistry, lifetime, power electronics
equipment, thermal management system, the quality of battery management system amongst other
factors. As such, the battery pack cost is subject to great uncertainty. Some studies assumed a battery
pack cost of 125 $/kWh by 2022 [65]. Other study found that the minimum battery pack price is
220 €/kWh in 2018 [66]. This study considers Bloomberg analyses for battery pack price of 176 $/kWh
in 2019 [67] which we assumed that it includes the cost of all BMS components such as the thermal
management system reviewed in [21]. As such, the degradation cost is set to 0.5 £/Ah by assuming a
constant average voltage of 3.65 V similar to [28].
4. Results
4.1. Accuracy of Battery Degradation Models
The calendar and cycle degradation for the empirical model as predicted by (18) along with the
corresponding experimental data are presented in Figure 6a,b. Figure 6a shows the calendar aging
results at different temperatures and SoCs where degradation is exacerbated by increasing temperature
and SoCs. The model shows good accuracy when compared by the same experiment data sets provided
by [61]. It also corresponds well to the calendar experimental data for the NMC battery cell provided
by [68] which is presented here. This shows that the calendar aging results may be valid outside the
operating conditions firstly tested using t0.5 or t0.75 functions [69]. Figure 6b shows the cycling results
at different C-rates and DoDs where capacity loss is high at higher DoD and C-rate.
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Figure 7a,b shows the calendar and cycle degradation for the semi-empirical model as predicted by
(22) along with the corresponding experimental data. Figure 7a shows that this NMC cell experienced
minimum degradation at 30 ◦C, 100%SoC and 45 ◦C, 65%SoC. The 55 ◦C, 100%SoC cell experienced
severe and nonlinear degradation which indicate the higher temperature can lead to unexpected battery
behaviour. When it is needed to perform a reference capacity testing for the 55 ◦C, 100%SoC cell, it was
cycled above the recommended temperature set by the manufacturer thus the reference performance
tests were done at 45 ◦C which explains the divergence of the results compared to the model [63].
Figure 7b shows increased capacity fade at higher DoD. It shows also that maximum degradation is at
0 ◦C, 80%DoD in which the cell starts at 81% of its capacity without any degradation. The reduction in
capacity at very low temperatures may be related to changes of the electrode materials and separator
structures [70] or to the difference in pressure experienced by negative and positive electrodes [71].
Table 3 shows the maximum root mean square error for the simulations of Figures 6 and 7.
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Table 3. Maximum root mean square error [%] for both empirical and semi-empirical models.
Degradation Type Empirical RMSE [%] Semi-Empirical RMSE [%]
Calendar 3.4 4.9
Cycle 1.7 1.1
4.2. Revenue and Degradation Cost in the Capacity Market
This section presents the revenue and degradation cost for each battery at 0.5 h, 1 h, 2 h and 4 h
de-rating factors. Here the cycling is according to scenrario1 in Figure 2a. Since the cycling in the CM
is generally low, we assumed that once the SSE occurs, the battery will be fully charged based on the
present SoC (i.e., if the battery is left at 50%SoC to reduce calendar aging, then it should be charged to
100%SoC). This assumption consider the fact that the battery in the CM has 4 h notice to deliver the
required capacity obligation which is enough for fully charging the battery [30].
4.2.1. Revenue and Degradation Cost for Different Temperatures
The revenue and the degradation cost for the four batteries along 1 year CM contract are depicted
in Figures 8 and 9. The capacity fade calculation uses the empirical model (18) and the semi-empirical
model (22) in Figures 8 and 9 respectively. In Figure 8, in general, the degradation cost increases
by increasing the temperature from 5 ◦C to 45 ◦C. At 5 ◦C, The battery with the 2 h de-rating factor
receives the highest profit (revenue–degradation cost) because it discharges its de-rated capacity with
a lower current rate (0.5) and receives a relatively high de-rating factor. Therefore, it is recommended
in this case to optimise the battery to get 2 h de-rating factor with 5 ◦C storing temperature.
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Figure 9 shows slightly higher revenues for all the batteries due increased battery capacity
(Qpos) predicted in the first days/cycles. It also shows, in contrast to Figure 8, that degradation cost
is maximum at T = 5 ◦C and minimum T = 25 ◦C. This is because unlike the empirical model,
the semi-empirical model assumes that the SEI lay r formation occurs not only because calendar ging
but also accounts for mild cycles (see Section 3.3.2). At T = 25 ◦C, the 1 h battery shows the hi hest
profit. The semi-empirical model predicts lower capacity fade per temperature if compared to the
empirical model. For instance, the degradation cost can reach up to £6000 for all the batteries in
Figure 8 while it is nearly 4000 £ in Figure 9.
Two general trends can be noticed in both Figures 8 and 9. First, the number of the incurred
penalties for the 4 h battery is high because the remaining battery capacity will not be sufficient to
account for the capacity obligation predicted by (7) in all of the 4 h SSE. Second, the 1 h and 2 h batteries
receive the highest revenue respectively because they discharge high de-rated capacity and receive less
penalties compared to the 0.5 h and 4 h batteries.
4.2.2. Revenue and Degradation Cost for Different SoCs
Figures 10 and 11 show the revenue and degradation cost for different SoCs with the temperature
is constant at 25 ◦C for all the batteries. This assumes that the battery asset owner can control the
temperature using thermal management system. Then, the battery can get charged when the 4-h notice
from the system operator is received. The capacity fade calculation uses the empirical model (18) and
the semi-empirical model (22) in Figures 10 and 11 respectively. The general trend in both figures is
that the higher the SoC the lower the overall profit. Therefore, the battery should be maintained at
lower SoC to reduce capacity fade in the CM. However, if the battery is contracted to deliver other
balancing services while a SSE occurs at the same time, this may compromise the contract or make the
battery capacity insufficient to deliver its CM obligation. Moreover, both figures show the 2 h battery
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generally offer the highest overall profit amongst the four batteries if all the SoC range (20–100%) is
taken on average.Electronics 2020, 9, x FOR PEER REVIEW 13 of 19 
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4.3. Increased Battery Cycling Effects
The total profit of the four batteries at the end of the CM contract for both scenarios in Figure 2
is shown in Figure 12. This assumes an ideal case for both empirical (T = 5 ◦C) and semi-empirical
models (T = 25 ◦C). It can be clearly shown that with increased cycling or increased SSEs, providing
CM services is not economically viable for all batteries. Increasing the LIB capacity can be one of
the solutions to make providing longer term backup service to the grid cost effective. However,
this presents also an opportunity to other longer-duration energy storage technologies such as flow
batteries which has longer cycle life than LIB to increase grid resiliency [72].Electronics 2020, 9, x FOR PEER REVIEW 14 of 19 
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◦C and 20%SoC, then the empirical model predicts that the degradation cost account for nearly 53% of
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batteries. Th current CM egulations provid overpayment—in case the batter discharged mor
than its capacity obligation—only if there are penalties collected from diff rent CM units that id not
eliver. However, ince the capacity obligati n alway tak s into ccount the de-rated capacity as in (7)
which in most cases lower than the original battery capacity, the battery will always over deliver as it is
required to fully discharge the battery once the SSE occ r. For these previous reas s along with f el
neutrality in the CM, the current CMs design may be ill suited to incentiviz low carbon resources and
ecure energy supply [73].
li it ti l i f t i t . i t, ti l t t
ll i l fi i l i
l t ears ue to the advancement in battery materials. For example, the capacity fade in a
more rec nt work for the NMC battery cell can be only around 7% after 4500 cycles and less than 1%
after 450 day [74]. Second, a battery asset owner ca utilise the battery to provide many other different
ancillary services which i not on idered in this study. Third, both empirical and semi-empirical
models either underestimat or overestimat the total degradation t 5◦C. The experimental data t
T = 5 ◦C for the same NMC cell show that the calendar deg adation is mini um at 5 ◦C while th
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cycling degradation is maximum [68]. This necessitates the need for a high fidelity physics based
degradation model in order for the degradation cost analysis be more accurate. The computational cost
for such models depends on many factors such as the final application requirements, the assumptions
used to reduce the model order, and the number of degradation mechanisms considered. For a lifetime
cost study that is done offline then the computational cost will not be a problem and the overall goal
becomes to inform the cost–benefit analysis before the actual battery opts for a service contract. In the
CM application and since the battery owner has 4 h to discharge, then if it needed to check the state
of health of the battery online, it is essential that the computational cost be less than 4 h. In other
balancing services for example that requires response within 10 minutes’ notice, then a simplification
of the physics model is required as in [37]. Detailed discussion about the computational efficiency for
physics based model are presented in [75].
6. Conclusions
In this work, an equivalent circuit battery model with a capacity of 2 MWh coupled with empirical
and semi-empirical degradation models was used to provide backup service in the CM along one year.
The accuracy of the battery model and the degradation models were tested by comparing them with
the corresponding experimental data. Then by controlling the battery’s output power, this battery
is utilised to get four capacity de-rating factors of 0.5 h, 1 h, 2 h and 4 h to study which strategy can
maximize the overall revenue. During the CM contract, the battery experiences both cycle and calendar
capacity fade which result in a degradation cost. To account for the number of shortage hours in one
year in the CM, two battery cycling scenarios were created based on the historical energy demand data
in Great Britain and earlier research.
The results illustrate that the 2 h and 1 h batteries get the highest revenue in all the simulated
scenarios. Also, degradation cost can significantly impact the potential profit by using each de-rating
strategy if the battery storing temperature is not correctly controlled. The empirical degradation model
predicts that battery degradation is minimum at lower temperatures such as 5 ◦C. The semi-empirical
model predicts that battery degradation is minimum at the standard temperature 25 ◦C. This is because
each model quantify degradation differently. Moreover, by using both degradation models, keeping the
battery at lower charge levels results in less capacity fade. While providing CM service may be
economically viable when the number of shortage hours per year are low, it becomes not profitable if
these shortage hours increase.
The impact of battery degradation on other services profitability together with the CM could be
studied in the future using physics-based battery degradation model that can mitigate the limitation of
the empirical and semi-empirical model especially at lower temperatures such as 5 ◦C.
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Appendix A
The parameters used in this study is given in Table A1 below.
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Table A1. Parameter values used in this study.
Parameter Value Unit Ref
f −4.66910−4d5 + 0.0155d4 − 0.1829d3 + 0.9375d2 − 2.255d+ 11.34 -
λcl 19.4 £/kW/year [76]
Cauc 49258 MW [76]
Cb(i) Cb(i = odd settlement period) = 0.2, Cb(even) = 0 MWh
Dsse
p(i)
For i = 1, 2, . . . 8
MW−2463× i+ 4.68× 104
N 10080 -
j 1 for empirical, 2 for semi-empirical
η 0.99 [55]
CN 53 Ah
kde
For y = 0.5, 1, 2, 4 -−4.934y2 + 43.44y+ 1.233
β 7.384× 10−3(V(t)mean − 3.667)2 + 7.6× 10−4 + 4.081× 10−3 × ∆DoD - [61]
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