Here, we use the property that much of the image information in the transform domain is sparse [11] . A
sparsity operator maps the transform coefficients with amplitudes, smaller than a pre-specified threshold to zero. The resultant is referred to as the sparse image and the location of zeros is the sparsity pattern.
The sparsity operator adds a redundancy to the original image and the sparsity pattern is used as the side information in the recovery stage.
The sparsity information of an image along with the information of the uncorrupted pixels motivates us to apply the theory of projection onto convex sets (POCS) [9] to achieve the final result.
The rest of this paper is organized as follows. Section II provides the preliminaries background for the techniques used in the proposed method. Our algorithm is presented in section III. The experimental results and comparisons are provided in Section IV and section V concludes the paper.
II. PRELIMINARIES
In this section, we present a brief review of the techniques used in our proposed method.
A. Time Varying Method (TV):
The TV is an efficient method to reconstruct a signal from its non-uniformly spaced samples. Assume:
‫ݔ‬ ெ ሺ‫ݐ‬ሻ ൌ ‫ݔ‬ሺ‫ݐ‬ሻ. ‫ܯ‬ሺ‫ݐ‬ሻ ሺ1ሻ
where ‫ݔ‬ሺ‫ݐ‬ሻ, ‫ܯ‬ሺ‫ݐ‬ሻ and ‫ݔ‬ ெ ሺ‫ݐ‬ሻ are the original image, the loss mask and the corrupted image respectively and the symbol ሺ. ሻ denotes the pixel-wise multiplication. The loss mask is a binary matrix which is zero in the missing pixels. The image is reconstructed as follows [12] :
where ‫݈‬ denotes the low-pass filtering and ‫ݔ‬ ሺ‫ݐ‬ሻ is the reconstructed image. Fig. 1 shows the block diagram of this method.
÷ Fig. 1 . The Time-Varying method.
B. Projection Onto Convex Sets:
Alternating projections onto convex sets (POCS) is a powerful tool for signal and image restoration [13] . The primary result of POCS is that, consecutive projecting among two or more convex sets with nonempty intersection results in convergence to a point included in the intersection [9] . This is illustrated in Fig. 2 . Definition 1: A set of signals, ‫ܣ‬ is convex if, for 0 ߙ 1, the signal:
where ‫ݑ‬ ଵ ሺ‫ݔ‬ሻ, ‫ݑ‬ ଶ ሺ‫ݔ‬ሻ ‫א‬ ‫ܣ‬ [13] .
Definition 2: Projection operation is denoted by P. The notion ‫ݓ‬ሺ‫ݔ‬ሻ ൌ ܲ ‫ݒ‬ሺ‫ݔ‬ሻ ሺ4ሻ means that ‫ݓ‬ሺ‫ݔ‬ሻ is the projection of ‫ݒ‬ሺ‫ݔ‬ሻ onto the convex set ‫ܣ‬ . If ‫ݒ‬ሺ‫ݔ‬ሻ ‫א‬ ‫,ܣ‬ then ܲ ‫ݒ‬ሺ‫ݔ‬ሻ ൌ ‫ݒ‬ሺ‫ݔ‬ሻ.
The two convex sets used in our algorithm are described below:
1-Sparsity in the Transform Domain:
The set of sparse signals in the transform domain is:
where ߱ ௌ is the sparsity pattern.
The set ‫ܣ‬ ௦ is convex because ߙ ‫ݑ‬ ଵ ሺ‫ݔ‬ሻ ሺ1 െ ߙሻ ‫ݑ‬ ଶ ሺ‫ݔ‬ሻ is a sparse signal when both ‫ݑ‬ ଵ ሺ‫ݔ‬ሻ and ‫ݑ‬ ଶ ሺ‫ݔ‬ሻ have the same sparsity pattern. A signal ‫ݒ‬ሺ‫ݔ‬ሻ is projected onto the set ‫ܣ‬ ௌ , as follows:
where ܶ is the transform and S is the sparsity operator as defined below:
The sparsity pattern is the set of transform coefficients with amplitudes, smaller than the threshold. 
2-Uncorrupted Samples in the Spatial Domain:
Assume that ‫ݔ‬ ௗ is the set of uncorrupted samples in the spatial domain and the uncorrupted data are denoted by ‫ܫ‬ሺ‫ݔ‬ሻ. The set of signals in the spatial domain:
is convex because ߙ ‫ݑ‬ ଵ ሺ‫ݔ‬ሻ ሺ1 െ ߙሻ ‫ݑ‬ ଶ ሺ‫ݔ‬ሻ is an element of ‫ܣ‬ when both ‫ݑ‬ ଵ ሺ‫ݔ‬ሻ and ‫ݑ‬ ଶ ሺ‫ݔ‬ሻ belong to ‫ܣ‬ . A signal ‫ݒ‬ሺ‫ݔ‬ሻ is projected onto the set ‫ܣ‬ , as follows:
The constraints that we put on the image and its transform, force them to belong to the corresponding convex sets [9] . The desired result is obtained after several projections.
III. THE PROPOSED METHOD
In our proposed method, two scenarios are considered according to the availability of the image sparsity in the recipient. We describe them below:
A. Image Inpainting with the Side Information:
Here, we introduce the image recovery using the side information. The general idea comes from the coding theory. To achieve error correction, the sender has to add some redundancy (i.e., some extra data)
to the message, which receiver can use to recover data determined to be erroneous. In our method, the sparsity operator adds the redundancy to the image.
Suppose that the sender transmits the sparse image and shares the sparsity pattern via a reliable channel.
In the receiver, the image inpainting (error correction) is done by applying the POCS strategy between two convex sets defined in section II. Fig. 4 illustrates the block diagram of the inpainting stage. The capability of the loss recovery depends on the sparsity percentage of the transmitted image [11] .
More sparsity enables the receiver to recover larger losses, but it tends to blur the transmitted image.
Hence, the sender should decide on this trade-off, according to the channel parameters.
B. Image Inpainting without the Side Information:
In many applications, it is not possible to obtain any information about the original image; for example, the loss may occur during the image acquisition or an object removal may be intended. Thus, in this scenario the receiver has to estimate the side information. For this, the TV method is used to reconstruct the degraded image in order to make an estimation of its sparsity pattern.
Thus, the method in this scenario is as follows:
-The degraded image is reconstructed and the sparsity pattern is estimated, -The sparsity projection and the loss mask of the degraded image are applied to the reconstructed image to obtain a degraded sparse image,
-The inpainting stage shown in Fig. 4 is applied to the degraded sparse image,
-The uncorrupted pixels of the received image replace the corresponding pixels of the inpainted image.
IV. SIMULATION RESULTS
In simulations, we use both structural and texture images with a mixture of text and block losses.
Several images are used to investigate the performance of the proposed method. In order to quantitatively compare the results, the Peak Signal-to-Noise Ratio (PSNR) between the original and the inpainted images are evaluated.
We exploit the sparsity either in the DCT and the FFT domains. Here we discuss the simulation results for each scenario.
A-Image Inpainting with the Side Information:
Table I demonstrates the PSNR value of the inpainted images with respect to the original and the sparse ones for three images Lena, Barbara and Baboon with the missing 16 ൈ 16 blocks and with different sparsity percentages. More sparsity results in more similarity to the sparse image and less similarity to the original one, i.e. we can achieve better recovery in the missing region at the expense of lower quality in other parts. However, the transmitted image should have enough sparsity to secure stable recovery in the receiver, e.g. in the FFT domain, 90% sparsity was not enough to recover the corrupted sparse Lena image. In this case, sparsity in the DCT domain works better than the FFT. The results are obtained after the results for the image Lena using 95% sparsity in the DCT domain.
A-Image Inpainting without the Side Information:
Fig . 6 shows three images used in the simulations 1 . The LPF operator of the TV method is implemented by progressive convolution of the input with a window defined below:
To investigate the performance of the estimator, the sparsity pattern of the recovered image is compared with the original one. For this, we calculate the percentage of undetected sparse coefficients ("miss-detection" terms) and coefficients identified as sparse in error ("false-alarm" terms). The number of miss-detection terms and false-alarm terms are equal, because both the original and the recovered images are assumed to have the same sparsity percentages. For three corrupted images shown in Fig. 6 , these values are 0.7%, 1.3% and 1.2% respectively, which indicate that the recovery stage provides a good estimation of the original sparsity pattern.
In this scenario, the sparsity in the FFT domain has better performance. [6] and inpainting using patch sparsity [7] . The results are obtained after 400 POCS iterations and the corresponding sparsity percentages for three images are 95%, 90% and 85%. Our method, overcomes the smoothing effects of the total-variation method and unwanted objects of the exemplar-based technique.
The relative CPU time is of the order of the total-variation method and 0.01 ~ 0.1 of the other techniques.
V. CONCLUSION
In this paper we showed that using side information can help the image restoration. In the proposed method, the sparsity operator adds a redundancy to the original image and the resultant sparsity pattern is used as the side information in the recovery stage. Large missing regions can be recovered at the expense 1 The images and the results of [7] are used.
of blurring the transmitted image. Due to the special sparsity pattern of the natural images, the compressed version introduces small overhead to the transmitted data. The sparsity pattern may be included in the header data of the compressed sparse images. It suggests an efficient approach to combat the block loss in the compression schemes. In transform-based compression methods like JPEG, it is recommended to combine the sparsity and compression stages to achieve more efficiency. Also we proposed a method to estimate the sparsity pattern if the side information is not available in the recipient.
Our method overcomes the smoothing effects of the PDE-based methods in texture images and unwanted objects of the exemplar-based techniques in structural images. [2] M. Bertalmio, A. L. Bertozzi, and G. Sapiro, "Navier inpainting," in 417-424.
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