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INTRODUCTION 
Real-time radiography systems employing an image intensifier tube have poor 
resolution (2 to 4Ip/mm) compared to their film-based counterparts (10 to 20 lp/mm). 
Phosphor bloom, especially in the output conversion phosphor [1], is the principle cause 
of reduced resolution. Other systems achieve higher resolution but at the expense of 
additional hardware complexity [2] or use of expensive materials [3]. We are 
investigating software-based image restoration techniques that can cost-effectively 
re cover resolution from existing image intensifier tube-based systems. 
Any image restoration method requires an accurate estimate of the system point 
spread function (PSF). We present a technique for measuring the PSF based on 
differentiated edge profiles made by imaging the edge of a lead plate. This is an 
extension of the well-known technique of imaging a knife-edge for optical systems 
inc1uding lenses and CCD arrays [4]. The simplest approach is to image the edge and 
estimate the derivative using the first difference of an image row (or column) across the 
edge. The primary drawback of this method is undersampling in the edge transition 
region, so only 5 to 10 pixel values are available to characterize the edge. Reichenbach 
et. al. [5] apply a more sophisticated approach to CCD characterization where the 
knife-edge is positioned at a very slight.angle with respect to the row of pixels. This 
yields an ensemble of edge profiles, each slightly shifted, that when properly registered 
and averaged provide a sub-pixel resolved edge profile with minimal measurement 
noise. Unfortunately, pincushion distortion makes this technique impractical for our 
case. Reichenbach's technique [5] relies heavily on the inherent uniformity of the CCD 
array, while the non-uniform magnification caused by pincushion distortion and other 
aberrations [6] prohibits accurate registration of edge scans acquired over a large area of 
the intensifier screen. Glasser et. al. [7] describe an alternative method where the 
output of a single pixel is monitored while the knife-edge is shifted in sub-pixel 
increments. This avoids the problems due to spatial distortion and provides an accurate 
PSF estimate in a local area. This technique has more noise than [5], but this problem 
can be alleviated by acquiring and averaging many scans over the edge transition region. 
Both techniques are limited to estimating the 1-D PSF; however, the tube may be 
rotated relative to the plate in order to characterize the 2-D PSF. We have 
implemented the technique in [7] for an image intensifier-based system. 
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THEORY 
The imaging chain from the image intensifier input screen to the focal plane of the 
CCD detector is modelIed as a continuous convolution [8]; in I-D notation this is 
g(x) = j(x)*h(x), ( 1 ) 
where j (x) is the input x-ray field, g (x) is the output optical field at the focal plane of 
the detector, and h (x) is the system PSF. In this work the effects of finite pixel width 
and coupling optics are lumped into h ( x ) and the sam pier is considered an ideal point 
sampier [9]. 'Now let the input function j (x) be an ideal step function s (x). For this 
special case, the system function is found by differentiating the step function output with 
respect to the position x [4]: 
hex) = d~c;), (2) 
The sampled function is h (na) where ais the distance between pixels, also ca11ed pixel 
pitch, and n is the pixel index. As mentioned previously, ais too large to provide enough 
resolution in the edge transition region. Since ais fixed, the step input s (x) is shifted an 
amount l'. x < a. This new input s (x - m l'. x )yields h (x - m l'. x) upon differentiation 
(m is the index ofthe plate position). 
As an example, the 6-inch image intensifier was set up for a sampling frequency of 
6 pixels/mm referred to the input screen of the image intensifier. This resulted in an 
effective pixel pitch of a='I 7 0 ~ m. U sing a step size of a = 1 0 ~ m to a sampling 
frequency of 10 pixels/mm which is 17 times greater than that possible with the CCD 
arrayalone. This resulted in much better resolution in the edge transition region and 
hence a better estimate of the PSF shape. 
MEASUREMENT METHODS 
Figure [1] shows a diagram of the experimental setup. The X-ray source was 
placed 110 cm from the lead plate and was operated at 75 kV at 300~. The lead plate 
was placed 4 cm from the input screen of the image intensifier resulting in 1:1 
magnification. The edge of the plate was aligned with the central axis of the X-ray 
source to minimize blurring due to geometrical unsharpness. 
The positioner used to move the lead plate has aresolution of 1 ~m with 5% 
positional error over a single revolution of the stepper motor. The positioner was 
contro11ed by the Pe. 
Two image intensifiers were used: a Toshiba 6 inch single field and aPreeise 
Optics 9 inch dual field (normal mode and magnification mode). The same coupling 
lens and CCD video camera were used for both tubes. The video signal was digitized to 
a 48Ox640x8 image using the Data Translation DT-2867 frame grabber. The video gain 
and offset were held constant for both tube configurations to maintain the same 
electronic noise level for a11 measurements. Since the optical output of the 9 inch image 
intensifier was significantly reduced when opera ted in the magnification mode, the X-ray 
source current was increased to 900 ~ A maintain the same signal level. 
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Figure 1. Experimental setup for PSF measurement. 
Data were acquired by first selecting the measurement pixel (typically the center 
pixel of the image) and adjusting the lead plate position until the pixel response (gray 
level) reached half maximum. This position was selected as the zero location. Following 
this procedure the plate was moved to the starting point of the scan. 
At this point the plate covered the measurement for the scan. The plate was stepped 
in 10 I-l m increments and at each position 64 video frames were averaged. The total scan 
length (400 points) was pixel and resulted in the minimum gray value for the scan. The 
plate was stepped in 10 I-l m increments and at each position 64 video frames were 
averaged. The total scan length (400 points) was chosen to incIude enough 
measurements outside the transition region to identify where the gray values leveled off. 
The sampling frequency was determined by the first acquiring an image of the lead plate 
in a reference position and acquiring a second image of the plate translated 20 mm from 
the reference position. The pixel location of the edge was determined from each image. 
The difference in pixels divided by 20 mm yielded the sampling frequency in pixels/mm. 
This value was used to convert the plate position into pixel units. 
GeneraHy the central pixel was used for the measurement pixel and the plate was 
translated verticaIly. Variation due to pixel location was investigated for the 9 inch 
image intensifier using measurement pixels in the four corners of the acquired image. 
Variation due to plate translation direction (horizontal instead of vertical) was 
investigated with the 6 inch image intensifier. A total of nine data sets were collected. 
PROCESSING TECHNIQUES 
An example measurement of the 9 inch image intensifier operated in normal mode 
is shown in Figure [2]. The signal-to-noise ratio (SNR) is calculated as: 
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Figure 2. Edge scan data for 9 inch image intensifier. 
SNR = 101 [gmax-gmin]2 
dB og 10 S. . 
mln 
(3) 
where gmax is the average value of the high intensity portion of the scan, gmin is the 
average value of the low intensity portion of the scan, and smin is the standard deviation 
of the signal in the low intensity portion of the scan. All three values are measured 
outside the transition region where the signal is stationary. The first 50 and last 50 
sampIes of the edge scan were used for these regions. The SNR for the scan in Figure 2 
is 51 dB. The typical gray level fluctuation outside the edge transition region was 1 gray 
level. 
Figure 3 shows the result of numerically differentiating the scan in Figure 2 using 
the forward difference approximation y (n) = x (n + 1 ) - x (n} Due to the small step 
size, the difference in intensity between successive pixel values never exceeds 4 in the 
transition region, so the 1 gray level noise variation becomes very prominent. To reduce 
the effects of noise, the scan in Figure 2 was smoothed with a boxcar average of 9 pixels 
wide prior to differentiation; the result is shown in Figure 4. The shape of the PSF is 
now much more evident. Unfortunately, smoothing increases the width Of the measured 
PSF. 
A Gaussian function was fit to the differentiated data to measure the 
full-width-at-half-maximum (FWHF; FWHM=2.354 times the standard deviation ofthe 
Gaussian function). Note that the Gaussian follows the smoothed derivative in Figure 4 
very weIl. This is expected since the combined PSFs of the many separate components 
in the imaging chain tend to a Gaussian due to centrallimit effects [8]. The Gaussian fit 
was made to the derivatives of both the smoothed and unsmoothed scans. Since there 
was less than 1% change in any of the fitting parameters, smoothing the scan data is 
acceptable for revealing the shape of the PSF, but is not required to determine the PSF 
width (i.e. the FWHM). 
RESULTS 
Figure 5 shows the numerically differentiated scans for the 9 data sets collected 
from the image intensifiers. The Gaussian fit to each data set is indicated by an overlay 
curve. Note that the Gaussian function follows each data set very weIl. Table 1 
describes each data set and tabulates the SNR of the original data and the FWHM of 
the estimated PSF. The measurement error was determined by repeating the FWHM 
measurement for the 6 inch image intensifier nine times. The standard deviation was 
5% of the mean FWHM value. 
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Figure 3. Differentiated edge scan. 
Variation due to lead plate orientation was investigated using the 9 inch image 
intensifier in both normal and magnification modes. Data sets 1,2, 7 and 8 correspond 
to this investigation. Note that the FWHM va lues remain essentially unchanged 
between normal and magnification modes. However, the FWHM value for data set 7 
differs by 8% compared to the other 3 measurements. Since this measurement was not 
repeated, additional experimentation is necessary to determine if this is a significant 
difference. Except for data set 7, no significant variation was found due to orientation of 
the lead plate. 
Data sets 3 to 6 investigate the effect of choosing different measurement pixel 
locations in the image. The standard deviation of these data sets incIuding data set 1 is 
0.79 pixels, or 19% of the FWHM value for the center pixellocation. This large 
variation is attributed to non-uniform magnification due to pincushion distortion. 
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Figure 4. Differentiated edge scan with prior smoothing. 
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Figure 5. Differentiated scans for all data sets. 
Table 1. SNR and FWHM Values for Edge Scan Measurements. 
Data Set Image Measurement Scan SNR FWHM 
Number Intensifier Pixel Location Direction (dB) (pixels) 
1 9-in normal center vert 51 4.2 
2 9-in mag center vert 52 4.2 
3 9-in normal upper left vert 51 3.9 
4 9-in normal upper right vert 50 5.8 
5 9-in normal lower right vert 51 5.1 
6 9-in normal lower left vert 50 4.2 
7 9-in normal center horiz 50 3.9 
8 9-in mag center horiz 50 4.2 
9 6-in center vert 56 2.9 
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This distartion is expected to give a wider PSF away from the central pixel, particularly 
in the corners which are furthest from the center. The FWHM values far data sets 4 and 
5 are significantly larger than the central value (data set 1) as expected, yet the values for 
data sets 3 and 6 are nearly the same as the central value. The same camera mount was 
used for both tubes (but was designed only far the 6 inch tube) and was not a good 
match far the 9 inch tube in terms of centering the output phosphar on the acquired 
image. Furthermare, the entire output phosphor was not in the field of view of the video 
camera. Consequently, the measured FWHM values do not follow the pattern expected 
by a properly centered camera. 
Data set 9 shows the result for the 6 inch image intensifier. Note that the FWHM 
is 30% less than the 9 inch tube and the SNR is about 4 to 6 dB greater. The 6 inch tube 
is designed far high er resolution, and this is confirmed by the measurement which 
indicates a narrower PSF of 2.9 pixels PWHM. 
CONCLUSIONS 
The high resolution edge scan technique is a simple and effective method far 
measuring the width and shape of the image intensifier PSF. Smoothing the scan data 
priar to numerical differentiation is required to determine the PSF shape, but is not 
required to estimate the PSF width. 
The motivation far this method was to estimate the PSF with enough accuracy to 
use in an image restoration algorithm. This method is sufficient to determine the 
FWHM parameter when a Gaussian model is selected far the analytical PSF. However, 
the shape estimate is too noisy to be used directly in the restoration routine. Many scans 
would need to be averaged to achieve low enough noise. Since this is very time 
consuming, an alternative method would be to use a cluster of measurement pixels about 
the central measurement pixel. Spatial invariance of the image intensifier PSF is valid 
for this small neighbarhood, and this ensemble of edge scans can be precisely registered 
since they are offset by a known amount. This method will be investigated in future 
studies. 
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