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Abstract
Dans ce document, on s’inte´resse a` l’entropie. Il a e´te´ pre´pare´ a` l’occasion d’un colloquium
donne´ le 12 avril 2019 a` l’Universite´ Paris Descartes que je remercie pour l’invitation. Le but est
de de´crire l’entropie dans le prolongement de sa de´finition propose´e par le physicien Clausius.
En effet, Clausius expose le second principe de la thermodynamique et de´finit aussi le concept
d’entropie. Au lieu de de´finir simplement une fonctionnelle, fondamentale pour montrer son
second principe, il va en fait de´finir un concept suffisamment ge´ne´ral pour qu’il soit utilise´ dans
de tre`s nombreux domaines des mathe´matiques. Nous illustrons ici les liens entre ce concept et
les flots de gradient en dimension finie et infinie, avec comme exemples, l’e´quation de la chaleur
ou l’e´quation des milieux poreux qui me`nent a` l’ine´galite´ optimale de Sobolev.
1 L’entropie propose´e par Clausius
On retrouve 6 millions de fois le terme Entropy sur le moteur de recherche Ecosia et pre`s de
40 millions sur Google. Il apparaˆıt 41000 fois dans Zentrablatt, ce qui repre´sente un peu plus
de 1% des entre´es. Dans tous les cas, ce terme est tellement pre´sent que l’on ne peut pas eˆtre
exhaustif dans une courte introduction. Bien entendu, ce n’est pas la premie`re pre´sentation de
l’entropie, il en existe bien d’autres...
Une fois n’est pas coutume, on sait quand ce mot a e´te´ invente´, c’est en 1865 dans un article
de Rudolf Julius Emmanuel Clausius, physicien allemand du milieu du XIXe sie`cle, c.f. [Cla65].
Avant de parler du contenu scientifique de l’article, arreˆtons-nous sur sa forme. Cet article
est publie´ dans la revue de mathe´matiques Journal de mathe´matiques pures et applique´es en
1865. Rappelons que c’est un des plus vieux journaux de mathe´matiques existant, fonde´ par
Joseph Liouville en 1836, juste apre`s le journal de Crelle (Journal fu¨r die reine und angewandte
Mathematik) qui a e´te´ fonde´, lui, en 1826. On peut se demander pourquoi Clausius choisit un
journal de mathe´matiques et pourquoi celui-ci en langue franc¸aise. Le journal de Crelle existe et
est allemand ! Est-ce le prestige de ce nouveau journal franc¸ais ? C’est d’autant plus e´tonnant
car Clausius a publie´ la tre`s grande majorite´ de ses articles en allemand, dans Annalen der
Physik dont la publication commence de´s 1790 et aussi au journal de Crelle. Ce qui est certain
c’est qu’a` cette e´poque, le choix du journal est fondamental pour une diffusion rapide des ide´es
contrairement a` maintenant, ou` le choix d’une revue est plus lie´ a` son prestige et a` la carrie`re.
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Clausius n’e´crivait probablement pas assez bien le franc¸ais puisque son article a e´te´ traduit par
un traducteur professionnel, non mathe´maticien.
Cet article est clairement important car Clausius y formule le second principe de la thermo-
dynamique en de´finissant l’entropie. On peut en de´gager deux choses importantes.
1. Il participe a` l’e´laboration du second principe de la thermodynamique : l’irre´versibilite´ des
phe´nome`nes physiques lors d’e´changes thermiques. ll s’appuie sur des travaux pre´ce´dents
du physicien Sadi Carnot, mort a` 36 ans en 1832. Notons que Carnot n’a publie´ qu’un
seul ouvrage en 1824 intitule´ Re´flexions sur la puissance motrice du feu, livre fondateur
de la thermodynamique, meˆme si ce mot a e´te´ invente´ plus tard. Carnot souhaite, dans
son livre, ame´liorer ce qu’il appelle la machine a` feu, dont l’exemple fondamental est la
machine a` vapeur invente´ a` la fin du XIIXe.
2. Pour de´montrer ce second principe Clausius introduit le concept d’entropie : exhiber une
fonctionnelle qui montrera l’irre´versibilite´ d’un phe´nome`ne physique. Il comprend qu’il
y a deux notions importantes, l’e´nergie et ce nouveau concept. Il a donc cherche´ un
mot proche au mot E´nergie. Son ide´e est d’utiliser la racine du mot grecque ητρopiη qui
signifie transformation, ou plutoˆt en transformation. L’utilisation de cette racine grecque
lui donne une consonance universelle et le mot ”entropie” s’e´crit presque de la meˆme fac¸on
dans toute les langues utilisant l’alphabet latin. Il pense, et l’histoire lui a donne´ raison,
que ce mot repre´sente un concept ge´ne´ral.
Ce mot va effectivement rester et eˆtre largement utilise´ dans de nombreux domaines.
Clausius note l’entropie S et l’assimile a` du de´sordre qui ne peut que croˆıtre. Citons
l’exemple re´cent et emble´matique de Perelman de´finit sa propre entropie, fonctionnelle
centrale dans sa preuve de la conjecture de Poincare´. Dans sa ce´le`bre pre´publication [Per02]
de 2002, Perelman note aussi l’entropie S, comme Clausius. Bien entendu Perelman n’est
pas le seul, chacun de´finit et utilise sa propre entropie.
Clausius termine son papier par des conside´rations ge´ne´rales, bien connues maintenant, qui
sont les deux principes de la thermodynamique. Nous les reproduisons tels qu’ils sont e´crits
dans son article :
• L’e´nergie de l’univers est constant
• L’entropie de l’univers tend vers un maximum
A l’e´cole, on apprend plutoˆt que l’entropie d’un syste`me isole´ est croissante.
Illustrons simplement le concept propose´ par Clausius avec l’e´quation de la chaleur dans Rn,{
∂tµt = ∆µt, t > 0,
µ0 ∈ P(Rn).
Rappelons que partant d’une probabilite´ µ0 sur R
n, cette e´quation admet une unique solution
re´gulie`re sur R∗+×Rn, qui est un flot dans l’ensemble des mesures de probabilite´ dans Rn, note´
P(Rn),
[0,∞) 3 t 7→ µt ∈ P(Rn).
Boltzmann a compris en 1872, soit seulement quelques anne´es apre`s l’article de Clausius, les
deux points fondamentaux de Clausius : l’irre´versibilite´ du phe´nome`ne physique et le concept
de l’entropie. Ainsi il de´finit sa propre entropie, appele´e maintenant entropie de Boltzmann.
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Pour toute mesure de probabilite´ µ ∈ P(Rn) admettant une densite´ par rapport a` la mesure de
Lebesgue que l’on note abusivement aussi µ,
Ent(µ) =
∫
µ logµ =
∫
log
dµ
dx
dµ ∈ [0,∞]. (1)
Cette entropie est propose´e par Boltzmann en 1872 dans son ce´le`bre the´ore`me H, (nous pro-
posons ici seulement une version simplifie´e). L’entropie de Boltzmann diffe`re de l’entropie
thermodynamique de Clausius mais c’est la meˆme que celle utilise´e par Shannon au XXe sie`cle,
avec un signe oppose´. Citons le cas de Nash qui utilise aussi l’entropie de Boltzmann en 1958
pour de´montrer dans un article ce´le`bre, la re´gularite´ d’e´quations elliptiques et paraboliques.
Ainsi, pour simplifier, partant d’une donne´e initiale µ0 a` densite´ re´gulie`re et d’entropie finie
(par exemple dans l’espace de Schwartz), si on de´rive l’entropie de Boltzmann le long du flot de
la chaleur, on obtient pour t > 0,
d
dt
Ent(µt) =
∫
(1 + log µt)∂tµt =
∫
∆µt logµt = −
∫
∇µt∇ logµt = −
∫ |∇µt|2
µt
, (2)
ou` le point cle´ est l’utilisation d’une inte´gration par parties dans la troisie`me e´galite´. L’entropie
du syste`me est toujours de´croissante. On ne peut pas revenir en arrie`re dans une e´volution
naturelle. Si la condition initiale est par exemple une masse de Dirac en 0 (µ0 = δ0 et dans ce
cas le calcul donne´ en (2) n’est valable que pour t > 0), la chaleur va se diffuser dans l’espace
tout entier. Il est impossible de revenir a` une masse de Dirac, autrement dit la diffusion de
la chaleur a un sens, celui donne´ par la fle`che du temps. Nous concluons que l’e´volution de
cette transformation physique est irre´versible. Ce qui est important de remarquer c’est
que pour de´montrer l’irre´versibilite´ de l’e´quation de la chaleur, la fonctionnelle d’entropie est
seulement un outil. L’entropie de Boltzmann est une fonctionnelle remarquable, comme nous
le verrons en section 3, mais il y en d’autres qui montrent d’irre´versibilite´ de l’e´quation de la
chaleur, comme par exemple la norme Lp (p > 1) de la densite´, µ 7→ ∫ µp.
Bien entendu, toutes les transformations physiques ne sont pas force´ment irre´versibles. Par
exemple, la chute libre d’un corps satisfait a` l’e´quation de Newton qui est, elle, une e´quation
re´versible. Si on renvoie le corps avec une vitesse inverse´e, il retournera a` sa place initiale !
L’e´quation de Newton est une e´quation d’ordre 2 alors que l’e´quation de la chaleur peut-eˆtre
vue comme une e´quation d’ordre 1, ce que nous verrons en section 3.
Il est amusant de noter que les terminologies sont assez paradoxales. Si comme nous venons
de le voir, l’e´quation de la chaleur est une e´quation irre´versible, elle repose sur le mouvement
brownien qui est lui un processus stochastique re´versible, si on renverse le temps (partant ici de
la mesure de Lebesgue) la loi de l’ensemble du processus ne change pas.
En conclusion, le concept d’entropie est un outil qui s’adapte a` ce que l’on veut e´tudier.
Nous allons illustrer, dans les sections suivantes, son utilisation fondamentale dans l’e´tude des
flots de gradient, en dimension finie qui est un cadre simple pour e´noncer les proprie´te´s et en
dimension infinie, ou` l’on retrouve des re´sultats remarquables.
2 Flots de gradient en dimension finie et entropie
Explorerons maintenant le cas simple d’un flot de gradient, permettant d’illustrer la the´orie de
Bakry-E´mery propose´e en 1985 dans [BE85].
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Conside´rons une fonction de classe C2,
E : Rn 7→ R,
ve´rifiant l’ine´galite´ de convexite´
HessE > ρId, (3)
avec ρ > 0.
Cette fonction ve´rifie alors lim|x|→∞E(x) = ∞ et admet un minimum global atteint en un
unique point β ∈ Rn. On garde en me´moire l’exemple typique, E(x) = |x|2/2 ou` ρ = 1.
• Flot de gradient
On note (St(x))t>0, x ∈ Rn, la solution de l’e´quation diffe´rentielle ordinaire{
X˙t = −∇E(Xt);
X0 = x.
On utilise la notation X˙t =
d
dtXt, de´signant la vitesse de la trajectoire (Xt)t>0.
On dit que (St)t>0 est le flot de gradient de E par rapport a` la me´trique euclidienne, celle
qui de´finit le gradient usuel. Dans l’exemple classique, E(x) = |x|2/2, la solution partant de
x est simplement St(x) = e
−tx, solution d’une e´quation diffe´rentielle ordinaire, line´aire et de
degre´ 1.
• Identite´ de de Bruijn
Nous appelons E la fonctionnelle d’entropie du syste`me, on a
d
dt
E(St(x)) = −∇E(St(x)) d
dt
St(x) = −|∇E(St(x))|2 < 0. (4)
L’oppose´e du terme de droite est appele´ la production d’entropie (appele´ peut-eˆtre a` tord e´nergie)
et cette identite´ porte parfois le nom de de Bruijn.
Pour les meˆmes raisons que pre´ce´demment, ce phe´nome`ne physique est irre´versible. Si on
imagine St(x) comme e´tant la position d’une bille a` l’instant t, celle-ci va descendre vers β, le
point ou` E re´alise son unique minimum global. C’est exactement la meˆme chose que la chaleur,
la bille ne remontera pas la pente.
• Me´thode de Bakry-E´mery
Clausius invente le concept d’entropie, Boltzmann propose de de´river l’entropie le long du
flot. L’ide´e fondamentale de Bakry et E´mery est de de´river une seconde fois l’entropie le long
du flot,
d2
dt2
E(St(x)) = − d
dt
|∇E(St(x))|2 = −2∇E(St(x)) d
dt
∇E(St(x)) =
2∇E(St(x))HessE(St(x))∇E(St(x)).
En utilisant l’ine´galite´ HessE > ρId, on obtient
d
dt
|∇E(St(x))|2 ≤ −2ρ|∇E(St(x))|2,
soit donc apre`s inte´gration sur l’intervalle [0, t],
|∇E(St(x))|2 ≤ e−2ρt|∇E(x)|2. (5)
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Sous la condition de convexite´ (3), la production d’entropie de´croit vers 0 avec une vitesse
exponentielle et explicite.
• Ine´galite´ entropie-production d’entropie
On peut montrer que limt→∞ St(x) = β. En effet,∇E(St(x)) tend vers 0 graˆce a` l’ine´galite´ (5)
et β est le seul point qui annule le gradient de E.
Ainsi on a
E(x)− E(β) = E(S0(x))− E( lim
t→∞St(x)) = −
∫ ∞
0
d
dt
E(St(x))dt =∫ ∞
0
|∇E(St(x))|2dt ≤
∫ ∞
0
e−2ρt|∇E(x)|2dt = 1
2ρ
|∇E(x)|2.
On a ainsi de´montre´ l’ine´galite´ suivante
E(x)− E(β) ≤ 1
2ρ
|∇E(x)|2 = − 1
2ρ
d
dt
E(St(x))
∣∣∣
t=0
, (6)
qui est une ine´galite´ entre l’entropie et la production d’entropie. Elle peut apparaˆıtre comme
une simple ine´galite´ de convexite´ mais elle a des conse´quences inte´ressantes.
On remarque que cette ine´galite´ est optimale au sens ou` pour l’exemple classique, E(x) =
|x|2/2 on a une e´galite´. Par ailleurs, le flot de gradient (St(x))t>0 est une interpolation re-
marquable entre x et β (lorsque t = 0 et t = ∞), permettant de de´montrer une ine´galite´ de
type (6).
• Convergence a` l’e´quilibre du flot de gradient
De cette ine´galite´ (6) on exhibe un taux explicite de la convergence a` l’e´quilibre du flot de
gradient. Nous savions de´ja` que le flot (St(x))t>0 convergeait vers β mais on peut maintenant
pre´ciser la vitesse et l’espace naturel. En effet, il est facile de de´montrer que l’ine´galite´ entropie-
production d’entropie (6) (pour un certain β) est e´quivalente a` la convergence exponentielle en
l’entropie du flot de gradient. Plus pre´cise´ment pour tout x ∈ Rn et t > 0,
0 ≤ E(St(x))− E(β) ≤ e−2ρt(E(x)− E(β)).
Cette simple me´thode a e´te´ utilise´e un tre`s grand nombre de fois depuis 1985 l’anne´e de
parution du papier de Bakry-E´mery au Se´minaire de probabilite´s, [BE85]. Nous l’illustrerons
avec deux exemples dans la section suivante.
3 Que se passe-t-il en dimension infinie ?
Une ge´ne´ralisation inte´ressante aux flots de gradient en dimension infinie a e´te´ propose´e par
Fe´lix Otto en particulier dans [Ott01] et plus toˆt dans l’algorithme JKO propose´ par Jordan,
Kinderlehrer et Otto, cf. [JKO98]. C’est Villani qui lui a donne´ son nom, le calcul d’Otto, dans
son ouvrage monumental [Vil09].
Ces travaux apportent une nouvelle utilisation de la distance de Wasserstein. L’ide´e est sim-
ple : montrer qu’un flot de mesures comme par exemple l’e´quation de la chaleur est simplement
le flot de gradient d’une fonctionnelle sur l’espace des mesures, conside´re´ avec une me´trique
adapte´e. Conside´rer l’e´quation de la chaleur comme un flot de gradient n’est pas une ide´e
nouvelle mais Otto propose une nouvelle me´trique, plus naturelle que nous de´taillons ici.
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Nous nous permettons ici, de ne pas eˆtre rigoureux. De nombreux proble`mes techniques
ont e´te´ re´gle´s en partie dans les travaux de Ambrosio, Gigli et Savare´, on pourra par exemple
consulter l’ouvrage de re´fe´rence [AGS08]. Soit M = P2(Rn), l’ensemble des mesures de proba-
bilite´s dans Rn, absolument continues par rapport a` la mesure de Lebesgue et ayant un moment
d’ordre 2 fini. On confond de nouveau la mesure de probabilite´ avec sa densite´.
Otto a l’ide´e conside´rer M comme une varie´te´ riemannienne de dimension infinie ou` la
distance de Wasserstein est simplement la distance riemannienne.
• Equation de continuite´ et ve´locite´
Soit un chemin dans l’ensembles des probabilite´s,
t 7→ µt ∈M = P2(Rn),
alors il existe une unique fonction t 7→ Φt telle que
∂tµt = −Div(µt∇Φt), (7)
ou` Div est l’ope´rateur divergence dans Rn. Bien entendu, pour que l’e´quation de continuite´ (7)
soit ve´rifie´e, le chemin (µt)t>0 doit ve´rifier quelques proprie´te´s. Sans entrer dans les de´tails, il
suffit que le chemin il soit lisse, a` densite´ strictement positive et qu’il soit absolument continue
dans l’espace de Wasserstein dans un sens explique´ dans [AGS08, Chap. 8].
Nous allons repre´senter la quantite´ ∂tµt par la fonction ∇Φt et on note la ve´locite´ du chemin
par
µ˙t = ∇Φt,
Utilise´e de cette fac¸on, la ve´locite´ est un anglicisme qui pourrait eˆtre remplace´ par le vecteur
vitesse.
• Espace tangent et me´trique
Par l’e´quation de continuite´, on a de´finit la ve´locite´ du chemin (µt)t>0 (ayant suffisamment
de re´gularite´). L’espace tangent est donc naturellement de´fini a` partir de la ve´locite´, soit µ ∈M ,
alors
TµM = {∇Φ,Φ : Rn 7→ R}.
De fac¸on rigoureuse, l’espace tangent est l’adhe´rence de cet espace. La me´trique propose´e par
Otto est la suivante, pour tout ∇Φ,∇Ψ ∈ TµM ,
〈∇Φ,∇Ψ〉µ =
∫
∇Φ · ∇Ψdµ. (8)
• Distance de Wasserstein
La distance de Wasserstein, qui s’appelle aussi (plus justement) distance de Monge-Kantorovich,
est de´finie par : soit µ, ν ∈M ,
W2(µ, ν) = inf
√∫∫
|x− y|2dpi(x, y),
ou` l’infimum est pris sur l’ensemble des probabilite´s pi ∈ P(Rn ×Rn) ayant pour marginales µ
et ν.
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Dans [BB00], J.-D. Benamou et Y. Brenier montrent que pour µ, ν ∈M , mesures re´gulie`res
et ayant un moment d’ordre 2,
W2(µ, ν) = inf
√∫ 1
0
∫
|∇Φt|2dµtdt,
ou` l’infimum est pris sur l’ensemble des chemins (µt)t∈[0,1] joignant µ a` ν et ∇Φt est la ve´locite´
du chemin (µt)t∈[0,1] conside´re´.
En d’autres termes, la distance de Wasserstein est la distance riemannienne sur M associe´e
a` la me´trique de´finie en (8). La me´trique de´finie par le produit scalaire (8) est souvent appele´e
me´trique d’Otto (ou bien me´trique de Wasserstein mais ce terme n’est pas force´ment approprie´).
• Gradient et hessienne d’une fonctionnelle
De la me´trique, on peut calculer le gradient d’une fonctionnelle, e´le´ment de l’espace tangent.
Prenons par exemple l’entropie de Boltzmann de´finie en (1). Si on prend un chemin (µt)t>0 de
ve´locite´ µ˙t = ∇Φt, alors
d
dt
Ent(µt) =
d
dt
∫
µt logµt = −
∫
logµtDiv(µt∇Φt) =
∫
∇ logµt · ∇Φt µt = 〈∇ logµt, µ˙t〉µt .
Ainsi, le gradient de l’entropie au point µ ∈ M que l’on note dans ce contexte gradµEnt est
donne´ par,
gradµEnt = ∇ logµ.
De la me´trique, on peut aussi de´finir une de´rive´e covariante, base´e sur une connexion rie-
mannienne. Par ce biais, on peut de´finir les ge´ode´siques (appele´es ge´ode´siques de McCann)
dans l’espace de Wasserstein et pour finir la hessienne d’une fonctionnelle.
En effet si F : M 7→ R est une fonctionnelle sur M , et si (µs)s∈[0,1] une ge´ode´sique (a` vitesse
constante) de ve´locite´ (µ˙s)s∈[0,1], on peut de´finir la hessienne au point µs, applique´e au vecteur
tangent µ˙s, de la fac¸on suivante :
HessµsF(µ˙t, µ˙t) =
d2
ds2
F(µs),
si tout est assez re´gulier pour de´river deux fois. Pour obtenir une formule explicite nous avons
besoin de l’e´quation des ge´ode´siques. Dans entrer dans les de´tails techniques, en particulier les
proble`mes de´licats de re´gularite´, une ge´ode´sique (µs)s∈[0,1] ve´rifie de fac¸on formelle le syste`me
diffe´rentielle suivant {
∂sµs + Div(µs∇Φs) = 0,
∂sΦs +
1
2
|∇Φs|2 = 0. (9)
Par ce biais, au moins de fac¸on formelle, on peut calculer d
2
ds2
F(µs) et obtenir une expression
de la hessienne.
Reprenons l’exemple de l’entropie de Boltzmann. Soit (µs)s∈[0,1] une ge´ode´sique de ve´locite´
(∇Φs)s∈[0,1], on a vu pre´ce´demment que
d
ds
Ent(µs) =
∫
∇ logµs · ∇Φs µs =
∫
∇µs · ∇Φs.
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Ainsi, de fac¸on formelle en supposant que tout est re´gulier, en particulier pour le syste`me (9),
d2
ds2
Ent(µs) =
∫
∇∂sµs · ∇Φs +
∫
∇µs · ∇∂sΦs =
−
∫
∇Div(µs∇Φs) · ∇Φs − 1
2
∫
∇µs · ∇|∇Φs|2 =∫ (
−∇Φs · ∇∆Φs + 1
2
∆|∇Φs|2
)
µs,
ou` la dernie`re ligne s’obtient apre`s 3 inte´grations par parties.
Par ce calcul, au point µ ∈ M et applique´e au vecteur tangent ∇Φ ∈ TµM , l’expression de
la hessienne de l’entropie est donne´e par
HessµEnt(∇Φ,∇Φ) =
∫ (
1
2
∆|∇Φ|2 −∇Φ · ∇∆Φ
)
µ.
On a donc maintenant tous les ingre´dients pour appliquer en dimension infinie, ce qui a e´te´
fait pre´ce´demment en dimension finie.
Illustration avec deux exemples remarquables :
Meˆme si ce qui pre´ce`de est formelle, due aux proble`mes de re´gularite´, dans les deux exemples
suivants, les re´sultats sont rigoureux car ils reposent sur des e´quations de types paraboliques
qui sont re´gulie`res.
1. E´quation de la chaleur.
Conside´rons l’e´quation de la chaleur dans Rn,
∂tµt = ∆µt = Div(∇µt) = Div(µt∇ logµt).
Ainsi, dans le calcul d’Otto, la ve´locite´ du chemin de probabilite´ R+ 3 t 7→ µt, est donne´e
par
µ˙t = −∇ logµt.
Ainsi, si on reprend l’entropie de Boltzmann Ent(µ) =
∫
µ logµ, on a vu pre´ce´demment
que gradµEnt = ∇ logµ, ainsi on a
µ˙t = −gradµtEnt.
Donc l’e´quation de la chaleur est le flot de gradient de l’entropie de Boltzmann dans la
me´trique d’Otto. Mais alors, tout ce qui pre´ce`de s’applique, il reste a` comprendre quand la
hessienne de la fonctionnelle Ent est uniforme´ment minore´e par une constante strictement
positive. On a vu pre´ce´demment que
HessµEnt(∇Φ,∇Φ) =
∫ (
1
2
∆|∇Φ|2 −∇Φ · ∇∆Φ
)
µ =
∫
||Hess Φ||2µ,
ou` ||Hess Φ||2 = ∑ni,j=1(∂i,jΦ)2. Maintenant, si on souhaite obtenir une ine´galite´ de
type (3), soit donc
HessµEnt(∇Φ,∇Φ) =
∫
||Hess Φ||2µ > ρ
∫
|∇Φ|2µ,
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pour toute fonction Φ il est ne´cessaire de supposer que ρ = 0.
C’est assez naturel car, dans Rn, la solution de l’e´quation de la chaleur tend vers 0. Pour
e´viter c¸a, on peut, soit se placer dans une varie´te´ riemannienne compacte, soit modifier
l’e´quation de la chaleur et ajouter une force de rappel, lui permettant de converger vers
une distribution non nulle.
Ainsi, pour rester dans l’espace euclidien, nous conside´rons l’e´quation de Fokker-Planck,
∂tµt = ∆µt + Div(xµt) = Div
(
µt∇
[
logµt +
|x|2
2
])
.
Cette e´quation admet une solution explicite et re´gulie`re partant par exemple d’une donne´e
initiale dans l’espace de Schwartz. Elle admet une unique solution stationnaire de masse 1,
la mesure gaussienne standard,
γ(dx) = exp
(
− |x|
2
2
) dx
(2pi)n/2
.
La ve´locite´ de la solution (µt)t>0 est par de´finition,
µ˙t = −∇
(
logµt +
|x|2
2
)
,
et est le flot de gradient de la fonctionnelle
F(µ) =
∫
µ logµ+
|x|2
2
µ,
par rapport a` la me´trique d’Otto. Il n’est pas difficile de montrer que la hessienne de F
est uniforme´ment minore´e par constante ρ = 1, c’est a` dire dans le langage d’Otto on peut
montrer que
HessµF(∇Φ,∇Φ) =
∫
||Hess Φ||2µ+
∫
Hess
( |x|2
2
)
(∇Φ,∇Φ)µ >
∫
|∇Φ|2µ.
De fac¸on condense´e, cette ine´galite´ s’e´crit
HessµF > Idµ,
ou` Idµ repre´sente la me´trique au point µ ∈ M . On retrouve la meˆme ine´galite´ qu’en
dimension finie, l’ine´galite´ (3) avec la constante ρ = 1.
Le minimum de la fonctionnelle F est atteint pour la mesure gaussienne standard γ. Ainsi
en imitant ce qui se passe en dimension finie, la me´thode de Bakry-E´mery permet de
de´montrer l’ine´galite´ suivante∫ ∣∣∣∇(logµt + |x|2
2
)∣∣∣2µt ≤ e−2t ∫ ∣∣∣∇( logµ0 + |x|2
2
)∣∣∣2µ0,
ine´galite´ e´quivalente a` (5) dans le cas finie dimensionnelle. L’ine´galite´ entropie-production
d’entropie s’e´crit de la fac¸on suivante, pour tout µ ∈M ,
F(µ)−F(γ) ≤ 1
2
|gradµF|2µ =
1
2
∫ ∣∣∣∇( logµ+ |x|2
2
)∣∣∣2µ.
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Apre`s un changement de fonction, µ = exp(−|x|2/2)f , cette ine´galite´ prend la forme
suivante, pour toute fonction f positive,∫
f log
f∫
fdγ
dγ ≤ 1
2
∫ |∇f |2
f
dγ.
Celle-ci s’appelle l’ine´galite´ de Sobolev logarithmique pour la mesure gaussienne γ et a e´te´
de´montre´e par Gross en 1975 dans [Gro75]. Cette ine´galite´ a une grande importance en
EDP, probabilite´s, ge´ome´trie...
2. L’e´quation des milieux poreux avec une force de rappel.
Conside´rons maintenant l’e´quation de Fokker-Planck non line´aire dans Rn, n > 2 , ou
e´quation des milieux poreux avec un drift (en fait plutoˆt appele´e e´quation des diffusions
rapides puisque l’exposant, ici 1− 1/n, est dans l’intervalle ]0, 1[),
∂tµ =
1
n
∆
(
µ1−1/n
)
+
n− 1
n
Div(µx) =
n− 1
n
Div
[
µ∇
(
−µ−1/n + |x|
2
2
)]
. (10)
Partant d’une donne´e initiale qui est une probabilite´, la ve´locite´ du flot est donne´e par
µ˙t = −n− 1
n
∇
(
−µ1/nt +
|x|2
2
)
.
Il n’est pas trop difficile de voir que
µ˙t = −gradµtF ,
ou`
F(µ) =
∫ (
−µ−1/n + n− 1
n
|x|2
2
)
µ.
Un calcul un peu plus complique´, si on ne s’y prend mal, permet de calculer la hessienne
de F . Au point µ et pour ∇Φ, e´le´ment de l’espace tangent, on obtient
HessµF(∇Φ,∇Φ) = 1
n
∫
(||Hess Φ||2 − 1
n
(∆Φ)2)µ+
n− 1
n
∫
|∇Φ|2µ,
calcul effectue´ par exemple dans [OW06]. Puisque ||Hess Φ||2 = ∑i,j(∂ijΦ)2, par une
ine´galite´ de Cauchy-Schwarz,
||Hess Φ||2 − 1
n
(∆Φ)2 > 0.
Ainsi on obtient,
HessµF(∇Φ,∇Φ) > n− 1
n
∫
|∇Φ|2µ,
ce qui s’e´crit aussi de la fac¸on suivante,
HessµF > n− 1
n
Idµ.
On retrouve encore le cas de la dimension finie (3) avec la constante ρ = n−1n . Un calcul
inde´pendant montre que la solution (µt)t>0 converge, lorsque t tend vers l’infini, vers l’e´tat
stationnaire µ∞ = (C + |x|2/2)−n ou` C est une constante de normalisation pour que µ∞
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soit une mesure de probabilite´. On peut alors montrer une ine´galite´ d’entropie-production
d’entropie, pour toute mesure µ0 ∈M ,
F(µ0)−F(µ∞) ≤ n− 1
2n
∫ ∣∣∣∣∇(µ−1/n0 − |x|22
)∣∣∣∣2 µ0 = − n2(n− 1) ddtF(µt)∣∣∣t=0,
Ce qui est e´tonnant, c’est que cette ine´galite´ de convexite´ n’est qu’une forme un peu
barbare, et e´quivalente, de l’ine´galite´ de Sobolev optimale dans Rn,
||f ||
L
2n
n−2 (dx)
≤ Cop||∇f ||L2(dx),
cette dernie`re ine´galite´ se retrouve simplement apre`s un changement de fonction et une
inte´gration par parties. Notons que cette ine´galite´ est attribue´e a` Sobolev en 1938 et que
la constante optimale a e´te´ calcule´e par Talenti en 1976.
Il est remarquable de voir qu’une telle ine´galite´ si importante en analyse, en EDP et
en ge´ome´trie n’est qu’une ine´galite´ de convexite´ le long d’un flot non line´aire. On voit
bien dans la preuve que d’autres cas assez similaires peuvent eˆtre traite´s, on retrouve assez
naturellement par cette me´thode la famille des ine´galite´s de Gagliardo-Nirenberg optimales
montre´es par M. del Pino et J. Dolbeault dans [DD02] ou bien l’ine´galite´ de Sobolev dans
une varie´te´ riemannienne [Dem08] avec des conditions de courbures.
Conclusion : Clausius a pu inventer un mot qui est entre´ dans le langage courant, mot
de´signant parfois le de´sordre. Par ailleurs, autour de ce mot, on trouve une notion ou bien un
concept assez flou permettant son utilisation dans des domaines mathe´matiques contemporains.
L’exemple de l’ine´galite´ optimale de Sobolev est, il me semble, un exemple frappant.
Terminons par une citation de Ievgueni Zamiatine, tire´ de Nous autres (1920), Alors voici :
il y a deux forces en ce monde - l’entropie et l’e´nergie. L’entropie vise la paix et la be´atitude,
l’e´quilibre heureux - l’autre recherche la rupture des e´quilibres, la torture du mouvement infini.
Tre`s probablement, la premie`re utilisation de l’entropie en litte´rature.
Je tiens a` remercier Louis Dupaigne pour ses remarques pertinentes lors de la re´daction de
cette note.
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