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Un nuevo método para
el control de calidad
de los datos en series
temporales
Este artículo ha sido elaborado por Cristina
Luna, de la Oficina de Instituciones Financieras, y
Agustín Maravall, del Servicio de Estudios( 1 ) .
1. INTRODUCCIÓN
Este trabajo resume la aplicación de una de-
rivación del programa TRAMO (2) denominada
TERROR (TRAMO for errors),al control de cali-
dad de los datos que el Banco de España reci-
be regularmente de entidades, y que sirven de
base para la construcción de sus series agre-
gadas. Dado que cada mes y cada trimestre se
reciben cientos de miles de datos nuevos, es
preciso realizar un esfuerzo para detectar posi-
bles errores en los mismos. Las causas de es-
tos errores son múltiples y muy variadas; pue-
den ir desde un error en la colocación de una
coma, hasta la confusión, por poner un ejem-
plo, por parte de algún banco, de sus activos
bancarios frente a Costa de Marfil con sus acti-
vos bancarios frente a las Islas Caimán. El pro-
blema del control de calidad de los datos ha
sido objeto de una atención creciente en los úl-
timos años. Sin embargo, las técnicas disponi-
bles hasta el presente para tratar conjuntos
grandes de series presentan limitaciones im-
portantes, que implican que la detección de
errores sea fundamentalmente manual y se
base en unos criterios simples, que utilizan una
cantidad pequeña de la información disponible.
Por una parte, la detección se realiza, en esen-
cia, comparando el crecimiento de los dos últi-
mos períodos (ignorando, pues, la historia com-
pleta de la serie de que se trate), y, por otro
lado, la comparación se realiza a un nivel de
agregación relativamente elevado. Una implica-
ción de la dificultad de detección de errores que
ha habido en el pasado es que algunos de los
grupos de series de base presentan un aspecto
errático, que hace sospechar que pueden
contener un número considerable de errores.
Conviene señalar que métodos semejantes,
fundamentalmente manuales, son también em-
pleados en la mayoría de los bancos centrales
e instituciones tales como el Banco de Pagos
Internacionales.
En la detección de errores es obvio que la
información exógena a priories importante (por
ejemplo, pueden haberse fusionado dos ban-
cos). Pero sería importante disponer de un mé-
todo que fuese automático y que permitiese tra-
tar gran cantidad de series en muy poco tiem-
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( 1 ) Queremos agradecer la ayuda de Luis Zapatero,
Fernando Sánchez, Gianluca Caporello y Víctor Gómez.
Estos dos últimos programaron las modificaciones necesa-
rias de TRAMO.
( 2 ) Time Series Regression with Arima noise, Missing
values, and Outliers,Gómez y Maravall (1997 y 1998a).
po, utilizando la información disponible de for-
ma eficiente. Un método de este tipo podría
proporcionar una relación básica de partida so-
bre cuáles de los nuevos datos son sospecho-
sos de ser erróneos.
Cualquier método automático tiene que cons-
truirse sobre una definición precisa de qué sig-
nifica que un dato es «sospechoso». Dado que
se trata, en nuestro caso, de series temporales,
parece natural plantear el problema en los si-
guientes términos: dada la evolución que ha se-
guido la serie, se obtiene una predicción óptima
para el próximo período, así como una medida
de la desviación típica del error de predicción.
Si, al llegar el nuevo dato, este resulta «excesi-
vamente» alejado de la predicción, se clasifica
como sospechoso. El concepto de «excesivo»
es fácil de precisar. Por ejemplo, se puede con-
siderar excesivo un error de predicción de un
tamaño tal que, dadas las características de la
serie, solo esperaría uno encontrarlo una de
cada 100.000 veces.
2. TERROR: UNA APLICACIÓN
DEL PROGRAMA TRAMO
La idea de detectar errores en la producción
de datos por medio de los errores de predicción
en series temporales no es nueva, y se han de-
sarrollado procedimientos de interés basados
en métodos de predicción más o menos a d -
h o c ,como el llamado EWMA ( E x p o n e n t i a l l y
Weighted Moving Average method), que utili-
zan modelos pequeños y muy simples (en mu-
chos casos, autorregresivos con uno o dos pa-
rámetros); véanse, por ejemplo, Alwan y Roberts
(1988), Lucas y Saccucci (1990) y Montgomery
y Mastrangelo (1991). Aunque la ventaja que
supondría obtener predicciones ARIMA se
menciona con frecuencia, su aplicación se des-
carta, dados los altos requisitos de complejidad
computacional y analistas especializados, que
se prevén difíciles de superar.
De todas formas, aunque se pudiese resol-
ver el problema de utilizar modelos ARIMA de
forma fiable y rápida, existen algunos problemas
previos importantes. En primer lugar, la relación
entre error de predicción, observación atípica y
error en los datos es bien conocida [(véase, por
ejemplo, Barnett y Lewis (1998)] y, en bases de
datos que no han sido cuidadosamente contro-
ladas (es decir, en la gran mayoría), los errores
(no corregidos) del pasado tenderán a presen-
tarse como valores atípicos. Podrán existir tam-
bién otros fenómenos atípicos que afecten a las
observaciones, como, por ejemplo, cambios en
las normas de computación del dato o algún tipo
de acontecimiento especial. La presencia de es-
tas anomalías en los datos es sabido que puede
distorsionar seriamente la identificación y esti-
mación de modelos ARIMA y, por tanto, también
las predicciones. En segundo lugar, las series
desagregadas de las bases de datos con fre-
cuencia no están completas, es decir, contienen
valores ausentes.
Se trataría, por tanto, de obtener la predic-
ción ARIMA correcta de la serie, una vez inter-
polados los valores ausentes y corregido el
efecto de los valores atípicos. El procedimiento
requiere la identificación conjunta, a partir de
los datos, del modelo ARIMA y de las observa-
ciones atípicas aun cuando la serie no esté
completa.
La idea anterior se puede plasmar, en la prác-
tica, de una forma muy sencilla por medio del
programa TRAMO (3). Este programa calcula
predicciones óptimas de series utilizando mode-
los ARIMA combinados con regresión. Permite
un funcionamiento enteramente automático, en
cuyo caso el procedimiento consiste en lo si-
guiente. El programa determina la transforma-
ción adecuada de la serie, identifica el modelo
apropiado para representarla, a la vez que de-
tecta y corrige las observaciones atípicas (o anó-
malas) que pueden existir, interpola de forma óp-
tima observaciones ausentes y estima, en su
caso, efectos especiales de tipo calendario, pas-
cua y días festivos. Los valores atípicos que con-
idera son de tres tipos: aditivos, cambios de ni-
vel y desplazamientos transitorios. El primer tipo
representa valores atípicos aislados que afectan
solo a un período; el segundo tipo captura un
salto en el nivel medio de la serie, que se man-
tiene en los períodos siguientes; finalmente, el
tercero representa saltos en el nivel de la serie
que, de forma amortiguada, eventualmente re-
gresan a su nivel anterior. La efectividad del mé-
todo para «limpiar» series mensuales y trimes-
trales es grande [(véase, por ejemplo, Fiorentini
y Maravall (1996)]. Por último, basándose en el
modelo identificado, se obtienen predicciones
óptimas (con error cuadrático medio mínimo) para
la serie corregida de las distorsiones producidas
por los valores atípicos. TRAMO es un programa
muy rápido que permite tratar, en un PC ordina-
rio, más de 500.000 series en un día. El progra-
ma está fundamentalmente orientado a series
mensuales y trimestrales, con un máximo de 600
observaciones y un mínimo de 36 observaciones
si la serie es mensual, y 15 si es trimestral.
De todas maneras, la aplicación de TRAMO
al problema de la detección de errores requiere
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( 3 ) La aplicación de TRAMO para detectar posibles
errores nos fue sugerida originalmente por el Banco Nacio-
nal de Bélgica. Queremos expresar nuestro agradecimiento
a Daniel Desie e Yves de Lombaerde, pioneros en esta
aplicación.
prestar un cuidado especial a algunos aspectos
del programa. Mencionaremos dos particular-
mente relevantes. El primero se refiere a la de-
tección de valores atípicos en la última (o penúl-
tima) observación. Supongamos que la serie
disponible es [x(1), …, x(T-1)] y basándose en
ella se obtiene la predicción para el período T.
Si el programa detecta un valor atípico para T-1
(el último período de la muestra), es imposible
que pueda determinar si ese valor atípico es del
tipo aditivo y durará solo un período, o se trata
de un cambio de nivel, que permanecerá en la
serie. Obviamente, que la observación atípica
sea de un tipo u otro afectará drásticamente
a la predicción (el valor atípico aditivo práctica-
mente se ignora, mientras que el cambio de ni-
vel se incorpora plenamente a la predicción).
En el período T-1 es imposible identificar el tipo
de valor atípico para ese período, y el programa
lo trata como aditivo, es decir, no lo considera.
Una identificación mínimamente razonable re-
quiere un mínimo de dos o tres períodos adicio-
nales. En consecuencia, parece sensato utilizar
una opción que permita detectar, pero no corre-
gir, valores atípicos en la(s) última(s) observa-
ciones. Es una forma de protegerse frente a la
incertidumbre de cuál será la corrección final.
El segundo problema que merece la pena
mencionar es el de determinar el valor (en tér-
minos absolutos) a partir del cual un error de
predicción se juzga excesivo. Si, por ejemplo,
se pretende aplicar TERROR a 100 series, un
tamaño de error que se presenta una de cada
mil veces puede ser suficiente. Si se aplica a
100.000 series, la proporción es demasiada
alta, ya que (en promedio) se detectarían 100
valores sospechosos que serían completamen-
te espurios; para este caso, una proporción de
una en diez millones sería más adecuada. En
consecuencia, el criterio para señalar un dato
como sospechoso depende, en última instan-
cia, del número de series a analizar. Depende
también, por supuesto, del interés del analista,
es decir, del grado de finura con que se quieren
analizar los posibles errores en el grupo de se-
ries de que se trate (lo que el programa llama
nivel de sensibilidad).
Con objeto de incorporar estas considera-
ciones especiales y de utilizar TRAMO de for-
ma eficiente con las especificaciones necesa-
rias, se ha desarrollado una aplicación de TRA-
MO llamada TERROR, enfocada enteramente
al problema de la detección de errores. En la
actualidad se encuentra contenida en el progra-
ma TRAMO y se ejecuta fijando como paráme-
tro de entrada TERROR = 1 (4). La descripción
detallada de TERROR puede verse en Luna y
Maravall (1999). En esencia, el programa reali-
za lo siguiente.
El fichero de entrada contiene como última
observación (período T) el dato recién recibido,
que se pretende clasificar como aceptable o
sospechoso de ser erróneo. Para ello, ignoran-
do el último dato, el programa calcula la predic-
ción para T con la serie finalizando en T-1, así
como el error estándar de la predicción. Divi-
diendo el error de predicción (nueva observa-
ción menos su predicción) por dicho error es-
tándar, se obtiene un valor t. Si t (en valor
bsoluto) es menor que un cierto valor t1, espe-
cificado a priori,el dato se clasifica como acep-
table. Si t1<| t | <t2, donde t2(>t1) también ha
sido especificado a priori,el dato se clasifica
como «posiblemente» erróneo. Finalmente, si
| t | > t2, el dato se clasifica como «probable-
mente» erróneo. El programa permite entrar los
valores t1 y t2. Por defecto, son los valores
asociados con la probabilidad del 0,01% y del
0,001%, respectivamente. El fichero de salida
del programa presenta los pares de valores
(j, tj) asociados con las observaciones posible-
mente y probablemente erróneas; j indica el nú-
mero de orden de la serie en el fichero de en-
trada y tj representa el valor t asociado con su
error de predicción.
Realizamos simulaciones de series genera-
das por diversos modelos ARIMA y a algunas de
las series se les cambió la última observación
añadiendo o sustrayendo valores equivalentes a
t1 y t2 multiplicados por el error estándar resi-
dual. De una parte, el objetivo era escoger las
opciones de TRAMO más indicadas. Concreta-
mente, se comparó el método de estimación
exacta máximo-verosímil con el de mínimos cua-
drados incondicionales. Se compararon también
diversas combinaciones de los cuatro tipos de
anomalías que ofrece TRAMO (los tres descritos
nteriormente más el valor atípico denominado
«innovacional», que se propaga en función del
modelo que sigue la serie). Se compararon diver-
sos valores críticos en la detección de anoma-
lías. Finalmente, se compararon las opciones de
detectar y no corregir valores atípicos en la últi-
ma y en las dos últimas observaciones. Las con-
clusiones fueron que máxima verosimilitud era
preferible a mínimos cuadrados, que la combina-
ción óptima de valores atípicos era la compuesta
por los tres tipos descritos al comienzo, que los
valores críticos que TRAMO usa por defecto en
la detección de anomalías eran apropiados y, por
último, se optó por no corregir la última observa-
ción de la muestra (es decir, la correspondiente
al período anterior al del nuevo dato que se ana-
liza). En este último caso la evidencia no daba
una respuesta clara y se trata de un punto que la
experiencia ayudará a resolver.
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(4) El programa TRAMO, con la opción TERROR inclui-
da, se encuentra libremente disponible en la dirección Web
del Banco de España (http://www.bde.es).
El segundo objetivo del ejercicio de simula-
cin era evaluar el funcionamiento de TERROR
aplicado a las series simuladas y, en algunos
casos, perturbados en su ltima observacin.
Los resultados obtenidos fueron excelentes.
Sin embargo, desde el punto de vista de la apli-
cacin a series reales, la simulacin proporcio -
naba un resultado sesgado porque las series
eran generadas precisamente por modelos del
tipo de los considerados por TERROR y estos
modelos podran ser poco adecuados para las
series reales en muchas aplicaciones, que pue-
den ser altamente errticas y muy cortas. Se
procedi, por tanto, a realizar un pequeo ex-
perimento con un grupo de series reales que
presenta de manera acentuada dichos inconve-
nientes.
3. LA APLICACIÓN EMPÍRICA
En principio, uno esperaría que la mejora
que se pudiera producir por el uso de TERROR
resultaría del hecho de que permitiría llegar a
niveles mucho más desagregados. Al nivel de
agregación al que se realiza el control en el
presente cabría pensar que un análisis manual
cuidadoso debería producir resultados mejores
que un método puramente automático. Tiene
interés, por tanto, comparar, para ese nivel de
agregación, los resultados del control actual y
los que produce la aplicación rutinaria y auto-
mática de TERROR.
Para esta comparación escogimos un gru-
po de series trimestrales sobre actividad ban-
caria internacional. Se trata de unas series
que se envían al Banco de Pagos Internacio-
nales y que se utilizan también en Balanza de
Pagos y en Contabilidad Nacional. Considera-
mos las series para cada país, agregando las
entidades y el total monedas. Una descripción
más completa de la aplicación se encuentra en
Luna y Maravall (1999).
Previamente, se eliminaron del grupo las se-
ries con menos de 15 observaciones, así como
las de poca importancia (aquellas cuya media y
últimas observaciones eran inferiores a 1.000
millones de pesetas) y las series cuyos últimos
años estaban fuertemente dominadas por valo-
res iguales a cero o no disponibles. Se obtuvo
de esta forma un grupo de 436 series que, a
pesar de ser muy heterogéneo en lo que se re-
fiere al comportamiento de las series, presenta-
ba dos características importantes:
a) Las series tienen, en general, una erratici-
dad grande, con fuertes oscilaciones que
no parecen seguir pauta alguna.
b) Se trata de series cortas que contienen en-
tre 15 y 47 observaciones.
Se aplicó TERROR a la vez que se iniciaba
el procedimiento de control manual, para los 4
trimestres de 1997. Se obtuvieron, por tanto, un
total de 1744 comparaciones. Antes de comen-
tar estas es importante resumir los resultados
que produjo TERROR al tratar automáticamen-
te las 436 series. Concretamente, interesa ana-
lizar el ajuste de los modelos identificados, y el
diagnóstico de su estimación.
3.1. Identificación
Un problema que se plantea para la identifi-
cación automática del modelo es que, para 103
de las series, el número de observaciones es
insuficiente. Para estas series el programa
adopta automáticamente el modelo de defecto,
dado por el modelo ARIMA multiplicativo (0,1,1)
( 0 , 1 , 1 )4, también llamado, desde que Box y
Jenkins (1970) lo popularizaran, modelo de las
Líneas Aéreas. Se trata del modelo más fre-
cuentemente usado para series trimestrales
[véase el estudio a gran escala de Fischer y
Planas (1998)] y presenta la virtud de aproxi-
mar bien una gran cantidad de modelos [véase
Gómez y Maravall (1998b)]. Los resultados que
se presentan incluyen estos 103 casos y ses-
gan a la baja, por tanto, el resultado de la mo-
delización automática, puesto que, cuando se
hayan observado algunos trimestres más, los
resultados para estas 103 series podrán ser, en
muchos casos, mejorados.
De las 436 series, la gran mayoría (92% )
muestra un comportamiento no-estacionario y
tan solo un 8 % pueden verse como oscilacio-
nes en torno a un nivel relativamente fijo. Por
otra parte, aproximadamente un 50 % contiene
estacionalidad y un 50 % no la contiene. Si p
representa la diferencia entre dos períodos
consecutivos y p 4 la diferencia interanual, cer-
ca de un 50 % de las series no-estacionarias
necesita la transformación p p 4 para transfor-
marse en estacionarias; del 50 % restante, un
90 % requiere tan solo la transformación p , un
6 %, la transformación p 4, y un 4 %, la trans-
formación p 2. Para las 436 series, el programa
identificó un total de 38 modelos diferentes.
Sin tener en cuenta los 103 casos en que el
número de observaciones no llegaba al míni-
mo para la identificación automática, en cuyo
caso el programa impone el modelo de Líneas
Aéreas mencionado anteriormente, los mode-
los que con más frecuencia identifica el pro-
grama son: a ) Líneas Aéreas, 31 % de los ca-
sos; b ) ARIMA (0,1,1), 24 % de los casos; c )
ARIMA (1,1,0), 17% de los casos, y d )AR (1),
8 % de los casos. El 20 % restante se lo repar-
ten los otros 34 modelos. Por último, es de
destacar que el número medio de parámetros
por modelo (sin incluir la varianza residual) es
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1,5, con un máximo de cuatro y un mínimo de
c e r o .
En cuanto a los valores atípicos, el cuadro 1
presenta, para cada uno de los tres tipos de
anomalías, y para las 436 series, el número
medio detectado por serie, la desviación típica
de esta media, así como los números más altos
y más bajos detectados en cada caso.
El número medio de valores atípicos detec-
tados por serie es 2,56, con una frecuencia re-
lativa ligeramente más alta para los cambios de
nivel (aproximadamente, uno por serie), segui-
do de las anomalías aditivas. El gráfico1 pre-
senta la distribución del número de observacio-
nes atípicas.
En resumen, los modelos que TRAMO, en la
modalidad TERROR, identifica para las series
son considerablemente parsimoniosos. Dada la
erraticidad de las series de partida, uno o dos
parámetros y dos o tres valores atípicos por se-
rie resultan razonablemente bajos.
3.2. Estimación
El cuadro 2 presenta los resultados de la es-
timación. La primera columna contiene el error
estándar medio (y su desviación típica) de los
residuos de la estimación (dividido por el valor
medio de los últimos ocho trimestres cuando el
modelo se ha estimado para los niveles y no
para los logaritmos). En promedio, los modelos
explican una proporción importante de las des-
viaciones que experimenta la serie. El gráfico2
presenta unos ejemplos de series originales y
de los valores que ajusta el modelo a la serie;
los ejemplos corresponden a modelos con un
número de parámetros y de valores atípicos
cercano al medio. Los ajustes obtenidos son
claramente satisfactorios.
3.3. Diagnóstico
Pasando a la fase de diagnóstico, la segun-
da columna del cuadro 2 presenta el valor me-
dio (y su desviación típica) del estadístico Q de
Ljung-Box, utilizado para contrastar la hipótesis
de que los residuos no contienen autocorrela-
ción significativa. Dado que el valor crítico, al
95 % de significatividad, es aproximadamente
18, los residuos de los modelos parecen per-
fectamente compatibles con la hipótesis de au-
encia de autocorrelación. El gráfico3 presenta
el histograma de los 436 valores de Q, y lo
compara con la función Chi-cuadrado que sería
la distribución asintótica de Q para el modelo
«promedio». La proximidad del histograma con
la distribución asintótica es evidente.
La tercera columna del cuadro 2 presenta el
estadístico de Behra-Jarque para contrastar la
hipótesis de que los residuos se distribuyen
normalmente. La distribución asintótica de este
estadístico es una variable Chi-cuadrado con
dos grados de libertad, de forma que el valor
crítico (también al 95 %) es aproximadamente
igual a seis. De nuevo en una gran mayoría de
las series los residuos se pueden aceptar como
normales, aunque en este caso se producen al-
gunos valores aislados excesivamente altos. El
gráfico4 muestra cómo, también para este con-
traste, el histograma del estadístico y la distri-
bución asintótica están considerablemente cer-
canos.
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CUADRO 1
Observaciones atípicas por serie
Media 0,84 0,63 1,09 2,56
Desviación típica 1,20 0,90 1,39 2,33
Máximo 6 5 8 12
























Número de observaciones anómalas
CUADRO 2
Resultados de la modelización automática
Media 0,24 12,5 2,3 0,11
Desviación típica 0,25 4,9 7,2 0,05
Valores críticos













Merece la pena señalar que los diagnósti-
cos, así como los histogramas, se han obtenido
incluyendo también los 103 casos en que la
longitud de la serie no permite identificación au-
tomática y se usa por tanto el modelo de defec-
to. Los resultados muestran el buen comporta-
miento que presenta este modelo, y que ya
mencionamos anteriormente.
Como resumen del análisis, de los resulta-
dos que produce TERROR sobre este grupo de
series, es de destacar que:
— Los modelos obtenidos son parsimoniosos,
con pocos parámetros y relativamente po-
cos valores atípicos corregidos.
— Los modelos capturan gran parte de la va-
riación de las series y producen buenos
ajustes.
— Los diagnósticos obtenidos son excelentes.
— Merece mención el buen funcionamiento del
modelo de defecto en series muy cortas.
4. COMPARACIÓN DE LOS RESULTADOS
DE TERROR CON LOS DEL MÉTODO
MANUAL
Los nuevos datos correspondientes a los
cuatro trimestres de 1997 se chequearon para
las 436 series, lo cual significa un total de 1.744
chequeos. El procedimiento de chequeo actual
de este grupo de series detectó, en total, 132
datos sospechosos. TERROR detectó 114, y
solamente coincidieron los dos procedimientos
en 24 ocasiones, un porcentaje sorprendente-
mente bajo.
Se realizaron consultas para 85 de los 132
casos detectados manualmente. Una de las
consultas no obtuvo respuesta y, de las 84 res-
tantes, seis datos erróneos fueron encontrados
y corregidos. La proporción es, por tanto, de un
error detectado por cada 14 consultas.
De los 114 datos sospechosos detectados
por TERROR, tan solo se realizaron 42 consul-
tas, de las cuales 6 no obtuvieron respuesta.
De las 36 contestaciones se obtuvieron los seis
errores anteriores (es decir, todos los detecta-
dos por el procedimiento usual), más tres e  r o-
res adicionales que la detección manualn o
había capturado. Es decir, en el caso de TE-
RROR, se detectó un error por cada cuatro
consultas.
Aunque la muestra es pequeña, los resulta-
dos de la comparación son elocuentes:
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— TERROR reduce el número de consultas in-
necesarias.
— TERROR captura los errores detectados
con el procedimiento actual y un 50 % de
errores adicionales.
Dado que el tiempo medio empleado por
TERROR es de 0,1 segundos por serie en un
Pentium II, el nuevo método para detectar erro-
res parece considerablemente más preciso y
más eficiente. En términos prácticos, el método
nuevo implicaría sustituir el programa, que hoy
se usa para obtener el primer listado con las ta-
sas de crecimiento, por TERROR; la parte ma-
nual desaparecería totalmente.
En el grupo de series analizado, la frecuen-
cia de error que detecta la aplicación de TE-
RROR es de nueve errores en 42 consultas rea-
lizadas sobre 114 observaciones sospechosas
de ser erróneas, de un total de 1.744 observa-
ciones. Es difícil traducir el resultado a una sim-
ple proporción del total de errores existentes en
las observaciones originales, pero el resultado
final parece estar razonablemente de acuerdo
con la frecuencia de error, en bases de datos
controladas, fuera del campo de la economía
[a grosso modo,entre un 1% y un 5 % de los
datos; véase Barnett y Lewis (1998)]. En la re-
ducida aplicación que hemos analizado, la fre-
cuencia de error parece quizá ligeramente alta,
pero esto se puede explicar fácilmente por la
combinación de tres factores: la inestabilidad
de las series, el buen ajuste proporcionado por
TERROR, que implica errores estándar de pre-
dicción relativamente bajos, y los valores relati-
vamente altos usados para t1 y t2. Cuanto más
elevados sean los valores de t1 y t2, menos ob-
servaciones sospechosas serán detectadas,
pero la probabilidad de que una observación
sospechosa sea un error aumenta. (Una venta-
ja adicional de TERROR es que su aplicación
sistemática, al cabo de cierto tiempo, podría
mejorar la estructura de las series, que se ha-
rían más estables. Las series serían, por tanto,
más modelizables, sus predicciones más preci-
sas y los errores grandes, como consecuencia,
más detectables.)
5. CONCLUSIÓN
La sustitución del procedimiento (que hemos
denominado) manual por TERROR implica una
diferencia metodológica importante. Mientras
que la detección manual considera dos obser-
vaciones de la serie, TERROR utiliza de forma
eficiente la información completa de la misma.
Es fácil imaginar situaciones en las que la com-
paración de las dos últimas tasas puede dar in-
dicaciones erróneas. Un ejemplo sería una se-
rie con una estacionalidad tal que la tasa de
crecimiento para el período de que se trata im-
plicase un bajón brusco. Otro ejemplo sería una
serie sistemáticamente errática, en la que las
tasas aisladas pueden ser aparentemente dis-
paratadas. La modelización que realiza TE-
RROR tiene en cuenta todo este pasado «siste-
mático» de la serie.
Por otra parte, la velocidad de proceso de
información de TERROR es muy alta (permite
tratar más de 30.000 series por hora), de forma
que es posible analizar series a niveles altos de
esagregación, a la vez que permite reducir
drásticamente las necesidades de «analistas
manuales».
Hemos visto que, incluso al nivel de desa-
gregación al que se realiza la detección manual
básica, la aplicación de TERROR implica la rea-
lización de menos consultas a las instituciones
a la vez que la detección de más errores. Utili-
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zando niveles mayores de desagregación, la
ganancia sería, sin duda, más grande.
Merece la pena mencionar una posible apli-
cación del programa TERROR que puede ser
de interés. La detección de observaciones sos-
pechosas puede indicar un error en los datos,
pero puede también indicar la ocurrencia de al-
gún suceso anómalo de importancia. Por citar
un ejemplo, una bajada relativamente generali-
zada de los activos bancarios frente a un país
en concreto podría ser un indicador adelantado
de la inminencia de una crisis financiera (o una
próxima devaluación) en dicho país. La salida
del programa podría ser, pues, de interés com-
plementario en el análisis de coyuntura.
19.5.1999.
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Rectificación
En relación con los programas TRAMO y
SEATS, el último párrafo de la sección 4.e) del
artículo «El Banco de España en la red Inter-
net» (Boletín económicode octubre 1996) se
deslizó una frase que podría inducir a confu-
sión. Los autores de dichos programas son
Agustín Maravall, del Servicio de Estudios del
Banco de España, y Víctor Gómez, de la Direc-
ción General de Análisis y Programación Pre-
supuestaria, del Ministerio de Economía y Ha-
cienda.
8 BANCO DE ESPAÑA / BOLETÍN ECONÓMICO / MAYO 1999
UN NUEVO MÉTODO PARA EL CONTROL DE CALIDAD DE LOS DATOS EN SERIES TEMPORALES
