Abstract. We study commutation properties of subsets of right-angled Artin groups and trace monoids. We show that if Γ is any graph not containing a four-cycle without chords, then the group G(Γ) does not contain four elements whose commutation graph is a four-cycle; a consequence is that G(Γ) does not have a subgroup isomorphic to a direct product of non-abelian free groups. We also obtain corresponding and more general results in the monoid case.
Introduction
Much research has centred upon finitely generated monoids and groups defined by presentations in which the only relations are commutators of certain of the generators. Monoids of this type, which are variously called graph monoids, trace monoids and free partially commutative monoids, arise naturally in the theory of computation, where they form a natural model of concurrent processing [7, 8] . Graph groups can be used to model concurrent processing with invertible operations; they also play an important role in combinatorial group theory, where they are usually known as right-angled Artin groups [2, 3, 6, 12] .
The subgroup structure of graph groups has been extensively studied, with extremely interesting results (see, for example, [2, 9] ). Likewise, there is considerable interest in submonoids of trace monoids. Of particular importance in computer science are those submonoids of trace monoids which are themselves trace monoids; an embedding of a trace monoid into another is called a trace coding [7, 13] , since it is the natural partially commutative analogue of a word coding. Trace codings have been extensively studied, with particular attention paid to decidability questions [4, 5] .
Closely related to possible embeddings of graph groups or monoids, are the possible commutation properties of subsets (and multisubsets) of groups and monoids. These have been studied, in the group case, by Duncan, Kazatchkov and Remeslennikov [11] . Motivated by considerations from algebraic geometry over groups, they associated to each finite graph Γ the class of groups which admit elements whose commutation properties are described by the graph Γ.
In this paper, we consider the commutation properties of subsets of both graph groups and graph monoids. In particular, we study certain key graphs Γ which have the property that a graph group G(Ω) or graph monoid M (Ω) admits a subset whose commutation properties are described by Γ only when Ω contains an embedded copy of Γ. As a consequence, we obtain some negative results regarding embeddings of both graph groups and graph monoids.
In addition to this introduction, this paper comprises four sections. We begin, in Section 2, by briefly introducing graph groups and monoids, along with the notation and foundational results which we shall need in the following sections.
Section 3 is devoted to graph groups. We show that a graph group admits a subset whose commutation graph is a four-cycle if and only if it contains an embedded (without chords) four-cycle. A consequence is that a graph group contains a direct product of non-abelian free groups as a subgroup only when its graph contains a four-cycle; this proves part of a conjecture of Batty and Goda [1] .
In Section 4 we turn our attention to graph monoids. We show that for certain graphs Γ, a graph monoid admits a subset with commutation graph Γ if and only if its graph contains an embedded copy of Γ. As a consequence, we deduce a related restriction on embeddings of direct products of free monoids.
In Section 5 we ask what other graph groups and monoids have similar properties. It transpires that the monoid results from Section 4 are best possible, in the sense that every graph monoid which is not a direct product of free monoids of rank 1 and 2 admits an embedding into a graph monoid without a corresponding embedding of graphs. This contrasts with the group case, where it follows from a result of Droms, Servatius and Servatius [10] that the graph group on the three-edge line does not embed into a graph group without a corresponding embedding of graphs. Finally, we give a combinatorial construction which embeds any member of a large class of graph groups into another graph group, without a corresponding embedding of graphs.
Graphs, Monoids and Groups
In this section, we briefly introduce the concepts, notation and foundational results which will be required in the sections that follow. We concentrate here on such of the theory as is common to the monoid and group cases; ideas which are particular to groups or monoids will be introduced in Sections 3 and 4 respectively. 2.1. Graphs. By a graph Γ we mean a mean a set V (Γ) vertices together with a reflexive, symmetric relation E(Γ) ⊆ V (Γ)×V (Γ). Two vertices u, v ∈ V (Γ) are adjacent if (u, v) ∈ E(Γ). The degree |Γ| of Γ is the cardinality of V (Γ). The degree of a vertex v in Γ, denoted |v| Γ , is the number of vertices adjacent to and distinct from v.
A morphism from a graph Γ to a graph Ω is a map from the vertex set of Γ to that of Ω which preserves adjacency (but not in general non-adjacency). An embedding of graphs is a morphism which is injective on vertices and which preserves non-adjacency; If S is a subset of V (Γ) then the subgraph of Γ induced by S is the graph with vertex set S and edge set E(Γ) ∩ (S × S). A (connected) component of a graph is a maximal set of vertices such that every pair of vertices contained is connected by a path. A graph is connected if it has only one component, and disconnected otherwise.
Let Γ and Ω be graphs with disjoint vertex sets. Then the connected product Γ × Ω is the graph with vertex set V (Γ × Ω) = V (Γ) ∪ V (Ω) and edge set
The complement Γ of Γ is the graph with the same vertex set as Γ, and in which two distinct vertices are adjacent exactly if they are not adjacent in Γ. A (co-connected) co-component of Γ is a component of Γ; the graph Γ is called co-connected or co-disconnected if Γ is connected or disconnected respectively; Figure 1 shows three examples of graphs which are important in the study of graph monoids and groups; they are the three-edge line L 3 , the four-cycle (or "square") C 4 and its complement C 4 . For clarity, we draw the graphs without the loops at the vertices. Note that L 3 is isomorphic to L 3 -we say that that L 3 is self-complementary. The complement graph C 4 has two connected components, each of which consists of two vertices joined by an edge. More generally, for i, j ≥ 0 we denote by E i,j the unique graph with i vertices of degree 0 and 2j vertices of degree 1, so that C 4 = E 0,2 . Another example which will be important for us is the unique two-vertex disconnected graph E 0,1 = E 2,0 .
2.2.
Graph Monoids and Groups. Let Γ be a graph. The graph monoid M (Γ) and graph group G(Γ) are the monoid and group respectively defined by the presentation
There is an obvious embedding of M (Γ) into G(Γ), and it is often convenient to regard the former as a submonoid of the latter. It is also frequently useful to consider a set of monoid generators for G(Γ). With this in mind, we let 
] is both freely and directly indecomposable, and hence cannot be built up from free groups [monoids] using only the operations of free and direct product. In fact, L 3 is known to be the minimum graph with the latter property, not only in terms of number of vertices, but also with respect to embedding [10] .
The length of an element g ∈ G(Γ) is the minimum length of a word in the U (Γ) * representing g. A reduced factorisation for g is an expression g = g 1 . . . g n where the sum length of the g i s equals the length of g. A prefix [suffix ] of g is an element h ∈ G(Γ) which is the first factor [last factor] in some reduced factorisation for g.
The support of g is the set of all vertices t ∈ Γ such that either t or t −1 or both occur any (and hence in every) reduced word for g. We write t ∈ g to denote that t ∈ Γ lies in the support of g ∈ G(Γ). We say that two elements u, v ∈ G(Γ) commute totally if every generator in the support of u commutes with every generator in the support of v.
All of the definitions above apply by restriction to elements of M (Γ).
2.3. Commutation Graphs. Given a subset S of a group G, the commutation graph of S (in G) is the graph with vertex set S, and an edge joining two vertices exactly exactly if they commute in G. Let G be a group and Ω a graph. Following [11] , we say that a group G satisfies φ(Ω) if there exists a function σ : V (Ω) → G with the property that u, v ∈ V (Ω) are adjacent if and only if σ(u) and σ(v) commute. Since σ need not be injective, this is in general slightly weaker than saying that G has a subset with commutation graph Ω. However, with Ω countable and G torsion-free the two notions are easily seen to coincide, and it is this case which will be of interest to us.
Graph Groups and C 4
Our main aim in this section is to show that a graph group G(Γ) does not satisfy φ(C 4 ) unless Γ contains an embedded copy of C 4 . In particular, it follows G(Γ) admits a subgroup isomorphic to a direct product of free groups if and only if Γ contains an embedded copy of C 4 ; this proves part of a conjecture of Batty and Goda [1] . In Section 4, we shall prove an even stronger result in the monoid case.
Our main proof makes use of a theorem of Servatius [14] , characterising centralizers of elements in graph groups; we begin by briefly recalling some terminology and results from his paper. An element e ∈ G(Γ) is called cyclicly reduced if it is of minimal length amongst elements in its conjugacy class. It is easily seen that every element of G(Γ) can be written uniquely as a reduced product g = php −1 where h is cyclicly reduced. The element h is called the cyclic reduction of e. Now suppose h is cyclicly reduced; and let Ω be the subgraph of Γ induced by the support of h. It is straightforward to show that we can write h in the form h
where each i j is positive, each h j has support contained in different co-connected component of Ω, and no h j is a proper power. Moreover, this expression is unique up reordering of the factors. The elements h i and their inverses are called the pure factors of h. Notice that the pure factors commute with one another.
Theorem 1 (The Centralizer Theorem, Servatius 1989 ). Suppose g = php −1 reduced, with h cyclicly reduced. Then k commutes with g if and only if k can be written as pk 1 k 2 p −1 where k 1 is a product of pure factors of h, and k 2 commutes totally with h.
The following combinatorial observation is probably well-known.
Proof. Suppose false for a contradiction, and let u and v be counterexamples of minimal total length. Certainly uv is not a reduced product, or setting u ′ = u, v ′ = v and x = 1 would give the required properties. Now letũ andṽ be reduced words representing u and v respectively. Since uv is not reduced, we can writeũṽ =ãtbt −1c for some (positive or negative) generator t and wordsã,b andc such that t commutes totally withb.
The factor tbt −1 cannot be contained entirely inũ orṽ, since these are reduced words. It follows that the initial t must lie inũ, and commute with every letter which comes after it inũ. By commuting it to the end, we may assume without loss of generality that t is the last letter inũ. By a symmetrical argument, we may assume also that t −1 is the first letter inṽ.
Writeũ =ãt andṽ = t −1b , and let a and b be the elements represented bỹ a andb respectively. Now by the minimality assumption, there are reduced factorisations a = u ′ y and b = y −1 v ′ such that u ′ v ′ is a reduced factorisation for ab = uv. Now set x = yt to give u = u ′ x and v = x −1 v ′ as required.
We shall need a number of other preliminary results. The first two are of a rather technical nature.
Proposition 3. Suppose y, t ∈ Γ are two non-commuting vertices. Suppose t / ∈ uwv where y / ∈ u and y / ∈ v but w is represented by a reduced word beginning and ending with a positive or negative occurence of y. Then t / ∈ u and t / ∈ v.
Proof. Suppose false for a contradiction, and let u and v be elements of minimal total length such that the proposition fails, that is, such that t ∈ u or t ∈ v. By left-right symmetry, we can assume without loss of generality that t ∈ u. Letũ,w andṽ be reduced words for u, w and v respectively, wherew begins and ends with a positive or negative occurrence of y. Certainlyũwṽ is reducible, or we would have t ∈ uwv, giving the required contradiction. Hence, there must exist a factorisationũwṽ =ãxbx −1c whereb represents an element which commutes totally with the positive or negative generator x. Since the wordsũ,ṽ andw are reduced, the factor xbx −1 cannot lie wholly in any one of those words. Thus, this factor must contain one end of w, and hence must contain y or y −1 . Since y = t and y does not commute with t, it follows that x = t and x = t −1 . Since at least one occurrence of x must lie inũ orṽ, we know also that x = y and x = y −1
Now we can writeãbc = u ′ w ′ v ′ where u ′ , w ′ and v ′ are reduced scattered subwords ofũ,w andṽ obtained by deleting only occurences of x and x −1 , and the combined length of u ′ and v ′ is strictly less than that of u and v. Moreover, it is clear that w ′ still begins and ends with a positive or negative occurrence of y. Hence, by the minimality assumption, it follows that t / ∈ u ′ and t / ∈ v ′ , and hence that t / ∈ũ and t / ∈ṽ. Thus, t / ∈ u and t / ∈ v, as required.
Lemma 4. Let p ∈ G(Γ) and t ∈ U (Γ), and suppose r ∈ G(Γ) is of minimal length such that p has a reduced factorisation of the form qtr. Suppose c ∈ G(Γ) is such that t / ∈ pcp −1 and the support of c contains a generator which does not commute with t, and does not occur in the support of p. Then c has a reduced factorisation c = r −1 t −1 dtr.
Proof. Let y ∈ c be a generator which does not commute with t and does not occur in p. Letc be a reduced word for c, and writec =ũwṽ where y / ∈ũ, y / ∈ṽ butw begins and ends with a positive or negative occurence of y. Let u, w and v be the elements represented byũ,w andṽ respectively. Now t / ∈ pcp −1 = puwvp −1 , so applying Proposition 3 we see that t / ∈ pu = qtru and t / ∈ vp −1 = vr −1 t −1 q −1 . Now by Proposition 2, there exist a reduced factorisation p = p ′ x and u = x −1 u ′ such that p ′ u ′ is a reduced factorisation for pu. Now t / ∈ pu = p ′ u ′ , so clearly p ′ does not contain t. But p ′ x = p = qtr, so it follows easily from the minimality assumption on r that x has a suffix tr, and hence that u has a prefix r −1 t −1 as required. A symmetrical argument shows that v has a suffix tr, as required.
Lemma 5. Suppose Γ does not contain an induced copy of C 4 . Suppose further that G(Γ) has a subset S with commutation graph C 4 , one of whose elements a is cyclicly reduced. Then a commutes totally with itself and with those other members of S with which it commutes.
Proof. Suppose {a, b, c, d} ⊆ G(Γ) has commutation graph isomorphic to C 4 , where a fails to commute with c, and b fails to commute with d. Suppose further that a is cyclicly reduced. Let a 1 , . . . , a n be the pure factors of a. It follows that some vertex x ∈ b 2 fails to commute with some vertex in y ∈ d 2 . Now x and y commute with every vertex in the support of a, so if two vertices in the support of a failed to commute then we would obtain a four-cycle in Γ, giving a contradiction. Thus, a must commute totally with itself. Now since the support of b 1 is contained in that of a, b 1 commutes totally with a. We already know that b 2 commutes totally with a, so it follows that b commutes totally with a. By symmetry of assumption, d also commutes totally with a, as required.
Lemma 6. Suppose Γ does not have an induced subgraph isomorphic to the C 4 but G(Γ) does satisfy φ(C 4 ). Then Γ has a subset S with commutation graph isomorphic to C 4 , in which two commuting elements are cyclicly reduced.
Proof Since c does not commute with a, there must exist a letter x ∈ a which fails to commute with a letter y ∈ c. Now y must be in the support of at least one of c 1 , c 2 and p. If y ∈ c 1 or y ∈ q then y ∈ d; but d commutes totally with a, so this contradicts the assumption that x and y do not commute. Thus, we must have y ∈ c 2 .
Since b and d do not commute, there are non-commuting vertices s ∈ b and t ∈ d. We know that s and t both commute with x, and that s commutes with y. We know also that s and t do not commute, and that x and y do not commute. Since the graph is assumed to contain no induced copy of C 4 , it must be that y does not commute with t. Since y ∈ c 2 and c 2 commutes totally with e, we have t / ∈ e. But t ∈ d = pep −1 , so we must have t ∈ p. However, since t does not commute with s, we must have t / ∈ c = pc 1 c 2 p −1 . Choose a reduced factorisation qtr or qt −1 r for p such that r has minimal length. We have already observed that y ∈ c 1 c 2 does not commute with t, and certainly y / ∈ p or we would have y ∈ d and y would have to commute with x. Applying Lemma 4, we see that c 1 c 2 has a reduced factorisation of the form r −1 t −1 f tr. In particular, the support of tr is contained in the support of c 1 c 2 .
Let Ω be the subgraph of Γ induced by the support of c 1 c 2 . Notice that every vertex in the support of c 1 is connected to every vertex in the support of c 2 . Thus, the support of c 1 and the support of c 2 are unions of disjoint sets of co-connected components of Ω. Now we claim that the support of tr is co-connected in Ω. Indeed, if not, then r would contain letters from a co-component not containing t; it would follow that we could commute these letters back through t, contradicting the assumption that r is of minimal length. It follows that the support of tr lies in a single co-connected component of Ω. In particular, the support of tr is contained either in the support of c 1 , or in the support of c 2 .
But t cannot be in the support of c 1 , since c 1 is a product of pure factors of e, and t is not in the support of e. On the other hand, the final letter of r cannot be in the support of c 2 , since then it would commute with every letter in e, contradicting the assumption that pep −1 is a reduced factorisation. This completes the proof.
As an immediate corollary, we obtain a restriction on the graph groups which contain a subgroup or submonoid isomorphic to a direct product of free groups or free submonoids.
Corollary 8. Let Γ be a graph not containing an embedded copy of C 4 . Then G(Γ) has no subgroup [submonoid] isomorphic to direct product of 2 or more non-abelian free groups [free monoids].
Graph Monoids and E i,j
In this section, we show that if Γ is a graph in which every vertex has degree |Γ| − 2, that is, a graph of the form E 0,j , then a graph monoid M (Ω) satisfies φ(Γ) only when Γ embeds in Ω. We deduce also that a direct product of (abelian and non-abelian) free monoids does not embed into a graph monoid without a corresponding embedding of graphs.
We recall some standard definitions from the theory of graph monoids. Given a graph Γ, we define a number of morphisms from M (Γ) to free monoids of rank 1 and 2. For each vertex x ∈ V (Γ), let ρ x : M (Γ) → {x} * be the map which deletes all symbols other than x. For each pair of nonadjacent vertices x and y, let σ xy : M (Γ) → {x, y} * be the map which deletes all symbols other than x and y. The following well-known proposition says that any two distinct elements of M (Γ) are distinguished by at least one of the above morphisms; a proof can be found in [7] . Proposition 9. Let u, v ∈ V (Γ) * be words in the vertices of Γ, such that u and v are distinct elements of M (Γ). Then either there exists a generator x ∈ V (Γ) such that ρ x (u) = ρ x (v) or there exist non-commuting generators x, y ∈ V (Γ) such that σ xy (u) = σ xy (v).
This result, while elementary, is a key tool in the theory of graph monoids, and it will be central to our proofs below. We note that Proposition 9 does not hold in the group case, with the obvious definitions of ρ x and σ xy as morphisms onto free groups of rank 1 and 2. For example, consider the graph E 1,1 with vertices x of degree 0 and y and z of degree 1. Then the word xyx −1 zxy −1 x −1 z −1 ∈ U (E 1,1 ) * does not represent the identity in G (E 1,1 ), but is not distinguished from the identity by a projection onto 1 or 2 generators. In fact, Proposition 9 is a key reason why the theory of graph monoids is more straightforward than that of graph groups, and is why we obtain stronger results in the monoid case. One can formulate a related but more technical proposition concerning reduced words in the group generators [14, Proposition 1], but this does not seem to be helpful for our purposes.
We proceed with a lemma characterising words which commute in a graph monoid, in terms of the projections of the form σ xy .
Lemma 10. Let u and v be words in the vertices of Γ. Then u and v commute in M (Γ) if and only if for every pair of non-commuting vertices x and y, there exists a word w ∈ {x, y} * which is not a proper power and integers p, q ≥ 0 such that σ xy (u) = w p and σ xy (v) = w q .
Proof. Certainly for any words u and v and vertex x we have ρ x (uv) = ρ x (vu), so by Proposition 9 we see that u and v commute if and only if for every pair of non-commuting vertices x and y we have σ xy (uv) = σ xy (vu). Now σ xy is a morphism, so this is true if and only if for every x and y,
that is, if σ xy (u) and σ xy (v) commute in the free monoid. But clearly, this is the case if and only if σ xy (u) and σ xy (v) are powers of a common subword, which can be chosen not to be a proper power.
We need also the following lemma, which gives a necessary criterion for distinct elements to commute.
Lemma 11. Let u, v ∈ V (Γ) * be words in the vertices of Γ, such that u and v are distinct elements of M (Γ). Suppose further that u and v commute in M (Γ). Then there exists a generator x such that ρ x (u) = ρ x (v).
Proof. Suppose not. Then by Proposition 9, there exist non-commuting generators x and y such that σ xy (u) = σ xy (v). But now by Lemma 10 there exists a word w ∈ F (x, y) which is not a proper power and integers p, q ≥ 0 such that σ xy (u) = w p and σ xy (v) = w q . Moreover, since σ xy (u) and σ xy (v) are distinct, we must have w non-empty and p = q. Since w is non-empty, it must contain either an x or a y. Suppose without loss of generality that it contains k ≥ 1 occurrences of the letter x. Then σ xy (u) contains kp occurrences of x, while σ xy (v) contains kq occurrences of x. It follows that u and v contain kp and kq occurrences of x respectively, so that ρ x (u) = ρ x (v). This contradicts our supposition and hence completes the proof.
Lemma 12. Suppose u, v ∈ V (Γ) * are words in the vertices of Γ, such that u and v commute. Let x ∈ V (Γ) be a vertex which occurs in u. Then either x occurs in v, or x commutes with every letter which occurs in v.
Proof. Suppose for a contradiction that x does not occur in v, and does not commute with some letter y which occurs in v. By Lemma 10, there exists a word w ∈ F (x, y) and integers p, q ≥ 0 such that σ xy (u) = w p and σ xy (v) = w q . Now u contains the letter x, so σ xy (u) = w p contains the letter x, so w must contain the letter x. On the other hand, σ xy (v) = w q does not contain the letter x, so we must have q = 0 and σ xy (v) = ǫ. But v contains an occurrence of y, so σ xy contains an occurrence of y, and in particular is non-empty. This gives the required contradiction.
Proof. Let S be a subset of M (Γ) with commutation graph isomorphic to Ω × E 0,1 , let e, e ′ ∈ S be the elements which map to the vertices of E 0,1 under this isomorphism, and let S ′ = S \ {e, e ′ }. Thus, e and e ′ commute with every element of S ′ , but not with each other.
Let Γ 1 be the subgraph induced by the set of all vertices in V (Γ) which occur in the support of elements in S ′ . It is immediate from the definition that Γ 1 satisfies φ(Ω). Moreover, if S actually generates a submonoid isomorphic to M (Ω × E 0,1 ) and e and e ′ are chosen appropriately, then M (Ω) embeds in M (Γ 1 ).
By Lemma 10 we may choose vertices y, z ∈ V (Γ) such that σ yz (e) and σ yz (e ′ ) are not powers of a common subword. Let Γ 2 be the subgraph induced by the vertex set {y, z}. To prove the lemma, it will suffice to show that V (Γ 1 ) and V (Γ 2 ) are disjoint, and that every vertex in Γ 2 is adjacent to every vertex in Γ 1 .
First, we claim that V (Γ 1 ) and V (Γ 2 ) are disjoint, that is, that y and z do not lie in V (Γ 1 ). Indeed suppose for a contradiction that at least one of them does, and let d ∈ S ′ be an element with support containing y or z. Then σ yz (d) is non-empty. We know that d commutes with e and e ′ , so by Lemma 10 we have σ yz (e) and σ yz (d) are powers of a common subword, and likewise that σ yz (e ′ ) and σ yz (d). But the relation of being powers of a common subword is transitive through non-empty words, so it would follow that σ yz (e) and σ yz (e ′ ) are powers of a common subword so that they commute, giving the required contradiction. Now since every element in S ′ commutes with e and with e ′ , Lemma 12 tells us that every letter in Γ 1 commutes with y and with z. This completes the proof.
An inductive applications of Lemma 13 leads to the first main theorem of this section. We note that the case j = 1 can also be obtained as a consequence of Theorem 7.
Proof. Suppose j and Γ are such that M (Γ) satisfies φ(E 0,j ) but E 0,j does not embed into Γ. Suppose further that j is minimal with this property. Certainly j = 0, since E 0,0 is the empty graph, which certainly embeds into Γ.
Otherwise, we have E 0,j = E 0,j−1 × E 0,1 , so by Lemma 13, we see that Γ has a subgraph isomorphic to Γ 1 × E 0,1 where Γ 1 satisfies φ(E 0,j ). By the minimality assumption on j, E 0,j−1 embeds into Γ 1 , and it follows that E 0,j−1 × E 0,1 = E 0,j embeds into Γ 1 × E 0,1 , and hence into Γ as required.
The converse implication is immediate.
Before proving our second main theorem, we need the following preliminary step. We remark that Batty and Goda [1] have observed that an analogous result holds for groups.
Proposition 15. Let Γ be a graph not containing an induced subgraph isomorphic to the complete graph E n,0 on n vertices. Then M (Γ) does not have a submonoid isomorphic to the free commutative monoid of rank n.
Proof. Suppose false for a contradiction, and let Γ be a graph of minimal degree such that the claim fails. Let u 1 , . . . u n ∈ V (Γ) * be words in the vertices of Γ such that the corresponding elements u 1 , . . . , u n ∈ M (Γ) generate a free commutative monoid N of rank n.
It is well-known that the free commutative monoid of rank n does not embed into a free commutative monoid of rank less than n, so we may assume that Γ is not a complete graph and choose non-adjacent vertices x, y ∈ V (Γ).
It follows from Lemma 10 that there exists a word r ∈ {x, y} * such that each σ xy (u i ) is of the form r q for some q ≥ 0. Since Γ is of minimal degree, every vertex of Γ must occur in some u i . In particular, x and y must each occur in some u i and so they must both occur in r.
We define a morphism f : M (Γ) → M (Γ) by letting f (w) be obtained from w by deleting all occurrences of the generator x.
We claim that this morphism is injective on N . Indeed, suppose w, w ′ ∈ V (Ω) * represent distinct elements of N . Then by Lemma 11, we have ρ a (w) = ρ a (w ′ ) for some a ∈ V (Ω). We claim that we may assume without loss of generality that a = x. Indeed, by our observations above, σ xy (w) = r p and σ xy (w ′ ) = r q for some p, q ≥ 0. If ρ x (w) = ρ x (w ′ ) then we must have p = q. But since r contains at least one occurrence of y, it follows that ρ y (w) = ρ y (w ′ ) so we can instead take a = y.
Now we have
so that f (w) = f (w ′ ). This proves the claim that f is injective. Now since the image f (N ) is contained within the induced subgraph with vertex set V (Γ) \ {x}, this contradicts the minimality assumption on Γ and completes the proof.
We are now ready to prove our second main theorem.
Theorem 16. Let i, j ≥ 0. Then M (Γ) has a submonoid isomorphic to a direct product of i rank 1 free monoids and j non-abelian free monoids if and only if E i,j embeds in Γ.
Proof. Suppose M (Γ) has a submonoid isomorphic to a direct product of product of i rank 1 free monoids and j non-abelian free monoids. Then clearly, M (Γ) has a submonoid isomorphic to M (E i,j ).
Notice that
By an inductive application of Lemma 13, we deduce that Γ has a subgraph isomorphic to Γ 1 × E 0,j where the free commutative monoid M (E i,0 ) of rank i embeds in M (Γ 1 ). Now by Proposition 15 we deduce that Γ 1 contains a complete subgraph with i vertices. It follows that Γ 1 × E 0,j has a induced subgraph isomorphic to E i,j , and hence so does Γ.
Other Graph Monoids and Groups
It seems natural to ask whether similar results hold for other graphs, that is, whether there are other graphs Γ with the property that G(Ω) or M (Ω) satisfies φ(Γ) only when Γ embeds in Ω.
A related, but weaker, property has been considered by Batty and Goda [1] . They call a graph group G(Γ) unconcealable if it embeds into a graph group G(Ω) only when Γ embeds into Ω. They observe that the free group of rank 2 and all free abelian groups are unconcealable, and conjecture that direct products of free groups of rank 1 and 2 also have this property. Thus, our Corollary 8 proves one case of their conjecture; the general case remains open.
The notion of unconcealability applies equally naturally to monoids, and our Theorem 14 is the natural monoid-theoretic analogue of Batty and Goda's conjecture. In fact, in the monoid case, it transpires that this result is best possible, in the sense that all graphs not covered by that theorem admit concealments.
Proof. Suppose M (Γ) is unconcealable, and consider the direct product of the projections σ xy and ρ x . This is an injective (by Proposition 9) morphism from M (Γ) to a direct product of free monoids of rank 1 and 2, that is, an embedding of M (Γ) into a monoid of the form M (E i ′ ,j ′ ). Since M (Γ) is unconcealable, Γ must embed into E i ′ ,j ′ . It now follows easily that Γ is of the form E i,j .
In the group case, the lack of a counterpart to Proposition 9 once again means that things are not so straightforward. In general, it is not clear exactly which graph groups are unconcealable or have our stronger property.
Recall that an assembly group is a graph group which can be built up from copies of Z using free and direct products. Droms, Servatius and Servatius [10] have shown that no non-assembly graph group embeds into an assembly group. They observe also that G(Γ) (with Γ finite) is an assembly if and only if and only if Γ is finite and contains no embedded copy of L 3 . Thus, their result can be interpreted as saying that G(L 3 ) is unconcealable. It seems natural also to ask if this graph has our stronger property. Question 18. Is there an assembly group satisfying φ(L 3 )?
The rest of this section is devoted to a combinatorial construction which yields a concealment for a large number of graph groups (and monoids). Specifically, we show that for G(Γ) to be unconcealable it is necessary either that every vertex has degree |Γ| − 2 or more (that is, Γ = E i,j for some i, j ≥ 0) or that Γ has vertices of degree |Γ| − 2 and |Γ| − 3. Let Γ be a graph which does not satisfy this condition, that is, which has a vertex of degree |Γ| − 3 or less, but does not have vertices of degree both |Γ| − 2 and |Γ| − 3. Let e be a vertex of maximal degree amongst those vertices having degree |Γ| − 3 or less, and let f and g be vertices which are not adjacent to e.
Let e 0 and e 1 be new symbols not in V (Γ) and define a new graph Ω with ∪ {(e 0 , a), (a, e 0 ), (a, e 1 ), (e 1 , a) | (e, a) ∈ E(Γ)} ∪ {(e 0 , f ), (f, e 0 ), (e 1 , g), (g, e 1 )}.
We claim that G(Γ) and M (Γ) are concealed in G(Ω) and M (Ω) respectively. We begin by showing that Γ is not an induced subgraph of Ω.
Proposition 19. Γ does not embed in Ω.
Proof. Suppose for a contradiction that Ω has an induced subgraph Σ which is isomorphic to Γ. Since |Γ| = |Ω| − 1, Σ must be induced by deleting one vertex from Ω; call this vertex v. By construction, Ω has |e| Γ + 2 more edges than Γ. In order for Σ to have the same number of edges as Γ, it must be that |v| Ω = |e| Γ + 2. In particular v cannot be e 0 or e 1 , both of which are constructed to have degree |e| Γ + 1 in Ω. It follows that v is a vertex from Γ. Now by the construction of Ω, |v| Γ must be either |v| Ω − 1 = |e| Γ + 1 or |v| Ω = |e| Γ + 2. Hence, by the maximality assumption on |e| Γ , either |v| Γ = |Γ| − 1 or |v| Γ = |Γ| − 2.
Suppose first that |v| Γ = |Γ| − 1, that is, that v is central in Γ. Note that v cannot be f or g, since neither commute with e in Γ. Now suppose a vertex x is central in Σ. Certainly x = e 0 , since e 0 does not commute with g in Ω, and g remains in the induced subgraph. By a symmetrical argument, x = e 1 , so x must also be a vertex in Γ. Moreover, x commutes with every vertex in Σ and also with v. It follows easily that x is central in Γ. We have shown that every central vertex in Σ is a central vertex in Γ, and we know also that v is a central vertex in Γ. But now Σ has strictly fewer central vertices than Γ, which contradicts the assumption that Σ is isomorphic to Γ. Now suppose that |v| Γ = |Γ| − 2. We have already seen that |e| Γ is either |v| Γ − 1 or |v| Γ − 2. But by our original assumptions, Γ cannot contain a vertex of degree |Γ| − 3, so it must be that |e| Γ = |Γ| − 4. It follows from the construction of Ω that Ω has the same number of vertices of degree greater than or equal to |Γ| − 2 that Γ does. But v has degree |Γ| − 2 and is missing from Σ. Hence, Σ has strictly fewer vertices of degree greater than or equal to |Γ| − 2 than Γ, which again gives the required contradiction. It is immediate from the definition of Ω that τ respects the defining relations in G(Γ), and so induces a well-defined morphism τ : G(Γ) → G(Ω), w → τ (w).
A straightforward but technical argument shows that τ is injective, thus completing the proof of the following.
Theorem 20. Let Γ be a graph which has a vertex of degree |Γ| − 3 or less, but does not have both a vertex of degree |Γ|−3 and a vertex of degree |Γ|−2.
Then there exists a graph Ω such that G(Γ) embeds into G(Ω), but Γ does not embed into Ω.
