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Abstract
Human-machine interactions are being increasingly explored to create alternative ways
of communication and to improve our daily life. Based on a classification of the user’s
intention from the user’s underlying neural activity, brain-computer interfaces (BCIs)
allow direct interactions with the external environment while bypassing the traditional
effector of the musculoskeletal system. Despite the enormous potential of BCIs, there
are still a number of challenges that limit their societal impact, ranging from the correct
decoding of a human’s thoughts, to the application of effective learning strategies. Despite
several important engineering advances, the basic neuroscience behind these challenges
remains poorly explored. Indeed, BCIs involve complex dynamic changes related to
neural plasticity at a diverse range of spatiotemporal scales. One promising antidote to
this complexity lies in network science, which provides a natural language in which to
model the organizational principles of brain architecture and function as manifest in its
interconnectivity. Here, we briefly review the main limitations currently affecting BCIs,
and we offer our perspective on how they can be addressed by means of network theoretic
approaches. We posit that the emerging field of network neuroscience will prove to be
an effective tool to unlock human-machine interactions.
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1. Perspective
Brain-computer interfaces (BCIs) have been developed to translate brain activity into
informative signals that can be used by external devices. BCIs allow a direct interaction
between humans and machines, and are increasingly used for control and communication,
as well as for the treatment of neurological disorders [1, 2]. Since the first proof-of-concept
studies demonstrating the possibility to move a graphical object on a computer screen
by means of electroencephalography (EEG)[3], research developments in this area have
increased exponentially [4–10].
BCIs hold tremendous potential for open-loop (control) and closed-loop (biofeedback)
applications, particularly via their ability to exploit subjects’ voluntary control over their
brain activity through mental imagery (MI). Despite this potential, the societal and
clinical impact of BCIs has so far been rather limited due to their poor reliability in
the users daily life [11]. Indeed, BCI performance as measured by accurate classification
of the user’s intent, is still relatively variable and does not provide the guarantees of
functioning that are necessary in most clinical scenarios. One of the greatest challenges
is to understand and solve the problem of “BCI illiteracy”, which refers to a phenomenon
that occurs in a non-negligible portion of users (estimated to be around 15-30%) who are
not able to properly use a BCI [12].
While many solutions have been proposed – from the identification of the best mental
strategy to code the users intent, to the optimization of brain features, type of sensory
feedback, and classification algorithm – the results are still not satisfactory and more
research is needed [13]. Here, we focus on the fundamental role of brain features as the
substrate for the BCI algorithm. There are basically two antithetic approaches widely
adopted in the literature. The first one extracts features from the activity of specific brain
sites that are related to the mental strategy. This approach is, for example, the one used
in motor imagery-based BCIs, where power spectra in the primary motor areas is the
chosen feature [14]. The second approach instead takes into account all of the available
information by computing, for example, the covariance matrix of all sensor signals. While
the latter approach is particularly suitable for advanced classification algorithms [15], it
hampers the simple identification of underlying neurophysiological mechanisms.
Here we offer a complementary perspective that ideally combines the advantages of
the previous approaches. We begin by acknowledging that one cannot infer neural mech-
anisms from a collection of disconnected parts, but instead must obtain an understanding
of the system’s collective behavior. Examining the activity of one specific region – while
neglecting its interactions with other regions – oversimplifies the true phenomenon. To
embrace the substratal complexity, we consider the human brain as a complex network
where regions are both anatomically and functionally wired together with one another.
Network science provides a natural language to describe such networks by modeling them
as mathematical objects called graphs [16–18].
One of the advantages of the network approach is the ability to extract summary
statistics or metrics that quantitatively measure specific organizational characteristics
across a variety of topological scales. Network metrics have been used to demonstrate,
for example, that brain networks exhibit modular structure, where groups of brain re-
gions display highly clustered connectivity at the mesoscale. Regions within modules
tend to interact preferentially through short-distance links [19], while regions across mod-
ules tend to interact through highly connected nodes known as hubs [20]. While these
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organizational properties support basic cognitive functions, such as a balance between
integration and segregation of information, they are nevertheless sensitive to patholog-
ical and physiological alterations of the mental state [21–23]. The connection between
network topology and function underscores the potential for using network science as an
effective tool for improving BCI performance.
Network metrics can be used as complementary brain features in BCIs (Fig. 1a).
Recent studies have demonstrated their potential in discriminating between different
mental states related to BCI tasks [24, 25]. During BCI experiments, metrics must be
computed from time-varying brain networks in order to give real-time feedback to the
user [26, 27]. The feasibility of tracking network metrics in real-time has already been
demonstrated by using dynamic functional connectivity (dFC) measures from EEG [28],
MEG [29], and fMRI [30] signals. However, the time required to compute some metrics
(e.g., shortest path length) can become intractable when the number of nodes N is
large, i.e. N > 100. Furthermore, the statistical reliability of the estimated functional
connections significantly decreases with the length of the time window considered [31, 32].
While possible solutions are available based on efficient sparse-coding algorithms [33, 34],
the statistical reliability of the estimates remains the main challenge for the effective use
of network metrics online. Eventually, having reliable temporally dynamic brain networks
will allow researchers to exploit the nascent formulation of (i) multilayer networks to
extract temporal metrics, which can be used to quantify higher-order properties such as
persistence or flexibility [35, 36], as well as (ii) multiplex networks to extract metrics
quantifying cross-frequency functional interactions [37, 38].
Once extracted, the different network metrics constitute the feature vector for the
classification of the user’s mental state. This inference of the mental state from the
feature vector can then be used to transmit the correct command to the computer (Fig.
1a). Interestingly, brain networks are a particular case of graphs where nodes correspond
to specific spatial sites (i.e. the brain areas) and only their connections are allowed
to change [31, 39]. This fact implies that the size of the feature vectors including nodal
metrics - such as the degree - will not change across mental conditions and can be directly
input to statistical machine-learning algorithms or to the mass-univariate tests in order
to optimally perform the classification [40, 41]. Notably, this same spatially-embedded
property of the brain can further exploited to fine-tune statistical null models of the brain
networks involved: both for the purposes of comparing the observed features to those
anticipated in the null, and for the purposes of incorporating null expectations into the
estimated features themselves [19, 42, 43].
Controlling a BCI is a learned skill based on the feedback presented to the user. In
general, several weeks or even months are needed to obtain high performance, and in some
cases adequate control is never reached [12, 44]. This gap in the ease with which different
individuals learn to effectively use a BCI has motivated scientists to consider adaptive
BCI architectures that can dynamically accommodate the transient nature of brain fea-
tures [45, 46]. In fact, during BCI skill acquisition, users often report transitioning from
a deliberate cognitive strategy (e.g., motor imagery) to a nearly automatic goal-directed
approach focused directly on effector control [47]. This evidence is indicative of a net-
work reconfiguration process that is consistent with procedural motor learning. Efforts
to better understand the neural dynamics underlying BCI training have capitalized on
a range of neuroimaging techniques in both humans and non-human primates [47–51].
Results have shown that even if BCIs typically receive inputs from a few brain regions,
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a distributed network of remote cortical areas is actually involved throughout BCI skill
acquisition.
Network neuroscience approaches have recently been adopted to quantify brain net-
work reorganization underlying diverse types of human learning (Fig. 1b). For example,
network flexibility of association areas in fMRI-based functional brain networks, mea-
sured as the fraction of times that a node changed its allegiance to a functional module
throughout training [36], has been showed to positively predict individual differences in
motor learning, cognitive control, and executive function [52]. The same statistic, when
calculated from the ventral striatum has also been shown to positively predict individual
differences in accuracy on a reinforcement learning task, as well as on reinforcement learn-
ing rate parameters estimated from mathematical models of the individual’s behavior [53].
Resting state markers of this flexible module architecture have noted capacity to predict
future learning over 6 weeks of motor skill training [54]. Similarly, a decreased func-
tional integration, measured by shortest paths between nodes in EEG-derived functional
brain networks, has been reported after motor imagery training, and was interpreted as
a putative marker of an underlying automaticity process [55]. These results suggest that
network science holds the potential to unveil the neural basis of BCI learning and predict
future performance, thereby informing the optimization of adaptive BCI architectures.
It is important to admit that while richer brain features and an enhanced understand-
ing of the process of learning itself may enhance BCI performance on average, challenges
may still remain for single individuals. Indeed, for some users, it may be impossible
to rapidly generate an appropriate activity pattern that is accurately detected by the
machine. An alternative approach is to draw on recent advances in neurostimulation
technology, such as transcranial magnetic (TMS) or direct current (tCDS) stimulation,
which can directly influence brain state by altering network dynamics [56]. Such technol-
ogy has notable potential, but immediate applications have been hampered by the lack of
an understanding of how and where to stimulate to generate a desired mental state [57].
Gaining this understanding will require informed models that can a priori produce pre-
dictions about where and how to deliver stimulation to induce a specific pattern of brain
activity. One recently proposed model builds on notions of network controllability [58],
where stimulation is stipulated to pass along white matter tracts and therefore where
stimulation-induced change in brain state is constrained by the structural connectome
[59].
Initial applications of the theory of network control to neural systems has spanned a
wide range of species, including C. elegans, mouse, Drosophila, macaque, and human, and
has ranged from data through models to pure theory [60–63]. Applications to the clinic
have largely focused on questions of predicting and altering seizure dynamics, although
recent work has demonstrated utility in the understanding of psychiatric disorders such
as bipolar [64–68]. Network control has been suggested to have utility in neurofeedback
specifically and BCIs more generally [69, 70], in part due to the marked correspondence
between theoretically-predicted control points in the brain and the cognitive functions
they support across development and in healthy adulthood [58, 71]. Future efforts further
validating or extending the network control model may serve as an important complement
to efforts in BCI feature selection and optimization.
To conclude, here we have provided our perspective on why and how network science
has the potential to improve the performance of brain-machine interactions. By offering
this perspective, we hope to stimulate a global and interdisciplinary discussion to collec-
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tively identify the elements of BCI learning that should be reconsidered, in an effort to
boost their societal and clinical impact.
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Figure 1: A network neuroscience approach to brain-computer interfaces (BCIs). Panel
a) Network-based brain-computer interfaces. The user modulates her or his brain activity to control
the BCI. Brain signals are recorded through sensors such as electro/magnetoencephalography (E/MEG).
Functional connectivity is used to infer the corresponding interaction network or graph. Different network
metrics are extracted to constitute the feature vector (i.e., a point in the scatter plot). Machine learning
algorithms use this feature vector to classify the user’s mental states (i.e., the red squares and green
triangles in the scatter plot) generated during the experiment. At each time point, the final result
is sent to the external device that executes the command and gives the feedback to the user. Panel
b) Quantification of neural plasticity during BCI training. Temporal network metrics, which describe
higher-order time-varying connectivity changes, can be used to model dynamic brain networks obtained
longitudinally from neuroimaging signals such as functional magnetic resonance imaging (fMRI). These
metrics, reflecting transient organizational mechanisms, are suitable candidates to predict future BCI
performance. Panel c) Principles of brain network controllability for modulating function. Network
control theory is used to identify the driver nodes in the structural connectome obtained from diffusion
tensor imaging data (DTI), and also to derive the theoretically predicted signals needed to change
the brain activity. Noninvasive functional brain stimulation, such as transcranial magnetic stimulation
(TMS), can be then used to experimentally favor detectable brain activity patterns.
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