Fully dynamic hierarchical diameter k-clustering and k-center by Schmidt, Melanie & Sohler, Christian
Fully dynamic hierarchical diameter k-clustering and k-center
Melanie Schmidt
University of Bonn
Germany
Christian Sohler
Google Research
Switzerland
August 8, 2019
Abstract
We develop dynamic data structures for maintaining a hierarchical k-center cluster-
ing when the points come from a discrete space {1, . . . ,∆}d. Our first data structure
is for the low dimensional setting, i.e., d is a constant, and processes insertions, dele-
tions and cluster representative queries in logO(1)(∆n) time, where n is the current
size of the point set. For the high dimensional case and an integer parameter ` ≥ 1,
we provide a randomized data structure that maintains an O(d`)-approximation. The
amortized expected insertion time is O(d2` logn log ∆). The amortized expected dele-
tion time is O(d2n1/` log2 n log ∆). At any point of time, with probability at least
1− 1/n the data structure can correctly answer all queries for cluster representatives
in O(d` logn log ∆) time per query.
1 Introduction
Clustering is a well-studied area in the intersection between combinatorial optimization,
algorithms and theory, and machine learning. It seeks to find structure in data by grouping
data points into clusters and trying to optimize a given objective function that defines the
clustering problem at hand. One of the best studied clustering problems is the k-center
problem: Given a set of points P in a metric space, choose k centers such that the
maximum distance of any point to its closest center is minimized. The approximability
of k-center is well-studied. It is NP-hard to find a (2− ε)-approximation for any constant
 > 0 [HN79], and two elegant 2-approximations are known [Gon85, HS86].
Gonzalez [Gon85] picks the first center arbitrarily and then always chooses a point at
maximum distance to the previously chosen centers. This is called farthest first traversal
and a short proof shows that it gives a 2-approximation. Hochbaum and Shmoys [HS86]
give a slightly more complicated, but also more versatile algorithm. At first they observe
that one can guess the optimum value since it has to be one of the O(n2) pairwise distances
between the points in P . Then they give an algorithm for one guess τ . It computes a
maximal independent set I in the graph where two points are connected iff their distance
is at most 2τ . If |I| ≤ k, then I defines a k-center solution of cost 2τ . And if τ was
guessed correctly, then |I| cannot be larger than k: In a k-center solution with radius τ ,
two points have distance > 2τ only if they are in different clusters, so there cannot be
more than k points with pairwise distance > 2τ .
A close relative of the k-center problem is the diameter k-clustering problem that is
defined without the need for centers: Given a set of points P in a metric space, find a
partitioning of P into k clusters such that the maximum diameter is minimized. Both
algorithms above can be adapted to give a 2-approximation for this problem as well.
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The complexity of approximating these problems has been determined in the eighties,
yet a lot of work was built on top of those basic results. Indeed, the k-center prob-
lem seems to function as a first step in attacking new challenges for clustering problems
in general. Recent work includes solving capacitated clustering where clusters or cen-
ters have an upper bound on the number of points that can be assigned (first results
gave a 6-approximation for uniform capacities [BKP93, KS00], best known so far is a 9-
approximation for arbitrary capacities [ABC+15]), a 2-approximation has been obtained
when there are lower bounds on the number of points per cluster [CGK16], and when
allowing outliers [CGK16]. Other constraints under which the k-center problem has been
studied include fault tolerance [KPS00], matroid or knapsack constraints [CLLW16], di-
versity [LYZ10] and fairness [CKLV17].
Here, we are most interested in a different type of challenge: Hierarchical clustering.
A hierarchical clustering consists of n partitionings of P that are nested, i.e., for any
1 < i ≤ n, the (i − 1)-partitioning results from the i-partitioning by merging two of the
clusters. Hierarchical clustering is a popular data analysis method and there is a simple
greedy algorithm called agglomerative clustering for it: Starting with n singleton clusters,
successively merge the two clusters that result in a cluster of minimum radius. This is a
greedy algorithm since it minimizes the radius in the next step.
It is not even completely clear how we should evaluate the quality of a hierarchical clus-
tering, yet one possibility is to compute its pointwise approximation ratio by comparing
the i-clustering with an optimal i-clustering for any i ∈ [n] and taking the maximum. Das-
gupta and Long [DL05] were the first to study hierarchical k-center in this model. They
show that agglomerative clustering is at best Ω(log k)-pointwise approximate. Further-
more, they observed that the algorithm by Gonzalez computes an incremental clustering
(centers are only added when aiming for higher k), but not a hierarchical clustering and
develop an extension of the algorithm that computes an 8-pointwise approximate hierar-
chical k-center clustering. This is still the best result known; a newer different line of work
for k-median [LNRW10] can be applied to k-center, too, yet also yields an 8-pointwise
approximation.
At first glance, a hierarchical clustering is a cumbersome object: It consists of n differ-
ent clusterings, and thinking of the algorithm by Gonzalez, inserting a point or deleting a
point could change the incremental clustering completely (and thus, also the hierarchical
clustering computed by Dasgupta and Long). In this work, we make a surprising obser-
vation: It is possible to design a fully dynamic data structure for the k-center problem, if
the underlying metric space is the Euclidean space Rd. Our data structure supports in-
sertions, deletions and queries for cluster membership that return a cluster representative.
To achieve this, we build on the k-center algorithm in the streaming setting by McCutchen
and Khuller [MK08] (which in turn implicitly builds upon the algorithm by Hochbaum
and Shmoys [HS86]). This streaming algorithm does not explicitly compute a hierarchical
clustering, yet we observe in Section 2 how to use ideas from [MK08] to get a hierarchical
clustering. For this we define a concept of α-good set families which basically define a
truncated hierarchical clustering which is pointwise approximate in Section 2. Then the
main contribution of this paper is that we maintain such good set families in dynamic
settings. First, we consider the k-center problem and the diameter k-clustering problem
in Euclidean space of low dimension, i.e., for constant d, and achieve the following result
in Section 3, where we assume that the points come from the discrete space {1, . . . ,∆}d.
The latter assumption can be seen as a way to phrase the quality in terms of the spread
of the point set, i.e., the quotient of the largest and smallest pairwise distance.
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Theorem 1. Let d be a constant. There is a data structure for the hierarchical k-center
or diameter k-clustering problem when points come from the discrete space {1, . . . ,∆}d
that maintains a 16-approximation with expected amortized insertion time Od(log ∆ logn)
and expected amortized deletion time Od(log2 ∆ logn). At any point of time, we can query
the cluster representative of any point in the data structure in time Od(log ∆+logn) time.
As a comparison, Chan et al. [CGS18] design a fully dynamic algorithm for k-center,
also by extending the algorithm by Hochbaum and Shmoys. The algorithm works for a
pre-specified k given in advance and computes a (2 + )-approximation for the k-center
problem. With constant probability, it has an amortized update time of O(k2−1 log ∆).
In constant dimension, our algorithm achieves competitive (slightly worse) update times,
yet maintains a complete clustering hierarchy in this time instead of only one clustering.
We then proceed to the high dimensional case, showing the following result in Section 4.
Theorem 2. Let ` ≥ 1 be an integer. There is a data structure for the hierarchical
diameter clustering that maintains an O(d`)-approximation under insertions and deletions
of points from {1, . . . ,∆}d. The amortized expected insertion time is O(d2` logn log ∆).
The amortized expected deletion time is O(d2n1/` log2 n log ∆). At any point of time, with
probability at least 1 − 1/n the data structure can correctly answer all queries for cluster
representatives in O(d` logn log ∆) time per query.
In this case, the deletion time (but not the insertion time) is no longer polylogarithmic
in ∆. Yet we can decrease the dependence on n to n for any constant , still maintaining a
constant-factor approximation for every level in the hierarchy. Also, our result implies that
a hierarchical clustering can be computed in time O(nd logn log ∆) (using only insertion
operations), which is much faster than for example the algorithm by Dasgupta and Long
(even computing the incremental clustering in the beginning takes time O(n2d)).
Additional related work. In this paper, we consider Euclidean k-center where the un-
derlying metric is the Euclidean space; in this case, the lower bounds on the approximation
ratios for k-center and diameter-k-clustering are not completely tight, but it is known that
finding a 1.82-approximation for the k-center problem and a 1.96-approximation for the
diameter k-clustering problem is NP-hard [FG88].
We will discuss the streaming algorithm by McCutchen and Kuhller in more detail in
Section 2. It provides an 8-approximation for the k-center problem for on fixed k in the
streaming setting, while only storing at most k + 1 points at any point in time.
Cohen-Addad et al. [CSS16] study the k-center problem in a different streaming setting,
the sliding window model. In this model, the goal is to maintain a solution that is always
an approximation for the N most recent points in the stream. For the metric diameter
problem, they give a (3 + )-approximation that stores O(−1 log ∆) points and updates
in time O(−1 log ∆), and for the k-center problem, they provide a (6 + )-approximation
storing O(k−1 log ∆) points and updates in time O(k2−1 log ∆). The number of clusters
k has to be specified in advance.
There is also a line of work considering the running time and space complexity of ag-
glomerative clustering. The starting point of this is that in its standard form, agglomera-
tive clustering requires O(n2) time and space. Eppstein [Epp00] shows that agglomerative
clustering can be performed in space O(n) in time O(n2 log2 n). Cochez and Mou [CM15]
and Gilpin et al. [GQD13] achieve an approximate clustering in the sense that it is an
approximation of agglomerative clustering. They achieve a linear time algorithm which
requires linear space.
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1.1 Preliminaries
We assume that our points are from {1, . . . ,∆}d ⊂ Rd. We aim at algorithms whose
running time is polylogarithmic in ∆ and n (we allow for multiple insertions of a point).
We consider two different settings: In a low-dimensional setting, we will assume d to
be a constant. This is relevant when we evaluate the update time of our data structure,
as in this case the O-notation will swallow any function that only depends on d. We
will make this clear by writing Od() to denote the O-notation when d is considered to be
a constant. In the high-dimensional case, d is not considered to be constant. We may,
however, assume that d = O(logn) as we can use the Johnson-Lindenstrauss lemma to
embed the points in O(nd logn) time in O(logn) dimensions in such a way that distances
are preserved by a small constant.
1.2 The Hierarchical Diameter k-Clustering Problem
We start by defining the diameter k-clustering problem. Let P ⊆ {1, . . . ,∆}d be a point
set. The diameter diam(C) of a subset C ⊆ P is defined as diam(C) = maxp,q∈C ‖p− q‖2.
The goal of the diameter k-clustering problem is to find a partition of the input point set P
into k subsets C1, . . . , Ck such that the maximum diameter of the k subsets is minimized.
We will write a partition of P as a set C that contains k disjoint sets C1, . . . , Ck whose
union is P . With this definition our objective is to minimize
cost(P, C) = costdiam(P, C) = max
i
diam(Ci).
A partition C = {C1, . . . , Ck} is a refinement of a partition D = {D1, . . . , D`}, if for every
Ci there is one Dj such that Ci ⊆ Dj . If ` < k then we say that C is a proper refinement
of D. A hierarchical clustering of a points set P = {p1, . . . , pn} is a sequence of partitions
C1, . . . , Cn such that C1 = {P}, Cn =
{{p1}, . . . , {pn}} and such that every Ci is a proper
refinement of Ci−1 that is obtained by splitting one cluster of Ci−1 into two clusters and
keeping the other clusters unchanged. We can describe such a hierarchical clustering by
a binary tree: The leaves of the tree are the points of the input point set and the root
corresponds to the whole point set P . Every inner node corresponds to a cluster that
contains all points located in its subtree. An inner node v of the tree is labeled by the
first index i such that the partition Ci does not contain the nodes in the subtree of v in a
single cluster. Such a tree is also called a dendrogram.
We denote the diameter of a optimal partition into k clusters by optkdiam. A partition
CA is an α-approximation to the diameter k-clustering problem if cost(P, CA) ≤ α ·optkdiam.
A hierarchical clustering C1, . . . , Cn is a pointwise α-approximation to the hierarchical k-
clustering problem if for every k, 1 ≤ k ≤ n, we have that Ck = {C1, . . . , Ck} is an α-
approximation to the diameter k-clustering problem, i.e., we have a hierarchical clustering
that in each step is approximately as good as the best non-hierarchical clustering.
Relations to the k-center problem The k-center problem is to find a set C ⊆ P of
k-centers that minimize the maximum distance to the nearest center, i. e., that minimizes
costcen(P, C) = max
p∈P
min
c∈C
‖p− c‖2.
By definition, we know that costcen(P, C) ≤ costdiam(P, C) ≤ 2 · costcen(P, C). The same
is also true when the centers are chosen from Rd instead of P . We denote the cost of an
optimal k-center clustering with k centers by optkcen.
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For the k-center problem, a solution consists of centers, and the clusters are induced by
assigning points to their closest center. For the diameter k-clustering problem, a solution
is a partition, and no centers are associated. However, our data structure maintains a
special point for each clusters in both cases. We adopt the view of diameter k-clustering
in the following, and therefore speak of representatives of clusters. When viewed as a k-
center clustering, the representatives serve as centers. In general, our exposition is focused
on the k-diameter case, while only making slight distinctions where necessary for k-center.
2 Pointwise approximate hierarchical clusterings
First we define the hierarchical clustering that we want to maintain. Let us recall the
2-approximation algorithm for k-center due to Hochbaum and Shmoys [HS86]. Given a
point set P and a guess τ for the optimum radius, this algorithm computes a maximal
independent set I in the graph where two points are connected iff their distance is at most
2τ . If |I| ≤ k, then it defines a k-center solution of cost 2τ . And if τ was guessed correctly,
then |I| cannot be larger than k: In a k-center solution with radius τ , two points have
distance > 2τ only if they are in different clusters, so there cannot be more than k points
with pairwise distance > 2τ .
We adopt an idea from McCutchen and Khuller [MK08]. The paper [MK08] obtains
a streaming 8-approximation for k-center for one predetermined value of k. The key idea
to make this work is to maintain a lower bound ` on the optimum cost and relate this
to the cost of the solution with ≤ k centers that they keep in memory. Whenever k + 1
points with pairwise distance at least ` have been found, ` is doubled and a maximum
independent set is computed in a very similar way to the algorithm of Hochbaum and
Shmoys. We observe that performing a similar strategy (in a non-streaming setting) can
be used to obtain a hierarchical clustering which is a pointwise 8-approximation.
More precisely, we show that we can compute a nested family of subsets of P that
satisfies the following conditions, and that this family induces a pointwise approximate
hierarchical clustering.
Definition 3. For a point set P ∈ {1, . . . ,∆}d, we call a nested family (Pi)Mi=0, M :=
log(
√
d · (∆− 1)), α-good if the following conditions hold:
(a) P0 = P , Pi ⊆ Pi−1, and PM = {p} for some p ∈ P ,
(b) Every pair of distinct points p, q ∈ Pi has distance more than 2i,
(c) For 1 ≤ i ≤M , every point in Pi−1 \ Pi has distance at most α · 2i to some point in
Pi.
In a static setting, we can compute a 1-good family (P1)Mi=0 in the following way. We
start with P0 = {{x} | x ∈ P}. This satisfies condition (a) by definition, it satisfies
condition (b) for P0 since all points have a pairwise distance of at least 1 = 20, and
condition (c) is not applicable to P0.
Now for any i ∈ {1, . . . ,M}, we construct Pi from Pi−1: We greedily compute a
maximum independent set in a graph Gi−1 with vertex set Pi−1 where we connect two
points x, y iff ||x− y||2 ≤ 2i, and set Pi be this independent set. By definition, Pi ⊆ Pi−1,
i.e., condition (a) holds. Furthermore, any two points in Pi are independent in Gi, which
means that their distance is more than 2i. Thus, condition (b) is true for all points in Pi.
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P0 = {1, 2, 3, 4, 5, 6}, P1 = {2, 3, 5, 6}, P2 = {2, 5}, P3 = {5}
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Figure 1: A point set P , an α-good set family, and two ways to represent this family as a
tree. The middle one shows a compacted dendrogram, where multiple merges can happen
at the same time. The right one shows a representation that is closer to the set family.
Finally, every point in Pi−1 that was not promoted to Pi has a neighbor in Pi, i.e., a point
at distance 2i. Thus, condition (c) is true for all points in Pi−1 \ Pi.
This process ends at PM : The largest possible distance between two points is
√
d ·(∆−
1). Thus, if we pick an arbitrary point, then any other point is at distance ≤ √d ·(∆−1) =
2M . Thus, by condition (b), PM can not contain more than one point, and this is why we
stop at this level (and why it is well-defined to demand that PM contains only one point).
An α-good set family has two beneficial properties.
Number of levels. Firstly, it has exactly M + 1 ∈ O(log ∆) levels1. This is beneficial
for maintaining the family in short update time. Figure 1 shows an example where we
have a point set, an α-good set family, and two tree structures based on it. The middle
representation shows a variant of a dendrogram where multiple merges can happen at the
same ‘height’, when multiple points are left out from one Pi−1 to Pi. This visualizes how
the dendrogram gets compressed such that M levels are sufficient.
Approximate Clusterings. Secondly, an α-good family implies a pointwise approxi-
mate hierarchical clustering. We prove this statement in the following. Assume that we
have access to a function p(i, x) which for any i ∈ {1, . . . ,M} and any x ∈ Pi−1 gives us
a point in Pi at distance at most α2i. We call p(i, x) the parent of x on level i. This
corresponds to the tree structure on the right in Figure 1. Next we define a function pi(x)
which gives the representative of the cluster that x belongs to in the clustering represented
by Pi. We get this function by setting p0(x) = x, p1(x) = p(1, x) and then recursively
setting pi(x) = p(i, pi−1(x)) for i = {2, . . . ,M}. Notice that pi(x) ∈ Pi. The appealing
property of compacted dendrograms is that pi(x) is always close to x compared to the
distance lower bound associated to level i. More precisely, the following is true:
Lemma 4. For every point x ∈ P , ‖x− pi(x)‖2 ≤ α · 2i+1.
Proof. By triangle inequality and the fact that by definition of p(z, j), ‖z−p(z, j)‖2 ≤ α·2j
1Notice that the Pi in our definition are not necessarily different. It may well be that there is a Pi
where all points already have pairwise distance 2i+1 (or even higher), and that we then have Pi+1 = Pi (or
even multiple identical levels). This could be removed by further condensing, yet we prefer this version
since it simplifies the exposition. Since we do not remove identical levels, the number of levels of the tree
is always exactly M + 1.
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for all j ∈ {1, . . . ,M}, z ∈ Pj−1, we have that
‖x− pi(x)‖2 ≤ ‖x− p1(x)‖2 + ‖x− p2(x)‖2 + . . . ‖x− pi(x)‖2 ≤21 + 22 + . . .+ 2i
=
i∑
j=0
α · 2j ≤ α · 2i+1.
Now we set Ci(z) := {x ∈ P | pi(x) = z} for all i ∈ {0, . . . ,M} and all z ∈ Pi. This
is the cluster represented by the copy of z on level i: It contains all unique points in the
subtree rooted at z on level i. This can change with the level: For example, in Figure 1,
C0(2) = {2}, C1(2) = {1, 2} and C2(2) = {1, 2, 3, 4} (and C3(2) is not defined). For every
i, we get a clustering with |Pi| clusters Ci = {Ci(x) | x ∈ Pi}. For k-center we choose Pi
as the center set for this clustering.
We prove that for every i, Ci is an 8α-approximation for the best diameter k-clustering
solution with k = |Pi| clusters. Even more, we show that Ci is also a good clustering for all
k that are larger than |Pi|, but strictly smaller than |Pi−1|. This is because |Pi−1| already
constitutes the lower bound which makes Ci a good clustering in comparison.
Lemma 5. Let i ∈ {1, . . . ,M} with |Pi| < |P |, and let j ∈ {0, . . . , i−1} be the largest index
for which |Pj | > |Pi|. Then cost(P, Ci) ≤ 8α ·optkdiam(P ) and costcen(P, Pi) ≤ 8α ·optkcen(P )
for all k with |Pi| ≤ k < |Pj |.
Proof. Fix an arbitrary k with |Pi| ≤ k < |Pj |. Notice that j < i by definition, and that
j is well-defined since |Pi| < |P | and |P0| = |P |. Since |Pj | > k, we know by property (b)
of Definition 3 that there are at least k + 1 points of pairwise distance at least 2j in P .
In every k-clustering C∗, there must be a cluster that contains two of these points. The
diameter of this cluster is at least 2j , so optkdiam(P ) ≥ 2j , and the radius is at least 2j−1,
so optkcen(P ) ≥ 2j−1.
We know by property (a) that Pj ⊆ Pj+1 ⊆ . . . ⊆ Pi, and since j is the largest index
with |Pj | > |Pi|, we know in particular that Pj+1 = Pi.
Furthermore, by Lemma 4, we know that for every x ∈ P it holds that ‖x−pj+1(x)‖2 ≤
α · 2j+1+1. Since pj+1(x) ∈ Pj+1, this means that every point in P has a point at distance
at most α · 2j+2 in Pj+1 = Pi. Thus, using Pi as a center set for k-center yields a
solution of radius α · 2j+2 ≤ 8αoptkcen(P ). Also, the distance between any pair of points
having the same parent in Pi is at most α · 2j+3, so if we define that a cluster consists
of all points having the same parent, we get |Pi| clusters with a maximum diameter of
α · 2j+3 ≤ 8α · optkdiam(P ).
Finally, let us discuss how to obtain clusterings with exactly k clusters for any k. Let
k be a fixed number that is strictly between |Pi−1| and |Pi| for some i. We know by
Lemma 5 that Pi induces a good clustering for this k. So one way of promoting this to a
clustering with k clusters would be to simply add k − |Pi| points from P\Pi as singleton
clusters which can only decrease the cost. However, this would not lead to a hierarchical
clustering anymore. We therefore opt for another way: We choose k − |Pi| points T from
Pi−1\Pi, based on a fixed ordering of the points. Then we add Ci−1(y) to the clustering
for all y ∈ T while removing the points in ∪y∈TCi−1(y) from the other clusters. Let CTi be
the resulting clustering, and set P Ti = Pi∪T . An example for this is depicted in Figure 2.
Corollary 6. Let i ∈ {1, . . . ,M} with |Pi| < |P |, and let j ∈ {0, . . . , i− 1} be the largest
index for which |Pj | > |Pi|. Let k be such that |Pi| ≤ k < |Pj | and let T ⊆ Pj\Pi be a set
with |T | = k−|Pi|. Then cost(P, CTi ) ≤ 8α ·optkdiam(P ) and costcen(P, P Ti ) ≤ 8α ·optkcen(P ).
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Figure 2: The example from Figure 1, and a clustering for k = 3 which results
from assuming that 3 is the first in the ordering of P1\P2. The resulting partition is
{1, 2}, {3, 4}, {5, 6}. If 6 was first in the ordering, we would get {1, 2, 3, 4}, {5}, {6}.
Proof. This follows from the proof of Lemma 5: The lower bound on optkcen(P ) and
optkdiam(P ) is unchanged, radius / diameter of the clusters in Ci can only decrease by
removing points, and the radius / diameter of the new clusters is even smaller, since
Lemma 4 gives a better upper bound for representatives stemming from Pj .
3 A Data Structure for Points in Low-Dimensional Space
The goal of this section is to present a dynamic data structure which supports the following
operations.
• Insert(p): A new point p ∈ {1, . . . ,∆}d is inserted into P . We allow multiple copies
of p.
• Delete(p): A point p ∈ {1, . . . ,∆}d is deleted from P . If p is not present in the
current set P , this will be reported.
• Cluster(p, k): A representative of the cluster Ci that contains p in the k-clustering
Ck is returned.
General structure. We realize this data structure by maintaining an α-good family
of sets (Pi)Mi=0 that satisfies the conditions in Definition 3 for α = 2. We organize these
sets in a tree as shown on the right of Figure 1 and 2. For this, for every x ∈ Pi−1 \ Pi
we maintain a pointer to a y = pi(x), more precisely to the copy of y in Pi. Notice that
y = x is possible, then the pointer just points to the ‘next’ copy of x. Additionally, we
also maintain backward pointers, i.e., every x ∈ Pi has a list of pointers to its children.
Finally, for every i ∈ {1, . . . ,M}, we give each point its insertion time as a fixed
identifier and use this for the fixed ordering of the points in Pi−1 \ Pi. We will maintain
the point identifiers for the points in Pi−1 \Pi in a binary search tree so we can find points
based on the ordering.
Computing the Cluster Representative. In order to find the cluster representative
of a point we follow its pointers in the above described tree structure until we encounter
a vertex that is a cluster representative.
A point is a cluster representative for a given k, if one of the following two things
happens: The point is in the set Pi with |Pi| ≤ k that has the smallest index i, or it is
one of the r := k − |Pi| additional points that we choose according to the ordering of the
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points in Pi−1 \Pi. We can detect the first case when we reach a level where |Pi| ≤ k. For
the second case, we need more information. The binary search tree for every set Pi−1 \Pi
allows us to compute the rank of a point in the fixed ordering in O(logn) time. For every
Pj we also maintain its size, so that we can compute k − |Pi| in constant time. Now we
can check whether a point in Pi−1 \ Pi is a cluster representative by comparing the rank
to k − |Pi|. We choose the first k − |Pi| points to cluster representatives.
The running time consists of following at most O(log ∆) pointers plus doing potentially
one rank computation in O(logn), so we get a running time of Od(log ∆ + logn).
Lemma 7. The operation Cluster(p, k) can be implemented to run in Od(log ∆ + logn)
time.
Insertions. In order to describe how insertions are performed, we need to first say how
we store the sets Pi. For every 0 ≤ i ≤ d log ∆ we store Pi in a hash table.2 The key of
a point is the cell of a grid of diameter 2i/
√
d that contains the point. When we insert a
point p, we start with P0 where the point is always inserted into the hash table. Now let
i ≥ 1. In order to determine whether p will be inserted in Pi we use our hash table. We
query the hash table for all grid cells that could contain a point in distance 2i. All such
cells are covered by a box of width 2 · 2i + 2i/√d, so the number of queries to the hash
table is bounded by (2
√
d + 1)d ∈ Od(1). If the hash table is not empty for one of the
keys, we take the first point that we find, and add a pointer to it. Furthermore, we add
the point identifier to the binary search tree for Pi−1\Pi since the point was not inserted
into Pi. If we find no point, then we insert the search point into the hash table for Pi and
proceed with the next i.
Observe that if we add p to Pi, then we did so because we found no point in distance
2i, which ensures condition (b) of α-good set families. Furthermore, when we add a
pointer to a point q in Pi instead of adding p, then q is at distance at most 2i + 2/
√
d =
(1 + 1/(2i−1
√
d)) · 2i. So we satisfy condition (c) for α = (1 + 1/(2i−1√d)) < 2.
In the worst case, we have to insert the point in Θ(log ∆) levels, and have to insert it
into Θ(log ∆) binary search trees, so the worst case insertion time is Od(log ∆ logn).
Lemma 8. Insertions can be processed in expected amortized time Od(log ∆ logn).
Deletions. To delete a point p we first remove it from all Pi and all binary search trees
that it is contained in. This takes time O(log ∆ + log ∆ · logn).
Then we need to check whether property (c) is violated. On each level i, we iterate
through the children of p (this is why we maintain backward edges). For each child point
q, we continue the insertion process that was interrupted when p was found as a close
point on level i. This means that we try to insert q into Pi, and, if successful, into further
levels, just as in the insertion process. The running time for performing this operation is
at most the running time of inserting a point normally, i.e., Od(log ∆ logn).
By the same argumentation as for the insertions, the number of children of a point is
Od(1). However, since we delete the point from potentially all O(log ∆) levels, we have to
process Od(log ∆) child points in the worst case.
Lemma 9. Deletions can be processed in expected amortized time Od(log2 ∆ logn).
Since the family that we maintain is α-good for α < 2, we get the following result.
2Using dynamic perfect hashing [DKM+94] or cuckoo hashing [PR04], it is possible to maintain hash
maps with constant worst-case search time and constant expected amortized insertion and deletion time.
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Theorem 1. Let d be a constant. There is a data structure for the hierarchical k-center
or diameter k-clustering problem when points come from the discrete space {1, . . . ,∆}d
that maintains a 16-approximation with expected amortized insertion time Od(log ∆ logn)
and expected amortized deletion time Od(log2 ∆ logn). At any point of time, we can query
the cluster representative of any point in the data structure in time Od(log ∆+logn) time.
4 In High Dimension
We now consider the high dimensional case. We assume that the dimension is O(logn)
since the Johnson-Lindenstrauss lemma allows us to project points to O(logn) dimensions
without distorting the distances by more than a constant with high probability. In the
following, we will assume that the current number of points n is approximately known to
the algorithm (say, upto a factor of 2) and we rebuild the data structure, if this number
changes by more than this factor. This does not change the amortized expected cost of
the data structure operations.
We derive a α-good family of sets (Pi)Mi=0 for α = 2d` according to Definition 3. Similar
to the low dimensional case, we use pointers for every p ∈ Pi to a point q ∈ Pi+1 that has
distance at most d`2i+1 from p. However, in the high dimensional case, we only maintain
the pointers implicitly. They can be obtained from the data structures storing the Pi.
4.1 Maintaining the Pi
We now describe how to maintain the sets Pi in high dimensions. Let R = 2 ·
√
d · 2i.
Consider a randomly shifted grid with cell width R.
Lemma 10. Let p = (p1, . . . , pd), q = (q1, . . . , qd) ∈ Rd be two points with distance ‖p −
q‖2 ≤ 2i. Consider a randomly shifted axis-aligned grid with cell width R = 2 ·
√
d · 2i.
Then
Pr [p and q are not in the same grid cell] ≤ 12 .
Proof.
Pr [p and q are not in the same grid cell] ≤
∑
1≤i≤d
|pi − qi|
R
= ‖p− q‖1
R
≤
√
d
‖p− q‖2
R
≤ 12 .
For each level i we maintain g = O(logn) shifted grids with side length R as defined
in the above lemma. In order to compute Pi from Pi−1 we first observe that any pair of
points in Pi−1 with distance at most 2i is with high probability in the same grid cell in at
least one of the grids. Therefore, during the computation of Pi from Pi−1 we will make
sure that there are no two points in Pi that are both in the same grid cell for one of the
grids. This will ensure the second property of our data structure, i.e. every pair of distinct
points p, q ∈ Pi has distance at least 2i.
To compute Pi from Pi−1 we maintain a sequence of subsets Pi,0, . . . , Pi,` such that
Pi,0 = Pi−1 and Pi,j is obtained from Pi,j−1 by sampling every point from Pi,j−1 indepen-
dently and uniformly at random with probability n− 1` . Furthermore, we define Pi,`+1 = ∅.
We say that a point p ∈ Pi,j is covered, if there is a point q ∈ Pi,j+1 that is in the same
grid cell as p in one of the grids. The remaining points are called uncovered. From the un-
covered points we select a maximal subset Ii,j such that no two points in Ii,j are contained
in the same grid cell for some of the grids. Finally, we define Pi =
⋃
j Ii,j .
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Lemma 11. For every p ∈ Pi−1 there exists a point q ∈ Pi such that ‖p− q‖2 ≤
√
d ·R`.
Proof. Let p ∈ Pi−1. If p ∈ Pi we are done. Thus, let us assume that p /∈ Pi. In this case,
either p is covered or uncovered. If p is uncovered, by definition of the Ii,j there is a point
q ∈ Pi within distance
√
d · R. Thus, let us assume p is covered and p ∈ Pi,j . Then we
know that there is another point q ∈ Pi,j+1 within distance
√
dR. Applying this argument
recursively and using that Pi,`+1 = ∅, the lemma follows.
4.1.1 The Data Structure
For every grid and every set Pi,j we store the points using a hash table whose keys are the
grid cells, i.e. a point p is hashed to the bucket whose key is the grid cell that contains p.
For each bucket we maintain a second hash table and a doubly connected list that stores
all points that fall into the same grid cell. For each point in the hash table we maintain a
pointer to its occurence in the list. This way, we can insert and delete points in expected
O(d) time and we can return some point from the cell, if it is non-empty by returning the
first list item. We also store for each cell the point from Ii,j it contains.
4.1.2 Insertions
We first argue how to implement insertions. Let p be the point that is inserted. We start
by inserting P into the sets Pi,j . This is simply done by choosing and storing a random
number between 0 and 1. If this number is at most n−j/` then the point is inserted into
Pi,j . Note that if we condition on p being in Pi,j we have that the random value under
this conditioning is uniformly from [0, n−j/`]. This implies that under this conditioning, p
in Pi,j+1 with probability n−1/`.
We first update all hash tables by inserting p. Then we potentially need to update the
sets Ii,j . We start by describing the insertion for the case that p ∈ Pi,j but not in Pi,j+1.
If p is contained in a cell with a point from Pi,j+1 then we know that p is covered and we
do not need further updates. Otherwise, we check whether p is contained in a cell that
contains another point from a set Ii,j . If this is the case, we are done. Otherwise, we add
p to Ii,j and remember for every grid cell of p that it belongs to Ii,j and we are done.
Now consider the case that p is in Pi,j and Pi,j+1. If for every cell of p there is already
a point q ∈ Pi,j+1 in the same cell, then we are done. Now consider any cell that contains
p and that did not have a point from Pi,j+1 before. This means that all remaining points
in Pi,j in the same cell become covered and therefore we remove every point q from Ii,j
that shares a cell with p. We then need to consider all points in the cells that contain q
and that do not contain a point from Pi,j+1 and for each point check whether it has to be
inserted into Ii,j . This can be done in the same way as in the first case (the points are
not in Pi,j+1, which also means that the process does not cascade any more).
Lemma 12. Let X1, . . . , XN be independent 0-1-random variables with Pr [Xi = 1] = 1n1/` .
Then Pr
[∑N
i=1Xi = 0
]
≤ e−
N
2n1/` .
Proof. Follows immediately from Chernoff bounds.
Corollary 13. Let Q ⊆ Pi,j be a set of N points inside the same grid cell. Consider an
algorithm that processes Q in time O(1), if a point from Q is in Pi,j+1 and βN otherwise.
Then the expected running time to process Q is O(βmin{N,n1/`}).
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By the above corollary we obtain that the expected time for insertion in the case that p
is also in Pi,j+1 is O(dn1/`) per grid cell. Since the probability for a point to be contained
in Pi,j+1 is n−1/`, the expected running time of inserting the point in one level is O(dg)
and the time to insert it into the data structure for Pi is O(dg`).
4.1.3 Deletions
Now let us consider the case that p is deleted. Consider the case that p ∈ Pi,j but not
in Pi,j+1. If p is not in Ii,j we can simply delete it from all hash tables and we are
done. Otherwise, we delete it and we need to update all other points that share a cell
with p. This requires O(dn1/`g) time in expectation. If p is also in Pi,j+1 we consider
all cells that contain p. If a cell does not contain another point from Pi,j+1 we update
all remaining points from this cell, otherwise, we do not need to update the points. This
takes O(dn1/`g2) time in expectation, because there are at most g cells from which we
need to process O(n1/`) points in expectation.
4.1.4 Finding Pointers between the Pi and Pi+1
In contrast to the low-dimensional case, we do not store pointers between Pi and Pi+1
explicitly. Instead, we show that we can compute in O(dg`) time such a pointer from our
data structure. This can be done as follows for a point p ∈ Pi = Pi+1,0. We first check
whether p ∈ Pi+1. This can be done by querying all grid cells that contain p for all Pi+1,j
in time O(dg`). If p ∈ Pi+1 we have found our pointer. If this is not the case, we check
for all grids whether p is in the same grid cell as a point q from Pi+1,1. If this is the case,
we know that the distance between p and q is at most
√
d2i+1. We do not know whether
q ∈ Pi+1, so we apply this procedure recursively until we find a point in Pi+1. This point
has distance at most
√
d`2i+1 from p by the triangle inequality. Finally, if there does not
exist a point q ∈ Pi+1 a point in the same grid cell as p then either p ∈ Pi+1 or there exists
a point q ∈ Pi+1 in the same grid cell as p. Then q has distance at most
√
d2i+1 and we
found our pointer. Overall, the time to find the pointer is O(dg`).
Theorem 2. Let ` ≥ 1 be an integer. There is a data structure for the hierarchical
diameter clustering that maintains an O(d`)-approximation under insertions and deletions
of points from {1, . . . ,∆}d. The amortized expected insertion time is O(d2` logn log ∆).
The amortized expected deletion time is O(d2n1/` log2 n log ∆). At any point of time, with
probability at least 1 − 1/n the data structure can correctly answer all queries for cluster
representatives in O(d` logn log ∆) time per query.
Proof. The success probability depends only on the question whether every pair at distance
at most 2i is contained in the same grid cell for at least one of the grids. We know that the
probability of this event is 12g , so for g ≥ 10 logn we get that this is simultanuously true
for all n2 pairs with probability at least 1 − 1/n. The approximation guarantee follows
similarly to the low-dimensional case. The expected insertion time follows from the fact
that our data structure has O(d log ∆) levels and the previous discussions.
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