This paper suggests a model based on Poisson processes to estimate joint credit losses without the limitations of normality assumptions and non-negative correlation.
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-INTRODUCTION
"Do not go where the path may lead, go instead where there is no path and leave a trail." (Ralph Emerson)
It is well known that, due to the dependence (correlation) across asset returns, the total risk of portfolios is usually different from the simple sum of the risk generated by individual assets.
Concerning credit risk, factor models assume that assets are impacted by systematic and specific risks and the mentioned correlation results from the association between latent variables (log-returns of debtors' assets) driven by the systematic portion of the risk. The formula used to represent the latent variables in these models is an application of a property of equicorrelated jointly normal variables and therefore its results are conditional on the assumption that all variables involved in the calculation are normally distributed. However there are many studies in the literature showing that asset returns do not follow the normal distribution.
In order to avoid the assumption of normally distributed variables, this paper applies
Poisson processes to estimate joint credit losses. It is also used the idea that the dependence between asset performances is driven by latent variables which are interpreted as asset "lifetimes" or "time until default".
By considering systematic and idiosyncratic risks as independent "fatal shocks", we can use Poisson processes to represent the arrival time of these shocks which, in turn, is equivalent to the assets' lifetimes. It should be noted that negative shocks in this context are equivalent to "impulses" that lengthen asset lifetimes.
The estimation of joint survival probability of systems that receive two types of shocks (specific and general) following Poisson processes leads to the Marshall-Olkin Copula.
Thus, the joint probability of asset lifetimes being below specific levels may be calculated by combining the Poisson assumptions and the Marshall-Olkin Copula.
Simulations demonstrate that, even for normally distributed variables, the suggested model yields results comparable to those from models that assume normal distributions and dependence.
2 From the general model suggested, it is derived a formula to estimate the default rate of joint losses in extreme scenarios which may be used to calculate the capital to be held by financial institutions to cover unexpected credit losses.
The comparison between unexpected losses estimated by Basel II formula and the Poisson-based model revealed that the latter outperforms the former in most of the cases, being that the success rate of estimations for each loss distribution (and its respective parameters) varies according to the confidence level chosen.
The remainder of the paper is split into four sections. Some concepts necessary to the development of the proposed model are presented in section 2. Next, the Poissonbased model is derived and some simulations confirm its efficiency. In section 4, the model is adjusted to calculate unexpected credit losses and simulations show that it outperforms Basel formula in some scenarios that may represent real credit portfolios.
Section 5 contains final comments and possible extensions.
-SOME USEFUL CONCEPTS AND DEFINITIONS
-COPULAS
Copulas are functions that link univariate distributions to the multivariate distribution of the related variables:
Due to the "Probability Integral Transformation", F X (x) and G Y (y) result in variables uniformly distributed in (0,1). So, the copula links uniform variables to a multivariate distribution that, in this example, gives Pr [X<x,Y<y] , the probability that X and Y are simultaneously below x and y. Such uniform variables correspond to the quantiles of the distributions F X and G Y evaluated respectively at x and y. Thus the copula is valid for any type of distribution.
The probability that the variables are above specific points may be found by the survival copula, represented by Ĉ :
Introductory explanations on Copula Theory may be found, for instance, in the classical textbooks Joe (1997) and Nelsen (2006) .
-POISSON PROCESSES AND RELATED COPULAS
Poisson processes are widely used to represent the "arrival time" of independent shocks that affect components of a system. Such shocks may be non-fatal or fatal depending on whether the components survive or fail, respectively. The "waiting time"
until the next shock is assumed to be exponentially distributed and the processes are characterized by an intensity parameter  that indicates the expected number of events (shocks) per period.
Considering the case of fatal shocks, it is clear that the time of the shock represents the lifetime of the component affected. So, if the shocks are independent we can use
Poisson processes to estimate components' lifetimes.
Consider a system with two components as an example (a two-dimensional Poisson process). They are subject to "shocks" that may be fatal to one or both components.
This could be the case of a small factory with two machines: one of them may fail owing to a problem in that specific machine or both may stop working if the factory has a general problem.
Let T 1 be the lifetime of component 1 and T 2 the lifetime of component 2. If we are interested in estimating the probability of both components (machines, e.g.) "surviving" beyond a particular time t we need to calculate
More specifically, consider two components with lifetimes T 1 and T 2 that may "suffer" three independent shocks whose times S 1 , S 2 , and S 12 are exponential random variables with positive parameters (occurrence rates)  1 ,  2 , and  12 that affect, respectively, only component 1, only component 2, and both of them.
The calculation of Pr[T 1 > t 1 , T 2 > t 2 ] leads to the Marshall-Olkin copula defined as (see Marshall and Olkin, 1967 and Nelsen, 2006, chapter 3) :
It gives the probability of T 1 > t 1 at the same time that T 2 > t 2 .
When α = β (i.e.  1 =  2 ), this copula correspondents to the Cuadras-Augé copula (Cuadras and Augé, 1984) :
where the same notation of [3] applies.
-FACTOR MODELS
Factor Credit Models, such as CreditMetrics  and KMV  , presume that the correlation across defaults is driven by latent variables (asset log-returns of obligors). Such variables are impacted by common (systematic) factors that affect all obligors and specific (idiosyncratic) factors that have effect only on the respective borrowers.
The idiosyncratic factors are independent from one another and therefore do not contribute to asset return correlations which are exclusively determined by the systematic factors (see Crouhy et al., 2000) .
This model may be simplified if we consider that the asset returns of all borrowers are driven by only one common factor (the "economic status"). The latent variable (Y), the single factor (X), and the specific factor () are assumed to be standardized normally distributed. Also, each idiosyncratic risk is uncorrelated with the systematic risk and the specific risks of all other obligors.
For simplicity, each pair of asset returns is considered to present the same correlation (ρ). Owen and Steck (1962) show that equally correlated and jointly standard normal variables may be expressed as a function of their correlation coefficient and two other standard normal variables.
Thus, considering all assumptions of factor models, in the case of a single common risk, the latent variable Y for a debtor i may be expressed as a function of X, , and ρ, namely:
where  and   1 indicate how much of the variability of y i is explained by X and  i , respectively.
Apart from the doubtful presumption of normal behaviour for some of these variables, the use of the linear correlation coefficient is a limitation since it does not capture asymmetric dependence which could indicate that some variables are more or less associated in certain scenarios (see Embrechts et al., 2002) .
-BASEL II
The Basel II Accord defines the capital required to cover unexpected credit losses as:
where LGD is the loss given default; pd A is the expected (average) probability of default;
Maturity is the maturity of corporate loans. Since the model suggested in this paper replaces only the term K V , the maturity formula will not be presented here. For details, see BCBS (2005 BCBS ( , 2006 . 2 See, for example, Schönbucher (2000) and Perli and Nayda (2004) .
[ 6 ] 
-THE MODEL
Consider that joint defaults result from the dependence between latent variables represented by the "time until default" (lifetimes) of assets, T. The probability of default, PD, is the likelihood that a "fatal" shock will happen in a specific time ("unit time", u, to use Poisson's terminology):
For example, let u = 1 year and T = 20 years. In this case, PD = 0.05 indicating the probability that the default will occur in the next year. In fact, T is a latent variable and must be inferred from PD (which is observable 3 ).
Note that PD and T are expected values and thus PD may oscillate as a function of T.
Whenever T increases (decreases), PD decreases (increases) for a fixed unit time.
Therefore the probability of PD being greater than a specific level, pd, is equal to the probability of asset lifetimes being smaller than the lifetime, t, correspondent to that loss level. Also, note that if the cumulative area until pd is p, pd is the p th percentile of the PD distribution, the area below t is 1 -p and t is the (1 -p) th percentile of the asset lifetime distribution.
This means that the likelihood of PD being above (below) a specific percentile p of the loss distribution is equal to the probability of the asset lifetime being below (above) the percentile 1 -p of the latent variable distribution.
3 As a frequency of defaulted assets in a portfolio (in a specific period) or deduced from ratings for individual assets (debt issuers).
[ 8 ]
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Knowing the shape of F(pd) is irrelevant; we just need to define the level of unfavourable scenarios (high PDs) we will test, which is represent by the area above pd in Figure 1 .
FIGURE 1 -Illustration on the equivalence between areas above a specific probability of default and below the associated latent variable's level (asset lifetime).
Like in factor models, we assume that each asset faces systematic and independent idiosyncratic risks (shocks). Defaults will occur when these shocks are "fatal"
4
. For an asset i, T i will be its lifetime, I i will be the time in which the fatal idiosyncratic shock happens and S i the time of the systematic shock. So,
The joint probability of lifetimes of two assets i and j being shorter than a particular period t is expressed as Pr[T i < t, T j < t]. This will occur only if the idiosyncratic shocks of both assets are shorter than t or if the systematic shock happens before that time. Since the specific shocks are independent, we can esteem that the probability of joint defaults caused by conjunct idiosyncratic reasons is negligible for large portfolios in short 4 Since the focus is on defaults, non-fatal shocks (causes of downgrade of the loans, i.e. reduction of credit quality) are out of the scope of this study.
equal areas:
Loss distribution Asset lifetime distribution t c pd t intervals of time. It is not plausible that many companies will be affected by, e.g., "bad management" at the same time (in the case of corporate debt) or people will have personal problems at once (in the case of retail loans). Therefore, the analysis of joint default in portfolios should concentrate on the systematic portion of the risk.
We are concerned about situations in which several assets present "high" PDs simultaneously but we are not able to calculate these joint occurrences since we do not know the loss distribution.
Based on all prior assumptions, it is reasonable assuming that shock times (and therefore assets' lifetimes) follow Poisson processes implying that those variables are exponentially distributed. Thus, we can find the joint probability of "low" potential asset lifetimes and use it as a proxy for the joint probability of "high" PDs. In the case of two assets, for example, we should calculate Pr[T i < t, T j < t], i.e. the probability that the lifetimes of assets i and j will be smaller than t.
For assets i and j, the Marshall-Olkin copula,
is the joint distribution of T i and T j evaluated at t i and t j . So, the complete expression, derived from [9] , is: 
t (which is exponentially distributed) is the time to be specified according to the confidence demanded. It may be found by F -1 (confidence, 1/), where F -1 stands for the inverse exponential distribution and confidence is a value in [0,1].
[ 10 ]
[ 9 ]
9  represents the number of defaults in one unit-time period. It is exactly the probability of default (PD) of the particular asset. Note that the default for each asset may be caused by a specific shock (represented by  idio ) and or a general shock ( syst ) but we do not need to distinguish them because we are interested in the PD itself (which incorporates  idio +  syst ) regardless of its cause.
On the other hand, knowing (or assuming) the ratio  syst /( idio +  syst ) is essential to calculate the joint default probability. This term indicates the proportion of conjunct defaults caused by systematic shocks. As said before, virtually all joint defaults in "large" portfolios in a short period are triggered by systematic factors. Thus all simultaneous credit losses will reflect a certain association among assets. Such relation will be captured here by measures of dependence across assets' losses. In the simulations ahead, two of these measures will be tested: the linear correlation coefficient and the kendall's tau (rank correlation).
This reasoning is similar to that presented in [5] where the impact of the single (economic) factor on the latent variables is measured by the square root of the correlation between those variables. The difference is that this alternative model uses the correlation coefficient itself and not its square root.
Moreover the Poisson-based model allows "negative systematic shocks" and therefore has the advantage of being compatible with negative correlations in view of the fact that when the ratio  syst /( idio +  syst ) is negative the shocks act as impulses to assets' lifetimes. In this fashion, it is assumed that opposite shocks may offset one another provided that PD is kept in the interval [0,1], i.e the total shocks (=  idio +  syst ) are still positive and satisfy the Poisson process condition related to the parameter's positiveness. This is the case when economic conditions (systematic shocks) are so favourable that they reduce the effects of individual shocks 5 . Thus the best economic scenarios in terms of risk happen when assets are negatively correlated (although this is seldom observed in reality).
After these replacements and using the correlation coefficient (ρ) as an example of proxy for the ratio between systematic and total shocks, [10] becomes more intelligible: 
This formula gives the likelihood that defaults of two assets, i and j, will be simultaneously above their respective quantiles -F PD (pd i The correlation is allowed to be negative in the cases where [ 12 ] 11 negative dependence reaches its highest intensity,  = -1, consistent results will be possible just for quantiles F PD (pd) no greater than 0.6180.
Although Poisson processes have been used to model credit risk, to the best of our knowledge, the approach suggested in this paper to estimate joint losses is novel. The CreditRisk + model, for example, assumes that the probability of default follows the Poisson distribution but the method adopted to derive losses at the portfolio level is different from the technique proposed here and does not employ the concept of copula (see CSFBI, 1997 and Crouhy et al., 2000) . Lindskog and McNeil (2001) suggest the application of Poisson processes to model credit risk but they focus on different questions, specially the impact of the ratio of idiosyncratic and systematic shocks on the tail of the total loss distribution.
-SIMULATIONS
In order to test the performance of the suggested approach, we simulated normal variables with three dependence structures represented by three copulas: Gaussian (symmetric without tail dependence), t (symmetric with fat tails), and Gumbel (asymmetric with right-tail dependence) and calculated the probability of extreme joint occurrences. The purpose is checking whether this alternative model yields results at least as good as estimations that assume normal margins and dependence (Gaussian copula) even when the losses are normally distributed.
Two assets, i and j, were simulated with probabilities of default equal to 0.05 and 0.10.
For each dependence structure, five strength levels were tested 6 : 0.1, 0.2, 0.3, 0.4, and 0.5 for Gaussian and t copulas and 1.1, 1.3, 1.5, 2.0, and 2.5 for Gumbel copula 7 .
Then it was calculated the proportion of joint occurrences of PDs above specific loss percentiles: 75 th for both assets, 90 th for i and 80 th for j, and 99 th for both assets. In other words, we calculated the ratio of simultaneous losses above the mentioned percentiles of each asset loss distribution. So, for example, in the second case, it is estimated the 6 These levels correspond to the copulas' parameters. The t copula was simulated with degree of freedom = 1 in order to present a considerable difference from the Gaussian dependence. 7 The parameters for Gumbel copula are different because the minimum parameter admitted for this copula is 1 (which indicates independence).
probability of i's loss being higher than 90% of its historical losses at the same time that j presents losses higher than 80% of its historical level.
Next, the joint probabilities for the same cutoffs were estimated by using two methods:
(i) assuming normal loss distributions and Gaussian dependence and (ii) the model based on Poisson Processes and using the linear correlation as proxy for the intensity of systematic shocks. Each simulation was run 10,000 times. The results are shown in Table 1 .
It was also calculated the absolute difference between each method and the real joint occurrences observed (see two last columns of Table 1 ). Such differences were used to check if, when the losses are normally distributed, the suggested Poison method yields results as satisfactory as the estimation that assumes normal distributions and dependence. Based on the absolute difference, the alternative approach outperformed the traditional estimation in 21 (out of 45) scenarios (46.67%). Naturally, this performance was conditional on the dependence structure. For the Gaussian copula (which is the assumption of traditional estimations), the Poisson-based method was the best only in one scenario (out of 15). For the t and Gumbel copulas, the suggested model gave results closer to the real observed occurrences: 13 (86.67%) and 7 (46.67%) cases out of 15, respectively.
More interesting is noting that the difference between the joint losses estimated by the traditional and suggested model is not significant (pvalue = 0.4554) 8 . Hence, we can infer that, even when loss distributions are normal, the method based on Poisson process gives results as "good" as calculations based on assumptions of normality (dependence and loss distributions).
These simulations were repeated by using Kendall's tau as a measure of systematic risk intensity. The results (not displayed here) in terms of performance and significance were similar to those mentioned. However the level of outperformance of the Poisson approach according to the dependence between losses was considerably distinct:
66.67% for Gaussian, 60% for t, and 26.67% for Gumbel. 
-A MODEL APPLICATION: CAPITAL REQUIRED TO COVER UNEXPECTED CREDIT LOSSES
-THE MODEL
The capital calculated according to [6] is the difference between an "extreme" probability of default (PD) with a specific level of confidence (99.9%), K V , and the average PD. An alternative formula to estimate such extreme PD may be derived from the approach presented in section 3.
In [12] , we calculated the probability of joint losses above a chosen level, 
where Ĉ is the survival copula of lifetimes t i and t j , F T (t i ) and F T (t j ) are their respective quantiles (equal to one minus the quantiles of the associate PDs, i.e. 1 -F PD (pd i ) and 1 -F PD (pd j )), and ρ ij is the correlation between default probability of loans i and j.
If the capital is stipulated for segments considered homogeneous, loans in each segment are supposed to have equal PD (and, consequently, same expected lifetime) such that the dependence between t becomes a Cuadras-Augé copula (given in [4]):
being that pd i = pd j = pd, t i = t j =t , ρ is the correlation for each pair of loans in the portfolio which are considered equicorrelated 9 and 1 -F T (t), one minus the quantile of the loans' lifetimes, is equal to the quantile F PD (pd) of the associated probability of default (see section 3).
In this alternative approach, portfolios' losses result from joint occurrences. So, the confidence of the probability of joint defaults ("confidencePD") is the area under the multivariate density function up to the PD level chosen. Such area is equivalent to the
whose range is (0,1). However, as shown ahead, the maximum consistent value for individual loss percentiles F PD (pd) = 1 -F T (t) may be smaller than 1.
In principle, the PD distribution is unknown but the value of the portfolio's lifetime T may be estimated through the inverse distribution of individual lifetimes (exponential) with
that corresponds to the area below the lifetime t:
Kendall's tau is an alternative to replace ρ in [14] . 10 The confidenceT is in fact given by C(F T (t), F T (t)) but, based on the prior paragraph, is approximated by
. This may be considered valid because loans' lifetimes in homogeneous segments/portfolios are supposed to have similar behaviour.
[ 14 ]
[ 15 ] 16 where pd A is the average probability of default (expected loss), F T (t) is the quantile of T which is equal to one minus the quantile of the PD distribution (F T (t) = 1 -F PD (pd)) . 11 This model confidence is based on individual losses and their dependence in order to give the likelihood that each of these losses will reach a specific threshold and impact the portfolio's loss. It should not be confused with confidenceT and confidencePD, mentioned before, which refer to the probability of portfolios' lifetimes and PDs, respectively, being below a particular point. If one of these two measures was used as the model confidence, the alternative method would not capture the dependence between PDs.
[ 17 ]
[ 18 ] is increasing in confidence and ρ.
[19] gives the total probability of default in adverse scenarios with respect to the confidence required and therefore should replace the term K V in [6]:
It is possible that this Poisson approach yields better results for consumer loans since it uses the idea of "shocks" and there is evidence that households are more subject to shocks (such as loss of job and divorce) whilst the degradation of corporate debts is continuous (see Avery et. al., 2004 and Sabato, 2006) .
SIMULATIONS
Simulations 12 of credit PD distributions were used to compare the formula based on
Poisson processes to the formula determined in Basel II for three classes of retail credit (revolving, mortgage, and "other retail")
13
. 320 scenarios were created. For simplicity,
LGD was assumed equal to 100%.
Four dependence structures (copulas) were applied to capture distinct types of association: Gaussian (symmetric without tail dependence), t (symmetric tail dependence), Clayton (left-tail dependence), and Gumbel (right-tail dependence).
Five levels of dependence were considered for each copula (represented by their parameters " ": 0.1, 0.2, 0.3, 0.4, and 0.5 for Gaussian, t, and Clayton copulas and 1.1, 1.3, 1.5, 2.0, and 2.5 for Gumbel copula -see footnotes 5 and 6). Then, for each copula level, four PD distributions were simulated: Normal, Exponential, Beta, and Gamma
14
. 12 The simulations were repeated 1000 times. 13 Corporate credit could also be analyzed but the maturity term in [6] should be simulated as well. 14 The parameters of the distributions were defined in such way that the mean loss was equal to the probabilities of default considered (0.01, 0.05, 0.10, and 0.15 for each distribution) and, apart from the normal case, the distributions presented "long" right tail (indicating the existence of extreme high losses).
[ 19 ]
[ 20 ]
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Four PDs were used in each distribution: 0.01, 0.05, 0.10, and 0.15. Figure The simulations revealed the superiority of the alternative formula for some scenarios. Table 2 shows the percentage of cases in which the alternative model gave estimations closer to the maximum unexpected losses observed in the simulated data (based on the absolute difference, i.e. without considering under or overestimations).
The performance of the suggested formula was clearly sensitive to the PD distribution. From the last column of Table 2 , it can be calculated that the alternative approach was simultaneously better than all three classes of retail credit in 43% of the scenarios simulated. ). In order to test this hypothesis, we checked the performance of the Poisson-based formula using the values for ρ stipulated in Basel II Accord (with confidence level of 95%, as before).
The results are in Table 4 and the alternative model's performance was similar to the case where correlations calculated from the data were used (the average of the absolute difference among values in Tables 2 and 4 is 5.5%). As in the prior simulation (Table 2) , the worst and the best results from the suggested model were related to normally and gamma-distributed losses, respectively.
The formula used in Basel II was also tested by applying the correlation coefficient calculated from the PD series instead of using the values stipulated in the Accord. This strategy did not yield good results (not displayed here) when compared to the Poisson model as the latter outperformed the former in 67.5% of the cases.
-FINAL COMMENTS
The assumption of normality and the constraint of non-negative correlations are limitations of factor models. On the other hand, the method suggested in this paper allows for negative dependence, uses a copula to estimate joint occurrences and is based on the assumption that the latent variables (assets' lifetimes) follow Poisson processes which means that they are exponentially distributed. Given these properties, the alternative model tends to result in better estimations of joint losses that are not normally distributed. Even for assets with normal credit losses, the Poisson-based model was shown to be as good as traditional estimations that assume normal dependence and distributions. 16 See formula in BCBS (2005 BCBS ( , 2006 . 
