Abstract. Spin Hurwitz numbers count ramified covers of a spin surface, weighted by the size of their automorphism group (like ordinary Hurwitz numbers), but signed ±1 according to the Atiyah invariant (parity) of the covering surface. These are related to Gromov-Witten invariants of complex 2-folds by the work of and . A formula was given in the genus 1 case by .
Introduction: motivation and main results
Hurwitz numbers count ramified covers of surfaces weighted by the size of the automorphism group of the cover. Combinatorial formulas in terms of the representation theory of the symmetric group go back to Hurwitz [Hur91] , Frobenius [Fro96] , and Burnside [Bur11] .
In the 1990's, Dijkgraaf-Witten [DW90] and Freed-Quinn [FQ93] explained how to construct a topological quantum field theory from a finite gauge group. A 2-dimensional version of this theory (with gauge group S n ) underlies the Hurwitz numbers (see [FHLT10] for a modern perspective on this). More recently, there has been renewed interest in Hurwitz numbers after connections were made to GromovWitten theory and integrals on the moduli space of curves [ELSV99] [OP09] .
Associated to a spin structure on a closed surface is an element of Z 2Z known as the Atiyah invariant or parity [Ati71] [Mum71] [Joh80] . The aim of this paper is to compute and understand a variant of Hurwitz numbers called spin Hurwitz numbers, defined for spin surfaces, where ramified covers are counted with a sign according to the Atiyah invariant of the total space. The main theorem of this paper is the following formula for spin Hurwitz numbers. where the sign ± is + or − according to whether the Atiyah invariant of Σ is even or odd, SP(n) is the set of strict partitions of n, and V ν are the irreducible supermodules of the Sergeev algebra Y n = Cℓ n ⋊ S n (see Definition 1.11). Moreover, by [Sch11] and [Józ00] 
By the work of Lee-Parker [LP07] [LP09] and Maulik-Pandharipande [MP08] , (unramified) spin Hurwitz numbers can be used to compute certain Gromov-Witten invariants of Kähler surfaces (i.e. complex 2-folds). The idea is as follows: given such a surface, X with a smooth canonical divisor Σ ⊂ X, the normal bundle of Σ is a square root of the canonical bundle on Σ by the adjunction formula. This endows Σ with a spin structure, and certain Gromov-Witten invariants (which count maps Σ → X) can be shown to localize on Σ (after deforming the complex structure on X) and in fact reduce to computing spin Hurwitz numbers on Σ.
These numbers were also studied by Eskin-Okounkov-Pandharipande in [EOP08] where the authors used TQFT-type ideas to produce a formula for the spin Hurwitz numbers in the genus 1 case, in terms of the combinatorics of the Sergeev group (see Appendix 6.4). It remained open to provide formulas for other genera, and also to give an Atiyah-Segal style definition of the TQFT which underlies these numbers.
In this paper, we provide a solution to both of these problems: we give a description of a spin TQFT whose value on surfaces recovers spin Hurwitz numbers and use this to give formulas for spin Hurwitz numbers in any genus (our results do not rely on those in [EOP08] ).
Lee and Parker are currently working on a paper [LP12] in which they independently compute the spin Hurwitz numbers in genus ≥ 1 using techniques from geometric analysis and Gromov-Witten theory to reduce to the genus 1 case in order to apply the formulas from [EOP08] .
1.1. Ordinary Hurwitz numbers. It will be helpful to recall how ordinary Hurwitz numbers are defined and computed using TQFT. The results in sections 1.1 and 1.2 are reasonably well known, but we present them here in order make analogies with our own results.
Let P(n) denote the set of parons of n, i.e. µ = (µ 1 ≤ . . . ≤ µ ℓ ), where µ 1 +. . .+µ ℓ = n. We write ℓ(µ) = ℓ for the length of µ. Note that isomorphism classes of nfold covering spaces of a circle are in bijection with P(n); we call the partition corresponding to such a cover, the ramification datum of the cover.
Fix a closed, oriented surface Σ with marked points p 1 , . . . , p k . Definition 1.2. An n-fold ramified cover of Σ, with ramification data µ 1 . . . , µ k ∈ P(n) at p 1 , . . . , p n is a surfaceΣ with a finite, continuous mapΣ → Σ which is an n-fold covering space over Σ − {p 1 , . . . , p k }, and such that the restriction to a small circle around p i has ramification datum µ i . Define the Hurwitz numbers bŷ
where the sum is taken over isomorphism classes of ramified coversΣ → Σ with the specified ramification data. We will writeĤ n (Σ, k) for the associated linear functional on C[P(n)]
⊗k Recall that the set P(n) naturally parameterizes conjugacy classes in the symmetric group S n , as well as the irreducible representationsV ν .
Definition 1.3. Letf ν µ be the central characters of the symmetric group, i.e. the constant multiple of the identity by which the conjugacy class µ acts on the representationV ν .
The following formulas go back to Hurwitz, Frobenius, and Burnside (in various forms).
by the following formula
.
Moreover, we have the following expressions for the dimensions and central characters of the symmetric group (see e.g. [Ful97] ):
where
where S ν (X) are the Schur functions, p m (X) = ∑ j≥1 x m j is a power sum function, and p µ (X) = p µ1 (X) . . . p µ ℓ (X).
1.2. Topological quantum field theory. Suppose that our surface Σ can be decomposed as Σ 1 ∪ N Σ 2 where the Σ i are surfaces glued along a common boundary N . The key observation required to prove the formulas for the Hurwitz numbers in Theorem 1.4 is that the Hurwitz numbers of Σ can be computed in terms of the Hurwitz numbers of the Σ i (with extra marked points corresponding to the boundary components N ). One convenient way to organize this relationship is via topological quantum field theory (TQFT).
Let Bord or denote the category whose objects are closed, oriented 1-manifolds, and a morphism N 1 → N 2 is an oriented surface Σ with an identification ∂Σ ≡ N 1 ⊔ N 2 (up to diffeomorphism). This has a symmetric monoidal structure given by disjoint union of manifolds. Let Vect denote the category of complex vector spaces with its symmetric monoidal structure given by tensor product. Definition 1.5. A TQFT is a symmetric monoidal functor Z ∶ Bord or → Vect.
Given any TQFT Z, we have a vector space V given by Z(S
1
). This naturally has the structure of a commutative algebra, where the multiplication is given by applying the functor Z to the cobordism S 1 ⊔ S 1 → S 1 given by a pair of pants (a sphere with three discs removed). Moreover, there is a map θ ∶ V → C given by applying Z to the disc, considered as a cobordism S 1 → ∅. This makes V into a commutative Frobenius algebra, i.e. the map V ⊗V
If this algebra is semisimple, by Weddeburn's theorem V ≅ ∏ s∈S C.e s where e s are orthogonal idempotents. Proposition 1.6. In this case we have the following expression for the number assigned to any closed surface Σ:
This is proved by cutting up Σ into pieces that look like discs or pairs of pants, see section 4 for more details.
The following theorem gives a precise description of how Hurwitz numbers behave under cutting up your surface into pieces. Theorem 1.7. There is a family of TQFTs Z n which assign the following invariants • To a circle it assigns the vector space C[P(n)].
• To a surface Σ with k marked points, considered as a cobordism (S
Moreover, the commutative Frobenius algebra structure on C[P(n)] is given by identifying it with the algebra of class functions C[S n ] Sn such that a partition µ maps to the corresponding conjugacy class. The map θ is on class functions is given by 1 n! times evaluation at the identity.
The algebra C[S n ]
Sn is semisimple; the change of basis matrix between the conjugacy classes µ and the orthogonal idempotents e ν is given by the central . Combining this theorem with Proposition 1.6, we deduce the formula for Hurwitz numbers in Theorem 1.4. Remark 1.8. There is an obvious analogue of this story, where n-fold covers are replaced by G-bundles for any finite group G.
1.3. Spin Hurwitz numbers. Now suppose our closed surface Σ comes equipped with a spin structure (see Appendix 6.3 for a definition). This is equivalent to choosing either of the following pieces of data:
• A quadratic form on H 1 (Σ, Z 2Z) which refines the intersection pairing, • A square root, K 1 2 of the canonical bundle (for any complex structure on Σ). Definition 1.9. In terms of the descriptions above, the Atiyah invariant or parity of Σ (with its spin structure) is defined to be
• The Arf invariant of the corresponding quadratic form on
We will call a surface Σ even or odd, and write Σ + or Σ − according to whether the Atiyah invariant of Σ is 0 or 1.
Recall that there are two spin structures on the circle S 1 : the anti-periodic (or Neveu-Schwarz ) circle S We will see that these are analogues of the dual roles played by P(n) for ordinary Hurwitz numbers, as indexing conjugacy classes and representations of the symmetric group.
Suppose we have a coverΣ → Σ ramified at p 1 , . . . , p k . We can canonically lift the spin structure on Σ toΣ precisely when the ramification data are all odd partitions (in that case, every component of the covering space over each boundary circle is anti-periodic, thus the spin structure extends over the disc it bounds). Definition 1.10. The spin Hurwitz numbers are defined by:
where the sum is taken over isomorphism classes of branched coversΣ of Σ with ramification data µ 1 , . . . , µ k ∈ OP(n) at p 1 , . . . p k . We will write H n (Σ, k) for the associated functional on the vector space C[OP(n)] ⊗k .
Definition 1.11. The Sergeev algebra Y n is defined to be Cℓ n ⋊ S n , where Cℓ n is the nth complex Clifford algebra (see Appendix 6.2). It has a Z 2Z-grading coming from the grading on the Clifford algebra (we will call an algebra with such a grading a superalgebra).
The Sergeev algebra will play the role that the symmetric group played for ordinary Hurwitz numbers. Thus we can define the central characters f ν µ of Y n to be the constant multiple of the identity by which the conjugacy class corresponding to µ ∈ OP(n) acts on V ν , for ν ∈ SP(n). Note that this implies in particular that the cardinalities of SP(n) and OP(n) are equal, a fact that was first proved by Euler. Remark 1.13. The representation theory of Y n is very closely related to the spin representations of both the symmetric and hyperoctahedral groups (see Appendix 6.4, or [Józ00] for more details). The study of such representations was initiated by Schur in [Sch11] , where he introduced the Schur Q-functions Q µ (X) which are analogous to the Schur functions in the ordinary representation theory of the symmetric group. Morris [Mor62] extended this theory greatly, introducing the notions of bars and bar lengths (analogous to hooks and hook lengths).
One of the main results of this paper is the following combinatorial expression for the spin Hurwitz numbers (Theorem 1.1 is a special case of this).
Theorem 1.14. The numbers H n (Σ ± , µ 1 , . . . , µ k ) are given by the following formula:
Here, the constant C is defined by 
and the numbers f ν µ satisfy
where Q ν (X) is the Schur Q-function.
1.4. Spin TQFTs. Just as the ordinary Hurwitz numbers were governed by a TQFT on oriented manifolds, spin Hurwitz numbers will be governed by a TQFT defined on spin manifolds. Thus we need to extend our definition of a TQFT to take spin structures in to account. We will also need to extend our definition in an another (unrelated) way: we would like to consider fully extended TQFTs (see Remark 1.15), where invariants are assigned to 0-manifolds and 1-dimensional cobordisms as well. This requires the introduction of 2-categories. Throughout this paper, the term 2-category will mean a weak 2-category, (or bicategory). We refer the reader to [Bèn67] [Sch09] for a detailed discussion of 2-categories, but briefly a 2-category C consists of a set of objects, and a 1-category Hom C (x, y) of morphisms between x and y (together with additional data of composition laws, and satisfying certain axioms). The morphisms in Hom C (x, y) will be referred to as 2-morphisms. A symmetric monoidal structure on a 2-category C is a functor ⊗ ∶ C × C → C with fixed isomorphisms x ⊗ y ≅ y ⊗ x (together with additional data of a unit and associativity laws, satisfying certain axioms) Let Bord
Spin 2 be the symmetric monoidal 2-category of spin cobordisms. Cobordism categories (with various kinds of extra structure) are described in [Lur09] , and chapter 4 of [Sch09] . Here we just recall the basic idea:
• Objects are spin 0-manifolds, i.e. disjoint unions of points equipped with a spin structure.
• A 1-morphism between 0-manifolds N 0 and N 1 is a cobordisms between N 0 and N 1 , i.e. a 1-manifold M with an isomorphism of spin manifolds ∂M ≅ N 0 ⊔ N 1 , where N denotes the opposite spin structure on N (see Appendix 6.3).
• If M and M ′ are 1-morphisms between N 0 and N 1 , then a 2-morphism between M and M ′ is a spin 2-manifold Σ with corners, and an isomorphism
• The symmetric monoidal structure is given by disjoint union of manifolds. Remark 1.15. By cutting along codimension 1 submanifolds we can reduce the computation of spin Hurwitz numbers to computing genus 0 spin Hurwitz numbers with 3 ramification points (pair of pants), but we still need to be able to identify this with the structure constants for the supercentre of the Sergeev algebra. This is the main purpose of fully extending the theory: the Sergeev algebra appears very naturally as the value assigned to a point in our construction, and the general theory of TQFT then implies that the value of the TQFT on a anti-periodic circle is the supercentre. Note that the ordinary Hurwitz TQFT of Theorem 1.7 can also be fully extended to assign the full group algebra of the symmetric group to a point. , which is a truncation of the natural (∞, 2)-category which is discussed in [Lur09] . This is because the target category for our TQFT is a 2-category (as opposed to an (∞, 2)-category), so all higher structure gets killed off.
Let SVect denote the symmetric monoidal category of supervector spaces and degree 0 morphisms, with its graded tensor product. Let SAlg be the symmetric monoidal 2-category of superaglebras: objects are algebras SVect, 1-morphisms are superbimodules, 2-morphisms are maps of superbimodules.
Remark 1.17. The symmetric monoidal structure in SVect (and hence in SAlg) contains the sign rule:
v w w ⊗ v where v and w are homogeneous elements of degree v and w . The notions of opposite superalgebra A op , supercentre Z(A) and superabelianization Ab(A) of a superalgebra A in this paper are all defined following this rule.
The following theorem which is analogous to Theorem 1.7 for ordinary Hurwitz numbers.
Theorem 1.19. There is a fully extended 2d spin TQFT Z n which assigns the following invariants:
• To a point, it assigns the Sergeev algebra, Y n .
•
To the anti-periodic spin circle, it assigns the even super vector space C[OP(n)].
This can be identified with the supercentre Z(Y n ).
• To the periodic spin circle, it a assigns the supervector space freely generated by C[SP(n)] where the degree of µ ∈ SP(n) is ℓ(µ) mod 2. This can be identified with the superabelianization Ab(Y n ).
• To a closed spin surface Σ with k punctures, considered as a cobordism
Remark 1.20. Our construction gives a canonical basis for Z n (S 1 ap ) indexed by OP(n), which is necessary to identify the value of Z n on a punctured surface with spin Hurwitz numbers. Strictly speaking, this basis is not an invariant of the functor Z n (it is not a Morita invariant of Y n ), rather it is a feature of our construction of it. It is also important to note that the basis of Z n (S 1 per ) given above is actually only well defined up to sign.
1.5. Outline of Paper. Our aim is to prove the spin Hurwitz formulas in Theorem 1.14 by closely following the sketch for ordinary Hurwitz numbers in 1.2. The first two sections are concerned with constructing the TQFTs Z n of Theorem 1.19. In section 2, we describe the theory Z 1 . This is an invertible theory, assigning the number (−1)
At(Σ) to a closed spin surface Σ; its construction essentially reduces to the Atiyah-Bott-Schapiro KO-theory orientation of spin manifolds. The construction of Z n for n > 1 is given by a general procedure based on the finite path integrals of [FHLT10] which takes TQFT Z 1 , and produces a new TQFT Z n whose value on closed surfaces is an average of the value of Z 1 over n-fold covers of the surface. This is the content of section 3.
A key part of computing ordinary Hurwitz numbers in this way, was to compute the invariants on a surface based on the representation theory of the corresponding Frobenius algebra. In section 4 we will explain the analogue of this idea for spin TQFTs. We also sketch a classification of such TQFTs based on Lurie's cobordism hypothesis (though the proof of the main Theorems 1.19 and 1.14 do not depend on this).
Finally, in section 5 we will compare the description of Z n from section 3 with the calculations from section 4 to prove Theorem 1.14.
We include an appendix, containing a brief review of superalgebra theory, Clifford algebras, spin structures and spin representation theory of the symmetric and hyperoctahedral groups. I am especially grateful to my advisor, D. Nadler who first taught me how to count covers using TQFT, for his consistent guidance and insight. Finally, I am indebted to D. Treumann, from whom the initial idea for this project came from. I have greatly benefited from his ideas and suggestions during the many conversations we have had on this subject, and from his wisdom and encouragement.
The Atiyah TQFT
In this section, we explain how the Atiyah-Bott-Schapiro orientation M Spin → KO from homotopy theory [ABS64] (see also [LM89] ) gives rise to the invertible field theory Z 1 of Theorem 1.19. The (2,1) part of this TQFT (i.e. not extended to a point) was described in [ABC + 09] section 2.1.6, and a closely related construction can be found in Stoltz and Teichner's paper [ST04] . Here we will just sketch the idea of the construction. 1 2.1. TQFTs vs infinite loop maps. The ideas here can be found in [Lur09] , section 2.5. Recall that for any 2-category, C there is a space (or simplical set) C called the classifying space (or nerve) of C. The assignment C ↦ C has a right adjoint which takes a space to its fundamental 2-groupoid. This adjunction restricts to an equivalence between the category of 2-groupoids (2-categories in which all 1-morphisms and 2-morphisms are invertible) and homotopy 2-types (spaces for which all π i are trivial for i > 2). Moreover, if the 2-category C has a symmetric monoidal structure, this gives the classifying space the structure of a homotopical commutative monoid (more properly, an E ∞ structure). If every object of C has a dual (see 4.1), then C will be grouplike (i.e. equivalent to an infinite loop space).
In what follows, we will freely use the identification of 2-groupoids and homotopy 2-types. Using this equivalence we can slightly abuse notation and note that for any 2-category there is a natural localization map C → C (this is the unit map for the adjunction above). 1 Although the proofs of the main theorems rely on the existence of this TQFT, understanding this construction is not necessary to read the rest of the paper. Another description of this TQFT using the cobordism hypothesis will be given in section 4.
It follows from the above discussion that an invertible TQFT Z ∶ Bord → C is determined by an infinite loop map Z ∶ Bord → C ∼ , where C ∼ is the (non-full) subcategory of C only consisting of invertible objects and morphisms. The work of Galatius-Madson-Tillmann-Weiss [GTMW09] identifies the homotopy type of the classifying space of bordism categories, generalizing the classical PontryaginThom theory. For us, it will be enough to note that there is an infinite loop map Bord
2.2. The Atiyah Invariant. The Atiyah invariant of a closed spin surface was defined by Atiyah in [Ati71] as the mod 2 dimension of the space of holomorphic sections of a square root of the canonical bundle (for a choice of complex structure on the surface). As was noted in that paper, this invariant can be thought of as living in π 2 (KO) = Z 2Z, where KO is the spectrum representing real K-theory. More generally, we have a map of spectraÂ ∶ M Spin → KO, where M Spin is the spectrum representing spin cobordism. This can be constructed as the index of the Dirac operator on a spin manifold (see [LM89] ). The Atiyah invariant of a closed spin surface is given by π 2 (Â). The Atiyah TQFT Z 1 will be defined by the infinite loop map
It remains to define the map Cℓ above.
Remark 2.2. Our construction will naturally take values in the 2-category of real (rather than complex) superalgebras. We will then compose this with the complexification functor to land in the 2-category SAlg. In fact all the TQFTs Z n are defined over R, but we choose to work over C to simplify the exposition in section 4.
2.3. The map Cℓ. Let Vect O R be the topological category of real vector spaces equipped with a positive definite quadratic form, with isometries as morphisms. Recall that the space Ω ∞ KO is obtained by taking the group completion of this category. We will define a symmetric monoidal functor from Vect O R (with symmetric monoidal structure given by orthogonal direct sum) to the 2-category of invertible superalgebras (with invertible bimodules and intertwiners), which by the universal property of group completion must factor through Ω ∞ KO. To define such a functor, we must assign a superalgebra to each quadratic vector space V , a bimodule to each isometry f ∶ V → W , and a map of bimodules to each homotopy class of paths of isometries
The map Cℓ is defined by taking a vector space V as above to its Clifford algebra
Recall that a spin structure on W means a choice of an irreducible Cℓ(W ) − Cℓ d (R) bimodule. Note that for any choice of spin structure S W on W ,
Moreover, picking a compatible spin structure S V on V and a lift of f to a spin isometry (f, φ), induces an isomorphism of
A path in O(V, W ) is given by a family f t of isometries where t ∈ [0, 1]. As the map Spin(V, W ) → SO(V, W ) is a covering map, if we pick a lift φ 0 of f 0 as above, then we obtain a lift φ t of f t (depending only on the homotopy class of the path).
This gives the required isomorphism of bimoduleŝ
which doesn't depend on the choices of lift above.
Taking the composite of the Atiyah invariantÂ with the map Cℓ (and then complexifying) defines a TQFT Z 1 . To a spin point, with spinor module S (a one dimensional super vector space) Z 1 assigns Cℓ(S) C ≅ Cℓ 1 . To a spin circle, Z 1 assigns a 1-dimensional supervector space, which is even if the circle is anti-periodic and odd if the circle is periodic, and to a closed spin surface Σ, Z 1 assigns (−1)
At(Σ) .
Averaging TQFTs over finite covers
The aim of this section is to give a procedure for taking TQFT Z 1 and producing a new TFT Z n which averages Z 1 over n-fold covers. This is based on the machinery of finite path integrals as defined in [FHLT10] (based on ideas from [Fre94] ).
2
For example, applying this procedure to the trivial TQFT recovers the theory which assigns the ordinary Hurwitz numbers to a closed 2-manifold. Applying this to the Atiyah theory gives the spin Hurwitz theory Z n of Theorem 1.19.
Notation 3.1. In this section, we will write Bord instead of Bord If C is a symmetric monoidal 2-category, write ΩC for the symmetric monoidal 1-category of endomorphisms of the identity object 1 C . Similarly, write Ω 2 C for the monoid of endomorphisms of 1 ΩC . One might call objects of C 0-objects, objects of ΩC 1-objects and elements of Ω 2 C 2-objects. For example, if C = Bord then n-objects are closed n-manifolds.
3.1.
The averaging theory Z n . . Let Z 1 ∶ Bord → Alg be a TQFT. The goal of this section is to prove the following Proposition 3.2. Given Z 1 as above, there is a family of TQFTs Z n ∶ Bord → Alg for n = 2, 3, . . ., such that
, where the sum is over isomorphism classes of n-fold coversÑ of N .
• If Σ is a cobordism between closed 1-manifolds N 0 and N 1 , Z n (Σ) is given by the following linear map:
and the sum is over isomorphism classes of coversΣ Σ.
2 See also the entry for [FHLT10] at ncatlab.org, written by Urs Schreiber, as well as [Lur09] .
The field theory Z n will be defined as a composite
Very loosely, the map Cov n takes a manifold to its groupoid of n-fold covers (whilst remembering the spin structure on the total space of each cover), the functor Fam 2 (Z) applies the TQFT Z 1 to the total space of the cover, and then Sum 2 takes the average. Most of the categories and functors appearing above are defined in section 3 of [FHLT10] (see also [Lur09] ). Here, we will briefly review the definitions (note that we only need the case of 2-categories, rather than the general m-categories discussed in [FHLT10] ).
3.2. Toy example: 1d TQFTs. Before we delve into the details of the construction, let us examine what it gives us in the case of a 1d TQFT. Recall that a 1-d (say, oriented) TFT Z valued in vector spaces is determined by a finite dimensional vector space V which is the value at a (positively oriented) point. The linear maps C → V ⊗ V * and V * ⊗ V → C which Z assigns to semicircles are necessarily the unit and trace maps which identify V * as the dual of V . Hence the value of Z on a circle is given by the integer d ∶= dim V = tr(1 V ).
The analogue of Proposition 3.2 says that we can define a new TFT Z n whose value at a point is (V ⊗n ) Sn and whose value on a circle is ∑ µ
. Here, the sum is taken over partitions µ which index π 0 (Cov(S 1 )), and C ( µ) is the centralizer of the corresponding conjugacy class in S n .
By comparing the results from Propositions 3.2 with what we know by duality, we recover the formula:
The formulas in Theorem 1.14 will be proved using a very similar idea.
3.3. The category Fam 2 (C). Suppose C is a symmetric monoidal 2-category. The symmetric monoidal 2-category Fam 2 (C) has objects finite groupoids X (i.e. π 0 (X) and π 1 (X) are finite) with a functor f ∶ X → C. The 1-morphisms are spans of groupoids over C, i.e. a groupoid W , with maps p 1 , p 2 to X and Y and a natural
Composition of morphisms is given by the fibre product. Similarly, the 2-morphisms are given by spans of such diagrams (up to equivalence), and the symmetric monoidal structure is given by products of groupoids. The details of how 2-morphisms compose etc. quickly become quite complicated and we will not attempt to flesh them out here.
However, the category ΩFam 2 (C) = Fam 1 (ΩC) is easier to describe: it's objects are finite groupoids X with a map f ∶ X → ΩC. Morphisms are spans of groupoids as in the diagram 1, except that C is replaced by ΩC. Similarly, • To a 2-object (X, f ∶ π 0 (X) → C) of Fam 2 (Alg), Sum 2 assigns the number
• To a 1-object (X, f ∶ X → Vect) of Fam 2 (Alg), Sum 2 assigns the limit of the diagram f which can be identified with ⊕
x∈π0(X)
f (x) Aut(x) .
• To a 2-object (X, f ∶ X → Vect), Sum 2 assigns the limit of the diagram f which can be identified with ⊕
We would like to describe how Sum 2 acts on more general morphisms in Fam 2 (Alg). This will be given by an integral transform formula as follows, which we will describe in the case of a morphism in ΩFam 2 (Alg) = Fam 1 (Vect).
First let us note that if (X, f ∶ X → Vect) is a 1-object, then the natural map
is an isomorphism (where the subscript denote coinvariants). The inverse is given by lifting v ∈ f (x) Aut(x) toṽ ∈ f (x) and then mapping to
Now, given a sequence W p → X f → Vect, as well as the natural pullback map f * ∶ lim(f ) → lim(f p) we have the pushforward f * ∶ lim(f p) → lim(f ), defined by first identifying limits with colimits, then using the natural pushforward map for colimits.
Recall that a morphism of 1-objects is given by a span of groupoids as in diagram 1 (where C = Vect). In particular, for each w ∈ π 0 (W ), we have a linear map α(w) ∶ f 1 (p 1 (w)) → f 2 (p 2 (w)) which is Aut(w) equivariant. Then Sum 2 (W, p 1 , p 2 , α) is given by the integral transform formula:
Explicitly, this is given by the linear map ⊕ x∈π0X
where u = (u x ) gets mapped to v = (v y ) and
The fact that this construction is functorial follows from a base change formula for the pullback and pushforward: p * 2 p 1 * ≅p 1 * p * 2 whenever p 1 , p 2 ,p 1 ,p 2 form a cartesian square.
The same integral transform idea allows us to define Sum 2 on 1-morphisms; the description for general 2-morphisms is somewhat more complicated.
3.6. Proofs of Proposition 3.2 and Theorem 1.19. Proposition 3.2 follows immediately from the description of the functor Sum 2 in 3.5 above. To prove Theorem 1.19, we apply the proposition in the case when Z 1 is the Atiyah theory of section 2. Note that Z 1 (pt) = Cℓ 1 , and Cℓ n ≅ Cℓ ⊗n 1 , so that Z n (pt) = Cℓ n ⋊ S n = Y n as required.
Let µ ∈ P(n) be a partition corresponding to a covering ⊔ i S µi → S 1 (so each S µi → S 1 is a connected cover of degree µ i ); the automorphism group of this covering is the centralizer C(µ) in S n .
First consider the case when the base circle is anti-periodic. If one of the µ i is even, then the corresponding component of the cover will be periodic. There is a unique non-trivial order 2 automorphism of the cover, fixing all the components except S µi on which it acts by switching the sheets of the spin structure. Thus it acts by −1 on the odd vector space Z 1 (S µi ), so that the space invariants of the action of C(µ) on Z 1 (S µ ) is zero. On the other hand, if µ is an odd partition, then the action on Z 1 (S µ ) is trivial. Thus, Z n (S 1 ap ) is the vector space freely generated by odd partitions, as required (we will see in section 4 that this can be identified with the supercentre Z(Y n )).
If the base circle is periodic, then all components of the covering S µ are periodic. Given a partition µ for which µ i = µ j , we have an automorphism which switches the two components. As before, this acts by −1 on Z 1 (S µ ) so is killed in the space of invariants. On the other hand if µ is a strict partition, then Z 1 (S µ ) is a 1-dimensional supervector space of degree ℓ(µ) mod 2 on which C(µ) acts trivially, so we can identify Z n (S 1 per ) with the super vector space freely generated by space of strict partitions of n as required.
Finally, it follows from Proposition 3.2 that Z n assigns the spin Hurwitz numbers to punctured spin surfaces.
Remark 3.3. The statement that only odd partitions appear as boundary conditions in out TQFT can be thought of more concretely. Suppose you have a decomposition of your surface into two halves along a boundary circle. We wish to construct covers of the surface by glueing together covers along the two halves. If we have a cover on one of the halves with non-odd ramification data at the boundary, one of the components of the boundary of the cover will be periodic. There are always two ways to glue this circle to a corresponding one over the other half, which lead to spin surfaces covering our original surface which have opposite parity. Thus, when we sum over all covers, these will cancel and will not contribute to the sum.
Remark 3.4. The TQFT point of view allows us to generalize the notion of spin Hurwitz number to allow periodic boundary components. One has to be careful though, as the odd line L = Z 1 (S µi ) is not trivialized; rather, it has a canonical element defined up to sign. This means that we should interpret such invariants as linear maps between linear combinations of copies of L rather than numbers.
2d Spin TQFTs
In this section we will describe how to calculate the invariants assigned to spin manifolds by a spin TQFT Z, starting from the data of the algebra Z(pt), and the linear functional Z(Disc) ∶ Z(S 1 ap ) → C. We also sketch a classification of 2d spin TQFTs based on Lurie's version of the Baez-Dolan cobordism hypothesis (though our other results do not rely on this). 
In particular, Z assigns ∑ s∈S t(s) χ(Σ) 2 to a closed spin surface.
4.1. Dualizability. Here we recall the notions of dualizability and full dualizability (see [Lur09] and section 2 of [BZN09] for more details). Let (C, ⊗) be a symmetric monoidal 2-category. Example 4.4.
• The object pt ∈ Bord Spin 2 is dualizable: its dual is pt, the evaluation and coevaluation maps are semicircles (the proof of this fact is known as Zorro's lemma due to the appearance of the mark of Zorro). Note that ev ○ coev is a periodic spin circle.
• Every object, A of SAlg is dualizable, with dual A op and ev ∶ C
Definition 4.5. An object x of C is fully dualizable if it is dualizable, and the morphism ev admits a left and a right adjoint. This means that we have morphisms ev L , ev 
Spin cobordisms.
Here we will recall some examples and properties of spin manifolds and cobordisms primarily to establish notation. More details can be found e.g. in [ABC + 09] section 2.1.6. Recall that every spin manifold has an involution which fixes the points but acts non-trivially on the spin structure. This involution gives the cylinders S 4.3. Proof of proposition 4.2. The analogue of this result for oriented TQFTs is a well known exercise in pulling apart the structure of semisimple Frobenius algebras. The spin case is similar, but perhaps less familiar, so we will spell out some of the details here.
Note that a TQFT Z ∶ Bord . Pick a basis η s of Ab(A) so that η s are pairwise orthogonal for * + and η s * + η s = e s . We now compute that Z(CoPants
is equivalent to the natural action of Z(A) on Ab(A). Thus Z(E even )(e s ) = t(s) −1 e s and Z(E odd )(e s ) = (−1) deg(s) t(s) −1 e s . We can write the spin cobordisms Σ even g,k and Σ odd g,k as a composite of a pair of pants with k anti-periodic inputs, and copies of E even and E odd as described in 4.2. Thus we recover the formulas of Proposition 4.2.
Remark 4.7. The cobordisms Cup, Cap, Pants and CoPants make Z(A) into a (degree 0) commutative Frobenius algebra. We can build any even spin surface using these bordisms, and the formulas in the proposition are the same as those for the oriented TQFT whose value on a circle is that commutative Frobenius algebra.
Remark 4.8. Often it is included in the axioms of spin TQFT that the canonical spin automorphism of a 1-manifold gives rise to the grading automorphism on the corresponding super vector space. For us this follows from the fact that the spin automorphism of a point is also the Serre automorphism in Bord Spin 2 . 4.4. Classification of 2d spin TQFTs. Proposition 4.2 computes the invariants of a TQFT Z such that Z(pt) is a finite dimensional semisimple algebra A, starting from the linear map t ∶ Z(A) → C given by applying Z to a spin disc. In fact, the cobordism hypothesis [Lur09] implies that any TQFT is completely determined by such data, and that, given the data of a semisimple algebra A and a map t satisfying certain conditions, there is a TQFT which assigns those data to a point and a disc. Proof (sketch). According to the cobordism hypothesis, a spin TQFT should be given by a fully dualizable object of SAlg, equipped with the structure of a Spin(2) homotopy fixed point. The fully dualizable object determines a framed theory, and the fixed point data allows an extension to spin manifolds.
An algebra A is fully dualizable if and only if it is finite dimensional and semisimple, so A is Morita equivalent to a product ∏ S0 C × ∏ S1 Cℓ 1 .
The action of SO(2) on the space of fully dualizable objects gives an automorphism of each object (the Serre automorphism), which in the case of algebras is the Remark 4.10. If the 2-category SAlg was replaced by an (∞, 2) category with non-trivial higher morphisms (for example, the category of differential graded algebra, bimodules, maps of bimodules, homotopies between maps etc...), there would be higher coherence data to consider. At(Σ) to every spin surface Σ.
The spin Hurwitz formulas
In this section, we will compare the description of Z n above with the calculations of the previous section to prove the spin Hurwitz formulas, Theorem 1.14 (using the representation theory of the Sergeev algebra).
5.1. The change of basis formula. The irreducible modules of the Sergeev algebra Y n are in correspondence with the set of strict partitions of n. In the notation of section 4, S = SP(n), with S i the set of partitions ν such that ℓ(ν) = i mod 2.
Hence we have two bases for the vector space Z n (S 1 ap ) = Z(Y n ): the geometric basis δ µ , where µ ∈ OP(n) (corresponding to possible ramification data), and the spectral basis e ν of orthogonal idempotents. The following key lemma describes the matrix expressing the change of basis. . The "extra" factors of 2 in the above expression appear because the elements δ µ are not exactly the images of these conjugacy classes in Z(Y n ), only a scalar multiple of them. In fact, the elements δ µ can be identified as the image of conjugacy classes in the twisted group algebra of the symmetric group T n , under the isomorphism T n ⊗ Cℓ n ≅ Y n . However, our proof of the lemma will be a direct comparison of the element δ µ with the corresponding conjugacy classes using the constructions from section 3. This will be postponed until the end of the section 5.2. The lemma implies Theorem 1.14. In order to apply the results of section 4, we need to compute the map t ∶ S = SP(n) → C. Recall that this is given by the linear map Z n (Cap) ∶ Z n (S 1 ap ) → C to the orthogonal idempotents e ν . The construction of Z n gives us this map in terms of the basis δ µ : it sends δ 1 to 1 n!, and all other δ µ to 0.
The change of basis lemma gives us the answer in terms of the (inverse of the) matrix f 
Putting this together with the computation in Proposition 4.2, we obtain the formulas in Theorem 1.14.
Proof of lemma. According to Proposition
On the other hand, by Proposition 4.2, we know that
We want to show that the central element of Y n corresponding to δ µ is exactly 2 (ℓ(µ)−n) 2 times the image of the corresponding conjugacy class in the symmetric group.
We want to compute Z n (S 1 ap ) by factoring it in the bordism category as a composite of semicircles ev ○ ev L . Any covering space of the semicircle ev is trivial, and hence is a disjoint union of n-copies of ev. Let us fix such a covering space and label the components ev 1 through ev n (similarly for ev L ). Picking two permutations σ, τ ∈ S n prescribes orderings of the covering semicircle, and hence a covering space of the base circle in the following fashion: using these orderings, draw a line from the bottom end of each left hand semicircle to the bottom end of the right hand semicircle with the same number. Also draw a line from the top of each left hand semicircle to the top of the right hand semicircle directly opposite it. This procedure produces a cover of the joined up semicircles S 1 ap = ev ○ ev L (the corresponding partition is given by the cycle type of σ −1 τ ). The group S n × S n acts on this cover by the left and right diagonal actions on (σ, τ ) ∈ S n × S n .
More succinctly the above procedure describes the equivalence of groupoids In this way, for each pair of permutations σ and τ , we get a 1-dimensional super vector space L σ,τ . This is a tensor product (over C) of ℓ(µ) factors of the form
where µ is the cycle type of σ −1 τ . Here, the notation ⤹⤸ means that we apply the tensor product "on a circle", e.g. ⤹ A ! 1 ⊗ A A 1 ⊗ A ⤸ means the same thing as A ! 1 ⊗ A e A 1 . Now, S n × S n acts on ⊕ σ,τ L σ,τ by the diagonal left and right actions on σ, τ as above, and the space of (co)invariants under this action exactly recovers the value on a circle, Y ! n ⊗ Y e n Y n . Note that if the cycle type µ of σ −1 τ contains an even cycle, then there will be a non-trivial action on the line L σ,τ , and it will be killed when we pass to coinvariants. If µ is an odd partition, then it contributes to the coinvariants an (even
Let S 
Multiplying these all together gives the canonical element of L µ . We can lift this element to an S n × S n invariant element of ⊕ σ,τ L σ,τ , then which gives an element of
Taking the image of this element in Y n gives the correct factor of the conjugacy class of µ in Y n .
Appendix: Superalgebras, spin structures and spin representations
In this appendix we collect some useful facts and definitions for easy reference.
6.1. Semisimple superalgebras (see e.g. [Józ] ). There is a Weddeburn theory for superalgebras, analogous to the theory for ordinary algebras. We recall what this says in the complex case:
Every simple superalgebra is isomorphic to one of the following:
, the graded algebra of (all) endomorphisms. Simple supermodules for a semisimple algebra will be referred to as type M or type Q depending on which factor they correspond to.
6.2. Clifford algebras (see e.g. [LM89] ). Let V be a finite dimensional (real or complex) vector space with a quadratic form q. The Clifford algebra Cℓ 1 is the quotient of the tensor algebra on V by the relation v 2 = −q(v).1. We write Cℓ d (R)
for the Clifford algebra of R d with its positive definite quadratic form, and Cℓ d for its complexification. We write Cℓ −d (R) for the Clifford algebra of R d with its negative definite form.
We can extend the involution v ↦ −v on V uniquely to an algebra involution α on Cℓ(V ). This gives it the structure of a superalgebra (i.e. Z 2Z-graded algebra), and we can speak of a supermodules, etc. Note that the Clifford algebra Cℓ(V ) inherits an inner product from that on V .
We have that • Cℓ 2n ≅ M (2 n−1 , 2 n−1
) and Cℓ 2n−1 ≅ Q(2 n ). Thus Cℓ d is semsimple for all d.
• Cℓ(V ⊕ W ) ≅ Cℓ(V ) ⊗ Cℓ(W ). In particular Cℓ n ≅ Cℓ ⊗n 1 . 6.3. Spin structures (see [ST04] ). Let V be a real d-dimensional vector space with a positive definite quadratic form. A spin structure on V is a choice of an irreducible Cℓ(V ) − Cℓ d (R) superbimodule S V (with a compatible inner product). By the above, the category of such bimodules is equivalent to the category of supervector spaces, so there are two choices, (corresponding to a choice of orientation).
Given two spin vector spaces V and W , the space Spin(V, W ) of spin isometries consists of an isometry f ∶ V → W , together with an isometry of bimodules φ ∶ f * S W → S V . The map (f, φ) ↦ f exhibits Spin(V, W ) as a double cover of SO(V, W ) (the connected component of O(V, W ) for which there exists such a φ).
If E → X is a real vector bundle with a positive definite metric, let Cℓ(E) → X denote the bundle of algebras whose fibre over x ∈ X is the Clifford algebra Cℓ(E x ). A spin structure on E is a bundle S E of irreducible Cℓ(E) − Cℓ d (R) superbimodules (i.e. a compatible family of spin structure on the quadratic vector spaces E x ). A spin structure on a smooth manifold M is a spin structure on T * M (for some choice of Riemannian structure on M ; the choice of metric will not be relevant for us in this paper).
If S V ⊕R is a spin structure on V ⊕ R, then taking the even part of S V ⊕R defines a spin structure on V . In particular, given a spin manifold with boundary M , the spin structure on M restricts to one on ∂M (if we equip ∂M with a collar neighborhood). The symmetric group S n has a central extension 0 ↦ Z 2Z → S n → S n → 1. The representations of S n which do not factor through S n will be called spin representations of S n (they correspond to projective representations of S n ).
Note that a spin representations of S n is the same thing as a module over the twisted group algebra T n of S n . This is the quotient of the group algebra of S n by the relation that the order 2 element given by the central extension acts by −1. The (twisted) group algebra of S n acquires a Z 2Z grading coming from the grading on S n by even and odd permutations.
The hyperoctahedral group B n (also known as the Weyl group of type B n = C n ) is defined to be the semidirect product (Z 2Z) n ⋉ S n . This also has a central extension 0 → Z 2Z → B n → B n → 1 ( B n is called the Sergeev group in [EOP08] ). Its representations that do not factor through B n will be called spin representations of B n .
We define Sergeev algebra Y n , to be the twisted group algebra of B n . This acquires a Z 2Z grading coming from the grading on B n in which the coordinate generators of (Z 2Z) n have degree 1, and elements of S n have degree 0. Thus we have four closely related categories: the spin representations of S n (i.e. non-graded modules for T n ), supermodules for T n , spin representations of B n , and supermodules for Y n . In fact we have:
• As superalgebras, Y n ≅ Cℓ n ⋉ C[S n ] ≅ Cℓ n ⊗ T n .
• In particular, there is a bijection between the irreducible supermodules of Y n and T n . Both these sets are indexed by the set of ν ∈ SP(n).
• The irreducible supermodule V ν of Y n is of type M if ℓ(ν) = 0 mod 2 and of type Q otherwise.
• V λ defines an irreducible spin representation of B n when V λ is of type M . If V λ is of type Q, then it splits into two irreducible spin representations of B n (and the same relationship holds between the spin representations of S n and the irreducible supermodules of T n ).
Remark 6.1. Let σ ∈ S n have cycle type µ ∈ OP(n). There are two (equivalent) ways to encode the data of the Y n supermodules V ν : we can compute the trace ξ
