





Titulo: Cluster de servicios de computación 
Alumno: Begoña Ponga Martínez 
Director: Luis Domingo Velasco 
Tribunal: 
Presidente: Jordi Perellò Muntan  
Vocal: Xavier Messeguer Peypoch 
Titulación: Ingeniería Técnica en Informática de Sistemas 




1 Introducción: .......................................................................................................................... 6 
1.1 Qué es un cluster .......................................................................................................... 6 
1.2 Propósitos de un cluster ................................................................................................ 6 
1.2.1 Alto rendimiento: .................................................................................................... 7 
1.2.2 Alta disponibilidad: ................................................................................................. 7 
1.2.3 Balanceo de carga: ................................................................................................ 7 
1.2.4 Escalabilidad ......................................................................................................... 8 
1.3 Gestión de Recursos Distribuidos: Sistemas Gestores de Colas ................................. 9 
1.4 El solver: ........................................................................................................................ 9 
2 Descripción y objetivos del proyecto común Infraestructura de Servicios de computación 10 
2.1 Esquema conceptual ................................................................................................... 11 
2.2 Esquema físico de red ................................................................................................. 12 
2.3 Objetivos ...................................................................................................................... 12 
3 Descripción y objetivos del proyecto final de carrera: Cluster de servicios de computación
 14 
3.1 Descripción .................................................................................................................. 14 
3.2 Objetivos ...................................................................................................................... 14 
3.3 Objetivos personales ................................................................................................... 15 
4 Requisitos ............................................................................................................................ 16 
5 Especificación ...................................................................................................................... 31 
5.1 Modelos de casos de uso ............................................................................................ 31 
5.2 Diagramas de secuencia ............................................................................................. 52 
5.3 Diagramas de estados ................................................................................................ 59 
5.4 Diagramas de clase ..................................................................................................... 60 
6 Diseño ................................................................................................................................. 66 
6.1 Arquitectura lógica ....................................................................................................... 66 
6.2 ClusterManager ........................................................................................................... 67 
6.3 Base de datos .............................................................................................................. 67 
6.3.1 Principales tablas ................................................................................................ 67 
6.3.2 Diagrama entidad-relación .................................................................................. 71 
6.4 PendingInfo ................................................................................................................. 73 
6.5 Protocolo de comunicaciones ..................................................................................... 73 
6.5.1 Especificaciones para el ClusterManager: .......................................................... 74 
6.5.2 Especificaciones para los agents ........................................................................ 74 
7 Implementación ................................................................................................................... 81 
7.1 Lenguaje de programación: Java ................................................................................ 81 
7.2 ¿Por qué mySQL? ....................................................................................................... 81 
7.2.1 Foreign keys, triggers y procedimientos.............................................................. 82 
7.2.2 Multihilo y multiusuario ........................................................................................ 82 
7.2.3 Acceso al Shell de sistema operativo .................................................................. 83 
7.2.4 Integración con otros componentes .................................................................... 83 
7.2.5 Licencia GPL (gratuita) ........................................................................................ 83 
7.3 Entorno de desarrollo .................................................................................................. 84 
7.3.1 Agents.................................................................................................................. 86 
7.3.2 DB ........................................................................................................................ 87 
7.4 pendingInfo: La clave de la comunicación entre DB y clusterManager. ..................... 87 
7.4.1 Elementos clave .................................................................................................. 87 
7.4.2 La secuencia: ...................................................................................................... 88 
8 Pruebas ............................................................................................................................... 89 
8.1 Pruebas unitarias......................................................................................................... 89 
8.2 Pruebas de stress:....................................................................................................... 89 
8.3 Pruebas de integración ............................................................................................... 89 
9 Gestión del proyecto............................................................................................................ 92 
9.1 Planificación ................................................................................................................ 92 
9.2 Valoración económica ................................................................................................. 93 
10 Conclusiones ................................................................................................................... 94 




 6 de 95 
 
1 Introducción: 
1.1 Qué es un cluster 
El término cluster se aplica a los conjuntos o conglomerados de computadoras 
construidos mediante la utilización de componentes de hardware comunes y que se 
comportan como si fuesen una única computadora. 
Hoy en día desempeñan un papel importante en la solución de problemas de las 
ciencias, las ingenierías y del comercio moderno.  
La tecnología de clusters ha evolucionado en apoyo de actividades que van desde 
aplicaciones de supercómputo y software de misiones críticas, servidores web y 
comercio electrónico, hasta bases de datos de alto rendimiento, entre otros usos. 
El cómputo con clusters surge como resultado de la convergencia de varias tendencias 
actuales que incluyen la disponibilidad de microprocesadores económicos de alto 
rendimiento y redes de alta velocidad, el desarrollo de herramientas de software para 
cómputo distribuido de alto rendimiento, así como la creciente necesidad de potencia 
computacional para aplicaciones que la requieran. 
Simplemente, un cluster es un grupo de múltiples ordenadores unidos mediante una 
res de alta velocidad, de tal forma que el conjunto es visto como un único ordenador, 
más potente que los comunes de escritorio. 
Los clusters son usualmente empleados para mejorar el rendimiento y/o la 
disponibilidad por encima de la que es provista por un solo computador, típicamente 
siendo más económico que computadores individuales de rapidez y disponibilidad 
comparables. 
La construcción de los ordenadores del cluster es más fácil y económica debido a su 
flexibilidad: pueden tener todos la misma configuración de hardware y sistema 
operativo (cluster homogéneo), diferente rendimiento pero con arquitecturas y 
sistemas operativos similares (cluster semi-homogéneo), o tener diferente hardware y 
sistema operativo (cluster heterogéneo), lo que hace más fácil y económica su 
construcción. 
Para que un cluster funcione como tal, no basta sólo con conectar entre sí los 
ordenadores, sino que es necesario proveer un sistema de manejo del cluster, el cual 
se encargue de interactuar con el usuario y los procesos que corren en él para 
optimizar el funcionamiento.  
1.2 Propósitos de un cluster 
De un cluster se espera que presente combinaciones de Alto rendimiento, Alta 
disponibilidad, Balanceo de carga, Escalabilidad) 
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1.2.1  Alto rendimiento:  
Un cluster de alto rendimiento es un conjunto de ordenadores que está diseñado 
para dar altas prestaciones en cuanto a capacidad de cálculo. Los motivos para utilizar 
un cluster de alto rendimiento son: 
 El tamaño del problema por resolver 
 El precio de la máquina necesaria para resolverlo. 
Por medio de un cluster se pueden conseguir capacidades de cálculo superiores a las 
de un ordenador más caro que el costo conjunto de los ordenadores del cluster. 
Ejemplo de clusters baratísimos son los que se están realizando en algunas 
universidades con computadoras personales desechados por "anticuados" que 
consiguen competir en capacidad de cálculo con superordenadores carísimos. 
1.2.2  Alta disponibilidad:  
Un cluster de alta disponibilidad es un conjunto de dos o más máquinas que se 
caracterizan por mantener una serie de servicios compartidos y por estar 
constantemente monitorizándose entre sí. Podemos dividirlo en dos clases: 
 Alta disponibilidad de infraestructura: Si se produce un fallo de hardware en 
alguna de las máquinas del cluster, el software de alta disponibilidad es capaz 
de arrancar automáticamente los servicios en cualquiera de las otras máquinas 
del cluster (failover). Y cuando la máquina que ha fallado se recupera, los 
servicios son nuevamente migrados a la máquina original (failback). Esta 
capacidad de recuperación automática de servicios nos garantiza la alta 
disponibilidad de los servicios ofrecidos por el cluster, minimizando así la 
percepción del fallo por parte de los usuarios. 
 Alta disponibilidad de aplicación: Si se produce un fallo del hardware o de 
las aplicaciones de alguna de las máquinas del cluster, el software de alta 
disponibilidad es capaz de arrancar automáticamente los servicios que han 
fallado en cualquiera de las otras máquinas del cluster. Y cuando la máquina 
que ha fallado se recupera, los servicios son nuevamente migrados a la 
máquina original. Esta capacidad de recuperación automática de servicios nos 
garantiza la integridad de la información, ya que no hay pérdida de datos, y 
además evita molestias a los usuarios, que no tienen por qué notar que se ha 
producido un problema. 
1.2.3  Balanceo de carga: 
El balanceo de carga es un concepto usado en informática que se refiere a la técnica 
usada para compartir el trabajo a realizar entre varios procesos, ordenadores, discos u 
otros recursos. Está íntimamente ligado a los sistemas de multiprocesamiento, o que 
hacen uso de más de una unidad de procesamiento para realizar labores útiles. 
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El balanceo de carga se mantiene gracias a un algoritmo que divide de la manera más 
equitativa posible el trabajo, para evitar los así denominados cuellos de botella. 
Un cluster de balanceo de carga o de cómputo adaptativo está compuesto por uno 
o más ordenadores (llamados nodos) que actúan como front-end del cluster, y que se 
ocupan de repartir las peticiones de servicio que reciba el cluster, a otros ordenadores 
del cluster que forman el back-end de éste. Un tipo concreto de cluster cuya función es 
repartir la carga de proceso entre los nodos en lugar de los servicios es el 
cluster openMosix. 
Las características más destacadas de este tipo de cluster son: 
 Escalabilidad: Se puede ampliar su capacidad fácilmente añadiendo más 
ordenadores al cluster. 
 Robustez. Ante la caída de alguno de los ordenadores del cluster el servicio se 
puede ver mermado, pero mientras haya ordenadores en funcionamiento, éstos 
seguirán dando servicio. 
1.2.4  Escalabilidad 
En telecomunicaciones y en ingeniería informática, la escalabilidad es la propiedad 
deseable de un sistema, una red o un proceso, que indica su habilidad para extender 
el margen de operaciones sin perder calidad, o bien manejar el crecimiento continuo 
de trabajo de manera fluida, o bien para estar preparado para hacerse más grande sin 
perder calidad en los servicios ofrecidos. 
En general, también se podría definir como la capacidad del sistema informático de 
cambiar su tamaño o configuración para adaptarse a las circunstancias cambiantes. 
Por ejemplo, una Universidad que establece una red de usuarios por Internet para un 
edificio de docentes y no solamente quiere que su sistema informático tenga 
capacidad para acoger a los actuales clientes que son todos profesores, sino también 
a los clientes que pueda tener en el futuro dado que hay profesores visitantes que 
requieren de la red por algunos aplicativos académicos, para esto es necesario 
implementar soluciones que permitan el crecimiento de la red sin que la posibilidad de 
su uso y re-uso, disminuya o que pueda cambiar su configuración si es necesario. 
La escalabilidad como propiedad de los sistemas es generalmente difícil de definir en 
cualquier caso, en particular es necesario definir los requerimientos específicos para la 
escalabilidad en esas dimensiones donde se crea que son importantes. Es una edición 
altamente significativa en sistemas electrónicos, bases de datos, ruteadores y redes. A 
un sistema cuyo rendimiento es mejorado después de haberle añadido más capacidad 
hardware, proporcionalmente a la capacidad añadida, se dice que pasa a ser "un 
sistema escalable" 
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1.3 Gestión de Recursos Distribuidos: Sistemas 
Gestores de Colas 
Los sistemas de gestión de colas, gestionan una cola de ejecución, planifican la 
ejecución de las tareas y gestionan los recursos, para minimizar costes y maximizar 
rendimiento de las aplicaciones. 
Funcionamiento: 
1. Los usuarios envían trabajos. 
2. El gestor de recursos registra el trabajo. 
3. Tan pronto los recursos pedidos se hallen disponibles, el gestor de colas pone a 
ejecución el trabajo solicitado que según su planificación es el que tiene mayor 
prioridad.  
4. Se puede consultar el estado de los trabajos, en ejecución, en espera o 
terminados. 
5. Se puede eliminar un trabajo. 
6. El gestor de colas es configurable. 
1.4 El solver: 
Un solver es un término genérico que se refiere a una pieza de software, posiblemente 
en la forma de un programa de ordenador independiente, o de una librería, que 
“resuelve” un problema matemático (teoremas, ecuaciones lineales y no lineales, 
árboles de expansión, algoritmos de búsqueda…). Un solver toma como entrada la 
descripción del problema de una manera específica, y calcula su solución, que da 
como salida. En un solver, se hace hincapié en la creación de un programa o librería 
que pueda ser fácilmente aplicada a otros problemas similares. 
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2 Descripción y objetivos del proyecto común 
Infraestructura de Servicios de computación 
Con el fin de un mejor entendimiento, es importante, en primer lugar, la definición de 
dos entidades básicas: 
 Job: Cada uno de los problemas a resolver. 
 Queue: Cada una de las colas en donde los jobs se almacenan. 
 
El proyecto está compuesto por varias partes o módulos diferenciados:  
 Portal web: El front-end para gestionar el proyecto. 
 ClusterManager: El "core" del proyecto, donde reside toda la inteligencia. 
 DB: La base de datos. 
 PendingInfo: La aplicación que avisará al clusterManager de las 
modificaciones en la DB. 
 Agent: La aplicación que resuelve los jobs. El proyecto sólo abarca la parte de 
comunicaciones del agent. 
 
Este proyecto engloba dos proyectos de final de carrera: 
 Portal de servicios de computación (no detallado en esta documentación) 
 Cluster de servicios de computación (detallado más adelante) 
  
El proyecto global debe servir para gestionar el cluster, desde el front-end que 
permitirá al administrador gestionar el cluster y a los usuarios demandar los servicios 
del mismo para resolver jobs, hasta la implementación del gestor de colas y las 
comunicaciones con los agentes.  
De los servicios esperados de un cluster (Alto rendimiento, Alta disponibilidad, 
Balanceo de carga, Escalabilidad), se detalla a continuación muy brevemente cómo el 
proyecto los aborda. 
 
 Alto rendimiento: La productividad de la suma de los diferentes agents del 
cluster ofrece esta prestación. 
 Alta disponibilidad: al disponer de varios agentes, si uno o varios de ellos 
caen, el cluster continúa trabajando y resolviendo jobs. 
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 Balanceo de carga: La distribución de los jobs en las diferentes queues, el 
hecho de que las asociaciones entre agents y queues sea completamente 
configurable, y el gestor de colas dan solución a este aspecto. 
 Escalabilidad: El número de agents es completamente configurable; es posible 
añadir tantos agents al cluster como sea necesario. 
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2.2 Esquema físico de red 
 
2.3 Objetivos 
 Diseño e implementación DB 
- La DB debe comunicar al cluster cuándo hay nueva información que 
procesar (creaciones de jobs, de queues, agents, inicar o parar un 
agente,  etc...) 
 Desarrollar un portal web que gestione el cluster. 
- Diseño y planificación del portal web 
 Implementación de la web corporativa, de acceso público y no 
restringido 
- Registro y acceso privado para usuarios web 
 Usuarios 
 Administrador 
- Alta y gestión de proyectos  
- Alta y gestión de ficheros (datos + algoritmos) 
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- Alta y gestión de agentes 
- Alta y gestión de colas  
- Gestión/visualización de facturación 
 Desarrollar un cluster que negocie la gestión de colas para la resolución de 
problemas por los agentes (que resuelven los problemas accediendo a un 
solver). 
- Diseño e implementación del gestor del cluster  
 Agents, manager, queues, jobs… 
 Gestor de colas 
- Diseño e implementación de simulación de red física de 
ordenadores. 
- Implementación protocolo de comunicaciones 
 Manager – Agentes 
 DB - Manager 
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3 Descripción y objetivos del proyecto final de 
carrera: Cluster de servicios de computación 
3.1 Descripción 
El proyecto debe ser capaz de recrear la realidad del cluster compuesto por los 
agents y el manager para poder gestionarlo, y de comunicarse y sincronizarse con la 
DB, de manera que un administrador, a través del portal web (u otra aplicación 
análoga), pueda visualizar y gestionar las entidades representadas (agents, jobs, 
queues), y permitir que los usuarios soliciten la resolución/gestión de jobs. También 
debe gestionar el sistema de colas para decidir y comunicar a los agents cuándo y qué 
job deben resolver. 
Un recordatorio de las dos unidades básicas del proyecto: 
 Job: Cada uno de los problemas a resolver. 
 Queue: Cada una de las colas en donde los jobs se almacenan 
ordenadamente (FIFO) a la espera de su resolución. 
El proyecto, como se ha descrito con anterioridad, está compuesto por varias partes ya 
enunciadas en el proyecto común pero que aquí detallan un poco más: 
 ClusterManager: Una aplicación java que contendrá, en tiempo de ejecución, 
la información relativa a agents, jobs y queues, y que alimentará y será 
alimentada por la base de datos. Además, también se comunicará con los 
agents.  
 DB: Una base de datos que contendrá, de manera permanente, la información 
relativa a agents, jobs, queues, y otras entidades relevantes. Esta base de 
datos alimentará y será alimentada tanto por el portal web como por el 
clusterManager.  
 PendingInfo: Una aplicación java que avisará al clusterManager de que la DB 
tiene nueva información relevante que procesar.  
 Agent: Una aplicación java que gestiona la resolución de problemas mediante 
algoritmos de resolución. Además, también interactúa con el clusterManager. 
El proyecto sólo abarca la parte de comunicaciones del agent. 
3.2 Objetivos 
Las principales funciones del clusterManager son: 
 Controlar qué agent resuelve qué job y cuándo (gestor de colas), y monitorizar 
el estado de los agents, de los jobs, y de las queues.  
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 Llevar a cabo las acciones solicitadas por la DB, tales como iniciar o parar un 
agent; crear, modificar o eliminar una queue; crear, modificar, eliminar o abortar 
un job... 
 Gestionar y almacenar los resultaos de los jobs devueltos por los agents. 
 Generar la facturación derivada de la resolución de los jobs. 
3.3 Objetivos personales 
 Mejorar y asentar conocimientos sobre sistemas (linux), en particular los 
relativos a administración, servicios y redes, incluyendo la simulación de una 
red en un único ordenador. 
 Retomar y mejorar la programación en Java. 
 Profundizar en el conocimiento sobre comunicaciones SSH. 
 Aprender a trabajar con mensajes entre diferentes interfaces. 
 Aprender a trabajar con threads. 
 Profundizar en el conocimiento de mySQL y sus nuevas capacidades relativas 
a integridad de datos (motor innodb, foreign keys), procedimientos 
almacenados y triggers, no existentes en versiones anteriores. 
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4 Requisitos 
Dejando a un lado los requisitos necesarios para implementar el portal web (que como 
ya he dicho queda fuera del ámbito de esta documentación) para permitir a los 
usuarios solicitar la resolución de jobs o a un administrador gestionar el cluster, es 
conveniente, antes de listar los requisitos específicos para el clusterManager y la DB, 
explicar de manera resumida su funcionalidad. 
El clusterManager debe ser capaz de recrear la realidad de la red compuesta por los 
agents y el manager para poder gestionarla, y de comunicarse y sincronizarse con la 
DB, de manera que un administrador, a través del portal web (u otra aplicación 
análoga), pueda visualizar y gestionar las entidades representadas (agents, jobs, 
queues), y permitir que los usuarios soliciten la resolución/gestión de jobs. También 
debe gestionar el sistema de colas para decidir y comunicar a los agents cuándo y qué 
job deben resolver. 
Para definir los requisitos me he basado en las peticiones del cliente, así como en mi 
propia experiencia como programadora y analista de sistemas. 
La manera en que se han analizado los requisitos está inspirada en la propuesta de 
Volere (consultar bibliografía: Volere, requierement resources), que provee una 
estructura bien definida y las guías necesarias para la especificación de requisitos. Los 
parámetros utilizados para su composición se listan a continuación: 
Requisito: Identificador numérico único. 
Tipo: La categoría del requisito  
Descripción: La finalidad del requisito. 
Razón: Justificación del requisito. 
Autor: La persona que ha planteado/solicitado el requisito. 
Criterio de aceptación: La medida/evidencia del requisito que hace posible 
comprobar que la solución satisface el requisito inicial. 
Satisfacción del cliente: Grado de felicidad del stakeholder si el requisito se 
implementa (1 Poca afectación, 5  Extremadamente satisfecho). 
Insatisfacción del cliente: Grado de infelicidad del stakeholder si el requisito no se 
implementa (1  Poca afectación, 5  Extremadamente insatisfecho). 
Prioridad: Calificación del valor del cliente. (1  Alta, 5  Baja) interés 
Conflictos: Posibles requisitos que no podrán ser implementados si éste sí que lo 
hace. 
Autores: el cliente; Begoña Ponga, analista de sistemas 
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Requisito: 1 Tipo: Técnico 
Descripción: El clusterManager ha de implementarse en Java 
Razón: La aplicación debe ser multihilo, para una mayor eficiencia y poder gestionar 
varios procesos de forma paralela. Además, así lo requiere el Cliente. 
Autor: El cliente 
Criterio de aceptación: La aplicación debe ser capaz de atender varias peticiones 
simultáneamente (varias solicitudes de la DB y/o comunicaciones de los agents) 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 2 Tipo: Técnico 
Descripción: Implementar un prototipo de agent, el dummyAgent (simulador de 
agent) en Java. 
Razón: Debe poder testearse el funcionamiento y la respuesta del clusterManager 
con los agents a través de pruebas con los dummyAgents antes de la implantación 
real del cluster. 
Autor: El cliente 
Criterio de aceptación: El clusterManger debe comunicarse con los DummyAgents 
como si de agents reales se tratase, y el DummyAgent debe comportarse como lo 
haría un agent (enviando resultados, indicando la finalización de resolución de un job, 
etc…) 
Satisfacción del cliente: 5 Insatisfacción del cliente: 3 
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Requisito: 3 Tipo: Técnico 
Descripción: Debe simularse una red de varias interfaces en un único equipo. 
Razón: Facilitar la fase de pruebas y testeo previas a la instalación final. 
Autor: El cliente 
Criterio de aceptación: Debe poder testearse el clusterManager en un único 
equipo como si de una red real se tratase (las comunicaciones entre agents, DB y 
clusterManager deben realizarse desde diferentes interfaces de red o IP's). 
Satisfacción del cliente: 5 Insatisfacción del cliente: 3 




Requisito: 4 Tipo: Funcional 
Descripción: Proporcionar la estructura necesaria (base de datos) para almacenar la 
información relativa a los agents, queues, jobs, facturación, etc...  
Razón: Los datos deben guardarse de manera permanente para poder consultarse en 
cualquier momento. 
Autor: El cliente 
Criterio de aceptación: Debe poder consultarse cualquier información relativa a los 
agents, jobs, queues, etc… desde la base de datos, y ésta debe corresponder con el 
cluster real (debe actualizarse con la información proporcionada por los agents y el 
clusterManager) 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
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Requisito: 4.1 Tipo: Calidad 
Descripción: La base de datos debe ser relacional, y debe cumplir los estándares de 
normalización hasta la 3FN (consultar bibliografía: Normalización de bases de datos). 
Razón: Mantener la integridad de los datos, prevenir la redundancia, evitar problemas 
en la actualización de datos, mantener un diseño claro y fácil de seguir. 
Autor: El cliente. 
Criterio de aceptación: No debe permitirse la eliminación de registros que tengan 
registros relacionados en otras tablas, y la modificación de un registro debe reflejarse 
en los registros relacionados. Los campos deben contener sólo información 
perteneciente al dominio, deben ser atómicos, etc…  
Satisfacción del cliente: 4 Insatisfacción del cliente: 4 




Requisito: 5 Tipo: Funcional 
Descripción: Implementar un modo de notificación desde la DB hacia el 
clusterManager. 
Razón: El DB debe "saber" cuándo hay nueva información relevante en la DB, para 
así poder gestionarla. 
Autor: El cliente 
Criterio de aceptación: Cuando se realizan modificaciones en la DB, el 
clusterManager es notificado y actúa en consecuencia. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
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Requisito: 6 Tipo: Funcional 
Descripción: Facturación. 
Razón: Para poder solicitar/recibir contraprestación por el servicio prestado. 
Autor: El cliente 
Criterio de aceptación: Debe generarse facturación por la solicitud de resolución 
de jobs, y ésta debe estar disponible desde la DB. 
Los conceptos a facturar son el inicio de un job y el tiempo consumido hasta su 
finalización (tanto si el agent ha resuelto el job como si éste ha sido abortado) 
Si un job está siendo resuelto en el momento de la facturación, deberá facturarse el 
tiempo consumido hasta ese momento, y el resto deberá facturarse en el siguiente 
proceso de facturación. 
Si un job es abortado por el administrador o porque el agent que lo estaba resolviendo 
ha sido parado, debe abonarse el importe consumido. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 7 Tipo: Funcional 
Descripción: Crear un cluster virtual en el clusterManager, que sea congruente con 
la DB (que a su vez debe ser congruente con el cluster real) 
Razón: Para que el clusterManager pueda gestionar el cluster, debe existir una 
estructura virtual análoga que refleje los cambios acontecidos en la DB y los agents 
reales y que sirva de nexo entre ambas partes. 
Autor: El cliente 
Criterio de aceptación: El cluster virtual ha de tener una estructura similar (agents, 
queues, jobs) a la del cluster real, y debe servir para gestionarlo. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 8 Tipo: Funcional 
Descripción: Implementar un sistema de comunicaciones seguro entre el 
clusterManager y los agents. 
Razón: Para poder ejecutar comandos usando el Shell del sistema como si se 
estuvieran ejecutando desde el propio agent (como por ejemplo, iniciar o parar un 
agent) 
Autor: El cliente 
Criterio de aceptación: El sistema de comunicaciones ha de utilizar un servidor 
SSH. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 9 Tipo: Funcional 
Descripción: Crear un protocolo de comunicaciones usando mensajes UDP. 
Razón: Para que haya una comunicación fluida entre los agents, el clusterManager, y 
la DB, y que cada parte sea informada de los cambios/peticiones acontecidos en las 
otras. 
Autor: El cliente 
Criterio de aceptación: Cualquier mensaje puede ser capturado y analizado para 
comprobar que cumple el protocolo (tipo de mensaje, código y campos incluidos en el 
mensaje, etc…) 
1. Todo mensaje debe contener una cabecera común que indique el tamaño total 
y el código de operación.  
2. Las comunicaciones desde la DB al clusterManager tendrán siempre el mismo 
código correspondiente a "nueva información disponible". 
3. Las comunicaciones entre los agents y el clusterManager manejarán varios 
códigos para cada una de las operaciones necesarias (iniciar agente, abortar job, 
resolver job…). 
3.1.  Cuando el clusterManager inicie la comunicación, indicará el código de 
operación y cualquier otra información necesaria (el formato del mensaje dependerá 
del código de operación), y los agents deberán responder a cada petición del 
clusterManager con el mismo código de operación y un código de resultado indicando 
si realizan o no la acción solicitada. 
3.2. Cuando los agents inicien la comunicación, indicarán el código de operación y 
cualquier otra información necesaria (el formato del mensaje dependerá del código de 
operación). No será necesario que el clusterManager responda a estos mensajes. 
Para más información, consultar el punto 6.5 (Protocolo de comunicaciones) 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 9.1 Tipo: Funcional 
Descripción: Recoger los resultados parciales y finales devueltos por los agents y 
guardar la información en la DB. 
Razón: El objetivo principal y final del Sistema es recoger dicha información. 
Autor: El cliente 
Criterio de aceptación: Los resultados generados por los agentes deben estar 
disponibles en la DB. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.2 Tipo: Funcional 
Descripción: Recoger y gestionar la información recibida por los agents acerca de 
su estado y su actividad, así como del estado de los jobs. 
Razón: Para que el clusterManager y la DB puedan actualizarse con la información 
recibida por los agents y para que el clusterManager pueda actuar dependiendo de 
dicha información. 
Autor: El cliente 
Criterio de aceptación: El inicio o resolución de un job, el paro de un agent, etc… 
debe reflejarse en el clusterManager y la DB. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 9.3 Tipo: Funcional 
Descripción: Crear agent. Un agent debe tener una IP única, y debe poder contener 
información relevante sobre su estado (parado, iniciado, resolviendo, etc...) 
Razón: Para que cada agent real pueda tener su espejo en el clusterManager y así 
poder ser gestionado. Al aumentar el número de agents, se acelera velocidad global 
de resolución de jobs. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible indicar, mediante un identificador y una IP 
única, que se desea añadir un nuevo agent al cluster. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.4 Tipo: Funcional 
Descripción: Iniciar agent. Debe ser posible indicar que se desea iniciar un agent. 
Razón: Para gestionar qué agents y cuándo deben estar activos. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible indicar, mediante el identificador del 
agent, que éste debe iniciar su actividad.  
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 9.5 Tipo: Funcional 
Descripción: Parar agent. Debe ser posible indicar que se desea detener un agent. 
Razón: Para gestionar qué agents y cuándo deben detener su actividad y poder 
realizar así tareas de mantenimiento en los mismos, etc... 
Autor: El cliente 
Criterio de aceptación: Debe ser posible indicar, mediante el identificador del 
agent, que éste debe cesar su actividad. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.6 Tipo: Funcional 
Descripción: Eliminar agent; debe ser posible indicar qué agent se desea eliminar 
del cluster. 
Razón: Para indicar que un agent ya no forma parte del cluster, y que así el 
clusterManager no lo tenga en cuenta a la hora de asignar jobs. Así, el agent podría 
destinarse a otros fines cuando ya no sea necesario en el cluster. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible indicar, mediante el identificador del 
agent, que éste ya no debe formar parte del cluster. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
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Requisito: 9.7 Tipo: Funcional 
Descripción: Crear queue. Debe ser posible añadir nuevas queues al cluster. 
Razón: Para una mejor gestión de los jobs encolados, deben existir varias queues 
con diferentes prioridades, para que se les puedan asignar agents y gestionar así los 
jobs encolados.  
Autor: El cliente 
Criterio de aceptación: Debe ser posible dar de alta una nueva queue en el cluster, 
indicando su identificador, su prioridad, y sus dos precios (por inicio de job y por 
unidad de tiempo consumida) 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.8 Tipo: Funcional 
Descripción: Debe ser posible modificar una queue. 
Razón: Para ajustar la gestión de colas a las necesidades requeridas. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador y la nueva 
prioridad de la queue, indicar que se desea modificar su prioridad. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
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Requisito: 9.9 Tipo: Funcional 
Descripción: Debe ser posible eliminar una queue. 
Razón: Para que la cola no se tenga en cuenta y no se resuelvan los jobs allí 
encolados, y/o para optimizar la gestión de colas. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador de la cola, 
indicar que se desea que ésta sea eliminada. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.10 Tipo: Funcional 
Descripción: Debe ser posible realizar asociaciones entre agents y queues. 
Razón: Para optimizar/ajustar la gestión de colas y la resolución de jobs. Al asociar 
un agent con una queue, el agent pasa a ser candidato para resolver los jobs allí 
encolados. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador de una queue y 
el identificador de un agent, que se desea que ese agent trabaje con esa cola 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
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Requisito: 9.11 Tipo: Funcional 
Descripción: Debe ser posible crear un job. 
Razón: Para que sea añadido y encolado, y se proceda a su posterior resolución. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador del job y el de la 
queue asociada, añadir el job al cluster. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.12 Tipo: Funcional 
Descripción: Debe ser posible modificar un job. 
Razón: Para que un job pueda cambiar de cola, modificando así las probabilidades de 
ser resuelto en un tiempo específico, por un determinado agent, o para elegir una cola 
con precios diferentes. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador del job y de la 
nueva queue, indicar que el job desea encolarse a esa queue. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 9.13 Tipo: Funcional 
Descripción: Debe ser posible eliminar un job. 
Razón: Para que el job ya no sea tenido en cuenta y no se proceda a su resolución.  
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador del job, indicar 
que ya no se desea la resolución del mismo. Esto sólo será posible si ningún agente 
ha iniciado ya el proceso de resolución del job. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 9.14 Tipo: Funcional 
Descripción: Debe ser posible abortar un job, es decir, detener el proceso de 
resolución de un job. 
Razón: Para permitir interrumpir el proceso de resolución en un momento dado, a 
voluntad. 
Autor: El cliente 
Criterio de aceptación: Debe ser posible, mediante el identificador del job, indicar 
que se desea interrumpir el proceso de resolución. Esto sólo será posible si algún 
agente ha iniciado ya el proceso de resolución del job. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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Requisito: 10 Tipo: Funcional 
Descripción: El sistema debe gestionar el sistema de colas. 
Razón: Para establecer preferencias e iniciar primero los jobs encolados en las colas 
de mayor prioridad. 
Autor: El cliente 
Criterio de aceptación: El sistema debe decidir qué agent ha de resolver qué job 
sin necesidad de ninguna intervención externa (una vez establecidas la relaciones 
agents-queues y jobs-queues). Ha de enviarse un mensaje al agent que le indique qué 
job debe resolver.  
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 




Requisito: 10.1 Tipo: Funcional 
Descripción: El clusterManager ha de ordenar a los agents que inicien la resolución 
de un job. 
Razón: Para que el agent inicie la resolución de ese job. 
Autor: El cliente 
Criterio de aceptación: El clusterManager debe notificar al agente, mediante su IP 
y el identificador de un job, que el agent debe proceder a la resolución de ese job. 
Satisfacción del cliente: 5 Insatisfacción del cliente: 5 
Prioridad: 1 Conflictos: - 
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5 Especificación 
Una vez definidos los requisitos de la aplicación, tanto funcionales como no 
funcionales, la siguiente fase en el proceso de desarrollo será la especificación. Se 
describirá el comportamiento del Sistema, basándose en los conceptos del dominio a 
tratar, pero desde un punto de vista conceptual, sin detallar en exceso la solución. 
5.1 Modelos de casos de uso 
Más adelante se mostrarán diagramas específicos, pero se expone aquí un diagrama 
con visión global de todo el sistema: 
 
Dado que el sistema está dividido en varias aplicaciones, se desea destacar y 
diferenciar este hecho generando varios subsistemas para la especificación y 
dividiendo los casos de uso dependiendo de quién inicia el proceso y "sobre qué 
sistema". Se dibujarán los diagramas y se describirán los casos de uso desde el punto 
de vista del actor principal (usualmente el iniciador) dentro del marco de actuación del 
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Asimismo, cabe destacar que tanto la entidad Agent como ClusterManager actuarán 
tanto de actor como de sistema, dependiendo del subsistema que se examine. 
Actores implicados: 
Se describen a continuación los actores que intervienen en los diferentes casos de 
uso: 
PendingInfo: Se trata de una aplicación Java (disparada por un trigger al producirse 
ciertos eventos en la DB tales como inserciones, actualizaciones o eliminación de 
registros en ciertas tablas), que envía un mensaje UDP a la dirección IP 
correspondiente al clusterManager para indicar que hay nueva información relevante 
en la base de datos que el clusterManager debe gestionar.  
Agent: Cada una de las aplicaciones Java con las que el clusterManager interactuará. 
Tiempo: Este actor, aún no teniendo representación física, será el responsable de la 
facturación mensual, a través de un cron (tarea programada en el Sistema para que 
automáticamente se ejecute cada cierto intervalo de tiempo). 
Algunas consideraciones previas: 
En la mayoría de los casos de uso existen extensiones "básicas y lógicas" que se 
comprueban, pero que no se listan aquí por su sencillez, como por ejemplo comprobar, 
antes de la adición de un elemento, que éste no exista ya en el cluster, o antes de 
eliminarlo o modificarlo, que sí que exista; en estos casos, el sistema registra dicha 
circunstancia y no realiza la acción solicitada. 
En primer lugar, describiremos los casos de uso en donde el sistema se limita al 
conjunto formado por la base de datos y el ClusterManager, y el PendingInfo es el 
actor que inicia todos los posibles casos de uso. 
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Caso de uso:  Crear agent 
Actores: PendingInfo (iniciador) 
Precondición: El PendingInfo ha enviado al ClusterManager un mensaje indicando 
que hay nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y confirma que se trata de 
una creación de agent.  
Postcondición: El agent se crea y se añade al cluster.  
Si el agent tiene queues asociadas, se añade esta información al 
cluster. 




1. El ClusterManager recibe y procesa la notificación: Se consulta la 
DB para obtener la información necesaria sobre el agent (IP, 
identificador, colas asociadas) 
2. Se añade el agent al cluster.  
3. Si el agent tiene queues asociadas, se actualiza dicha 
información en el cluster. 
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Caso de uso:  Eliminar agent 
Actores: PendingInfo (iniciador) 
Precondición: El PendingInfo ha enviado al ClusterManager un mensaje indicando 
que hay nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de una eliminación de agent.  
El agent está parado. 
Postcondición: El agent es eliminado del cluster, así como sus asociaciones con las 
queues.  




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre el agent 
(identificador, queues asociadas) 
2. Se eliminan del cluster las asociaciones del agent con las queues. 
3. Se elimina el agent del cluster.  
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Caso de uso:  Arrancar agent 
Actores: PenginInfo (iniciador), Agent 
Precondición: El PendingInfo ha enviado al ClusterManager un mensaje indicando 
que hay nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
del arranque de un Agent.  
Postcondición: El Agent inicia su actividad, y queda disponible para resolver jobs. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre el Agent 
(identificador) 
2. El ClusterManager arranca el Agent. 
3. El ClusterManager solicita confirmación al Agent (comprueba que 
realmente ha sido arrancado). 
4. El Agent envía confirmación. 
5. El Agent queda disponible para resolver jobs, por lo que se busca 
un job candidato para resolver. 
6. Se registra el suceso. 
Extensiones: (3) El Agent no responde, o no la confirmación no es positiva: Se 
registra dicha circunstancia. 
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Caso de uso:  Detener Agent 
Actores: PendingInfo (iniciador), Agent 
Precondición: El PendingInfo ha enviado al ClusterManager un mensaje indicando 
que hay nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de la solicitud de parada de un Agent.  
Postcondición: El Agent cesa su actividad, y ya no estará disponible hasta que se 
arranque nuevamente. 




1. Se comprueba que el Agent no está resolviendo algún job. 
2. El ClusterManager envía petición de detención al Agent.  
3. El Agent recibe la petición, confirma la recepción de la misma y 
finalmente detiene su actividad. 
4. El Agent ya no estará disponible hasta que se arranque. 
5. Se registra el suceso. 
Extensiones: (1) El Agent está resolviendo algún job: En primer lugar, se envía al 
Agent la petición de abort del job (ver caso de uso Abortar job), se 
registra dicha circunstancia y luego el flujo continúa en el paso 
número 2.  
(2) El Agent no responde, o la confirmación no es positiva: Se fuerza 
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Caso de uso:  Crear queue 
Actores: PendingInfo (iniciador) 
Precondición: El PendingInfo ha enviado al ClusterManager un mensaje indicando 
que hay nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de la creación de una queue. 
La queue tiene una prioridad establecida. 
La queue no tiene ningún job encolado. 
Postcondición: La queue se crea y se añade al cluster. Si existe alguna asociación 
con algún agent, la información se añade al cluster. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre la queue 
(identificador, prioridad y agentes asociados) 
2. El ClusterManager añade la queue al cluster. 
3. Si la queue está asociada a algún agent, se añade dicha 
información. 
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Caso de uso:  Modificar queue 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de la modificación de una queue. 
La queue tiene una prioridad establecida. 
Postcondición: La prioridad de la queue se actualiza en el cluster. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre la queue 
(identificador, prioridad) 
2. El ClusterManager modifica la prioridad de la queue.  
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Caso de uso:  Eliminar queue 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de la eliminación de una queue. 
Postcondición: La queue es eliminada del cluster. 




1. El ClusterManager comprueba que la queue no tiene jobs 
encolados. 
2. Se elimina la queue del cluster.  
3. Se registra el suceso. 
Extensiones: (2) Si la queue tiene jobs encolados, no se elimina del cluster y se 
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Caso de uso:  Asociar queue-agent 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado a la DB y ha confirmado que se 
trata de la asociación de una queue con un agent. 
Postcondición: Se asocian el agent y la queue, y a partir de ese momento, el agent 
será candidato para resolver los jobs encolados a esa queue. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre la asociación 
(identificadores de queue y de agent) 
2. El ClusterManager añade la asociación queue-agent para 
ajustarse a la nueva configuración.  
3. Se busca un job candidato para el agent. 
4. Se registra el suceso. 
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Caso de uso:  Desasociar queue-agent 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de la baja de una asociación de una queue con un agent. 
Postcondición: Se desasocian la queue y el agent, y a partir de ese momento, el 
agent ya no será candidato para resolver los jobs encolados en la 
queue. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre la asociación 
(identificadores de queue y de agent) 
2. El ClusterManager elimina la asociación queue-agent para 
ajustarse a la nueva configuración.  
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Caso de uso:  Crear job 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado la DB y ha confirmado que se trata 
de la creación de un job. 
El job tiene una cola asociada existente en el cluster. 
Postcondición: El job se crea, se añade al cluster y se encola a la queue asociada. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre el job 
(identificador, cola asociada) 
2. Se añade el job al cluster y se encola a la queue indicada. 
3. Se busca un agente candidato para resolver el job. 
4. Se registra el suceso. 
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Caso de uso:  Modificar job 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado a la DB y ha confirmado que se 
trata de la modificación de un job. 
El job tiene una cola asociada existente en el cluster. 
Postcondición: El job se crea, se añade al cluster y se encola a la queue asociada. 




1. El ClusterManager recibe y procesa la notificación: Consulta la 
DB para obtener la información necesaria sobre el job 
(identificador, cola asociada) 
2. Se desencola de la antigua queue y se encola a la nueva queue. 
3. Se busca un agent candidato para resolver el job. 
4. Se registra el suceso. 
Extensiones: (3) Si no hay ningún agent candidato, el job queda encolado a la 





 45 de 95 
 
Caso de uso:  Eliminar job 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado a la DB y ha confirmado que se 
trata de la baja de un job. 
El job no está siendo ni ha sido resuelto ya por ningún agent. 
Postcondición: El job se elimina del cluster. 




1. El job se elimina de la queue asociada y del cluster. 
2. Se registra el suceso. 
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Caso de uso:  Abortar job 
Actores: PendingInfo (iniciador) 
Precondición: La DB ha enviado al ClusterManager un mensaje indicando que hay 
nueva información pendiente para procesar.  
El ClusterManager ha consultado DB y ha confirmado que se trata de 
la petición de abortar un job. 
El job está siendo resuelto por algún agent. 
Postcondición: El job se aborta y se elimina del cluster. El agent que lo resolvía 
queda libre para resolver otro job. 




1. El ClusterManager envía la solicitud de abort al Agent asignado y 
queda a la espera de la respuesta del Agent. 
2. El Agent recibe la solicitud de abort, aborta la resolución del job y 
lo notifica al ClusterManager. 
3. El Agent queda disponible para resolver otro job, por lo que se 
busca un job candidato. 
4. Se registra el suceso. 
Extensiones: (2) Si el Agent no responde, o no aborta el job, el ClusterManager 
intentará detener y arrancar después el Agent (ver casos de uso: 
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Diagrama de casos de uso (actor iniciador: Agent) 
 
Caso de uso:  Enviar resultados parciales 
Actores: Agent (iniciador) 
Precondición: El Agent ha enviado al ClusterManager un mensaje indicando que 
tiene nuevos resultados parciales del job.  
El Agent está resolviendo un job, y el proceso no ha finalizado. 
Postcondición: El Agent continúa resolviendo el job, y los resultados parciales se 
registran en la DB. 




1. El ClusterManager recibe la información.  
2. El ClusterManager guarda los datos en la DB. 
Extensiones: Si el agent no estuviera asociado a ese job, se procede a la parada (y 
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Caso de uso:  Enviar resultados finales 
Actores: Agent (iniciador) 
Precondición: El Agent ha enviado al ClusterManager un mensaje indicando que 
tiene resultados finales del job.  
El Agent estaba resolviendo un job, y el proceso ya ha finalizado. 
Postcondición: El Agent queda libre para resolver otros jobs, y los resultados finales 
se registran en la DB. 




1. El ClusterManager recibe la información.  
2. El ClusterManager guarda los datos en la DB. 
3. Se busca un job candidato para el agent. 







Caso de uso:  Abortar job 
Actores: ClusterManager (iniciador) 
Precondición: El ClusterManager ha enviado al Agent un mensaje indicando que 
debe abortar el job en curso.  
Postcondición: El Agent quedará disponible para resolver otros jobs. 




1. El Agent recibe el mensaje y aborta el job. 
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Caso de uso:  Detener agent 
Actores: ClusterManager (iniciador) 
Precondición: El ClusterManager ha enviado al Agent un mensaje indicando que 
debe detenerse.  
El Agent no está resolviendo ningún job. 
Postcondición: El Agent ya no estará disponible hasta que se arranque. 




1. El Agent recibe el mensaje y envía confirmación al 
ClusterManager. 
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Diagrama de casos de uso (actor iniciador: Tiempo) 
 
 
Caso de uso:  Facturación 
Actores: Tiempo (iniciador), DB 
Precondición: Los datos necesarios para realizar la facturación están preparados en 
la DB 
Postcondición: La facturación se genera y ésta queda disponible en la DB 
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Caso de uso:  Iniciar job xxx 
Actores: ClusterManager (iniciador) 
Precondición: Hay un agent libre y un job por resolver 
Postcondición: El Agent queda ocupado resolviendo el job. 
Activación: El ClusterManager detecta una situación en la que un agent ha 




1. El clusterManager decide qué job es el que debe resolverse 
primero 
2. El clusterManager busca a algún agente que trabaje con la queue 
a la que el job está encolado. 
3. El clusterManager envía una petición al agent y espera 
confirmación. 
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5.2 Diagramas de secuencia 
Los "diagramas de secuencia" mostrados a continuación se han hecho a muy alto 
nivel, sin entrar en detalles, y usando los casos de uso en lugar de los 
métodos/funciones de los objetos. Por esta misma razón, no se especifica la sección 








(1) Se realizan tantas desasociaciones como sean necesarias 
PenginInfo ClusterManager + DB 
eliminar agent 
(1) desasociar queue-agent 
PenginInfo ClusterManager + DB 
crear agent 
(1) asociar queue-agent 




(1) Si el Agent está resolviendo un job, primero se aborta el job. 
 
 
(1) Se realizan tantas desasociaciones como sean necesarias 
PenginInfo ClusterManager + DB 
crear queue 
asociar queue-agent 
PenginInfo ClusterManager + DB 
detener agent 
Agent 




















PenginInfo ClusterManager + DB 
asociar queue-agent 
PenginInfo ClusterManager + DB 
eliminar queue 
(1) desasociar queue-agent 
PenginInfo ClusterManager + DB 
modificar queue 






(1) encolar job: no hay caso de uso para esta acción. El job se sitúa al final de la 










PenginInfo ClusterManager + DB 
crear job 
(1) encolar job 
PenginInfo ClusterManager + DB 
desasociar queue-agent 
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(1) encolar job: no hay caso de uso para esta acción. El job se sitúa al final de la 
queue asignada, a la espera de su resolución 





(1) desencolar job: no hay caso de uso para esta acción. El job se elimina de la queue. 
(2) eliminar job del cluster: no hay caso de uso para esta acción. El job se elimina del 
cluster. 
PenginInfo ClusterManager + DB 
eliminar job 
(1) desencolar job (antigua queue) 
eliminar job del cluster 
PenginInfo ClusterManager + DB 
modificar job 
(1) desencolar job (antigua queue) 
(2) encolar job (nueva queue) 


































ClusterMnager + DB 
Enviar resultados finales 
Agent 
 
ClusterMnager + DB 
Enviar resultados parciales 
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5.3 Diagramas de estados 
 
Unassigned: El job está encolado, a la espera de resolución; es el estado inicial.  
Running: El job está siendo resuelto por un agent. 
Assigning: Estado transitorio entre unassigned y running, hasta que el agent confirma 
que está resolviendo el job. 
Finished: El job ya ha sido resuelto.  
Aborted: El job ha sido abortado y ya no será resuelto. 
Aborting: Estado transitorio, entre running y abort, hasta que el agent confirma que lo 
ha abortado. 
unassigned assigning running 
aborting aborted 
preassign agent 
solve = ok finished 
finish 
abort 
abortedDueAgentStop = 1 
 
abortedDueAgentStop = 0 
 
JOB 
solve <> ok 
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Stopped: El agent está parado, no está a la escucha y no está accesible; es el estado 
inicial. 
Ready: El agent ha sido arrancado; está preparado y a la escucha. 
Assigning: Estado transitorio, entre ready y busy. 
Busy: El agent está resolviendo un job.  
Unreachable: El agente no responde; no está accesible. 
5.4 Diagramas de clase 
Un diagrama de clases es un tipo de diagrama estático que describe la estructura de 
un sistema mostrando sus clases, atributos y las relaciones entre ellos. Los diagramas 
de clases son utilizados durante el proceso de análisis y diseño de los sistemas, donde 
se crea el diseño conceptual de la información que se manejará en el sistema, y los 
componentes que se encargaran del funcionamiento y la relación entre uno y otro. 
Se muestra primero una visión global de las principales diagramas de clase, y más 
adelante, el detalle de algunos de ellos. 
 





preassign solve = 1 
! hello ! hello 
! hello 






El paquete cluster está compuesto por 
las entidades principales: agent, 
queue, job, y el cluster, que envuelve 
las demás. 
El cluster contiene: 
 una hashTable de queues 
 una hashTable de agents 
 una hashTable de jobs 
 
Un agent contiene: 
 una linkedList de queues 
 un job 
 
Una queue contiene:  
 una linkedList de jobs 
 una linkedList de agents 
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Todas las acciones del clusterManager en respuesta a mensajes de los agentes son threads. 
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El modelo es la única clase que se comunica con la DB. Todas las 
consultas hacia la DB pasan por el modelo. 
 
El server contiene la inteligencia del programa. 


















Cualquier solicitud desde la DB es atendida por un thread 
actionMangrProcessData 
        Todas las respuestas de los agents son tratadas  









En este capítulo describiremos la arquitectura lógica del sistema y el diseño de la base 
de datos. 
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6.2 ClusterManager 
El clusterManager está compuesto, entre otros, por los siguientes bloques funcionales: 
 Cluster: Las clases que lo componen permiten recrear y manejar agents, 
queues y jobs.  
 Configurador: Se encarga de leer las configuraciones necesarias, tanto de 
agents como del manager, para manejar las comunicaciones. 
 Modelo: Clase que se ocupa del acceso a la DB. Todas las consultas 
(enviadas y recibidas), se realizan a través del modelo. 
 Manager: La lógica principal del programa. 
6.3 Base de datos 
Esta base de datos mySQL está compuesta por una veintena de tablas, y todas ellas 
han sido creadas con el motor innoDB, que permite foreignkeys (y por lo tanto 
relaciones entre las tablas), ayudando así a mantener la integridad de los datos, 
además de que también acelera las búsquedas.  
Asimismo, cabe destacar que innoDB soporta transacciones, algo muy importante si 
hablamos de integridad, pues nos permite "deshacer" una serie de acciones si 
comprobamos que la secuencia de sentencias no puede (o no debe) completarse. 
La estructura de la base de datos cumple todos los estándares de las bases de datos 
relacionales hasta la 3FN. 
6.3.1  Principales tablas 
Se listan ahora las principales tablas y sus campos más relevantes. 
 
tbl_agentState  
Campos relevantes: (as_agentState_ID, as_name, ...) 
Tabla maestra que contiene todos los posibles estados de un agent. 
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tbl_agent  
Campos relevantes: (ag_agent_ID, ag_state_FK, ag_IPAddress, ...) 
Contiene un registro por agent, con información sobre su identificador único, el estado 
actual, su dirección IP, ... 
 
tbl_queue  
Campos relevantes: (qu_queue_ID, qu_priority, qu_price, qu_jobStartPrice, ...) 
Tabla que contiene un registro por cada cola, con información sobre su identificador 
único, su prioridad, su precio por unidad de tiempo, y su precio por iniciar un job, ... 
 
tbl_queueAgent  
Campos relevantes: (qa_queue_FK, qa_agent_FK) 
Tabla que contiene la información relativa a qué agents trabajan con qué colas. Cada 
registro es una relación entre un agent y una cola. 
 
tbl_job  
Campos relevantes: (jb_job_ID, jb_state_FK, jb_queue_FK, jb_dataFile_FK, 
jb_algorithmFile_FK, jb_queuePrice, jb_jobStartPrice,  jb_startTime, jb_stopTime, 
jb_lastInvoicedTime, jb_totalTime,  jb_abortedDueAgentStop, jb_abortedByAdmin, 
jb_project_FK, ...) 
Contiene la información relativa a los jobs, como su identificador único, los archivos 
necesarios para su resolución, el momento en que se inicia y se finaliza, el estado 
actual, información relativa a los precios de la cola asociada en el momento de 




Campos relevantes: (js_jobState_ID, js_name, ...) 
Tabla maestra que contiene todos los estados posibles de un job. 
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tbl_jobResult  
Campos relevantes: (jr_dateTime, jr_job_FK, jr_time, jr_nodeLeft, jr_nodeCnt, 
jr_bestNode, jr_incumbent, jr_jobState, ...) 
Contiene información acerca de los resultados parciales de un job, que han sido 
suministrados por el agente encargado de su resolución. 
 
tbl_jobResultFile  
Campos relevantes: (jf_jobFile_ID, jf_job_FK, jf_path, jf_upDateTime, ...) 
Contiene información relativa a los ficheros generados por el agente encargado de 
resolver un job, tras la finalización del mismo. 
 
tbl_eventType  
Campos relevantes: (et_eventType_ID, et_name) 
Tabla maestra que contiene todos los posibles eventos de la DB que deben ser 
comunicados al clusterManager para su procesamiento. 
 
tbl_user  
Campos relevantes: (us_user_ID, us_mail, us_dni, ...) 
Contiene información personal y de facturación de los usuarios del sistema. 
 
tbl_jobToInvoice  
Campos relevantes: (ji_upDateTime, ji_jobToInvoice_ID, ji_job_FK, ji_date, 
ji_fromTime, ji_toTime, ji_timeToInvoice, ji_jobState_FK, ji_queuePrice, 
ji_jobStartPrice, ji_user_FK, ...) 
Contiene información acerca de qué y cómo debe facturarse, para generar luego la 
facturación periódica. 
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tbl_invoiceHeader  
Campos relevantes: (ih_user_FK, ih_invoice_ID, ih_date datetime,  ih_fromTime 
datetime, ih_toTime datetime, ih_invoicedTime, ...)  
Contiene información sobre la facturación (cabeceras de facturas), como la fecha, el 
período de facturación, el usuario, etc... 
 
tbl_invoiceLine  
Campos relevantes: (il_invoiceLine_ID, il_job_FK bigint, il_invoice_FK, il_fromTime 
datetime, il_toTime, il_timeToInvoice, il_jobState_FK,  il_queuePrice, il_jobStartPrice, 
...) 
Contiene información sobre el detalle de la facturación: qué jobs y en qué estado 
están, el tiempo facturado por cada job, los precios de las colas, etc... 
 
tbl_pendingInfo  
Campos relevantes: (pi_pendingInfo_ID, pi_eventType_FK, pi_object_FK, 
pi_upDateTime, ...) 




Campos relevantes: (pb_isError, pb_pendingInfo_ID, pb_eventType_FK, 
pb_object_FK, pb_comment, pb_upDateTime, ...) 
Contiene una copia (histórico) de todos los eventos que se han comunicado desde la 
DB al clusterManager. 
 
tbl_file  
Campos relevantes: (fl_file_ID, fl_project_FK, fl_path, …) 
Contiene información relativa a los ficheros de datos necesarios para resolver un job. 
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tbl_userAlgorithm  
Campos relevantes: (ua_userAlgorithm_ID, us_path, us_user_FK, …)  
Contiene información relativa a los ficheros de algoritmos necesarios para resolver un 
job. 
 
Los campos llamados "xxx_FK", son y hacen referencia a campos claves de otras 
tablas (usualmente claves primarias). 
Además de los atributos listados anteriormente, todas las tablas disponen de: 
 Un campo para almacenar/controlar qué aplicación realiza cambios (pues 
dependiendo del origen –desde la web, o desde el propio clusterManager-, los 
triggers realizarán unas acciones u otras),  
 Otro campo que indica si el registro está activo o no, ya que no se realizan 
borrados de los registros, sino que se marcan como "no activos", lo que 
permite a las aplicaciones "obviar" esos registros, pero que a la vez puedan 
estar disponibles si así se requiere. 
 Varios índices, necesarios para crear las relaciones y otros adicionales para 
optimizar las búsquedas. 
Para poder comunicarnos con el Shell del sistema, se ha utilizado la UDF (user 
defined function) sys_exec, y la librería lib_mysqludf_sys_0.0.3 
6.3.2  Diagrama entidad-relación 
A continuación se muestra el diagrama entidad-relación. Se han omitido las tablas 
maestras y algunas otras para una mejor comprensión. Asimismo, también se han 
omitido la mayoría de los campos de las tablas, mostrando sólo los más relevantes. 
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6.4 PendingInf o 
Como ya se ha descrito anteriormente, pendingInfo es una aplicación java que se 
encarga de comunicar al clusterManager cuándo hay nueva información relevante. Se 
pueden consultar los detalles en la sección 7.4 pendingInfo: La clave de la 
comunicación entre DB y clusterManager.   
6.5 Protocolo de comunicaciones 
Con el fin de permitir una eficaz comunicación entre los distintos componentes del 
proyecto (ClusterManager, Agent, DB), se ha creado un protocolo de comunicaciones, 
cuyas reglas deben cumplir los mensajes UDP enviados entre las mencionadas 
entidades. 
El protocolo especifica, para cada operación posible (stop agent, abort job, etc…), cuál 
debe ser el contenido del mensaje: 
 La cabecera, que es común en todas las comunicaciones, y que incluye: 
- El código de la operación. 
- El tamaño total del mensaje. 
 Cuál debe ser el contenido incluido en el mensaje que inicia la comunicación 
(entrada) 
 Cuál debe ser el contenido incluido en el mensaje de respuesta (salida), si es 
que la hay. 
El protocolo establece dos tipos de especificaciones: las que deben cumplir los 
mensajes enviados por el ClusterManager y las que deben cumplir los enviados por 
los agents. 
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6.5.1  Especificaciones para el ClusterManager:  
Código de operación  MNGR_DATAPENDING [10] 
Descripción: Advertisment about new pending data in the DB to be 
precessed. 
Input del cliente Length (2 bytes) Operation code (2 bytes) 
Output del manager None 
 
6.5.2  Especificaciones para los agents  
OPERATION CODES: 
 OPERATION_CLAG_STOP   1 // Stop Agent 
 OPERATION_CLAG_SOLVE  2 // Solve a new problem 
 OPERATION_CLAG_ABORT  3 // Abort solving a problem 
 OPERATION_CLAG_STATUS  4 // Get status 
 OPERATION_CLAG_PROGRESS  5 // Reports progress results 
 OPERATION_CLAG_RESULT  6 // Reports results 
 OPERATION_CLAG_HELLO  7 // hello 
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Código de operación  CLAG_STOP [1] 
Descripción: Stops CLAG. If a job was in execution, it will be stopped. 
Input del manager Length (2 bytes) Operation code (2 bytes) 
Output del agent 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (integer) (4 bytes) 
Result (integer) (4 bytes) [ok=1, error=0] 
 
Código de operación  CLAG_SOLVE [2] 
Descripción: Requests start the execution of a new job. A problem file must 
be previously be available to be read by the CLAG. To accept 
the job, no other job has to be in exeution. 
Input del manager Length (2 bytes) Operation code (2 bytes) 
Job ID (integer) (4 bytes) 
Output del agent: 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (4 bytes) 
Job ID (integer) (4 bytes)  
Result (integer) (4 bytes) [ok=1, error=0] 
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Código de operación  CLAG_ABORT [3] 
Descripción: Requests the CLAG to abort Job Execution. 
Input del manager Length (2 bytes) Operation code (2 bytes) 
Job ID (integer) (4 bytes) 
Output del agent: 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (4 bytes) 
Job ID (integer) (4 bytes)  
Result (integer) (4 bytes) [ok=1, error=0] 
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Código de operación  CLAG_STATUS [4] 
Descripción: Requests the last data to the CLAG. 
Input del manager Length (2 bytes) Operation code (2 bytes) 
Job ID (4 bytes) 
Output del agent: 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (4 bytes) 
Job ID (integer) (4 bytes)  
Node Count (integer) (4 bytes) 
Node Left (integer) (4 bytes)           
Best Node (float) (4 bytes) 
Incumbent (float) (4 bytes) 
Job Finished (4 bytes) 
Time (integer) (4 bytes) 
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Código de operación  CLAG_PROGRESS [5] 
Descripción: The Cluster Agent sends the progress info about a job. 
Output del agent: 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (4 bytes) 
Job ID (integer) (4 bytes)  
Node Count (integer) (4 bytes) 
Node Left (integer) (4 bytes)           
Best Node (float) (4 bytes) 
Incumbent (float) (4 bytes) 
Time (integer) (4 bytes) 
Input del manager Length (2 bytes) Operation code (2 bytes) 
 Result (integer) (4 bytes) [ok=1, error=0] 
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Código de operación  CLAG_RESULT [6]  
Descripción: The Cluster Agent sends the optimal value of the objective 
function and informs about the end of the job. Upon reception 
of the response from the manager, job data is cleaned. 
Output del agent: 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (4 bytes) 
Job ID (integer) (4 bytes)  
Result (float) (4 bytes) 
Total Time (integer) (4 bytes) 
FileId 
(integer)(1 
byte)|         
Extension (char) (3 bytes)   
FileId 
(integer)(1 
byte)|         
Extension (char) (3 bytes)   
Input del manager Length (2 bytes) Operation code (2 bytes) 
 Job ID (integer) (4 bytes)  
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Código de operación  CLAG_ABORT [7] 
Descripción: Hello request. 
Input del manager: Length (2 bytes) Operation code (2 bytes) 
Output del agent: 
Length (2 bytes) Operation code (2 bytes) 
Agent ID (4 bytes) 
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7 Implementación 
Previamente ya había descrito de manera breve qué partes componían este proyecto y 
cuál era su función básica en el mismo; ahora describiremos las herramientas 
seleccionadas y los motivos para su selección. 
7.1 Lenguaje de programación: Java 
Es uno de los requisitos del cliente. 
Los dos productos en la plataforma Java SE son:  
 JRE – SE runtime environment (entorno de ejecución). Contiene las librerías, la 
JVM (máquina virtual de Java), y otros componentes para ejecutar applets y 
aplicaciones programados en Java 
 JDK – Java Development Kit (paquete de desarrollo), que contiene a su vez el 
JRE, además de herramientas tales como compiladores y depuradores, 
necesarios para programar applets y aplicaciones 
La siguiente imagen muestra cuál es la estructura conceptual que engloba toda la 
tecnología Java y cómo encajan todos sus componentes. 
 
7.2 ¿Por qué mySQL? 
Se han estudiado varias posibilidades para almacenar de manera permanente la 
información, y se listan aquí las razones de por qué mySQL ha sido elegido. 
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La siguiente imagen ilustra la estructura de mySQL Server 
 
7.2.1  Foreign keys, triggers y procedimientos  
Hasta hace poco, mySQL no permitía crear relaciones entre tablas (foreign keys), 
triggers, ni procedimientos almacenados, pero a partir de la versión 5, estas 
funcionalidades ya están disponibles, lo que convirtió a mySQL en un verdadero 
RDBMS (gestor de bases de datos relacionales) y en un firme candidato para utilizarlo 
en este proyecto.  
7.2.2  Multihilo y multiusuario 
MySQL es, también, multiusuario y multihilo, ambos aspectos muy a tener en cuenta. 
El hecho de ser multiusuario nos permite definir modos de acceso diferenciados con 
diferentes permisos según nuestras necesidades, muy útil a la hora de permitir el 
acceso desde un servidor web, por ejemplo, y el hecho de ser multihilo permite la 
ejecución de varias tareas concurrentemente, aspecto muy importante en cuanto a 
eficiencia, sobre todo teniendo en cuenta que las aplicaciones que van a conectarse 
con la base de datos realizaran múltiples peticiones a la vez (recordemos que 
clusterManager es multihilo, y explota esta característica) 
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7.2.3  Acceso al Shell de sistema operativo  
Otro punto a destacar es la integración de UDF (user defined function), es decir, 
funciones definidas por el usuario, que permite crear y utilizar tantas funciones como 
sean necesarias, entre ellas una muy importante en este proyecto, que es el acceso al 
shell del sistema a través de la UDF sys_exec, imprescindible en este proyecto, pues 
es necesario comunicarse con el Shell del sistema continuamente para comunicar al 
clusterManager cuándo hay información relevante en la DB para procesar. 
7.2.4  Integración con otros componentes  
Cabe destacar también que mySQL es el sistema de gestión de bases de datos 
incluido en el paquete lampp (apache como servidor web, mySQL como sistema de 
gestión de bases de datos, y php, perl o pyton como lenguajes de programación, 
además de la herramienta web phpMyAdmin, cuya interficie gráfica facilita la gestión 
de la DB), que es ya un paradigma de programación consolidado desde hace mucho 
tiempo, y que por ello ha sido elegido para este proyecto. 
7.2.5  Licencia GPL (gratuita)  
Otra razón de peso es que mySQL se distribuye con licencia GPL, muy a tener en 
cuenta, por supuesto. 
Todas estas razones, además del deseo personal de profundizar y testear las nuevas 
funcionalidades, han hecho que mySQL haya sido la elegida finalmente para dar 
soporte al almacenamiento de datos necesario para este proyecto. 
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7.3 Entorno de desarrollo 
 Ubuntu: Sistema operativo basado en Debian. 
 
 Netbeans (java): Entorno de desarrollado creado principalmente para 
programar en Java (aunque permite programar en otros lenguajes). Es un IDE 
completo, con opciones para el tratamiento de threads cuando se depura el 
código. 
- J2ssh: Librería necesaria para realizar comunicaciones (agente-
clusterManager) usando el protocolo ssh.  
 
 
El depurador de netbeans, que incluye opciones para el tratamiento de threads. 
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 Wireshark: Analizador de protocolos usado para capturar, estudiar y depurar 
los mensajes enviados entre el PendingInfo, los agents y el manager.. 
 
La imagen muestra una de las capturas de los mensajes entre agents y 
clusterManager; en particular, el envío de resultados parciales. 
 
 Lampp: paquete que incluye mySQL, Apache, PhpmyAdmin 
- mySQL: sistema gestor de bases de datos relacionales.  
- Phpmyadmin: gestor gráfico para mySQL. 
 
- Apache: Servidor http. Utilizado para probar el portal web, y también 
para usar phpmyadmin. 
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 Firefox: Navegador web para visualizar phpmyadmin.  
 
 Logs: Todas las acciones realizadas por los agentes o el clusterManager son 
registradas en archivos de texto, que se usan para controlar y depurar. 
 Scripts varios, para facilitar la puesta en marcha del sistema, depurar, etc… 
Algunos de ellos son: 
- agent_start: arranca los agents indicados 
- killAgent: para los agentes indicados 
- startEthernet: inicializa las interfaces de red necesarias (clusterManager 
y la simulación de varios agentes en red) 
- showRunningAgents: lista qué agentes están arrancados.  
 
La imagen superior muestra en una secuencia de comandos un listado de los 
agentes arrancados, la parada de los agents 10 y 20, el arranque del 10. 
7.3.1  Agents 
Para este proyecto, se ha desarrollado únicamente la parte de comunicaciones del 
agent, que le permite interactuar con el clusterManager y con el Shell del sistema, pero 
que no resuelve realmente los jobs. En su lugar, se ha creado un “dummyAgent”, que, 
en el intervalo programado, va enviando siempre los mismos resultados de un job en 
particular, de manera que se simula así la resolución de jobs. 
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Para poder controlar qué agent se debe arrancar y/o parar, se ejecuta la orden de 
arranque con un parámetro “name”, siendo así posible también saber qué agents 
están corriendo en el sistema. En el parámetro “name” se indica cuál es la IP del 
agent.  
java -jar dummyAgent.jar -name IP 
7.3.2  DB 
Muchas de las tablas han sido programadas con triggers, que completan las acciones 
necesarias en el momento de insertar, modificar o eliminar sus registros. Con esto 
conseguimos una mayor escalabilidad y portabilidad, ya que las acciones necesarias 
son ejecutadas por la base datos (común para cualquier aplicación que quiera tener 
acceso a los datos) y no por una aplicación en particular. 
Los triggers se han utilizado, por ejemplo, para: 
 Comunicarse con el Shell del sistema: 
- Creación de las carpetas necesarias para administrar el contenido de la 
web. 
- Copia de ficheros (datos y algoritmos) para la resolución de jobs. 
 Completar y/o modificar el contenido de los campos de las tablas. 
 Generar la información necesaria para la facturación tras la resolución de jobs. 
 Lanzar la aplicación PendingInfo, encargada de avisar al clusterManager de 
que hay nueva información en la DB para de procesar. 
7.4 pendingInf o: La clave de la comunicación entre 
DB y clusterManager. 
7.4.1  Elementos clave 
¿Cómo se comunican la DB y el clusterManager? La respuesta implica a tres 
componentes clave: 
 Triggers en mySQL que se disparan cuando el clusterManager debe ser 
avisado. 
 La función sys_exec, una UDF (user defined function) de mySQL que permite 
ejecutar la aplicación java pendingInfo 
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 PendingInfo, que envía un mensaje UDP al clusterManager para indicar que 
hay nueva información que procesar en la DB. 
7.4.2  La secuencia:  
La secuencia y el intercambio de información del proceso se describe así: 
1. Cuando en la DB se insertan, eliminan o modifican registros en ciertas tablas, 
se disparan los triggers programados para tales eventos. 
2. Se realiza una auditoría de estos cambios para comprobar quién ha realizado 
los cambios (el portal web, el propio clusterManager…), y si los cambios deben 
o no ser tratados por el clusterManager. 
3. Si los cambios deben ser notificados al clusterManager, el trigger utiliza la 
función sys_exec para realizar una llamada al Shell del sistema y ejecutar así 
la aplicación java pendingInfo. 
4. La aplicación pendingInfo envía un mensaje UDP al clusterManager que le 
indica que en la DB hay nueva información para procesar 
5. El clusterManager recibe el mensaje, consulta la DB para obtener información 
detallada de los cambios realizados, y procesa la información obtenida. 
- Si la información obtenida implica a algún agent (ej: abortar job, parar 
agent…), el clusterManager envía un mensaje UDP que contiene la 
petición al agent implicado y espera confirmación del agent. 
 El agent recibe el mensaje, realiza la acción solicitada y envía 
mensaje de confirmación al clusterManager. 
 El clusterManager recibe la confirmación del agent y realiza las 
modificaciones pertinentes en la DB. 
- Si la información obtenida no implica a ningún agent (ej: cambio de la 
prioridad de una queue), el clusterManager la procesa y realiza los 
cambios necesarios en el cluster. 
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8 Pruebas 
Durante todo el proceso de implementación, se han ido realizando las pruebas 
necesarias, tanto las relativas a este PFC, como al proyecto común “Infraestructura de 
Servicios de Computación” 
Se ha realizado pruebas para comprobar cada uno de los aspectos esenciales 
(relativos a agents, queues, jobs, facturación…), así como otros de carácter estructural 
(como por ejemplo el contenido de los listados) 
8.1 Pruebas unitarias 
Se han hecho pruebas unitarias de todos y cada uno de los módulos descritos 
anteriormente, y se ha comprobado que funcionan correctamente. 
8.2 Pruebas de stress: 
Se ha forzado al sistema a trabajar atendiendo múltiples peticiones simultáneamente 
desde varios equipos con el fin de aumentar el número de peticiones desde la DB. 
Se ha forzado al sistema a trabajar con múltiples agents, jobs y queues, y durante un 
dilatado tiempo. Se ha trabajado hasta con 5 agents, parándolos e iniciándolos, 
combinados con hasta 4 queues, y resolviendo cada uno de ellos un job, hasta un total 
de 20 jobs resueltos y 5 abortados. 
8.3 Pruebas de integración 
Durante el proceso de implementación, se ha probado el correcto funcionamiento de 
todos los casos de uso y se ha comprobado que todos los requisitos se cumplen. Se 
listan a continuación algunas de las muchas pruebas realizadas para asegurar que la 
comunicación entre el portal web y el clusterManager era correcta, y que las 
solicitudes hechas desde el portal eran procesadas correctamente por el 
clusterManager. 
 Crear agent:  
- Dar de alta un agent desde el portal web. 
- Comprobar que la DB ha registrado el nuevo agent. 
- Comprobar que el PendingInfo notifica al clusterManager de que debe 
procesar nueva información. 
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- Comprobar que el clusterManager reconoce y procesa el mensaje 
correctamente y que consulta la DB para conocer la naturaleza de las 
modificaciones. 
- Confirmar la creación de una nueva instancia de agent en el cluster. 
 Arrancar agent:  
- Desde el portal web, modificar el estado del agent para indicar que se 
desea arrancar.  
- Comprobar que la DB ha registrado el cambio. 
- Comprobar que el PendingInfo notifica al clusterManager de que debe 
procesar nueva información. 
- Comprobar que el clusterManager reconoce y procesa el mensaje 
correctamente y que consulta la DB para conocer la naturaleza de las 
modificaciones. 
- Confirmar que el agent ha sido arrancado. 
 Detener agent:  
- Desde la DB, modificar el estado del agent para indicar que se desea 
arrancar.  
- Comprobar que el PendingInfo notifica al clusterManager de que debe 
procesar nueva información. 
- Comprobar que el clusterManager reconoce y procesa el mensaje 
correctamente y que consulta la DB para conocer la naturaleza de las 
modificaciones. 
- Confirmar que el agent ha sido detenido. 
 Modificar queue:  
- Desde la DB, modificar el estado del agent para indicar que se desea 
arrancar.  
- Comprobar que el PendingInfo notifica al clusterManager de que debe 
procesar nueva información. 
- Comprobar que el clusterManager reconoce y procesa el mensaje 
correctamente y que consulta la DB para conocer la naturaleza de las 
modificaciones. 
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- Confirmar que el agent ha sido detenido. 
 Modificar job:  
- Desde la DB, modificar la cola asociada al job para indicar que se desea 
cambiar de cola.  
- Comprobar que el PendingInfo notifica al clusterManager de que debe 
procesar nueva información. 
- Comprobar que el clusterManager reconoce y procesa el mensaje 
correctamente y que consulta la DB para conocer la naturaleza de las 
modificaciones. 
- Confirmar que el job ha sido desencolado de la antigua queue y 
encolado a la nueva. 
- Y si había algún agent asociado a esa queue disponible, comprobar que 
el agent inicia la resolución del job. 
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9 Gestión del proyecto 
La gestión del proyecto mostrada a continuación revela la secuencia y las horas 
dedicadas a cada “gran tarea” del proyecto, sin entrar en el detalle de cada una de 
ellas.  
9.1 Planificación 
A continuación se muestra un diagrama que expone la secuencia entre las tareas 
implicadas en el proyecto. 
 
 
En la siguiente tabla se muestra la duración en horas de las actividades implicadas. 
Aunque todavía no se han consumido las horas estimadas para la presentación, se la 
previsión dado que la tarea se va a realizar y no se estima una desviación significativa. 
 
Actividad Horas dedicadas 
Documentación 95 





Preparación presentación 15* 
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Pueden observarse algunas alteraciones con respecto a la planificación inicial 
 La fase del entorno de desarrollo se ha alargado unas 4 semanas, dado que en 
un principio no se instalaron todos los componentes, sino que se han ido 
instalando según ha sido necesario. En particular, hemos tenido algunas 
dificultades hasta dar con la solución adecuada en cuanto a las 
comunicaciones entre la DB y el Shell del sistema. 
 La fase de implementación se ha alargado 3 semanas, dado que se han 
modificado algunos de los requisitos (funcionales y estructurales), y otros han 
ido apareciendo a lo largo de todo el proceso. 
 La fase de testeo se ha visto afectada por el hecho de que la fase de 
implementación ha alargado su duración.  
 Dado que se trata de un proyecto conjunto, nos hemos visto en la necesidad de 
realizar pruebas de integración antes de lo esperado. 
Aunque la fecha de entrega del proyecto no se ha visto afectada por las alteraciones 
anteriormente descritas, finalmente, el número de horas invertidas sí que ha 
aumentado considerablemente, hasta un total de unas 560 horas estimadas. 
Cabe destacar, también, que aunque la fase de documentación se ha llevado a cabo 
durante todo el proyecto, le hemos dedicado más tiempo del esperado, pues no hay 
que olvidar que este proyecto es un PFC de una ingeniería técnica (ETIS), y no hemos 
cursado ciertas asignaturas, que probablemente nos hubieran ayudado en este 
aspecto. 
9.2 Valoración económica 
Para elaborar el presupuesto sólo se han tenido en cuenta las horas definidas en la 
planificación inicial imputables al diseño, la implementación y a la presentación del 
proyecto.  
El resto de tareas no se han considerado presupuestables ya que o bien corresponden 
a la definición/planificación del proyecto o bien son de tipo administrativo. 
El presupuesto no incluye el hardware necesario para la puesta en marcha del 
sistema, hosting, dominios, licencias de software de terceros, etc... 
El precio total del proyecto es de 9.240 € con 18% de IVA incluido. 
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10 Conclusiones 
Especificar y diseñar detalladamente un sistema facilita considerablemente la 
implementación y el mantenimiento del mismo. 
Especificar y diseñar detalladamente un sistema complejo, donde tengan que trabajar 
varias personas, facilita considerablemente el desarrollo del mismo. 
Especificar y diseñar detalladamente un sistema sencillo donde sólo trabaja una 
persona, no sólo no facilita de manera importante el desarrollo del mismo, sino que 
también implica una inversión de horas importantes que disminuyen el beneficio. 
Permitir cambios en los requisitos dificulta considerablemente el diseño y la 
implementación del sistema.  
La elaboración de la documentación consume muchas de las horas dedicadas al 
proyecto, y es casi imposible satisfacer a todos los interesados en cuanto al contenido 
y forma de la misma. 
Tanto los objetivos del proyecto como los académicos han quedado satisfechos 
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