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Ce mémoire synthétise les dix dernières années de mon activité de recherche en
neurosciences computationnelles, menée en collaboration avec des collègues de plusieurs
disciplines, dont les doctorants que j’ai pu encadrer, et mise en perspective dans un projet
de plus grande ampleur à la croisée de la modélisation mathématique, de l’informatique,
des neurosciences fondamentales et d’applications en neurologie et psychiatrie.
Je m’intéresse de manière générale à l’influence des propriétés intrinsèques microsco-
piques et aux interactions neuronales mésoscopiques dans la génération des oscillations
observées, au niveau macroscopique, dans les enregistrements physiologiques. Cette ap-
proche de modélisation multi-échelle vise à élucider des mécanismes physiologiques du
fonctionnement cérébral sain ou pathologique, à compléter ou orienter la démarche ex-
périmentale en biologie et à tester des hypothèses aujourd’hui encore inaccessibles à
l’observation expérimentale.
Après être revenue, en introduction, sur nos motivations et la définition de “ryth-
mes” ou “oscillations”, la première partie résume les contributions apportées par nos
travaux de modélisation des rythmes cérébraux. Celles-ci portent à la fois sur le plan
du développement méthodologique en modélisation, notamment sur l’étude des capaci-
tés de synchronisation de certains modèles de neurones couramment utilisés ou l’utili-
sation de techniques d’optimisation stochastique pour l’ajustement des paramètres de
modèles neuronaux, et, sur le plan théorique, sur la compréhension des mécanismes de
genèse et maintien des oscillations qui sous-tendent certaines tâches cognitives (enco-
dage mnésique) ou fonctions motrices (tremblements dans la maladie de Parkinson),
états de conscience (sommeil, anesthésie générale) ou pathologies neurologiques (épilep-
sies du lobe temporal mésian, maladie de Parkinson). Les modèles développés prennent
en compte autant les propriétés singulières des cellules que leurs relations (connectivité)
et leur environnement (anatomie des structures étudiées, hippocampe et ganglions de
la base, voire simulation de la mesure par une électrode), c’est-à-dire le substrat, l’ins-
trument, qui permettent de reproduire les observables, oscillations comparables à de la
musique.
La seconde partie décrit le projet de recherche envisagé, à la fois dans le prolongement
et dans l’élargissement du spectre des domaines abordés, plus particulièrement dans le
champ de la neurologie et de la psychiatrie. En effet, nos travaux antérieurs ont mis en
évidence, à l’échelle microscopique, des points communs aux phénomènes pathologiques
considérés qu’il semblerait inopportun de négliger dans la modélisation si l’on souhaite
comprendre les mécanismes impliqués dans les observations macroscopiques et les ré-
ponses comportementales. Il s’agit essentiellement de l’influence de l’environnement,
d’une part, ou des spécificités génétiques des individus, d’autre part, sur l’expression
des canaux ioniques cellulaires, en particulier calciques et potassiques, et l’homéostasie
ionique. Cette partie du manuscrit fait également apparaître des résultats préliminaires.
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Abstract
This essay synthetizes my past ten year research activities in computational neuros-
ciences, lead in collaboration with several colleagues, including my Ph.D. students. It
also gives an overview of my work in a longer-term project at the crossroads between
mathematical modeling, computer science and simulation, fundamental neurosciences,
and biomedical applications in neurology and psychiatry.
My main interests lie in the influence of microscopic neuronal intrinsic properties
and neuron interactions, at the mesoscopic scale, on the generation of macroscopic phy-
siological rhythms. This multi-scale modeling approach aims to elucidate physiological
mechanisms of the healthy and pathological brain, to complete or guide experimental
protocols in biology, ant to test hypotheses still inaccessible with today’s experimental
techniques.
After an introduction about my motivations and my definition of “rhythms” or “os-
cillations”, the first part summarizes our contributions in terms of modeling of cerebral
rhythms. Those contributions concern both the methodological aspects, especially the
synchronization ability of commonly used spiking neuron models or the use of stochastic
optimization methods to adjust the parameters of neural models, and the theoretical
ascpects regarding the understanding of the mechanisms involved in the generation and
maintenance of oscillations underlying the execution of certain cognitive (memory enco-
ding) or motor functions (tremors in Parkinson Disease), conscious states (sleep, general
anesthesia) or neurologic disorders (focal mesial temporal lobe epilepsy, Parkinson di-
sease). The developed models take into account the singular individual cell properties
as well as their interactions (connectivity) and their environnement (anatomy of the
cerebral structures under investigation, hippocampus and basal ganglia, nay the simu-
lation of the electrode measure), namely the substrate, the instrument, allowing us to
reproduce the observable phenomena, the oscillations, that can be compared to music.
In the second part, my long-term research project is developed, both as an extension
and a broadening of my research spectrum, and of the subjects already tackled in the first
part. This deals more specifically with the fields of neurology and psychiatry. Indeed, our
previous works highlighted, at the microscopic scale, features that are common to the
pathological phenomena regarded and that are worth considering in modeling in order
to understand the mechanisms involved in the observed macroscopic and behavioral
responses. I essentially focus on the expression of cellular ion channels, particularly
calcium and potassium (voltage-gated or not), and ion homeostasis. This expression can
be influenced by the environment or the individual genetic specificities encountered in
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Positionnement “biographique” des travaux
0.1 Activités de recherche et d’encadrement scientifique
0.1.1 Résumé du parcours de recherche
De manière générale, mon travail de recherche s’attache à la modélisation des mé-
canismes neuronaux. Au décours de la thèse, essentiellement axée sur l’optimisation
stochastique des paramètres de modèles de neurones réalistes, je me suis intéressée aux
phénomènes de synchronisation, d’émergence et de maintien d’oscillations de l’activité
électrique neuronale, au-dessus et sous le seuil de déclenchement des potentiels d’action.
Cette thématique est ensuite restée un fil conducteur de mon activité de recherche.





































































































































Mon parcours de recherche a été marqué par une progression dans l’échelle de modé-
lisation (Fig. 1) : des mécanismes cellulaires du neurone aux structures cérébrales en lien
avec certaines fonctions cognitives et pathologies, en passant par les petits réseaux de
neurones, qui me permet aujourd’hui de faire le lien nécessaire entre la neurophysiologie
fine et le comportement. Les échelles cellulaire et du petit réseau ont été abordées en
premier lieu pendant mon doctorat, les mécanismes plus “haut-niveau”, tel ceux impli-
qués dans la formation de la mémoire, en particulier les interactions entre l’hippocampe
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et différentes structures corticales ont fait l’objet de mon premier post-doctorat dans
le groupe de recherche Mercator Structures of Memory (Stukturen des Gedächtnisses)
à la Ruhr-Universität-Bochum, en Allemagne. Mon second post-doctorat, dans l’équipe
Neurosys, LORIA, Nancy, m’a permis quant à lui d’aborder la modélisation et la simula-
tion d’un autre système complexe lié à la conscience : l’activité des réseaux de neurones
corticaux dans le cadre de l’anesthésie générale. Différents outils mathématiques et nu-
mériques ont donc été utilisés et mis en oeuvres pour réaliser ces travaux, principalement
en optimisation et modélisation mathématiques.
À ma nomination, j’ai d’abord prolongé les travaux que j’avais effectués tant sur
le plan thématique que technique en alliant naturellement les sujets de la mémoire et
de l’anesthésie générale. Le principe était d’étudier les mécanismes de génération d’os-
cillations mis en jeu dans les réseaux de neurones du système hippocampe-neocortex-
thalamus et d’observer la façon dont la présence d’anesthésiques affecte leurs interactions
et modifie leurs rythmes oscillatoires.
Un premier axe de l’activité a concerné l’étude des effets des anesthésiques sur le
système mnésique par des méthodes de modélisation mathématique et de simulation.
Ce travail a notamment été conduit au travers de la thèse de Francesco Giovannini,
sous ma direction d’octobre 2014 à octobre 2017, et en collaboration avec Motoharu
Yoshida, neurophysiologiste, chercheur, équipe Kognitive Neurophysiologie,Deutsches
Zentrum für Degenerative Erkrankungen, Helmoltz-Gemeinschaft, Magde-
burg (Allemagne). Il a également fait l’objet d’ encadrements de stages de master
et projet de deuxième année d’École des Mines (voir ci-après les encadrements).
Nous avons modélisé l’activité de réseaux de neurones hippocampiques biologi-
quement réalistes à partir du formalisme d’Hodgkin-Huxley que nous avons com-
parée à des enregistrements intra-cellulaires in vitro dans CA1, CA3, le cortex entorhinal
et le gyrus denté. Dans une première partie du travail, nous avons pu, en particulier,
démontrer le rôle des neurones à activité persistente dans la génération, mais surtout
le maintien, des oscillations du réseau hippocampique nécessaires aux processus d’enco-
dage et de consolidation de la mémoire (Buhry, Amir H. et al. 2011 ; Giovannini, Knauer
et al. 2017 ; Giovannini, Yoshida et al. 2016 ; Giovannini, Schneider et al. 2015b) [7, 11,
27, 28]. Dans une seconde partie, nous avons étudié l’effet du propofol sur des réseaux
d’interneurones hippocampiques et mis en évidence, notamment, des phénomènes d’hy-
persynchronisation et d’excitation paradoxale à certaines doses d’anesthésique (Buhry,
Langlet et al. 2017 ; Giovannini, Schneider et al. 2015a ; Buhry et Giovannini 2018) [26,
29, 14].
En parallèle, j’ai assuré un suivi régulier des travaux de Meysam Hashemi, doctorant
dirigé par Axel Hutt, sur des problématiques d’optimisation stochastiques des pa-
ramètres de modèles de types champs neuronaux dans le cadre de la modélisation
des effets du propofol sur le système thalamocortical (Hashemi et al. 2018).
Nos travaux ont ensuite été étendus à l’étude de la génération des rythmes hippo-
campiques veille/sommeil chez le sujet sain et épileptique en affinant notre modèle
d’hippocampe au travers d’une modélisation à la fois réaliste sur le plan topologique et
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sur le plan neurophysiologique (toujours avec des modèles de type Hodgkin-Huxley).
Nous avons également choisi de simuler de manière plus réaliste la mesure des potentiels
de champs locaux enregistrés par des électrodes en SEEG (Stereo ElectroEncephalo-
Graphie). Cette extension du modèle s’est faite dans le cadre de la thèse d’Amélie
Aussel, co-encadrée de 2016 à 2019, par Radu Ranta et moi-même autour
d’une collaboration avec le CRAN (Centre de Recherche en Automatique de Nancy)
et le service de neurologie du CHRU de Nancy. Notre modèle d’hippocampe épilep-
tique inclut à la fois la prise en compte de modifications au niveau cellulaire comme
des configurations pathologiques affectant notamment la dynamique de certains canaux
ioniques (K+ et Cl−), mais encore des modifications structurelles du réseau comme la
sclérose (perte neuronale ou axonique) ou la croissance des fibres moussues (connexions
des cellules granulaires du gyrus denté vers CA3). Nous avons démontré au travers des
simulations de l’activité hippocampique pendant la veille et le sommeil lent profond que
(i) la croissance des fibres moussues et la sclérose sont essentiellement responsables de
l’activité de crise épileptique, (ii) que celles-ci, comme l’on pouvait s’y attendre, ont des
effets antagonistes (l’apparition des crise augmente avec la croissance importante des
fibres moussues alors que la sclérose a un effet atténuateur) ; (iii) bien que les modifica-
tions des dynamiques potassiques et chloriques aient peu d’influence sur l’émergence des
crises, elles jouent un rôle dans la génération de l’activité interictale ; finalement (iv) les
crises et les “fast ripples” sont produites plus facilement pendant la veille que pendant le
sommeil en raison de la connectivité fonctionnelle du réseau, et que l’activité interictale
est plus présente pendant le sommeil, confirmant ainsi les observations cliniques et ex-
pliquant une partie des troubles cognitifs associés à la pathologie. Il en résulte plusieurs
publications dont une en cours de soumission : (Aussel, R. Ranta, Buhry et al. 2018 ;
Aussel, Buhry, Tyvaert et al. 2018 ; Aussel, R. Ranta, Aron et al. 2020) [2, 4, 25] ].
Par ailleurs, en collaboration avec des neurologues du CHRU de Nancy, dont Louis
Maillard et Nicolas Carpentier, je me consacre plus spécifiquement à l’analyse des
signaux SEEG et EEG pendant le sommeil chez l’être humain dans l’optique de tester
des hypothèses mécanistiques sur le rôle et la nature des interactions entre hippocampe
et cortex dans la consolidation de la mémoire. En effet, chez le rongeur, une corrélation
et un délai d’apparition caractéristiques entre complexes sharp-wave ripples (SWR) et
oscillations δ (0,5–4 Hz) préfrontales ont été mis en évidence par (Maingret et al. 2016).
Cette étude établit une relation de causalité entre le délai d’apparition des rythmes
hippocampiques et corticaux et la capacité d’apprentissage/de mémorisation de tâches
d’exploraton spatiale des rongeurs. Louis Maillard et coll., au CHRU de Nancy, ont mis
en place un protocole expérimental impliquant une tâche de navigation spatiale virtuelle
auprès de patients souffrant d’épilepsie focale du lobe temporal mésian candidats à la
chirurgie. Ce cadre clinique expérimental me fournit l’opportunité d’étudier les rythmes
hippocampiques chez l’Homme en les mettant en corrélation avec le comportement cogni-
tif. Ce travail a fait l’objet d’ encadrements sous ma direction de projets d’initiation
à la recherche d’étudiants de l’École des Mines.
Les mécanismes neuronaux de génération d’oscillations et de synchronisation
étant communs à la majorité des structures cérébrales, je me suis penchée plus récem-
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ment, avec Dominique Martinez, CR CNRS dans l’équipe Neurorhythms (ex-Neurosys),
sur les rythmes des ganglions de la base dans la maladie de Parkinson. Nous co-
encadrons actuellement la thèse de Nathalie Azevedo débutée en novembre 2018,
en collaboration avec Sylvain Contassot-Vivier, professeur à l’Université de Lorraine /
LORIA. Nous avions également co-encadré deux stages de M2 en 2017 et 2018 à l’ini-
tiation de ce projet. Il s’agit ici de modéliser et développer un simulateur de l’activité
des ganglions de la base dans le but de concevoir un modèle de stimulation profonde en
boucle fermée pour le traitement symptomatique de la maladie de Parkinson. Nous avons
jusqu’ici travaillé à l’élaboration d’un simulateur de modèles de neurones, SIRENE, ini-
tialement développé par Dominique Martinez, et implémenté notamment deux types de
populations de neurones, arkypallidaux (GPeA) et prototypiques (GPeP), que l’on re-
trouve dans le globus pallisus externe (GPe) jouant des rôles distincts (Abdi et al. 2015),
mais certainement décisifs, dans les processus de synchronisation des ganglions de la base
dans la bande de fréquence β (12–30 Hz) (Azevedo-Carvalho et al. 2020) [3]. La deuxième
étape consiste en le développemnent d’un modèle anatomiquement réaliste des ganglions
qui permettra ensuite la simulation d’une stimulation du noyau sous-thalamique (STN),
incluant une modélisation des électrodes de mesure et de stimulation. Une collabora-
tion est déjà établie avec Jérôme Baufreton, neurophysiologiqte à l’ Institut des
Maladies Neurodégénératives de Bordeaux, pour l’acquisition de données intra-
cellulaire in vitro et nous étudions actuellement la possibilité d’une collaboration avec
Dominique Guehl et Thomas Boraud, neurologues (Institut des Maladies Neurodégéné-
rative de Bordeaux) autour de l’acquisition de données in vivo du GPe chez le primate.
Cette collaboration viserait à élaborer un protocole de stimulation en boucle fermée que
l’on développerait, dans un premier temps, grâce à des simulations. Nous prendrions en
compte, dans la simulation, la connectivité avec le striatum, en particulier les MSN (Me-
dium Spiny Neurons) se projetant préférentiellement sur les neurones prototypiques du
GPe et avec les FSN sur lesquels se projettent préférentiellement les FSN (Fast Spiking
Neurons). La prise en compte de cette connectivité avec le striatum-GPeA est impor-
tante à nos yeux car elle rend compte de la nécessité d’avoir ces populations de FSN
et MSN (et donc également des prototypiques et arkypallidaux) pour reproduire la syn-
chronisation amplifiée dans la bande de fréquence beta, comme démontré récemment
dans (Corbit et al. 2016).
En tâche de fond, je m’intéresse également aux caractéristiques propres aux modèles
de neurones à spikes quant à leur capacité à générer certains rythmes lorsqu’ils sont orga-
nisés en réseau. L’analyse mathématique de ces modèles à plusieurs variables est, pour les
plus complexes, généralement impossible et requiert donc l’usage de la simulation. Je me
suis concentrée particulièrement sur la comparaison des capacités de synchronisation de
différents types de modèles de neurones ihnibiteurs. Les modèles de neurones détaillés du
type Hodgkin-Huxley nécessitent un faible nombre de neurones (de l’ordre de quelques
dizaines) pour être capable de synchroniser leur activité dans un réseau. Au contraire,
le modèle classique intègre-et-tire (IF) nécessite, lui, plusieurs milliers de neurones pour
montrer une synchronisation de l’activité des neurones qui le constituent. Sur la base de
l’analyse mathématiques des interactions entre deux neurones, nous avons émis l’hypo-
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thèse qu’avec des modèles du type adaptatif intègre-et-tire (AdEx), tout au plus quelques
centaines de ces neurones suffisaient à exhiber un comportement synchronisé. Celle-ci
a été confirmée par un travail approfondi de simulation publié dans Neurocomputing
(Shiau et Buhry 2019) [5]. Cette étude a été réalisée en collaboration avec LieJune
Shiau, University of Houston, Texas, USA.
0.1.2 Encadrement doctoral et scientifique 2015-2018
Co-directions de thèses de doctorat
● Nathalie Azevedo, A biologically plausible computer model of patholo-
gical neuronal oscillations observed in Parkinson’s disease (2018-2021),
financement CORDI-S Inria
Thèse débutée en novembre 2018, Université de Lorraine
Co-encadrement 50% avec Dominique Martinez (en collaboration avec Sylvain
Contassot-Vivier, LORIA)
Publication : (Azevedo-Carvalho et al. 2020)
● Amélie Aussel, Extraction de marqueurs électrophysiologiques et mo-
délisation mathématique de l’hippocampe épileptique pendant le som-
meil (2016-2019), financement MESR–Université de Lorraine
Thèse débutée en octobre 2016 et soutenue le 14 novembre 2019 à l’Université de
Lorraine
Co-endrement 50% avec Radu Ranta CRAN (en collaboration avec Louise Ty-
vaert et Olivier Aron, neurologues au CHRU de Nancy)
Publications : (Aussel, R. Ranta, Aron et al. 2020 ; Aussel, R. Ranta, Buhry et al.
2018 ; Aussel, Buhry, Tyvaert et al. 2018 ; Aussel, Buhry et R. Ranta 2017)
● Francesco Giovannini, Modélisation mathématique pour l’étude des
oscillations neuronales dans des réseaux de mémoire hippocampiques
pendant l’éveil et sous anesthésie générale (2014-2017), financement CORDI-
S Inria
Thèse débutée en octobre 2014 et soutenue le 19 septembre 2017 à l’Université
de Lorraine.
Encadrement effectif de 100%, (administrativement co-encadrement 50% avec
Axel Hutt, CR Inria en détachement au Deutschen Wetterdienst)
Cette thèse s’est effectuée dans le cadre d’une collaboration que j’ai initiée avec
Motoharu Yoshida, neurophysiologiste, chercheur au DZNE (Deutsches Zentrum
für Degenerative Erkrankungen), Helmoltz-Gemeinschaft, Magdeburg (Allemagne).
Publications : (Giovannini, Knauer et al. 2017 ; Giovannini, Yoshida et al. 2016 ;
Giovannini, Schneider et al. 2015b ; Buhry, Langlet et al. 2017 ; Giovannini,
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Schneider et al. 2015a ; Buhry et Giovannini 2018)
Encadrement de projets de master recherche
● Encadrement de stage de Master 1 Biologie Cellulaire Physiologie,
UL, d’Aurélien Larde (06/2020 - 31/08/2020)
Encadrement 100%.
Sujet : Étude bibliographique de l’influence de la prise de substances psychoactives
sur l’homéostasie calcique – Éléments de modélisation.
● Encadrement projet recherche de 2ème année d’École des Mines de
Cécile Aprili (2019-2020)
Encadrement 100%.
En collaboration avec le service de neurologie du CHRU de Nancy.
Sujet : Corrélation entre Sharp Wave-Ripples Hippocampiques et Rythmes Delta
Corticaux – Implication pour la mémorisation spatiale
● Encadrement projet recherche de 2ème année d’École des Mines d’Iris
Dumeur (2018-2019)
Encadrement 50% avec Amélie Aussel
En collaboration avec le service de neurologie du CHRU de Nancy.
Sujet : Communication mémoire à court terme et mémoire à long terme chez
l’homme pendant le sommeil profond – Corrélation entre sharp waves ripples et
rythmes delta
● Co-encadrement projet de Master 2 Recherche Calcul scientifique et
modélisation (mention : Mathématiques et Applications) de l’univer-
sité Rennes 1 (04/2018-10/2018)
Sujet : Développement d’un modèle informatique biologiquement réaliste de la
synchronisation neuronale pathologique observée dans la maladie de Parkinson
50% d’encadrement avec Dominique Martinez.
● Co-encadrement projet de 3ème année ESSTIN de Benoît Hoefler
(05/2017-10/2017)
Sujet : Un modèle neuronal de la maladie de Parkinson
50% d’encadrement avec Dominique Martinez.
● Encadrement projet recherche de 2ème année d’École des Mines de
Clément Langlet (2015-2016 et 2016-2017)
Encadrement 100%
Sujet : Étude de l’interaction entre effets synaptiques et extrasynaptique du pro-
pofol dans des réseaux de neurones hippocampiques
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● Encadrement projet de master 2 UL Constant DENIS (07/03/16-31/07/16)
(M2 Spécialité Interaction, Perception, Apprentissage, Connaissance - IPAC). En-
cadrement 100%.
Sujet : Inférence de réseaux de neurones à partir de données partielles de popu-
lations de neurones
● Encadrement stage M1 BSIS, UL, Jean-Baptiste Schneider (2015-2016)
Sujet : Effet de l’inhibition tonique induite par le propofol sur un réseau d’inter-
neurones hippocampiques
● Co-encadrement projet d’Initiation à la recherche M1 informatique UL
Jimmy FALCK et Geoffrey DEREMETZ
Sujet : Inférence de réseaux de neurones à partir de données partielles de popu-
lation de neurones pendant le sommeil
50% d’encadrement avec Tamara Tosic, ATER
● Co-encadrement projet PIDR Telecom Nancy Maxime CHAVEROCHE
et Anthony YOUSSEF (2A)
Sujet : Analyse, modélisation et simulation de l’activité hippocampo-corticale pen-
dant le sommeil
50% d’encadrement avec Tamara Tosic, ATER
● Encadrement projet de master EPFL Kanishka BASNAYAKE (specia-
lisation en Neuroscience et Neuroingénierie)
Sujet : Study of Synchronization Mechanisms in inhibitory networks of Adaptive
Exponential Integrate-and-Fire Neurons
NB : Ce travail a été réalisé dans le cadre d’une collaboration initiée avec LieJune
Shiau, Professeur à l’Université de Houston, Texas (USA)
● Encadrement d’un relai pré-thèse Inria (15/03/2014-15/09/2014) Fran-
cesco GIOVANNINI
Sujet : The role of persistent firing in the generation of hippocampal network os-
cillations : a simulation study about memory maintenance
● Encadrement de projets scientifiques lors de l’école d’été ACCN 2012,
Bedlewo, Pologne (30 Juillet–24 Août 2012) en tant que tuteur invité
Encadrement à plein temps de deux doctorants, Jacek Rogala et Foteini Proto-
papa, et deux post-doctorants, Jan Schulz et Elena Tolmacheva, dans la réalisa-
tion d’un projet scientifique pendant quatre semaines.
J’ai également dispensé un tutoriel sur le logiciel de simulation neuronale Brian.
L’école d’été Advanced Course in Computational Neuroscience à laquelle j’ai été
invitée comme tutrice était financée par la FENS-IBRO (Federation of European
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Neurosciences – International Brain Research Organization).
Les sujets étaient les suivants :
● J. Rogala : “Fitting of neural networks behaviors : the thalamo-cortical loop”
● F. Protopapa : “Storage and read-out of two objects in a working-memory mo-
del” La modélisation reposait sur des réseaux de neurones attracteurs (attrac-
tor neural networks). L’étudiante a modélisé et simulé un réseau de neurones
comportant deux couches en entrée pour stocker les deux objets à mémoriser,
une couche de “read-out” pour la lecture de la nouvelle information d’entrée,
puis une couche de sortie.
● Jan Schulz : “Is resonance in fast-spiking interneurons (FSIs) useful to entrain
local networks to long distance γ-modulated inputs ?”
● E. Tolmacheva : “Small neuronal network model of monoaminergic effects on
neural synchronization”
● Participation au co-encadrement de doctorants à la Ruhr-Universität
Bochum 2010-2012 : Amir H. Azizi, Prabha Tharanajan et Elena Moiseva, dans
le groupe de recherche Mercator "Structure of Memory”, essentiellement sur le
projet traité par Amir H. Azizi.
● A. H. Azizi : “Génération d’une activité neuronale séquentielle dans l’hippo-
campe”.
● P. Tharanajan : “Mémorisation de séquences de syllabes chez l’oiseau chanteur
et mémoire épisodique”.
● E. Moiseva : “Relation entre mémoire épisodique et sémantique”.
0.1.3 Participation à des projets de recherche
● PEPS JCJC CNRS, 2016 (Jeune Chercheuse Jeune Chercheur) : responsabi-
lité scientifique du projet MNEMANES (Modélisation et simulation de l’activité
oscillatoire du système mnésique pendant le sommeil et sous anesthésie générale).
Financement CNRS.
Résumé du projet MNEMANES :
Aujourd’hui, l’anesthésie générale est un acte courant de la pratique hospitalière 1
. Bien que, la plupart du temps, les patients ne gardent en apparence aucun souve-
nir de leur intervention, il arrive que, dans certains cas, leur mémoire déclarative
soit partiellement maintenue, entraînant parfois des troubles post-traumatiques.
Les mécanismes neuronaux sous-jacents de l’amnésie sous anesthésie générale res-
tent actuellement en grande partie inexpliqués. Par ailleurs, le sommeil et l’anes-
thésie partagent des similarités, notamment la baisse du niveau d’acétylcholine,
néanmoins il est possible de former de nouvelles mémoires pendant le sommeil
et celui-ci est connu pour favoriser la consolidation des traces mnésiques. Afin
de mieux comprendre les mécanismes d’amnésie sous anesthésie, nous proposons,
1. M. Smith. Neuroscientific Foundations of Anesthesiology. British Journal of Anaesthesia,
109(2) :297, Aug. 2012.
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d’une part, de mener une étude comparative, de modéliser et de simuler l’acti-
vité oscillatoire hippocampique sous anesthésie générale et pendant le sommeil
(tâches 1 et 2). Des enregistrements profonds SEEG effectués chez des patients
épileptiques hors période de crise serviront de référence pour la modélisation et
la simulation. D’autre part, à partir de données enregistrées pendant le sommeil,
nous souhaitons : (tâches 3 et 4) analyser et modéliser les interactions entre deux
structures principalement impliquées dans la formation de la mémoire, l’hippo-
campe et le cortex préfrontal, et (tâches 5) proposer une méthode d’extraction
automatique, à partir d’enregistrements de surface uniquement, des marqueurs de
l’activité hippocampique caractéristiques des différents stades de sommeil. Étant
communément admis que la consolidation de la mémoire a lieu essentiellement
pendant les stades de sommeil profond, ceci permettra de distinguer les parties du
signal correspondant à des périodes de consolidation et de proposer, par la mo-
délisation mathématique et la simulation, des mécanismes expliquant les effets
amnésiants, voire l’absence de formation de mémoires sous anesthésie générale.
● J’ai également participé de 2012 à 2015 à l’ERC Starting Grant MATHANA
d’Axel Hutt portant sur la modélisation et l’analyse de l’anesthésie générale.
0.2 Publications et diffusion scientifique
Thèse de doctorat
[1] Laure Buhry. Estimation de paramètres de modèles de neurones biologiques sur
une plate-forme de SNN (Spiking Neural Networks) implantés "in silico". Thèse
de doctorat, Université Bordeaux 1, Bordeaux, France, no d’ordre 4057, Septembre
2010.
Communications en Préparation
[2] Amélie Aussel, Laure Buhry, Olivier Aron, Sophie Colnat-Coulbois, Louise Tyvaert,
Louis Maillard, Radu Ranta. Computational modeling of epileptic hippocampal os-
cillations : role of the network and channel pathologies. Soumis à European Journal
of Neurosciences.
Communications dans des revues internationales avec comité de lecture
[3] Nathalie Azevedo Carvalho, Sylvain Contassot-Vivier, Laure Buhry et Dominique
Martinez. Simulation of large scale neural models with event-driven connectivity
generation. Frontiers in Neuroinformatics, doi : 10.3389/fninf.2020.522000, Août
2020.
[4] Amélie Aussel, Laure Buhry, Louise Tyvaert et Radu Ranta. A detailed anatomical
and mathematical model of the hippocampal formation for the generation of Sharp-
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Wave Ripples and Theta-nested Gamma oscillations. Journal of Computational
Neuroscience, Novembre 2018
[5] LieJune Shiau, Laure Buhry. Gamma Oscillation via Adaptive Exponential
Integrate-and-fire Neurons. Neurocomputing, October 2018
[6] Meysam Hashemi, Axel Hutt, Laure Buhry et Jamie Sleigh Optimal Model Para-
meter Estimation from EEG Power Spectrum Features Observed during General
Anesthesia. Neuroinformatics 16 (2), 231-251. 2018
[7] Francesco Giovannini, Motoharu Yoshida et Laure Buhry. The CAN-In network : a
biologically-inspired model for self-sustained theta oscillations and memory main-
tenance in the hippocampus. Hippocampus, doi :10.1002/hipo.22704. 2017
[8] Laure Buhry et Axel Hutt. Study of GABAergic Extra-Synaptic Tonic Inhibition
in Sigle Neurons and Neural Populations by Traversing Neural Scales : Application
to Propofol-Induced Anaesthesia. Journal of Computational Neuroscience. 37(3) :
417-437. 2014
[9] Philippo Grassia, Laure Buhry, Timothée Levi, Jean Tomas, et Sylvain Saï-
ghi. Tunable Neuromimetic Integrated System for Emulating Cortical Neu-
ron Models. Frontiers in Neuromorphic Engineering, Vol. 5 :134, 1–12,
doi :10.3389/fnins.2011.00134 Décembre 2011.
[10] Laure Buhry et Michele Pace. Global Parameter Estimation of Hodgkin-Huxley
Formalism Using Membrane Voltage Recordings. Neurocomputing, 81, 65–85,
doi :10.1016/j.neucom.2011.11.002, Avril 2012.
[11] Laure Buhry, Amir H. Azizi, Sen Cheng. Reactivation, Replay and Preplay : How
They Might all Fit Together. Neural Plasticity, Hindawi. Article ID 203462, 11
pages doi :10.1155/2011/203462 , Octobre 2011.
[12] Laure Buhry, Philippo Grassia, Audrey Giremus, Eric Grivel, et Sylvain Saïghi. Au-
tomated Parameter Estimation of the Hodgkin-Huxley Model Using the Differential
Evolution Algorithm : Application to Neuromimetic Analog Integrated Circuits.
Neural Computation, 23 :10, 2599–2625, 2011.
[13] Hsin Chen, Sylvain Saïghi, Laure Buhry et S. Renaud. Real-time Simulation of
Biologically-realistic Stochastic Neurons in VLSI. IEEE Transactions on Neural
Networks, 21 :1511–1517, 2010.
Rapports de recherche
[14] Laure Buhry et Francesco Giovannini. Tonic Inhibition Mediates a Synchronisation
Enhancement during Propofol Anaesthesia in a Network of Hippocampal Interneu-
rons : a Modelling Study. Rapport Inria RR-9320, 2018.
[15] Laure Buhry et Axel Hutt. Propofol-induced GABAergic Tonic Inhibition Dimi-
nishes α-rhythms and Induces δ-rhythms in neuronal populations. Rapport Inria
RR-8230, 2013.
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Communications dans des conférences internationales avec comité de
sélection et actes
[16] Amélie Aussel, Laure Buhry et Radu Ranta. Stability conditions of Hopfield ring
networks with discontinuous piecewise-affine activation functions. In IEEE Confe-
rence on Decision and Control, CDC, Melbourne, Déccembre 2017.
[17] Laure Buhry et Axel Hutt. Effects of Tonic Inhibition on a Cortical Neuronal Popu-
lation : Implications for General Anesthesia under Propofol . In BMC Neuroscience
14(1), OCNS2013, Paris, Juillet 2013.
[18] Laure Buhry, Sylvain Saïghi, Audrey Giremus, Eric Grivel et Sylvie Renaud. Auto-
mated Tuning of Analog Neuromimetic Integrated Circuits. In Proceedings of IEEE
Conference on Biomedical Circuits and Systems (BioCAS09), pages 13–16, Beijing
Chine, Novembre 2009.
[19] Laure Buhry, Audrey Giremus, Eric Grivel, Sylvain Saïghi et Sylvie Renaud.
New variants of the Differential Evolution algorithm : application for neuroscien-
tists. In Proceedings of European Signal Processing conference, EUSIPCO, Glasgow
Royaume-Uni, Août 2009.
[20] Laure Buhry, Sylvain Saïghi, Wajdi BenSalem et Sylvie Renaud. Adjusting Neuron
Models in Neuromimetic ICs using the Differential Evolution Algorithm. In Pro-
ceedings of the 4th IEEE EMBS Conference on Neural Engineering (NER), pages
pp 681–684, Antalya Turquie, Avril 2009.
[21] Laure Buhry, Sylvain Saïghi, Audrey Giremus, Eric Grivel et Sylvie Renaud. Para-
meter estimation of the Hodgkin–Huxley model using metaheuristics : application
to neuromimetic analog integrated circuits. In Proceedings of IEEE Conference on
Biomedical Circuits and Systems (BioCAS08), Baltimore USA, Novembre 2008.
[22] Sylvain Saïghi, Laure Buhry, Yannick Bornat, Gilles N’Kaoua, Jean Tomas et Sylvie
Renaud. Adjusting the neuron models in neuromimetic ICs using the voltage–
clamp technique. In Proceedings of IEEE International Symposium on Circuits and
Systems (ISCAS08), pages 1564–1567, Seattle USA, Mai 2008.
[23] Adel Daouzli, Sylvain Saïghi, Laure Buhry, Yannick Bornat et Sylvie Renaud.
Weights Convergence and Spikes Correlation in an Adaptive Neural Network Im-
plemented on VLSI. In Proceedings of the Int. Conf. on Bio-inspired Systems and
Signal Processing (BIOSIGNALS), pages 286–291, France, Janvier 2008.
Posters dans des conférences internationales avec comités de sélection
et actes
[24] A. Aussel, H. Tran, L. Buhry, S. Le Cam, L. Maillard, S. Colnat-Coulbois, V. Louis-
Dorr, and R. Ranta. Extracellular synaptic and action potential signatures in the
hippocampal formation : a modelling study. In 28ème Annual Computational Neu-
roscience Meeting, CNS*2019, Barcelone, Spain, Juillet 2019.
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[25] Amélie Aussel, Radu Ranta, Laure Buhry, Louise Tyvaert et Henaff Patrick. A
detailed model of the hippocampal formation for the generation of Sharp-Wave
Ripples and Theta-nested Gamma oscillations. 27ème Annual Computational Neu-
rosciences Meeting, Seattle, WA, United States, CNS*2018, Juillet 2018.
[26] Laure Buhry, Clément Langlet, Francesco Giovannini Modelling the effects of pro-
pofol on neuronal synchronization in network of interneurons. 26ème Annual Com-
putational Neuroscience Meeting, CNS*2017 : Part 2. BMC Neuroscience, 18(Suppl
1) :59, P82, 2017.
[27] Francesco Giovannini, Motoharu Yoshida et Laure Buhry. Firing Patterns in Mo-
del Networks of Hippocampal Persistent Firing Neurons. Society for Neuroscience
annual meeting. San Diego, Novembre 2016.
[28] Francesco Giovannini, Motoharu Yoshida et Laure Buhry. Mathematical Modelling
of ICAN-mediated Persistent Firing in Hippocampal Neurons. The Twenty Fourth
Annual Computational Neuroscience Meeting : CNS*2015, Prague, Czech Republic.
BMC Neuroscience 2015, 16(Suppl 1) :P292 doi :10.1186/1471-2202-16-S1-P292.
Juillet 2015
[29] Francesco Giovannini, Jean-Baptiste Schneider et Laure Buhry. Investigating the
Effects of Propofol-induced Tonic Inhibition on Rhythmic Neural Activity in a
Hippocampal Interneuron Network. 11th Bernstein Conference 2015, Heidelberg,
Germany. Septembre 2015
[30] Laure Buhry et Axel Hutt. Tonic Inhibition Induces a Decrease in the Frequency
Bands of Neuronal Population Activity : a Modeling Study for Anesthetic Effects.
Society for Neuroscience annual meeting. Nouvelle Orléans, Octobre 2012.
[31] Nicole Voges, Antoine Chaffiol, Laure Buhry, Philippe Lucas et Dominique Marti-
nez. Post-stimulus Firing and the Corresponding Olfactory Search Strategy. Society
for Neuroscience annual meeting. Nouvelle Orléans, Octobre 2012.
[32] Laure Buhry et John Rinzel. Gamma-like activity in a Neural Network : the In-
fluence of Intrinsic Cellular Properties. Society for Neuroscience annual meeting.
Washington D.C., Novembre 2011.
[33] Laure Buhry. Multicriteria Parameter Estimation of Neuronal Models using the
DE. École d’Été Évolution Artificielle, Porquerolles, France, Juin 2009.
Communications dans des conférences nationales avec comité de sélec-
tion et actes
[34] Laure Buhry, Sylvain Saighi, Audrey Giremus, Eric Grivel et Sylvie Renaud. Esti-
mation des paramètres du modèle d’Hodgkin-Huxley par des métaheuristiques. In
Proceedings of NeuroComp 2008, Marseille France, Octobre 2008.
[35] Laure Buhry et Sylvain Saïghi. Réglage de paramètres neuronaux par des techniques
de voltage-clamp sur des ICs neuromimétiques. In Proceedings of JNRDM 2008,
Bordeaux France, Mai 2008.
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Participation au développement logiciel
● Anasim : https://gforge.inria.fr/projects/anasim/
AnaesthesiaSimulator simulates the activity of networks of spiking neurons sub-
ject to specific receptor dynamics. The tool is a platform to test effects of anaes-
thetics on neural activity and is still in its first stage of development. The neural
activity is planned to be visualized in a 2D and 3D-plot evolving in time. It
is written in Python, open-source and involves heavily the simulation package
BRIAN (http ://briansimulator.org/).
● SiReNe : https://sirene.gitlabpages.inria.fr/sirene.
The SiReNe software aims at simulating biological neural networks with adjus-
table properties (normal state, Parkinson’s disease,...) based on a combination
of time-step and event-based approaches with on-the-fly network connectivity
generation .
Séminaires invités
● Séminaires IT-neuro 2018 et 2019, Nancy.
● Présentation d’un “focus” sur les neurosciences computationnelles à l’évaluation
HCERES du LORIA . Décembre 2016.
● Séminaire invité au GT Identification, GDR MACS à Paris. Titre : Estimation
de paramètres de modèles de neurones. 11 Avril 2013.
● Séminaire à l’Université de Houston (Texas, USA). Titre : Multi-scale modelling
of neuronal activities. Organisateurs : Prof. Kresimir Josik, Prof. Matthew Ben-
nett (Rice University), Prof. LieJune Shiau, Prof. William Ott, Prof. Zachery
Kilpatrick. 16 Octobre 2012.
● Séminaire dans l’Équipe Cortex, Loria, Nancy (France). Titre : Multiscale neuro-
nal modelling. From the fitting of cellular properties to memory consolidation. 21
Octobre 2011.
● Séminaire à l’Université de Bochum (Allemagne). Titre : Parameter estimation of
neuron models and application to neuro-mimetic analog ICs. Organisateurs : Prof.
Sen Cheng, Prof. Magdalena Sauvage, Prof. Motoharu Yoshida, Prof. Markus
Werning. 3 Septembre 2010.
● Séminaire au Neurosciences Institute, San Diego (Californie, USA). Titre : Pa-
rameter estimation of neuron models and application to neuro-mimetic analog
ICs, 11 Août 2010. Organisateurs : Prof. Gerald Edelman, W. Einar Gall, Jason
Fleischer.
0.2.1 Médiation scientifique (vulgarisation)
● Participation programmée à la semaine du cerveau 2020 en Lorraine : Découvrir
le cerveau : il n’y a pas d’âge !. École maternelle Deruet, Villers-lès-Nancy.
● Participation à la Semaine du Cerveau 2016 en Lorraine.
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(http://www.semaineducerveau.fr/2015/Villes/villes.php?ville=30)
● Intervention invitée à Science and You : atelier scolaire “Femmes et Sciences :
une Équation facile à résoudre !” (05/06/2015).
● Presse en ligne : Interview Huffington Post, 26 octobre 2016
(http://www.huffingtonpost.fr/2016/10/26/la-fille-du-train-creativite-imagination/).
● TV : Interview sur France 3 Lorraine. L’Édition de l’Emploi, 7 avril 2014 et JT
régional du 2 mai 2014, dans C’est en Lorraine.
● Podcast : Interview pour un podcast Interstices (revue de culture scientifique
sur la recherche en informatique, créée par des chercheurs et lancée à l’initiative
d’Inria, en partenariat avec le CNRS et les Universités). Comprendre l’impact des
anesthésiques sur le cerveau, 22 mai 2014.
● Participation invitée à la journée Wikipedia “Femmes de Sciences” :
1er février 2014.
● Promotion de la science auprès de lycéens : membre de l’association Ac-





Ce document synthétise les huit dernières années de nos travaux de recherche dans
le domaine des neurosciences computationnelles pendant lesquelles, en paysage de fond,
nous nous sommes interrogés sur la nature et le choix des modèles en (neuro-)sciences,
leurs inconvénients simplificateurs, mais aussi leur potentiel de généralisation et leurs
pouvoirs explicatifs.
Le modèle et la donnée
Un modèle (n’)est (qu’) une représentation de l’observation et de la description d’un
phénomène à une ou plusieurs échelles choisies. C’est donc bien un choix, en ce sens, il
y a une prise de position dans toute étude incluant une modélisation. On pose systé-
matiquement ces questions au modélisateur : comment étayez-vous et validez-vous vos
modèles ? Êtes-vous sûr.e que votre modèle représente bien la réalité ? La question de
la construction et de la validation est primordiale. Cependant, la seconde question est
mal posée. On valide en regard d’une réalité. De quelle réalité parle-t-on ? Quelle étude
ne prend pas position ? Le seul choix d’un outil d’observation est une prise de position.
Nous n’observons pas de la même manière ni la même chose, avec une loupe placée au-
dessus d’une fourmilière, l’activité d’une colonie, qu’en s’asseyant, à distance et caché :
la description qui en sera faite dépendra de l’observateur, du mode d’observation et du
mode d’analyse, de fouille de données. Même dans une “fouille” censée objectiver, on
dépend de l’acquisiation des données. Cela rappelle d’ailleurs la démonstration par l’ab-
surde de Craig M. Bennett et collègues publiée en 2010 2 : pas de modèle ici, juste de
l’observation, de l’analyse... et de l’interprétation. Ces aspects autour de l’observation
ont été largement discutés par de nombreux philosophes, biologistes, physiciens et épis-
témologues (Bergson 1934 ; Feyerabend 1988 ; Dupuy 2000). La problématique, comme
avec tout résultat scientifique, est l’interprétation qui en est faite. On entend de plus en
plus souvent dans les médias grand public que « les neurosciences sont une imposture »,
en particulier dans le domaine de la pédagogie, car des « neuromythes » ont en effet cir-
culés, et circulent encore, qui découlent de mésusages de résultats scientifiques publiés 3
Les neurosciences ne le sont pas plus que le sont les modèles. Les impostures sont dans
2. Craig M. Bennett, Abigail A. Baird, Michael B. Miller, and George L. Wolford. Neural Correlates of
Interspecies Perspective Taking in the Post-Mortem Atlantic Salmon : An Argument For Proper Multiple
Comparisons Correction. Journal of Serendipitous and Unexpected Results, 2010.
3. https://www.humanite.fr/limposture-de-lappel-aux-neurosciences-dans-leducation-
nationale-649139, http://www.sudeducation35.fr/2020/06/21/limposture-des-neurosciences/ ;
http://www.slate.fr/story/108511/mefiez-vous-neurosciences-education, consultés le 1er juillet 2020.
Ca va pas la tête ! : cerveau, immortalité et intelligence artificielle, l’imposture du transhumanisme,
Jean Mariani, Belin, 2018
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les interprétations fallacieuses ou détournées (par erreur, par ambition, à des fins poli-
tiques, à des fins narcissiques). Il n’y a pas de sciences sans éthique. Malheureuseent les
interprétations subjectives ou fallacieuses et le manque d’éthique détournent facilement
les non spécialistes de la science et de la recherche.
Nous ne sommes pas à l’abri d’erreurs d’interprétation, puisque nous sommes hu-
mains, mais nous efforçons d’objectivité, d’humilité et de précautions. L’interprétation
de résultats est un long débat dans lequel je ne me lancerai pas ici. Revenons donc à la
modélisation. Nous pourrions noircir des pages en expliquant tout ce que nos modèles ne
font pas. Nous pouvons aussi tenter de décrire le plus exhaustivement possible ce qu’ils
font – ce qui noircit aussi beaucoup de pages et blanchit les nuits – de balayer les espaces
de paramètres, d’utiliser des techniques permettant de déterminer et d’optimiser ceux
des plus significatifs nécessaires pour “coller” à la donnée. Ces approches font parties
des précautions de la modélisation que nous nous efforçons de prendre.
La validation d’un modèle s’échafaude dès la construction de celui-ci. Une validation
s’effectuera toujours en regard de données à disposition. Il convient donc avant l’élabora-
tion du modèle de se demander : Quelles sont les données à disposition ? Quels peuvent
être les biais de ces données ? Dans quelle mesure faut-il modéliser l’outil d’acquisi-
tion des données/enregistrements ? Quelles hypothèses de fonctionnement du système
avons-nous formulées et souhaitons-nous tester ? Quels phénomènes tels ou tels types
de modèles sont-il capables de simuler ? Quels mécanismes physiologiques / physiques
tels ou tels types de modèles sont-il capables de reproduire ? À quel niveau de détail
s’arrête-t-on ?
Afin de mieux se représenter l’enjeu du choix de l’échelle de modélisation, empruntons
un exemple plus visualisable au domaine de la mécanique : la distance de freinage d’un
corps. Si nous considérons une voiture de masse m sur Terre, lancée à une vitesse v, sur
un sol dont on connaît les caractéristiques induisant des frottements connus, avec une
probabilité de blocage des roues dépendant de la vitesse, du modèle de voiture, de la
réactivité du conducteur, il n’est pas nécessaire de considérer des modèles de mécanique
quantique pour évaluer au millimètre près la distance de freinage ; sachant, de plus, que la
modélisation à l’échelle quantique du problème demanderait la prise en compte de détails
innombrables quant à la constitution de la voiture et de son environnement, données dont
on ne dispose d’ailleurs pas. Si nous considérons maintenant la vitesse de ralentissement
d’une particule dans un synchrotron, la mécanique classique ne permettra probablement
pas d’évaluer avec précision les interactions de cette particule avec ses voisines. Tout
repose, me direz-vous sur la définition de la “précision”, mais cette image permet de se
saisir des principes fondamentaux de la modélisation.
Dans le cadre des travaux de modélisation auxquels se rapporte ce manuscrit, nous
ne “descendons” pas en-dessous de l’échelle de la membrane du neurone et des échanges
ioniques. Nous ne modélisons pas, par exemple, les protéines constitutives des canaux
ioniques présents sur la membrane des corps cellulaires ou des terminaisons dendritiques,
ni l’amarrage (en anglais, « docking ») de molécules à des protéines. Nous considérons
que les canaux sont présents, absents, que leur distribution varie, et prenons en compte
leurs dynamiques d’activation/inactivation.
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Dans notre cas, un modèle valable pour un problème bien posé utilise des données
expérimentales anatomiques et physiologiques permettant de définir les éléments consti-
tutifs du modèle à l’échelle microscopique. Il s’agit en effet de fixer essentiellement, pour
un type de neurone donné, dans une structure spécifique, le type de canaux ioniques
présents, les conductances relatives à ces canaux, les constantes de temps d’ouverture
et de fermeture, la connectivité des cellules. Dans le contexte de la modélisation plus
grande échelle d’une structure cérébrale, nous respectons également l’anatomie de cette
structure à partir de données expérimentales anatomiques. La validation du modèle se
fait ensuite sur la base des productions du modèle, c’est-à-dire, ici, bien souvent une
activité électrique simulée que nous comparons avec des enregistrements biologiques en
corrélation avec le comportement d’un individu ou d’un animal (nous entendons là “com-
portement” au sens large : états de conscience, réalisation de tâches cognitives conscientes
ou inconcscientes, de tâches perceptives, etc). De quels enregistrements s’agit-il ?
Dans le cadre de nos recherches et au travers de nos collaborations, nous avons
accès essentiellement à des enregistrements de l’activité électrique des neurones à trois
principales échelles :
- microscopique (cellulaire) : enregistrements in vitro de type patch-clamp, en cou-
rant imposé (“current–clamp”, en anglais), permettant d’enregistrer la tension
de membrane d’un neurone, ou tension imposée (“voltage–clamp”) pour l’acqui-
sition de courants ioniques spécifiques en bloquant les autres canaux ; ainsi qu’à
des enregistrements in vivo invasifs grâce à des pinceaux d’électrodes.
[Collaborations : Université de Magdeburg, Allemagne ; Institut des Maladies Neurodégénara-
tives, Université de Bordeaux ; service de Neurologie du CHRU de Nancy]
- mésoscopique : activité composée générée par un ensemble de neurones relative-
ment localisés dans un petit volume de l’espace. Les enregistrements sont du type
potentiels de champs locaux (LFP : Local Field Potential) acquis in vivo le plus
souvent au moyen d’électrodes invasives de SEEG.
[Collaborations : CHRU de Nancy ; à venir : Institut des Maladies Neurodégénaratives, Université
de Bordeaux]
- macroscopique : activité composée d’un très grand nombre de cellules réparties
sur une large portion de l’espace au moyen d’électrodes de surface comme l’EEG
ou de matrices d’électrodes, comme dans le cas de l’électrorétinogramme. Ces
moyens sont non ou peu invasifs.
[Collaborations : CHRU de Nancy
Aux échelles mésoscopique et macroscopique, l’activité enregistrée résulte d’une com-
binaison de signaux électriques provenant de plusieurs cellules, de leurs dendrites et
axones, filtrée par leur milieu extra-cellulaire direct et éventuellement les tissus, cuta-
nés, osseux, etc. Ce type d’enregistrements ne rend donc pas compte directement de
l’activité individuelle des cellules ni de la nature de leurs interactions. Afin de “démêler”
les activités individuelles, on peut alors soit avoir recours à des techniques de traite-
ment du signal telles des méthodes de spike-sorting permettant de déterminer combien
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de trains de potentiels d’actions différents sont émis, ou encore la localisation de source
pour retrouver l’origine des signaux ; soit avoir recours à des méthodes de modélisation
qui, mises en comparaison avec les enregistrements, permettent de dégager des scenari de
fonctionnement. Les techniques d’analyse directe et inverse du signal renseignent princi-
palement et utilement sur les caractéristiques physiques des signaux observés, mais n’in-
forment pas sur les mécanismes sous-jacents ni la nature exacte des interactions entre
les éléments du système. La modélisation, par contre, apporte un complément explicatif
que les techniques d’observation expérimentale actuelles ne comblent pas totalement,
en particulier à l’échelle mésoscopique. Elle permet de contrôler individuellement tous
les paramètres du modèle, de jouer sur l’ensemble des variables de chaque constituant
du neurone, quelque soit l’échelle, y compris dans des simulations de grands réseaux de
neurones biologiques. On peut ainsi tester des hypothèses concernant les mécanismes
amenant à l’observation de phénomènes apparaissant dans les signaux enregistrés et les
corréler directement à des comportements.
Dans notre approche, nous intégrons à nos modèles des données expérimentales mi-
croscopiques, puis simulons l’activité électrique du système dans le temps, et éventuel-
lement l’espace, en résolvant les équations de ces modèles, avant d’en comparer la sortie
avec les mesures expérimentales réelles. Les enregistrements électriques acquis dans le
vivant peuvent à la fois servir d’entrées aux modèles, dans le cas d’interactions entre
structures cérébrales, par exemple, et d’éléments de comparaison de la sortie produite
par ces modèles.
Le travail de modélisation s’effectue toujours en interaction à double sens avec les
expérimentateurs ou cliniciens, d’une part, pour la raison évidente qu’un modèle ne
se construit et ne se valide pas sans données expérimentales ; d’autre part, car il se
veut utile à la biologie et à la clinique. Il présente en effet les avantages de mieux cibler
l’expérimentation biologique, de limiter donc le recours aux animaux, ou encore de tester
des hypothèses ou d’étudier la viabilité et de développer des solutions thérapeutiques
potentielles, pharmaceutiques ou physiques, avant implémentation dans le vivant.
Les oscillations : la musique du cerveau
Concentrons-nous sur les enregistrements. Que donnent-ils à voir ?
Les enregistrements sont une capture dans le temps et dans l’espace de phénomènes –
littéralement, de “ce qui apparaît”. Les observables, dans les données que nous avons à
disposition, sont des oscillations, des fluctuations quantifiables, de courant ou de poten-
tiel dans le temps, en réponse à des stimuli de nature connue ou non. Ces dernières sont
caractérisées par leurs modulations en fréquence et en amplitude. Elles peuvent être le
reflet de synchronisations de l’activité électrique de certains groupes de neurones (Denker
et al. 2011), au-delà ou en-deçà du seuil d’émission des potentiels d’action, qui peuvent
elles-mêmes aussi bien traduire des propriétés de synchronisations intrinsèques à la struc-
ture du réseau de cellules biologiques (sa connectivité et le type de neurotransmetteurs
mis en jeu), que des propriétés intrinsèques aux cellules elles-mêmes comme leur capacité
de résonnance (par exemple, des oscillations amorties sous le seuil d’émission du poten-
tiel d’action). Dans ce dernier cas, les oscillations renseignent sur la nature des neurones
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actifs, leur morphologie, le type de canaux ioniques présents sur leur membrane, etc.
En outre, ces oscillations présentent généralement des profils typiques, marqueurs de la
présence et souvent aussi de la quantité d’agents neuroactifs, comme un anesthésique, de
l’alcool, certaines drogues, etc, ou de pathologies, à différents stades d’évolution de celles-
ci. On peut citer par exemple un “excès” de synchronisation dans le cas de l’épilepsie
(R. D. Traub et R. K. Wong 1982 ; Lehnertz et al. 2009) ou de la maladie de Parkinson
(Farmer 2002 ; Hammond et al. 2007), ou encore une synchronisation “insuffisante” dans
le cas de la schizophrénie (Dickerson et al. 2010 ; Uhlhaas et W. Singer 2006 ; Spencer
et al. 2003), ce qui perturberait la communication entre structures (Uhlhaas, Pipa et al.
2009). Il a, de plus, été montré expérimentalement que la synchronisation des activités
oscillatoires dans certaines bandes de fréquences était corrélée à des processus cognitifs
variés, tels l’attention, l’intégration de données sensorielles, la coordination sensorimo-
trice, la formation de mémoires associatives, etc (Pantev et al. 1991 ; W. Singer 1993 ;
Herrmann et al. 2004 ; Tallon-Baudry 2009) comme c’est le cas des oscillations β − γ
(15-100 Hz), mais aussi que la variation de l’activité dans les bandes de fréquences α
(8-12 Hz) et δ (0.1-4 Hz) était corrélée avec les états de conscience (Gugino et al. 2001 ;
Velly et al. 2007 ; Murphy et al. 2011).
Mesurer, quantifier ces phénomènes oscillatoires et comprendre leur origine sont donc
des éléments prépondérants dans l’approfondissement de la compréhension du fonction-
nement du système nerveux, la sémiologie des pathologies neurologiques et neuropsy-
chiatriques, et le développement de nouvelles cibles thérapeutiques.
En résumé, les oscillations nous informent sur le degré de complexité du traitement
effectué par le système cérébral, moteur ou perceptif, de la même manière que la musique
nous renseigne sur les sons produits par un instrument, sur le compositeur et l’interprète :
on a ici une information sur le substrat / l’instrument (oργανoν), directement lié à un
support génétique, commun à l’espèce / le compositeur. Les variabilités interindividuelles
génétiques et environnementales (épigénétiques) jouent, elles, le rôle de l’interprète.
Thématique de recherche et modèles adaptés aux hypothèses testées
C’est donc tout naturellement que nous nous sommes intéressée à la modélisation per-
mettant de reproduire ces oscillations, dans l’objectif de mieux comprendre, par retro-
ingénierie, les mécanismes de fonctionnement du système nerveux et d’en prédire le
fonctionnement sous des conditions spécifiques (pathologiques, saines, en réponse à des
stimulations physiques ou chimiques, ...). En ce sens, notre activité scientifique se situe
plutôt dans le domaine de la recherche fondamentale 4 en neurosciences, nécessitant le dé-
veloppement et l’utilisation de méthodes de modélisation, d’optimisation mathématique,
de simulation et d’analyse de données.
Au cours des dix dernières années, nous nous sommes en particulier penchée sur
l’activité des structures impliquées dans la formation de la mémoire, notamment l’hip-
4. Étant donné le caractère fondamental de nos recherches, les retombées applicatives envisageables
ne le sont pas à court terme. Il est donc parfois complexe d’établir des collaborations avec des acteurs
cliniques du tissu local lorrain.
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pocampe, et la génération des rythmes cérébraux liés aux états de conscience, en par-
ticulier l’anesthésie générale, le sommeil lent profond et la veille, dans le cas de sujets
sains et celui, pathologique, d’épilepsies du lobe temporal mésian. Plus récemment, nous
avons également orienté notre activité vers la modélisation des oscillations caractéris-
tiques des ganglions de la base dans la maladie de Parkinson dans l’objectif de proposer
une solution open-source de stimulation profonde en boucle fermée.
Les principales visées sous-tendant nos travaux de modélisation sont la compréhen-
sion théorique du fonctionnement des structures en relation avec la cognition, mais éga-
lement de celui des pathologies, du mode d’action des agents neuroactifs (des médica-
ments ou des drogues, par exemple les anesthésiques, des substances pharmacologiques
ciblant des canaux ioniques spécifiques,...) sur la dynamique des réseaux neuronaux et
le développement de nouvelles cibles thérapeutiques.. En effet, de manière générale, l’ex-
périmentation biologique donne souvent accès à des informations sur le mode d’action
des substances au niveau cellulaire ou subcellulaire, mais la façon dont ces actions in-
fluencent le comportement des cellules en réseau, dans les structures, et les interactions
entre celles-ci n’est pas mesurable directement. Le recours à la modélisation s’avère alors
nécessaire pour intégrer ces données et simuler le comportement aux échelles mésosco-
pique et macroscopique.
Au-delà de l’idée de modéliser l’activité des structures, hippocampe, cortex, thala-
mus, et leurs interactions, nous cherchons à dégager des mécanismes communs de géné-
ration et de maintien des oscillations quelle que soit la structure cérébrale (ou l’organe
sensoriel, cf projet de recherch en deuxième partie de ce manuscrit). Ces mécanismes
communs sont d’ailleurs une constante nous permettant de transposer certains éléments
de modèles de structures à d’autres et de travailler dans la transversalité. Par exemple, de
nombreux travaux théoriques font état de mécanismes, essentiellement structurels, bien
identifiés dans la synchronisation des réseaux de neurones comme l’équilibre excitation-
inhibition (Brunel 2000 ; Miles A Whittington, Roger D Traub et al. 2000 ; Kopell et G.
Ermentrout 2002 ; Börgers et Nancy Kopell 2003 ; Kopell et G. Ermentrout 2004) ou des
architectures plus construites de réseaux (Percha et al. 2005 ; Goedeke et M. Diesmann
2008 ; Boaretto et al. 2019). Nous avons montré également que les propriétés cellulaires
intrinsèques étaient importantes pour la synchronisation et/ou le maintien des rythmes
oscillatoires hippocampiques (Giovannini, Knauer et al. 2017 ; Aussel, R. Ranta, Buhry
et al. 2018 ; Aussel, Buhry, Tyvaert et al. 2018).
La prise en compte de dynamiques neuronales spécifiques requiert, de facto, des
modèles reproduisant des phénomènes observables à l’échelle cellulaire. Pour cette rai-
son, nous avons jusqu’ici opté préférentiellement pour des modèles s’appuyant sur le
formalisme d’Hodgkin-Huxley (Hodgkin et Huxley 1952), nous permettant directement
de traduire en équations les échanges ioniques au travers de la membrane cellulaire.
Une fois les mécanismes cellulaires minimaux identifiés, il est parfois possible de réduire
mathématiquement ces modèles ou de simplifier les simulations par l’usage de modèles
existants présentant moins de variables ; on peut citer, parmi ceux-ci, le modèle expo-
nentiel adaptatif intègre-et-tire (à deux variables), capable notamment de reproduire
des oscillations résonnantes amorties sous le seuil d’émission d’un potentiel d’action.
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La simulation de grands réseaux et structures cérébrales nécessite ensuite des capacités
de calcul importantes ou le recours à des techniques de programmation parallèle que
nous avons abordées récemment au travers d’une collaboration avec une autre équipe du
LORIA.
Nous donnons ci-dessous pour rappel le principe du formalisme d’Hodgkin–Huxley
qui sera repris au fil du manuscrit. La figure 2 schématise les principaux échanges ioniques
à l’origine d’un potentiel d’action. Le schéma de la figure 3 représente la description de
la membrane du neurone comme introduite par Hodgkin et Huxley dans les années cin-
quante (Hodgkin et Huxley 1952) ; celle-ci est assimilée à un circuit électrique dont on
peut dériver des équations décrivant l’évolution de la tension de membrane dans le temps.
Elle-même dépend de l’expression des courants ioniques qui dépendent notamment de
variables d’activation et d’inactivation des canaux ioniques. Les équations correspon-
dantes sont reportées ci-après (éq. 1 à 2.3). Sur la base de ce formalisme, peuvent être
étendus des modèles, comme ceux que nous utilisons, comportant des canaux d’autres
espèces ioniques, des courants synaptiques et/ou des stimulations externes, etc.




= IK + INa + IL + Istim (1)
où Cm représente la capacité membranaire, IK , INa, IL et Istim, les courants po-
tassique, sodique, de fuite et de stimulation, respectivement. Leurs expressions sont
fonctions de conductances maximales, gK,Na,L, de potentiels d’équilibre, EK,NaL et de
variables dites d’activation et inactivation qui dépendent du type d’ion considéré. Ainsi,
n désigne couramment la variable d’activation du potassium, m, celle du sodium et h,
la variable d’inactivation du sodium. Notons que le canal poassique ne possède pas de
variable d’inactivation. Les courants ci-dessus ioniques sont définis par :
IL = gL ⋅ (Vm −EL) (2)
IK = gK ⋅ n4 ⋅ (Vm −EK) (3)
INa = gNa ⋅m3 ⋅ h ⋅ (Vm −ENa) (4)
Chaque variable d’activation/inactivation x ∈ {L,K,Na} suit l’évolution suivante :
dx
dt
= αx ⋅ (1 − x) − (βx ⋅ x) (5)
avec αx et βx les variables d’ouverture et de fermeture des canaux satisfaisant les
équations ci-dessous :
αm =
0.32 ⋅ (13 − Vm + VT )
exp (13−Vm+VT4 ) − 1
βm =
0.28 ⋅ (Vm − VT − 40)
exp (Vm−VT−405 ) − 1
(6)
αh = 0.128 ⋅ exp(




exp (40−Vm+VT5 ) + 1
(7)
αn =
0.032 ⋅ (15 − Vm + VT )
exp (15−Vm+VT5 ) − 1
βn = 0.5 ⋅ exp(





Figure 2 – Représentation schématique de la génération d’un potentiel d’ac-
tion. Contribution des canaux K+, Na+ et de la pompe active K/Na. Nav et Kv re-
présentent respectivement les canaux sodiques et potassaiques dépendants du voltage
[Adapté de (Buhry 2010)]
VT est une constante permettant de translater le potentiel de membrane du modèle
original d’Hogkin-Huxley à des valeurs plus réalistes de potentiel de repos. En effet,
à l’origine, le potentiel de membrane proposé par (Hodgkin et Huxley 1952) était de
0mV . Généralement, VT ≃ 55mV . Les autres valeurs présentées ici sont celles de (Roger
D Traub et Miles 1991).
Lorsque le neurone simulé est soumis à une stimulation transitoire de Istim d’ampli-
tude et de durée suffisamment élevées, celui-ci produit un potentiel d’action similaire à
ceux produits par les neurones biologiques. La figure 4 illustre la sortie du modèle (po-
tentiel d’action en bleu sur 4A, les variables d’(in)ativation, Fig. 4C, et les contributions
des courants ionique, Fig. 4B) en réponse à une stimulation Istim d’amplitude 400pA
d’une durée ∆tstim de 25ms (en rouge sur 4A).
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Figure 3 – Représentation schématique du modèle d’Hodgkin–Huxley.
La membrane du neurone est assimilée à un condensateur de capacité Cm, les canaux
ioniques à des conductances variables et des potentiels d’équilibre, gL et EL, gK et EK ,











(A) Réponse simulée d’un neurone à une stimula-






















(B) Variables d’activation et inactivation des ca-























(C) Courants sodique et potassique simulés.
Figure 4 – Simulation d’un potentiel d’action avec le modèle d’Hodgkin-
Huxley. La dynamique de la membrane du neurone dépend de celle des courants po-
tassiques et sodiques dont l’évolution est fonction des variables d’activation et/ou inac-
tivation des canaux, en particulier de leur probablité d’ouverture et fermeture.
Notons que les conductances maximales, potentiels déquilibre et cinétiques d’ouver-
ture et fermeture des canaux sont des paramètres ajustables en fonction, d’une part, du
type de neurones considérés, d’autre part, des conditions pathohysiologiques envisagées.
Les valeurs utilisées dans nos simulations seront spécifiées dans la suite du manuscrit
dans les sections “Matériel et méthodes” correspondantes.
D’un point de vue technique, le grand nombre de variables, de paramètres, d’équa-
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tions, ainsi que la forte non-linéarité des modèles utilisés rend impossible l’analyse ma-
thématique dans les réseaux et structures simulés. Nous avons donc recours, le plus
souvent, à l’optimisation stochastique (Buhry, Pace et al. 2012 ; Hashemi et al. 2018),
mais aussi à des méthodes d’exploration plus systématiques de l’espace des paramètres
(Aussel, R. Ranta, Aron et al. 2020) que nous présenterons dans les prochains chapitres
du manuscrit.
La suite du document est structurée comme suit.
La première partie est une compilation de nos travaux de recherche antérieurs et
en cours en partant des aspects les plus théoriques pour se rendre vers l’applicatif. Les
matériels-méthodes et résultats sont reproduits des articles que nous avons publiés dans
des revues internationales avec comité de lecture. Le premier chapitre est consacré aux
mécanismes, essentiellement intracellulaires, permettant de générer une activité oscil-
latoire synchronisée et de la maintenir. Nous y présentons, dans une première section,
une étude théorique comparative sur la capacité de différents types de modèles de neu-
rones inhibiteurs à générer des potentiels d’action de manière synchronisée. La deuxième
section concerne les mécanismes de génération et de maintien des oscillations θ/γ (θ :
4-12 Hz, γ : 25-80Hz) dans des réseaux de neurones de l’hippocampe. Le deuxième cha-
pitre présente un modèle anatomiquement et biologiquement réaliste de l’hippocampe
sain permettant de reproduire les oscillations lentes, principalement θ/γ, et rapides, de
type Sharpe Waves–Ripples (SWR), produites pendant la veille et le sommeil lent pro-
fond. Le troisième chapitre se tourne vers les applications biomédicales liées aux modèles
développés avec : en première section, la modélisation des effets du propofol, un anesthé-
sique, sur les populations d’interneurones de type hippocampiques ; en deuxième section
la modélisation de l’hippocampe épileptique ; et en troisième section, des éléments de
modélisation de l’activté des ganglions de la base associée à la maladie de Parkinson.
Chaque chapitre fait mention des collaborations dans le cadre desquelles les travaux ont
été menés, ainsi que des encadrements scientifiques associés.
La deuxième partie porte sur le projet de recherche envisagé et présente des résul-
tats préliminaires. Nos travaux antérieurs, en particulier les applications aux conditions
pathologiques, ont orienté notre questionnement vers des mécanismes sous-jacents com-
muns. La signalisation et l’homéostasie calcique a plus particulièrement retenu notre
attention. Nous proposons d’étudier leur influence à plusieurs niveaux, sous l’angle de
pathlogies neurologiques déjà abordées en première partie, mais également dans le cadre
d’études nouvelles en neuropsychiatrie. Si certains des sous-projets se situent donc dans
la continuité directe de nos travaux actuels, les derniers objectifs proposés ouvrent la voie
à de nouvelles perspectives. Une introduction générale permet d’aborder le positionne-
ment global du projet de manière quasi-indépendante de la première partie. Néanmoins,
dans la description des sous-projets directement dans la continuité des travaux anté-
rieurs, nous faisons référence à la première partie sans redonner l’ensemble des équations







Synchronisation de l’activité neuronale : quelques
mécanismes de génération et maintien
1.1 Introduction–Résumé
Puisque nous nous intéressons notamment à l’émergence des oscillations et à la syn-
chronisation de l’activité électrique neuronale, il est important de s’interroger sur ce qui,
dans la nature et les dynamiques propres aux modèles, favorise et influence l’apparition
de la synchronisation, qu’il s’agisse de dynamiques intrinsèques des modèles de neurones
ou de propriétés de connectivité. Une partie de nos travaux a donc concerné – et concerne
toujours – l’identification de ces mécanismes.
Nous utilisons beaucoup, dans nos approches, le formalisme d’Hodgkin-Huxley car
il donne accès à des variables microscopiques – dont la présence et le comportement
dynamique des canaux ioniques – que nous jugeons généralement critiques dans l’activité
des groupes de neurones et structures étudiées dans les contextes sains et pathologiques,
et sur lesquels reposent une partie des hypothèses interrogées dans les chapitres suivants.
Les modèles s’appuyant sur le formalisme d’Hodgkin-Huxley étant numériquement
coûteux, il peut être intéressant de chercher à simplifier ces modèles une fois que les
mécanismes à l’étude ont été identifiés. Parmi les choix de simplification, on peut opter
pour des modèles à deux variables car ils possèdent un nombre de paramètres limité –
qu’il faudra certes optimiser –, restent riches dynamiquement parlant, tout en limitant
la puissance de calcul nécessaire à la résolution de leurs équations. Dans ces modèles
simplifiés, les paramètres reflètant les dynamiques des canaux ioniques sont souvent des
constantes d’adaptation ou des paramètres modulant la forme du PA ; certains modèles
permettent également d’avoir des oscillations amorties sous le seuil d’émission du PA.
Nous avons consacré une grande partie de notre activité des dernières années à l’étude
de l’activité de la formation hippocampique. Or, cette structure possède de grands ré-
seaux d’interneurones dont il a été démontré que la présence favorisait la synchronisation
(Cobb et al. 1995 ; Wolf Singer 1996). Néanmoins, les propriétés facilitant la synchronisa-
tion dans ces réseaux sont incomplètement identifiées et les capacités de synchronisation
de ce type de réseau peuvent varier, à connectivité identique, en fonction du type de
modèle utilisé et donc en fonctions des propriétés intrinsèques des unités/neurones mo-
délisés. Nous avons donc choisi d’étudier et comparer les capacités de synchronisation
de différents modèles à deux variables largement utilisés dans la communauté, le modèle
d’Hodgkin-Huxley proposé dans (X.-J. Wang et György Buzsáki 1996), le modèle ex-
ponentiel adaptatif intègre-et-tire, celui de Morris-Lecar et le modèle d’Izhikevich, dans
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le contexte de la simulation de l’activité de réseaux d’interneurones. Ce travail, effectué
dans le cadre d’une collaboration avec LieJune Shiau (University of Houston, USA), a
donné lieu à une publication dans Neurocomputing (Shiau et Buhry 2019) présentée à la
section suivante (Section 1.2.1).
On observe en effet, dans l’hippocampe et le neocortex, des oscillations dans la bande
fréquence γ. Dans un article de 1996, Wang et Buzsáki ont montré numériquement qu’une
activité rythmique synchonisée dans cette bande de fréquence pouvait émerger d’un ré-
seau d’interneurones gabaergiques implémentés avec un modèle de type Hodgkin-Huxley
possédant un nombre minimal de connexions. Nous montrons qu’il est possible de re-
produire le même comportement avec un modèle exponentiel adaptatif intègre-et-tire
(AdEx), à savoir qu’un nombre minimal de connexions (et non nécessairement un cer-
tain pourcentage de connectivité) est requis pour voir émerger une synchronisation et
que ce nombre dépend très peu de la taille du réseau. En revanche, avec les mêmes carac-
téristiques de connectivité, on ne retrouve pas ce résultats avec les modèles d’Izhikevich
et de Morris-Lecar : pour le premier, la synchronisation dépend quasi-linéairement du
nombre de connexions, alors que le réseau de neurones de Morris-Lecar se synchronise
difficilement losque la connectivité n’est pas complète. Nous montrons en outre les effets
des connexions électriques (gap junctions) et de l’inhibition tonique (shunting inhibition)
sur la synchronisation γ et θ − γ de réseaux de neurones inhibiteurs de type AdEx. Les
connexions électriques ont tendance à accroître la robustesse de la synchronisation sans
en altérer la fréquence. En revanche, l’inhibition tonique a tendance à diminuer la fré-
quence des évènements synchronisés et à disperser, statistiquement parlant, les valeurs
de fréquence de synchonisation sur des neurones de Type II. Ces derniers résultats ont
été très récemment confirmés par une étude plus analytique publiée cette année par Ru-
ben Tikidji-Hamburyan et Carmen Canavier (Ruben A. Tikidji-Hamburyan et Canavier
2020).
Au-delà du modèle utilisé et du type d’excitabilité des neurones modélisés (essentiel-
lement Type I et Type II), d’autres mécanismes intrinsèques aux neurones individuels
peuvent favoriser l’émergence ou le maintien de la synchronisation dans les populations
neuronales. On peut noter parmi ceux-ci : les oscillations intrinsèques / la résonnance
sous le seuil d’émission des PA (Buhry et John Rinzel 2011) qui dépend elle-même du
type de canaux ioniques présents sur la membrane cellulaire ; la fréquence minimale
d’émission des PA des interneurones (Fast Spiking neurones), qui sont des neurones à
dynamique de type II, pouvant potentiellement dicter des fréquences “préférentielles”
de décharge et ainsi faciliter la synchronisation dans certaines bandes de fréquences en
réponse à des stimuli bien spécifiques ; ou encore le firing persistant (exploré à la sec-
tion 2.2 de ce manuscrit), probablement important dans le traitement de l’information
sensorielle en réponse à des stimuli de très courte durée, etc.
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Abstract
Fast neuronal oscillations in gamma frequencies are observed in neocortex and hippo-
campus during essential arousal behaviors. Through a four-variable Hodgkin-Huxley type
model, Wang and Buzsáki have numerically demonstrated that such rhythmic activity
can emerge from a random network of GABAergic interneurons via minimum synaptic
inputs. In this case, the intrinsic neuronal characteristics and network structure act as
the main drive of the rhythm. We investigate inhibitory network synchrony with a low
complexity, two-variable adaptive exponential integrate-and-fire (AdEx) model, whose
parameters possess strong physiological relevances, and provide a comparison with the
two-variable Izhikevich model and Morris-Lecar model. Despite the simplicity of these
three models, AdEx model shares two important results with the previous biophysically
detailed Hodgkin-Huxley type model : the minimum number of synaptic input necessary
to initiate network gamma-band rhythms remains the same, and this number is weakly
dependent on the network size. Meanwhile, Izhikevich and Morris-Lecar neurons de-
monstrate different results in this study. We further investigate the necessary neuronal,
synaptic and connectivity properties, including gap junctions and shunting inhibitions,
for AdEx model leading to sparse and random network synchrony in gamma rhythms
and nested theta gamma rhythms. These findings suggest a computationally more trac-
table framework for studying synchronized networks in inducing cerebral gamma band
activities.
Introduction
Neuronal oscillations of gamma frequency in the brain are known to be related to
cognitive functions (C. M. Gray 1994 ; Wolf Singer 1999 ; X.-J. Wang et György Buzsáki
1996 ; X.-J. Wang 2010), such as perception (Melloni et al. 2007 ; Hipp et al. 2011),
attention (Fries et al. 2001 ; Doesburg et al. 2008), and memory (Herrmann et al. 2004 ;
Lengyel et al. 2005). There are various network structures to induce gamma oscillations
in the brain, and the most fundamental structure and prototype are the interneuronal
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networks without the involvement of pyramidal neurons. We focus our study on inter-
neuron networks and it is therefore significant to determine the essential intrinsic and
synaptic neuron properties that lead to network oscillations in gamma rhythms (Ruben
A Tikidji-Hamburyan et al. 2015 ; X.-J. Wang et György Buzsáki 1996 ; Vreeswijk et al.
1995 ; X. J. Wang et Rinzel 1992 ; X. J. Wang et Rinzel 1993 ; Ladenbauer et al. 2012).
The studies of coupled neuronal pairs have provided valuable information in unders-
tanding the mechanisms of synchronous oscillations in networks (Vreeswijk et al. 1995 ;
Crook et al. 1998 ; B. Ermentrout 1996 ; B. Ermentrout et Ko 2009 ; B. Ermentrout
2001). Depending on a network architecture, it is possible to predict network synchrony
through the information of neuronal pairs. Recent advances in neural anatomy and
imaging have opened up new studies in detailed wiring diagrams of functional circuits
(Chklovskii et al. 2004 ; Lichtman et Sanes 2008 ; Seung 2009). Studies of synchronous
oscillations with different non-complex network architectures have been considered, and
among them, all-to-all globally connected networks and random networks are popularly
studied (X.-J. Wang et György Buzsáki 1996). Studying mutually coupled paired neu-
rons brings insights to all-to-all connected network synchrony (Vreeswijk et al. 1995 ; D.
Hansel et al. 1995 ; Gerstner et al. 1996 ; Gerstner 2000 ; N. Kopell 1988 ; Chow 1998 ;
Neltner et al. 2000 ; John A White et al. 2001), but provides little information in random
network synchrony.
In addition, it is shown that, in areas of local circuits in hippocampus, synaptic coupling
is not all-to-all, and the probability of any pair of cells being connected can be as low as
0.1 to 0.2 (S. Song et al. 2005). These networks are considered as sparsely and randomly
connected (Cao et al. 1996 ; S. Song et al. 2005 ; Stepanyants et al. 2008 ; Lefort et al.
2009). Intuitively, it is reasonable to assume that when the connection probability being
gradually reduced from 1 (i.e. all-to-all coupling), the network synchrony is to be lost
eventually (Barkai et al. 1990 ; X. J. Wang, Golomb et al. 1995 ; Pisarchik et al. 2001 ;
Brunel 2000). With such a network structure of Hodgkin-Huxley (H-H) type neurons,
Wang and Buzsáki (X.-J. Wang et György Buzsáki 1996) numerically demonstrate that
the minimum number of each synaptic inputs needed to show an initiation of inter-
neuronal network gamma rhythm, approximately 25-90 Hz, is about 60. Evidently, this
minimum number depends on (1) intrinsic and synaptic properties of the neurons, (2) a
sufficiently large ratio between the synaptic decay time constant and oscillation period,
and (3) a modest heterogeneity of individual neurons. In a similar study, Golomb and
Hansel (David Golomb et David Hansel 1999) showed theoretically that, in a sparse
and random network of identical integrate-and-fire (IF) models, such minimum number
is about 360, and also modulated by the intrinsic and synaptic properties of the neurons.
Hence, to study sparse random networks based on results of Wang and Buzsáki (X.-J.
Wang et György Buzsáki 1996) and Golomb and Hansel (David Golomb et David Hansel
1999), H-H type neurons, instead of IF neurons, would predict gamma network frequen-
cies more easily. However, the dependence of network synchrony on a model type is
not clear, and a remaining question is that whether the detailed neuronal physiologi-
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cal properties are necessary to enable an onset network synchrony. We aim to answer
this question by studying network behaviors emerged from network structures of in-
terest, and adopting a simple and becoming increasingly popular two-variable adaptive
exponential integrate-and-fire (AdEx) model (Romain Brette et Wulfram Gerstner 2005 ;
Touboul et Romain Brette 2008 ; Fourcaud-Trocmé et al. 2003) equipped with a subthre-
shold adaptation and a spike-triggered adaptation features (Treves 1993 ; Ladenbauer et
al. 2012). More importantly, its parameters resemble salient physiological features and
quantities (Romain Brette et Wulfram Gerstner 2005 ; Touboul et Romain Brette 2008),
and it has been fitted successfully to approximate the behavior of H-H type neurons as
well as real recordings from cortical neurons (Romain Brette et Wulfram Gerstner 2005 ;
Clopath et al. 2007 ; Jolivet et al. 2008).
We compare same network structures of two-variable Izhikevich and Morris-Lecar
models, as Izhikevich model (E. M. Izhikevich 2003 ; E. M. Izhikevich 2007), exhibits a
rich dynamical structure and a wide range of firing patterns as in AdEx model (Touboul
et Romain Brette 2008 ; Clopath et al. 2007), and Morris-Lecar model (E. M. Izhikevich
2007 ; G. Bard Ermentrout et D. H. Terman 2010), without a reset mechanism, possesses
a rather different neuronal feature and oscillatory behaviors from AdEx model. We consi-
der and discuss the effects of gap junctions and shunting inhibitions in studying gamma
rhythms, and the generation of nested theta and gamma activities seen in hippocampus.
Models and Methods
We first study single neurons then network behaviors of AdEx model, including
comparisons with networks of Izhikevich and Morris-Lecar models.
Networks of AdEx Model
Neuron model and synaptic connection : Each neuron is described by AdEx
neuron, and time evolutions of membrane potential V and current adaptation w are





= −gL(V −EL) + gL∆T e
V −VT




= a(V −EL) −w (1.2)
where the evolution of membrane potential depends on a leak term, gL being leak conduc-
tance and EL being leak reversal potential, and an exponential spike initiation, ∆T descri-
bing the sharpness of the spike initiation and VT being the onset of membrane potential,
followed by a linear coupling with the adaptive current, w(t), Ishunt = gshunt(V − Vr)
is the shunting inhibition component with conductance gshunt and reset voltage Vr,
Igap = ggap(Vpre − Vpost) is the electrical synapse via gap junction with conductance ggap
and membrane potential of pre/post synaptic neuron respectively, and synaptic input is
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Here, gsyn is synaptic peak conductance, Esyn is synaptic reversal potential, τd and τr are
synaptic decay and rise time constants respectively, c is a normalization factor chosen
to have the peak of s(t) = 1, and tj is the spike time from neuron j. I is a constant
external stimulus bringing membrane potential sufficiently close to or on the spiking
region. Whenever the membrane potential reaches threshold Vth, the neuron spikes and
immediately resets to Vr and adaptation current w is increased by a positive amount of
b as
V → Vr (1.4)
w → w + b
As a good comparison with H-H type neuron, gap junction and shunting inhibition are
not considered until sparse random networks (Section 3.5).
Parameters : The following parameters are chosen to be close to realistic neurons,
C = 0.1 nF, EL = −70 mV, ∆T = 2 mV, Vr = −60 mV, VT = −50 mV, Esyn = −75 mV,
τr = 0.1 ms, τd = 10 ms, and Vth = −30 mV. For neurons exhibiting type I f–I curve, we
have gL = 10 nS, τm = 10 ms, τw = 100 ms, a = 2 nA, b = 4 nA, and the total synaptic
inputs gmax = 2 nS. For neurons exhibiting type II f–I curve, we have gL = 4 nS, τm = 25
ms, τw = 25 ms, a = 12 nA, b = 0 nA, and the total synaptic inputs gmax = 32 nS. In
the following section, we first explain the ranges and other parameters to be chosen to
observe a single neuron of frequency about 40 Hz, and network gamma frequency of
approximately 30 Hz.
Networks of Izhikevich Model
Neuron model and synaptic connection : Each neuron is described by Izhikevich
neuron (E. M. Izhikevich 2007 ; Ruben A Tikidji-Hamburyan et al. 2015), and time
evolution is expressed as
dV
dt
= 0.04V 2 + 5V + 140 − u + Isyn(t) + I (1.5)
du
dt
= a(bV − u) (1.6)
where the evolution of membrane voltage is described by a specific dimensionless qua-
dratic polynomial, followed by a linear and dimensionless recovery variable, u(t), and
synaptic input function Isyn(t) is the same as in eq. (1.3). The parameters in Izhikevich
model are normalized with limited physiological relevances. When a membrane poten-
tial reaches threshold Vth, the neuron spikes and immediately resets to c and recovery
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variable u is increased by d, as
V → c (1.7)
u→ u + d
The notations of the parameters a, b, c and d remain the same as in (E. M. Izhikevich
2003) to reduce confusion. These parameters are dimensionless, and their notations are
however irrelevant to those from the AdEx model’s.
Parameters : With same values of Vth = −30, τr = 0.1 and τd = 10 as in AdEx mo-
del, the following parameter values are chosen. For neurons of type I f–I curve, we have
a = 0.02, b = −0.1, c = −65, d = 6, I = 34 and gmax = 6. For neurons of type II f–I curve,
we have a = 0.1, b = 0.26, c = −60, d = −1, I = 15 and gmax = 2.
Networks of Morris-Lecar Model
Neuron model and synaptic connection : Each neuron is described by Morris-
Lecar neuron (E. M. Izhikevich 2007 ; G. Bard Ermentrout et D. H. Terman 2010), and




= −gL(V −EL) − gKn(V −EK) − gCam∞(V )(V −ECa) + Isyn(t) + I (1.8)
dn
dt
= φ(n∞(V ) − n)/τn(V ) (1.9)
Where the evolution of membrane voltage is described by a leak, a potassium channel
and a calcium channel, and coupled with a potassium gating variable. Further more,
m∞(V ) = 12[1 + tanh(
V −V1
V2
)], n∞(V ) = 12[1 + tanh(
V −V3
V4
)], and τn(V ) = 1/ cosh V −V32V4 ,
where parameters V1, V2, V3, and V4 are chosen to fit voltage-clamp data, φ is a constant,
and the synaptic input Isyn(t) is the same as in eq. (1.3).
Parameters : With same time constants τr = 0.1 ms and τd = 10 ms as in AdEx
model, the following parameter values are chosen. C = 20 µF/cm2, V1 = −1.2 mV, V2 = 18
mV, V3 = 12 mV, V4 = 17.4 mV, gCa = 6 mS/cm2, gK = 30 mS/cm2, gL = 2 mS/cm2,
ECa = 120 mV, EK = −90 mV, EL = −65 mV, φ = 1./15, I = 110 µA.
Methods
Random network connections : For networks of total N neurons, the directional
coupling between a pair of neurons is randomly assigned with a probability p. The all-
to-all coupled networks are with a probability p = 1 between each pair of neurons. In this
study, maximum synaptic conductance gsyn is divided by the number of synaptic inputs
Msyn = N ⋅ p. Therefore, the number of synaptic inputs Msyn may vary, but, on average,
the total synaptic drive per neuron remains the same. Nevertheless, we demonstrate that
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Msyn plays an important role in network behaviors.
A measure of network synchrony : To quantify the degree of network synchrony,
we adopt a network coherence index as a measurement, and it is defined based on a
coherence index between synchrony of each spiking pairs in a weak sense (X.-J. Wang et
György Buzsáki 1996). A coherence index between two neurons i and j is measured by
their normalized cross-correlation of spike trains at zero time lag within each time bin of
τ over a time interval of the firing period T , i.e. τ ∈ [0, T ]. More specifically, when two
spike trains are given by X(l) = 0 or 1, and Y (l) = 0 or 1, l = 1,2,⋯,K, with K = T /τ ,







The coherence index of a network of neurons, κ(τ), is defined as the average of κij(τ)
over all discrete pairs of neuron in the network of N neurons, with i < j for all i, j ∈ N ,
and it provides information about neuronal interactions and network synchrony. A net-
work coherence index κ(τ) is calculated by averaging over a subset of discrete neuronal
pairs that are drawn randomly from all possible combinations in the network.
A measure of network frequency : Network frequency is computed as the average
frequency of all neuronal frequencies.
Numerical simulations : Network simulations are performed through Brian 2 soft-
ware developed by Romain Brette, et al. (Dan F M Goodman et Romain Brette 2009)
and Marcel Stimberg, et al. (Stimberg et al. 2014), released under the CeCILL license.
Plotting of the results is performed in Python 2.7. The simulations are done with a time
step of 0.01 ms, coherence index is calculated after discarding the first 500 ms transients,
and time bin is chosen for 1 ms with single neuronal frequency about 40 Hz and network
synchrony about 30 Hz as in (X.-J. Wang et György Buzsáki 1996) for a good comparison.
Organization of the results : Firstly we identify the intrinsic characteristics in single
AdEx neurons that lead to network oscillations within gamma rhythms. Based on these
characteristics, we next determine other intrinsic properties necessary to induce network
synchrony first for identical AdEx neurons then followed by heterogeneous AdEx neu-
rons in all-to-all coupled networks. The next step is to study synchrony of heterogeneous
AdEx neurons in randomly connected networks, and to demonstrate the minimum num-
ber of synaptic connections needed in each neuron to initiate network synchrony. We
then demonstrate the minimum number of synaptic connections needed per neuron un-
der the same network structure through Izhikevich and Morris-Lecar neurons. Lastly, for
a sparsely and randomly connected network of heterogeneous AdEx neurons, with a high
degree of network synchrony for frequency about 30 Hz, we demonstrate the ranges of
parameters necessary to achieve such performance. We also discuss the inclusion of gap
junctions and shunting inhibitions in such networks to induce gamma rhythms, and their
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roles in impacting network synchrony and frequency. Finally, we validate the network
gamma rhythms with experimental recording data from rodent, and further consider the
more complex theta-nested gamma oscillations that may be generated via AdEx models.
Results
Single neurons to a population of uncoupled heterogenous neurons
We first investigate the distinct intrinsic neuronal adaptation properties, a and b,
of AdEx neurons, and show how they impact neuronal/network frequency leading to
gamma rhythms.
Intrinsic neuronal properties It is essential to understand all-to-all network beha-
viors in order to gain insights in studying special networks. We first identify the intrinsic
characteristics in single AdEx neurons that lead to oscillations with gamma rhythms.
The most distinct characteristics of AdEx neuron is the adaptation property : subthre-
shold adaptation a and spike-triggered adaptation b (eq. (1.1), (1.4)). Their f–I curves,
frequency response to input current functions, are shown in (Fig. 1.1). For a fixed cur-
Figure 1.1 – Frequency vs applied current curves from left to right are (left) a = 0,2,4
(nS) (with b = 4 nA) ; (middle) b = 0,4,8 (nA) (with a = 2 nS). Both indicate frequency
slows down, as a or b increases. (right) df/dI curve illustrates that the slope of frequency
curve is steep at low current input, and becomes moderate showing frequency slowing
down (a = 2 nS, b = 4 pA).
rent I, as adaptation a (or b) increases (Fig. 1.1 (left) or (middle)), the firing frequency
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decreases accordingly. Both figures show an initial nonlinear sharp frequency increase,
then slowed down and followed by a nearly linear growth. The derivative of f–I curve
(Fig. 1.1 (right)) illustrates this property. Hence, the adaptations should be relatively
moderate in order to maintain gamma rhythms. We take subthreshold adaptation a = 2
nS, spike-triggered adaptation b = 4 nA, and input current I = 0.25 nA in single AdEx
neurons to study network gamma rhythms about 30 Hz.
Collective frequency of a population of uncoupled heterogeneous neurons
In order to understand the sensitivity of heterogenous input in relation to collective
population frequency, we simulate a population of 100 uncoupled heterogeneous neurons,
each receiving an input current drawn from Gaussian distribution with mean Iµ and
standard deviation Iσ. By varying mean input current Iµ with a fixed fluctuation Iσ =
0.3 pA, we show that the relative fluctuation of population frequency, fσ/fµ, is slightly
larger at low applied current (near rheobase) (Fig. 1.2 (left)) (or at low population
mean frequency (Fig. 1.2 (right))) but is generally very small, implying less population
frequency fluctuations to be observed at slightly higher Iµ or fµ.
Figure 1.2 – Both coefficient of variation, fσ/fµ, plots are relatively similar, despite
that the plots are against mean input current Iµ (left) or mean population frequency fµ
(right). It demonstrates that frequency fluctuation is reduced by stronger mean input
current Iµ (left) and by higher mean population frequency fµ.
Synaptic characteristics and all-to-all coupled networks
We now demonstrate the necessary synaptic characteristics to induce network fre-
quency in all-to-all coupled identical neurons.
Synaptic characteristics : We show that, in simulating AMPA-mediated type ex-
citatory coupling networks with parameters to maintain 30 Hz frequency, networks fail
to synchronize and neurons fire essentially arbitrarily (Fig. 1.3 (left)). Particularly, net-
work coherence index κ(τ) increases linearly with time bin size τ ∈ [0, T ] from 0 to 1
(Fig. 1.3 (right)), showing that the relative firing time of neural pairs is nearly uniformly
distributed between 0 and the period of firing T indicating network asynchrony.
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Figure 1.3 – (left) Raster plot shows network asynchronous (right) Network coherence
index increases linearly with time bin size. It is a signature of network asynchrony.
(Esyn = 0 mV, τr = 0.1 ms, τd = 5 ms, I = 0.235 nA, a = 2 nA, b = 4 nS, I = 0.25)
Network synchrony and synaptic potential : We next examine the degree of net-
work synchrony with inhibitory synaptic coupling, such as in GABAergic interneurons,
and all the intrinsic cell properties remained, through a network of N = 100 identical
neurons with all-to-all coupling, without neuronal heterogeneity. We demonstrate that
network synchrony is greatly affected by the level of the synaptic reversal potential
Esyn. With a low Esyn = −90 mV, the network synchronizes quickly after several spikes
(Fig. 1.4 (left)). As Esyn increases to near Vr = −60 mV, such as Esyn = −75 mV, the
network synchronizes after a longer period of transients (Fig. 1.4 (middle)). While Esyn
increases and passes Vr, such as Esyn = −40 mV, network synchrony deteriorates rapidly
and leads to asynchrony (Fig. 1.4 (right)). The relationship between intrinsic and sy-
naptic properties of minimum membrane voltage remaining above the synaptic reversal
potential Esyn is found to be an important condition leading to network coherent syn-
chrony. Fig. 1.5 demonstrates how network synchrony is affected by synaptic reversal
potential Esyn. It indicates a gradual decrease in network synchrony, as Esyn approaches
Vr. It then followed by a rapid decrease, as Esyn passes Vr. Compared to the abrupt
decrease of H-H type neural networks (X.-J. Wang et György Buzsáki 1996), network
synchrony of AdEx neurons deteriorates more smoothly near the critical value of Esyn.
Hence, Esyn = −75 mV is taken in remaining simulations to ensure that the effect of
synaptic inputs is hyperpolarizing to achieve some degree of network synchrony.
Network synchrony and time constants :We demonstrate how time constants, such
as intrinsic adaptation time constant τw, and synaptic rise and decay time constants τr
and τd, influence the coupling behaviors in leading to different degrees of network syn-
chrony. Plots in (Fig. 1.6 (left)) show that stronger τw slows down network frequency but
only reduces network synchrony slightly. On the other hand, within a range of synaptic
rise time constant τr, network frequency and synchrony are nearly preserved (Fig. 1.6
(middle)). (Fig. 1.6 (right)) shows that as τd increases, network synchrony is low initially,
due to neuronal phase locking. As τd continues to increase, the phase locking difference
decreases. Once the phase locking difference becomes less than the time bin for calcula-
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Figure 1.4 – Raster plot vs Esyn
(top) raster plots (bottom) membrane potentials of two arbitrary neurons (blue and
green) from the network, with the value of Esyn marked in dotted line. (left)
Esyn = −90 mV (middle) Esyn = −75 mV (right) Esyn = −40 mV (I = 0.25 nA, network
frequency ≈ 30 Hz.)
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Figure 1.5 – As Esyn increases, κ decreases first gradually then sharply around Vr = −60
mV followed by asynchronous networks. (I = 0.25 nA.)
ting κ, it shows a sudden increase of network synchrony κ. This reflects on the sudden
jumps of network frequency and network coherence index near τd = 4 ms. These indicate
the significant role played by the synaptic decay time constant in network synchrony,
while the role of synaptic rising time constant is less influential under such conditions.
To achieve network synchrony with frequency approximately 30 Hz, τw = 100 ms, τr = 0.1
ms, and τd = 10 ms are taken thereafter.
Network synchrony and adaptations : We demonstrate how network synchrony
changes with the variations of subthreshold adaptation a and spike-triggered adaptation
b. It is shown that if a > gL τmτw , the system undergoes subcritical Hopf bifurcation (Tou-
boul et Romain Brette 2008). The neuron no longer fires, once the subthreshold adap-
tation parameter a passes a critical value ac (leading to subcritical Hopf bifurcation)
which can be calculated as
ac = gL(
1 − τmτw +
I
∆T gL




This indicates that the value of a is limited by ac for firing neurons (Fig. 1.7 (left)), while
b (independent of bifurcation) can have a broader range of choices (Fig. 1.7 (right)) to
maintain neuronal firings. We now examine the way a affects the associated coherence
index κ(τ) in such networks accordingly (Fig. 1.8 (left)). The subthreshold adaptation
a needs to be relatively modest and away from the critical value ac = 3.54 nS to achieve
network synchrony in these networks. We choose a = 2 nS in our network simulations.
The way spike-triggered adaptation b affects the associated coherence index κ(τ) over
various values of a is shown in (Fig. 1.8(right)). For a = 2 nS, in order to maintain a high
degree of network synchrony, the spike-triggered adaptation b needs to be no less than
6 nA. Hence, b = 4 nA is taken in our network simulations.
Network synchrony of heterogeneous neurons via random coupling
We have demonstrated that network synchrony can be achieved under all-to-all inhi-
bitory network of identical AdEx neurons to exhibit gamma rhythms. This is interneuro-
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Figure 1.6 – Network frequency/synchrony ((left) top/bottom) decreases, as τw in-
creases ; ((middle) top/bottom) persists, as τr increases ; ((right) top/bottom) de-
creases/increases, as τd increases. A fast synaptic decay time constant leads to a low
degree of network synchrony, while a slow synaptic decay time constant helps to pro-
mote network synchrony. (I = 0.25 nA)
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Figure 1.7 – Frequency plots : (left) a has a maximum value to elicit spikes. Once
a > ac = 3.54 nS, neuronal firing is lost. (right) b can continue to grow and spike frequency
continues to drop down towards zero. (I = 0.25 nA)
Figure 1.8 – Network synchrony plots : Networks become less synchronous then become
asynchronous, as a (left) or b (right) increases.
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nal network gamma rhythm, as one of the fundamental structures of generating gamma
frequencies (P. Tiesinga et Sejnowski 2009 ; Ruben A Tikidji-Hamburyan et al. 2015 ;
Miles A Whittington, Roger D Traub et al. 2000 ; Miles A Whittington, Cunningham et
al. 2010). It is expected that network synchrony will deteriorate if the differences among
neuronal frequencies become greater, or the number of synaptic coupling is decreased in
each neuron. We start with networks of heterogeneous neurons, via an all-to-all coupling,
to observe the way that individual neural frequencies affect their network synchrony, then
we study randomly connected networks to demonstrate the minimum coupling number
needed in each neuron to observe the onset of network synchrony.
All-to-all coupled network synchrony of heterogeneous neurons
We demonstrate the effects of network heterogeneity on network behaviors, under
the applied current with amplitudes drawn from a Gaussian distribution with a mean of
Iµ and a standard deviation of Iσ. As demonstrated (Fig. 1.9 (left)), network synchrony
decreases sharply, as the variation of input currents begins to widen approaching to
Iσ = 0.3 pA. It continues to decrease and eventually loses any synchrony as the variation
of input current increases approaching to Iσ = 2 pA. (Fig. 1.9 (right)) indicates that,
with small dispersions in current input, the average of network frequency fµ fluctuates
slightly. As the dispersion of input current begins to increase furthermore, the dispersion
of individual neuron frequency fσ also increases while the average of network frequency
fµ decreases slightly.
Figure 1.9 – (left) network synchrony κ vs heterogeneity Iσ plot : It shows that κ
deteriorates, as neurons become more heterogeneous. (right) network frequency f vs
heterogeneity Iσ plot : It indicates fµ deteriorates while fσ increases, as neurons become
more heterogeneous.
This kind of dispersion increase in each neuron and decrease in the network frequencies
for AdEx neurons are relatively mild, as supposed to those of H-H type of neurons being
more pronounced (X.-J. Wang et György Buzsáki 1996). Associated with the parameters
marked as the left arrow in (Fig. 1.9 (left)), we demonstrate that network synchrony κ
also depends on the time bin size τ chosen. With Iσ = 0.3 nA, (Fig. 1.10 (top left))
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illustrates a partial network synchrony with κ approximately to be 0.4 (with τ = 2 ms).
High nonlinearity of the curve (Fig. 1.10 (top right)) indicates the network coherence
index increases for the time bin size from 1 to 5 ms. That shows partial network synchrony
can be achieved within a limited range of small time bin τ . Once the time bin size reaches
approximately τ = 10 ms, the full network synchrony can be achieved accordingly. On the
contrary, associated with the parameters marked as the right arrow in (Fig. 1.9 (left)),
for the larger input dispersion Iσ = 2 pA, the raster plot (Fig. 1.10 (bottom left)) shows
an asynchronous network with no sign of synchrony. The linearity of network synchrony
curve indicates network asynchrony. These results imply that to observe some degree of
network synchrony in all-to-all networks of heterogeneous neurons, the input dispersion
Iσ should remain relatively moderate. We will take Iσ = 0.3 pA to allow a range of
heterogeneous neurons, as we progress to networks of heterogeneous neurons with a
lower degree of connectivity than all-to-all in the next discussion.
Figure 1.10 – (upper left) Raster plot shows partial network synchrony of κ = 0.4
(Iσ = 0.3 pA). (upper right) Network synchrony vs time bin plot confirms the partial
synchrony. (lower left) Raster plot shows network asynchrony (Iσ = 2 pA ). (lower right)
The linearity of network synchrony curve validates network asynchrony. (Iµ = 0.25 nA)
Minimum connections in randomly connected heterogeneous networks
We now discuss networks of heterogeneous neurons reducing all-to-all coupling to
random connections with a constant number of coupling per neuron on average. Ran-
dom connections in a network can be considered as a neuron making synaptic contact
to a second neuron with a probability p. That is, if N is the total number of neurons,
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then there are Msyn = pN pre-synaptic neurons that converge to a post-synaptic neuron
on average. (We consider that the sum of total synaptic inputs into each neuron remains
the same, and it is divided into Msyn pre-synaptic neurons.) It is shown previously that
networks can synchronize through all-to-all connectivity (Msyn = N,p = 1) with proper
choices of synaptic reversal potential Esyn, subthreshold adaptation parameter a, spike-
triggered adaptation parameter b, adaptive current time constant τw, along with the time
constants for synaptic rise τr and decay τd. On the contrary, it is easy to see that without
any connections (Msyn = 0), the networks cannot achieve synchrony. We aim to identify
Mminsyn , the minimum connections necessary to observe the onset of network synchrony,
say κ ≈ 0.05, in randomly connected networks. In Fig. 1.11 (left), we demonstrate that
Figure 1.11 – κ vs Msyn plots for networks of N = 100 neurons. (left) For gsyn = 1 or 2
nS, Mminsyn ≈ 60, and for gsyn = 4 nS, Mminsyn is higher. (I = 0.25 pA) (right) As the current
I increases moderately (in maintaining low gamma rhythms), Mminsyn remains about 60.
For I = 0.4 nA, network frequency is above gamma oscillations (gsyn = 2 nS).
Mminsyn , the minimum connections necessary to show the onset of network synchrony are
approximately 60 for synaptic conductance gsyn = 1 and 2 nS, and a slightly higher mi-
nimum number for a stronger synaptic conductance of gsyn = 4 nS. In Fig. 1.11 (right),
we illustrate that though input current can also affect Mminsyn , a moderate range of input
current affects it very weakly. Similarly, for response frequencies between 30 to 60 Hz,
an onset of network synchrony is also about 60 minimum connections per neuron.
A significant result from Fig. 1.12 (left) shows thatMminsyn is about 60 forN = 100,200,500,
or 1000, with sum of gsyn = 2 nS per neuron while maintaining network frequency about
30 Hz. In this case, Mminsyn remains small and is not a fraction of the network size N .
Mminsyn only weakly depends on N . This result is surprisingly similar to H-H type neu-
rons (X.-J. Wang et György Buzsáki 1996).
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Figure 1.12 – κ vs Msyn and M effsyn plots for networks of N neurons. (left) The onset of
network synchrony of each curve is about 60. That is, Mminsyn ≈ 60 which is relatively in-
sensitive to the network size N . (right) All normalized curves become one which remains
flat until M effsyn crossing Mminsyn connections (I = 0.25, gsyn = 2 nS).
We demonstrate that all curves from (Fig. 1.12 (left)) converge into one normalized curve
through the effectiveness of the minimum number of connections (Fig. 1.12 (right)), and
the nonlinearity of this curve can be observed once M effsyn reaches about 60. This indi-
cates that, to achieve a higher degree of network synchrony beyond the onset, Mminsyn is
weakly depending on network size N .
κ versus Msyn curves as parameter varies : Though most parameters are kept
constant while measuring network synchrony on Msyn (and M effsyn ), the results are re-
latively similar while most parameters varying within gamma rhythms. For instance,
if Esyn = −85 mV (similarly for a = 1 nS or b = 6 nA is taken respectively), network
synchrony responses on Msyn shown in (Fig. 1.13 (left)) are nearly identical with those
in (Fig. 1.12 (left)). Results of network synchrony responses on M effsyn (not shown) are
also the same as those in (Fig. 1.12 (right)). If τw = 50 ms is taken, network index res-
ponses (Fig. 1.13 (middle)) are nearly identical with those in (Fig. 1.12 (left)), except
when N = 1000. The reason is when intrinsic current becomes much faster (compared
to τw = 100 ms in (Fig. 1.12 (left))) in low connectivity networks (for N = 1000 up to
Msyn = 300 in the plot), network synchrony is more difficult to achieve. To main gamma
oscillations, synaptic rise time constant τr needs to be small (see (Fig. 1.6)). Varying
τr within a reasonable range does not affect network coherent index leading to same
network index responses on Msyn as in (Fig. 1.12 (left)). If a faster synaptic decay time
constant τd = 5 ms is taken (compared to τd = 10 ms in (Fig. 1.12 (left))), network sy-
chrony is expected to decrease (see (Fig. 1.6)) on Msyn as in (Fig. 1.13 (right)) and a
full-scale synchrony fails (κ ≠ 1). The less than smooth appearance on the curves is due
to the random connectivity on the networks.
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Figure 1.13 – κ vs Msyn : (left) Esyn = −85 mV (middle) τw = 50 ms (right) τd = 5 ms
Minimum connections and type II AdEx neurons
As Neurons of different membrane excitability associated with different types of f–I
curve and corresponding to distinct neural dynamics, they consequently impact network
synchrony. We point out that neurons in these networks are behaving like type I f–I
curve as shown in (Fig. 1.1). Hence, we explore Mminsyn for AdEx neuron of type II f–I
curve (referred as type II neurons thereafter). Fig. 1.14 (left) demonstrates that, AdEx
neurons of type II, network synchrony is first unobserved then followed by a sudden onset
of network synchrony which is network size dependent. The full-scale network synchrony
is difficult to reach (κ ≠ 1). For large network sizes of N = 500 and 1000, network
synchrony increases relatively slowly, as Msyn increases. Fig. 1.14 (right) indicates that
Mminsyn is network size dependent.
Izhikevich model and Morris-Lecar model
Minimum connections and Izhikevich neurons
Due to similarities of the richness in neural dynamics and broad range of neural
activity patterns in Izhikevich model (E. M. Izhikevich 2003 ; E. M. Izhikevich 2007),
we also study networks of Izhikevich neurons under the concept of determining Mminsyn .
Fig. 1.15 (left) illustrates that Mminsyn ≈ 110 for type I Izhikevich neurons with sufficient
network sizes N ≥ 200. For a smaller network size, N = 100, it shows Mminsyn is less
than 110. Fig. 1.15 (right) further illustrates that all normalized curves converge into
one before M effsyn reaching about 110, then diverge off afterwards. This indicates that
49
Chapitre 1. Synchronisation de l’activité neuronale
Figure 1.14 – κ vs Msyn and M effsyn plots for AdEx neurons of type II. (left) The onset
of network synchrony is sudden and varied in each curve. (right) Normalized curves do
not converge showing Mminsyn being network size dependent.
Figure 1.15 – κ vs Msyn and M effsyn plots for networks of N Izhikevich neurons of type
I. (left) Mminsyn ≈ 110 for N ≥ 200. (right) All normalized curves converge to one until
M effsyn reaching about 110, then become separate afterwards (I = 34 pA, gsyn = 6 nS).
thoughMminsyn remains about 110, to achieve network synchrony beyond the onset,Mminsyn
is network size dependent. Fig. 1.16 (left) illustrates that network synchrony is first
unobserved then followed by a sudden onset of network synchrony for smaller network
sizes (N ≤ 500), andMminsyn is generally low (≈ 30) for type II Izhikevich neurons. Fig. 1.16
(right) indicates that, to achieve network synchrony beyond the onset, Mminsyn is network
size dependent.
Minimum connections and Morris-Lecar neurons
As a comparison to two-variable models of a different nature, such as a continuous mo-
del, we study networks of Morris-Lecar neurons under the concept of determiningMminsyn .
Fig. 1.17 (left) illustrates that Mminsyn is about 200 for Morris-Lecar neurons of type I,
and network synchrony grows only slightly beyond the onset followed by a full network
synchrony at all-to-all connections. The normalized curves do not converge (Fig. 1.17
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Figure 1.16 – κ vs Msyn and M effsyn plots for networks of N Izhikevich neurons of type
II. (left) Mminsyn ≈ 30. (right) Normalized curves do not converge (I = 15 pA, gsyn = 2 nS).
Figure 1.17 – κ vs Msyn and M effsyn plots for networks of N Morris-Lecar neurons of
type I. (left) Network synchrony is difficult to observe for small network, N = 100, until
all-to-all connection (Msyn = 100) is reached. For larger networks, N ≥ 200, Mminsyn ≈ 200.
(right) Normalized curves do not converge.
(right)), indicating that, to achieve network synchrony beyond the onset, Mminsyn is net-
work size dependent.
The fact that the f–I curve of Morris-Lecar model exhibits a slow rise frequency be-
fore damping down to zero with increasing currents may explain the network behavior
difference between this model and other models presented here. Type II Morris-Lecar
neurons exhibit similar behaviors to type I neurons, hence they are not shown.
In summary, Fig. 1.12 to Fig. 1.17 provide road maps for the minimum synaptic connec-
tions needed to build neuronal networks via these three models (of either types I or II
neurons) to achieve expected network synchrony. These model simulations demonstrate
that to generate interneuronal network gamma rhythms approximately 30 Hz, adopting
AdEx neurons behaving like type I is an appropriate choice for studying sparse and
random inhibitory networks found in hippocampal CA1 area, and more importantly the
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minimum connections needed in such networks are relatively independent of network
size. We will focus the rest of our study on the AdEx model (more about this choice in
the following section).
Gamma rhythms in hippocampus via sparse and random networks
We are now ready to build networks via sparse and random connections to generate
gamma rhythms found in hippocampus, and explore parameter regimes for inducing
such oscillations. Under the consideration of more realistic networks, one may take into
account of intrinsic or extrinsic noise, or other coupling features, and it will bring the
network synchrony down. Hence, with that in mind, we build networks with network
synchrony higher than its onset. For κ ≈ 0.3, we take a network size N = 1000 and the
minimum connections of Msyn = 200 >Mminsyn = 60 (κ ≈ 0.05) (see Fig. 1.12 (left)) reflec-
ting a sparse connection with the probability as low as p = 0.2. This network structure
indeed demonstrates a more pronounced and strong network synchrony with network
frequency within gamma rhythms. For this purpose under the same N , Msyn and p, (1)
type II AdEx neuron would have only achieved κ = 0.18, (2) type I Izhikevich neuron
would have only achieved κ = 0.18, (3) type II Izhikevich neuron would have achieved
κ = 0.3, and (4) type I/II Morris-Lecar neuron would have only achieved κ = 0.05, and
they are all network size dependent. Though type II Izhikevich neuron can also achieve
similar network sychrony, it exhibits none convergent effectiveness of the Msyn curves
and possesses none physiological relevant parameters. Hence, we favor the AdEx nerron
of type I in this study.
We further explore the range of parameters, such as both adaptations a and b, adaptive
time constant τw, synaptic time constants τr and τd, synaptic conductance gsyn, and
the mean input current Iµ to understand how network synchrony and frequency can be
produced and maintained within gamma rhythms found in hippocampus. We include the
considerations of gap junction and shunting inhibition in sparse and random connection
networks, and discuss how they may affect network synchrony and frequency. We also
validate our results with experimental recording data, and discuss networks of AdEx to
induce theta-nested gamma rhythms.
Intrinsic properties affect the networks : In general, increasing mean input cur-
rent Iµ simultaneously increases network frequency and decreases network synchrony
(Fig. 1.18). In (Fig. 1.18 (left top/bottom)), we demonstrate that, for the same a, a
higher mean input current Iµ induces higher gamma rhythms, and decreases the net-
work synchrony accordingly. Similarly for b in network frequency, however, it behaves
differently in network synchrony. Once b reaches an optimal value, network synchrony
deteriorates to asynchrony (Fig. 1.18 (middle top/bottom)). For τw, similarly to a or b,
a higher input mean current Iµ induces higher frequencies in gamma rhythm (Fig. 1.18
(right top/bottom)), but eventually decreases network synchrony. These plots show how
variations of intrinsic properties can reflect network frequency and synchrony in genera-
ting gamma rhythms in hippocampus.
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Synaptic properties affect the networks : In the aspects of synaptic input leading
to network synchrony, the ranges of synaptic conductance gsyn and the rising and decay
time constants, τr and τd, are demonstrated respectively. Similar to intrinsic properties,
in general, increasing mean input current Iµ simultaneously increases network frequency
and decreases network synchrony (Fig. 1.19). In (Fig. 1.19 (left top/bottom)), it is shown
that network frequency increases while network synchrony decreases, as the maximaum
gsyn increases. The variation of rising synaptic time constant τr is relatively insensitive
to the network frequency and synchrony (Fig. 1.19 (middle top/bottom)). Similar to
synaptic conductance gsyn, decay synaptic time constant τd impacts network frequency
and synchrony more substantially (Fig. 1.19 (right top/bottom)). The plots suggest that
there is an optimal decay time constant for each mean current input to produce hi-
gher gamma rhythms and maintain higher network synchrony. Once delay time constant
passes that optimal value, both network frequency and synchrony deteriorate.
Optimal synchronization in gamma rhythms : Based on the demonstrations of how
intrinsic and synaptic properties influence network frequency and synchrony via sparse
random networks, we further demonstrate these networks exhibit a peak preferred fre-
quency range (Fig. 1.20 (left)). It shows that network frequency about 25 Hz induces
the peak network synchrony. As network frequency increases, the network synchrony
decreases accordingly. Hence, varying synaptic conductance gsyn within a small range
exhibits a preferred network frequency of gamma rhythms while ensuring the degrees of
network synchrony.
Experimental recording data : Experimental recordings of rodent by Traub et al. (R
D Traub, M A Whittington et al. 1996) show that interneuronal network of gamma
rhythms in CA1 of the hippocampus can be induced in vitro during blockade of iono-
tropic glutamate receptors, and network frequency declines with synaptic time constant
prolonged (Fig. 1.20 (right)). We compare the gamma network frequency generated by
sparse randomly connected networks (Fig. 1.19 (top right)) with experimental recordings
shown in (Fig. 1.20 (right)), and find that both network frequency responses to synaptic
(decay) time constant are remarkably comparable.
Gap junctions : Studies have shown that electrical synapses among interneuronal
networks may play an important but different role from chemical synapses in contribu-
ting to network synchrony (Kopell et G. Ermentrout 2004). Previously, we demonstra-
ted that, in sparse randomly connected networks inducing gamma oscillations, stronger
chemical synapses reduce network frequency and maintain similar network synchrony
(Fig. 1.19 (left)). In contrast, with the inclusion of electrical synapses, the simulation
demonstrates a strong enhancement in network synchrony while maintaining similar fre-
quency (Fig.1.21). It indicates that electrical synapses can enhance network synchrony
of gamma oscillations in sparse randomly connected interneuron networks rather effec-
tively (R D Traub, Nancy Kopell et al. 2001). Our simulations demonstrate that, wi-
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Figure 1.18 – Frequency/synchrony vs a, b and τw ; All three plots indicate that a
higher input mean current Iµ leads to a higher network frequency (top row), and leads
to a lower network synchrony before deteriorating to asynchrony (bottom row).
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Figure 1.19 – Frequency/synchrony plots : Increasing mean input current Iµ increases
network frequency and decreases network synchrony. (top left) Stronger gsyn decreases
network frequency. (bottom left) Network synchrony appears to be insensitive to gsyn.
(top middle) Network frequency nearly remains, as τr varies. (bottom middle) Increasing
τr influences network synchrony slightly. (top right) When τd is small and at certain op-
timal value, network frequency achieves maximum. Once the value is exceeded, network
frequency continues to decrease. (bottom right) Similarly, network synchrony decreases
as τd passes an optimal value.
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Figure 1.20 – (left) All curves show a preference of peak network synchrony around
25 Hz (right) Network frequency responses to synaptic time constant of experimental
recordings in rat hippocampus (circles) and model simulations (dots) in (R D Traub,
M A Whittington et al. 1996).
thout electric synapses, network frequency is 24,33,42 (Hz) for I = 0.25,0.27,0.29 (nA)
with standard deviation 0.30,0.44,0.57 (Hz) respectively in sparse random networks.
In contrast, with the inclusion of electric synapses of ggap = 0.5 nS, though network
frequency is preserved respectively, all standard deviations become zero. This indicates
that interneurons with electrical synapses via AdEx model improve network synchrony
significantly leading to greater robustness. This result is consistent with the finding that
inhibitory synaptic coupling can increase the dispersion of neuronal voltages between
spikes, whereas electrical coupling reduces such dispersion (Kopell et G. Ermentrout
2004).
Figure 1.21 – Stronger gap junction maintains similar network frequency (left), but
enhances network synchrony significantly (right).
Shunting inhibition : When shunting inhibition is included (Vida et al. 2006) in
sparse random networks, network frequency slows down (Fig.1.22), while network syn-
chrony remains relatively the same. Previous study suggests that shunting inhibition
may enhance gamma oscillations with greater robustness (Vida et al. 2006). Our simu-
lations demonstrate that, without shunting inhibition, network frequency is 24,33,42
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(Hz) for I = 0.25,0.27,0.29 (nA) with standard deviation 0.30,0.44,0.57 (Hz) respecti-
vely in sparse random networks. With the inclusion of shunting inhibition of gshunt = 1
nS, network frequency reduces to 19,29,37 (Hz) with standard deviation increased to
0.32,0.45,0.53 (Hz) respectively in sparse random networks. This indicates that inter-
neurons with shunting inhibitions via AdEx model lower network frequency and increase
dispersion of network frequency. (which behaves similar to H-H type neuron as in (X.-J.
Wang et György Buzsáki 1996)).
Figure 1.22 – ]
Stronger shunting inhibition (left) reduces network frequency, and (right) keeps
network synchrony relatively constant (but increase the frequency dispersion).
Theta-nested gamma rhythms : A particularly prominent rhythmic pattern is that
of oscillations exhibit nested activity at theta and gamma frequencies seen under condi-
tions of active exploration in the rat hippocampal formation. It is believed to be a set
of structures necessary for declarative memory (J A White et al. 2000 ; Butler et al.
2016). Gamma rhythms may be generated locally by interactions within a class of inter-
neurons mediating fast GABAA (GABAA,fast) inhibitory post-synaptic currents. Recent
evidence indicates that a slower class of GABAA (GABAA,slow) interneurons in the hippo-
campus projects to the GABAA,fast interneurons that contribute to hippocampal mixed
theta-gamma rhythms (J A White et al. 2000 ; Butler et al. 2016). These two synaptic
responses, GABAA,fast and GABAA,slow, appear to arise from distinct populations of
interneurons. In much the same way that GABAA,fast cells seem to control the gamma
rhythm, and GABAA,slow cells represent a prime candidate mechanism, wholly within
the hippocampal formation, that may contribute to the theta rhythm. We use AdEx
models coupling populations of GABAA,fast and GABAA,slow interneurons via network
of Fig. 1.23 (left) for generating nested theta and gamma rhythms in region CA1 of the
hippocampus. In (Fig.1.23 (right)), it demonstrates that the population of slow GABAA
interneurons oscillate in theta rhythm and the population of fast GABAA interneurons
oscillate in gamma rhythm to induce a theta-nested gamma rhythm reflecting the active
responses found in rat hippocampus.
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Figure 1.23 – (left) Two populations of interneuronal circuity in region CA1 for theta-
nested gamma oscillations ; (right) A population of 500 GABAA,slow interneurons os-
cillate in theta band (≈ 10Hz) and a population of 500 GABAA,fast interneurons os-
cillate in gamma band (≈ 30Hz). Random connection probability p = 0.2 ; synaptic
peak conductance : gsyn(fast, fast)= 0.0307 nS, gsyn(fast,slow)= 0.001 nS, gsyn(slow,fast)= 0.002
nS, gsyn(slow, slow)= 0.15 nS ; synaptic rise and decay time constants : τr(fast)= 0.1 ms,
τd(fast)= 10 ms, τr(slow)= 5 ms, τd(slow)= 50 ms ; sinusoidal input current at theta band :
I = 0.28 nA+0.15 sin(24πt) nA
Discussion and conclusions
Gamma rhythms in the brain may be induced through three network mechanisms,
such as pure interneurons, an interplay between interneurons and pyramidal neurons, and
a weak participation of pyramidal neurons with interneurons. Among them, networks
of interneurons are the most significant and fundamental mechanism to induce gamma
band activities, and it is therefore the one focused in this study. With this mechanism,
though frequencies of individual neurons are higher than the network frequency, they
are near the network frequency. Our findings in this study shows persistence with this
property. Ultimately interneuron networks are generally embedded in larger networks
with a participation of pyramidal neurons, and it will be of interest to investigate the
interplay of interneurons and pyramidal neurons or the more complex network with a
weak pyramidal participation to generate gamma rhythms.
AdEx neuronal networks coupled with AMPA-mediated type excitatory synapses fail
to synchronize as expected, whereas GABAergic inhibitory coupling leads to collective
activities in gamma band. This result is in agreement with the previous studies in the
same direction, such as (X.-J. Wang et György Buzsáki 1996 ; D. Hansel et al. 1995 ;
Vreeswijk et al. 1995) on excitatory networks, (X.-J. Wang et György Buzsáki 1996 ;
X. J. Wang et Rinzel 1992 ; X. J. Wang et Rinzel 1993 ; Vreeswijk et al. 1995) on in-
hibitory networks, and (X.-J. Wang et György Buzsáki 1996 ; Bragin et al. 1995 ; M A
Whittington et al. 1995 ; R D Traub, M A Whittington et al. 1996) on the generation of
interneuron gamma rhythms. We examine the emergence of gamma rhythms from net-
works which can be observed in neocortex and in hippocampus during behavioral arousal
through AdEx neuron, and identify the following necessary conditions for such network
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synchrony via GABAergic synaptic coupling. (1) For single neurons, the subthreshold
and spike-triggered adaptations need to be small to maintain gamma rhythms, the time
constant of neuronal adaptation current (τw) is less sensitive by allowing a wide range
to show gamma rhythms, and the hyperpolarization after a spike should be above the
synaptic reversal potential to ensure the synaptic inputs being hyperpolarizing. (2) As
a synaptic property, the synaptic decay should be relatively slow such that the ratio
between the synaptic decay time constant and the spiking period is not too small, to
observe the effects of synaptic inputs. (3) As a network property, the heterogeneities
of input currents should be adequately small to assure network synchrony. In addition,
random and heterogenous networks based on these properties, shows a minimum number
of connections per neuron necessary to generate network synchrony, and this number is
weakly dependent on the network size. Though subthreshold and spike-triggered adap-
tation features are unique to neurons equipped with adaptation parameters such as
AdEx model, they are prevalent in biological neurons and known to slow down network
frequency similar to those observed in condition (1). Time constant in synaptic rising
is generally fast compared to its slow decay as shown in conditions (2). However, the
slower synaptic decay induces slower network frequency. Interneuronal network gamma
rhythms are often fragile against heterogeneity and noise, such as in interneuron gamma
oscillation studies (X.-J. Wang et György Buzsáki 1996 ; X. J. Wang et Rinzel 1993 ;
György Buzsáki 2006) and experimental recording (R D Traub, M A Whittington et al.
1996), and this result is consistent with our study stated in condition (3).
Electrical and chemical synapses both exist within the same interneuron networks, and
each type of synapse is able to promote network synchrony through playing different
roles. In interneuron networks of gamma rhythms, the γ-aminobutyric acid type A,
GABAA, mediated inhibition is relatively strong. Under this condition, addition of a
small electrical conductance can increase the degree of network synchrony far more
than a much larger increase in inhibitory conductance. The electrical synapses increase
network synchrony through suppressing the heterogeneity in the network. Hence, elec-
trical synapses significantly improve network synchrony and robustness. It is shown that
GABAA mediated inhibition in mature interneurons of the hippocampus demonstrate
gyrus is shunting rather than hyperpolarizing. Nevertheless, when shunting inhibition is
incorporated into our study, network synchrony barely improved. It indicates that AdEx
model does not reflect well with mature interneurons of the hippocampus to generate
gamma rhythms.
Meanwhile, it was thought that, with more biophysically realistic models, less neurons
maybe needed to observe network synchrony than with less biophysically detailed mo-
dels. Nevertheless, the results in our study shows remarkable similarity to those of H-H
type neuron study shown in (X.-J. Wang et György Buzsáki 1996). We provide a signifi-
cant road map to work out the minimum synaptic connections needed in order to achieve
any desired degree of network synchrony according to the network size for AdEx model.
The existence of a minimum number of connections necessary to generate network syn-
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chrony has also been found in other network structures (Barkai et al. 1990 ; X. J. Wang,
Golomb et al. 1995), indicating that this weak-dependence may be a general feature of
sparsely connected and random networks. While type I Izhikevich model may do well
in synchronizing network activities, it is network size sensitive and of less biophysical
relevance.
Rhythms within a neuronal network can be generated by local mechanisms, driven by
remote inputs, or induced by a combination of extrinsic and intrinsic properties. We use
new evidence for connections from GABAA,slow cells to the more well-known GABAA,fast
interneurons to create a network based on two populations of inhibitory neurons. The
network is able to autonomously create the nested theta-gamma rhythm observed in
hippocampus, under the conditions of strong connections among population, weaker
connections between populations, and carefully tuned input drives. This indicates that
the fragility of nested theta-gamma rhythms induced through such network structures
may be improved, possibly via the inclusion of pyramidal neurons or synaptic delays.
This study demonstrates that a low complexity AdEx model performs similarly to and
can do as well as H-H type model type model. This provides researchers a novel mean
of studying various rhythmic activities found in hippocampus through a biophysical
relevant and low dimensional neuron model.
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Chapitre 2
Modélisation physiologiquement et biologiquement
réaliste de l’hippocampe et de ses rythmes en veille
et sommeil lent profond
2.1 Introduction–Résumé
L’hippocampe, en interaction avec les aires corticales, en particulier sensorielles et
préfrontale, est une structure cérébrale impliquée dans la formation et la récupération
de la mémoire. Comme pour beaucoup de structures, l’étude de cas de lésions a permis
d’identifier son rôle primordial dans la fonction mnésique. Le cas du patient HM (Henry
Molaison) a largement participé à la compréhension de cette struture. HM avait en effet
subi une ablation hippocampique bilatérale dans les années cinquante. Depuis, de nom-
breuses études et enregistrements électrophysiologiques ont précisé les différents aspects
de l’implication de l’hippocampe dans les processus mnésiques et mis en évidence des
corrélations entre processus cognitifs et type d’oscillations produites par cette structure.
Parmi les rythmes significatifs, on retrouve, pendant la veille, des oscillations dans les
bandes de fréquences θ (György Buzsáki 2002 ; Raghavachari et al. 2001 ; Tesche et Ka-
rhu 2000) et γ (Colgin et E. I. Moser 2010 ; Howard et al. 2003 ; John E Lisman et Jensen
2013 ; Nyhus et Curran 2010 ; Osipova et al. 2006 ; Sederberg et al. 2007 ; van Vugt et al.
2010) corrélées avec des tâches de mémorisation, d’encodage ou de récupération (Colgin
et E. I. Moser 2010) ; pendant le sommeil lent profond, des SWR essentiellement cor-
rélées à la consolidation mnésique (Joo et Frank 2018 ; Gabrielle Girardeau et Zugaro
2011), en particulier pour la mémoire spatiale (G. Girardeau et al. 2009 ; Csicsvari et
Dupret 2014).
Nous supposons que ces rythmes oscillatoires sont la traduction électroencéphalogra-
phique de phénomènes de synchronisation des neurones au niveau mésoscopique tradui-
sant soit une synchronisation de l’activité sous le seuil, soit une synchronisation des PA,
reflètant à la fois la dynamique intrinsèque des neurones (section 2.2) et les propriétés
de connectivité de la structure (section 2.3). Aussi cherchons-nous d’une part, à identi-
fier les dynamiques intrinsèques et de réseau qui influencent la synchronisation dans les
bandes de fréquence d’intérêt et la génération des rythmes specifiques de l’hippocampe,
d’autre part à mieux comprendre les relations entre les potentiels d’action, le LFP local
et le LFP distant (György Buzsáki et X.-J. Wang 2012 ; Bédard et Destexhe 2009) (sec-
tion 2.3).
La section suivante (Section 2.2) s’intéresse à des propriétés intrinsèques des neurones
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individuels participant au maintien et à la génération d’oscillations θ dans l’hippocampe.
La section 2.2.1 reproduit notre article publié dans Hippocampus en 2017 (Giovannini,
Knauer et al. 2017). Lors de tâches de mémoire épisodique, on peut enregistrer dans les
LFP hippocampiques une activité dans la bande de fréquence θ que l’on pense corrélée
au maintien en mémoire à court terme de stimuli saillants de l’environnement. On a
longtemps pensé, suite à des études publiée dans les années quatre-vingt-dix, que ces
oscillations étaient générées et maintenue en dehors de l’hippocampe, dans le septum
médian et le cortex entorhinal, puis convoyées vers l’hippocampe par des projections
gabaergiques et cholinergiques (Vinogradova 1995 ; Tóth et al. 1997 ; Kocsis et al. 1999 ;
Fischer et al. 1999 ; Stewart et Fox 1990). Néanmoins, une étude expérimentale plus
récente a prouvé l’existence d’oscillations θ hippocampiques, maintenues à l’intérieur de
la structure, et ce, en l’absence d’afférences en provenance du septum (Goutagny et al.
2009). Les études théoriques menées jusqu’à présent n’étaient cependant pas parvenues
à démontrer la possibilité de maintenir ces oscillations hippocampiques avec les seules
connexions gabaergiques (J A White et al. 2000) et la présence de neurones pryramidaux
à burst (intrinsically bursting neurons) de CA3 (Roger D Traub, Miles et R. K. S. Wong
1989) dans les modèles proposés, en l’absence de stimulations externes.
Dans l’étude présentée ici, nous proposons un modèle capable de produire et mainte-
nir des oscillations θ en l’absence d’une stimulation externe continue. Nous avons déve-
loppé celui-ci à partir de la théorie de la modulation cholinergique dans la consolidation
mnésique de Mike Hasselmo (Hasselmo 1999) et d’enregistrements électrophysiologiques
in vivo réalisés dans l’équipe de notre collaborateur Motoharu Yoshida. Ces enregistre-
ments électrophysiologiques expérimentaux ont en effet mis au jour l’existence de neu-
rones pyramidaux à activité persistente dans CA1 (Knauer et al. 2013) dont nous avons
émis l’hypothèse qu’ils étaient capables d’entraîner et maintenir la synchronisation du
réseau neuronal hippocampique dans la bande de fréquence θ pendant la veille, lorsque
le niveau d’ACh est élevé (en comparaison de la concentration d’ACh observée pendant
le sommeil lent). Ces neurones à activité persistente possèdent des canaux ioniques ca-
tioniques non spécifiques activés par le calcium, les CAN, leur permettant d’émettre des
potentiels d’action durant de longues périodes (pouvant excéder 30s) après disparition
d’un stimulus externe d’une durée de 200ms. Nous démontrons qu’un réseau consti-
tué de tels neurones reliés par des connexions synaptiques glutamatergiques avec une
connectivité conforme à celle de CA1 (en terme de nombre et types de connexions par
neurones, mais sans anatomie précise) est capable d’émettre une activité synchronisée
dans la bande θ et de la maintenir en l’absence de courant externe. L’activité du réseau
est alors caractérisée par trois types de régimes distincts en fonctions des valeurs de
conductance du canal CAN : un régime asynchrone lent, un régime avec des potentiels
d’action synchronisés dans la bande de fréquence θ et un régime rapide synchonisé dans
la bande γ. Nous montrons, de plus, que l’ajout de connexions gabaergiques, mimant
la présence de populations d’interneurones, accroît cette synchronisation, la rend plus
robuste et permet d’affiner le “réglage” de la fréquence d’émission du réseau.
La section 2.3 présente le développement d’une extension du modèle de réseaux de
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neurones hippocampiques de la section précédente (Section 0.2) avec une anatomie et une
connectivité réalistes de l’hippocampe humain et une simulation plus plausible des LFP
enregistrés avec des électrodes de profondeur de type SEEG. Bien que d’autres modèles
mathématiques du fonctionnement hippocampique existent, ils ne parviennent pas ac-
tuellement à reproduire et expliquer les mécanismes de génération des différents rythmes
oscillatoires enregistrés, en particulier la coexistence, avec un même formalisme, de phé-
nomènes lents (du type oscillations θ) et très rapides (du type SWR) observés pendant
la veille ou le sommeil lent profond. Dans le modèle proposé ici, nous analysons les effets
de modifications de propriétés du réseau et des neurones, dont les conductances synap-
tiques, des variations de la conductance CAN et l’influence des variables de stimulation
du modèle. Nous modélisons et utilisons des enregistrements intracérébraux profonds
acquis chez des patients épileptiques pharmacorésistants, en phase de diagnostic pré-
chirurgical, et montrons que ce modèle mathématique est en mesure de simuler à la fois
les oscillations γ dans θ observées dans le cerveau éveillé et les complexes SWR mesurés
pendant le sommeil lent profond. Nos résultats soutiennent l’hypothèse selon laquelle la
connectivité fonctionnelle de l’hippocampe, modulée principalement par les variations
de concentration en acétylcholine, est primordiale dans le contrôle de l’apparition des
rythmes de cette structure.
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Abstract
During working memory tasks, the hippocampus exhibits synchronous theta-band
activity, which is thought to be correlated with the short-term memory maintenance
of salient stimuli. Recent studies indicate that the hippocampus contains the necessary
circuitry allowing it to generate and sustain theta oscillations without the need of ex-
trinsic drive. However, the cellular and network mechanisms supporting synchronous
rhythmic activity are far from being fully understood. Based on electrophysiological re-
cordings from hippocampal pyramidal CA1 cells, we present a possible mechanism for
the maintenance of such rhythmic theta-band activity in the isolated hippocampus. Our
model network, based on the Hodgkin-Huxley formalism, comprising pyramidal neurons
equipped with calcium-activated non-specific cationic (CAN) ion channels, is able to
generate and maintain synchronized theta oscillations (4 − 12Hz), following a transient
stimulation. The synchronous network activity is maintained by an intrinsic CAN current
(ICAN ), in the absence of constant external input. The analysis of the dynamics of model
networks of pyramidal-CAN and interneurons (CAN-In) reveals that feedback inhibition
improves the robustness of fast theta oscillations, by tightening the synchronisation of
the pyramidal CAN neurons. The frequency and power of the theta oscillations are both
modulated by the intensity of the ICAN , which allows for a wide range of oscillation
rates within the theta band. This biologically plausible mechanism for the maintenance
of synchronous theta oscillations in the hippocampus aims at extending the traditional
models of septum-driven hippocampal rhythmic activity.
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Introduction
Working memory is commonly referred to as the ability to retain relevant information
for the execution of prospective actions depending on that information (Fuster 2008).
Although originating from a transient stimulus, the encoded information is thought to be
relevant for the task at hand and must therefore be maintained in memory long after the
original stimulus has disappeared. Neurophysiological recordings during working memory
tasks show increased activation in various brain regions including the hippocampus in
the form of synchronous activity at theta-band (4 − 12Hz) (Tesche et Karhu 2000),
Raghavachari2001, Buzáski2002 and gamma-band (≥ 30Hz) (Sederberg et al. 2007 ;
Howard et al. 2003 ; John E Lisman et Jensen 2013 ; Osipova et al. 2006 ; Nyhus et Curran
2010) frequencies. At the neuronal level, this increased activation happens simultaneously
with rapid persistent firing (Fuster et Alexander 1971), suggesting that this might be a
mechanism underlying synchronous oscillations (J. E. Lisman et al. 2010).
Several gamma frequency generators have been identified in the hippocampus (for a
comprehensive review see (Bartos, Vida et Jonas 2007)), and these often require local
networks of interneurons for precise spike-timing modulation of postsynaptic pyramidal
neurons. Conversely, theta oscillations (see (Colgin 2013) for a review) are thought to
be generated extrinsically in the medial septum, and the diagonal band of Broca and
entorhinal cortex, which then impose the rhythm on the hippocampal formation via
GABAergic and cholinergic projections (Vinogradova 1995 ; Tóth et al. 1997 ; Kocsis
et al. 1999 ; Fischer et al. 1999 ; Stewart et Fox 1990). However, a recent experimental
study (Goutagny et al. 2009) has shown that theta oscillations can be generated and
maintained intrinsically within the hippocampus, without the need for septal afferents.
Therefore, the hippocampus must locally incorporate the necessary cells and circuitry
to allow for spontaneous emergence of theta oscillations.
Theoretical studies (J A White et al. 2000) have hypothesised that, given their slow
synaptic kinetics, hippocampal GABAergic oriens lacunosum-moleculare (OLM) neurons
(Banks et al. 1998) could account for theta frequency modulation in pyramidal neurons.
Intrinsically bursting pyramidal neurons in CA3 (Roger D Traub, Miles et R. K. S. Wong
1989) might also act as theta frequency pacemakers by controlling the rhythm of their
postsynaptic targets. However, the hippocampal circuitry involved in both these models
requires external stimulation to maintain the oscillations.
Here, we use electrophysiological recordings of persistent firing, pyramidal cells from
the CA1 region of the hippocampus as references for our models. Equipped with calcium-
activated non-specific cationic (CAN) channels (L Donald Partridge et Swandulla 1988),
these neurons are capable of maintaining elevated self-sustained persistent firing for long
periods (> 30 s) (Knauer et al. 2013). The activity is triggered by an initial transient
current injection, as short as 200ms, which mimics the stimulus in a delayed match-to-
sample working memory task. We demonstrate that glutamatergic synaptic interaction
allows a network of hippocampal CAN pyramidal neurons (PCAN) to synchronise their
activity in the theta range. These theta oscillations are maintained solely by intrin-
sic cellular mechanisms, in the absence of external stimulation. The network activity is
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characterised by three distinct activity patterns : a slow asynchronous regime, a synchro-
nised theta-frequency regime, and a fast gamma regime. Moreover, we show that, adding
GABAergic feedback inhibition to these networks enhances theta-band synchronisation.
In addition, feedback inhibition provides CAN pyramidal neurons with precise clocking
allowing for a wider range of theta frequencies in absence of a long-lasting stimulus.
Our work aims at providing one possible explanation for the generation of theta oscil-
lations in the isolated hippocampus. We hypothesise that local networks of hippocampal
persistent firing neurons could provide the neural substrate for theta rhythm generators
in the isolated hippocampus.This paper presents one of the first modelling studies sho-
wing that theta oscillations can be maintained in CA1, relying solely on intrinsic cellular
properties, and without the need for external inputs.
Materials and Methods
Experimental Procedures
All procedures involving animals were in accordance with the guidelines of the animal
ethics commission at Ruhr University Bochum. For the physiological recordings from 72
CA1 pyramidal neurons we used 53 Long-Evans rats of either sex (40% males) at an age
of 14 - 23 days.
Slice Preparation and Recording Procedures
After the induction of deep general anaesthesia, which was confirmed by the absence
of the pinch toe reflex, animals were transcardially perfused with an ice-cold perfusion
fluid containing (in mM) 110 CholineCl, 1.25 NaH2PO4, 7 MgCl2, 2.5 KCl, 7 D-Glucose,
3 pyruvic acid, 1 ascorbic acid, 26 NaHCO3, 0.5 CaCl2. The extracted and blocked
brain was cut in horizontal slices containing the temporal lobe using a vibratome filled
with continuously oxygenated ice-cold perfusion fluid. After at least 1 hr rest in normal
ACSF (nACSF) containing (in mM) 124 NaCl, 1.25 NaH2PO4, 1.8 MgSO4, 3 KCl, 10
D-Glucose, 26 NaHCO3, 1.6 CaCl2, slices were individually submerged in the recording
chamber containing 34-36○C warm oxygenated nACSF that additionally contained io-
notropic synaptic transmission blockers (2 mM kynurenic acid and 0.1 mM picrotoxin).
Patch pipettes (3-8 M) were filled with an intracellular fluid containing (in mM) 120
K-gluconate, 10 HEPES, 0.2 EGTA, 20 KCl, 2 MgCl2, 7 Phosphocreatine di(tris) salt,
4 Na2ATP, 0.3 GTP, and 0.1% (w/v) biocytin with the pH adjusted to 7.3 using 5 M
KOH.
Recordings were obtained with at a sampling rate of 20 kHz with the whole cell
patch clamp configuration in the current clamp mode. Recordings were not corrected
for a liquid junction potential of 10-13 mV. To assess persistent firing, we stimulated
cells with a 2 s long and 100 pA strong square pulse applied to a baseline membrane
potential just below their firing threshold in the presence of carbachol (Cch, Alfa Aesar).
Due to the availability of more cells (72 vs. 25 cells) and the presence of various Cch
concentrations we analysed recordings with the aforementioned and not a shorter (200
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ms) stimulus protocol. The persistent firing frequency was the average action potential
rate during a 3 s interval starting with the stimulus onset. Only presumed CA1 pyramidal
neurons without depolarization block (Bianchi et al. 2012) were analysed. Hence, due
the presence of depolarization block 0 (0%), 8 (32%), 29 (42%), and 30 (73%) cells were
excluded from the in vitro sample in 1, 5, 10 and 20 µM Cch, respectively, to form the
data set reported here. For further details on the equipment and procedures see (Knauer
2015).
Neuron Model
A single compartment conductance-based model was used to simulate the neurons.
The current balance equation of the model, representing the evolution of the cell mem-
brane potential over time, is a modified version of the Hodgkin-Huxley equation (Hodgkin
et Huxley 1952). The neuron model is based on the one described in (Jochems et Yoshida
2015).
Pyramidal Cells
The model equation for pyramidal neurons comprises a fast sodium (INa), potassium
(IK), a leak (Il) as in (Roger D Traub et Miles 1991), as well as a potassium M-current
(IM ) (Yamada et al. 1989) for spike frequency adaptation, a low-threshold calcium cur-
rent (ICa) (Reuveni et al. 1993) regulating transmembranal calcium influx, and a CAN
current (ICAN ) (Destexhe, Contreras et al. 1994). Presynaptic spikes received by the
neuron generate two synaptic currents IsynE and IsynI for excitatory and inhibitory
synapses respectively. These are summed to produce a total Isyn = Ie + Ii.




= −Il − IK − INa − IM − ICa − ICAN − Isyn + Istim (2.1)
The fast sodium. potassium, and leak current equations are based on the Hodgkin-
Huxley model by Traub and Miles (Roger D Traub et Miles 1991), and are defined
as :
Il = gl ⋅ (Vm −El)
IK = gK ⋅ n4 ⋅ (Vm −EK)
INa = gNa ⋅m3 ⋅ h ⋅ (Vm −ENa)
where Vm is the neuron membrane potential, gx is the maximum channel conductance
for each current, Ex is the ion channel reversal potential, for x ∈ { l,K,Na}, and h,n,m
are the gating variables of the currents which obey the following rule :
dx
dt
= αx ⋅ (1 − x) − (βx ⋅ x) (2.2)
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for x ∈ {h,n,m}. The αx and βx functions are defined below. For the leak, fast
sodium and potassium currents :
αm =
0.32 ⋅ (13 − Vm + VT )
exp (13−Vm+VT4 ) − 1
βm =
0.28 ⋅ (Vm − VT − 40)
exp (Vm−VT−405 ) − 1
αh = 0.128 ⋅ exp(




exp (40−Vm+VT5 ) + 1
αn =
0.032 ⋅ (15 − Vm + VT )
exp (15−Vm+VT5 ) − 1
βn = 0.5 ⋅ exp(
10 − Vm + VT
40
)
where VT is a constat used to shift the resting potential of the neuron from the
original Hodgkin-Huxley value of 0mV (Hodgkin et Huxley 1952) to a more realistic
value. In all our simulations VT = 55mV .
The M-current implementation is based on (Yamada et al. 1989) and takes the form :
IM = gM ⋅ p ⋅ (Vm −EK)





















3.3 ⋅ exp(Vm + 35
20










The low-threshold calcium current was modelled like in (Jochems et Yoshida 2015) :
ICa = gCa ⋅ q2 ⋅ r ⋅ (Vm −ECa)
where the gating variables q and r follow the rule defined in Equation 2.2, and their
α and β functions are :
αq = 0.055 ⋅
−27 − Vm
exp (−27−Vm3.8 ) − 1




αr = 0.000457 ⋅ exp(
−13 − Vm
50




The transmembranal calcium flux is governed by the calcium current, which causes
calcium influx, and a ionic pump, which aims at extruding calcium ions. The calcium
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where [Ca]i2+ is the intracellular calcium concentration, γ(ICa) is a function of ICa
which represents the opening of the calcium channel, [Ca]∞2+ is a constant representing
the calcium concentration when the channel is open for a time interval ∆t → ∞, and
τCAN is a time constant representing the rate of calcium removal from the cell. The





2⋅F ⋅depth ∶ x ≥ 0
0 ∶ x < 0
where ku is a unit conversion constant, area is the surface of the cell membrane, F
is Faraday’s constant and depth is the depth at which the calcium is stored in the cell.
Part of the intracellular Ca2+ ions are in turn responsible for gating calcium-activated
non-selective cation (CAN) channels (L Donald Partridge, Muller et al. 1994). CAN
channels are permeable to K+ and Na+ ions (Schultz 1990) whose flux generates a CAN
current ICAN . The CAN current was modelled as in (Destexhe, Contreras et al. 1994) :
ICAN = gCAN ⋅ s2 ⋅ (Vm −ECAN)
where the gating variable s follows the rule defined in Equation 2.2, and its α and β
functions are :
αs = α2([Ca]i2+) ⋅ Tadj
βs = βCAN ⋅ Tadj








Here, α2([Ca]i2+) is a function of the intracellular calcium concentration [Ca]i2+,
βCAN is a constant used to adjust the maximum closing rate of the channel, Tadj is a
function of the temperature used to adjust the channel opening temperature-dependence,
and T is the temperature at which the simulation is run, in Kelvins.
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Parameter Value Parameter Value
gL 0.01mS cm−2 βCAN 0.00002ms
EL −70mV [Ca]∞2+ 2.4 ⋅ 10−4molm−3
gK 5mS cm−2 τCAN 1000ms
EK −100mV [Ca]c2+ 0.75 ⋅ 10−3molm−3
gNa 50mS cm−2 Temp (36 + 273.15)K
ENa 50mV ku 104
gM 0.03mS cm2 depth 1µm
τM 1000ms area 29000µm2
gCa 0.1mS cm2 Cm 1µF cm−2
ECa 120mV VT −55mV
gCAN 25 ⋅ 10−3mS cm2 F 96489Cmol−1
ECAN −20mV
Table 2.1 – Pyramidal and CAN neuron parameters.
Stimulation parameters
To emulate the brief cue presentation in a delayed match-to-sample working memory
task, we chose the shortest possible stimulus duration which would elicit persistent firing
in most model neurons, in accordance with experimental evidence. he stimulus for model
pyramidal neurons was Istim = 200pA lasting ∆t = 250ms. These specifics differ from
the in vitro stimulation protocol (100 pA lasting for 2 s). However, this difference was
not expected to have a considerable effect on the persistent firing characteristics because
we previously showed in vitro that the stimulus duration (200 ms vs. 2 s each at 100
pA) did not significantly affect the persistent firing frequency in CA1 pyramidal neurons
(Knauer et al. 2013).
Inhibitory Cells
Fast-spiking inhibitory cells comprise only the fast sodium (INa), potassium (IK),
and leak (Il) currents as in (N. J. Kopell et al. 2010). Hippocampal interneurons were
shown in vitro to not display persistent firing in response to a single brief stimulation
(Sheffield et al. 2011), and therefore don’t require calcium and CAN currents. Fast
spiking regimes are obtained by appropriately modifying the parameters of the model




= −Il − IK − INa − ISyn (2.3)
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where :
Il = gl ⋅ (Vm −El)
IK = gK ⋅ n4 ⋅ (Vm −EK)
INa = gNa ⋅m3 ⋅ h ⋅ (Vm −ENa)
The activation variables m,h,n obey the following rule :
dx
dt








for x ∈ {m,h,n}. The α and β functions for each activation variable are defined as :
αm =
0.1 ⋅ (Vm + 35)
1 − exp (− (Vm+35)10 )









exp(−0.1 ⋅ (Vm + 28)) + 1
αn =
0.01 ⋅ (Vm + 34)
1 − exp(−0.1 ⋅ (Vm + 34))




Parameter Value Parameter Value
gl 0.1mS cm−2 gNa 35mS cm−2
El −65mV ENa 55mV
gK 9mS cm−2 area 14000µm2
EK −90mV Cm 1µF cm−2
Table 2.2 – Inhibitory neuron parameters.
Synaptic Connectivity
The synaptic interactions between the neurons are modelled using appropriate excita-
tory (Ic) and inhibitory (Ii) synaptic currents. These are governed by mono-exponential




Ix = gx ⋅ (Vm −Ex)
for x ∈ { c, i} and y ∈ { c, i}, where Ex is the synaptic resting potential and gx is the
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Whenever a postsynaptic neuron receives a presynaptic spike its conductance gx is
increased as follows :
gx ← gx +wyx
where wyx is the connection weight between the presynaptic neuron (identified by
y) and the postsynaptic neuron (identified by x). For simplicity we relied on single ex-
ponential synapses with an instantaneous channel opening rate. Synaptic weights are
normalised according to the network size, to ensure that the average synaptic conduc-
tance per neuron remains constant. Unless otherwise specified, the neurons are randomly
connected, with a connection probability of 0.4, yielding on average 40 connections per
neuron which is commonly regarded as the critical minimum number of synaptic contacts
needed to for the emergence of synchronous activity in model networks (X.-J. Wang et
György Buzsáki 1996). In addition, an all-to-all connectivity (p = 1) would obviously
guarantee the presence of synchronous oscillations, although this would be biologically
unrealistic. For this reason we chose a connection probability which is compatible with
our network size and considerably smaller than 1.
Parameter Value Parameter Value
Ec 0mV Ei −80mV
τc 5ms τi 10ms
Table 2.3 – Synaptic current parameters.
Network Synchronisation
The network synchronisation is computed using the coherence measure defined in
(X.-J. Wang et György Buzsáki 1996). The measure computes the pair-wise co-occurrence
of neuron action potentials κi,j(τ) given a time windows of size τ . For any pair of neurons
X and Y , given their spike trains represented as a series of ones and zeroes depending
on whether the neuron spiked or did not in the time window respectively :
Xi(l), Yj(l) ∈ {0,1}
l = 1,2, ..., L L = tsim
τ
τ = 10ms
where tsim is the duration time of the simulation, and L is the number of time
windows of size τ . Increasing the size of τ augments the probability of spike co-occurrence
and allowing for larger synchronisation values which might be unrealistic. For all our
computations we used τ = 10ms, which we deemed small enough to capture the dynamics
of the network without compromising the reliability of the computed coherence values.
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The network synchronisation measure is then computed as the average κi,j(τ) for a





where P = { (0,1), (3,4), ...} is a subset of randomly sampled neuron pairs of size
N . Unless otherwise specified, the network synchronisation is averaged over a subset
containing 10% of the total neuron pairs in the network, without repetitions. κ(τ) is
comprised between 0 and 1, representing an asynchronous population firing and fully
synchronised firing respectively.
Oscillations
The oscillatory frequencies and power spectra of the neural populations is computed
by applying a one-sided Welch transform to the time series of the average membrane po-
tential of the population. This average signal aims at approximating a local field potential
recorded with an electrode inserted at the centre of the neuronal population. We chose
this measure over the average excitatory synaptic conductance of the network (see (X.-J.
Wang et György Buzsáki 1996) for an example), as averaging over mono-exponential sy-
naptic activity would yield sharp peaks in the averaged signal which would in turn cause
problems to the Welch transform. This would not be the case when averaging over the
membrane potential. The main assumption behind our measure is that the membrane
potential is representative of synaptic activity since postsynaptic receptors react to pre-
synaptic action potentials.
Simulations and Data Analysis
The simulations were run using the BRIAN spiking neural network simulator (Dan
F M Goodman et Romain Brette 2009). The data analyses and statistical comparisons
for both recordings and simulations were performed using Matlab (MathWorks). Average
values are represented as mean ± SEM. Statistical significance was a p-value of α < 0.05.
When comparing the in vitro data to 20 simulations p-values were Bonferroni-corrected
for multiple comparisons.
Results
Persistent Firing Neuron Model Parameters Extracted from In Vitro
Recordings
The parameters of the individual cells in the model network are based on in vitro
recordings of hippocampal CA1 pyramidal cells in the presence of the cholinergic agonist
carbachol (Cch). In previous reports (Jochems et Yoshida 2013 ; Knauer et al. 2013) we
demonstrated that persistent firing in pyramidal neurons of the hippocampus depended
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on the presence of Cch, was mediated by muscarinic receptor activation, and was blo-
cked by flufenamic acid (a potential TRPC channel inhibitor. (L. Donald Partridge et
Valenzuela 2000).
We adapted the model cell parameters to in vitro recordings from four separate sets
of cells stimulated with a 2 s, 100 pA square pulse in the presence of 1, 5, 10, or 20
µM Cch (n = 4, 17, 40, 11 ; respectively). The average persistent firing frequency across
all cells in vitro was 15.6±0.6 Hz (n = 72). In line with the average firing frequency, a
fast Fourier transform using Welch’s modified periodogram (Welch 1967) confirmed that
the highest power for supra-threshold oscillations was around 15 Hz (Fig. 2.6 (A) and
(B)). In the presence of either 1, 5, 10, or 20 µM Cch CA1 pyramidal neurons showed a
persistent firing frequency of 9.3±2.9 Hz, 14.7±1.2 Hz, 16.6±0.8 Hz, and 15.4 ± 1.2 Hz,
respectively (Fig 2.1 (A)). The Cch concentration had a significant effect on the persistent
firing frequency in vitro (one-way ANOVA, F (3, 68) = 3.02, p = 0.036). These results
indicate that in general, higher Cch concentrations yielded a higher persistent firing
frequency in vitro. The absence of a further increase in the persistent firing frequency
with the highest Cch concentration in vitro will be discussed later herein. Fig. 1 (C)
shows a sample voltage trace recorded from a CA1 pyramidal neuron in the presence of
5 µ M Cch displaying persistent firing at a frequency of approximately 6 Hz.
In our model, we adapted Cch concentration levels by varying the strength of the
CAN current conductance gCAN (Fig.1 (B)). We also introduced Gaussian-distributed
heterogeneity in the CAN conductance ( gCAN = N (50,5)µS cm−2 where N (µ,σ) in-
dicates a Normal distribution centred on the mean µ with variance σ). In 20 separate
simulations of 100 unconnected model cells, the average persistent firing frequency lay
between 15.2±0.3 and 16.0±0.3 Hz. To mimic the discontinuous Cch concentrations, we
did not perform a regression analysis but grouped the resulting gCAN values into four
equidistant intervals centred on average gCAN values of 38 µS cm−2, 47 µS cm−2, 53
µS cm−2, and 61 µS cm−2, which were each comprised of 5, 39, 49, and 7 cells, respecti-
vely. These groups yielded persistent firing rates of 7.1±1.6 Hz, 14.1±0.2 Hz, 17.5±0.2 Hz,
22.8±0.6 Hz, respectively. We found in all 20 simulations, that an increase in gCAN signi-
ficantly affected the persistent firing frequency of the pyramidal cells (one-way ANOVA,
F(3, 96) = 176.1, Bonferroni-corrected p < 0.001). These results indicated that higher
gCAN values yielded a higher persistent firing frequency. Indeed, modifying gCAN allowed
the model neuron to display a rich array of persistent firing rates.
In addition, the average persistent firing frequency across all cells in vitro did not
significantly differ from any of the average persistent firing frequencies of the uncon-
nected 100 model cells in 20 separate simulations (2-sample T-test with unequal va-
riances, 0.480 ≤ p ≤ 0.992). Fig. 2.1 (D) shows a sample voltage trace from a model
neuron exhibiting persistent firing at a frequency of approximately 6 Hz with gCAN =
N (38,5)µScm−2, illustrating how the model captures the main features of the mem-
brane potential dynamics of the recorded cells ( Fig. 2.1 (C)).
Here, we showed that the in vitro characteristics of intrinsic persistent firing, i.e. its
frequency range and its positive correlation with ICAN activation (i.e. Cch concentration
or gCAN , are captured by our single neuron model.
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Figure 2.1 – The activation of CAN receptors modulates the persistent firing
frequency of hippocampal neurons, both in vitro and in the model.
(A) The carbachol concentration (µM) modulates the persistent firing frequency recor-
ded d in vitro. (B) Similarly, the CAN conductance (gCAN ) modulates the persistent
firing frequency of the simulated neurons. Line and asterisks over bars indicate statisti-
cal significance. Numbers inside the bars represent the cell count. (C) Sample in vitro
recording of the membrane potential (V m) of one CA1 pyramidal neuron showing ap-
proximately 6 Hz persistent firing after a 2-s stimulation. (D) Sample voltage trace for
one simulated neuron showing approximately 6 Hz persistent firing after a 2-s stimu-
lation. In the voltage trace plots, the bottom line represents the applied square pulse
stimulation current. Persistent firing is elicited after a brief (2 s) stimulation. Parameters
for the CAN pyramidal neurons are : gCAN = N (50,5)µS cm−2, gM = 90µS cm−2.
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The Pyramidal CAN Network Shows a Rich Array of Firing Regimes
Having obtained a biologically-inspired model of CA1 persistent firing pyramidal
neurons (PCAN), we turned our attention to the dynamics of a population comprising
100 of such interconnected neurons.
Similarly as in (Jochems et Yoshida 2015), we found that the CAN current allows the
PCAN network to display a wide range of firing rates as the weights of the excitatory
synapses are increased (Fig 2.2 (F)), by acting on the wcc parameter. In the absence of
CAN current (gCAN = 0S cm−2), the population remained mostly quiescent (f = 0Hz)
after the stimulus (Fig 2.2 (D)), for connection weight values of 0 ≤ wcc ≤ 1.08nS.
Strengthening the synaptic connections (1.08nS < wcc ≤ 1.32nS) accelerated the popu-
lation frequency, as the increased excitation allowed the network activity to persist for
a few milliseconds (0.08Hz ≤ f ≤ 3.56Hz) after the stimulation was removed, without
producing long-lasting persistent firing (Fig 2.2 (E)). When the synaptic strength was
increased above 1.32nS, the population abruptly displayed fast persistent firing with
frequency values greater than 120Hz (Fig 2.2 (C)). In contrast, our CAN-equipped
population was able to generate a continuous range of persistent firing frequencies com-
prised between 14Hz and 200Hz, given increasing pyramidal-to-pyramidal connection
strengths. These results show that network connectivity is not required for persistent
firing to occur ( 14Hz for wcc = 0 nS), as indicated by the intrinsic nature of persistent
firing in vitro (Knauer et al. 2013).
Neurophysiological recordings of neuronal populations implicated in the short-term
maintenance of stimuli during working memory tasks often show elevated firing with
frequencies in the gamma range (Fuster et Alexander 1971 ; Funahashi et al. 1989 ; Young
et al. 1997). Experimental studies of hippocampal populations during working memory
tasks also show similar activation patterns (M D McEchron et John F Disterhoft 1997 ;
Matthew D. McEchron et John F. Disterhoft 1999 ; M D McEchron, Weible et al. 2001),
with frequencies spanning 8 Hz to 150 Hz depending on cell type and location. Modeling
studies suggest similar activation patterns (X.-J. Wang 1999 ; Brunel et X.-J. Wang
2001). Therefore, the population rates displayed by the CAN network, ranging between
14Hz and 200Hz, are in accord with both experimental recordings and modeling studies.
The CAN network displayed three different population firing regimes : a slow re-
gime with firing rates 14Hz ≤ f ≤ 21Hz (Fig 2.2 (A)), a synchronous bursting regime (
Fig. 2.2 (B)), and a fast regime with firing rates f ≥ 117Hz (Fig 2.2 (C)). The transition
between asynchronous slow regime and synchronous bursting depended on the interac-
tion between increased synaptic excitation and the spike-frequency adaptation provided
by the M current. A careful balance between these two currents allowed synchronous
oscillations at frequencies within the theta-band (Colgin 2013) to emerge (Fig. 2.3 (A)
shows a sample raster plot with synchronous activity at fosc = 5.46Hz with a synchro-
nisation of κ(τ) = 0.38. Increasing synaptic strengths over a certain threshold, merged
the bursts into fast gamma population activity, as the local excitation prevailed over
the adaptation. Weakening or disabling the M current, by acting on its conductance
gM , caused the bursting regime to disappear in favour of an asynchronous firing regime
whose frequency increased as PCAN-to-PCAN synapses were strengthened. Conversely,
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gradually strengthening the M current (gM ≥ 12nS) slowed the oscillatory frequency
and produced thinner bursts which eventually degraded into singlet spikes.
The properties of the model do not critically depend on connection probability. We
tested various combinations of network size and connection probability parameters. Sca-
ling up the PCAN network size to 900 pyramidal neurons allowed us to reduce the num-
ber of postsynaptic contacts per neuron, in order to model the relatively low recurrent
connectivity of CA3 (p = 0.02, wcc = 5.4nS, gCAN = N (35,5)µScm−2, gM = 7µScm−2)
[Miles and Wong, 1986] and CA1 (p = 0.01, wcc = 5.4nS, gCAN = N (36.5,5)µScm−2,
gM == 7µScm−2) (Deuchars et Thomson 1996). In both configurations we were able to
elicit theta oscillations at a frequency of approximately 5Hz (results not shown). We
chose a smaller network, comprising only 100 cells, to accelerate simulation time.
Synchronisation in a Pyramidal CAN and Interneuron (CAN-In) Net-
work
We then connected the CAN pyramidal network to a population of inhibitory neurons
(In) in an attempt to synchronise the network activity by leveraging a PING-like (N. J.
Kopell et al. 2010) mechanism. The population of fast-spiking interneurons was driven
solely by excitatory input from PCAN neurons, and in turn provided them with strong
slow-inactivating feedback inhibition. Fig. 2.3 (B) presents a sample raster plot of the
CAN-In network activity, and Fig. 2.3 (D) its corresponding LFP signal.
Our results show that such feedback inhibition enhanced the synchrony of CAN-
mediated oscillatory activity (Fig. 2.4 (E)). For a wide range of PCAN-to-PCAN connec-
tion strengths (0.7 - 0.9 nS), stronger feedback inhibition always led to an increase in
synchronization of network activity. Strengthening inhibitory to CAN connections in a
CAN-Inh network displaying asynchronous persistent firing (Fig. 2.4 (A), κ(τ) = 0.32
with wic = 0nS) slowly synchronised the activity in tight narrow bands (Fig. 2.4 (D),
κ(τ) ≥ 0.66 with wic ≥ 0 0.8nS. However, when the network already displayed synchro-
nous bursts of activity due to strong excitatory connections whilst in the presence of
weak inhibition (Fig. 2.3 (B), κ(τ) = 0.66 with wic = 0nS), increasing the inhibitory
feedbackinitially caused a desynchronisation as the bursts were decoupled (Fig. 2.4 (C),
0.48 ≤ κ(τ) ≤ 0.59 with 0.4nS ≤ wic ≤ 0.7nS). Eventually the bursts were further split
by increasing inhibitory connection strength and became narrow bands of synchronous
doublets or singlets which resulted in an increase of overall network synchronization
(Fig. 2.4 (D), 0.66 ≤ κ(τ) ≤ 0.77 with 0.8nS ≤ wic ≤ 2nS).
Similarly as in a PING (N. J. Kopell et al. 2010) setting, feedback inhibition pro-
vides pyramidal neurons with precise windows of increased excitability in which they
are synchronously activated. A sample raster plot is shown in Fig 2.3 (B). The activity
exhibited by our CAN-In network was more tightly synchronised (κ(τ) = 0.78), compa-
red with that displayed by the network of solely pyramidal CAN neurons (κ(τ) = 0.38).
The fastest-attainable oscillatory frequency in the CAN-In network was fosc = 11Hz,
and depended on the maximum firing rate of the CAN-mediated persistent activity, and
therefore on the CAN conductance. Increasing feedback inhibition strength above a cer-
tain threshold caused it to annihilate the effect of local PCAN-PCAN excitation, and
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Figure 2.2 – The CAN current activation allows a 100-cell network to display
persistent firing in biologically plausible frequency bands. (A) Sample raster
plot of the slow regime (0nS ≤ wcc ≤ 0.45nS), with a population firing rate of f =
19.45Hz for wcc = 0.36nS (B) Sample raster plot of the synchronous bursting firing
regime (0.48nS ≤ wcc ≤ 1.17nS), showing fosc = 5Hz oscillations for wcc = 0.72nS (C)
Sample raster plot of the fast firing regime (wcc ≥ 1.2nS), with a population firing rate
f = 117.3Hz for wcc = 1.2nS (D) The population firing frequencies of the CAN pyramidal
network span 14Hz ≤ f ≤ 120Hz, with 0nS ≤ wcc ≤ 1.23nS. The CAN network (top line)
displays three different firing regimes : a slow regime with firing rates 14Hz ≤ f ≤ 21Hz
(A), a synchronous bursting regime (B), and a fast spiking regime with firing rates
f ≥ 117Hz (C). Conversely, a pyramidal network without CAN current (bottom line)
does not display such a rich firing regime. Parameters are : gCAN = N (50,5)µS cm−2,
gM = 90µS cm−2, 0 ≤ wcc ≤ 1.5nS.
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Figure 2.3 – Comparison of CAN and CAN-In network dynamics.(A) Raster
plot for the 100-cell CAN pyramidal network, showing 5.46Hz oscillations with a syn-
chronisation of κ(τ) = 0.38, τ = 10ms. (B) Raster plot for the CAN-Inhibitory network
comprising 75 CAN pyramidal cells (cell number 0−74, blue diamonds) and 25 inhibitory
cells (cell number 75 − 99, black dots), showing 6.91Hz oscillations with a synchronisa-
tion of κ(τ) = 0.78, τ = 10ms. In both plots the red line below the raster represents the
applied stimulation current. (C) Evolution of the firing frequency of the CAN pyrami-
dal population over time. (D) Evolution of the firing frequency of the CAN pyramidal
population in the CAN-Inhibitory network over time. Parameters for the CAN-only net-
work are : gCAN = N (50,5)µS cm−2, gM = 90µS cm−2, wcc = 0.48nS. Parameters for the
CAN-Inhibitory network are : gCAN = N (50,5)µS cm−2, gM = 90µS cm−2, wcc = 1.44nS,
wci = 1nS, wii = 1.0nS, wic = 1.2nS.
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the network activity reverted to an asynchronous firing regime driven solely by the CAN
current.
To verify that the synchronous activity was maintained by CAN-persistent firing,
we removed the CAN current from the pyramidal population in the CAN-In network.
Solely the pyramidal neurons were injected with the same strong transient stimulus as
in all our simulations. In the absence of CAN current, and with weak local excitation
(wcc ≤ 0.90nS), the pyramidal network activity stopped after the external stimulus di-
sappeared. However, in the presence of strong pyramidal-to-pyramidal excitatory connec-
tions (wcc ≥ 1.36nS), the pyramidal population displayed fast (f ≥ 100Hz) persistent
firing activity (similar to the one displayed in 2.2 (C)) maintained by the recurrent
synaptic connections alone. Simulating the effects of feedback inhibition on this activity
yielded monostable dynamics in which the persistent activity either swamped the net-
work, as the inhibition failed to control the strength of the excitation, or faded away,
as the inhibition prevailed over the excitation. Careful fine-tuning of excitatory and in-
hibitory connection weights could allow for richer dynamics (Compte 2006 ; X.-J. Wang
2001), although this remains outside the scope of our current work.
The Synchronous Firing Regime Resembles Gamma-in-Theta Rhythms
The oscillatory frequencies displayed by the CAN population, both with and wi-
thout inhibition, closely resemble those of nested gamma in theta rhythms as illustrated
in Fig. 2.3 (C) and (D) showing the LFP signal computed from the PCAN and CAN-In
network activities respectively. As previously described, the neurons synchronise their ac-
tivity in theta-frequency bursts of activity (fosc = 5.46Hz in Fig. 2.3 (A)). Investigating
the firing patterns and the LFP signal of the synchronous bursting regime (Fig. 2.3 (A)
and (C)) yielded a synchronisation of κ(τ) = 0.38, which was higher than that displayed
by the slow firing regime (Fig. 2.2 (A)) at κ(τ) = 0.24. In addition, the intra-burst
frequencies were within the gamma band (fintra = 38.03 ± 0.61Hz).
Feedback inhibition (Fig. 2.3 (B)) further tightened the synchronisation of intra-
burst spikes, increasing the coherence value to κ(τ) = 0.78. As a result, the oscilla-
tory frequency of the PCAN-In network accelerated to fosc = 6.9Hz. In this configu-
ration, the CAN population fires synchronously with an average robust intra-burst fre-
quency of fintra = 57.3±1.4Hz as highlighted by the LFP signal of the CAN-In network
(Fig. 2.3 (D)).
Theta Oscillations Are Modulated by CAN Conductance
The CAN current conductance modulated theta oscillations, which accelerated or
decelerated proportionally to changes in values of gCAN , within a certain parameter
range. Increasing the CAN conductance produced faster oscillations, with frequencies
ranging between 4Hz and 6Hz (Fig. 2.5 (A)). In addition, the computed theta-band
power spectrum of the network activity reflected an increase in power in the theta band
as CAN conductance is increased. The oscillatory frequencies of the PCAN population
varied between 4Hz ≤ fosc ≤ 7Hz for N (33,5)µS cm−2 ≤ gCAN ≤ N (55,5)µS cm−2,
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Figure 2.4 – Feedback inhibition synchronises CAN-mediated persistent ac-
tivity. (A) Sample raster plot of the asynchronous firing regime showing a synchrony
measure of κ(τ) = 0.32 in the absence of inhibitory feedback (wic = 50 nS) and weaker
local excitation (wcc = 0.8 nS). (B) Sample raster plot of the synchronous bursting fi-
ring regime showing a synchrony measure of κ(τ) = 0.66 in the absence of inhibitory
feedback (wic = 50 nS) and stronger local excitation (0.8 nS ≤ wic ≤ 2 nS). (C) Increa-
sing inhibition slowly decouples the bursts, causing the overall network synchrony to
decrease to 0.48 ≤ κ(τ) ≤ 0.59 with 0.4 nS ≤ wic ≤ 0.7 nS. (D) Stronger inhibition 0.8 nS
≤ wic ≤ 2.0 nS eliminates the bursts converting them into narrower bands of synchronous
firing, increasing the network synchrony to 0.66 ≤ κ(τ) ≤ 0.77. (E) As the inhibitory
to CAN connection strength wic is increased (y-axis) the synchronization of the firing
activity (κ(τ)) in the CAN population increases from κ(τ) =0.32 (A) to κ(τ) ≥0.66
(D), for several CAN-CAN connection weights 0.72 nS ≤ wcc ≤ 1.08 nS (x-axis). When
starting from a CAN pyramidal synchronous firing regime [wcc ≥ 0.8 nS as shown in
(B)], the network synchronization measure initially decreases as stronger inhibition de-
synchronizes the pyramidal bursts (C). Eventually, the bursts become narrower bands
of synchronous firing (C) yielding a higher network synchrony measure. Parameters are
gCAN = N (22.5,5)µS cm−2, gM = 45µS cm−2, wci = 1nS, wii = 0.5nS. κ(τ) is comprised
between 0 and 1, representing an asynchronous population firing and fully synchronized
firing, respectively. For all, κ(τ) measures τ = 10 ms. [Color figure can be viewed at
wileyonlinelibrary.com]
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gM = 90µS cm−2, and wcc = 0.51nS. Fig. 2.5 (A) shows a high power range around 5
Hz, with the maximum theta power fosc = 4.88Hz for gCAN = N (46.5,5)µS cm−2. Since
the average firing rate of each isolated CAN neuron was approximately 15Hz , when
connected these produced synchronous bursts at 5Hz containing on average 3 spikes per
neuron (3.05 in Fig. 2.3 (A)) thus explaining the peak of power at this frequency.
Feedback inhibition also affected theta oscillation frequencies by accelerating them as
inhibitory-to-PCAN pyramidal synapses were strengthened. Our results indicate that, in
the case of the CAN-In network, the strength of the CAN current modulated both theta
power and oscillation frequencies (Fig. 2.5 (B)). Here, the average oscillation rate of the
CAN pyramidal population was fosc = 7.16 ± 2.66Hz. The oscillatory frequencies of the
isolated PCAN population varied between 4Hz ≤ fosc ≤ 11Hz for N (28,5)µS cm−2 ≤
gCAN ≤ N (64,5)µS cm−2, gM = 90µS cm−2, and wcc = 1.4nS. Furthermore, the power
spectrum of the CAN Pyramidal neurons firing activity showed a peak at fosc = 8.54Hz
for gCAN = N (56.9,5)µS cm−2.
The elicited oscillations were stable in both frequency and amplitude, and lasted for
as long as the underlying persistent firing. Previous reports have shown that cholinergic-
dependent persistent activity can last for longer than 30s (Knauer et al. 2013). The
oscillations could be terminated in our model by depolarizing the cells with an external
input of the same magnitude as the depolarizing stimulation. In addition, in both PCAN
and CAN-In network configurations, increasing and decreasing the CAN conductance
during the simulations allowed for a dynamic modulation of the oscillation frequency
accelerating and decelerating it respectively.
The Synchronous Firing Regime Resembles Gamma-in-Theta Rhythms
The oscillatory frequencies displayed by the CAN population, both with and without
inhibition, closely resemble those of nested gamma in theta rhythms as illustrated in
Fig 2.3 (C). As previously described, the neurons synchronise their activity in theta-
frequency bursts of activity (fosc = 5.46Hz in Fig 2.3 (A)). Investigating the firing
patterns of the synchronous bursting regime (Fig 2.3 (A)) yielded a synchronisation of
κ(τ) = 0.38, which was higher than that displayed by the slow firing regime (Fig 2.2 (A))
at κ(τ) = 0.24. In addition, the intra-burst frequencies were within the gamma band
(fintra = 38.03 ± 0.61Hz).
Feedback inhibition (Fig 2.3 (B)) further tightened the synchronisation of intra-
burst spikes, increasing the coherence value to κ(τ) = 0.78. As a result, the oscillatory
frequency of the PCAN network accelerated to fosc = 6.91Hz. In this configuration,
the CAN population fires synchronously with an average robust intra-burst frequency of
fintra = 57.29 ± 1.35Hz.
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Figure 2.5 – Modulating theta oscillations frequency and power. (A) Theta
oscillations frequency and power are both modulated by the CAN conductance in the
100-cell CAN pyramidal network. The theta frequency range is 4Hz ≤ fosc ≤ 7Hz. (B)
CAN Conductance also modulates theta oscillations frequency and power in the CAN-
Inh network. The theta frequency range is 4Hz ≤ fosc ≤ 11Hz. Parameters for the
CAN-only network are : N (20,5)µS cm−2 ≤ gCAN ≤ N (70,5)µS cm−2, gM = 90µS cm−2,
and wcc = 0.51nS. Parameters for the CAN-Inh network are : N (20,5)µS cm−2 ≤ gCAN ≤
N (70,5)µS cm−2, gM = 90µS cm−2, wcc = 1.44nS, wci = 0.8nS, wii = 1.0nS, and wic =
1.4nS.
84
2.2 Rôle des propriétés intrinsèques : courant CAN et rythme θ
Discussion
CAN-Mediated Synchronous Oscillations
In this paper we present a biologically-inspired model of self-sustained hippocampal
oscillations which relies on intrinsic cellular properties commonly found in hippocampal
pyramidal neurons (Knauer et al. 2013 ; Jochems et Yoshida 2013). We fitted our model
parameters to experimental recordings from CA1 persistent firing cells. We fitted our
model parameters to experimental recordings from CA1 persistent firing cells. The key
features of our model cell behaviour are in accordance with the biological data (Fig. 1).
The aspect in which our cell model deviates from the in vitro data is the maximum achie-
vable persistent firing frequency. The model persistent firing frequency linearly increases
until the highest gCAN values, whereas the in vitro data did not show further increase
in the presence of 20 µM Cch (Fig. 2.1 (A) and (B)). This inconsistency can be explai-
ned by the tendency of CA1 pyramidal neurons to engage in depolarization block in the
presence of elevated (≥ 10muM) Cch concentrations (Fraser et MacVicar 1996 ; Fraser,
Doll et al. 2001 ; Knauer et al. 2013 ; Knauer 2015). An implementation of depolarization
block in the model was beyond the scope of our current work. By confining ourselves
to in vitro recordings that exhibited persistent firing, we introduced a bias towards less
excitable cells in the presence of Cch. This is evident in the fraction of cells showing
persistent firing relative to the total sample size as reported in the method section (i.e.
100, 68, 58, and 17% persistent firing cells in 1, 5, 10, and 20 µM Cch, respectively).
Hence, at higher Cch concentrations a higher fraction of cells had to be excluded because
they exhibited depolarization block. Between 15 and 25 Hz appears to lie a cell-specific
persistent firing frequency limit in CA1 pyramidal neurons, beyond which cells tend to
show depolarization block (Knauer 2015). Unpublished recordings from our laboratory
(n = 19 Long-Evans rats, 14-24 days old, 68% males) in the presence of 0.1 (n = 6), 0.25
(n = 6), 1 (n = 5), and 2.5 (n = 5) µM Cch showed average persistent firing frequencies
of 1.5, 0.7, 6.9 and 14.9 Hz, respectively. The use of a different intracellular solution in
these recordings (KMeSO4 based) may not allow direct comparison with the data pre-
sented here (Kaczorowski et al. 2007). However, these data indicate that the dynamic
range of persistent firing frequencies may extend well into lower concentrations of Cch
and that the plateau observed here (Fig. 2.1 (A)) is a result of the relatively high Cch
concentrations chosen.
Our results demonstrate that synchronous rhythmic activity can be maintained in a
network of CAN-equipped persistent firing pyramidal neurons, in the absence of external
stimulation. The CAN-mediated rhythm generator relies upon the interaction between
local excitation provided by synaptic activity, and the hyperpolarisation provided by
a modulating potassic M current. At each firing cycle, the persistent firing activity
mediated by the CAN current increases postsynaptic excitation within the network. As
a result, every action potential strengthens the M current which eventually temporarily
interrupts the network activity by terminating the spiking burst. The frequency of the
persistent firing acts as a pacemaker, precisely regulating the onset of the oscillatory
activity.
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This mechanism is similar to that described in (Aoyagi et al. 2003), in which a CAN-
like current provides depolarising after potentials (DAPs) which, when carefully balanced
with after hyperpolarising potentials (AHPs), allows single neurons to fire bursts of two
or more spikes. In our work and in that of Aoyagi and colleagues (Aoyagi et al. 2003),
the pyramidal neurons are intrinsically rhythmical, although not intrinsically bursting
(See Fig. S2 (A) and (B) for sample voltage traces). This rhythm can be entrained
in their postsynaptic targets in the form of rapid bursts. In our model the bursts of
activity persist over long time spans and are maintained without the need for external
stimulation, in contrast with the bursting neuron model (Aoyagi et al. 2003) which
requires constant stimulation. This allows our network of CAN pyramidal neurons to
simulate the hippocampal firing regimes commonly recorded throughout the delay phase
of delayed memory tasks (Fransén et al. 2002), during which the hippocampus displays
elevated firing, initiated by a transient stimulus salient enough to be retained long after
it ceased. Our results demonstrate that the network elicits an ample range of biologically
plausible firing rates which are supported solely by the CAN current, suggesting that
the CAN current could contribute to the stability and robustness of rhythmic activity
of local populations of hippocampal pyramidal neurons.
Recent studies have identified CAN-mediated persistent firing in CA1 (Knauer et
al. 2013), an area which is commonly believed to comprise significantly less recurrent
connectivity than other hippocampal regions (Deuchars et Thomson 1996). These results
are in accord with those presented here, in that our network model relies upon a relatively
sparse connectivity.
Moreover, the density of the connections within the network do not significantly
affect the population firing regimes, and strong recurrent connections alone do not yield
biologically realistic firing frequencies (Fig 2.2 (F)). Network firing rates and oscillation
frequencies are maintained solely by the intensity of the CAN current. Taken together,
these observations suggest that our model could be used to represent several different
hippocampal areas.
Theta Oscillations in the Isolated Hippocampus
A vast body of literature has highlighted the importance of the medial septum in the
generation and maintenance of theta-frequency hippocampal oscillations (Vinogradova
1995 ; Tóth et al. 1997 ; Kocsis et al. 1999 ; Fischer et al. 1999 ; Stewart et Fox 1990).
Nevertheless, the results from a recent study (Goutagny et al. 2009) supported by existing
theoretical models (J A White et al. 2000 ; Roger D Traub, Miles et R. K. S. Wong 1989)
indicate that the hippocampus might possess the necessary circuitry to sustain theta
oscillations in the absence of septal drive. Therefore, intrinsic mechanisms within the
hippocampus might be required to support theta oscillations triggered by projections
from the the medial septum.
Here, we present a simple hippocampal network comprising at most two types of cell.
The crucial feature of our model is that local networks of CAN-equipped pyramidal neu-
rons, independent of extrinsic septal drive, can contribute to maintaining theta rhythms
within the hippocampus. Therefore, we hypothesise that local circuits comprising CAN
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pyramidal neurons could provide the neural basis for hippocampal theta oscillations.
Theta frequency and power are both modulated by the intensity of the intrinsic
CAN current, which allows for a rich range of oscillation frequencies within the theta
band (4 − 12Hz). CAN channels are modulated by muscarinic acetylcholine receptors
(Magistretti et al. 2004) which could be the target of cholinergic projections, providing
a stimulation triggering and modulating hippocampal theta oscillations. In the absence
of septal afferents, the activation of the CAN current in the pyramidal neurons may
originate from local populations of cholinergic interneurons (Frotscher et al. 1986 ; Yi
et al. 2015). The cholinergic activation could also derive from cholinergic interneurons
in the medial septum (Simon et al. 2006), which do not display rhythmic theta firing
patterns and are thus thought to act solely as frequency modulators for hippocampal
theta oscillators (Colgin 2013).
Existing models (J A White et al. 2000) of hippocampal theta require the presence
of slow-inactivating inhibition mediated by oriens lacunosum-moleculare (OLM) inter-
neurons, forming a tightly coupled oscillator with their postsynaptic pyramidal neurons
(Cobb et al. 1995). The OLM neurons provide the pyramidal neurons with precise win-
dows of enhanced excitability, synchronising their activity at theta-band frequencies.
This circuitry seems to play an important role in the maintenance of theta oscillations
in the isolated hippocampus (Goutagny et al. 2009), although the provenance of the in-
hibitory afferents involved in the circuit remains unclear. In our model, a single type of
CAN pyramidal cell is necessary and sufficient for the appearance of theta oscillations,
due to its inherent rhythmicity and spike-frequency adaptation. Therefore, our work
could provide a simpler explanation for this phenomenon. Including feedback inhibition
to these pyramidal neurons merely enhances the synchronisation of the CAN popula-
tion. Moreover, inhibition improves the robustness of fast theta oscillations by precisely
modulating the inter-burst interval of the pyramidal population.
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Figure 2.6 – Power spectral density of the cells recorded in-vitro. (A) Power
spectral density of each group of cells by carbachol concentration (1, 5, 10, and 20 µM for
blue circles, red asterisks, orange exes and yellow pluses, respectively), and the average
across all groups (thick black line) which shows a peak at 15Hz. (B) Similary, the power
spectral density for each recorded cell shows peaks which are distributed around 15Hz.
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Abstract
The mechanisms underlying the broad variety of oscillatory rhythms measured in the
hippocampus during the sleep-wake cycle are not yet fully understood. In this article,
we propose a computational model of the hippocampal formation based on a realistic
topology and synaptic connectivity, and we analyze the effect of different changes on
the network, namely the variation of synaptic conductances, the variations of the CAN
channel conductance and the variation of inputs. By using a detailed simulation of intra-
cerebral recordings, we show that this model is able to reproduce both the theta-nested
gamma oscillations that are seen in awake brains and the sharp-wave ripple complexes
measured during slow-wave sleep. The results of our simulations support the idea that
the functional connectivity of the hippocampus, modulated by the sleep-wake variations
in Acetylcholine concentration, is a key factor in controlling its rhythms.
Keywords : Hippocampal oscillations, Conductance-based neurons, Sleep-wake
cycle, Sharp-Wave Ripples, Theta-nested gamma oscillations, Acetylcholine.
Introduction
The hippocampus can exhibit different oscillatory rhythms within the sleep-wake
cycle, each of them being involved in cognitive processes. For example, theta-nested
gamma oscillations, consisting of the coupling of theta (4-12Hz) and gamma (40-100Hz)
rhythms, are produced during wakefulness and are associated with spatial navigation
and working memory tasks ((O’Keefe et Recce 1993), (Axmacher et al. 2010)), whereas
Sharp-Wave-Ripple (SWR) complexes, consisting of fast (140-200Hz) oscillatory events
90
2.3 Un modèle de l’hippocampe
occurring during low frequency waves (≤ 0.5Hz), are produced during slow-wave sleep and
quiet waking and play an important role in memory consolidation ((Gabrielle Girardeau
et Zugaro 2011), (György Buzsáki 2015)). Models exist to reproduce and explain the
generation of each of these rhythms individually : for Sharp-Wave Ripples, see (Taxidis
et al. 2012) or (Roger D. Traub et Bibbig 2000) and for theta-nested gamma oscillations,
see (Pastoll et al. 2013), (Fukai 1999), or (Bartos, Vida et Jonas 2007). However, to the
best of our knowledge, there is at the moment no model capable of generating both
rhythms and functionally switching between them.
The transitions between these rhythms suggest a change in the functional connec-
tivity of the hippocampus. Some authors ((Hasselmo 1999), (Platt et Riedel 2011), see
also (P. H. Tiesinga et al. 2001)) propose that this phenomenon may be due to a neuro-
mudulator, Acetylcholine (Ach), whose concentration is higher during active wakefulness
than sleep, modulating synaptic transmissions. Ach concentration can also vary rapidly
during wakefulness (see (Ruivo et al. 2017) and (Sarter et al. 2009) for studies in ro-
dents), and therefore it could also possibly account for the SWRs that are seen in quiet
awake individuals ((Foster et Matthew A Wilson 2006)). But though we understand the
influence of Ach on individual cells for different receptor types and locations (Drever
et al. 2011), its quantitative effects on the whole hippocampal network remain unclear.
In this context, we have built a computational model of the hippocampal formation
that exhibits characteristic rhythms of wakefulness and slow-wave sleep, considering the
varying concentration of Ach. In order to simulate the complete hippocampal formation,
our model uses point neural models (single-compartment) but having realistic dynamics
(conductance-based Hodgkin-Huxley neurons). Among these neurons, some have one
of the membrane channel’s conductance directly linked to the level of Ach (CAN, see
(Giovannini, Knauer et al. 2017)). The microscopic anatomy of the neurons was approxi-
mated by two compartments (the simplest shape able to generate a relatively realistic
LFP through a dipolar electric field (Pettersen et al. 2012)), while the macroscopic ana-
tomy of the hippocampal structure was reproduced by positioning and connecting the
neurons in an anatomically realistic manner. Based on the model proposed in (Hasselmo
1999), the network’s functional connectivity was changed between wakefulness and slow-
wave sleep. Moreover, the stimulation entry of the network was derived from real sEEG
measurements recorded during wake/sleep in the human prefrontal cortex (projecting
on the entorhinal cortex). In order to compare our results with in vivo signals from the
human hippocampus, we also simulated the signals recorded by a realistic macroscopic
sEEG electrode placed within the network.
Our main finding is that our model can indeed reproduce both theta-nested gamma
oscillations and SWR complexes in humans by changing the level of Ach, with but little
influence of the input stimulus. The network connectivity seems to determine the high
frequency component of the rhythms, whereas individual neurons channel conductance
seem to determine its low frequency component.
In the following section, we describe our model in terms of individual neuron equa-
tions, synapses, topology, and electrode simulation, and we highlight the connectivity
parameters that were changed to represent slow-wave sleep and wakefulness. We then
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Figure 2.7 – Coregistered CT-MRI image of the implantation of an SEEG electrode in
the patient’s hippocampus (coronal view).
present and analyze the oscillatory patterns we obtain.
Materials and Methods
Experimental data
The LFP data we used was obtained from a patient suffering from refractory epilepsy,
implanted with intracranial electrodes for surgery planning at the Neurology Service
of the University Hospital (CHU) from Nancy, France. The patient gave his informed
consent and the study was approved by the ethics committee of the hospital. The SEEG
electrodes (Dixi Medical®, France) had a diameter of 0.8mm, with 2mm-long contacts
and 1.5mm inter-contact distance. The patient was notably implanted in the prefrontal
cortex, the temporal lobe and the hippocampus (see Figure 3.3 for an MRI image of the
implatation of an electrode in the hippocampus), but the epileptogenic zone was located
in another region. The position of the electrodes in the patient’s brain was automatically
ascertained using a procedure described in (Hofmanis et al. 2011).
Signals were recorded using Micromed®, Italy acquisition system. The sampling fre-
quency was 1024 Hz. All signals were labelled by a neurologist to identify the different
stages of the sleep-wake cycle (based on EEG signal) as well as to exclude any epileptic
phenomena from the data (interictal or seizures). Therefore we assumed that, when no
seizure or epileptic spike occurred, the signals from these regions were similar to that of
healthy people. We used signals from wakefulness and slow-wave sleep states.
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Computational model
Neuron dynamics models
The neurons in our network were simulated using a single compartment conductance-
based model derived from Hodgkin-Huxley’s ((Hodgkin et Huxley 1952)). The temporal





= −Ileak −∑ Ichannel − IsynE − IsynI + η (2.6)
where Ileak is a leakage current, each Ichannel is the membrane current associated with
the ion channel channel, IsynE and IsynI are the excitatory and inhibitory synaptic
input to the cell, respectively, and η is a random gaussian noise accounting for unknown
entries.
Our principal excitatory neurons were pyramidal cells modelled with the following ion
channels : fast sodium (INa), potassium (IK), low-threshold calcium current (ICa), and
potassium M-current (IM ) . Some pyramidal cells were also added a Calcium-Activated-
Nonspecific (CAN) cationic channel, with corresponding current ICAN . In the following,
these two types of pyramidal cells are referred to as non-CAN and CAN respectively.
Interneurons were modelled with the following ion channels : fast sodium (INa), and
potassium (IK).
The complete expressions for all these ionic channel currents are detailed in (Gio-
vannini, Knauer et al. 2017).
The leakage currents obey the following equation :
Ileak = (gleak ×A) × (Vm −Eleak) (2.7)
where gleak is the maximum leaking conductance, A is the area of the neuron membrane
and Eleak is the channel reversal potential.
The IK , IM and ICAN currents follow a set of equations of the form :
Ichannel = (gchannel ×A) ×mk × (Vm −Echannel) (2.8)












Similarly, the INa and ICa currents follow a set of equations of the form :
Ichannel = (gchannel ×A) ×mk × n × (Vm −Echannel) (2.9)
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Finally the gating variable of ICAN depends on the calcium concentration inside the








2 × F × depth ×A
where τ[Ca]2+ = 1s represents the rate of calcium removal from the cell, [Ca]2+∞ =
0.24mol/L is the calcium concentration if the calcium channel remains open for a du-
ration ∆T → ∞, ku = 104 is a unit conversion constant, F is Faraday’s constant and
depth = 1µm is the depth at which the calcium is stored inside the cell.
The amplitude of the noise η (Equation 2.6) simulating random unknown inputs to
our network was set to 500pA.
The full expression of all the parameters defined here can be found in Table 2.4 and
Table 2.5 for interneurons and pyramidal neurons, respectively.
Synaptic models
The interactions between neurons were modelled as AMPA and GABA-A synapses,
with IsynE and IsynI currents for excitatory and inhibitory connections respectively.
These currents are described by the following bi-exponential differential equations :
IsynI,E = gI,E(Vm −EI,E), (2.10)
dgI,E
dt










Whenever a pre-synaptic spike occurs, the value of gI or gE in the post-synaptic neuron
is increased by a fixed amount gmaxE or gmaxI .
The values of the synaptic resting potentials EI and EE , and the synaptic time
constants of rise and decay τgE , τhE , τgI and τhI are summed up in Table 2.6.
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At the macroscopic level, our network is composed of two different structures : one
representing the hippocampus, and the other representing the entorhinal cortex. The
hippocampus itself is divided into three substructures : the dentate gyrus, CA3 and
CA1. A 10 :1 ratio between pyramidal neurons and interneurons, as reported in (Jinno
et Kosaka 2010) for dorsal hippocampus, was respected in all regions but the dentate
gyrus . The same 10 :1 ratio was used between the total number of neurons in CA1 and
the total number of neurons in CA3, as reported in humans in (M. J. West et Gundersen
1990).
As for the dentate gyrus, we considered a ratio 100 :1 ratio between the pyramidal
cells and the interneurons, because of the higher proportion of excitatory cells compared
to inhibitory cells in this structure ((Patton et McNaughton 1995),(Jinno et Kosaka
2010)). The number of excitatory cells as well as interneurons are summed up in Table
2.7. CAN pyramidal neurons were used in the entorhinal cortex, CA3 and CA1, while
non-CAN neurons were used in the dentate gyrus.
As our goal is to model realistically the population’s extracellular recordings, the
position of the entorhinal cortex and the hippocampal structures and the different types
of neurons within them were chosen in accordance with human anatomy. A 15mm-thick
layer of the hippocampal formation was reproduced in this way, with pyramidal neurons
uniformly distributed within the stratum pyramidale (or within the stratum granulo-
sum for the dentate gyrus), and interneurons uniformly distributed within the stratum
oriens. For each pyramidal neuron, its projection on the stratum moleculare was also
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αm,CAN 0.0002 ⋅ 31.4
[Ca]2+i
0.5mol/L
βm,CAN 0.0002 ⋅ 31.4
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Table 2.6 – Parameter values of the biexponential synapses
Synapse Type AMPA GABA
Resting Potential (E) 0 mV -80 mV
Time constant for rise (τg) 0.3 ms 1 ms
Time constant for decay (τh) 5 ms 10 ms
Maximum Conductance (gmax) 60 pS 600 pS
Table 2.7 – Number of excitatory neurons (NE) and interneurons (NI) in each region
Region NE NI
Entorhinal cortex 10000 1000
Dentate Gyrus (τg) 10000 100
CA3 (τh) 1000 100
CA1 (gmax) 10000 1000
computed as an estimation of the position of its apical dendrites (Figure 2.8), and thus
the orientation of the (neural) elementary dipole used for generating the extracellular
recordings. In other words, at the cellular level, the detailed geometry of the pyrami-
dal neurons was simplified to simple current dipoles (Pettersen et al. 2012). Moreover,
as interneurons contributions to the LFP are very small (Mazzoni et al. 2015), their
microscopic geometry was neglected (point neurons).
Structural connectivity
As it is commonly accepted that the hippocampal formation receives most of its
external inputs through the entorhinal cortex, only these neurons receive external sti-
mulation in our model ((Andersen et al. 2007)). From this region, the neural activity
propagates in the hippocampus through the so-called "tri-synaptic way", going from the
entorhinal cortex to the dentate gyrus, from the dentate gyrus to CA3, from CA3 to
CA1, and finally from CA1 back to the entorhinal cortex. Fewer connections are also
made from the entorhinal cortex directly to CA3 and CA1 ((Andersen et al. 2007)). The
connection probability of any two neurons from different regions is summed up in Table
??.
On the other hand, and as was also done in (Taxidis et al. 2012), the connection
probability p between any two neurons within the same region depends on the distance
D between them, following a gaussian-like distribution : p = A.e−
D2
2σ2 . The width σ of this
distribution was set to 2500µm for pyramidal cells, in accordance with (Ropireddy et al.
2011) (which states that hippocampal pyramidal cells make half of their connections
within 1.3-1.7mm), and to the value of 350µm for interneurons, in accordance with the
values reported in (Freund et G. Buzsáki 1996) for hippocampal basket cells (which states
that the transverse extent of their axon is between 900 and 1300 µm). The connection
probability distributions for each region are then characterized by the probability A of
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Figure 2.8 – Topology of the entorhinal cortex and the hippocampus used in the model
two neurons within a distance D close to zero to be connected, summed up in Table
?? (Sources : (Couey et al. 2013), (Patton et McNaughton 1995), (Taxidis et al. 2012)).
First, the root mean square (RMS) of the signal was computed using 10ms-long time
windows with no overlap, and its standard deviation (SD) was derived from its whole
length. Portions of signal where the RMS was greater than 2xSD, with a peak above
4xSD, were considered as events.
The spectrum of all the events was then analyzed to determine their peak frequency
and to identify the type of oscillatory patterns : in the following sections, all filters
applied to the signals are Butterworth filters of order 2.
The distribution of the peak frequencies in the different simulations performed were
compared using Wilcoxon–Mann–Whitney tests (with the purpose of avoiding making
assumptions on the shape of the distributions).
In the real SEEG signals, a similar procedure was used to detect SWR, except that
the RMS was computed from the 120-250Hz bandpass filtered signal and only events
when the peak RMS was above 6xSD were considered.
Results
Network Topology influences the measured LFP
One of the original contributions of this work is the use of an approximation of
the real anatomy of the simulated systems. Therefore, regardless and previous to any
sleep/wake analysis, one of our first concerns was to check what could be the benefits
of using a anatomically realistic topology and connectivity compared to, say, a random
one.
Figure 2.9 and Figure 2.10 present the simulated LFP with slow-wave sleep and wa-
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kefulness parameters respectively in 3 different networks : a first network with topology
and connectivity as defined in Section 3.4.2, a second network with the same topology
but a uniform rather than distance-related connectivity, and a third network where the
connectivity was kept but where each structure’s topology was replaced with a simple
rectangular-shaped column. Other parameters were kept the same across simulations.
What can be seen is that both topology and connectivity influence the results of
the simulations for slow-wave sleep parameters. Sharp-wave ripples-like events (see Sec-
tion 2.3.1) can only be seen with a distance-related connectivity and not with uniform
connectivity. The events obtained with the full topology are closer to the frequency of
sharp-wave ripples reported in the literature (see (György Buzsáki 2015)), while those
obtained with a simplified topology lie within the gamma band (and there is proportio-
nally more power in the theta and gamma bands compared to the ripple band in this
case).
On the other hand, theta and gamma oscillations can be obtained with all the three
networks, though the temporal aspect of the simulated signal is modified by changing
either the connectivity or the topology.
A possible explanation as for why the topology and connectivity can affect so much
the resulting simulations in the slow-wave sleep case is that it changes the number and
sizes of interconnected neuronal clusters and therefore without a detailed topology it is
hard to get the same kind of neural synchronization as seen during sharp-wave ripple
complexes. To a lesser extent, changing the position of the neurons and their orientation
when changing the topology also affects the resulting signal as it affects the way neural
activities are summed up when computing the LFP seen by the electrode.
Sharp Wave-Ripples complexes appear with Slow-Wave Sleep parame-
ters
With slow-wave sleep connectivity, slow-wave sleep inputs, and reduced CAN cur-
rents, large amplitude events can be seen on the simulated electrode every few seconds
(11 events in a typical one-minute-long simulation, with mean duration 156ms), as the
one shown on figure 2.11. Band-pass filtering them between 30 and 400Hz reveals an os-
cillatory pattern with peak frequency at 161Hz (SD : 9Hz) (see also Figure 2.17), which
is consistent with the literature on sharp-wave ripple complexes for in vivo recordings
((György Buzsáki 2015)).
The ripples in the simulation also appear to happen with a timing close to that of
the sharp-waves ripples in the LFP recorded in the patient’s hippocampus, as shown
in Figure 2.12. In ten one-minute-long signals, 228 SWR were found in the measured
LFP and 235 in the corresponding simulations. 62% of the simulated events were located
within 1 second of a SWR in the corresponding measured signal, the simulated SWRs
occurring in average 220ms before a measured SWR (SD :1.8s).
The raster plot and population coherence measure of the different regions reveals
that the sharp-wave ripples seen on the LFP come from a synchronized activity of CA1
pyramidal cells that is initiated by a strong inhibitory input from the interneurons in
CA3 (followed by excitation from CA3 and then strong inhibition in CA1 itself). During
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Figure 2.9 – Comparison of the simulated LFP for slow-wave sleep, with the follo-
wing topology and connectivity : (a) full topology and distance-related connectivity, (b)
full topology but uniform connectivity, and (c) simplified topology and distance-related
connectivity. A : 10-second LFP traces for each conformation. B : Peak frequency of
the detected events in each LFP simulations, for each conformation, with mean and SD.
Statistical comparison shows significant difference between each case (p < 10−3). C : Fre-
quency of occurrence of the events for each conformation, with mean and SD. D : Power
in in the oscillations in the Ripple (120-200Hz, yellow), Gamma (30-100Hz, green) and
Theta (5-10Hz, blue) frequency bands, with mean and SD, for each conformation.
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Figure 2.10 – Comparison of the simulated LFP for wakefulness, with different topolo-
gies and connectivities
Comparison of the simulated LFP for wakefulness, with the following topology and
connectivity : (a) full topology and distance-related connectivity, (b) full topology but
uniform connectivity, and (c) simplified topology and distance-related connectivity. A :
5-second LFP traces for each conformation. B : Peak frequency of the detected events in
each LFP simulations, for each conformation, with mean and SD. Statistical comparison
shows significant difference between each case (p < 10−3). C : Peak frequency of the LFP
filtered in the theta band (5-10Hz), for each conformation, with mean and SD.
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the ripple, interneurons in CA1 and CA3 are relatively silent, and only get strongly
synchronized again around 100ms later, possibly causing the termination of the ripple
(this inhibitory activity originates from the Dentate Gyrus). This activity is similar to
what has been reported for O-LM interneurons in particular (see (Somogyi et al. 2014)).
The evolution of a coherence measure of the CA3 and CA1 regions during a ripple
(computed as in (X.-J. Wang et György Buzsáki 1996) on sliding windows of width
50ms with 75% overlap) is shown on Figure 2.13.
However, almost all of the CA1 pyramidal neurons fire during each of these events,
therefore it does not fully respect what was reported in the literature, as in (Nádasdy
et al. 1999). The direction of the propagation of the ripples in CA1, as well as their
original location, varies between events (figure not shown), in accordance with (Patel
et al. 2013).
The spectrum of the simulated signal is quite similar to that of the SEEG signal
measured in the hippocampus during slow-wave sleep, though the simulated signal shows
a stronger power density in the ripple frequency band (see Figure 2.16). This could
be explained by the fact that our simulated neurons only model a small layer of the
hippocampus where CA1 pyramidal cells almost all get involved in the SWRs and get
highly synchronized, and therefore our simulations don’t show enough noise and power in
other frequency bands. Also, we do not include in our simulation the LFP generated by
neighboring structures and propagated through the extracellular medium, which could
increase the energy in the low frequencies of the LFP and therefore could compensate
for the apparent high frequency peak that we observe in our simulations.
Theta-nested Gamma Oscillations appear with Wakefulness parameters
Switching the network parameters to the wakefulness ones gives rise to different
oscillatory rhythms. Indeed, when applying a similar method of event detection as for
slow-wave sleep, that is when looking for portions of the signal with RMS significantly
above its standard deviation (see Section ??), it can be seen that the events’ peak
frequency is shifted towards the gamma range (53Hz, SD 32Hz). Also, the signal now
presents lower frequency oscillations, with a peak in its power spectral density around
7Hz, which corresponds to the theta frequency band (see Figure 2.14).
More precisely, power in the gamma frequency band (30-100Hz) is mostly located
around the peak of the theta oscillations (see Figure 2.15). On the other hand, the
frequency of the gamma oscillations doesn’t change significantly depending on the phase
of the theta oscillations.
The spectrum of the simulated signal is similar to that of the measured SEEG in the
hippocampus (see Figure 2.16), though it has more power in the theta frequency band,
possibly for the same reasons as the one explained earlier in Section 2.3.1.
Factors influencing the sleep-wake oscillatory rhythms
After having confirmed that slow-wave sleep and wakefulness parameters (input,
CAN current and functional connectivity) were associated with sharp-wave ripples and
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Figure 2.11 – LFP simulated at the electrode during a ripple, and corresponding 120-
250Hz bandpass filtered and 50 Hz lowpass filtered signals.
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Figure 2.12 – A : Comparison between the position of sharp-wave ripples in the simula-
tion (red stars) and in the slow-wave sleep recordings of the hippocampus (green stars).
The blue line corresponds to the simulated LFP, and the red line to the recorded one.
B : Frequency of occurrence of the sharp-wave ripples in the measured and simulated
LFP.
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Figure 2.13 – Population coherence plots in the CA3 and CA1 regions for excitatory
neurons (E, dotted lines) and inhibitory neurons (I, solid lines) during a ripple. In light
blue, the corresponding normalized simulated LFP is shown.
Raw LFP
Simulated Theta-nested Gamma oscillations







Figure 2.14 – LFP simulated at the electrode during theta-nested gamma oscillations,
and corresponding 50-120Hz bandpass filtered and 12 Hz lowpass filtered signals.
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Figure 2.15 – Proportion of the power in the gamma frequency band depending on the
phase of the theta oscillations, in ten one-minute-long simulations









































Figure 2.16 – Comparison between the power spectrum of the hippocampal LFP (blue)
and the corresponding simulated signal (orange), during slow-wave sleep (left) and wa-
kefulness (right).
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theta-nested gamma oscillations respectively, we tried to modify each of them indivi-
dually to analyze their influence. Note that among these parameters, two are conti-
nuously varying (functional connectivity gain f and CAN channel conductance gCAN ,
while the third one is binary (sleep/wake input).
A first analysis can actually be done by binarizing all three factors. As we have
determined the most plausible values that generate either sleep rhythms (i.e. SWR) or
wake rhythms (theta-gamma oscillations), we can choose the respective values for the
connectivity gain and the CAN conductance (f={1, 3} and gCAN = {0.5, 25}µS). These
values are designated in the following by sleep (f = 1, gCAN = 0.5) and wake (f = 3,
gCAN = 25) respectively.
As it can be seen in Figures 2.17, the high frequency component of the oscillations
depends mostly on the functional connectivity, with little effect from the CAN current
and almost no effect from the input : slow-wave sleep connectivity produces events within
ripple frequency range, while wakefulness connectivity produces peak frequencies within
the gamma band. The input type (sleep/wake) does not significantly change these peak
frequencies. The CAN conductance has a slightly more important effect, sufficient for
changing the peak frequency when the connectivity is low (sleep connectivity). Similar
results can also be seen on Figure 2.18, as whenever the connectivity is set to slow-wave
sleep, there is more power in the ripple band than in the gamma band and conversely
with wakefulness connectivity. The CAN currents increase the overall power in the signal
in every parameter set, and also increase the frequency of occurrence of SWRs seen with
slow-wave sleep connectivity, from 0.3Hz (SD 0.1Hz) to 1.6Hz (SD 0.1Hz) with sleep
inputs and from 0.13Hz (SD 0.04Hz) to 1.25Hz (SD 0.4Hz) with wakefulness inputs (in
each case the p-value is less than 0.01). The power of the signals are much higher with
slow-wave sleep connectivity than with wakefulness connectivity, which may be due to
the very high neuronal activity seen during our simulated SWRs.
In order to asses more precisely the effect of the CAN conductance variations, we
have also modified it gradually between the two extreme values (see Figure 2.21, left
panel ; recall that the on/off CAN current labels in Figure 2.17 correspond to the most
extreme cases in Figure 2.21).
Figure 2.17 indicates that functional connectivity is the most important factor for
changing the peak frequency. The natural question which arises is if this change in
the peak frequency is gradual when we vary the connectivity gain f or if there is a
switch at some point. This is explored in Figure 2.19 (left panel). As it can be seen, the
peak frequency varies rather continuously with the connectivity, but non-linearly. Small
values of f ensure the generation of ripples, while values greater than 1.5 lower the peak
frequencies into the gamma band. For conciseness, we present here the dependency of the
peak frequency with f for fixed values of the CAN conductance (to one of the extreme
values, namely wake) and the input (wake also), but the results are similar for other
combinations.
The low frequency part of the simulated signals seems to be influenced differently
by these three factors. Indeed, low-passing the signals below 20Hz and looking at the
highest frequency peak in their spectrum shows that the low frequency component of the
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Figure 2.17 – Distribution of the peak frequencies of events in ten one-minute-long
simulations with Sleep or Wakefulness stimulation, Sleep or Wakefulness connectivity,
and presence or absence of CAN current, with mean and standard deviation (N indicates
the number of events). Whenever a different connectivity is used, the peak frequency is
significantly different (p < 10−3). The number of studied events in each case is N=234,
967, 76, 750, 309, 218, 164 and 272 respectively. The dark blue points correspond to the
same set of parameters chosen for the study of the influence of the connectivity in Fig
2.19.
oscillations seems to be influenced mostly by the CAN current, with smaller effect from
the input or the connectivity (see Figure 2.20). High CAN current (gCAN ≥ 25µS/cm2,
see Figure 2.21, right panel) is a sufficient condition for the oscillations to reach the theta
band. Similar results can be obtained even if the CAN current is high only in the CA1
and CA3 neuron populations and not in the entorhinal cortex. On the contrary, varying
the functional connectivity alone (while maintaining the input and the CAN conductance
in wake states) does not significantly alter the low frequency part of the simulated signals
(see Figure 2.19, right panel). Still, theta oscillations can also be generated in the absence
of a high CAN current (which thus is not a necessary condition), if both connectivity
and input are in the wake state. If one of them (or both) are in the sleep state, the low
frequency part remains below the inferior bound of the theta band.
Discussion
In this work, we built a computational model of the hippocampus capable of repro-
ducing both slow-wave sleep sharp-wave ripples and wakefulness theta-nested gamma
oscillations. This models takes advantage of a realistic network topology and synaptic
connectivity, and includes effects on individual neurons and functional connectivity that
are coherent with the varying concentration of Acetylcholine over the sleep-wake cycle.
Overall, it is consistent with the theory from (Hasselmo 1999) stating that Ach could
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Figure 2.18 – Power in the oscillations in the Ripple (120-200Hz, yellow), Gamma
(30-100Hz, green) and Theta (5-10Hz, blue) frequency bands in ten one-minute-long
simulations with Sleep or Wakefulness stimulation, Sleep or Wakefulness connectivity,
and presence or absence of CAN current, with mean and standard deviation.





































Figure 2.19 – Influence of the functional connectivity modification factor f , with wa-
kefulness input and high CAN current. In dark blue, the value f = 1 corresponds to the
sleep connectivity and f = 3 corresponds to the wakefulness one. Left : Distribution of
the peak frequencies of events. Right : Distribution of the low frequency component of
the signals (ten simulations in each case).
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Figure 2.20 – Distribution of the low frequency components of the neural oscillations
in ten one-minute-long simulations with Sleep or Wakefulness stimulation, Sleep or Wa-
kefulness connectivity, and presence or absence of CAN current. The p-values indicated
correspond to the comparison of the signals with and without CAN in each situation.
With CAN current, the oscillations lie within the theta frequency band. The green points
correspond to the same set of parameters chosen for the study of the influence of the
CAN channel conductance as in Fig 2.21.





































Figure 2.21 – Influence of the CAN channel conductance gCAN (in µS/cm2). In green,
the value gCAN = 0.5µS/cm2 corresponds to slow-wave sleep settings and gCAN =
25µS/cm2 corresponds to wakefulness. Left : Distribution of the peak frequencies of
events. Right : Distribution of the low frequency component of the signals (ten simula-
tions in each case).
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be an important factor in the changes of rhythms observed in the hippocampus in the
context of the two-stage model of memory formation. However it should be noted that
other mechanisms might be at work than Ach modulation, leading to similar effects
(especially regarding the synaptic connectivity).
Our results suggest that the high frequency component of hippocampal oscillations
might be governed mostly by network connectivity, whereas the low frequency compo-
nents could result from individual neuron channel properties. A possible consequence of
this idea is that higher frequency, pathological oscillations that are seen in the epileptic
hippocampus for example (fast ripples or seizures) might also emerge from an abnormal
functional connectivity of the system rather than individual neuron properties.
An interesting point to raise is that the glutamatergic inputs given to the network
seemed to have little to no influence on the frequency of our model’s oscillations, which
could indicate that the hippocampus doesn’t need an external "pacemaker" such as the
medial septum to set its rhythms, but it has its own internal pacemaker, the CAN neurons
(for more arguments on that topic, see for example (Hangya et al. 2009), (Kang et al.
2015) or (György Buzsáki 2002)). Still, the external influence cannot be excluded, as our
model predicts that theta oscillations can also be generated by the correct combination
of the inputs and functional connectivity, as mentioned in the previous section. On the
other hand, the inputs seem to influence the timing at which oscillations are generated,
which could account for signal encoding, particularly during wakefulness. On portions
of the signals, the simulation even showed some similarities with the measurements in
the temporal domain and not only in the frequency domain (see Figure 2.12).
Similarly to what have been proposed by (Taxidis et al. 2012), our model was able to
reproduce different rhythms, and sharp-wave ripples in particular, by using only chemical
synapses (and therefore no axo-axonic gap junctions). This further supports the idea
that gap junctions may not be necessary for generating high frequency oscillations in
the hippocampus.
Finally, our work suggests that the topology of the hippocampal formation should
be taken into account in order to improve existing computational models. In particular,
such methods could produce a realistic SEEG signal estimation while keeping the simu-
lation complexity low, by solving the differential equations for point neurons only and
considering them as dipoles for calculating local field potentials.
Information Sharing Statement
All the Python source files used for building the network and running the simulations





Les modèles de réseaux de neurones biologiques développés dans les chapitres précé-
dents ainsi que les principes généraux mis en évidence dans la génération des rythmes
neuronaux peuvent être étendus à des applications biomédicales et des structures va-
riées. Nous proposons ici trois applications qui s’appuient sur les opportunités offertes
par nos collaborations nous permettant l’accès à des données neurophysiologiques ex-
périmentales ou cliniques. Ces applications concernent : 1) l’epilepsie du lobe temporal
mésian (section 3.2.2), 2) l’action du propofol (Section 3.3), un anesthésique général, sur
l’activité neuronale, en particulier de populations d’interneurones hippocampiques, et 3)
la modélisation de l’activité des ganglions de la base dans la maladie de Parkinson (Sec-
tion 3.4). Les deux premières applications s’inscrivent dans la thématique plus globale
de l’étude du fonctionnement mnésique. En effet, en parallèle des hypothèses testées sur
les mécanismes sous-jacents des rythmes épileptiques ou de l’action des anesthésiques,
l’étude de la perturbation des rythmes sains hippocampiques nous permet d’émettre des
hypothèses quant aux rôles et interactions des différents “motifs” d’activité hipopcam-
piques et corticaux en corrélation avec la cognition (cf également Section 4.2 du chapitre
4 de la deuxième partie, page 231).
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3.2 Modélisation de l’hippocampe épileptique
● Collaborations :
● Radu Ranta, maître de conférence au CRAN-UMR7039 (Centre de Recherche
en Automatique de Nancy).
● Louis Maillard, Louise Tyvaert, Olivier Aron, neurologues au CHRU de Nancy.
● Encadrements :
● Thèse de doctorat d’Amélie Aussel (2016-2019)
co-encadrée à 50% avec Radu Ranta.
Sujet : Extraction de marqueurs électrophysiologiques et modélisation mathé-
matique de l’hippocampe épileptique pendant le sommeil.
● Encadrement projet recherche de 2ème année d’École des Mines de Cécile
Aprili (2019-2020)
Encadrement 100%.
Sujet : Corrélation entre Sharp Wave-Ripples Hippocampiques et Rythmes
Delta Corticaux – Implication pour la mémorisation spatiale
Publication : (Aussel, R. Ranta, Aron et al. 2020)
3.2.1 Introduction – résumé
La modélisation de l’hippocampe humain et de ses rythmes permet de s’intéresser
notamment à l’épilepsie du lobe temporal mésian. Cette section traite de l’extension
du modèle mathématique biophysiquement et anatomiquement réaliste de l’hippocampe
sain et des rythmes veille/sommeil lent profond développé au chapitre 2.3.1 vers un
modèle d’hippocampe épileptique avec des activités de crises et des évènements intercri-
tiques en veille et en sommeil lent profond. Ce travail a été réalisé en collaboration avec
le service d’épileptologie du CHRU de Nancy.
Les épilepsies du lobe temporal mésian ont une prévalence d’environ 0,6 pour 1000
(Asadi-Pooya et al. 2017). La plupart des cas présente de plus une pharmaco-résistance
nécessitant souvent, lorsque cela est possible, une résection chirurgicale de la zone épi-
leptogène. C’est lors des explorations précédant ce type d’intervention que sont réalisés
des enregistrements intra-cérébraux de l’activité hippocampique notamment. D’un point
vue rythmique, ces épilepsies se caractérisent par des crises correspondant à une activité
électrique neuronale hippocampique excessive avec hypersynchronisation, mais égale-
ment par une activité interictale perturbée essentiellement par l’apparition de pointes
(activité isolée de forte amplitude et haute fréquence) et de ripples rapides (de fréquence
comprise entre 200 et 400 Hz) (Figure 3.1) et entraînant des déficits cognitifs, dont des
troubles mnésiques, qu’il s’agisse de mémoire de travail (Krauss et al. 1997), de récupé-
ration (Kleen et al. 2013) ou de consolidation (Gelinas et al. 2016).
Notre étude de modélisation visait à reproduire, à partir d’un même modèle, l’en-
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Figure 3.1 – Motifs d’activité épileptiques hippocampique dans les épilepsies
du lobe temporal mésian. Repris de (Reyes-Garcia et al. 2018) (A, B, C) et de (Ibarz
et al. 2010) (D) pour les ripples rapides.
semble de ces rythmes de nature différente afin d’en éclairer les mécanismes de généra-
tion. Nous avons en particulier mis en évidence des rôles spécifiques des propriétés du
réseau et des dysfonctions à l’échelle du neurones dans les activités ictales et interic-
tales respectivement, en états de veille et de sommeil lent profond. En effet, nous avons
montré que le bourgeonnement des fibres moussues en conjonction avec la sclérose hip-
pocampique est principalement responsable des crises épileptiques ; toutes deux ayant
des effets antagonistes : la croissance des fibres augmentant l’occurrence des crises alors
que la sclérose a tendance à la diminuer. Bien que les canalopathies du potassium et
les perturbations de la dynamique chlorique aient une influence perceptible sur la géné-
ration des crises, elles influencent essentiellement la génération de l’activité interictale.
Le modèle reproduit, de plus, la plus forte propension des crises et des ripples rapides
à se produire pendant la veille, alors que les pointes interictales apparaissent davantage
pendant le sommeil. Ces résultats de simulations sont en accord avec les observations
cliniques et pourraient expliquer la fréquente inefficacité des traitements ciblant spéci-
fiquement les canaux potassiques dans la suppression des crises épileptiques dans les
épilepsies du lobe temporal mésian.
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3.2.2 Article :
Cell to network computational model of the epileptic human
hippocampus suggests specific roles of network and channel dys-
functions in the ictal and interictal oscillations
Soumis à European Journal of Neuroscience en août 2020.
Authors :
Amélie Aussel1,2, Radu Ranta2, Olivier Aron3, Louise Tyvaert3,
Louis Maillard3, Sophie Colnat-Coulbois3, Laure Buhry1
1University of Lorraine, LORIA CNRS UMRS 7305, INRIA CR Nancy Grand Est,
54600 Villers–Nancy, France
2University of Lorraine, CRAN-CNRS UMR 7039, Nancy France
3Department of Neurology, CHRU de Nancy, Nancy, France
Abstract
The mechanisms underlying the generation of hippocampal epileptic seizures and
interictal events and their interactions with the sleep-wake cycle are not yet fully un-
derstood. Indeed, the epilepsies of the mesial temporal lobe are associated with hippo-
campal abnormalities both at the neuronal level (channelopathies, impaired potassium
and chlore dynamics) and at the network level (neuronal and axonal loss, mossy fiber
sprouting), and with more frequent seizures during wakefulness compared with slow-wave
sleep. In this article, starting from our previous computational modeling work of the hip-
pocampal formation based on realistic topology and synaptic connectivity, we study the
role of micro- and mesoscale pathological conditions of the epileptic hippocampus in the
generation and maintenance of seizures and interictal oscillations. We show, through the
simulations of hippocampal activity during slow-wave sleep and wakefulness that : (i)
both mossy fiber sprouting and sclerosis account for epileptic seizures, (ii) but they have
antagonist effects (seizure occurence increases with sprouting but decreases with sclero-
sis), (iii) though impaired potassium and chloride dynamics have little influence on the
generation of seizures, they do play a role on the generation of interictal patterns, and
(iv) seizures and fast ripples are more likely to occur during wakefulness and interictal
spikes during sleep.
Keywords : hippocampus, epilepsy, sleep-wake cycle, computational modeling, Hodgkin-
Huxley formalism, realistic anatomy, pathological connectivity.
Abbreviations :ACh, Acetylcholine ; AMPA, α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid ; CA,Cornus Ammonis ; CAN, Calcium-Activated Nonspecific ; DG, Dentate Gy-
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rus ; EC, Entorhinal Cortex ; GABA, γ-aminobutric acid ; IED, Interictal Epileptiform
Discharge ; LFP, Local Field Potential ; RMS, Root-Mean-Square ; SD, Standard Devia-
tion ; sEEG, Stereotactic Electroencephalography ; SNR, Signal-to-Noise Ratio.
Introduction
The hippocampus can exhibit different oscillatory rhythms within the sleep-wake
cycle, each of them being involved in different cognitive processes. For example, theta-
nested gamma oscillations produced during wakefulness are associated with spatial na-
vigation and working memory tasks (O’Keefe et Recce 1993 ; Axmacher et al. 2010),
whereas Sharp-Wave-Ripple (SWR) complexes produced during slow-wave sleep and
quiet wakefulness play an important role in memory consolidation ((Gabrielle Girardeau
et Zugaro 2011 ; György Buzsáki 2015)). Models exist to reproduce and explain the ge-
neration of each of these rhythms individually : for Sharp-Wave Ripples, see (Taxidis
et al. 2012) or (Roger D Traub, Bibbig et al. 2000) and for theta-nested gamma oscilla-
tions, see (Pastoll et al. 2013), (Fukai 1999), or (Bartos, Vida et Jonas 2007). Possible
mechanisms and generation and transition between all these rhythms were discussed in
(Aussel, Buhry, Tyvaert et al. 2018).
Understanding these oscillatory rhythms is all the more important that altered hip-
pocampal rhythms are involved in drug-resistant mesial temporal lobe epilepsy, a form of
epilepsy affecting about 0.6 person per 1000 people (Asadi-Pooya et al. 2017) and which
is pharmacoresistant in most of the cases. On top of hippocampal seizures (episodes of
excessive neural activity), the epileptic hippocampus also produces interictal epileptic
patterns which have been shown to be associated with cognitive impairments of working
memory (Krauss et al. 1997), memory maintenance and retrieval (Kleen et al. 2013),
and memory consolidation (Gelinas et al. 2016).
As for physiological rhythms, some models have also been previously developed to
reproduce epileptic seizures (see the review from (Stefanescu et al. 2012)) or interictal
spikes (brief peaks of synchronous activity, see for example (Demont-Guignard et al.
2009)), but these models cannot fully explain the correlations between neuropathological
conditions of the hippocampus, physiological processes such as the sleep-wake cycle, and
the resulting oscillations. Furthermore, computational models have typically studied
epileptic phenomena at a single scale, focusing on either cellular pathologies (such as
(Cressman et al. 2009) on the role of potassium and sodium dynamics, or (Dyhrfjeld-
Johnsen 2008) on the role of hyperpolarization activated current) or network properties
(see (F. Wendling et al. 2002) on the synaptic coupling between neuronal populations,
(Netoff 2004) on the topology of synaptic connections or (Morgan et Soltesz 2008) on
the role of sclerosis and mossy fiber sprouting), and thus little is known about their joint
effects.
In this context, the main objective of this article is to provide better understanding
of pathological hippocampal oscillations : epileptic seizures, interictal spikes and fast
ripples. We do so by developing a multi-scale computational model of the hippocampus
regrouping many mechanisms previously described in separate works, and analyzing
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its oscillatory activity as we vary different parameters representing either structural
or functional properties of the network, as well as pathological modifications typically
observed in epilepsy.
More precisely, we extend a healthy hippocampus model of the sleep-wake cycle we
previously presented in (Aussel, Buhry, Tyvaert et al. 2018) so as to include four typical
pathological modifications of the hippocampus seen in mesial temporal lobe epilepsies,
that is hippocampal sclerosis (Blümcke et al. 2013), mossy fiber sprouting ((Buckmaster
et al. 2002)), impaired potassium dynamics ((Lerche et al. 2012), (Coulter et Steinhau-
ser 2015)), and impaired chloride dynamics in pyramidal neurons (and its influence on
inhibition, (Huberfeld et al. 2007)). These modifications involve both network connec-
tivity and single neuron dynamics. It should be noted that our model of the healthy
hippocampus was unable to reproduce pathological outputs even in presence of patho-
logical inputs. The model also includes a simulation of the Local Field Potential (LFP)
generated by the neurons, so as to be comparable with clinical recordings.
In the present work, after introducing the model and justifying our choices of healthy
parameters with a Sobol’ sensitivity analysis, we first analyze our epileptic hippocampal
network’s behavior under stereotypical inputs, and study how these four parameters can
induce saturation or modify neural oscillatory frequency. We also investigate whether the
specific functional connectivity of wakefulness induced by cholinergic modulation could
make this state more vulnerable to epilepsy-associated damage.
We then apply realistic stimulation to the network in order to find which choice
of parameters enable the reproduction of hippocampal seizure, as well as two types of
interictal patterns, interictal spikes and fast ripples.
Finally, after presenting the detailed results of these different simulations, we focus
our discussion on the role and the balance of the modeled phenomena in epilepsy : how
do the network related pathologies (mossy fiber sprouting and sclerosis) and the cellu-
lar mechanisms (potassium and chloride dynamics) affect seizure and interictal events
production ? Which is their coupling with sleep and wakefulness states ? Is it possible to
infer on the behavioural and cognitive impairments, essentially memory deficits, usually
associated with hippocampal epilepsy ?
Materials and Methods
In this section, we will succinctly present the main features of our model of the healthy
hippocampus (developed in (Aussel, Buhry, Tyvaert et al. 2018)), before showing how
it was modified to account for epileptic abnormalities. We will then explain thoroughly
how we simulated and analyzed the behavior of this epileptic model.
Computational modeling of healthy hippocampal oscillations
The model proposed in this paper is directly inspired from our previous work ((Aus-
sel, Buhry, Tyvaert et al. 2018)). We recall that this model covers multiple scales, from
channel level mechanisms (Hodgkin-Huxley formalism, used to model classical K and
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Figure 3.2 – Diagram of our model of the hippocampal formation, with the parame-
ters to be studied appearing in red. The number of neurons of each type in each region
is shown inside black boxes. Purple arrows represent AMPA synaptic interactions, and
green arrows represent GABA synaptic interactions, with next to them the correspon-
ding connection probability and the maximum synaptic conductance. The black arrow
represent input stimulation given to the EC neural populations.
Na channels, but also Calcium-Activated Nonselective cation channel - CAN) to realistic
anatomy and modulated connectivity (intra and inter structures connection probabili-
ties and gains on synaptic conductances), including more than thirty thousand neurons
to represent the four main regions of the hippocampal formation : the Dentate Gyrus
(DG), CA3, CA1, and the entorhinal cortex (EC). The model is driven by a set of para-
meters (gains, maximum probabilities, input characteristics), themselves with biological
significance. The complete structure is given Figure 3.2. In our previous paper, we have
proposed a set of parameters and mechanisms able to explain sleep-wake variations of
the oscillatory patterns (SWR, theta-gamma) and the transitions between them. For
details, see (Aussel, Buhry, Tyvaert et al. 2018).
The first aim of this paper is to explore further, more systematically, the role of these
parameters (in red in fi-gure 3.2). This parameter study is presented in section 3.2.2.
Once a set of parameters is defined for the healthy hippocampus, the epileptic model
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will be built upon it.
Model changes to account for epilepsy
Among the different changes that can occur in an epileptic hippocampus, we chose
to focus on four in particular : hippocampal sclerosis, mossy fiber sprouting, increased
excitability and impaired inhibition.
Hippocampal sclerosis was modeled by reducing the number of excitatory neurons in
each subregion of the model as a fraction scl of the maximum pyramidal cell and granule
cell reduction observed in type 1 hippocampal sclerosis (see (Blümcke et al. 2013)). More
precisely, the number of excitatory neurons was set to :
— 10000 ⋅ (1 − 0.75scl) in the entorhinal cortex
— 10000 ⋅ (1 − 0.6scl) in the dentate gyrus
— 1000 ⋅ (1 − 0.8scl) in CA3
— 10000 ⋅ (1 − 0.8scl) in CA1
with scl varying between 0 (no sclerosis) and 1 (high sclerosis). The number of inhibitory
neurons on the other hand was left unchanged in accordance with the clinical and expe-
rimental literature (see for example (Babb et al. 1989) and (Fritschy et al. 1999)). With
scl = 0, the number of excitatory neurons in all regions is the same as in our healthy
hippocampus model.
Mossy fiber sprouting (see (Buckmaster et al. 2002)) was represented by including
recurrent excitatory connections in the dentate gyrus as well as increasing the number of
connections from excitatory to inhibitory neurons in this region, and to CA3 and CA1
neurons. A parameter spr varying between 0 (no sprouting) to 1 (high sprouting) was
defined to modify the maximum synaptic connection probabilities to :
— 0.1 ⋅ spr from excitatory to excitatory neurons, so that each excitatory neuron
makes in average 300 synapses with spr = 1, in accordance with the maximum
500 new synapses reported in a pilocarpine epilepsy model in (Buckmaster et al.
2002)
— 0.06 ⋅ (1 + spr) from excitatory to inhibitory neurons, so that each excitatory
neuron forms about 1% of its new synapses with inhibitory interneurons.
Regarding the increased excitability of pyramidal cells, we chose to change the equi-
librium potential EK of their potassium channels, which could represent for example a
channelopathy ((Lerche et al. 2012)) or impaired glial function ((Coulter et Steinhauser
2015)). A healthy hippocampus is characterized with EK = −100mV , and this value is
increased to −90mV or −80mV , increasing neuronal excitability, to represent epilepsy.
Finally, different mechanisms can alter synaptic inhibition in mesial temporal lobe
epilepsy. The one we focus on here is the accumulation of chloride ions inside pyramidal
cells changing the reversal potential of GABA synapses (see (Huberfeld et al. 2007) or
(Auer et al. 2020)).
We propose to model chloride ion concentration in each excitatory neuron as a simple
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with τCl the decay rate of [Cl−]. Whenever the excitatory neuron emits an action po-
tential, the concentration [Cl−] is then increased by a fixed amount (set here to 0.2). A
healthy hippocampus is characterized by a fast τCl decay rate of 0.1s ; we increased this
value up to 0.5s or 1s to represent epilepsy.
The expression of the resting potential EI of the inhibitory synaptic current received
by the neuron is then modified to :
EI = {
−80mV if [Cl−] ≤ 0.5
0mV otherwise. (3.2)
i.e., when EI = 0 mV, the synapses become excitatory. The values involved in this
model have been chosen so that the threshold [Cl−] = 0.5 is scarcely exceeded in a
simulation with parameters representing a healthy hippocampus.
To summarize, our epilepsy study introduces 4 new parameters in our hippocampal
model, scl, spr, EK and τCl, representing respectively hippocampal sclerosis, mossy fiber
sprouting, pyramidal cell hyperexcitability and impaired inhibition. These parameters
are to be studied in relation with the vigilance state, which can be set to either slow-wave
sleep or wakefulness, according to the methodology described in sections 3.2.2 and 3.2.2,
and our previous work (Aussel, Buhry, Tyvaert et al. 2018).
Inputs to the hippocampal model
The behavior of the model is investigated under two different types of inputs, either
stereotypical or based on sEEG recordings.
First, in section 3.2.2, we begin by applying a stereotypical input current directly to
all the excitatory and inhibitory neurons of the entorhinal cortex. To study the response
of our model to input variations, we applied a square wave current Istim starting at
t0 = 250ms of which we varied the maximum value A1 as well as the frequency f1 across
simulations :
Istim(t) = {
A1 if {t > t0 and sin(2πf1(t − t0)) ≥ 0}
0 otherwise. (3.3)
In section 3.2.2, we then apply a more realistic input to the network, this time derived
from sEEG measurements in human patients. The LFP data we used was obtained from
patients presenting mesio-temporal refractory epilepsy, implanted with deep intracere-
bral electrodes for surgery planning at the Neurology Service of the University Hospital
(CHU) in Nancy, France. The patient gave his informed consent for using data. The
sEEG electrodes (Dixi Medical ®, France) had a diameter of 0.8mm, with 2mm-long
contacts and 1.5mm inter-contact distance. The patient was notably implanted in the
prefrontal cortex, the temporal lobe and in both hippocampi (see Figure 3.3 for an MRI
image of the implantation of an electrode in the hippocampus), one of them being the
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Figure 3.3 – Coregistered CT-MRI image showing the implantation of SEEG electrodes
in a patient’s hippocampi (frontal view).
seizure onset zone. The position of the electrodes in the patient’s brain was automatically
ascertained using a procedure described in (Hofmanis et al. 2011).
The signals were recorded using Micromed®, Italy acquisition system. The sampling
frequency was 1024 Hz. The signals of each patient were labelled by neurologists to
identify the different stages of the sleep-wake cycle (based on EEG signal) as well as to
locate any epileptic phenomena from the data (interictal or seizures). We used data from
either the slow-wave sleep or wakefulness state.
From the data recorded on the electrodes located in the prefrontal cortex, the late-
ral temporal lobe and the temporal pole, three groups of 10000 Poisson neurons were
defined : each of their firing rates was obtained by first high-pass filtering the LFP from
one of these regions above 5Hz, then taking its absolute value, and finally scaling it to
a 0-200Hz range, so as to roughly follow its temporal evolution. Each of the Poisson
neuron group was connected to the neurons of a different slice of the entorhinal cortex
region with a uniform probability of 0.05 through excitatory synapses with the same
conductance gmax,e as within the network.
Output of the hippocampal model : LFP approximation
Point neurons cannot generate extracellular potentials, as they do not respect current
conservation laws. A minimal neuron model able to generate LFP has to be dipolar
((Pettersen et al. 2012)). As the LFP is thought to be mainly due to synaptic currents, the
neural dipoles are supposed to form between the dendritic and synaptic compartments
of the neurons.
For each excitatory neuron, its projection on the stratum moleculare was thus compu-
ted as an estimation of the position of its apical dendrites (Figure 3.5), and its projection
on the stratum oriens as an estimation of the position of its basal dendrites. The synaptic
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Figure 3.4 – Diagram of the parameters L, r and θ used to compute the contribution
of single neuron to the LFP.
compartments of the neural elementary dipole was set to the basal or apical dendrites
depending on the synapse type, following existing literature (see for example (Ander-
sen et al. 2007)). Moreover, as interneurons contributions to the LFP are very small
(Mazzoni et al. 2015), their microscopic geometry and thus the LFP they generate were
neglected (point neurons).
The analyzed output is the extracellular potential generated by the network, at a
macroscopic scale.
The modelling of the LFP follows the approach proposed in (Mazzoni et al. 2015).
More precisely, the potential in every point in space was approximated by a weighted
sum of the synaptic currents arriving at each pyramidal neuron (both excitatory and
inhibitory) while neglecting the influence of the synaptic currents arriving onto inter-
neurons. Considering the neurons as dipoles (with orientation and amplitude given by
the above described projections of the soma), the contribution U of a neuron of length L
to the extracellular potential at any point in space, at a distance r and an angle θ from
the midpoint of the neuron (see Figure 3.4), writes as :
U = L cos θ
4πσr2
(IsynE + IsynI ) (3.4)
where σ = 0.3S/m is the conductivity of the extracellular medium, which we considered
homogeneous.
The LFP at one point is the sum of the contributions from all the excitatory neu-
rons in the entorhinal cortex and the hippocampus (dentate gyrus, CA3, and CA1) :
LFP=∑U . In order to model the signal recorded by the macroscopic electrode and to
compare it with real patient recordings, we averaged the LFP on two sets of 144 points
evenly distributed on a cylinder of diameter 0.8mm going through the network, each of
them representing a 2mm-long contact, separated by 1.5mm,and computed the difference
between the two resulting signals, as in a bipolar sEEG montage (see figure 3.5).
Similarly to what was done in the intracerebral EEG recordings available to us (sec-
tion 3.2.2), the simulated LFP was also bandpass filtered between 0.15Hz and 480Hz
and downsampled to 1024Hz.
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Figure 3.5 – Topology of the entorhinal cortex and the hippocampus used in the model,
along with the two simulated electrode contacts, as in (Aussel, Buhry, Tyvaert et al.
2018).
Detection of epileptic oscillations in the modeled LFP
In clinical context, pathological oscillations such as seizures and interictal discharges
(IEDs) are commonly detected by visual inspection of the EEG or sEEG signals by an
expert. Their automated detection is still an active research field and often relies on
machine learning techniques to cluster the data into a physiological and an epileptic set
(see for example (Paul 2018) for the detection of seizures or (Gaspard et al. 2014) for
IEDs).
In this work, we chose to keep a rather simple approach for the detection of patho-
logical oscillations in our simulated signals. Seizures were characterized by an increase
in the power in the theta to alpha band (4-10Hz), as was for example found out in
intracerebral recordings in (Naftulin et al. 2018).
Interictal spikes, sharp-wave ripples, and fast ripples were detected by first filtering
our simulated LFP in the corresponding frequency bands (10-80Hz, 120-200 Hz and
200-500Hz respectively), and computing the root mean square envelope (RMS) of the
resulting signals. Events were then defined as portions of LFP with RMS higher than its
mean value and with a peak at least four times its standard deviation in at least one of
the defined frequency band. IEDs were defined as events with a peak in the RMS of the
10-80Hz filtered signal but no peak in the ripple or fast ripple frequency ranges, ripples
were defined as events with a peak in the RMS of the 120- 200Hz filtered signal but no
peak in the fast ripple frequency range, and fast ripples were defined as events with a
peak in the RMS of the 200-500Hz filtered signal.
Because the hippocampus is able to produce both fast oscillations (gamma to fast
ripple frequency range) and slow oscillations (delta to theta frequency range), we also
chose to interpret the following outputs of our model : the peak frequency of the LFP
spectrum in the 30-500Hz range ffast (from gamma to ripple and higher) and the peak
frequency of LFP spectrum in the 1-30Hz range fslow (which includes the delta and theta
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frequency bands).
Simulation tools
All the simulations were performed using the Brian2 libraries for Python ((Stimberg
et al. 2014)), on the Grid’5000 testbed, supported by a scientific interest group hosted
by Inria and including CNRS, RENATER and several Universities as well as other
organizations (see https://www.grid5000.fr).
As the space of parameters is highly dimensional, a specific methodology was ap-
plied in order to explore the influence of these parameters on the model output. This
methodology, based on DOE / Sobol’s, is detailed in the appendix. It allowed us to es-
tablish a set of parameters (as well as confirm our previous choices from (Aussel, Buhry,
Tyvaert et al. 2018)) able to explain SWR and theta-gamma (sleep / wake oscillations)
and mechanisms of transition between them.
Once the healthy model established, we have explored the space of the epileptic
parameters (spr, scl, EK and τCl). The dimension being much lower, we could sample it
regularly instead of using DOE/Sobol’s schemes, performing a total of 648 two-second
long simulations under stereotypical inputs and 648 two-minute long simulations under
realistic inputs.
Results
Parameter choice for healthy hippocampus modeling
So as to get an intuition on the behaviour of the model, we first conducted an ex-
ploration of the parameter space following a Box-Benhken design of experiments (DOE)
matrix and a Sobol’ sensitivity analysis with our ten parameters (the simulation am-
plitude A1, the stimulation frequency f1, the connection probability on the trisynaptic
pathway ptri, and monosynaptic pathway pmono, the maximum conductance of exci-
tatory synapses gmax,e, and inhibitory synapses gmax,i, the gain on the conductance of
ACh-enhanced excitatory synapses Ge, on ACh-reduced excitatory synapses ge, on ACh-
enhanced inhibitory synapses Gi, and the conductance of the CAN channel gCAN ), which
described in full details in Annex ??. This analysis was performed using stereotypical
inputs, as the influence of realistic inputs has already been studied in (Aussel, Buhry,
Tyvaert et al. 2018).
Quantifying typical oscillations of the sleep-wake cycle can be done by choosing the
appropriate sets of parameters so as to have fslow in the delta range (1-4Hz) and ffast
in the gamma range (30-90Hz) for wakefulness and fslow in the theta range (5-10Hz)
and ffast in the ripple range (130-200Hz) for slow-wave sleep respectively. We showed
before the frequency fslow is mostly determined by the frequency f1 of the input, which
is why this section will mostly be focused on the choice of parameters needed to obtain
oscillations either in the gamma or ripple range.
Among the parameters that can be used to tune the network’s behavior, some of
them like ge, Ge, gi and gCAN that reflect ACh neurotransmitter concentrations could
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change their value to better reproduce either sleep or wakefulness oscillations. On the
other hand, ptri and pmono represent the structural connectivity of the network, so they
should not be changed between simulations once properly set. The same holds true for
gmax,e and gmax,i which represent the basic conductances of synapses (i.e. without any
synaptic plasticity or external neurotransmitter influence).
Using this analysis enabled us to reduce the amount of simulations needed to find
suitable sets of parameters to reproduce healthy sleep and wakefulness oscillations com-
pared to a regular sampling of the (10-dimensional) parameter space. All these choices
of parameters can be found in Table 3.1, and will be reused in our study of the epileptic
hippocampus.
From the simulations performed for the Sobol’ sensitivity analysis, we classified the
parameters depending on the frequency range of the output ffast (into gamma, 30-90Hz,
and ripple 130-200Hz frequency bands), and represented their distribution on Figure 3.6.
Four parameters, pmono, gmax,i, ge and gCAN , have a significantly different distribution
between the gamma and ripple bands (p<0.001 in a Wilcoxon–Mann–Whitney test).
Figure 3.7 shows the value of ffast depending on these four parameters on all the 2200
simulations performed in the Sobol’ analysis. Overall, a large set of parameters could be
used to produce either sleep or wakefulness oscillations.
Figure 3.6 – Mean and standard deviation of the set of parameters yielding fast os-
cillations in the gamma (30-90Hz) and ripple (130-200Hz) frequency range respectively.
A star (*) next to a parameter’s name indicate that the gamma and ripple sets are
statistically different (p<0.001 in a Wilcoxon–Mann–Whitney test).
Because ptri and gmax,e can been shown (Figure ??) to have only limited influence
on the output oscillations, we chose to keep them at the mean value of the previous
studied range, that is : ptri = 0.45 and gmax,e = 60pS. The value of gmax,i is slightly more
influential, but as shown on Figure 3.6 the mean value gmax,i = 600pS is also appropriate
to be able to reproduce both gamma and ripple oscillations.
The parameters Ge and Gi, which have very limited influence on ffast, represent the
possible increases of the synaptic conductances due to the presence of neurotransmitters
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such as Acetylcholine in the network. Therefore, we chose to have Ge = Gi = 1 to represent
the slow-wave sleep state (that is, the absence of Acetylcholine), and Ge = Gi = 3 (the
mean value of the range we studied) for the representation of the wakefulness state, for
biological plausibility reasons.
Then, the three main parameters that remain to be chosen are pmono, ge and gCAN .
From Figure 3.7, it can be seen the fastest oscillations (i.e. in the ripple range) can
be obtained roughly when ge and gCAN are low, and pmono is rather high. Conversely,
oscillations in the gamma range are obtained with higher ge and gCAN and low pmono.
Figure 3.7 – Evolution of the ffast oscillatory frequency depending on the parameters
gmax,i, ge, pmono and gCAN (normalized). The parameter values chosen to represent the
slow-wave sleep and wakefulness states are shown with a red and blue cross respectively.
Because pmono should be kept the same during wakefulness and slow-wave sleep for
biological plausibility, we chose to use the mean value of 0.3. For the other values, we
chose to have gCAN set to its minimal value to represent sleep (0.5µS/cm2) and to its
highest value during wakefulness (25µS/cm2), and ge to its lowest value during sleep
(ge = 1) and to its middle value (ge = 3) during wakefulness to stay coherent with the
other parameters representing the variation of synaptic conductances Ge and Gi. These
values, also represented on Figure 3.7, are in agreement with our previous study in
realistic inputs ((Aussel, Buhry, Tyvaert et al. 2018)).
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Table 3.1 – Choice of network parameters for the sleep and wakefulness state
Influence of the epilepsy parameter changes under stereotypical inputs
In this section, we apply a stereotypical square-wave input to our network to study
the frequency of the oscillations it can produce under different values of the epilepsy
parameters.
Pathological oscillations produced by the epileptic model
Under stereotypical inputs, i.e. when stimulating entorhinal cortex neurons with a
positive square current, the LFP generated by the network shows coupled fast and slow
oscillations whose frequency varies with the epilepsy parameters.
The evolution of the fast oscillations peak frequency ffast as a function of the four
parameters spr, scl, EK and τCl is shown on Figure 3.8-A for slow-wave sleep and
wakefulness respectively. Each subplot of this figure shows in color the values of ffast
depending on spr and scl, for fixed values of EK and τCl, which correspond to the line
and column at which the subplot appears. The point in the bottom-left corner of the
bottom-left plot therefore corresponds to a healthy hippocampus model. This layout will
be used again throughout this article for the representation of other model outputs.
In both the slow-wave sleep and wakefulness modes, high mossy fiber sprouting level
comes with higher frequency fast oscillations compared to the healthy hippocampus.
Reciprocally, high hippocampal sclerosis tends to reduce the frequency of the fast oscil-
lations produced by the network.
From this study, it seems that the fast ripple oscillations observed in epileptic hip-
pocampus experimentally in wakefulness and slow-wave sleep could be obtained in our
model with high mossy fiber sprouting level and rather low sclerosis level. An hyperex-
citability of the pyramidal neurons (controlled by the parameter EK) would facilitate
such pathological oscillations. As for slower epileptiform patterns such as interictal di-
scharges, these could be obtained more easily with higher sclerosis levels and medium
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Figure 3.8 – Evolution of the frequency of the simulated LFP for different values of spr,
scl, EK and τCl. A- Fast oscillation frequency ffast. B- Slow oscillation frequency fslow.
C- Standard deviation of the fast oscillation frequency ffast. In each plot, the left panel
shows results under slow-wave sleep settings, while the right panel shows wakefulness
settings. The input stimulation has frequency f1 = 2.5Hz and amplitude A1 = 1.2nA for
slow-wave sleep and f1 = 2.5Hz and A1 = 0.8nA for wakefulness.
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mossy fiber sprouting level. These hypothesis will be tested with realistic inputs in the
next section.
It should also be noted that when presented with an input consisting of several
stimulations with the same duration and amplitude, the network can respond at different
frequencies, as can be seen on Figure 3.8-B, where the standard deviation of the ffast
frequency of the network activity emerging from successive stimulations is shown. This
is especially true for intermediate to high values of all four parameters, that is when the
network is at the limit between a healthy and a fast pathological behavior. The standard
deviation of ffast is also higher in the wakefulness compared to the slow-wave sleep state.
Because no parameter was changed between successive stimulations, it is likely that the
different oscillatory frequencies result from a different initial state of the network when
the stimulation starts (for example, the initial membrane potential of neurons, which
are set randomly), and from the internal noise in the neuron models.
Epileptic features of the network influence the slow frequency of the oscillations
fslow as well, when the network is stimulated with a constant input (Figure 3.8-C). In
particular, high sclerosis and sprouting enable the network to produce oscillations in the
theta frequency band under constant input during wakefulness, and even in the alpha
or beta band when potassium dynamics are altered.
It is interesting to notice that our experiments could in principle be used for pre-
dicting the output of the model. Indeed, the relationship between the fast oscillations
frequency ffast and our four parameters can be estimated with a second order poly-
nomial function (with a least-square method). This estimation yields a coefficient of
determination R2 1 of 0.84 in the wakefulness mode and 0.77 in the slow-wave sleep one.
In wakefulness, the most important parameters are the mossy fiber sprouting level spr
and the sclerosis level scl, while in slow-wave sleep it is the sclerosis scl followed by the
potassium channel equilibrium potential EK (see Figure 3.9). The value of ffast also
increases with the amplitude of the input A1, especially under slow-wave sleep settings.
Model saturates in extreme high sprouting - low sclerosis conditions
Certain parameters values cause the network to saturate after a few seconds, i.e. to
produce continuous paroxystic neural spiking in all the regions of the model, which does
not stop even after all external input to the network is removed. This abnormal activity
first arises from CA3, which can be expected knowing that this region is the one with
highest recurrent excitation. The LFP in this saturated state shows a peak in the fast
ripple frequency band (above 200Hz) in its spectrum.
Under wakefulness settings, such saturation state only appears with high mossy fiber
sprouting level spr and low hippocampal sclerosis level scl ((spr = 0.8,scl = 0),(spr =
1,scl = 0) or (spr = 1,scl = 0.2)), which is consistent with an overall epileptogenic effect
of sprouting ((Santhakumar et al. 2005)) compared to a protective effect of sclerosis
((Lopim et al. 2016)).
1. R2 = 1 − ∑Ni=1(yi−ŷi)2∑Ni=1(yi−ȳ)2 with y the observed values to estimate, ȳ the mean of the observed values, ŷ
the modeled values and N the number of data points
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Figure 3.9 – Coefficients measuring each parameter’s individual, squared or joint in-
fluence in the modeling of ffast in the wakefulness (upper panel) and slow-wave sleep
modes (lower panel). The significant coefficients (p<0.001) are shown in red.
During slow-wave sleep, this phenomenon arises from a smaller subset of the parame-
ters space, that is with high pyramidal cell hyperexcitability (EK = −80mV or higher),
very high sprouting (spr = 0.8 or higher), and no hippocampal sclerosis (scl = 0). In
conditions where instability appears only in wakefulness, it seems to arise from the mo-
dified synaptic connectivity accompanying wakefulness (and the increased excitatory
synaptic strength in the dentate gyrus in particular), and not from the increased CAN
current.
Overall, results in the next sections should be interpreted with caution for areas of
the parameter space leading to such paroxystic activity, although it should be noted that
these areas (with excessive sprouting but little to no sclerosis) are unlikely to be seen in
a human hippocampus in the first place.
Reproduction of epileptiform activity under realistic inputs
We next applied a realistic input to our network as defined in Section 3.2.2. More
precisely, we chose portions of signal from a patient including a seizure episode during
both slow-wave sleep and wakefulness to study seizure appearance in our model, and
portions of wakefulness and slow-wave sleep signal from another patient without seizures
for the study of interictal events.
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Seizure-like activity appears under balanced sclerosis and mossy fiber sprou-
ting
Under wakefulness settings, it is possible for the model to reproduce seizures with
similar timing and duration as in clinical measurements, as shown on Figure 3.10-A1,
which goes with an increased power in the theta frequency band. Increasing the parame-
ters spr or EK , or decreasing the parameter scl, tends to make the seizure in the model
last longer or even never stop (though it should be noted that our model does not include
any internal seizure termination mechanisms), as well as it increases the amplitude and
frequency of the discharges in it, as shown for example on Figure 3.10-A2). Choosing
parameters closer to a healthy state has the opposite effect, to a point where the seizure
disappears. The longer seizures as the one on Figure 3.10-A2 show a slow increase in
their theta band power at the beginning of the seizure similar to that of the real seizure.
The seizure-like activity in the simulated LFP occurs when the input stimulation shows
an increased power in the theta to beta frequency bands, in accordance with our previous
results on stereotypical inputs. No significant change occur in the spectrum of the LFP
before the beginning of the seizure.
The total power in the theta band in the whole seizure episode (Figure 3.10-B) is
increased compare to a healthy network when the sclerosis parameter scl is smaller than
the sprouting parameter spr, and is strongly reduced at higher sclerosis levels. Under
wakefulness settings, the neuronal hyperexcitability controlled EK is slightly increasing
the range of the spr and scl parameters enabling such high power in the theta band, thus
making the network more prone to generate epileptiform activity. On the other hand,
the slow-wave sleep network shows only a moderated increase of its theta band power in
a highly sprouted compared to a healthy case, which shows that this vigilance state has
a rather protective effect against seizures.
Interictal spikes and fast ripples depend on both single-cell and network level
parameters
It is possible for the network to produce high amplitude, brief activity peaks similar to
IEDs as shown on Figure 3.11-A. These interictal spikes tend to appear when a healthy
slow-wave sleep network would produce large amplitude, slow oscillations (see Figure
3.11-B). They are more easily produced by a slow-wave sleep compared to a wakefulness
network, especially when the sclerosis level scl is higher than the sprouting level spr
(Figure 3.11-C). On top of that, the model predicts that impaired potassium or chloride
dynamics (i.e. high EK or τCl), enable the production of a large number of IEDs both
in sleep and wakefulness in the spr > scl region of the parameter space.
The network is also able to reproduce fast ripples, i.e. transient events with peak
frequency higher than physiological sharp-wave ripples (typically 200-500Hz), such as
the example shown on Figure 3.12-A. These events can appear both in the slow-wave
sleep and wakefulness modes, though they are more numerous in simulations in wake-
fulness settings (Figure 3.12-C). Numerous wakefulness fast ripples emerge from almost
any combination of parameters, however under slow-wave sleep settings they are more
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Figure 3.10 – Reproduction of seizure-like activity under realistic inputs. A-Comparison
of the measured hippocampal LFP and its theta band power around a seizure in a patient
(blue) and the simulated LFP of the model (orange). Example A-1 : With spr=0.6,
scl=0.6, EK = −100mV and tauCl=0.1 second. Example A-2 : With spr=0.6, scl=0.4,
EK = −100mV and tauCl=0.1 second. B- Power in the theta band of the simulated LFP,
depending on the values of spr, scl, EK and τCl, under sleep (left) or wakefulness (right)
settings. The values shown are in log-scale, with the zero corresponding to the theta
band power in healthy conditions (spr=0, scl=0, EK = −100mV and τCl=0.1 second).
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Figure 3.11 – Interictal epileptiform discharges generated by the model. A- Example of
an interictal discharge simulated with a network in a slow-wave sleep state with spr = 0.6,
scl = 0.6, EK = −90mV and τCl = 500ms. B- Comparison of the LFP generated with
a network in a slow-wave sleep state in five different conditions, under the same input
stimulation. Healthy state : spr = 0, scl = 0, EK = −100mV and τCl = 100ms. EK +
state : spr = 0, scl = 0, EK = −90mV and τCl = 100ms. τCl + state : spr = 0, scl = 0,
EK = −100mV and τCl = 500ms. scl + state : spr = 0, scl = 0.2, EK = −100mV and
τCl = 100ms. spr + state : spr = 0.2, scl = 0, EK = −100mV and τCl = 100ms. C-
Number of interictal discharges obtained with a network under slow-wave sleep (left) or
wakefulness (right) settings in a one-minute-long simulation for different values of spr,
scl, EK and τCl.
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consistently produced in the spr > scl region of the parameter space. In this figure, it
should be noted that in the region where EK = −80mV , spr is high and scl = 0, the
network is in a saturated state and therefore no fast ripple events can be detected with
our method (as oscillations within the fast ripple band are continuously produced).
Under slow-wave sleep settings, the three parameters spr, EK and τCl tend to turn
physiological sharp-wave ripple complexes into fast ripples, while increased sclerosis re-
duce their frequency down to the gamma frequency band (see Figure 3.12-B).
Discussion
In this work, we have modified our previously developed healthy hippocampal model
(Aussel, Buhry, Tyvaert et al. 2018) into an epileptic model, so as to take into account
four hippocampal abnormalities usually associated with epilepsy, that is hippocampal
sclerosis (type I), mossy fiber sprouting, impaired potassium dynamics (leading to neuro-
nal hyperexcitability), and impaired chloride dynamics (leading to impaired inhibition).
A study of the network’s behavior under stereotypical inputs reveals that very fast
oscillations, as well as paroxistic activity, can now be obtained, which was not possible
with the "healthy" model. The wakefulness state enhances the capacity of the network to
produce such saturated state, mostly due to the combined effects of mossy fiber sprouting
and cholinergic modulation of synaptic currents. Impaired potassium dynamics also favor
such abnormal activities, while hippocampal sclerosis has a rather protective effect.
When stimulated with a realistic input, the modeled network can also reproduce
epileptic seizures as well as interictal spikes and fast ripples. The timing of epileptic
seizures in particular is determined by the power in the theta to beta frequency ranges
in the stimulation input given to the network.
Modeled epileptic seizures closest to the clinical recorded seizures can be obtained
when the degrees of sclerosis and mossy fiber sprouting are properly balanced. High
mossy fiber sprouting with low hippocampal sclerosis leads to perpetual seizure-like ac-
tivity, while high sclerosis with low sprouting suppresses the seizure. However, it should
be noted that the model does not include any intrinsic mechanism related to seizure ter-
mination (such as synaptic depletion for example), and therefore it is probable that high
sprouting and low sclerosis could also enable realistic seizures, though longer than with
a more balanced set of parameters. Interestingly, impaired potassium and chloride dyna-
mics have little influence on the generation of seizures (at least not directly, though the
increased excitability and fast spiking they induce can increase neuronal death through
excitotoxicity, see (Y. Wang et Qin 2010) or (Deshpande et al. 2007), and can be involved
in epileptogenesis). In accordance with clinical observations (see (Crespel et al. 1998) or
(Sedigh-Sarvestani et al. 2014)), and as our study under stereotypical inputs suggested,
seizures are more prominent in the model of wakefulness compared to slow-wave sleep.
In the epileptic model, interictal spikes are more commonly produced under slow-wave
sleep settings than under wakefulness, especially in the presence of hippocampal sclerosis.
However, they can also be produced during both sleep and wakefulness under impaired
potassium dynamics or impaired chloride dynamics. Fast ripples on the other hand are
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Figure 3.12 – Fast ripples generated by the network. A- Example of a fast ripple simu-
lated with a network in a slow-wave sleep state with spr = 0.8, scl = 0.6, EK = −90mV
and τCl = 1s. B-Comparison of the activity generated with a network in a slow-wave
sleep state in five different conditions, under the same input stimulation generating a
sharp-wave ripple like event, in the temporal (top) and frequency domain (bottom).
Healthy state : spr = 0, scl = 0, EK = −100mV and τCl = 100ms. EK + state : spr = 0,
scl = 0, EK = −90mV and τCl = 100ms. τCl + state : spr = 0, scl = 0, EK = −100mV
and τCl = 500ms. scl + state : spr = 0, scl = 0.2, EK = −100mV and τCl = 100ms. spr
+ state : spr = 0.2, scl = 0, EK = −100mV and τCl = 100ms. C- Number of fast ripple
oscillations obtained with a network under slow-wave sleep (left) or wakefulness (right)
settings in a one-minute-long simulation for different values of spr, scl, EK and τCl.
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more commonly produced by the model during wakefulness, but are also slightly favored
during slow-wave sleep if chloride dynamics are impaired. One possible consequence of
these results is that cognitive impairments seen in epileptic patients, and promoted by
interictal spikes and fast ripples ((Kleen et al. 2013), (Krauss et al. 1997)), might be
reduced by targeting such chloride and potassium mechanisms.
Overall, we observed that the spr = scl hyperplane of the parameter space plays a
very important role in the production of pathological oscillations. With high spr and scl,
it is possible to reproduce realistic seizures during wakefulness, and during slow-wave
sleep scl > spr increases the number of interictal discharges while spr > scl favors fast
ripple oscillations instead. Impaired potassium and chloride dynamics mostly influence
the generation of interictal discharges and fast ripples, but not the generation of seizures
(at least in the parameter range we studied). Seizures are mostly the result of the abnor-
mal structural connectivity induced by mossy fiber sprouting and modified functional
connectivity of wakefulness.
Interestingly, our results suggest that though brain injury is often a cause of acquired
epilepsy, the seizures may not be due to the neuronal loss itself, but to the mossy fiber
sprouting it induces instead. Further hippocampal sclerosis could then take place to
counterbalance mossy fiber sprouting and reduce seizure-like activity.
Conflict of Interest Statement
The authors have no conflicts of interest to declare.
Author Contributions
AA, LB and RR designed the study. SCC, LT and LM collected the sEEG data. AA
built the computational model and performed the simulations. AA, LB, OA and RR
analyzed the results. AA drafted the paper. All authors approved the final manuscript.
Data Accessibility Statement
All the Python source files used for building the network and running the simulations
are accessible on the ModelDB public repositories.
135
Chapitre 3. Applications biomédicales
3.3 Effet du propofol sur des réseaux de neurones biolo-
giques
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Allemagne.
● Encadrements :
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dans des réseaux de mémoire hippocampiques pendant l’éveil et sous anesthé-
sie générale.
● Stage M2 Francesco GIOVANNINI (03/2014-09/2014)
Sujet : The role of persistent firing in the generation of hippocampal network
oscillations : a simulation study about memory maintenance.
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Publications : (Giovannini, Schneider et al. 2015a ; Buhry, Langlet et al. 2017 ;
Buhry et Giovannini 2018 ; Hashemi et al. 2018)
3.3.1 Introduction – résumé
L’anesthésie générale est définie comme un coma artificiel induit chimiquement pour
la réalisation d’actes chirurgicaux afin de mieux supporter les interventions. Elle en-
traîne principalement quatre effets (souhaités) induisant la non-perception (ou l’oubli)
des stimuli nociceptifs : une perte de conscience, une analgésie, une amnésie (provoquées
par un hypnotique), une immobilité (acquise par l’administration d’un curare). Bien que
l’anesthésie générale soit aujourd’hui pratique courante – on dénombrait aux États-Unis
en 2010 pas moins de 60000 actes d’anesthésie générale journaliers (Brown et al. 2010)
et environ 9 millions annuelles, soit 24000 par jour, en France – les mécanismes chi-
miques et neuronaux permettant d’obtenir ces réponses comportementales demeurent
mal compris.
Du point de vue des marqueurs électrophysiologiques, l’apparition d’oscillations dans
des bandes de fréquences spécifiques dans les EEG préfrontaux et occipitaux sous anes-
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thésie générale est caractéristique de différents stades de sédation et de l’agent anes-
thésique utilisé. L’analyse du spectre EEG sous anesthésie générale est d’ailleurs encore
aujourd’hui utilisé en couplage avec la réponse comportementale dans la surveillance
(monitoring) de la profondeur d’anesthésie, notamment au travers du BIS (bispectral
index) (Kearse et al. 1994) – dont le code n’est pas disponible publiquement. Néan-
moins, les mécanismes qui sous-tendent la génération de ces oscillations, qui sont donc
un épiphénomène de l’état de vigilance, sont encore mal identifiés. L’étude des effets du
propofol sur l’activité des neurones en réseau et de la genèse des rythmes cérébraux sous
propofol a fait l’objet de plusieurs travaux de l’équipe auxquels j’ai participé, d’abord
en collaboration avec Axel Hutt et d’un doctorant, Meysam Hashemi, puis au travers de
l’encadrement de la thèse de doctorat Francesco Giovannini.
Les travaux menés avec Axel Hutt nous ont permis notamment de mettre en évi-
dence l’importance de l’inhibition tonique gabaergique, reflet de l’effet du propofol sur
les récepteurs extrasynaptiques de type GABAA, dans la génération d’activité synchro-
nisée de réseaux de neurones corticaux dans les bandes de fréquence δ et α, occipitaux
et frontaux respectivement, typiques des EEG sous anesthésie. Jusqu’alors, les effets du
propofol au niveau cortical étaient principalement attribués à de l’inhibition purement
synaptique. Dans une première étude, nous avions implémenté deux types de modèles :
un modèle de neurones à spikes comportant des neurones excitateurs de type intègre-et-
tire avec fuite (excitabilité de type I) et des neurones inhibiteurs de type Morris-Lecar
(excitabilité de type II), ansi qu’un modèle à deux populations de type neural mass (Hutt
et Buhry 2014b). Une seconde étude, développée dans le cadre de la thèse de Meysam
Hashemi, s’était davantage focalisée sur les interactions thalamo-frontales et l’apparition
des rythmes α lors d’anesthésies sous propofol et desflurane. Notre contribution avait
alors porté sur l’adaptation de méthodes d’optimisation stochastiques des paramètres
d’un modèle de population (type neural mass) afin de reproduire des enregistrements
biologiques EEG fournis par Jamie Sleigh, University of Auckland, Hamilton, Nouvelle
Zélande.
Le travail effectué dans le cadre de l’encadrement de Francesco Giovannini visait
quant à lui à éclairer le fonctionnement de l’hippocampe en présence de propofol afin de
pouvoir inférer sur la communication fonctionnelle hippocampe–cortex sous anesthésie.
En effet, bien que, la plupart du temps, les patients ne gardent en apparence aucun sou-
venir de leur intervention, il arrive que, dans certains cas, leur mémoire déclarative ou
implicite soit partiellement maintenue (Kerssens, Gitta H. Lubke et al. 2002), entraînant
parfois des troubles post-traumatiques, soit en raison d’un réveil per-opératoire (Oster-
man et Van Der Kolk 1998 ; Osterman, Hopper et al. 2001 ; Sebel et al. 2004), soit, sous
certaines conditions inexpliquées, d’un effet amnésiant partiel de l’hypnotique.
Les travaux de Fell et collègues (Fell, Staedtgen et al. 2003) ont montré une baisse im-
portante d’amplitude de puissance des oscillations rhino-hippocampiques dans la bande
γ (20-80 Hz) pendant la transition entre veille et sommeil lent profond. Ce compor-
tement avait été interprété comme un corrélat neuronal d’un déficit de formation de
mémoire déclarative pendant le sommeil (« a neural correlate of the deficient declara-
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tive memory formation during sleep »). Cependant, une étude plus récente menée sous
anesthésie au propofol (Fell, Widman et al. 2005) a montré un maintien relatif de la
cohérence rhino-hippocampique dans la bande de fréquence γ avec l’augmentation de la
dose de propofol. Cette dernière observation pourrait être corrélée avec l’hypothèse selon
laquelle, à certaines doses même importantes d’anesthésique, la formation de la mémoire
implicite serait partiellement maintenue.
Les effets du propofol au niveau cellulaire étant relativement bien connus (Houston
et al. 2012 ; Glykys et Mody 2007 ; Farrant et Nusser 2005), nous avons souhaité les
implémenter dans un modèle afin d’en étudier l’influence au niveau du comportement
d’un réseau neuronal de type hippocampique (Buhry et Giovannini 2018). Les effets pris
en compte étaient les suivants :
- action sur les récepteurs GABAA synaptiques :
- amplification de la conductance synaptique,
- allongement de la constante de temps des courants synaptiques,
- augmentation du courant de base ;
- action sur les récepteurs GABAA extrasynaptiques au travers d’une inhibition
tonique.
Nos résultats montrent une augmentation, à première vue, paradoxale de la synchro-
nisation de l’activité dans un réseau d’interneurones à certaines doses de propofol. Cette
augmentation semble être principalement induite par l’inhibition tonique ; le principal
rôle de l’inhibition phasique (synaptique) étant de décroître le seuil de conductance to-
nique nécessaire à l’émergence d’une hypersynchronisation en prolongeant la durée des
courants post-inibiteurs. Nous avons donc émis l’hypothèse que ce type de synchroni-
sation paradoxale pourrait être l’un des mécanismes favorisant la formation mnésique
et l’éveil per-opératoire sous anesthésie générale en facilitant, de manière transitoire,
la communication fonctionnelle entre différentes aires cérébrales, notamment hippocam-
pique et corticales.
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Abstract
Neural oscillations are thought to be correlated with the execution of cognitive func-
tions. Indeed, gamma oscillations are often recorded in functionally-coupled brain regions
for cooperation during memory tasks, and this rhythmic behaviour is thought to result
from synaptic GABAergic interactions between interneurons. Interestingly, GABAer-
gic synaptic and extrasynaptic receptors have been shown to be the preferred target
of the most commonly used anaesthetic agents. We present a in-depth computational
study of the action of anaesthesia on neural oscillations by introducing a new mathe-
matical model which takes into account the four main effects of the anaesthetic agent
propofol on GABAergic hippocampal interneurons. These are : the action on synaptic
GABAA receptors, which includes an amplification and an extension of the duration of
the synaptic currents, as well as an increase in current baseline, and the action on ex-
trasynaptic GABAA receptors mediating a tonic inhibitory current. Our results indicate
that propofol-mediated tonic inhibition contributes to an unexpected enhancement of
synchronisation in the activity of a network of hippocampal interneurons. We specu-
late that this enhanced synchronisation could provide a possible mechanism supporting
the occurrence of intraoperative awareness and explicit memory formationunder gene-
ral anaesthesia, by transiently facilitating the communication between brain structures
which should supposedly be not allowed to do so when anaesthetised.
Keywords : general anesthesia ; computational modeling ; propofol ; Hodgkin-Huxley
model ; extrasynaptic inhibition
Introduction
General anaesthesia is a reversible drug-induced coma which is commonly adminis-
tered to patients undergoing surgery due to its desirable properties, which are : loss of
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consciousness, analgesia, immobility, and amnesia, all obtained whilst preserving physio-
logical stability (Brown et al. 2010). Indeed, after the induction of general anaesthesia,
patients enter a state of sedation during which they are not aware of the surgery, they
do not perceive nor react to the noxious stimuli deriving from it, and they do not re-
member undergoing it. These properties derive from the combined action of an hypnotic
agent, an analgesic (to avoid pain), and a curariform skeletal muscle relaxant or neuro-
muscular blocker (to induce immobility). Although having become a standard operating
procedure during surgery – in the United States alone, approximately 60000 patients
undergo general anaesthesia every day (Brown et al. 2010) – the chemical and neuronal
mechanisms by which these effects are obtained are yet to be fully unravelled.
Loss of consciousness is achieved by the injection or gas inhalation of an hypnotic
agent like the widely used propofol. Propofol, 2,6-di-isopropyl-phenol, (Vanlersberghe et
Camu 2008) is one of the main anaesthetic intravenous agents used in surgical operations
for the induction and maintenance of general anaesthesia. Propofol-induced sedation
is obtained by globally potentiating GABAergic inhibitory activity (Adodra et Hales
1995 ; Bai et al. 1999 ; Donglin Bai et al. 2001 ; Kitamura et al. 2004 ; McDougall et
al. 2008 ; I. Song et al. 2011), as the drug binds on GABAA receptors, both synaptic
and extrasynaptic, enhancing their activation (Garcia et al. 2010 ; Nelson et al. 2002 ;
Rudolph et Antkowiak 2004 ; Zhou et al. 2012). Four main molecular mechanisms are
thought to underlie propofol-induced general anaesthesia :
1. An enhancement of the amplitude of GABAA-mediated tonic currents by activa-
ting extrasynaptic GABAA receptors (Donglin Bai et al. 2001 ; McDougall et al.
2008 ; I. Song et al. 2011)
2. A potentiation of GABAA-mediated synaptic currents by increasing the conduc-
tance of synaptic GABAA receptors (Adodra et Hales 1995 ; McDougall et al.
2008)
3. An increase in the baseline of GABAA-mediated synaptic currents by slowing the
desensitisation of GABAA receptors (Bai et al. 1999 ; Donglin Bai et al. 2001 ;
McDougall et al. 2008)
4. An extension in the duration of GABAA-mediated synaptic currents by increasing
the closing time of synaptic GABAA receptors (Donglin Bai et al. 2001 ; Kitamura
et al. 2004 ; McDougall et al. 2008)
Here, we present a novel detailed model of anaesthetic action, including all four of
the afore-mentioned effects, on neural oscillations mediated by GABAergic transmis-
sion. Synaptic GABAergic interactions between interconnected inhibitory neurons are
thought to play an important role in the generation and maintenance of rhythmic neural
activity, in particular in the γ-band (20 − 80)Hz (Bartos, Vida et Jonas 2007 ; Cobb et
al. 1995 ; Jonas et al. 2004). Oscillations arise because inhibitory neurons provide their
postsynaptic targets with precise windows of reduced excitability, and consequently of
increased excitability once the inhibition fades away. We model a network of interconnec-
ted inhibitory interneurons whose activity tends to display, in the absence of propofol,
loosely synchronous activity in the gamma range (X.-J. Wang et György Buzsáki 1996).
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Our results indicate that increasing the concentration of the anaesthetic agent yields
a dosage-dependent enhancement of network synchronisation. This enhancement could
facilitate the communication between brain structures (Fries 2005) which, being anaes-
thetised, should supposedly be not allowed to do so. We hypothetise that this could
provide a possible explanation for the emergence of unwanted behaviours under gene-
ral anaesthesia, including intraoperative awareness and implicit memory formation.In
addition, the transient characteristics of this phenomenon could explain the variability
between different studies and patients.
Methods
We modelled the four afore-mentioned effects of propofol on a population of Hodgkin-
Huxley hippocampal interneurons as follows.
Fast-Spiking Hippocampal Interneurons
We modelled fast-spiking hippocampal GABAergic interneurons using the Hodgkin-
Huxley formalism, adapting the model described in (N. J. Kopell et al. 2010) and (Hutt




= −Il − IK − INa − Isyn − Iton (3.5)
where Il is the leak current, IK is the potassium current, INa is the sodium current, Isyn
is the inhibitory current deriving from synaptic GABAergic interactions, and Iton is the
tonic inhibitory current mediated by extrasynaptic GABAA receptors.
The transmembranal ionic currents are described by the following equations :
Il = gl ⋅ (Vm −El)
IK = gK ⋅ n4 ⋅ (Vm −EK)
INa = gNa ⋅m3 ⋅ h ⋅ (Vm −ENa)
where, m,h and n are activation variables which obey the following rules :
dx
dt







7 ⋅ (αx + βx)
for x ∈ {n,m,h}. The α and β functions for each activation variable are defined as :
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αn =
0.01 ⋅ (Vm + 34)
1 − exp(−0.1 ⋅ (Vm + 34))





0.1 ⋅ (Vm + 35)
1 − exp (− (Vm+35)10 )










exp(−0.1 ⋅ (Vm + 28)) + 1
Modelling the Effects of Anaesthetics on GABAA Receptors
Synaptic Phasic Inhibition
The equation for the synaptic takes the form :
Isyn = Ii = gi ⋅ (Vm −Ei) + kbas (3.6)







Whenever a postsynaptic neuron receives a presynaptic spike its conductance gi
is increased as follows : gi ← gi + wi, where wi is the connection weight between the
interneurons. Propofol binds on synaptic GABAA receptors enhancing their conductance
(Adodra et Hales 1995) and increasing their closing time (Bai et al. 1999). We modelled
this effect by acting on the inhibitory synaptic weights wi and decay time τi parameters as
in (Michelle M. McCarthy et al. 2008). Increasing propofol dosage reflects in an increase
in both of these values.
In addition, we modelled the slowing desensitisation of GABAA receptors caused by
exposure to propofol (Bai et al. 1999 ; Donglin Bai et al. 2001 ; McDougall et al. 2008)
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by appropriately modifying the baseline of the postsynaptic current kbas etween 0 and
100 pA, the literature giving 0 ≥ kbas ≤ 60 ((McDougall et al. 2008)). The baseline is the
synaptic current received by neurons when all their presynaptic afferents are quiescent.
In the absence of propofol this parameter was set to kbas = 0pA. Since the synaptic
conductance gi obeys the rule described in Equation 3.7, kbas = 0pA indicates that the
synaptic current decays to 0pA as the ionic channel closes. However, increasing the
value of kbas ensures that the synaptic current does not dip below the specified baseline.
To the best of our knowledge, propofol-induced receptor desensitisation has never been
modelled in existing computational studies. Let us note that concentrations of propofol
higher than 1µM are not physiological.
Extrasynaptic Tonic Inhibition
The action of propofol on extrasynaptic GABAergic receptors was modelled by va-
rying the conductance gton of the tonic current Iton, which takes the form :
Iton = gton ⋅ (Vm −Ei) (3.8)
as described in (Hutt et Buhry 2014b), where Ei is the same reversal potential used for
the synaptic inhibitory current Ii to maintain the equivalence between tonic and shunting
inhibition. Increasing propofol dosage reflects in an increase in the tonic conductance
gton, as described in the literature (McDougall et al. 2008 ; I. Song et al. 2011). This
produces a non-inactivating tonic inhibitory current which is not governed by activation-
deactivation kinetics, as is the case for its synaptic counterpart. phenomenon is probably
comparable to the synchrony observed in inhibitory networks where the decay time of
the inhibition is very long (John Rinzel et B. Ermentrout 1998) since here, the inhibitory
conductance is kept constant.
Network Configuration
Our network model comprised 100 fast-spiking hippocampal inhibitory neurons,
which were randomly connected with a certain probability p. p = 0 indicates that the
neurons make zero synaptic contacts with other neurons, whereas p = 1 represents a fully
connected network in which all neurons project on all other neurons (including them-
selves). The results presented in (X.-J. Wang et György Buzsáki 1996) identify a critical
number of synaptic contacts (≃ 40) per neuron within a network, independently on the
number of cells in the network, required for the emergence of synchronous activity. For
100 neurons, this would equate to a critical connection probability of p = 0.4. In our net-
work, the connection probability was set to p = 0.6 so as to be higher than this critical
probability, ensuring the presence of synchronous network activity.
External Current Stimulation
Throughout all our simulations, the network was stimulated with a constant cur-
rent Istim = 0.4nA. Heterogeneity was introduced in the form of Gaussian-distributed
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noise when initialising the resting potential and the synaptic conductance values of the
neurons.
Model Parameters
Table 3.2 summarises the parameter values used for the hippocampal inhibitory
neuron model, unless otherwise specified.













The network synchronisation is computed using the coherence measure devised by
(X.-J. Wang et György Buzsáki 1996). The measure computes the pair-wise co-occurrence
of neuron action potentials κi,j(τ) given a time windows of size τ . For any pair of neurons
X and Y , given their spike trains represented as a series of ones and zeroes depending
on whether the neuron spiked or did not in the time window respectively :
Xi(l), Yj(l) ∈ {0,1}
l = 1,2, ..., L L = tsim
τ
τ = 10ms
where tsim = 2000ms is the duration time of the simulation, and L is the number of
time windows of size τ . Increasing the size of τ augments the probability of spike co-
occurrence and allowing for larger synchronisation values which might be unrealistic. For
all our computations we used τ = 10ms, which we deemed small enough to capture the
dynamics of the network without compromising the reliability of the computed coherence
values. The pair-wise coherence measure is quantified as :
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The network synchronisation measure is then computed as the average κi,j(τ) for a




where P = { (0,1), (3,4), ...} is a subset of randomly sampled neuron pairs of size N .
Unless otherwise specified, the network synchronisation is averaged over a subset contai-
ning 10% of the total neuron pairs in the network, without repetitions. κ(τ) is comprised
between 0 and 1, representing an asynchronous population firing and fully synchronised
firing respectively.
Results – Studying Tonic Inhibition
We began by studying the effects of propofol-mediated tonic inhibition on network
oscillations. This was done by acting solely on the tonic conductance gton. The synaptic
weight was fixed at wi = 1.6nS, and the decay time constant was τi = 10ms.
Tonic Inhibition Improves Neural Synchronisation
In the absence of anaesthetic agent (gton = 0nS), the network synchronised its activity
with κ(τ) = 0.40 (Figure 3.13a) at a population frequency of f = 20.72Hz (Figure
3.13b), and an oscillatory frequency of fosc = 42.67Hz (Figure 3.13c). Increasing doses of
propofol reduced the overall network activity and slowed down its oscillations, whilst the
network synchronisation remained stable at an average value of κ(τ) = 0.42±0.01. When
the tonic inhibition reached a critical value of gton = 14nS at which the synchronisation
increased abruptly reaching κ(τ) = 0.72, and the mean firing rate increased to f ≃
18Hz. The network synchronisation remained unchanged at an average plateau value
of κ(τ) = 0.76 ± 0.00 until further strengthening the effects of propofol gton = 21nS
caused the overall network activity to drastically decrease (κ(τ) = 0.02, f = 4.98Hz
and fosc = 13.04Hz), until it faded away (κ(τ) = 0, f = 0Hz and fosc = 0Hz for
gton ≥ 21.5nS).
Figure 3.14 shows the activity of the network for increasing values of gton, in the form
of raster plots. Their corresponding computed LFP signals are shown in Figure 3.15. At
gton = 0nS the network displayed gamma frequency oscillations (fosc = 42.67Hz) with
an average population frequency of f = 20.72Hz and a synchronisation of κ(τ) = 0.40.
This indicates that, on average, approximately half of the neurons fire synchronously
at any given time, as shown in Figure 3.14a. In addition, each individual neuron fired
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Figure 3.13 – Increasing propofol enhances network synchronisation.
a At low values of propofol (0nS ≤ gton ≤ 13nS) the network synchronisation is stable at
an average value of κ(τ) = 0.43± 0.01. Increasing the propofol dosage – by acting on the
tonic conductance gton – causes the overall activity of the network to decrease, until a
critical value of gton = 14nS at which both the network synchronisation a, and the firing
rate b increase to κ(τ) = 0.72, and f = 16.57Hz respectively. The oscillation frequency c
follows a monotonically decelerating trend. When the concentration value reaches a value
of gton ≥ 21.5nS the activity, synchronous or otherwise, fades out (κ(τ) = 0, f = 0Hz
and fosc = 0Hz for gton >= 21.5nS).
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once every two cycles. Taken together, these two observations indicate that the intrinsic
firing rate of each isolated neuron was f = 42.67Hz, although the presence of synaptic
inhibition halved it.
Increasing tonic inhibition above a threshold value of 14nS produced slower popu-
lation firing rates, and slower oscillations. At gton = 15nS, the network activity oscil-
lated at fosc = 20.67Hz with a population frequency of f = 17.27Hz (Figure 3.14b).
Similarly, at gton = 18nS, the network activity oscillated at fosc = 17.33Hz with a po-
pulation frequency of f = 14.08Hz. (Figure 3.14c). We observe that, although slower,
the oscillatory activity was approximately twice as synchronised (κ(τ) = 0.76 ± 0.00 for
14nS ≤ gton ≤ 19nS) compared to the same network in the absence of tonic inhibition
(gton = 0nS). As inhibition increased, the neurons in the network became less prone to
discharging action potentials and the population frequency slowed down. In addition,
stronger inhibition provided the neurons with tighter windows of increased excitabi-
lity, ensuring that most of the neurons in the network (approximately 80%) would fire
concurrently, which explains the enhanced network synchronisation.
Figure 3.14d shows weak, albeit synchronous activity at fosc = 12.67Hz with a po-
pulation frequency of f = 3.85Hz for gton = 21nS. Further strengthening the tonic
inhibition caused the neurons to emit fewer and fewer action potentials, until eventually
the network activity faded away (gton > 21nS).
The LFP signal computed from the network activity reflected its synchronous beha-
viour (Figure 3.15). In the absence of propofol (gton = 0nS in Figure 3.15a) the LFP
oscillated between −0.6mV and 0.7mV at fosc = 42.67Hz. Increasing the effects of
anaesthetics caused an increase in the amplitude of the LFP signal, which oscillated
between −1mV and 1.2mV at fosc = 20.67Hz for gton = 15nS (Figure 3.15b), and
−0.95mV and 1.3mV at fosc = 17.33Hz for gton = 18nS (Figure 3.15c). This increase
in amplitude reflected the increase in network synchronisation as the more neurons fire
concurrently at any given time the stronger the generated LFP signal will be. Similarly,
the LFP amplitude decreased for gton = 21nS (Figure 3.15d) as less neurons fire due to
the strong tonic inhibition, producing an LFP signal which oscillated between −0.32mV
and 0.47mV at fosc = 12.67Hz.
Results – Combining the Effects of Tonic and Phasic Inhi-
bition
We then turned our attention towards analysing the joint effects of both synaptic and
extrasynaptic propofol-enhanced inhibition. As previously explained, we modelled the
action of propofol on synaptic GABAA receptors by increasing the inhibitory synaptic
conductance, time constant, and current baseline. Our results show that solely the tonic
inhibition was responsible for enhancing the network synchronisation in the presence of
the anaesthetic agent.
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Figure 3.14 – Increasing propofol dosage enhances network synchronisation.
a Raster plot for the 100-cell inhibitory network in the absence of propofol (gton = 0nS),
showing fosc = 42.67Hz oscillations with a synchronisation of κ(τ) = 0.4, τ = 10ms. b
Raster plot for the same network with a higher dose of propofol (gton = 15nS), showing
fosc = 20.67Hz oscillations with a synchronisation of κ(τ) = 0.8, τ = 10ms. c Raster
plot for the same network with a higher dose of propofol (gton = 18nS), showing fosc =
17.33Hz oscillations with a synchronisation of κ(τ) = 0.8, τ = 10ms. d Raster plot for
the same network with a higher dose of propofol (gton = 21nS), showing fosc = 12.67Hz
oscillations with a synchronisation of κ(τ) = 0.8, τ = 10ms. The network was stimulated
with a constant current Istim = 0.4nA.
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Figure 3.15 – The synchronous activity displayed by the interneuron network
is reflected in the computed LFP signals. a LFP signal computed from the spiking
activity of the inhibitory network in the absence of propofol shows fosc = 42.67Hz
oscillations with a synchronisation of κ(τ) = 0.4, τ = 10ms (one-second extract). b LFP
signal computed from the spiking activity of the inhibitory network with a higher dose
of propofol (gton = 15nS), showing fosc = 20.67Hz oscillations with a synchronisation
of κ(τ) = 0.8, τ = 10ms (one-second extract). c LFP signal computed from the spiking
activity of the inhibitory network with a higher dose of propofol (gton = 18nS), showing
fosc = 17.33Hz oscillations with a synchronisation of κ(τ) = 0.8, τ = 10ms (one-second
extract). d LFP signal computed from the spiking activity of the inhibitory network
with a higher dose of propofol (gton = 21nS), showing fosc = 12.67Hz oscillations with
a synchronisation of κ(τ) = 0.8, τ = 10ms (one-second extract).
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Propofol-Enhanced Inhibitory Synaptic Conductance Does not Hinder
Synchronisation
Increasing the inhibitory synaptic conductance did not hinder the synchronising
properties of tonic inhibition (Figure 3.16). Figure 3.16a and Figure 3.16b depict the
evolution of the average population frequency and synchronisation (κ(τ)) respectively
(vertical z axis), as both the synaptic weight wi (y axis) and the tonic conductance gton
(x axis) are increased, for a fixed synaptic time constant τi = 10ms. Similarly, Figure
3.16c and Figure 3.16d illustrate the evolution of the average population frequency and
synchronisation, for a fixed synaptic time constant τi = 14ms. Finally, Figure 3.16e and
Figure 3.16f show the evolution of the average population frequency and synchronisa-
tion, for a fixed synaptic time constant τi = 30ms. The synaptic weights ranged between
1.4nS ≤ wi ≤ 2.6nS and the tonic conductance ranged between 0nS ≤ gton ≤ 20nS.
The overall population frequency decelerated from a maximum of f = 21.97±0.06Hz
to a minimum of f = 7.78 ± 0.25Hz as both wi and gton grew (Figure 3.16a). Howe-
ver, whilst the firing rate followed a generally decreasing trend as synaptic weights were
strengthened, it showed an up-and-down profile as tonic inhibition was enhanced, simi-
lar to that described previously in the absence of propofol-enhanced synaptic activity.
Indeed, given gton = 0nS, the frequency slowed from f = 21.97 ± 0.06Hz for wi = 1.4nS
to f = 16.59 ± 0.14Hz for wi = 2.6nS. At gton = 15nS, the frequency slowed from
f = 16.81±0.18Hz for wi = 1.4nS to f = 13.46±0.18Hz for wi = 2.6nS. At gton = 20nS,
the frequency slowed from f = 10.53 ± 0.26Hz for wi = 1.4nS to f = 7.78 ± 0.25Hz for
wi = 2.6nS. In contrast, we can observe a sharp increase in network frequency as tonic
inhibition strengthens, given fixed synaptic weights. At wi = 1.4nS, the frequency slowed
from f = 21.97±0.06Hz for gton = 0nS to f = 13.99±0.06Hz for gton = 12nS, then acce-
lerated to f = 16.81±0.18Hz for gton = 15nS, and finally dropped to f = 10.53±0.26Hz
for gton = 20nS. A similar bump pattern can be seen at all other values of wi on Figure
3.16a. For example, at wi = 2.4nS, the frequency slowed from f = 17.08 ± 0.12Hz for
gton = 0nS to f = 13.08±0.35Hz for gton = 10nS, then accelerated to f = 15.62±0.25Hz
for gton = 12nS, and finally dropped to f = 8.14 ± 0.46Hz for gton = 20nS.
A similar trend can be observed, having fixed gton, on the evolution of the network
synchronisation with respect to increasing values of wi (Figure 3.16b). For example, at
gton = 0nS, the synchronisation was κ(τ) = 0.34 ± 0.02 for wi = 1.4nS, and κ(τ) =
0.36 ± 0.01 for wi = 2.6nS, with a mean value of κ(τ) = 0.36 ± 0.00. At gton = 15nS,
the synchronisation was κ(τ) = 0.70 ± 0.01 for wi = 1.4nS, and κ(τ) = 0.63 ± 0.07 for
wi = 2.6nS, with a mean value of κ(τ) = 0.67±0.01. At gton = 20nS, the synchronisation
was κ(τ) = 0.65 ± 0.01 for wi = 1.4nS, and κ(τ) = 0.48 ± 0.04 for wi = 2.6nS, with
a mean value of κ(τ) = 0.59 ± 0.01. Comparing the stepwise synchronisation values
with the average across all wi values for a fixed gton indicated that synaptic inhibition
accounts for little to no variability in the enhanced synchronous activity displayed by the
network. Conversely, Figure 3.16b illustrates how the network synchronisation tightened
for increasing values of gton given fixed synaptic weights, as previously observed (Figure
3.13a). At wi = 1.4nS, the synchronisation remained stable at an average value of κ(τ) =
0.37±0.01 for 0nS ≤ gton ≤ 12nS, then increased to an average value of κ(τ) = 0.65±0.04
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for gton > 12nS. This synchronisation bump pattern was preserved across all values of
wi. For example, at wi = 2.4nS, the synchronisation stabilised at an average value
of κ(τ) = 0.36 ± 0.01 for 0nS ≤ gton ≤ 10nS, then increased to an average value of
κ(τ) = 0.57 ± 0.09 for gton > 10nS.
In addition, we observed that stronger synaptic inhibition had a tendency to shift
the tonic inhibition-mediated frequency rebound peak towards lower values of gton. Our
results show that this seemed to be the sole effect of propofol-enhanced GABAergic
phasic inhibition. For 1.4nS ≤ wi ≤ 2nS the peak was centred around gton = 15nS,
with a maximum frequency value of 16.81±0.18Hz (Figure 3.17a), and a corresponding
coherence value of κ(τ) = 0.71 ± 0.01 (Figure 3.17b) at wi = 1.4nS. Stronger synaptic
weights (wi > 2nS) moved the centre of the peak around gton = 12nS, with a maximum
frequency value of 16.21±0.27Hz (Figure 3.17a), and a corresponding coherence value of
κ(τ) = 0.63±0.02 (Figure 3.17b) at wi = 2.1nS. Likewise, the peak of the tonic inhibition-
mediated synchronisation rebound was also affected by stronger synaptic activity. For
1.4nS ≤ wi ≤ 2.4nS it remained centred around gton = 15nS, with a maximum coherence
value of κ(τ) = 0.72±0.01 (Figure 3.17b), and a corresponding frequency value of 16.66±
0.21Hz (Figure 3.17a) at wi = 1.5nS. Stronger synaptic weights (wi > 2.4nS) moved
the centre of the peak around gton = 12nS, with a maximum coherence value of κ(τ) =
0.63±0.01 (Figure 3.17b), and a corresponding frequency value of 15.43±0.17Hz (Figure
3.17a) at wi = 2.6nS. This behaviour is to be expected since the presence of stronger
inhibition invariably caused a reduction in overall network activity thus producing slower
firing rates.
Prolonged Synapse Closing Times Allow for Synchronisation with Wea-
ker Tonic Inhibition
Propofol also enhances synaptic inhibitory currents by extending the closing time
of the synapse (Donglin Bai et al. 2001 ; Kitamura et al. 2004 ; McDougall et al. 2008),
allowing for longer lasting currents. We modelled this effect by prolonging the synaptic
time constant τi. Figure 3.16a, Figure 3.16c and Figure 3.16e depict the relationship
between the network frequency and the synaptic and tonic inhibition as τi is increased,
from 10ms to 14ms to 30ms respectively. Intuitively, longer synaptic time constants
should reduce the firing frequency of the network, as is reflected in our results. At
τi = 10ms the maximum firing rate was f = 21.97±1.24Hz for wi = 1.4nS and gton = 0nS
(Figure 3.16a). A longer time constant τi = 14ms decelerated the maximum firing rate
to f = 17.42 ± 0.14Hz for wi = 1.4nS and gton = 0nS (Figure 3.16c). Further extending
τi to 14ms reduced the maximum firing rate to f = 9.28 ± 0.24Hz for wi = 1.4nS and
gton = 0nS (Figure 3.16e). In general, the network frequency was slower at all values of
wi and gton as τi was increased.
Longer synaptic time constants also affected the network synchronisation and its
propofol-dependent bump-like evolution. Figure 3.16b, Figure 3.16d and Figure 3.16f
depict the relationship between the network synchronisation and the synaptic and tonic
inhibition as τi is increased, from 10ms to 14ms to 30ms respectively. Interestingly,
we observe that extending the duration of the inhibitory synaptic current enhanced
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Figure 3.16 – Propofol-enhanced tonic inhibition allows for tighter network
synchronisation, regardless of the presence of stronger inhibitory synapses. In
all the plots, the x axis represents the tonic conductance (gton) and the y axis represents
the inhibitory synaptic weight (wi). a Given τi = 10ms, the network frequency decelerates
as tonic inhibition strengthens until a critical value at which it accelerates. b This
acceleration is due to an abrupt increase in network synchronisation at gton ≥ 15nS for all
values of wi. c A longer synaptic time constant (τi = 14ms) shifts the network frequency
bump towards lower values of gton. d Similarly, the network synchronisation bump shifts
towards lower values of gton. e Extending the synaptic time constant (τi = 30ms) causes
the bump-like pattern of the network frequency to disappear in favour of a linearly
decelerating trend. f Similarly, the bump-like pattern of the network synchronisation
disappears in favour of a linearly decelerating trend. The network was stimulated with
a constant current Istim = 0.4nA.
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Figure 3.17 – Propofol-enhanced tonic inhibition allows for tighter network
synchronisation, regardless of the presence of stronger inhibitory synapses.
a Increasing tonic inhibition (y axis) causes an abrupt acceleration at gton = 15nS. The
sole effect of synaptic inhibition (x axis) is to shift the peak of the acceleration towards
lower gton values. b Similarly, tonic inhibition causes an abrupt enhanced synchronisa-
tion, whose peak is shifted towards lower gton values as wi increases. The network was
stimulated with a constant current Istim = 0.4nA.
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the network synchronisation at lower gton values, as longer time constants shifted the
peak of the synchronisation bump towards the lower end of the x axis. At τi = 14ms
(Figure 3.16d), given wi = 1.4nS the synchronisation stabilised at an average value
of κ(τ) = 0.29 ± 0.01 for 0nS ≤ gton ≤ 5nS, then increased to an average value of
κ(τ) = 0.59 ± 0.02 for 5 < gton ≤ 15nS, and proceeded to drop to an average value of
κ(τ) = 0.31 ± 0.01 for gton > 15nS. Once again, this synchronisation bump pattern was
preserved across all values of wi. For example, a similar evolution can be observed at
wi = 2.2nS where the synchronisation stabilised at an average value of κ(τ) = 0.34±0.06
for 0nS ≤ gton ≤ 5nS, then increased to an average value of κ(τ) = 0.41 ± 0.02 for
5 < gton ≤ 15nS, and proceeded to drop to an average value of κ(τ) = 0.18 ± 0.02 for
gton > 15nS.
Further extending the synapse closing time caused further network frequency dece-
leration, as the number of spikes elicited were drastically reduced by the presence of
stronger inhibition. Eventually, the network reverted to a slow, asynchronous firing re-
gime. Figure 3.16e and Figure 3.16f illustrate the network frequency and synchronisation,
respectively, for τi = 30ms. The maximum frequency was reduced to f = 9.28 ± 0.24Hz
for wi = 1.4nS and gton = 0nS. Whereas the maximum network synchronisation was
reduced to κ(τ) = 0.18 ± 0.01. Both frequency and synchronisation followed decreasing
trends as wi and gton were increased, and the bump pattern was absent.
Tonic Inhibition-Mediated Synchronisation Is Unaffected by Potentia-
ted Inhibitory Synaptic Baseline Currents
In vitro experimental studies (Jin et al. 2009 ; McDougall et al. 2008) have reported
that exposure to propofol causes a concentration-dependent increase in GABAergic ba-
seline currents in postsynaptic neurons. We modelled this effect by adding a constant
0pA ≤ kbas ≤ 100pA to the inhibitory synaptic current Ii, where kbas = 0pA indicates
the absence of propofol. To our knowledge, ours is the first computational study to in-
clude propofol-induced receptor desensitisation in its model. Our results indicate that
a propofol-mediate shift in inhibitory synaptic baseline current does not interfere with
the enhanced synchronisation provided by tonic inhibition. Figure 3.18 illustrates the
relationship between the network frequency (vertical z axis) and the combined effects of
tonic and synaptic inhibition – namely, increasing tonic conductance (x axis), shifting
the inhibitory synaptic current baseline (y axis), enhancing synaptic current amplitudes
(horizontally distributed surface plots), and prolonging synaptic current duration (ver-
tically distributed surface plots). In particular, the top row of surface plots in Figure
3.18 depict the network frequency for τi = 10ms and increasing values of wi i.e. 1.6nS
(Figure 3.18a), 1.9nS (Figure 3.18b), and 1.9nS (Figure 3.18c) respectively. The middle
row of surface plots in Figure 3.18 depict the network frequency for τi = 14ms and in-
creasing values of wi i.e. 1.6nS (Figure 3.18d), 1.9nS (Figure 3.18e), and 2.2nS (Figure
3.18f) respectively. The bottom row of surface plots in Figure 3.18 depict the network
frequency for τi = 30ms and increasing values of wi i.e. 1.6nS (Figure 3.18g), 1.9nS
(Figure 3.18h), and 2.2nS (Figure 3.18i) respectively.
Similarly, Figure 3.19 illustrates the relationship between the network synchronisa-
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tion (vertical z axis) and the combined effects of tonic and synaptic inhibition – namely,
increasing tonic conductance (x axis), shifting the inhibitory synaptic current baseline
(y axis), enhancing synaptic current amplitudes (horizontally distributed surface plots),
and prolonging synaptic current duration (vertically distributed surface plots). In par-
ticular, the top row of surface plots in Figure 3.19 depict the network frequency for
τi = 10ms and increasing values of wi i.e. 1.6nS (Figure 3.19a), 1.9nS (Figure 3.19b),
and 1.9nS (Figure 3.19c) respectively. The middle row of surface plots in Figure 3.19
depict the network frequency for τi = 14ms and increasing values of wi i.e. 1.6nS (Figure
3.19d), 1.9nS (Figure 3.19e), and 2.2nS (Figure 3.19f) respectively. The bottom row of
surface plots in Figure 3.19 depict the network frequency for τi = 30ms and increasing
values of wi i.e. 1.6nS (Figure 3.19g), 1.9nS (Figure 3.19h), and 2.2nS (Figure 3.19i)
respectively.
The presence of a non-zero inhibitory baseline current had a general tendency to
produce lower network firing rates. Indeed for gton = 0nS, wi = 1.6nS, and τi = 10ms,
the network frequency was 20.83 ± 0.07Hz at kbas0 = pA, and decelerated to 16.76 ±
0.07Hz at kbas = 100pA. Moreover, for gton = 20nS, wi = 1.6nS, and τi = 10ms, the
network frequency was 10.10 ± 0.18Hz at kbas0 = pA, and decelerated to 0.04 ± 0.00Hz
at kbas = 100pA. However, the sharp acceleration of the network frequency caused by
tonic inhibition remained unaffected, aside from increasing kbas values causing the peak
of the acceleration bump to shift towards lower gton values. For example, in Figure
3.18a for wi = 1.6nS, τi = 10ms, and kbas = 0pA the peak of the acceleration was at
gton = 15nS with a frequency of 16.28 ± 0.23Hz. Increasing kbas to 40pA shifted the
peak to gton = 12nS with a frequency of 15.73 ± 0.25Hz. Further increasing kbas to
90pA shifted the peak to gton = 10nS with a frequency of 15.26± 0.17Hz. This effect is
comparable to that caused by stronger synaptic weights wi, in that both increasing kbas
and wi effectively correspond to an enhancement of global network inhibition.
As expected, longer synaptic time constants shifted the acceleration peak towards
lower tonic inhibition strengths, regardless of the increasing synaptic baseline current.
This shift can be observed when comparing the surface plots in Figure 3.18 vertically.
Taking the first column of Figure 3.18 as an example, wi = 1.6nS, τi = 10ms, and
kbas = 40pA the peak of the acceleration was at gton = 15nS (Figure 3.18a). Extending
the synaptic time constant to τi = 14ms shifts the peak to gton = 5nS for kbas = 40pA
(Figure 3.18d). A longer time constant τi = 30ms shifts the peak to gton = 0nS for kbas =
40pA (Figure 3.18g). Finally, stronger inhibitory synaptic weights globally decelerated
the network activity (Figure 3.18a, Figure 3.18b, and Figure 3.18c), whilst preserving
the bump-like pattern in the population frequency. These behaviours are consistent with
our previously reported findings within this Chapter.
In addition, the network tonic-inhibition mediated synchronisation seemed to remain
unaffected as kbas increased (Figure 3.19). The network continued to display enhanced
synchronisation in the presence of critical degrees of tonic inhibition. Intensifying shifts
in inhibitory baseline currents solely slightly shifted the synchronisation peak towards
lower tonic conductance values. For example, in Figure 3.19a the synchronisation peak
for kbas = 0pA was at gton = 0nS with a synchronisation of κ(τ) = 0.70 ± 0.01 for
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Figure 3.18 – Propofol-enhanced tonic inhibition decelerates the population
firing rate, regardless of the presence of a stronger inhibitory baseline cur-
rent. a Given τi = 10ms and wi = 1.6nS, the bump-like pattern caused by the tonic
inhibition-mediated (x axis) deceleration followed by an acceleration of the network fre-
quency is unaffected by the presence of a non-zero synaptic baseline current (y axis).
These only slightly shift the peak of the acceleration towards lower gton values. The
acceleration bump is unaffected by stronger synaptic weights – wi = 1.9nS in b, and
wi = 1.6nS in c. d Given τi = 14ms and wi = 1.6nS, the peak of the acceleration shifts
towards lower gton values. This behaviour is unaffected by stronger synaptic weights –
wi = 1.9nS in e, and wi = 1.6nS in f. g Given τi = 30ms and wi = 1.6nS, the network
acceleration follows a decreasing trend as gton and kbas are increased. This behaviour is
unaffected by stronger synaptic weights – wi = 1.9nS in h, and wi = 1.6nS in i. The
network was stimulated with a constant current Istim = 0.4nA.
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Figure 3.19 – Propofol-enhanced tonic inhibition allows for tighter network
synchronisation, regardless of the presence of a stronger inhibitory baseline
current. a Given τi = 10ms and wi = 1.6nS, the bump-like pattern caused by the tonic
inhibition-mediated (x axis) enhanced synchronisation is unaffected by the presence of
a non-zero synaptic baseline current (y axis). These only slightly shift the peak of the
synchronisation towards lower gton values. The synchronisation bump is unaffected by
stronger synaptic weights – wi = 1.9nS in b, and wi = 1.6nS in c. d Given τi = 14ms
and wi = 1.6nS, the peak of the synchronisation shifts towards lower gton values. This
behaviour is unaffected by stronger synaptic weights – wi = 1.9nS in e, and wi = 1.6nS
in f. g Given τi = 30ms and wi = 1.6nS, the network synchronisation follows a decreasing
trend as gton and kbas are increased. This behaviour is unaffected by stronger synaptic
weights – wi = 1.9nS in h, and wi = 1.6nS in i. The network was stimulated with a
constant current Istim = 0.4nA.
157
Chapitre 3. Applications biomédicales
wi = 1.6nS, and τi = 10ms. Increasing kbas to 60pA shifted the peak to gton = 12nS
with a synchronisation of κ(τ) = 0.72 ± 0.01.
Longer synaptic time constants shifted the synchronisation peak towards lower tonic
inhibition strengths, regardless of the increasing synaptic baseline current. This shift
can be observed when comparing the surface plots in Figure 3.19 vertically. Finally,
stronger inhibitory synaptic weights globally decreased the maximum attainable network
synchronisation (Figure 3.19a, Figure 3.19b, and Figure 3.19c), whilst preserving the
enhanced synchronisation phenomenon observed in the presence of tonic inhibition.
Tonic Inhibition Allows for the Emergence of Elevated Network Syn-
chronisation
Having isolated the two model parameters which were responsible for significantly af-
fecting the synchronisation exhibited by the network activity – namely, the tonic conduc-
tance gton and the synaptic time constant τi – we simulated an experiment in which we
varied both of these parameters concurrently. The purpose of this simulation was to
study the effect of the absorption of increasing doses of anaesthetic agent over time on
network activity. We increased gton from 0nS to 20nS in steps of 2nS, and τi from
10ms to 20ms in steps of 1ms, in 2 s intervals. Figure 3.20 depicts the raster plot of
the network activity for the first 14 s of simulation time, and Figure 3.20 the last 6 s
of simulation time. Each raster plot is divided into 6 s intervals with an overlap of 2 s
between them i.e. Figure 3.20a shows the network spikes between 0 s and 6 s, Figure
3.20b shows the network spikes between 4 s and 10 s, Figure 3.20c shows the network
spikes between 8 s and 14 s, Figure 3.20d shows the network spikes between 12 s and
18 s, and Figure 3.20e shows the network spikes between 16 s and 22 s.
We observe how the network activity was fast (f = 18.79 ± 0.03Hz) but loosely
synchronised (κ(τ) = 0.41 ± 0.01) between 0 s ≤ t ≤ 6 s (Figure 3.20a), where 0nS ≤
gton ≤ 4nS and 10ms ≤ τi ≤ 12ms. During this period of time, the population frequency
(Figure 3.21a) decelerated from f = 20.77 ± 0.01Hz to f = 17.14 ± 0.12Hz, whilst the
network synchronisation remained centred around κ(τ) = 0.41 ± 0.01 (Figure 3.21b), as
gton and τi increased (Figure 3.21c and Figure 3.21d respectively). As the neurons began
absorbing stronger doses of propofol (6nS ≤ gton ≤ 8nS and 13ms ≤ τi ≤ 14ms) tighter
synchronous activity emerged increasing up to a maximum value of κ(τ) = 0.63 ± 0.00
for gton = 8nS and τi = 14ms. Concurrently, the network frequency accelerated to a
maximum of f = 19.13 ± 0.17Hz (gton = 6nS and τi = 13ms) and subsequently began
decelerating. The enhanced synchronisation is reflected in the raster plots in Figure 3.20b
showing its emergence at t ≃ 6.5 s and in Figure 3.20c illustrating how the synchronisation
persisted.
gton = 12nS and τi = 16ms at t = 12 s (Figure 3.20d) marked the end of the synchro-
nisation rebound with κ(τ) decreasing from 0.63 ± 0.00 to 0.42 ± 0.00 and population
frequency decelerating to f = 18.04 ± 0.04Hz. Finally, further increases in propofol do-
sage (Figure 3.20e) caused a gradual weakening of global network activity (gtongeq14nS,
τi ≥ 17ms, and t ≥ 14 s), whose frequency eventually decayed to f = 2.74 ± 0.02Hz with
a synchronisation of κ(τ) = 0.08 ± 0.00 at t = 22 s.
158
3.3 Effet du propofol sur des réseaux de neurones biologiques






= 0 nS, τ
i
= 10 ms g
ton
= 2 nS, τ
i
= 11 ms g
ton















= 4 nS, τ
i
= 12 ms g
ton
= 6 nS, τ
i
= 13 ms g
ton















= 8 nS, τ
i
= 14 ms g
ton
= 10 nS, τ
i
= 15 ms g
ton












Figure 3.20 – Enhanced network synchronisation emerges as tonic inhibition
is strengthened and synaptic time constants are prolonged. gton and τi are
increased every 2 s in steps of 2nS and 1ms respectively. a Initially the network activity
is fast (f = 18.79±0.03Hz) but loosely synchronised (κ(τ) = 0.41±0.01) between 0 s ≤ t ≤
6 s, where 0nS ≤ gton ≤ 4nS and 10ms ≤ τi ≤ 12ms. b Enhanced synchronisation emerges
at t ≃ 6.5ms, and the network activity accelerates to a maximum of f = 19.13 ± 0.17Hz
for gton = 6nS and τi = 13ms. c The maximum synchronisation (κ(τ) = 0.63 ± 0.00)
occurs for gton = 8nS and τi = 14ms at 8 s ≤ t ≤ 10 s. The network was stimulated with
a constant current Istim = 0.4nA.
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Figure 3.20 – (cont.) Enhanced network synchronisation emerges as tonic inhi-
bition is strengthened and synaptic time constants are prolonged. gton and τi
are increased every 2 s in steps of 2nS and 1ms respectively. d gton = 12nS and τi = 16ms
at t = 12 s mark the end of the synchronisation rebound with κ(τ) decreasing 0.42±0.00
and population frequency decelerating to f = 18.04 ± 0.04Hz. e Further increases in
propofol dosage cause a gradual weakening of global network activity (gtongeq14nS,
τi ≥ 17ms, and t ≥ 14 s), whose frequency eventually decays to f = 2.74 ± 0.02Hz with
a synchronisation of κ(τ) = 0.08 ± 0.00 at t = 22 s. The network was stimulated with a
constant current Istim = 0.4nA.
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Figure 3.21 – Enhanced network synchronisation emerges as tonic inhibition
is strengthened and synaptic time constants are prolonged. a The network
synchronisation follows a bump-like pattern, increasing from a baseline of κ(τ) = 0.41 ±
0.01 between 0 s ≤ t ≤ 6 s to a maximum of κ(τ) = 0.63±0.00 for gton = 8nS and τi = 14ms
at 8 s ≤ t ≤ 10 s. Further anaesthetic dosages gradually lower the network synchronisation.
b The network frequency follows a bump-like pattern, decelerating between 0 s ≤ t ≤ 6 s
and then accelerating to a maximum of f = 19.13±0.17Hz for gton = 6nS and τi = 13ms
at 6 s ≤ t ≤ 8 s. Further anaesthetic dosages gradually decelerate the network frequency.
c gton is increased from an initial value of 0nS in steps of 2nS every 2 s. d τi is increased
from an initial value of 10ms in steps of 1ms every 2 s.161
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Conclusions and Discussion
GABAergic inhibition is thought to play an important role in the generation of
oscillatory rhythmic activity in neural populations (Bartos, Vida, Frotscher et al. 2002 ;
Bartos, Vida et Jonas 2007 ; György Buzsáki et X.-J. Wang 2012 ; Cobb et al. 1995 ;
Colgin 2016). In addition, GABA receptors have been shown to be the primary target of
anaesthetic agents (Müller et al. 2011 ; Rudolph et Antkowiak 2004) and in particular of
propofol (Vanlersberghe et Camu 2008). Indeed, propofol has been shown to target both
synaptic and extrasynaptic GABA receptors with the effect of amplifying and extending
the duration of inhibitory postsynaptic currents (Adodra et Hales 1995 ; Donglin Bai et
al. 2001 ; Kitamura et al. 2004 ; McDougall et al. 2008), enhancing extrasynaptic tonic
inhibition (Donglin Bai et al. 2001 ; McDougall et al. 2008 ; I. Song et al. 2011), and
slowing the receptor desensitisation (Bai et al. 1999 ; Donglin Bai et al. 2001 ; Jin et al.
2009 ; McDougall et al. 2008). In this work we presented an in-depth study of the action
of anaesthesia on neural oscillations by modelling all of the afore-mentioned effects on a
network of hippocampal interneurons.
Tonic Inhibition Produces Tighter Synchronous Activity
Our results show how propofol-mediated tonic inhibition contributes to enhancing
network synchronisation in a network of hippocampal interneurons. Whilst propofol does
also act on the phasic inhibition mediated by synaptic GABAA receptors, neither the
increase in the amplitude and duration of the synaptic response, nor the desensitisation
due to propofol binding on these receptors seemed to account for an increase in network
synchronisation. The sole significant effect of phasic inhibition was to lower the threshold
of tonic conductance necessary for the emergence of enhanced network synchronisation,
by prolonging the duration of inhibitory postsynaptic currents. Taken together, these
observations allow us to conclude that the enhanced network synchronisation we observed
was mostly dependent on tonic inhibition mediated by extrasynaptic GABA receptors.
Enhanced Synchronisation for Neuronal Communication under General
Anaesthesia
The role of neural oscillations has been extensively described in the literature, giving
rise to a number of stimulating theories. Neural oscillations may represent the stable,
unperturbed state of the brain (György Buzsáki et Draguhn 2004) during sleep, and
can also be used as indicators of certain sleep stages (Llinas et Ribary 1993). In addi-
tion, experimental studies have linked synchronous activity with perception (Engel et al.
2001) stimulus encoding and representation (Charles M. Gray et al. 1989), information
integration and memory (Colgin et E. I. Moser 2010 ; Engel et al. 2001 ; Kahana et al.
2001 ; J. E. Lisman et al. 2010 ; John E Lisman et Jensen 2013 ; Varela et al. 2001) The
common denominator of all of these theories is the hypothesis of neuronal communica-
tion through coherence (Fries 2005), according to which synchronous activity enables
communication and cooperation between neural ensembles. Indeed, functionally-linked
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brain regions have been shown to synchronise their operational frequency when collabo-
rating. These include, and are not limited to, parietal and occipital regions during visual
attention tasks (Fries et al. 2001) ; hippocampus and (pre) frontal cortex during memory
tasks (Fell, Klaver et al. 2001) and consolidation during sleep (Maingret et al. 2016) ;
motor cortex and spinal motor neurons during movement tasks (Conway et al. 1995).
Intraoperative Awareness
The enhanced synchronisation described here could provide a possible mechanism
supporting the occurrence of intraoperative awareness, intended as the explicit recol-
lection of perceived stimuli during sedation. Patients who report having experienced
intraoperative awareness often describe their ability to hear voices and sounds, to per-
ceive visual stimuli such as the surgical lighting, to feel touch, and sometimes discomfort
or pain (Ghoneim, Robert I. Block et al. 2009 ; Moerman et al. 1993 ; S. O.-V. Ranta
et al. 1998 ; Sandin et al. 2000 ; Schwender et al. 1998), accompanied by a feeling of hel-
plessness and the inability to communicate. Although rarely occurring – 0.1% to 0.3%
of patients according to experimental studies (Ghoneim, Robert I. Block et al. 2009 ;
Jones 1994 ; S. O.-V. Ranta et al. 1998) which, if we consider that in the US alone ap-
proximately 60000 patients undergo general anaesthesia every day (Brown et al. 2010),
equates to 60 to 180 patients per day –, intraoperative awareness is a traumatic expe-
rience which engenders fear and mistrust towards surgery and general anaesthesia, and
can even sometimes lead to post-traumatic stress disorder (Osterman et Van Der Kolk
1998 ; Osterman, Hopper et al. 2001 ; Schwender et al. 1998). The commons causes of
intraoperative awareness are thought to be : insufficient drug dosages, increased anaes-
thetic requirements, damaged of defective drug delivery systems (Ghoneim, Robert I.
Block et al. 2009 ; Mashour 2010). These findings indicate that the occurrence of intrao-
perative awareness is heavily dependent on the concentration of the anaesthetic agent
administered to, and absorbed by, the patient.
General anaesthetics inhibit the conscious perception of pain but fail to fully cut off
the pain transmission pathways from the sympathetic to the central nervous system. This
is reflected in the haematological and metabolical responses commonly recorded under
general anaesthesia, showing prototypical indicators of the surgical stress response – na-
mely, increased heart rate and blood flow, and changes in skin conductance (Longnecker
David E et al. 2008 ; Storm 2008) – as well as in the statistical analyses of postopera-
tive patient reports indicating that up to 30% of intraoperatively aware patients recall
experiencing pain (Sebel et al. 2004). Taken together, these observations indicate that
the sympathetic and central nervous of system anaesthetised patients are capable of
processing noxious stimuli. This allows us to postulate that propofol-enhanced network
synchronisation could provide the favourable conditions needed for the perception of
pain under general anaesthesia. Precise timing between the surgical incision and the
anaesthesia-dependent improved synchronous activity could facilitate the transmission
of pain stimuli to the central nervous system in anaesthetised patients.
163
Chapitre 3. Applications biomédicales
Implicit Memory Formation
There is a large volume of published studies describing the formation of implicit me-
mories under general anaesthesia (Andrade et Catherine Deeprose 2007 ; Bonett et al.
2014 ; Cork et al. 1996 ; Ghoneim et Robert I Block 1997 ; Jones 1994 ; Kihlstrom et al.
1990). According to these, anaesthetised patients perceive and remember auditory sti-
muli, and are capable of recalling them in postoperative interviews, without being able
to consciously identify when and how these stimuli were encoded. A recent study descri-
bed how propofol enables a dose-dependent increase in synchronous activity within the
human medio-temporal lobe under general anaesthesia (Fell, Widman et al. 2005). These
results, coupled with the theory that neural synchronisation between the entorhinal cor-
tex and the hippocampus correlates with memory formation in humans (Fell, Klaver
et al. 2001), provide a possible neural substrate underlying mnemonic processes during
anaesthesia. Our model supports this view by making the compelling prediction that
anaesthetic agents could facilitate the communication between brain structures which
should supposedly be not allowed to do so under general anaesthesia. Therefore, me-
mory formation under general anaesthesia could be facilitated by a propofol-dependent
enhancement in rhinal-hippocampal coherence.
The dosage-dependent synchronisation enhancement described here is a transient
phenomenon that may depend on subject sensitivity. Moreover, its transient characte-
ristics may render it hard to observe and monitor. This could explain why a recent
study (Bejjani et al. 2009) did not find statistically significant evidence for implicit
memory formation under general anaesthesia. A possible explanation could be that me-
mory consolidation probably requires the conjunction of several conditions, for example
a strong external stimulation (such as the noxious stimulus caused by a surgical incision)
concurrent with the induction of anaesthesia. Indeed, it is not clear if memory forma-
tion happens during unconsciousness or during short periods of intraoperative awareness
(Bailey et Jones 1997 ; Bejjani et al. 2009 ; C. Deeprose et al. 2004 ; Kerssens, Ouchi et
al. 2005 ; Gitta H Lubke et al. 1999 ; Willems et al. 2005). In addition, implicit me-
mory formation could also depend on the interaction of anaesthetic agents with other
perioperative drugs.
Paradoxical Excitation
Paradoxical excitation is a state of increased arousal which commonly occurs shortly
during the initial phases of the induction of anaesthesia (Brown et al. 2010). Although
the mechanisms behind have been extensively investigated (Bevan et al. 1997 ; D. L.
Clark et Rosner 1973 ; Gibbs et al. 1936 ; Kiersey et al. 1951 ; Michelle M. McCarthy
et al. 2008 ; Rampil 1998), these are far from being fully unravelled. This phenomenon
is dubbed “paradoxical” since it is caused by the administration of drugs which are
supposed to suppress excitation rather than fostering it. Paradoxical excitation manifests
itself in the form of involuntary purposeless or defensive movements, the expression of
incoherent speech, and sometimes euphoria or dysphoria (Bevan et al. 1997 ; D. L. Clark
et Rosner 1973 ; Gibbs et al. 1936 ; Kiersey et al. 1951 ; Michelle M. McCarthy et al.
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2008 ; Rampil 1998).
One possible explanation behind the emergence of paradoxical excitation under ge-
neral anaesthesia is based on the circuit hypothesis (Nicholas D Schiff et Posner 2007 ;
Nicholas D. Schiff 2008). This theorises that a dosage-dependent disinhibition of striato-
thalamic pathways may allow the reactivation of stimuli which were temporarily stored
within the thalamus prior to the induction of sedation. Since thalamocortical circuits
have been shown to be involved in arousal regulation (Nicholas D. Schiff 2008) it is
conceivable that a temporary stimulation of the thalamus could awaken anaesthetised
subjects. Indeed, this was demonstrated to be the case in various experimental studies
(Alkire et al. 2007 ; N. D. Schiff et al. 2007). However, the mechanisms mediating this
disinhibition under general anaesthesia remain unclear.
A theoretical model (Michelle M. McCarthy et al. 2008) attempted to provide another
explanation for the occurrence of paradoxical excitation. Here, the authors investigated
the cellular mechanisms underlying the changes in the EEG signal recorded from anaes-
thetised patients during paradoxical excitation events – namely an increase in beta power
(Gugino et al. 2001). Their results indicate that an interaction between the GABAergic
synaptic current and an intrinsic M-current produces a propofol-dependent switch in
inhibitory network activity synchronisation, which enhances excitation in postsynaptic
pyramidal neurons (Michelle M. McCarthy et al. 2008) leading to enhanced excitation.
However, their model fails to account for the effects of propofol-mediated tonic inhibi-
tion. We suggest including these as an avenue for future work.
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3.4 Modélisation de l’activité des ganglions de la base dans
la maladie de Parkinson
● Collaboration :
● Sylvain Contassot-Vivier, LORIA.
● Jérôme Baufreton, Institut des Maladies Neurodégénératives de Bordeaux
● Encadrements :
● Thèse de doctorat de Nathalie Azevedo (2018-2021)
Co-encadrée à 50% avec Dominique Martinez
Sujet : A biologically plausible computer model of pathological neuronal oscil-
lations observed in Parkinson’s disease.
● Projet de Master 2 Recherche Calcul Scientifique et Modélisation (mention :
Mathématiques et Applications) de l’Université Rennes 1, Nathalie Azevedo
(04/2018-10/2018)
Sujet : Développement d’un modèle informatique biologiquement réaliste de la
synchronisation neuronale pathologique observée dans la maladie de Parkin-
son.
Co-encadrement avec Dominique Martinez.
● Projet de 3ème année ESSTIN de Benoît Hoefler (05/2017-10/2017)
Sujet : Un modèle neuronal de la maladie de Parkinson
co-encadrement avec Dominique Martinez.
Publication : (Azevedo-Carvalho et al. 2020)
3.4.1 Introduction – résumé
La maladie neurodégénérative de Parkinson dont l’incidence dans la population géné-
rale est d’environ 2,5 pour 1000 est notamment caractérisée au niveau neuroanatomique
par une perte importante et progressive de neurones dopaminergiques dans les GB.
Au niveau neurophysiologique, on observe dans les GB, en particulier le noyau sous-
thalamique STN, le GPe et le striatum (fig. 3.34) des oscillations pathologiques dans
la bande de fréquence β (13 − 30 Hz), caractéristiques de la maladie (T. O. West et al.
2018).
L’étiologie de la maladie et l’origine de cette sclérose, encore mal identifiées, font
l’objet d’études visant à terme au développement d’un traitement préventif. Néanmoins,
il existe actuellement des traitements symptomatiques comme la stimulation cérébrale
profonde, DBS (pour Deep Brain Stimulation), permettant d’améliorer le confort des
patients en supprimant, ou limitant, la bradykinésie souvent associée à une hypokinésie
et une akinésie ainsi que des tremblements de repos (ce type de traitement n’améliore en
revanche pas les troubles cognitifs). La DBS utilisée en routine clinique consiste actuelle-
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ment à stimuler les noyaux profonds avec une fréquence et une intensité fixes nécessitant
un ajustement régulier, au bloc, par le neurologue en fonction de l’évolution des symp-
tômes du patient et comporte donc, à la fois les inconvénients de ne pas être toujours,
en temps réel, adaptée aux besoins du patients, mais également de devoir recourir à des
procédures lourdes de réglages. Le développement d’un traitement symptomatique de la
maladie de Parkinson par stimulation autoadaptatif, dit en boucle fermée, constituerait
donc une avancée majeure dans le traitement de cette pathologie et l’amélioration du
confort des patients. Afin de développer cette seconde génération de stimulation céré-
brale profonde en boucle fermée, il est nécessaire de mettre au point un modèle assez
précis des oscillations pathologiques dans la maladie de Parkinson. De ce fait, plusieurs
hypothèses sur l’origine des oscillations ont été émises au fil du temps (voir section 3.4.3).
Nous souhaitions donc développer, dans le cadre de la thèse de Nathalie Azevedo
co-dirigée avec Dominique Martinez, une méthode de stimulation en boucle fermée pour
le traitement symptomatique de la maladie de Parkinson. Son travail s’articule autour
de l’élaboration d’un modèle anatomique et de l’activité éléctrophysiologique des GB.
Une première étape de ce projet, sur laquelle nous nous concentrons encore, a donc
consisté à produire un modèle de l’activité électrique des neurones des GB et des inter-
actions entre ces noyaux (voir section 3.4.3) en collaboration avec l’Institut des Maladie
Neurodégénératives de Bordeaux.
En parallèle, dans l’optique de simuler à l’échelle 1, chez le rat, puis chez l’être hu-
main, l’activité de ces structures, nous avons choisi d’utiliser et d’approfondir le dévelop-
pement d’un logiciel, SiReNe, initialement réalisé dans l’équipe par Dominique Martinez.
Cet aspect logiciel du projet est mené en collaboration avec Sylvain Contassot-Vivier,
enseignant-chercheur au Loria spécialiste du calcul parallèle. Les méthodes proposées
permettent une économie notable de stockage en mémoire ainsi qu’un gain de temps de
simulation raisonnable et repose sur une re-génération de la connectivité du réseau à
chaque émission de potentiel d’action. Bien que cette approche puisse paraître contre-
intuitive en terme de performances, les expérimentations numériques menées par Natha-
lie Azevedo démontre son efficacité (Azevedo-Carvalho et al. 2020). La section qui suit
est l’article portant sur ce développement.
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3.4.2 Article :
Simulation of large scale neural models with event-driven connec-
tivity generation
Publié dans Frontiers in Neuroinformatics, volume 14, août 2020.
Authors :
Nathalie Azevedo Carvalho, Sylvain Contassot-Vivier, Laure Buhry,
and Dominique Martinez
University of Lorraine, LORIA CNRS UMRS 7305, INRIA CR Nancy Grand Est,
54600 Villers–Nancy, France
Abstract
Accurate simulations of brain structures is a major problem in neuroscience. Many
works are dedicated to design better models or to develop more efficient simulation
schemes. In this paper, we propose a hybrid simulation scheme that combines time-
stepping second-order integration of Hodgkin-Huxley (HH) type neurons with event-
driven updating of the synaptic currents. As the HH model is a continuous model,
there is no explicit spike events. Thus, in order to preserve the accuracy of the integra-
tion method, a spike detection algorithm is developed that accurately determines spike
times. This approach allows us to regenerate the outgoing connections at each event,
thereby avoiding the storage of the connectivity. Consequently, memory consumption is
significantly reduced while preserving execution time and accuracy of the simulations,
especially the spike times of detailed point neuron models. The efficiency of the method,
implemented in the SiReNe software 2, is demonstrated by the simulation of a striatum
model which consists of more than 106 neurons and 108 synapses (each neuron has a
fan-out of 504 post-synaptic neurons), under normal and Parkinson’s conditions.
Keywords : Brain simulation, Hodgkin-Huxley neurons, time-stepping method, event-
driven connectivity generation, Runge-Kutta method, Parkinson’s disease, large scale
networks.
Introduction
Major projects such as Blue Brain (Markram 2006), the Human Brain Project (Ei-
nevoll et al. 2019), the BRAIN Initiative or Mindscope (Hawrylycz et al. 2016), aim at
simulating a brain or brain structures. The simulation of brain structures demands not
2. Source code is available at https://sirene.gitlabpages.inria.fr/sirene
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only computing resources but also a lot of memory to store the connectivity that grows
as the power 1.4 of the number of neurons (see Figure 3.22). Then, the simulation of
the human brain would require ≈ 100 terabytes just for storing the Boolean connecti-
vity pattern (connection/no connection). Therefore, large-scale simulations of realistic
cortical networks have been undertaken by using supercomputers with huge memory
space (E. Izhikevich et Edelman ; Migliore et al. ; Chatzikonstantis et al. ; Eliasmith et
Trujillo 2008 ; 2006 ; 2019 ; 2014).
Figure 3.22 – Number of synapses Ns vs number of neurons Nn for different animal
species (vertebrates and invertebrates). The best fit is for the power law Ns = N1.4n (red
line) and not for Ns = Nn (black line), as claimed in Lansner et Markus Diesmann 2012,
or the full connectivity Ns = N2n (blue line). All fits are consistent in the sense that
Ns = 0 for Nn = 0.
Here, we propose a hybrid approach that combines a time-stepping approach for
the numerical part of the simulation with an event-driven updating of the synaptic cur-
rents for complex Hodgkin-Huxley (HH) type neurons. This approach is particularly well
suited to studies of real-time neural mechanisms requiring high accuracy, such as patho-
logical behaviors like the Parkinson’s disease. Our event-driven approach completely
avoids the storage of the connectivity pattern by regenerating the connectivity on the
fly, when needed, after spiking events. This event-driven generation of the connectivity
makes use of pseudo-random generators and consistent seeds. The exact computation
of spike times is not possible for HH neurons because the model is continuous and the
membrane voltage is approximated by time-stepping methods on discrete time (Koch
et al. 1998). Moreover, when the membrane potential crosses threshold twice during
one time-step (the first crossing is upward and the second one is downward), the spike
may be missed. A failure to detect a spiking event may cause dramatic changes on the
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behavior of the system, especially in the case of event-driven connectivity.
In this paper, we consider an event-driven connectivity generation within time-
stepping schemes of Runge-Kutta 2 midpoint type. We develop a spike detection method
for HH neurons, that accurately determines the spike timings so that the accuracy of
the second-order Runge-Kutta methods (RK2) is preserved when connectivity is gene-
rated at spiking events. By avoiding the connectivity storage, our method is intended
to simulate large-scale models made of Hodgkin-Huxley type neurons on a single com-
puting node. Indeed, the limited memory consumption pushes back the necessity to use
multiple machines, whose induced communications often reduce the overall performance.
Yet, computing performance is not neglected in our approach as a parallel multi-threaded
version has been developed in order to take advantage of multi-core/many-core machines.
Our approach is implemented in the SiReNe software whose accuracy and efficiency
are exhibited in a series of experiments among which is the simulation of the striatum
structure at the rat scale, i.e., with more than 106 neurons.
In the next section, we demonstrate the originality and interest of our approach
in respect to related works. The different methods used in our neural simulator are
presented in Section 3.4.2. Then, validation and performance analysis are provided in
Section 11. Section ?? draws a general conclusion and proposes a list of future works.
Related works
Event-driven connectivity generation
In neuroscience studies, one often simulates a snapshot of a network over a short
period of time with fixed parameters, e.g., for comparing normal vs pathological neural
configurations. In such a context, the causal mechanisms (e.g., plasticity mechanisms) of
neural evolution from normal to pathological states is not relevant. Thereby, connectivity
storage is not mandatory and can be advantageously replaced by dynamic generation.
Originally, the idea of event-driven connectivity generation has been proposed in the case
of abstract neurons for which spike timing is exactly known, i.e., rule-based artificial cell
units, or finite state machines (Lytton et Stewart 2006). This approach has then been
applied with integrate-and-fire (IF) neurons, i.e., quadratic IF (E. Izhikevich et Edelman
2008) and leaky IF over GPU hardware (Knight et Nowotny 2020).
To the best of our knowledge, the event-driven connectivity generation approach
has never been developed for Hodgkin-Huxley neurons. Our event-driven connectivity
generation makes use of pseudo-random generators and consistent seeds. The principle
of pseudo-randomly generating the connectivity through an event-driven approach has
been reused in a recent US patent (Lipasti et al. 2019). Yet, the LFSR (Linear-Feedback
Shift Register) nature of the pseudo-random number generator (PRNG) used in their
approach is not statistically strong as it does not pass classical linear tests provided
in TestU01 (L’Ecuyer et Simard 2007) which is a reference in the domain. Moreover, a
single PRNG is used to perform all the dynamic data generations, leading to additional
time and memory consumption.
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Spike detection
Traditionally, event-driven strategies are applied at the neuron level (Makino ; Brette ;
Brette ; Tonnelier et al. ; Rochel et Martinez ; Mattia et Del Giudice ; Ros et al. ; Morrison
et al. ; Rhodes et al. 2003 ; 2006 ; 2007 ; 2007 ; 2003 ; 2000 ; 2006 ; 2007 ; 2018). In pure
event-driven strategies the spike timings are analytically given and are calculated with
an arbitrary precision (up to the machine precision). This scheme allows for an exact
simulation where no spike is missed. Yet, only a limited class of simplified neuron models
of integrate-and-fire (IF) type is amenable to exact simulations. Thus, more complex
neuron models are simulated on discrete times by using time-stepping methods, e.g.
the second order RK2 algorithm. Nevertheless, aligning the spike times on the time
grid leads to an accuracy of order one, as for example in (Lipasti et al. 2019). For
IF neurons, the determination of the spike times by linear interpolation is needed to
preserve the order 2 of the RK2 method (David Hansel et al. ; Shelley et Tao 1998 ;
2001). In contrast to IF neurons, HH neurons do not have an explicit threshold so that
determining the spike times by threshold crossing, as in (Lobb et al. 2005), or by linear
interpolation, as for IF neurons, will lead to low accuracy. Here, we show that for HH
neurons, a quadratic interpolation (e.g., Bézier curves) is required to be consistent with
the order 2 of the RK2 method. In contrast to Morrison et al. 2007 in which quadratic
and cubic interpolations are considered, it is not necessary to use more than a quadratic
interpolation. Actually, cubic (and higher-order) interpolation should be avoided as it
implies additional computation cost for no gain in accuracy (David Hansel et al. 1998).
Parallel computation
Many studies have been done about the use of parallelism in neural simulations (Kun-
kel, Potjans et al. ; Lansner et Markus Diesmann ; Kunkel, Schmidt et al. ; Jordan et al.
2012 ; 2012 ; 2014 ; 2018). Yet, most of them use connectivity storage, implying a huge me-
mory consumption and the resort to distributed parallelism.
By using event-driven connectivity generation, the memory requirements are signifi-
cantly reduced and it becomes possible to simulate very large networks on a single
computing node. In such a context, distributed parallelism is interesting merely for the
increased computational power it offers, as compared to a single many-core node. Ho-
wever, it is worth noting that distributed parallelism implies additional overhead due
to data communications between machines, which may significantly reduce the interest
of the distribution. Consequently, we propose in this paper a multi-threaded parallel
version of event-driven updating and connectivity generation that can run efficiently on
a single multi-core node.
171
Chapitre 3. Applications biomédicales
Methods
In the following sections, we present the different types of simulation schemes : the
common time-stepping approach, the event-driven connectivity generation, as well as
the spike detection method we developed. Then, we describe the striatum model and use
it to test the different methods. Finally, we present the implementation in the SiReNe
software.
General simulation : time-stepping
In the time-stepping approach, the state variables of the neurons are updated at
each time-step (∆t = 0.005ms in our simulations). As the dynamics of the neurons is
highly non-linear and sharply varies, the choice of the time-step must be thoroughly
considered. In Figure 3.23, we observe that when the time-step is too large (e.g. 0.05ms)
the simulation results are incorrect. With a time-step of 0.03ms, the potential curve
begins to take the right shape, and it gets more accurate with smaller time-steps.
The ordinary differential equations of the Hodgkin-Huxley neurons type (HH) are
solved by an explicit iterative temporal discretization method, i.e., Runge-Kutta 2 (RK2)
in our case. The RK2 method is a second-order method leading to an error O (∆t2) of
order two.
In classical time-stepping simulations, the synaptic current of each neuron is updated
Figure 3.23 – Time-stepping simulation of a single MSN neuron with different time-steps
∆t = 0.05, 0.03, 0.01 and 0.005ms (plot of the first action potential).
at each time-step. The pre-synaptic neurons are used at each step (Lytton, Omurtag et
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al. 2008) to perform the updating of the synaptic current. However, this approach is very
time consuming and, most of the time, partly useless, as only spiking neurons generate
post-synaptic currents. We propose in the next section a hybrid simulation scheme with
event-driven post-synaptic updating that avoids useless computations.
Event-driven connectivity generation and post-synaptic updating
In the hybrid simulation scheme that we propose, an event-driven strategy is applied
at the connectivity level. The idea is to be more pro-active by changing the order of the
synaptic updating process. Instead of computing the state of the synaptic currents at
time t according to previous time t −∆t, the updating scheme executes the steps given
in Algorithm 1.
Algorithme 1 : Simulation scheme
1 foreach time step t do
2 Update the neurons states according to their internal state and
input currents at time t
3 Detect spiking neurons
4 foreach spiking neuron do
5 Update its post-synaptic currents for time t +∆t
The advantage of this method is to update the post-synaptic neurons of only the
firing neurons, whereas in classical time-stepping simulations, pre-synaptic neurons of
all neurons are systematically updated, even those that have not fired recently. So, this
event-driven updating scheme can significantly reduce the overall computations when
only a fraction of the neurons fires in the same time-step. Moreover, this method can be
combined to a pseudo-random generation of the connectivity, that significantly reduces
the memory cost of the simulation.
Event-driven generation of the connectivity
In order to avoid the storage of the entire connectivity of the neural system, and
thereby to limit the memory consumption, the set of post-synaptic neurons as well as the
intrinsic synaptic parameters (peak conductance,...) can be pseudo-randomly generated
after each spike (Lytton, Omurtag et al. 2008). Synaptic parameters are defined for each
synaptic model, and individuation can be obtained either by a specific computation
based on the neuron number or by the addition of noise.
The pseudo-random nature of the generation ensures that the generated sequence is
reproducible for a same seed. Thus, the connectivity of a neuron stays the same during
the entire simulation as long as the same seed is used for that neuron. Also, the use of
distinct seeds and internal PRNG states between the neurons implies that the connec-
tivity is different from a neuron to one another. Consequently, when a neuron fires, its
post-synaptic connections are pseudo-randomly generated according to its corresponding
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random seed and internal PRNG state, and the synaptic current of each post-synaptic
neuron is updated.
In this context, the number of post-synaptic neurons of every neuron is fixed at
the simulation initialization. This number can be provided by the user, either as an
absolute value or through a connection density. Then, there is a need for an algorithm
that uniformly draws M elements (post-synaptic neurons) from the integers set [1,N]
(all possible candidates) without repetition. One practical solution is to sequentially
parse the set of candidates and to perform a pseudo-random selection according to a
probability defined in function of the number rc of remaining candidates and the number
rs of elements still to be selected. Therefore, when considering candidate neuron i, the
probability to select i is given by P (i) = rsrc . It can be checked that, by construction, this
value is defined in [0,1]. Also, the probability distribution of the selected connections
obtained by this process is definitely uniform. In fact, for drawing the M elements,
other solutions are possible that are theoretically more accurate in terms of probabilities.
Indeed, the smallest value of k reals randomly drawn in the interval [x,1] (0 ≤ x ≤ 1) is
theoretically given by 1− (1−R)1/k × (1−x), where R is a random real number in [0,1].
Then, an additional step is required to obtain integer values. Obviously, such a method is
much more computationally expensive than the one we use. Indeed, our choice is a good
compromise between computation efficiency and distribution quality of the candidates
selection.
In its current form, our simulator uses different types of neurons, such as excitatory
vs inhibitory neurons within the same neural group or distinct neurons belonging to
different groups. A type of synapse is thus defined (with peak conductance and time
constant parameters) between two types of neurons (source type and destination type).
Consequently, the memory storage devoted to the synapses scales at most as the square
of the number of neuron types and not as the square of the number of neurons. Also, a
neuron in one group may be connected to any neurons in its own group and in the other
groups. Its post-synaptic connections are generated by selecting for each post-synaptic
group of the neuron, the number of post-synaptic neurons defined by the connection
density between the neuron group and that particular post-synaptic group. Then, the
parsing and pseudo-random selection process described above is applied independently
to each post-synaptic group, using the pseudo-random draw presented in Algorithm 2.
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Algorithme 2 : Pseudo-random connectivity generation
Input : NeuronNum is the neuron from which post-synaptic neurons
are generated
Input : NbNeuronsPostGroup is the total number of neurons in the
post-synaptic group
Input : NbToSelect is the number of post-synaptic neurons to select
Output : List of selected neurons
1 State ← InitPRNG(Seed(NeuronNum))
2 List← ∅
3 NbSelected← 0
4 for i ← 0 to NbNeuronsPostGroup − 1 do
5 rc ← NbNeuronsPostGroup − i
6 rs ← NbToSelect −NbSelected
7 if RandomReal(State) × rc < rs then // RandomReal() returns
a value in [0,1]
8 List← List ∪ {i}
9 NbSelected← NbSelected + 1
10 end
11 end
In this algorithm, the function Seed() generates a unique seed from the neuron num-
ber. Although this is not mandatory, it may be designed to ensure a minimal distance bet-
ween seeds of neurons with similar connectivity parameters, in order to avoid similarities
in the distances between selected post-synaptic neurons. The function InitPRNG() ini-
tializes the internal state of the PRNG so that distinct states are produced from distinct
seeds. Then, the internal state is used and updated in function RandomReal() that draws
a random value in [0,1]. Also, the list of selected post-synaptic neurons is not stored in
memory in practice, but the corresponding synaptic currents are directly updated on the
fly. When the post-synaptic group is the same as the neuron group, the neuron NeuronNum
can be excluded from the list of post-synaptic neurons in order to avoid autapses.
In such a context, the loop in line 4 must be divided in two loops, according to the
neuron indices that are lower or greater than NeuronNum.
Finally, in order to get a good distribution quality of the PRNG while preserving the
performance constraint (generation speed), a fast and robust generator must be chosen.
In our simulator, the Lehmer64 generator is used (derived from Lehmer 1951), as it is
one of the fastest generator that passes the Big Crush of TestU01 (L’Ecuyer et Simard
2007), a battery of statistical tests that is a reference for quality evaluation of PRNGs.
Moreover, as this PRNG works on 64 bits, it provides 264 ≈ 1019 seeds, which is much
more than the number of neurons in the human brain (≈ 1011).
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Event-driven computation of synaptic currents
Time evolution of the synaptic conductance gjk between pre-synaptic neuron j and







with τjk, the time constant of the synapse. Integrating the equation between t (current
time) and tsp (spike time) leads to




with ḡjk = gjk (tsp), the peak conductance. The total synaptic current Isyn,k for neuron
k is the sum of the contributions of the pre-synaptic neurons j and all their pre-synaptic
spikes















where Ejk is the reversal potential of the synapse from neuron j to k and Vk is the
membrane potential of the neuron k. The number of spikes received from neuron j is
denoted nj and tspi represents the firing time of the ith spike. Factjk is updated at each
event (i.e. when neuron j emits a spike) as follows
nj ←Ð nj + 1





Spikes are detected when the membrane potential exceeds a given threshold. In clas-
sical methods, the firing time is then aligned to the time-step. Yet, this trivial detection
method leads to an error O (∆t) that is not consistent with the RK2 method (David
Hansel et al. 1998). From a numerical point of view, the firing time should be at the
maximum of the membrane potential. Herein, we propose two interpolation methods to
obtain a more accurate estimation of the firing time. The former is based on the inter-
section between two linear interpolations and the latter is based on a Bézier curve. As
shown in Section 11, only the latter leads to an error O (∆t2) that is consistent with the
RK2 method.
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Intersection between linear interpolations
Here, the spike time tS is found at the intersection between two lines deduced from
the membrane potential derivatives at the time-step frontiers (Figure 3.24.A). In our
case, the slopes of the two lines are defined by the derivatives dV0/dt and dV1/dt where
V0 and V1 are the membrane potential at t and t+∆t, respectively. Note that when the
time-step is small enough, the top value of the spike takes place inside a time-step whose
derivatives at start and end times (t and t +∆t) are positive and negative, respectively.
If we define b0 = V0 − dV0dt t and b1 = V1 −
dV1




x + bi with i ∈ {0,1} , ∀x ∈ [t, t +∆t] (3.13)









Although this method provides good results in some cases, it has not been selected for
use in our simulator as it is not accurate enough in general. As a consequence, we have
chosen a method of higher order that makes a more meaningful use of the three points
given above (intersection and the two time-step boundaries), by interpreting the two
derivatives at t and t +∆t as the tangents of a quadratic Bézier curve.
Bézier curve
The Bézier curve of order two is a polynomial curve specified by three points P0, P1
and P2 that define the tangents P0P1 and P1P2, respectively at starting point P0 and
ending point P2. Its parametric form B (x) with x ∈ [0,1] is given by
B (x) = (1 − x)2 P0 + 2 (1 − x) xP1 + x2 P2 (3.15)
As illustrated in Figure 3.24.B, the spike time t̂S is estimated from the interpolation
of the membrane potential with a quadratic Bézier curve, the points Pi = (ti, Vi), with
i ∈ {0,1,2}, are defined at times ti and potentials Vi. The end points of the curve, P0
and P2, are given by the potentials V0 and V2 at times t0 = t and t2 = t +∆t. The point
P1 is defined as the intersection of the two lines following the derivatives in P0 and P1,
similarly to section 11. The time t1 is determined as t̂S in eq. (3.14), and V1 is deduced













Once P0, P1 and P2 are obtained, t̂S is analytically computed as the time at which the
Bézier curve reaches a null derivative (curve peak), i.e.,
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Figure 3.24 – (A) Spike time t̂S obtained by lines intersection issued from derivatives
at t and t + ∆t (full green line). (B) Spike time t̂S detected with the maximum of a
quadratic Bézier curve (full green line) defined between t = t0 and t + ∆t = t2. In both
figures, the reference time spike tS is obtained with 10−7 simulation time-step (dashed
red line).
t̂S = (1 − x̂)2 t0 + 2 x̂ (1 − x̂) t1 + x̂2t2 (3.17)
where x̂ ∈ [0,1] is defined such that dBdx (x̂) = 0, leading to x̂ =
V0 − V1
V0 − 2V1 + V2
. The par-
ticular case where V0 − 2V1 + V2 = 0 does not occur in practice as it would mean that
the spike extremum is constant over the time step. Indeed, the Bézier interpolation is
performed only when the derivatives at the time step bounds are not null.
Simulated striatum model
The striatum is a brain structure presumably involved in generating pathological β-
oscillations observed in Parkinson’s disease (M. M. McCarthy et al. ; Corbit et al. 2011 ;
2016). The striatum is composed in its vast majority (≈ 95%) of Medium Spiny Neurons
(MSN) (Kemp et Powell ; Corbit et al. 1971 ; 2016).
Our MSN model equations and the ionic channel are derived from the (M. M. McCarthy
et al. 2011) model.
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= − ḡKn4 (V −EK)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
IK
− ḡNam3h (V −ENa)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
INa
− ḡMp (V −EK)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
IM
− ḡL (V −EL) − Isyn + Iapp
(3.18)
where Cm is the membrane capacitance, ḡX is the maximal conductance of ion X. The
values h, m, n and p are the respective gating variables of the different ions channels
(activation/inactivation). Also, EX is the reversal potential of the ion channel X. The
fast potassium current IK has four activation gates and no inactivation gate. The sodium
current INa has three activation gates and one inactivation gate. M-current is a non
inactivating potassium current which has one activation gate and no inactivation gate.
The leak current is denoted by IL. The synaptic current Isyn is a GABAa inhibitory
current given in equation (3.11) with Ejk = −80mV and ḡjk is between 0.1N mS and0.6
N mS, where N is the number of synaptic connections. The applied current Iapp is a
step current, i.e., at the beginning it is −10µA and at t = 500ms it goes up to 0.4µA.
We also add a uniform noise between −b and b to the applied current.
Since the idea of our article is to promote the simulation of large-scale networks,
we focus on the simulation of the rat’s MSN network at scale one. This network is
composed of about 1.3 million neurons (Oorschot 1996). We consider that a MSN neuron
is surrounded by ≈ 2800 other MSN neurons and that the connection density in this
neighborhood is of 18%, as in (Taverna et al. ; Lindahl et Hellgren Kotaleski 2008 ;
2017), i.e., the number of postsynaptic neurons per MSN would be ≈ 504 neurons.
We thus simulate a MSN model of 1.3 million neurons with 504 connections per
neuron. To demonstrate the efficiency of our simulation approach, we compare our results
to (M. M. McCarthy et al. 2011), during a 4 s biological time simulation. In all our
simulations, the time-step is fixed to ∆t = 0.005ms and the Bézier’s curve is used to
interpolate the spike times. The Local Field Potential (LFP) is the sum of the synaptic
currents of each neuron at each time-step (M. M. McCarthy et al. 2011). The LFP power
spectrum was deduced from a standard Fourier Transform Function.
Further tests are done to compare classical time-stepping and event-driven updating
approach, in terms of memory consumption and execution times. In this context, we
simulate 100, 500, 1 000, 5 000 and 10 000 neurons for 100ms biological time.
Finally, a last experiment is done to evaluate the performance of the parallel multi-
threaded version with OpenMP. We compare execution times for a 1 s biological simulation
time with 10 000 MSN neurons as a function of the number of threads (1, 2, 4, 8, 16 and
32).
Software implementation in SiReNe
SiReNe (’Simulateur de Réseaux de Neurones’, ’Neural Network Simulator’ in En-
glish) software, is a C program that has been developed in our laboratory for several
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years. Originally, it is a pure time-stepping simulator, but it has been extended with
the event-driven updating method presented in this paper. So, it is now able to simulate
large neural networks either with a classical time-stepping method, or with the event-
driven one. In both approaches, the non-linear differential equations of the HH model are
updated with the help of the RK2 integration method. After updating all state variables,
it is checked whether the neurons have fired. The potential of the neuron has to cross a
threshold during this time-step and the derivatives of the potential at times t and t+∆t
must be respectively positive and negative. In order to detect the spikes, the time delay
of each neuron has to be larger than the time-step, otherwise some spikes may be missed.
In the pure time-stepping version, the pre-synaptic currents are systematically retrieved
for every neuron, whereas in the event-driven version, neurons are updated first, then
only the post-synaptic connections of the spiking neurons are generated and their cur-
rents are updated. Figure 3.25 shows the general algorithmic scheme of the SiReNe
software.
Figure 3.25 – Schematic representation of the SiReNe software (implemented in C).
In addition, two variants were implemented, with or without storage of the neurons
connectivity. The most efficient combination of time-stepping approach and connectivity
management, according to execution time as well as memory consumption, is the event-
driven (spike-driven) approach with connectivity generation.
Finally, parallel multi-threading has been added via the OpenMP API. The parallel
strategy mainly consists in distributing the computations related to the neurons over the
threads. In particular, parallelism is exploited in the computation of the derivatives, the
spike detections and the synaptic current updates.
For the parallel generation of neuron connections, it is mandatory to use a thread-safe
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random generator. Thus, we have added the required software layer over the random
generator described in Section 5.
Experimental Context
The simulations presented below have been done on a Dell R720 server under Linux
Debian 4.9 amd64 with 2 Intel(R) Xeon(R) CPU E5-2640 v2 @ 2.00GHz with 8 cores
each, and 128GB RAM. Times are measured with the OpenMP function omp_get_wtime()
and the program is compiled with gcc 6.3.0 and the -O3 optimization level. All simu-
lations presented in this section are done in sequential (one thread) save for the ones
related to the performance evaluation of the parallel version (multiple threads).
Results
Order of the method
The order of the simulation method is estimated on the last spike of a 20ms simu-
lation fired by a single neuron over repeated trials (Nt = 10) with random initialization.
We simulate different time-steps between ∆t = 5e−5 ms and ∆t = 0.01ms. Three different
methods are evaluated. In addition to the lines intersection (RK2Lines) and the maxi-
mum of Bézier curve (RK2Bezier) described in Section 11, we add the simplest method
in which the spike is aligned to the time-step (RK2Threshold) when the threshold is
exceeded. A complete list of the simulation parameters related to this experiment (named
Method order) is given in Appendix 11.
Although the RK2 numerical scheme is used, the simulation order is not systemati-
cally two, as it depends on the spike detection method (David Hansel et al. 1998). As
there is no analytical solution to calculate the error of our model, we use as reference a
simulation with a very small time-step ∆t = 1e−7 ms. Indeed, for such small time-step,
the error can be considered negligible. Thereby, in this context the error over the spike







∣ t̂i − ti ∣ (3.19)
where Nt is the number of trials, t̂i is the time of the last spike of the neuron within
the simulated period for a given ∆t, and ti is the corresponding time for the reference
simulation with ∆t = 1e−7 ms.
The error εt over the spike time is depicted in Figure 3.26 for the three interpolation
methods as a function of the time-step ∆t (log scales). For each method, linear regression
provides a line whose slope represents its order. Indeed,RK2Threshold andRK2Lines
are first order methods (error is O (∆t)). The RK2Bezier detection method is more
accurate and preserves the order two of the original RK2 integration method (error is
O (∆t2)).
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Figure 3.26 – Error εt over spike time in function of time-step ∆t, for the three spike
detection methods.
Performance comparison of the different methods
As described before, two distinct simulation approaches are available in SiReNe :
the classical time-stepping approach and the event-driven updating one. In addition, it
is possible either to store the connectivity or to generate it on-demand. When combining
those two aspects, we obtain four algorithmic variants. In order to determine which of the
four approaches is the most efficient, we compare them in terms of memory consumption
and execution time. Also, in order to compare our simulator to a reference from the
community, we add simulations obtained with BRIAN2, which is one of the most used
simulator for spiking neurons (Dan F. M. Goodman et Romain Brette 2008).
In Figure 3.27 (resp. Figure 3.28) , memory consumption (resp. execution time), are
given as a function of the size of a MSN network with 100% of connectivity (A) or 30%
of connectivity (B) during 100ms biological time. The five compared approaches are the
classical Time-Stepping approach with connectivity Storage (TS-S), the same approach
with connectivity Generation (TS-G), the Event-Driven updating with connectivity
Storage (ED-S), the same approach with connectivity Generation (ED-G), and the ap-
proach used in the BRIAN2 simulator. A complete list of the simulation parameters
related to this experiment (named Memory and time) is given in Appendix 11.
From these results, it appears that storing the connectivity is definitely inappropriate,
as it sharply increases the memory consumption (Figure 3.27). As expected, the method
with storage has a memory consumption that scales in a polynomial way with the number
of neurons while the scaling is linear for the method without storage.
Concerning the performance, we observe a relationship between the execution time
and the number of neurons. The time varies as a power of the number of neurons that
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Figure 3.27 – Memory consumption as a function of the size of a MSN network with
100% of connectivity (A) or with 30% connectivity (B) during 100ms biological simu-
lation, for the TS-S, TS-G, ED-S and ED-G simulation approaches and the BRIAN2
simulator.
is t∝ nk, where t is the execution time, n the number of neurons and k the exponent of
the power law. In Figure 3.28, the slopes of the ED-S, ED-G methods and BRIAN2
are of order one (k = 1), whereas for the other two methods the slopes are of order
two (k = 2). It means that the execution time increases linearly for ED-S, ED-G and
BRIAN2 and quadratically for the two other methods. Nevertheless, BRIAN2 has a
significantly larger simulation time compared to the ED-methods. The ED-S and ED-
G methods have similar simulation times. However, for full connectivity (Figure 3.28.A),
we observe a slight gain in execution time with the non-storing version that comes from
the possibility to avoid the on-demand generation in that particular case. When the
connection probability is less than 1 (Figure 3.28.B), the connectivity generation induces
a slight overhead on the execution time. However, we observe that this overhead tends
to decrease when the number of neurons increases.
Figure 3.28 – Execution time as a function of the size of a MSN network with 100% of
connectivity (A) or with 30% connectivity (B) during 100ms biological simulation, for
the TS-S, TS-G, ED-S and ED-G simulation approaches and the BRIAN2 simulator.
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For a last comparison between SiReNe and Brian, we implemented in SiReNe the
COBAHH network model described in article Brette_2007 Brette_2007. The CO-
BAHH model is a network of 4,000 excitatory-inhibitory neurons (80% excitatory and
20% inhibitory Hodgkin-Huxley-type neurons with full connectivity). In Brette_2007
Brette_2007, this benchmark model was simulated in Brian with Euler integration
(0.01 ms step-size) and the spikes were detected by threshold crossing at -20 mV with
3 ms refractory period and alignment of the crossing events on the step-size. Although
this detection method associated with Euler integration leads to a precision of order one,
we implemented them in SiReNe for a fair comparison with Brian. We simulated this
benchmark model for 1 second of biological time on the same machine (Dell R720 server,
section 3.6) for both Brian and SiReNe. The simulation time is more or less the same,
∼ 1min. The memory consumption was 18 MB for SiReNe versus 375 MB for BRIAN.
Parallel computing performance
In order to evaluate the performance of the parallel multi-threaded version of Si-
ReNe, the memory consumption and execution times are measured as a function of the
number of threads for the best approach (event-driven). The test case is the simulation
of 10 000 MSN neurons with 504 incoming connections each, during a biological time
of 1 s. A complete list of the simulation parameters related to this experiment (named
Parallel performance) is given in Appendix 11.
As can be seen in Figure 3.29.A, although the memory consumption increases slightly
with the number of threads, it stays very limited. Indeed, the additional consumption
with 32 threads compared to 1 thread is smaller than 3Mb (less than 12% of the initial
consumption). This comes from the fact that only the conductance factors between neu-
rons (see eq. (3.12)) are duplicated to support their concurrent updates by the threads.
Concerning the execution time, we observe in Figure 3.29.B a significant decrease when
the number of threads increases. This result shows that the parallel version provides
a significant gain of time. However, the time decrease is less important than expected,
leading to moderate speed-ups for large numbers of threads (≥ 16), and a faster decrease
of the parallel efficiency (speedup over the number of threads) than expected (see Fi-
gure 3.30). This is due to the irregular inter-dependencies between neurons, that induce
irregular memory access patterns, penalizing the parallel accesses. This issue deserves a
complete detailed study that is planed as a future work.
Simulation of the striatum model
Before going on to the simulation of the striatum, we simulate three different sizes of
neural networks (500, 1000 and 2000 neurons) and we compare the average number of
spikes per neuron and the simulation time as a function of connectivity. A complete list
of the simulation parameters related to this experiment (named Network comparison) is
given in Appendix 11. In Figure 3.31, we can see that for a sparse connectivity, the neural
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Figure 3.29 – Memory consumption (A) and execution time (B) as a function of the
number of threads for the simulation of a MSN network with 10k neurons (504 incoming
connections per neuron) during 1 s biological time.
network has an asynchronous regime and for a dense connectivity, the neural network
has a synchronous regime. For the respective neural network sizes, abrupt transitions
of the number of spikes can be observed at different percentages of connectivity. The
simulation times are quite stable when the connectivity varies.
For the comparison of the results with (M. M. McCarthy et al. 2011), two types of
plots are produced : the raster plot of the spiking neurons and the power spectral density
of the LFP model. The former displays the set of spiking neurons at each time step. The
latter draws the LFP power as a function of the spiking frequency.
The test case is a MSN network with 1.3 million neurons, simulated during 4 s bio-
logical time, either under normal or Parkinson conditions. The simulation time is 10 h
per second of biological time with a time-step of 0.01 ms. The memory allocation is
less than 1 GB. The normal conditions correspond to an applied input Iapp = 1.19µA
and a maximal M-current conductance ḡM = 1.34ms. To obtain Parkinson conditions,
ḡM is decreased to 1.1ms. A complete list of the simulation parameters related to this
experiment (named Reference (striatum)) is given in Appendix 11.
The raster plot in Figure 3.32.A shows a MSN simulation under normal conditions.
The average spiking rate for the neurons is 0.94 ± 0.63Hz, which is coherent with the ave-
rage MSN spiking rate in vivo
(1.1 ± 0.18Hz (Kish et al. 1999) and 0.96 ± 0.03Hz (M. M. McCarthy et al. 2011)).
Figure 3.32.B shows the simulation of a parkinsonian striatum. As expected, there is a
pathological synchronization of the neurons, which is representative of Parkinson’s di-
sease. The average spiking rate raises up to 3.71 ± 1.03Hz (2.11 ± 0.43Hz in Kish et al.
1999 and 4.9±0.15Hz in M. M. McCarthy et al. 2011). The mean firing rates are signifi-
cantly different between healthy and Parkinson conditions (p < 1e−3, t-test). Concerning
the LFP spectrum, it can be seen that we obtain similar qualitative behaviors than those
reported in (M. M. McCarthy et al. 2011) under normal and parkinsonian conditions.
In Figure 3.33.A (normal conditions), a small peak can be observed (max of 30 dB at
17Hz), revealing a weak synchronized state. In Figure 3.33.B (Parkinson’s conditions),
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Figure 3.30 – Speedup and efficiency of a 1 s biological time simulation of 10k MSN
neurons with 504 incoming connections, as a function of the number of threads.
the LFP reaches higher β band oscillations (≈80 dB at 23Hz), which is representative of
Parkinson’s pathological oscillations with strong neural synchronization (M. M. McCar-
thy et al. 2011).
The similar behavior of our simulations to those of (M. M. McCarthy et al. 2011)
(increase in MSN spiking frequency and LFP β power in Parkinson’s state) validates the
event-driven updating version of the SiReNe software to simulate large-scale networks
(> 106 neurons in our case vs 100 neurons for M. M. McCarthy et al. 2011). It has to be
mentioned that no comparison could be done with Brian2 for such a large network, as
it exceeds the memory capacity of our server (128GB RAM) to store the connectivity.
Conclusion
An event-driven updating approach for the simulation of neural networks has been
presented. It mainly consists in updating post-synaptic currents only for spiking neurons,
thus reducing the computational cost. Moreover, the addition of a pseudo-random gene-
ration of the neurons connectivity allows for a significant reduction of memory cost, pas-
sing from O(n2) to O(n) complexity, for n neurons in the system.
Finally, two interpolation methods (linear intersection and Bézier curve) have been com-
pared for the computation of spike times.
A set of experiments has been conducted to evaluate the validity of the approach
as well as its accuracy and performance. The validity is confirmed by a comparison to
the reference work of (M. M. McCarthy et al. 2011) modeling a basal ganglia MSN
network in healthy and Parkinsonian conditions. Concerning the accuracy, we conclude
that to preserve the order 2 of the Runge-Kutta method, it is mandatory to use an
order 2 interpolation method of the spike times. In our case, we have opted for quadratic
Bézier curves as they are controlled by the tangents at end points and they have limited
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Figure 3.31 – Three different neural networks are simulated, i.e., 500, 1000 and 2000
neurons. The average number of spikes per neuron and simulation time are compared
as function of the connectivity. For a sparse connectivity, we observe an asynchronous
regime (raster plot indicated with (AS)). For dense connectivity, we observe synchro-
nous regime (raster plot indicated with (S)). An abrupt transition occurs at a certain
percentage of connectivity.
computational cost. Finally, the performance study is twofold. It shows that the event-
driven updating approach is not only faster than the classical time-stepping one, but
that it has a better performance scaling according to the number of neurons. Also, the
connectivity generation seems to have a limited impact on the performance, especially
when the number of neurons increases.
One limitation in the event-driven connectivity generation concerns the inclusion of
plasticity rules, such as STDP (Spike-Time Dependent Plasticity). Indeed, such rules
are difficult to implement in an event-driven strategy because the synaptic conductances
have to be stored in order to be updated at each spike time, which would cause a large
increase in memory consumption. However, in many neuroscience studies, the plasticity is
not a crucial key-point as a snapshot of a neural network is simulated over a short period
of time in order to analyze its functional behavior rather than its evolution. This is true
in the simulations of our Striatum network, as pathological oscillations in the Parkinson
state are not obtained from synaptic plasticity but by changing the intrinsic M-channel
conductance of the MSN neurons (M. M. McCarthy et al. 2011). Other limitations of
the current version of SiReNe, like the event-driven generation of distance-dependent
connectivity or synaptic delays, are less difficult to tackle and should be addressed with
a limited impact over performance.
Another contribution concerns the overall numerical methods used to simulate Hodgkin-
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Figure 3.32 – Raster plot of the large MSN test case for neurons in interval
[100,000 : 100,100]. Spiking neurons at each time-steps under normal conditions (A)
and Parkinson’s conditions (B) for the simulation of a MSN network at scale 1 of the
rat, during 4 s biological time.
Figure 3.33 – LFP power as a function of the frequency under normal conditions (A)
and Parkinson’s conditions (B) for the simulation of a MSN network at scale 1 of the
rat, during 4 s biological time.
Huxley based neuron models. This type of neurons is sensitive to the time-step value
because with large time-steps (> 10−2 ms), the significance of the derivatives used to de-
duce next step values are much weaker than with small time-steps (10−7 ms) (Moore et
Ramon 1974). In fact, when there is no sharp variation of the membrane potential inside
a time-step, the derivative at the beginning is close to the average value of derivatives
inside the step, leading to a good approximation at the end of the step. However, when
the potential sharply varies, typically when the neuron is spiking, the derivative at the
beginning of the step is much lower than the average value of the derivatives inside the
step, leading to an underestimation of the potential at the end of the step. In order
to stretch the limits induced by this problem, a specific process is under consideration
for inclusion in the SiReNe software. Although a complete study is necessary to fully
evaluate the gain and interest of such corrective process, preliminary experiments show
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promising results. A future work will be dedicated to this subject.
In this paper, the main features of the event-driven updating and connectivity genera-
tion have been studied. The combination of this approach with time-stepping numerical
integration of the Hodgkin-Huxley equations forms a very pertinent solution to effi-
ciently and accurately simulate large neural networks with limited computing resources
(single server). However, there is still room for improvements and extensions. As a few
examples, the reduction of irregular memory accesses in the multi-threaded version, ex-
tensions of the parallel version to support multiple machines and/or GPUs, the inclusion
of distance-dependent connectivity, synaptic delays as well as the corrective process of
the numerical method when using large time-steps would deserve further studies. All
those aspects will be considered as future works.
Appendix
In order to provide reproducible results, the relevant cell and synaptic parameters
are given for each simulation (Tables 3.3, 3.4, 3.5 and 3.6). Each experiment mentioned
in the paper is given a name and the list of its related figures :
— Method order : comparison of the simulation accuracy orders between different
spike detection methods (Figure 3.26).
— Memory and time : comparison of memory consumption and execution times bet-
ween BRIAN2 and the event driven updating and the time-stepping approaches
with and without connectivity storage, proposed in SiReNe (Figures 3.27 and 3.28).
— Parallel performance : performance evaluation of the parallel version of SiReNe
(Figures 3.29 and 3.30).
— Network comparison : comparison of the average number of spikes per neuron
and the simulation times as a function of connectivity, for three different network
sizes (Figure 3.31).
— Reference (striatum) : simulation of the MSN network with 1.3M neurons (Fi-
gures 3.32 and 3.33).
Table 3.3 provides the general parameters for each simulation. The first line gives the
corresponding figures in Section 11. The other lines correspond to the different simulation
parameters, like the interpolation method used to compute the spike times, the numerical
method, the membrane potential threshold for the spike detection, the simulation start
and duration, the time-step and the number of threads used during the simulation.
In Table 3.4 are given the input current parameters. The input current types are
either a constant current or a step current with noise. For the step current, a negative
current is introduced in the first seconds. Then, a positive current, smaller than one, is
injected. In addition, a noise is applied over the step time in order to avoid a similar
step for all the neurons. Finally, a noise amplitude is also added to the input current.
As shown in Table 3.5, the neuron initialization values and parameters are the same
for all the experiments. A heterogeneity percentage is added to the initialization para-
meters. The only parameter that varies from one experiment to another is the maximal
conductance gm. For Memory and time and Parallel performance, the conductance is
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Table 3.3 – General parameters of the presented experiments.
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Table 3.4 – Input Current parameters of the presented experiments.
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Neuron
Initialization For all Neuron For all
Parameters experiments Parameters experiments
V [mV ] −63.826 Cm [pF ] 1.0
m 0.027781 gL [mS] 0.1
h 0.990915 EL [mV ] −67.0
n 0.062045 gNa [mS] 100.0
p 0.022788 ENa [mV ] 50.0
Heterogeneity [%] 10 gK [mS] 80.0
EK [mV ] −100.0
gM [mS] (normal) 1.34
gM [mS] (Parkinson) 1.1
Table 3.5 – Neuron initialization parameters and neurons parameters for all the pre-
sented experiments.
0.25mS, while it is 0.6mS for Network comparison.
The synaptic parameters are provided in Table 3.6. The synaptic conductance is
divided by the number of connections. The BRIAN2 parameters are not provided as
they are the same as the Memory and time experiment. The only difference lies in the
spike time computation, since the only available approach in BRIAN2 is the alignment
to the time-step.
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Table 3.6 – Synaptic parameters of the presented experiments.
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Figure 3.34 – Représentation en coupe des ganglions de la bases. GPe : Globus
Pallidus externe, GPi : Globus Pallidus interne, NST : noyaux sous-thalamiques (STN
en anglais). Adapté de https ://commons.wikimedia.org/wiki/File :Basal_ganglia_circuits.svg, licence
Creative Commons Attribution-Share Alike 3.0 Unported
3.4.3 Modélisation des ganglions de la bases et résultats préliminaires
La plupart des figures présentées dans cette section sont reproduites, avec son accord,
du rapport de stage de Nathalie Azevedo Carvalho.
Parmi les premières hypothèses émises quant à l’origine des oscillations pathologiques
de la maladie de Parkinson, on retrouve l’importance de l’équilibre entre l’excitation et
l’inhibition dans le circuit STN-GPe (D. Terman et al. 2002). Cependant, ces oscillations
ne sont que très rarement observées, in vitro, dans des tranches ne comportant que le
STN et le GPe où on ne les retrouve que lorsqu’une stimulation externe est appliquée
au GPe. Ces données expérimentales laissent donc penser que l’origine des oscillations
ne peut se réduire à une connectivité pathologique entre STN et GPe, mais qu’elle im-
plique également très probablement le striatum. Cette dernière hypothèse est d’ailleurs
renforcée par l’observation de la perte, caractéristique de la maladie, de neurones dopami-
nergiques se projetant dans le striatum. De nouvelles hypothèses ont donc été proposées
plus récemment indiquant que les rythmes pathologiques prendraient naissance dans le
striatum et seraient accentués par le GPe (M. M. McCarthy et al. 2011). Ces dernières
hypothèses ont été longtemps délaissées en raison notamment de la difficulté d’obser-
ver une activité électrique dans le striatum in vitro car cette structure, essentiellement
constituée d’un réseau inhibiteur, produit très peu de potentiels d’action.
En parallèle, à un niveau plus microscopique, l’existence de deux types de sous-
structures constituées de neurones distincts au sein du GPe a été mise en évidence
(Mallet et al. 2012 ; Abdi et al. 2015) : l’une comportant des neurones dits Prototy-
piques (GPeP ), l’autres des neurones dits Arkypallidaux (GPeA). Chacun de ces types
de neurones admettent des comportements dynamiques bien distincts (fig. 3.35), à la
fois en terme de réponse fréquentielle et en terme de forme du potentiel d’action et donc
d’excitabilité, et présente des canaux ioniques spécifiques responsables de ces particu-
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Noyau Courants ioniques modélisés
STN IK , INa, IT (courant Ca2+ de type T à seuil bas),
(D. Terman et al. 2002) ICa (courant Ca2+ de type T à seuil élevé),
IAHP (AHP K+)
IL (courant de fuite)
GPe(P/A) INaF (courant Na transitoire rapide),
(Fujita et al. 2012 ; Günay et al. 2008) INaP (courant Na persistant),
IKv3 (courant de redressement rapide retardé du K),
IHCN (courant de cation modulé par les nucléotides
cycliques activé par l’hyperpolarisation),
ISK (courant K(Ca)) et IL
MSN INa, IK , IM (courant-M ) et IL
(M. M. McCarthy et al. 2011)
FSN INa, IKdr (courant de K+ redresseur retardé) et IK
(David Golomb, Donner et al. 2007)
Table 3.7 – Courants ioniques pris en compte dans la modélisation des neu-
rones des différentes structures des ganglions de la base.
larités dynamiques. Ils présentent également des motifs de connectivité différents. Les
Arkypallidaux inhibent le striatum, alors que les prototypiques inhibent les neurones du
STN, eux mêmes inhibés par les neurones épineux (de type D2-SPN : Spiny Projection
Neurons à récepteurs dopaminergiques D2 ou MSN : Medium Spiny Neurons) du stria-
tum. Ces derniers résultats expérimentaux ont donc orienté récemment nos travaux sur
le rôle des interactions spécifiques entre ces deux types de populations neuronales et le
striatum dans la génération des oscillations pathologiques de la maladie de Parkinson.
Nous émettons en particulier l’hypothèse selon laquelle le réseau le striatum D2-SPN-
GPeA génère les oscillations qui sont ensuite transmises et amplifiées par les GPeP dans
le STN ; les propriétés dynamiques intrinsèques des neurones du GPe joueraient ici un
rôle primordial dans la génération des oscillations du fait, notamment de la présence de
canaux dépendants du calcium (hypothèse soutenue par des observations cliniques et
expérimentales (Zaichick et al. 2017 ; Philippart et al. 2016)).
Nous décrivons ci-dessous brièvement les modèles que nous avons adaptés, sur la
base d’un formalisme d’Hodgkin-Huxley, à notre problématique. En sus des courants
voltage-dépendants potassiques et sodiques, les neurones des différentes structures des
GB regroupent, selon leur nature, les courants ioniques suivants, résumés dans le ta-
bleau 3.7 : un courant Ca2+ de type T à seuil bas, un courant Ca2+ de type T à seuil
élevé, un courant potassique de post-hyperpolarisation, un courant potassique de re-
dressement rapide retardé de type Kv3, un courant Na transitoire rapide, un courant
cationique modulé par les nucléotides cycliques activé par l’hyperpolarisation, un cou-
rant modulant type calcique, un courant SK (potassium dépendant du calcium, voir
aussi partie 2, section 4.1.3, pour une description de canaux potassiques dépendants du
calcium).
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Modélisation des neurones arkypallidaux et prototypiques du GPe
Le modèle de neurones du GPe que nous utilisons est inspiré de (Günay et al. 2008) et
(Fujita et al. 2012) proposant des modèles de neurones du GPe, mais sans différenciation
des GPeP et GPeA. Nous l’avons donc adapté afin de reproduire l’activité des deux
populations d’intérêt dont les comportements physiologiques sont décrits notamment
dans (Abdi et al. 2015).
En terme de modélisation, nous avons distingué les GPeP des GPeA, au niveau
individuel, par la valeur de leur conductance sodique. En effet, celle-ci est 60 fois plus
élevée dans nos simulations pour le modèle GPeP que pour le GPeA (gNaP,P = 300 nS
et gNaP,A = 5.0 nS). Les autres paramètres demeurent identiques pour les deux modèles
(voir la section annexe 3.4.3). Les équations régissant l’évolution de leur tension de




= −gL (V −EL) + Isyn + Istimt − INaF − INaP − IKv3 − ICa − IHCN − ISK , (3.20)
où Cm représente la capacité membranaire, IL = gL (V −EL) est le courant de fuite (cf
introduction générale équation ). Isyn et Istim sont le courant synaptique et un courant de
stimulation externe, respectivement. INaF et INaP sont les courants sodiques transitoire
rapide (“F” pour “Fast”) et persistant, respectivement. IKv3 est un courant potassique
dépendant du voltage, à redressement et retardement rapides. ICa comprend des cou-
rants calciques dépendants du voltage activés à une tension élevée. IHCN est un courant
cationique modulé par des nucléotides cycliques et activé par hyperpolarisation de la
membrane (il joue sur le “sag”, un décrochage dû à une hyperpolarisation transitoire
après émission d’un potentiel d’action). Enfin, ISK est un courant potassique dépendant
de la concentration en calcium.
L’évolution temporelle des courants ioniques est décrite par les équations suivantes :
INaF (V ) = gNaF m3NaF hNaF sNaF (V −ENa)
INaP (V ) = gNaP m3NaP hNaP sNaP (V −ENa)
IKv3 (V ) = gKv3m4Kv3 hKv3 (V −EK)
ICa (V ) = gCamCa (V −ECa)
IHCN (V ) = gHCN mHCN (V −Ecat)
ISK (V ) = gSKmSK (V −EK)
avec gL, gNaF , gNaP , gKV 3, gCa, gHCN et gSK les conductances maximales et EL,
ENa, EK , Ecat et ECa les potentiels d’inversion du courant de fuite, du sodium, du po-
tassium, du cation et du calcium, respectivement.m, h et s sont les variables d’activation
ou d’inactivation du canal, données par les équations différentielles suivantes :
196


































































ICa −KCa ([Ca2+]i − [Ca
2+]
i0) (3.21)
Le comportement de ces neurones apparaît aux figures 3.35 et 3.36 sur lesquelles on
peut visualiser les tracés enregistrés in-vitro chez le rongeur et générés par notre modèle,
respectivement.
Modélisation du réseau GPeA–GPeP–STN–striatum
Pour la constitution du réseau, les modèles de neurones du GPe sont définis comme
nous les avons décrits précédemment. Quant à ceux du STN, les neurones du striatum,
MSN (neurones épineux) et FSN (neurones rapides), ils ont été repris de la littérature
(D. Terman et al. 2002 ; Oorschot 1996 ; M. M. McCarthy et al. 2011 ; David Golomb,
Donner et al. 2007) : les STN de (Oorschot 1996), les FSN de (Gittis et al. 2011) et les
les MSN de (M. M. McCarthy et al. 2011).
Sur le plan de la connectivité synaptique, le circuit des GB est essentiellent consti-
tué de synapses excitatrices de type AMPA et inhibitrices GABA. Les deux types de
conductances synaptiques ont été modélisées par une variable gsyn à évolution tempo-
relle exponentielle de constante de temps et d’amplitude différente selon qu’il s’agisse
d’une synapse excitatrice ou inhibitrice, de façon à reproduire les courants synaptiques
enregistrés in vivo (K. Y. Fan et al. 2012).
La connectivité prise en compte pour nos simulations est reproduite à la figure 3.37
où les connexions figurant en rouge correspondent à la connectivité pathologique de
la maladie de Parkinson : les poids synaptiques ont été renforcés, conformément aux
observations expérimentales.
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Figure 3.35 – Profils de décharges in vitro des neurones GPeP et GPeA.
A et B : tension de membrane de neurones de type GPeP . C : tension de membrane
de neurones de types GPeA. D, E : variabilité de la fréquence d’émission des potentiels
d’action pour les GPeP et GPeA. F : courbe des réponses fréquentielles des GPeP et
GPeA à une stimulation en courant.
D’après (Abdi et al. 2015).
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Figure 3.36 – Profils de décharges des modèles de neurones GPeP et GPeA.
A et B : tension de membrane de neurones de type GPeP . C : tension de membrane de
neurones de types GPeA. D : courbe des réponses fréquentielles des GPeP et GPeA à
une stimulation en courant. (Simulations réalisées sous SiReNe v1.0 )
D’après les courbes de réponse fréquencielle biologiques de (Abdi et al. 2015).
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Figure 3.37 – Modèle du circuit neuronal impliqué dans la maladie de Par-
kinson.
Le nombre de neurones dans chaque structure ainsi que le nombre de connexions sy-
naptiques entre structures sont fourni à titre indicatif à l’échelle 1 chez le rat (Lindahl,
Kamali Sarvestani et al. 2013 ; Lindahl et Hellgren Kotaleski 2017). Les connexions fi-
gurant en rouge correspondent aux connexions renforcées dans le cas pathologique.
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Résultats préliminaires – Activité du réseau GPeA–GPeP–STN–striatum en
conditions normales et Parkinsonniennes
Nous avons dans un premier temps cherché à tester l’hypothèse selon laquelle le
réseau défini à la figure 3.37 était en mesure de générer des oscillations dans la bande
de fréquence β qui (1) prendraient leur origine dans le circuit striatal FSN-MSN, (2)
seraient amplifiées par les interactions GPeA-FSN et (3) seraient transmises par les
GPeP au STN.
L’ensemble des paramètres utilisés pour les simulations est fourni à la section 3.4.3.
La figure 3.38 représente les raster plots générés par le circuit en conditions normales
(Fig. 3.38A) et parkinsoniennes (Fig. 3.38B). Dans le premier cas, les MSN émettent
des PA à ∼ 1Hz, dans le second à ∼ 12Hz, ce qui est cohérent avec les observations
faites en neurophysiologie. On observe de plus sur la figure 3.38B une synchronisation
progressive au-delà des 50 premières millisecondes. Cette synchronisation globale inter-
vient à la suite de celle des MSN, influençant celle des FSN, puis des GPeA. Un rythme
se crée ainsi par inhibition successive des diffréentes populations de neurones. (Corbit
et al. 2016) suggèrent en effet l’existence d’une latence entre l’activité des MSN et des
GPeA : l’activation des MSN inhibe fortement celles des GPeA qui n’émettent alors plus,
engendrant une suractivité des FSN qui, à leur tour, inhibent les MSN, entraînant enfin
l’activité des GPeA, etc.
(A) Raster plot du circuit MSN-FSN-GPeA à l’état
normal
(B) Raster plot du circuit MSN-FSN-GPeA à l’état
parkinsonien
Figure 3.38 – Raster plot du circuit MSN-FSN-GPeA à l’état normal et par-
kinsonien (simulé avec SiReNe v1.0 ). 1096 neurones. En noir : MSN. En bleu : FSN.
En magenta : GPeA.
Afin de tester les contributions des connexions FSN-MSN et GPeA-FSN, nous avons
successivement simulé l’activité du réseau en supprimant indépendemment ces deux
types de connexions (Fig. 3.39). La figure 3.39A représente l’activité du réseau sans
la connexion FSN-MSN. On y observe une légère synchronisation initiale qui s’estompe
après une période transitoire. La figure 3.39B montre l’activité du circuit sans les inter-
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actions directes GPeA-FSN : dans ce dernier cas, on n’observe pas la présence d’oscilla-
tions pathologiques. Nous pouvons donc en conclure que la présence de ces deux types
de connexions est nécessaire, simultanément, à la génération des rythmes synchronisés
pathologiques dans le circuit MSN-FSN-GPeA, ce qui renforce l’hypothèse selon laquelle
une connectivité pathologique au sein de ce circuit serait à l’origine des synchronisations
β dans la maladie de Parkinson.
(A) Raster plos MSN-FSN-GPeA parkinsonien
sans la connectivité FSN-MSN
(B) Raster plos MSN-FSN-GPeA parkinsonienP
sans la connectivité GPe-FSN
Figure 3.39 – Raster plots du circuit MSN-FSN-GPeA parkinsonien sans les connecti-
vité FSN-MSN et GPe-FSN (simulé avec Sirene v1.0
Pour conclure quant à ces résultats préliminaires, bien qu’encourangeants, ils restent,
d’une part, à être démontrés à plus grande échelle. En effet, le caractère très éparse de
la connectivité sur un réseau de taille moyenne peut conduire à des biais de simulation.
C’est pourquoi nous avons débuté des simulations à plus grande échelle, échelle 1 chez
le rat. D’autre part, la connectivité du réseau MSN-FSN-GPe a récemment été analysée
plus finement par nos collaborateurs (Aristieta et al. 2020) et met en évidence une
voie de circulation de l’information dans laquelle les GPeA et GPeP jouent des rôles
différents (voir section 4.4 du projet de recherche) qu’il convient de prendre en compte.
Du point de vue des propriétés cellulaires intrinsèques, il serait également intéressant de
se focaliser davantage sur la physiologie des canaux calciques et dépendants du calcium
du fait de l’importance de la signalisation calcique dans la maladie de Parkinson (Zaichick
et al. 2017). Enfin, le développement d’un simulateur de stimulation en boucle fermée
ne pourra être réalisé qu’en prenant en compte l’anatomie des ganglions de la base
et en rendant compte, a minima, de la physique de l’électrode d’enregistrement et de
stimulation in vivo. Nous nous inspirerons pour cela de nos travaux menés avec Radu
Ranta sur la modélisation des enregistrements intracérébraux hippocampiques (Aussel,
Buhry, Tyvaert et al. 2018). Ce dernier aspect devrait faire l’objet d’un développement
ultérieur en collaboration avec des cliniciens de l’Institut des Maladie Neurodégénératives
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de Bordeaux.
Annexe : équations du modèle de neurones du GPe et tables des paramètres
du modèle GPeA–GPeP–STN–striatum
Ci-dessous, les tableaux 3.4.3, 3.4.3 et 3.4.3 regroupent les paramètres des modèles
des neurones du STN, les MSN et les FSN, respectivement.
Les paramètres du modèle GPeA et GPeP ont été adaptés de (Fujita et al. 2012). La
différence entre les deux populations réside dans les valeurs de leur conductance sodique
respective : gNaP,GPeA = 5.0 nS et gNaP,GPeP = 300.0 nS. Les tableaux 3.4.3 et 3.4.3
résument l’ensemble des paramètres des canaux ioniques de ces deux sous-structures.
La constante de temps de la variables s de INaP est calculée d’après les équations
suivantes :
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ICa −KCa ([Ca2+]i − [Ca
2+]
i0) ,
où Z est la valence de l’ion calcium, F est la constante de Faraday, [Ca2+]
i0 est la
ligne de base de [Ca2+]
i
, KCa est le taux d’élimination du Ca2+, et γ est le rapport de
la surface au volume.
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Courant Paramètre Valeur Paramètre Valeur
Cm 1.0 pF
IL gL 2.25 nS EL −60.0 mV
INa gNa 37.5 nS ENa 55.0 mV
m∞ Θm −30.0 mV σm 15.0 mV
h∞ Θh −39.0 mV σh −3.1 mV
τh τ
0
h 1.0 ms τ1h 500.0 ms
Θτh −57.0 mV στh −3.0 mV
IK gK 45.0 mS/cm2 EK −80.0 mV
n∞ Θn −32.0 mV σm 8.0 mV
τn τ
0
n 1.0 ms τ1n 100.0 ms
Θτn −80.0 mV στn −26.0 mV
IT gT 0.5 nS ECa 140.0 mV
a∞ Θa −63.0 mV σa 7.8 mV
r∞ Θr −67.0 mV σr −2.0 mV
b∞ Θb 0.4 mV σr −0.1 mV
τr τ
0
r 40.0 τ1r 17.5 ms
Θτr 68.0 στr −2.2 mV
ICa gCa 0.5 nS ECa 140.0 mV
s∞ Θs −39.0 mV σs 8.0 mV
IAHP gAHP 9.0 nS EK −80.0 mV
k1 15.0 nS kCa 22.5 ms−1
E 3.75 × 10−5 ms−1
Table 3.8 – Paramètres du modèle de neurones du STN. Repris de D. Terman et al.
2002.
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Courant Paramètre Valeur Paramètre Valeur
Cm 1.0 pF
IL gL 0.1 nS EL −67.0 mV
INa gNa 100 nS ENa 50.0 mV
IK gK 80.0 nS EK −100.0 mV
IM gM 0.34 nS
Table 3.9 – Paramètres du modèle de MSN. Repris et adaptés de M. M. McCarthy
et al. 2011, mais dont le modèle n’utilise pas la même équation pour x∞ que celle que
nous utilisons.
Courant Paramètre Valeur Paramètre Valeur
Cm 1.0 pF
IL gL 0.25 nS EL −70.0 mV
INa gNa 112.5 nS ENa 50.0 mV
m∞ Θm −24.0 mV σm 11.5 mV
h∞ Θh −58.3 mV σh −6.7 mV
τh Θτh −60.0 mV στh −12.0 mV
IKdr gKdr 225.0 nS EK −90.0 mV
n∞ Θn −12.4 mV σn 6.8 mV
τn Θτn −27.0 mV στh −15.0 mV
IKd gKd 0.39 nS
a∞ Θa −50.0 mV σa 20.0 mV
b∞ Θb −70.0 mV σb −6.0 mV
τa 2 ms τb 150 ms
Θτr 68.0 mV στr −2.2 mV
Table 3.10 – Paramètres du modèle des FSN. Repris de David Golomb, Donner et al.
2007.
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poids synaptique Valeur Courant d’entrée valeur Courant d’entrée Valeur
(état parkinsonien) (état parkinsonien) (état normal)
gMSN−MSN −5.10−5 Icortex−MSN 0.5 Icortex−MSN 0.38
gMSN−GPeA −0,4 Icortex−FSN 5.0 Icortex−FSN 4.0
gGPeA−FSN −3,5
gFSN−MSN -0,024
Table 3.11 – Valeurs des poids synaptiques du circuit
MSN-FSN-GPeA
où Hcoeff est le coefficient de Hill et C50 est la concentration produite à mi-parcours.
La constante de temps a l’expression suivante :
τq = τ1q,SK −
(τ1q,SK − τ0q,SK) [Ca2+]i
[Ca2+]sat
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Courant Paramètre Valeur Paramètre Valeur
Cm 100.0 pF
IL gL 2.0 nS EL −60.0 mV
INaP gNaP 300.0 nS ENa 50.0 mV




m,NaP 0.03 ms τ1m,NaP 0.146 ms








h,NaP 10.0 ms τ1h,NaP 17.0 ms




s∞,NaP smin,NaP 0.0 σs,NaP −4.9 mV
Θs,NaP −10.0 mV
τs,NaP
αs,NaP Aα,NaP −2.88e − 6 mV −1ms−1 Bα,NaP −4.9e − 5 ms−1
Kα,NaP 4.63 mV
βs,NaP Bβ,NaP −6.94e − 6 mV −1ms−1 Bβ,NaP −4.47e−4 ms−1
Kβ,NaP −2.63 mV
INaF gNaF 8000.0 nS
m∞,NaF mmin,NaF 0.0 σm,NaF 5.0 mV
Θm,NaF −39.0 mV
τ0m,NaF 0.028 ms




h,NaF 0.25 ms τ1h,NaF 4.0 ms








s,NaF 10.0 ms τ1s,NaF 1000.0 ms





Chapitre 3. Applications biomédicales
IKv3 gKv3 10000.0 nS EK −90.0 mV




m,Kv3 0.1 ms τ1m,Kv3 14.0 ms








h,Kv3 7.0 ms τ1h,Kv3 33.0 ms




IHCN gHCN 1.0 nS EH −40.0 mV




m,HCN 0.0 ms τ1m,HCN 3625.0 ms




ICa gCa 2.0 nS ECa 130.0 mV
m∞,Ca mmin,Ca 0.0 σm,Ca 7.0 mV
Θm,Ca −20.0 mV
τ0m,Ca 0.2 ms
ISK [Ca2+]i γ 30000 cm−1 Z 2
F 96485,3329 sAmol KCa 0.4 ms
[Ca2+]i0 0.01 µM
gSK 10.0 nS
m∞,SK Hcoeff 4.6 C50 0.35µM
τm,SK τ
0
m,SK 4.0 ms τ1m,SK 76.0 ms
[Ca]2+sat 5.0 µM
Table 3.12 – Paramètres de notre modèle des GPea et GPep.
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Une première partie de mon projet de recherche s’inscrit dans la continuité des tra-
vaux menés ces dernières années dans le cadre de mes collaborations, encadrements et co-
encadrements de thèses en portant toujours une attention particulière aux rôles joués par
les phénomènes microscopiques sur le fonctionnement du système neuronal à plus grande
échelle (structures cérébrales essentiellement), voire sur le comportement (sommeil, mé-
moire, mouvement, perception). Les mesures expérimentales privilégiées pour la valida-
tion des modèles restent les enregistrements en patch-clamp (in vitro ou électrodes mi-
cro in vivo), l’Electro-EncéphaloGraphie (EEG), les potentiels de champs locaux (LFP :
Local Field Potential) en enregistrements profonds de type Stereo-EncéphaloGraphie
(SEEG). Les questions fondamentales demeurent les mécanismes de la génération et du
maintien des rythmes sains et pathologiques puisque les observables expérimentaux per-
mettant la validation des modèles et qui me sont accessibles sont essentiellement des
enregistrements électriques corrélés à des observations comportementales. Pour autant,
la caractérisation de ces “rythmes” reste souvent une question ouverte, de même que
leur définition n’est pas toujours arrêtée sur des consensus (citons pour exemple la no-
tion de fuseau de structures, comme l’hippocampe, à l’inverse de la notion de fuseau
sur de l’EEG de surface qui est, elle, relativement bien définie) et que les méthodes
d’analyse restent donc à développer. Concernant les applications, celles-ci sont essen-
tiellement bio-médicales et je souhaiterais tout d’abord prolonger les études que nous
avons débutées sur l’activité neuronale dans les épilepsies du lobe temporal mésian, les
cibles thérapeutiques potentielles, la synchronisation pathologique dans la maladie de
Parkinson et la stimulation cérébrale profonde. Ces études ont aussi mis en lumière des
mécanismes neurophysiologiques sous-jacents communs à d’autres pathologies ou actions
de substances psychoactives (drogues ou médicaments) que je souhaiterais explorer par
le biais de la modélisation mathématique et qui constitue la deuxième et majeure partie
de mon projet de recherche.
Pour faciliter la lecture de ce chapitre (quasi-)indépendemment du reste du manus-
crit, cette introduction reprend le contexte général de mes travaux. Les sections suivantes
décrivent, dans un premier temps la partie du projet dans la continuité direct du travail
présenté dans les chapitres précédents et développent, dans un second temps, un projet
de plus grande ampleur.
Contexte général
De manière générale, je m’intéresse aux mécanismes de génération et de maintien
des rythmes oscillatoires sains et pathologiques de l’activité électrique neuronale (ou de
cellules à activité électrique de systèmes sensori-moteurs). Cette activité est observable à
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différents niveaux avec des méthodes d’enregistrements spécifiques in vivo, chez l’humain
ou l’animal, ou in vitro. Il peut s’agir essentiellement :
- d’enregistrements de l’activité électrique de la cellule, au niveau microscopique, à
l’aide d’une électrode intracellulaire : de sa tension de membrane ou des courants
ioniques membranaires ou axonaux, auxquels cas les canaux que l’on ne souhaite
pas enregistrer sont bloqués chimiquement. En patch-clamp in vitro, ou avec des
peignes ou pinceaux de micro-électrodes in vivo. Ex : in vitro, en méthode d’enre-
gistrement par voltage imposé (“voltage-clamp”) les canaux sodiques peuvent être
bloqués par la tétrodotoxine, les canaux potassiques par le tetraethylammonium,
etc.
- d’enregistrements dits de champs locaux (LFP : Local Field Potential), à l’aide
d’électrodes extracellulaires. C’est le type d’enregistrement mésoscopique auquel
on a par exemple accès lorsque l’on implante une électrode intracérébrale pro-
fonde comme en SEEG (Stereo-Electro-Encéphalogramme) chez des patients ou
l’animal ; ou encore obtenu avec l’électrocorticographie (ECoG) grâce à une grille
d’électrodes implantées dans le cortex à la surface du cerveau (sous la dure-mère).
Le signal enregistré est alors une combinaison des signaux électriques provenant
de plusieurs cellules, de leurs dendrites et axones dont l’expression est fonction
du milieu dans lequel “baignent” ces cellules.
- d’enregistrements macroscopiques tels l’électroencéphalogramme (EEG), enregis-
trement de l’activité cérébrale à la surface du crâne et non invasif, l’électromyo-
gramme (muscles), l’électrocochléogramme (organe de Corti) ou encore l’électro-
rétinogramme (rétine).
Qu’entend-on par “oscillations” et que reflètent-elles ?
Les oscillations sont des fluctuations du signal observé. Leur variation est caractérisée
par des modifications de fréquence et d’amplitude. Bien que la caractérisation par deux
grandeurs paraisse simple, l’analyse de la variation de ces grandeurs dans le temps et
l’espace est complexe. De même que l’analyse et la définition de motifs particuliers ne
fait pas consensus au sein des communautés scientifiques et médicales. À titre d’exemple,
citons l’annotation de données EEG de sommeil : deux experts humains n’annoteront
pas de la même manière exactement les tracés électriques à leur disposition Il est donc
naturel qu’un système d’analyse du signal et d’annotation automatique ne fasse pas
non plus consensus puisqu’il sera conçu à partir de définitions reconnues par différents
experts. Les oscillations observées aux niveaux mésoscopique et macroscopique peuvent
être la manifestation de différents types d’activité visibles au niveau microscopique. Elles
peuvent refléter : des potentiels d’action neuronaux synchronisés et des oscillations sous
le seuil d’émission du potentiel d’action, dues, ou non, à l’émission de potentiels d’actions
de neurones afférents. Dans ce second cas, elles peuvent être l’expression d’une capacité
intrinsèque de résonance de certaines cellules. Or, les “patterns”, motifs, d’émission de
potentiels d’actions des neurones, de même que leur propension à la résonance, dépendent
de la structure de ces neurones, notamment du type et de la répartition des canaux
ioniques présents sur la membrane cellulaire.
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Pourquoi s’intéresser à ces rythmes de l’activité électrique ?
Car ce sont tout d’abord, du point de vue de l’observation, des éléments mesurables et
quantifiables macroscopiquement. D’un point de vue scientifique, ce sont des marqueurs
de l’activité neuronale qui permettent, en les “détricotant”, de déduire des informa-
tions sur les mécanismes qui sous-tendent le traitement de l’information par le système
cérébral, perceptif ou moteur.
L’apport de la modélisation en neurosciences computationnelles.
La modélisation mathématique et la simulation numérique permettent d’intégrer des
informations microscopiques pour comprendre l’apparition des phénomènes macrosco-
piques observés, qu’il s’agisse d’enregistrements électriques ou de phénomènes compor-
tementaux (à l’échelle de l’individu) en comblant notamment des lacunes d’existence
de techniques expérimentales permettant d’observer des mécanismes au niveau intermé-
diaire, mésoscopique. Elle peut donc combler des lacunes de compréhension en manipu-
lant des variables qui ne peuvent l’être actuellement avec les outils de l’expérimentation
biologique. En effet, bien que des techniques comme l’optogénétique aient permis de
manipuler des groupes et types particuliers de cellules au niveau mésoscopique éclairant
ainsi sur leurs modes d’interaction in vivo, elles ont d’importantes limitations dont :
la nécessité de recourir à des espèces facilement génétiquement modifiables ; la toxi-
cité éventuelle des manipulations ; les effets inattendus de la stimulation lumineuse ; elle
limite également l’étude de la réponse fréquentielle des neurones du fait de sa propre fré-
quence de “cut-off” (∼ 70hz). Au delà de l’apport sur la compréhension des mécanismes
de fonctionnement du système nerveux, la modélisation mathématique permet de limiter
le recours à l’expérimentation animale ou, lorsque ce recours est indispensable, comme
dans le cas des tests cliniques, de mieux cibler les questions scientifiques et cliniques et
donc de réduire ces expérimentations.
Identification d’un verrou scientifique : des modifications biochimiques aux
observations comportementales – Le rôle du calcium
La membrane des neurones, leurs axones, dendrites, les cellules à activité rythmiques
sont constitués de nombreux canaux ioniques (et différents types d’ions), potassique, so-
diques, claciques, chloriques, etc. dont dépend également la transmission synaptique.
Parmi les canaux ioniques les plus représentés chez les animaux figurent les canaux
potassiques, les canaux calciques et les canaux potassiques dépendant du calcium. Or,
d’une part, des mutations génétiques de canaux ioniques dépendant du potentiel, no-
tamment de canaux calciques et potassiques dépendants du calcium, ont été rapportés
dans de nombreuses pathologies neurodégéréatives, neurologiques et neuropsychiatriques
(Zamponi 2016 ; Kshatri et al. 2018), lesquelles forment un continuum phénotypique et
endophénotypique, et d’autre part, il semblerait que des mécanismes inflammatoires
soient impliqués dans la plupart de (pour ne pas dire toutes) ces mêmes pathologies. On
peut donc raisonnablement émettre l’hypothèse qu’une conjugaison d’au moins deux fac-
teurs, une prédisposition génétique due à une mutation de gènes codant pour des canaux
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calciques et une neuroinflammation, joue un rôle de déclencheur de certaines affections
neurologiques et psychiatriques (Martone 2019).
Nous savons de plus, bien que les mécanismes demeurent mal connus et fassent l’objet
de projets actifs de recherche en immunologie, neurobiologie, génétique et biochimie, que
la neuroinflammation affecte l’homéostasie du calcium et implique des “désordres” cal-
ciques. Ceux-ci se situent aussi bien au niveau des cellules cérébrales que du système ner-
veux/perceptif et concernent donc les cellules gliales, les neurones, leur membrane, leurs
récepteurs synaptiques ou extrasynaptiques, etc. Les “désordres” calciques induits sont
donc un dénominateur commun à de nombreuses pathologies neurodégéréatives, neu-
rologiques et neuropsychiatriques. Certains processus inflammatoires, qu’ils découlent
de causes endogènes ou exogènes (stress, exposition à des agents chimiques, prises de
drogues/médicaments), conduisent à des apoptoses cellulaires et scléroses (SLA, Alzhei-
mer, Parkinson, ...), d’autres n’iront pas nécessairement jusqu’à cette extrémité, mais les
modifications de dynamiques calciques dans le système conduisent potentiellement à une
perturbation de ce système qui peut affecter son mode de fonctionnement, en d’autres
termes, affecter son mode de traitement de l’information. Ceci signifie donc également
qu’il pourraient être possible, en se focalisant sur ces désordres calciques d’effectuer des
dépistages précoces de certaines maladies neuro-dégénératives, de développer des mé-
thodes de diagnostic de maladies neurologiques ou neuropsychiatriques, et de traiter
ou anticiper et prévenir l’apparition de symptômes, comme suggéré d’ailleurs dans des
études récentes (Steardo et al. 2020 ; Zündorf et Reiser 2011 ; A. H. Miller et Raison
2016 ; Martone 2019 ; Fourrier et al. 2019 ; Harrison et al. 2019).
Les études menées jusqu’à présent dans le domaine des maladies neurologiques et
(neuro-)psychiatriques attribuent beaucoup d’importance à la communication synap-
tique dans la transmission de l’information sensorielle et neuronale ((Pocklington et
al. 2014 ; Picconi et al. 2012)). La libération des neurotransmetteurs est certes régu-
lée par des canaux calciques présynaptiques, mais il semble que peu d’intérêt ait été
porté aux propriétés et modifications membranaires individuelles ou les récepteurs extra-
synaptiques, alors même qu’un nombre croissant d’études met en évidence le fait que
des processus inflammatoires induisent des modifications d’équilibre ionique et d’expres-
sion de canaux calciques, ou dépendant du calcium, qui affectent l’ensemble du système,
et donc pas uniquement la communication synaptique. Il est à noter, par ailleurs, que
les manifestations de certaines pathologies psychiatriques telles que la schizophrénie ou
manifestations liées à la prise d’agents psychoactifs ont été essentiellement attribuées
jusqu’à présent à des dysfonctionnement de traitement de l’information par le cerveau,
mais qu’il est de plus en plus évident que les systèmes de perceptions puissent être affec-
tés également, et donc que la perturbation du traitement de l’information s’effectuerait
déjà à un plus “bas niveau” (sensoriel), y compris à des stades précoces de la maladie.
Des perturbations de l’homéostasie ionique, essentiellement calcique et potassique, des
cellules à activité rythmiques en général (neurones ou autres) pourraient, en l’occur-
rence, tout à fait justifier ces observations cliniques et nous pouvons le tester par la
modélisation et la simulation numérique.
De nombreuses données expérimentales sur ces maladies, au niveau microscopique
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(biochimique au cellulaire) sont disponibles actuellement dans la bibliographie. De nom-
breuses données comportementales ou enregistrements macroscopiques de type EEG/SEEG
(en neurologie au CHRU de Nancy), ou enregistrements de systèmes perceptifs de type
électrorétinogramme (aquises au CHRU de Nancy), électrocochléogrammes, etc sont
également acquises dans nos laboratoires. Néanmoins, la question des mécanismes per-
mettant de passer des observations microscopiques aux observations comportementales
demeure largement ouverte. Or, la modélisation mathématique permet de prendre du
recul et d’identifier des mécanismes communs, de les tester sur plusieurs systèmes pour
trouver des pistes, d’orienter l’expérimentation ; ceci permet de faire gagner du temps,
et du matériel d’expérimentation sur des animaux ou des sujets humains, d’économiser
des vies animales. Les modifications d’homéostasie calciques, les changements de dyna-
miques membranaires, axonales, dendritiques et synaptiques, l’inhibition et l’excitation
extrasynaptiques, les connexions électriques (ou gap-junctions), la prise en compte de
l’activité des cellules gliales sont des éléments qui peuvent être modélisés avec des ou-
tils courants de neurosciences computationnelles, par exemple, à partir de formalismes
de type d’Hodgkin-Huxley. C’est cette modélisation que je souhaiterais mettre en place
pour réaliser des simulations permettant de tester des hypothèses “mécanistiques” sur
les manifestations des désordres ioniques dans les maladies affectant le cerveau et plus
généralement le systèmes nerveux et perceptif. Une fois élaborée la modélisation de
systèmes de référence sains, il est possible de modifier les paramètres des différentes va-
riables pour introduire des spécificités individuelles, la présence d’un traitement, phar-
macologique chimique, chirurgical, ou d’une stimulation électrique ou magnétique. Les
principales difficultés à franchir sont l’identication des paramètres, l’optimisation et la
parallèlisation du calcul : chaque neurone est en effet modélisé par des dizaines d’EDO
interdépendantes comportant chacunes plusieurs paramètres ajustables, chaque neurones
étant relié à d’autres par des synapses, dont la principale variable, la conductance, est
elle aussi décrite par une ou deux EDO dont on peut ajuster trois à quatre paramètres
(conductance maximale, potentiel d’équilibre et une à deux constantes de temps) dépen-
dant du type de connexion. Le système est encore complexifié si l’on y ajoute des cellules
gliales. Un moyen de débuter la modélisation pour tester les effets d’une modulation cal-
cique est de modéliser un système moins complexe qu’une structure cérébrale comme
un réseau de cellules d’un système perceptif : une portion de rétine par exemple et de
chercher à reproduire les électrorétinogrammes obtenus chez des sujets consommant de
l’acool, du cannabis, des sujets déprimés ou schizophrènes... puis de réfléchir aux fac-
teurs chimiques qu’il serait possible de modifier pour rétablir un profil d’enregistrements
typiques d’un sujet sobre ou/et “sain”, aux facteurs/paramètres faisant basculer les si-
gnaux entre différents types caractéristiques et identifiables.
Note : les applications de ma recherche ne se situent pas, en ce sens, au niveau
de la lutte contre la genèse des maladies neurodégénératives, neuroinflammatoires ou
sclérotiques qui sont très probablement multifactorielles avec des mécanismes épigéné-
tiques s’appuyant sur un terrain génétique propre aux espèces et aux individus, mais
au niveau de la compréhension des mécanismes ioniques et neuronaux mis en jeu dans
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le traitement neuronal (ou perceptif ou propirioceptif) de l’information et le traitement
“haut niveau” (sur une échelle de taille, par opposition à un traitement à l’échelle du





Je commencerai la description de ce projet par un tour d’horizon sur la signalisation
calcique, la neuroinflammation et les incidences possibles de perturbations calciques,
notamment sur des canaux potassiques dépendants du calcium. Ces mécanismes sont
communs à la majorité des applications présentées par la suite et constituent pour cette
raison une cible d’étude intéressante. Je donnerai également des éléments de modélisa-
tion correspondant à différents niveaux d’action du calcium. Ce positionnement général
permettra à la fois d’éclairer la prolongation de nos travaux antérieurs et actuels sur
l’étude de la génération et du maintien des oscillations dans l’hippocampe sain et le rôle
du septum, de l’épilepsie du lobe temporal mésian, de la maladie de Parkinson et stimu-
lation cérébrale profonde, et de les englober dans une vision plus unifiée de pathologies
du système nerveux en général (neuronal, cérébral, perceptivo-sensoriel). Je terminerai
par de nouvelles pistes et directions possibles en termes d’applications bio-médicales, no-
tamment sur l’effet de substances psychoactives sur des systèmes sensoriels cocchlée) et
la modélisation de l’activité de ces derniers dans certaines affections neuropsychiatriques.
Ce chapitre comporte donc six sections : une section de positionnement général sur le
rôle du calcium, et cinq sections de description du projet correspondant à des structures
neuronales/cérébrales ou applications distinctes et présentant donc des spécificités en
terme de modélisation.
4.1 Positionnement général : signalisation calcique, neu-
roinflammation, incidences possibles de perturbations
calciques sur la communication neuronale
L’ion calcium joue plusieurs rôles dans dans la transmission du signal neuronal et
agit principalement de trois façons : i) d’une façon directe en modifiant le potentiel
membranaire via des canaux spécifiques au Ca2+ ou indirecte, ii) soit en modifiant le
potentiel membranaire via des canaux ioniques dépendants du Ca2+, iii) soit au niveau
synaptique. Au niveau des canaux ioniques membranaires (somatiques, dendritiques ou
axonaux) voltage-dépendant, le canal calcique ou les canaux potassiques dépendant du
calcium jouent souvent le rôle de canaux “modulants” : les constantes de temps du cal-
cium, souvent très longues en comparaison d’autres espèces ioniques, régulent l’activité
du neurone, permettant dans certains cas de maintenir son activité/excitabilité sur une
longue période de temps, par exemple pour les neurones à firing persistent (Jochems et
Yoshida 2015), ou de stabiliser/”périodiciser” l’émission des potentiels d’action comme
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dans le cas de neurones excitateurs de type “Regular Spiking”. Au niveau synaptique,
il agit principalement sur la communication glutamatergique, comme second messager,
via des canaux dépendants d’un ligand.
4.1.1 Aperçu de la dynamique et de la signalisation calcique, effets de
l’inflammation
Dans la plupart des cellules animales, la concentration calcique cytoplasmique est
faible. En revanche celle du milieu extracellulaire et de certains organites (reticulum
endoplasmique, lysosome, golgi) est plus élevée. C’est à partir de ces zones où le stockage
est plus important que les ions Ca2+ sont mobilisés via différents types de canaux en
vue d’augmenter la concentration dans le cytoplasme ou la mitochondrie, induisant ainsi
des effets physiologiques. Les mécanismes de retour membranaires permettent ensuite,
comme leur nom l’indique, de rééquilibrer les concentrations ioniques : on trouve, parmi
ceux-ci, la pompe calcique ATPase et l’échangeur Na+/Ca2+ couplé à la pompe Na+/K+
ATPase qui permet l’extrusion du Ca2+ cytoplasmique.
Il existe différentes voies de passage et d’action du Ca2+. Plusieurs types de canaux
calciques membranaires coexistent : des canaux dépendants directement du potentiel
(dans les cellules cérébrales : neurones et astrocytes), des canaux mécanaorécepteurs
ou thermiques (comme sur les cellules de certains organes sensoriels), des canaux TRP
(Transient Receptor Potential) (dont le rôle est bien établi dans les neurones sensitifs,
dans la prolifération cellulaire et dans la contraction musculaire). On trouve aussi des
agonistes extracellulaires (comme les récepteurs au glutamate, à la sérotonine, GABA,
etc, très présents dans les neurones, les glandes endrocrines et les muscles lisses), des
agonistes intracellulaires (ou canaux sensibles à de seconds messagers) et des canaux de
recharge des organelles intracellulaires. Le calcium joue donc des rôles assez divers en
agissant tant sur l’activité des cellules rythmiques que sur la prolifération ou l’apoptose
cellulaire. Ces rôles croisés se retrouvent évidemment dans le cerveau où l’un des acteurs
principaux de la signalisation calcique semble être la cellule gliale, particulièrement l’as-
trocyte, et dans les neurones sensitifs.
Si l’on s’intéresse maintenant plus particulièrement à la dynamique calcique cérébrale
et des cellules sensitives, quels sont les éléments qui peuvent influencer cette dynamique
et perturber l’homéostasie du Ca2+ ? D’une part, l’élévation de la concentration calcique
intracellulaire est intimement liée à la neuroinflammation (Zündorf et Reiser 2011). Cela
a été particulièrement observé dans des études croisées sur le vieillissement et les maladies
neurodégénératives (Sama et Norris 2013), mais également dans le cadre de pathologies
chez des sujets jeunes comme la maladie de Parkinson (Hirsch et Standaert 2020 ; Liss
et Striessnig 2019), certaines formes de schizophrénie (Mizoguchi et al. 2014), différents
types de scléroses (Zündorf et Reiser 2011), la dépression (Al-Dujaili et al. 2019) etc. La
plupart de ces pathologies (Martone 2019), sans nécessairement que le lien avec l’homéo-
stasie calcique n’ait été explicitement mis en évidence ou cité comme cible thérapeutique
directe, sont associées à des phénomènes neuroinflammatoires. C’est le cas par exemple,
comme en témoignent de nombreuses revues de l’état de l’art, de la maladie de Parkinson
(Krashia et al. 2019 ; Vallée et al. 2020 ; Hirsch et Standaert 2020), des épilepsies du lobe
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temporal mésian, de certaines formes de dépression (Carlessi et al. 2019 ; C.-H. Lee et
Giuliani 2019 ; Troubat et al. 2020 ; Nettis et Pariante 2020) et shizophrénie (Feigenson
et al. 2014 ; X. Fan et al. 2007), des troubles du spectre autistique (Matta et al. 2019 ;
Bjørklund et al. 2017) , ou encore des PTSD (Hori et Kim 2019).
Les deux processus, élévation du Ca2+ intracellulaire et neuroinflammation, bien que
distincts, intéragissent à double sens et s’influencent mutuellement. Il est connu que
l’accumulation de Ca2+ intracellulaire peut conduire à une dégénérescence des cellules
neuronales et sensitives, puis à l’apoptose cellulaire, mais sans pousser à cette extrémité le
système peut tout de même être perturbé par des variations de concentrations calciques
entraînant des désordres visibles à l’échelle macroscopique. Sama et collègues (Sama
et Norris 2013) mettent en évidence le schéma suivant : l’élévation de la présence de
protéines phosphatases, les calcineurines, qui dépendent de la concentration calcique,
peut entraîner la production de cytokines, en particulier les IL-1β et 2, dans les cellules
gliales (les microglies et les astrocytes) qui, à son tour, augmente l’expression et l’activité
des canaux Ca2+ de type L sensibles au potentiel, ceci provoquant une dérégulation de
la concentration calcique qui, en retour, agit sur les calcineurines (Fig 4.1). Notons que
ce schéma n’indique pas où se trouve le début de la chaîne et que plusieurs études se
contredisent à ce sujet. (Kadish et al. 2009) suggèrent par exemple, dans des travaux
menés chez le rat, qu’une neuroinflammation progressive serait primaire à l’apparition
d’une dérégulation de la concentration calcique dans CA1 (hippocampe). Cependant,
ce résultat est à relativiser car il n’est pas impossible que les techniques actuelles de
détection du Ca2+ n’aient pas une résolution suffisamment fine pour permettre de repérer
de très faibles variations de concentrations calciques.
Le sujet de l’interdépendance entre neuroinflammation et homéostasie du calcium est
actuellement à l’étude et constitue certainement une grande ressource potentielle d’ex-
plications. On peut par exemple citer, parmi les initiatives en cours, le projet FOR2289
Calcium homeostasis in neuro-inflammation and -degeneration : New targets for therapy
of multiple sclerosis ? 1 financé par le DFG.
D’autre part, les substances psychoactives agissent directement au niveau des sy-
napses sur les récepteurs aux neurotransmetteurs, mais interagissent aussi, pour la plu-
part, avec le système immunitaire et jouent donc en particulier un rôle dans les mé-
canismes de neuroinflammation (pro ou anti-inflammatoire) : cannabis (Nagarkatti et
al. 2009 ; Burstein 2015), alcool (Crews2014a ; Erickson et al. 2019) amphétamines
(Alasmari et al. 2020 ; K. H. Clark et al. 2012 ; P Silva et al. 2010), cocaïne (Ersche et
Döffinger 2017), etc
Il serait possible d’aborder la problématique en modélisant les cellules gliales, en
particulier les astrocytes, et les interactions à double sens entre cellules gliales et neu-
rones. Cependant, la modélisation des cellules gliales ne se réduit pas à la régulation de
l’homéostasie calcique et, inversement, on ne peut réduire la régulation de l’homéostasie
calcique à la prise en compte de l’activité des cellules gliales. Afin de simplifier l’ap-
1. Information générales projet FO2289 du DFG et https://www.for2289.de/research/ pour le détail
des axes de recherche, consultés le 12 mai 2020
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Figure 4.1 – Représentation schématique des interactions entre homéostasie calcique et
inflammation.
proche, nous préférons, du moins dans un premier temps, nous concentrer sur les effets
du calcium au niveau neuronal en modélisant indirectement l’activité des cellules gliales
et les phénomènes induisant des modifications de concentration calcique. Il existe par
exemple des modèles stochastiques markoviens de la régulation de l’homéostasie calcique
(Gin et al. 2009 ; Groff et al. 2009 ; Rüdiger 2014 ; Guerrier et Holcman 2016) que nous
n’utiliserons pas au premier abord.
En effet, la modulation de la dynamique calcique reflète en partie les actions et ac-
tivités des cellules gliales qui participent également à la régulation de la concentration
d’autres espèces ioniques (pour une revue des différents canaux ioniques présents dans
les astrocyte, cf (Seifert et Steinhäuser 2004), pour plus d’information sur le rôle ho-
méostasique des astrocytes dans la communication neurone-astrocytes, voir (Olsen et al.
2015) ; in vitro : (Sontheimer 1992 ; Harald Sontheimer 1994 ; Kimelberg 1995 ; Jalonen
et al. 1997). Il y a d’ailleurs été porté un intérêt croissant depuis une quinzaine d’années.
Les modélisateurs s’y penchent plus particulièrement depuis les cinq dernières années.
L’article de Tiina Manninen et ses collègues (Manninen et al. 2018) dresse en l’occur-
rence un bel état de l’art de la modélisation mathématique des astrocytes. On note, de
plus, de manière générale, que les variations de concentration calciques observées chez
les animaux ne se produisent pas uniquement à l’intérieur du cerveau, mais également
au niveau des récepteurs sensoriels dotés,eux-aussi de cellules gliales.
Cependant, les cellules gliales ne sont pas les seules à exprimer des modulateurs
de l’inflammation : les neurones et cellules sensitives en expriment eux aussi sous les
formes d’IL-1βou de TNFα (pour ne citer que les cytokines majeures) (Czirr E 2012).
Or, il s’agit de modulateurs auxquels les mécanismes d’homéostasie calcique sont sen-
sibles (voir (Sama et Norris 2013) pour une revue des mécanismes de régulation calcique,
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dont IP3R, RyR, NMDAR et canaux calciques dépendants du potentiel, sensibles aux
concentrations de cytokines ou à l’activation des récepteurs aux cytokines).
Revenons maintenant à l’action du calcium sur la communication électrique neuro-
nale. Au niveau de la membrane des neurones, Ca2+ agit essentiellement à deux niveaux :
directement au niveau des canaux calciques dépendants du potentiels ou bien, par “cas-
cade”, sur les canaux d’une autre espèce ionique, généralement le potassium, dépendant
du calcium.
4.1.2 Les canaux calciques dépendants du potentiel
Certains canaux calciques dépendent directement du potentiel membranaire (“voltage-
gated calcium channels”). Initialement, ils furent classés selon deux types que l’on re-
trouve encore parfois aujourd’hui dans la littérature : activés par les potentiels élevés,
canaux HVA ou par de faible potentiels, canaux LVA. Il semble cependant, en réalité,
qu’il y ait un continuum en terme de potentiels d’activation des canaux calciques (Dol-
phin et A. Lee 2020) (voir Figure 4.2). Il en existe, chez les mammifères, dix sous-types
répartis en trois sous-familles appelées Cav1, Cav2 et Cav3 (pour une revue voir (Cat-
terall 2011) ou (Simms et Zamponi 2014) pour les canaux spécifiques aux neurones).
Ces canaux calciques sont composés de différentes sous-unités, α1, α2δ, β1−4 et γ, la
sous-unité α1 correspondant au pore spécifique au passage de l’ion Ca2+. Les études
génétiques chez les mammifères ont mis en évidence dix gènes différents codant chacun
pour une sous-unité α1, expliquant la variété des Cav.
Les canaux Cav1 correspondent aux canaux de type L (“L” pour inactivation Lente
ou charge Longue) qui sont généralement activés par de fortes dépolarisations. Pour n’en
citer que quelques uns, on retrouve les courants Cav1.3 dans les neurones, notamment
au niveau du corps cellulaire et des dendrites, mais aussi dans les cellules cardiaques
et les cellules ciliées (transduction auditive) ; il joue également un rôle dans la sécrétion
endocrinienne. Cav1.4 est présent principalement dans les cellules rétiniennes (trans-
duction visuelle) à différents niveaux des photorecepteurs, des cellulaires bipolaires et
ganglionnaires (Knoflach D. et A. 2015) (pour une revue, voire (Waldner D. M. et K.
2018)), mais également dans certaines cellules immunitaires telle les lymphocytes B et T
(Waldner D. M. et K. 2018) (d’où, de nouveau, un lien très étroit avec les phénomènes
inflammatoires).
Les canaux Cav2 correspondent aux courants N, R, P/Q : le courant N est un courant
rapidement inactivé (N pour le terme anglais Neither) et caractérisé par le fait qu’il est
bloqué par la conotoxine ω ; R se nomme ainsi en raison de sa résistance aux autres
bloqueurs et toxines ; et les canaux P/Q sont bloqués par les agatoxines ω. On retrouve
essentiellement Cav2.1 (courant N), Cav2.2 (courant P/Q) et Cav2.3 (courant R) dans les
terminaisons axoniques et dans les courants dendritiques transitoires. Il agit également
sur l’initiatiation de la transmission synaptique des synapses à constante de temps courte
(“fast synapses”) (Catterall 2011).
Finalement, les canaux Cav3 sont associés aux courants transitoires, de type T. Ce
type de canal est impliqué dans la régulation de l’excitabilité neuronale, en particulier
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dans le firing persistant, la modulation de l’activité sous le seuil et la communication
synaptique. Il joue un rôle dans la plasticité. Dans l’hippocampe, par exemple, il est
activé par les récepteurs nicotiniques à l’acétylcholine sur les axones contenant de la
parvalbumine et peut entraîner la libération asynchrone de neurotransmetteurs, pouvant
elle-même être accentuée par une libération concomittante de Ca2+ depuis les zones
de stockage intracellulaire présynaptique (Chung et al. 2020 ; Pelkey et al. 2017). Les
courants T sont généralement activés par de faibles dépolarisations, ce qui explique leur
effet modulateur sous le seuil.
Les courants L et T se retrouvent dans de nombreux types de cellules, y compris les
neurones, mais les autres courants, N, P, Q et R sont essentiellement présents dans les
neurones et moins fréquents dans d’autres types de cellules. Le tableau 4.1.2 résume les
principales fonctions physiologiques des canaux calciques voltage dépendants en fonction
du type de sous-unité α1 et des courants impliqués. Il apparaît donc clairement que la
présence des Cav sur la membrane, sans même tenir compte de l’activité synaptique, in-
fluence la rythmicité de l’activité électrique de la cellule et module sa réponse aux stimuli.
Figure 4.2 – Courbes d’activation normalisées des courants calciques dépen-
dants du voltage. La distribution des potentiels d’activation des courants calciques
dépendants du voltage, les Cav, représente un continuum. [Adapté de (Dolphin et A.
Lee 2020)]
L’activation/inactivation de l’ensemble de ces canaux, lorsqu’ils sont présents dans
la zone présynaptique, joue évidemment un rôle important dans la libération des neu-
rotransmetteurs, en particulier le glutamate. Nous reviendrons sur les aspects synap-
tiques dans la section 4.1.4. Examinons maintenant les canaux d’autres espèces ioniques
présentes sur la membrane des neurones, qui dépendent du calcium, et dont l’activa-
tion/inactivation par des variations de concentration calcique peut donc altérer le signal
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Sous-unité α Type de Principales fonctionscourant Ca2+
Cav1.1 L
couplage excitation-contraction des muscles squelettiques,
régulation de la transcription
Cav1.2
courants calciques transitoires corps cellulaires des neurones
et dendrites, sécrétion endocrinienne, régulation de l’activité
enzymatique, couplage excitation-contraction des muscles car-
diaques et lisses, régulation de la transcription
Cav1.3
courants calciques transitoires corps cellulaires des neurones




courant calciques transitoires dendritiques,
libération de neurotransmetteurs
Cav2.2 P/Q
courant calciques transitoires dendritiques,
libération de neurotransmetteurs
Cav2.3 R
courant calciques transitoires dendritiques,
libération de neurotransmetteurs
Cav3.1 T décharges neuronales répétitives et pacemaking
Cav3.2 décharges neuronales répétitives et pacemaking
Cav3.3
Table 4.1 – Courants, canaux calciques dépendants du potentiel et leurs principales-
fonctions suivant le type de sous-unité α1 .
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électrique neuronal. Nous nous concentrons sur le principal canal ionique dépendant du
calcium, le canal potassique.
Notons néanmoins que le sodium et le calcium sont également liés dans le sens où,
d’une part, une entrée de calcium peut entraîner, par dépolarisation, l’ouverture consé-
cutive de canaux Na+ ou que l’expression/transcription des canaux Na+ sur la membrane
cellulaire peut dépendre du Ca2+ et, d’autre part, parce que les conformations de leurs
canaux sont très proches : le pore calcique contient une paire de résidus glutamatergiques
qui confèrent leur sélectivité aux canaux calciques, sélectivité qui peut être obtenue en
ajoutant trois résidus glutamatergiques entre les segments S5 et S6 (qui constituent tou-
jours les pores) dans les domaines II III et IV des canaux sodiques (Heinemann et al.
1992). Les Cav3 sont, en terme de conformation biochimique (% d’acides acides aminés
identiques), aussi éloignés des Cav1 et Cav2 que le sont les canaux calciques des canaux
sodiques (Catterall 2011). Cette dernière observation n’est pas anodine car elle indique
également que si certaines pathologies affectent les Cav, elles peuvent ne pas tous les
affecter de la même manière, donc se traduire en symptomatologies très variées qui ne
se manifestent ni nécessairement par une perturbation de toutes les fonctions physiolo-
giques du calcium, ni par une modification identique de l’activité électrique de toutes les
cellules à activité rythmique.
4.1.3 Les canaux potassiques dépendants du calcium
Les K(Ca) induisent tous une hyperpolarisation après l’émission d’un potentiel d’ac-
tion ou AHP, durant parfois plusieurs secondes. Ce mode d’action permet à la fois de
réguler l’excitabilité neuronale sous le seuil et au-delà du seuil d’émission des potentiels
d’action. La régulation de l’excitabilité par des AHP lents et de durée moyenne (medium
AHP) est particulièrement impliquée dans les phénomènes de plasticité.
Il existe trois familles de canaux potassiques dépendants du calcium : les canaux BK
(pour “Big K”, maxiK ou KCa1.1 dans la nouvelle nomenclature) de grande conductance
et sensibles au potentiel, couplés génralement aux Cav1.2 (type L), Cav2.1 (type P/Q)
et Cav2.2 (type N), les SK (ou KCa2.1, 2.2 et 2.3) de conductance plus faible et les IK
(ou SK4 ou KCa3.1) de conductance intermédiaire, tous deux insensibles aux variations
de potentiel (Sah et McLachlan 1991 ; Vergara et al. 1998 ; Sah et Louise Faber p. d. ;
E. S. L. Faber et Sah 2003 ; E. L. Faber et Sah 2007 ; Lamy 2010). Tous sont activés par
une augmentation de la concentration cytosolique en Ca2+, mais ils diffèrent dans leur
réponse temporelle, leur localisation et leur sensibilité aux différents bloqueurs pharma-
cologiques.
Les canaux BK étant sensibles à la fois à la concentration calcique intracellulaire et
aux variations de potentiel, ceux-ci agissent comme des détecteurs de coïncidence. En
effet, bien qu’une augmentation de la concentration et calcique ou qu’une dépolarisation
de la membrane puissent, en l’absence l’une de l’autre (Marty 1981 ; McManus 1991),
déclencher l’ouverture des canaux, leur probabilité d’ouverture et sa dépendance à la
concentration de Ca2+ augmentent avec le potentiel. Au potentiel de repos (vers −60 –
−65 mV), l’ouverture dépend de concentrations micromolaires de calcium, alors que des
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concentrations nanomolaires peuvent à elles seules provoquer l’ouverture des canaux BK
lorsque la membrane est dépolarisée (au alentours de 30 mV). Les BK sont donc de bons
candidats pour la régulation de l’excitabilité au-delà du seuil d’émission des potentiels
d’actions et donc pour l’adaptabilité de la fréquence de décharge des PA.
Ils sont exprimés, au niveau sensoriel, en particulier dans les cellules ciliées cochléaires
et les cellules rétiniennes, et au niveau du SNC, notamment dans les neurones pyrami-
daux de l’hippocampe où ils sont couplés avec des canaux calciques Cav2.2 de type
N (Loane et al. 2007). On les retrouve également dans les cellules chromaffines et les
muscles lisses et striés.
En termes de dynamique, ces canaux sont très sélectifs auK+, présentent des conduc-
tances élevées de 100 pS, en conditions physiologiques, à 400 pS en conditions expéri-
mentales, et des constantes de temps courtes : ils s’ouvrent rapidement en présence de
Ca2+ et se ferment rapidement à sa disparition (Pedarzani et Stocker 2008 ; Lamy 2010)
avec des cinétiques inférieures à la milliseconde (Berkefeld et al. 2006).
Les canaux SK, à l’inverse des BK, sont insensibles au potentiel. Il en existe trois
sous-types : SK1, SK2, SK3, plus ou moins exprimés selon leur localisation. Tous sont
très représentés dans le système nerveux central et le système nerveux périphérique, mais
également présents dans les muscles squelettiques, les lymphocytes ou encore les cellules
chromaffines. On retrouve les sous-types SK1 et SK2 majoritairement dans l’hippocampe
et le cortex, alors que SK3 est davantage exprimé dans le thalamus, l’hypothalamus et
le tronc cérébral.
Leur rôle a été particulièrement étudié dans l’hippocampe où leur blocage facilite
l’apprentissage de différentes tâches comportementales chez le rongeur (van der Staay et
al. 1999) : mémorisation spatiale, mémorisation d’objet ou encore mémorisation olfactive.
Dans tous les cas, l’encodage mnésique était facilité par un blocage pharmacologique des
canaux SK, mais celui-ci n’induisait pas d’amélioration des capacités de consolidation ou
de récupération de la mémoire. Ceci semble donc indiquer une interaction forte ou des
mécanismes communs avec la présence d’ACh. Dans CA1, les AHP lents sont retrouvés
majoritairement dans les dendrites proximales, apicales ou basales, où leur réduction en
durée et en amplitude est corrélée, à la fois au niveau neuronal, à une réduction de la
fréquence d’adaptation des PA et, sur le plan comportemental, à des conditionnements
efficaces (hippocampo-dépendants ou non dépendants de l’hippocampe) (Behnisch et
Reymann 1998 ; Norris et al. 1998 ; Stackman et al. 2002). De plus il a été observé,
chez l’animal agé, une diminution de la plasticité et un allongement des AHP lents
attribués, au moins en partie, à une augmentation de la concentration calcique via des
Cav1 (Power et al. 2002). Ces phénomènes suggèrent donc bien l’importance des canaux
SK dans l’intégration synaptique et l’induction de la plasticité.
D’un point de vue dynamique, ils sont caractérisés par une faible conductance uni-
taire de 2 à 20 pS et de larges constantes de temps en comparaison du BK car ils
conservent leur haute affinité pour le Ca2+ lorsque la cellule est hyperpolarisée.
Les canaux IK, à l’instar des SK, sont insensibles au potentiel. Ils sont activés par
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une augmentation Ca2+ cytosolique à partir de très faibles concentrations de l’ordre de
0,1µM. On retrouve ces canaux essentiellement dans les neurones myentériques, mais
ils ne sont, semble-t-il, pas exprimés dans le SNC. Leur conductance unitaire se trouve
dans des valeurs intermédiaires (comparée à BK et SK) comprises entre 20 pS et 85 pS
environ. Leur cinétique est plus lente que celle des BK.
4.1.4 Action du calcium au niveau synaptique
Au niveau synaptique, le calcium peut être soit activateur de la libération de neuro-
transmetteurs, soit activé par la libération de certains neurotransmetteurs.
Le rôle des canaux comme déclencheur de la libération des neurotransmetteurs dans
la fente synaptique a été décrit dans les années soixantes. Pour un état de l’art récent sur
les canaux calciques présynaptiques et les technologies/méthodologies d’études actuelles,
on pourra se référer à (Dolphin et A. Lee 2020). À l’arrivée d’un potentiel d’action au
niveau d’une terminaison synaptique, les canaux calciques s’ouvrent, induisant une aug-
mentation transitoire de la concentration calcique dans cette zone. Les vésicules synap-
tiques contenant les neurotransmetteurs fusionnent alors avec la membrane plasmique
(par activation des synaptotagmines, protéines localisées sur la membrane des vésicules
synaptiques et sur la membrane axonale) (Hessler et al. 1993 ; Ceccarelli et Hurlbut 1980 ;
DeLorenzo et Freedman 1978). Les vésicules synaptiques sont par la suite généralement
recyclées et les neurotransmetteurs recaptés par un mécanisme d’endocytose pouvant lui
aussi dépendre du calcium (Valtorta et al. 1990).
Il existe, en plus de la libération synchrone (dans un intervalle de quelques milli-
secondes) déclenchée par les PA, deux formes d’exocytose synaptiques dépendant du
Ca2+ : une libération spontanée (appelée parfois “mini release”) (Fatt et Katz 1952),
plus fréquente sur les interneurones que les cellules pyramidales, et une libération asyn-
chrone (jusqu’à quelques dizaines de secondes après l’arrivée d’un PA) en réponse à une
stimulation répétitive lente de type stimulation tétanique, comme évoqués dans les neu-
rones GABAergiques du gyrus denté en réponse à un courant de type N (Hefft et Jonas
2005).
Les canaux Cav interviennent de manière spécifique en fonction des synapses et des
régions du cerveau, ce qui indique que, selon le type de canaux calciques affectés par une
pathologie, toutes les synapses ne seront pas affectées de la même manière. La plupart
des synapses glutamatergiques utilisent des canaux Cav2.1 et Cav2.2 pour coordonner
une libération synchrone de neurotransmetteurs : les neurones GABAergiques du cervelet
utilisent essentiellement les Cav2.1, alors que ceux de l’hippocampe utilisent plutôt une
combinaison de différents types de Cav2. La libération de GABA dans le gyrus denté
repose sur l’activation conjointe de Cav2.1, pour les neurones à cholecystokinine, et
Cav2.2, pour les neurones à PV (Hefft et Jonas 2005), tandis que les boutons synaptiques
des fibres moussues (connexions DG vers CA3) requièrent également une activation des
Cav2.3, qui semblent être importants pour la plasticité et sont recrutés lors de larges
dépolarisations sous le seuil (Li et al. 2007). Les contributions des différents sous-types
de Cav2 varie en fonction du type de stimulation, en particulier de sa fréquence. Les
Cav3 modulent quant à eux de manière indirecte la libération de neurontransmetteurs
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à des valeurs de potentiel négatives se situant sous le potentiel de repos (Carbone et al.
2014 ; Pan et al. 2001).
Les Cav1, à inactivation lente, semblent davantage spécialisés dans la transmission
synaptique de l’information sensorielle où ils interviennent au niveau de synapses dite
“à rubans”, dans la rétine et les cellules ciliées cochléaires (Dolphin et A. Lee 2020).
L’activation des Cav1 induit la libération des neurotransmetteurs par l’intermédiaire de
la calmoduline (CaM).
À l’inverse, les canaux calciques dépendant d’un ligand peuvent être activés ou, le
plus souvent, inhibés par des neurotransmetteurs (ou hormones) (Nargeot et Charnet
1994). C’est le cas par exemple des canaux générateurs de courant de type N, notam-
ment inhibés par le GABA et la noradrénaline, ou des courants calciques de type L et
T, inhibés par la dopamine (Dong et al. 2018 ; Navakkode et al. 2012 ; Formenti et al.
1998 ; Tabata et al. 2018), des mécanismes qui tiendraient une place importante dans
des maladies neurodégénératives comme la maladie Parkinson (Benkert et al. 2019).
Toute perturbation de la dynamique calcique aura donc des incidences sur la trans-
mission du signal, qu’il s’agisse de signaux neuronaux ou de signaux de cellule à activité
électrique rythmique telles les cellules rétiniennes, les cellules ciliées de la cochlée ou
encore les fibres de Purkinje (myofibres de la conduction cardiaque), etc. Une anomalie
ou perturbation de l’homéostasie calcique agira en effet sur le temps d’émission des po-
tentiels d’action, leur profil et/ou leur fréquence d’émission, donc sur la synchronisation
et sur l’amplitude des signaux. La figure 4.3 résume les contributions des différents types
de courants ioniques, notamment Ca et K(Ca) dans la genèse et la forme du potentiel
d’action.
En terme de modélisation, ce tour d’horizon nous apprend à quels niveaux la si-
gnalisation neuronale peut être affectée par la signalisation calcique – et donc quels
paramètres doivent être présents – et que l’on ne peut pas réduire toutes les applications
à des problématiques de communication synaptique uniquement – et donc quels types
de modèles mathématiques utiliser si l’on souhaite reproduire et expliquer ces phéno-
mènes. Nous avons vu dans le premier chapitre, qu’il était possible, avec des formalismes
de type Hodgkin-Huxley, de rendre compte assez finement des dynamiques des canaux
ioniques ainsi que celles des synapses. Les principaux paramètres qui seront affectés par
une modification de l’homéostasie calcique seront, au niveau membranaire : le type de
canaux ioniques présents sur les différents types de neurones, leur répartition topogra-
phiques (pourcentage et localisation), les conductances maximales et les constantes de
temps associées aux canaux considérés ; au niveau synaptique : le type de synapses, leur
répartition topographique (pourcentage et localisation), les conductances maximales,
les constantes de temps. Bien que cette formulation de la modélisation la fasse appa-
raître comme une problématique simple pour interroger des mécanismes physiologiques
complexes, les questions d’ordre méthodologique de la modélisation sont elles aussi com-
plexes. Tout d’abord, les équations décrivant l’évolution des courants ioniques et du
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Figure 4.3 – Contributions des courants Cav et K(Ca) dans l’allure du poten-
tiel d’action. La génération d’un potentiel d’action nécessite la présence d’un courant
de fuite, de courants potassiques dépendants du potentiel et sodiques dépendants du
potentiel. La réponse peut ensuite être modulée notamment par des courants calciques
dépendants du potentiel, ICav , impliquant des Cav1 et Cav2 au-dessus du seuil et des
Cav3 sous le seuil, des courants potassiques dépendants du calcium, courants IK(ca) de
type BK pour l’hyperpolarisation rapide et SK de constante de temps un peu plus longue.
La dépolarisation est visble en rouge, la post-hyperpolarisation en bleu, le potentiel de
repos en noir. [Adapté de (Dilly et al. 2012)]
potentiel membranaire issues de formalismes de type d’Hodgkin-Huxley sont fortement
non linéaires ; elles comportent de multiples variables interdépendentes dont le nombre
varie en fonction des canaux ioniques dont on veut rendre compte de la présence. De ce
fait une analyse mathématique directe est impossible et la simulation des phénomènes à
l’étude requiert soit de grosses ressources calculatoires et idéalement des compétences en
programmation parallèle, soit de simplifier le modèle en linéarisant certaines des équa-
tions ou en ignorant certaines variables identifiées comme moins influentes. L’étude des
limitations et potentialités du modèle pose, dans tous les cas, le problème de l’explo-
ration de l’espace des paramètres, de leur identification et de leur optimisation. Ces
problématiques constituent chacunes à elles seules des champs de recherche per se et
nécessitent donc des collaborations réunissant différentes expertises.
Note : toutes les données acquises dans le cadre des études présentées dans ce
manuscrit ont obtenu l’aval du Comité d’Éthique et des formulaires de consentement
éclairé pour l’utilisation des données à des fins de recherche ont été fournis aux sujets
sains et patients y participant.
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4.2 Communication hippocampe–cortex préfrontal pendant
le sommeil lent profond chez l’être humain
Les données biologiques utilisées dans le cadre de cette étude ont été et seront re-
cueillies dans le cadre du protocole expérimental d’une étude clinique menée par Louis
Maillard, neurologue au CHRU de Nancy. Il s’agit d’enregistrements SEEG/EEG des
stades de sommeil N2/N3 effectués après une tâche de navigation spatiale virtuelle.
Cet axe a fait l’objet des encadrements de projets de École des Mines de Nancy d’Iris
Dumeur (2018-2019) et de Cécile Aprili (2019-2020) : Corrélation entre Sharp Wave-
Ripples Hippocampiques et Rythmes δ Corticaux – Implication pour la mémorisation
spatiale.
4.2.1 Positionnement
Il a été confirmé dans les années 2000 que la consolidation mnésique, en particulier
la consolidation de la mémoire spatiale, se produisait au moins en partie pendant le
sommeil lent profond et qu’une perturbation de ce stade de sommeil entraînait une
détérioration de l’apprentissage chez le rongeur (A. K. Lee et Matthew A. Wilson 2002)
et chez l’être humain, que l’activation de l’hippocampe en sommeil lent profond était
positivement corrélée aux performances mnésiques (Peigneux et al. 2004). Depuis, des
mécanismes plus spécifiques ont été mis en évidence et un lien de cause à effet a été établi
entre l’apparition des SWR hippocampiques, le timing des ondes δ et fuseaux corticaux,
principales oscillations visible en stage N3 (SWS), et la performance de l’apprentissage
chez le rongeur (Maingret et al. 2016). Dans cette dertière étude, N. Maingret et al. ont
montré qu’il était possible de prédire, voire d’améliorer, la qualité de la mémorisation
des rongeurs à partir du délai d’apparition entre les ondes δ préfrontales et les SWR
hippocampiques en inhibant ou en provoquant les SWR. Le délai moyen observé dans le
cas d’une mémorisation efficace se situe autour de 135ms. Néanmois, cette question n’a
pas été explorée chez l’humain et présenterait un intérêt clinique pour la compréhension
des troubles cognitifs associés à des pathologies comme les épilepsies du lobes temporal
mésian ou diverses maladies neurodégénératives.
En effet, en dehors des activités de crises chez les patients souffrant d’épilepsies fo-
cales, l’activité interictale se produisant plus particulièrement pendant le sommeil, avec
une propagation plus accrue pendant le SWS, est susceptible d’induire des déficits d’ap-
prentissage. Des hypothèses portant notamment sur la perturbation unique des fuseaux
ont été formulées sans résultats probants à ce jour, mais on peut raisonnablement sup-
poser que si la présence de pointes interictales modifie la co-occurrence ou le délai de
co-occurrence entre δ corticales et SWR hippocampiques, la consolidation mnésique sera
nécessairement altérée. On peut donc émettre l’hypothèse que diminuer la fréquence
d’apparition et le nombre d’activités interictales aura un effet bénéfique sur le compor-
tement cognitifs des patients. Le test de ces hypothèses visant à élucider les mécanismes
de formation de la mémoire combiné aux travaux de modélisation présentés dans la pre-
mière partie (Section 3.2.2) et prolongés dans l’axe de recherche suivant (Section 4.3
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pourrait donc permettre d’affiner les cibles thérapeutiques visant à améliorer le confort
cognitif.
Les objectifs de cet axe consistent donc, d’une part, à développer une méthode de
détection automatiques des SWR hippocampiques et des δ du cortex préfrontal en SEEG
ou des δ corticales sur l’EEG moyen et d’identifier le délai séparant leurs apparitions ;
d’autre part, à évaluer la corrélation entre la performance mnésique du sujet, l’apparition
des SWR et le délai d’apparition entre δ et SWR.
4.2.2 Implémentation et résultats préliminaires
Protocole expérimental
Louis Maillard et al. ont récemment développé au CHRU de Nancy un protocole de
navigation spatiale virtuelle proposé aux patients implantés hospitalisés dans le cadre
de l’exploration pré-chiurugicale d’une épilepsie pharmaco-résistante du lobe temporal
mésian.
Les signaux ont été enregistrés grâce à des électrodes Micromed avec un fréquence
d’échantillonnage de 1024Hz ou de 512Hz. Les électrodes intracrâniennes utilisées ont
un diamètre de 0,8mm, une longueur de contact de 2mm et les points de contact des
électrodes sont espacés de 1,5mm (figures 4.4 et 4.5).
Figure 4.4 – Schéma de l’électrode SEEG. Chaque trait gras noir représente un
point de contact.
Les patients ayant participé à l’expérience devaient naviguer dans un labyrinthe
constitué de cinq blocs pour retrouver des objets. Les blocs sont les ”pièces” du labyrinthe
qui sont reliées par des couloirs et dans lesquelles se trouvent les objets à retrouver. Le
chemin optimal visite seulement 9 blocs pour trouver successivement les 4 objets (1 pour
aller du début à l’objet 1, 2 pour aller de l’objet 1 à l’objet 2, 3 de l’objet 2 à l’objet 3
et 3 pour aller de l’objet 3 à l’objet 4). L’exercice a été répété trois fois le premier jour
et une fois le deuxième jour de façon à tester leur mémoire spatiale. Les données EEG
et SEEG ont été enregistrées pendant la nuit entre les deux jours de l’expérience.
Les consignes données aux patients étaient les suivantes :
« Dans cet exercice, vous allez naviguer dans un labyrinthe où vous allez devoir
retrouver des objets. L’objet que vous devrez retrouver s’affichera sur l’écran puis vous
serez libre d’explorer le labyrinthe afin de le retrouver. Pour vous déplacer, vous utiliserez
les flèches du clavier : flèche du haut pour avancer, flèche droite et gauche pour tourner.
Attention, si vous souhaitez faire demi-tour, vous devrez utiliser les flèches droite et
gauche pour vous retourner, vous ne pouvez pas utiliser la flèche arrière. N’appuyez
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Figure 4.5 – Exemple d’implantation SEEG hippocampique. On visualise ici les
points de contact d’une électrodes B’ se trouvant dans l’hippocampe gauche du patient
1.
qu’une seule fois pour vous déplacer, sinon vous risquez de faire planter le logiciel. Quand
vous avez trouvé l’objet, vous devez vous en rapprocher le plus possible et appuyer sur la
touche entrée. Si vous le faites, alors que vous n’êtes pas au plus proche de l’objet, cela
sera compté comme une erreur. Il y a 4 objets à retrouver en tout et vous allez effectuer
l’exercice trois fois aujourd’hui et une fois demain. »
Avant la réalisation de l’exercice, afin de s’assurer que les consignes avaient bien été
comprises, un test était présenté aux participants : un labyrinthe avec un couloir et un
bloc où se trouve une vache qu’il faut “attraper”.
Les données recueillies comportaient : les différents temps de parcours, les distances
parcourues et blocs explorés à chaque parcours. Préalablement à l’expérience, plusieurs
évaluations étaient effectuées visant à recueillir : l’indice de raisonnement perceptif,
l’indice de compréhension verbale, les difficultés attentionnelles, le score RD de mémoire
visuelle BI, le score R24 de mémoire visuelle BI.
Le CHRU de Nancy a mis à notre disposition les enregistrements profonds et de
surface, SEEG/EEG, de 15 patients implantés dans l’hippocampe pour lesquels les stades
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N2/N3 2 avait été préablablement annotés par les neuologues. Parmi ces 15 patients, nous
avions la connaissance de six implantations dans le cortex préfrontal dorsolatéral ; quatre
des patients correspondants étaient déficients mentaux.
Méthodes d’analyse utilisées
Nous nous sommes placés, pour la détection des rythmes d’intérêt, sur des périodes
courtes ne comportant pas d’activité épileptique.
Afin de détecter les SWR, nous avons utilisé les données mesurées par des électrodes
profondes hippocampiques annotées B pour l’hémisphère droit et B’ pour l’hémisphère
gauche. dans l’hippocampe. Il doit donc être possible d’observer des SWR dans les en-
registrements bipolaires B2-B1, B3-B2, B4-B3. La principale difficulté pour la détection
des SWR est leur discrimination avec les pointes épileptiques. Nous avons donc favo-
risé, lorsque cela était possible, la sélection de l’électrode en controlatéral de la zone
épileptogène.
La méthode employée était la suivante. Afin de détecter les “sharp-waves” (ondes à
front raide), nous avons effectué les opérations ci-dessous :
- “lissage” du signal avec filtre Butterworth passe-bas de 20Hz,
- calcul de la puissance le signal,
- récupération son enveloppe convexe (par une transformée de Hilbert)),
- normalisation
- calcul de l’écart-type
Nous avons considéré qu’il y avait un évènement lorsque le signal normalisé dépassait α
fois l’écart-type, où α est un coefficient ajustable en fonction de la rigueur de détection
souhaitée. Ici, α = 5 et pour limiter les fausses détections dues au bruit, on considère
que l’évènement débute lorsqu’il dépasse le seuil de deux fois l’écart-type et qu’il se
termine lorsqu’il passe sous ce seuil. Ce système permet également d’éliminer la détection
d’artéfacts en éliminant les discontinuités dans le signal.
La détection des SWR s’effectuait ensuite par détection conjointe des “sharp-waves”
et des “ripples”. Pour la détection des ripples, Cécile Aprili a adapté la méthodes ini-
tialement développée par Raphael Vallat pour la sélection des fuseaux (Vallat 2018).
Il s’agissait d’effectuer un produit de convolution entre le signal brut et une ondelette
de Morlet possédant les mêmes propriétés en terme de fréquence centrale (entre 120 et
250Hz) et de nombre d’oscillations que des ripples. Dans le but de déterminer le nombre
d’oscillations d’un groupement de ripples, elle a considéré que les ripples avaient une
durée minimale de 80ms (quitte à ne détecter qu’une partie du groupement de ripples).
Pour limiter le nombre de faux évènements détectés, seuls les évènements détectés à la
fois sur un enregistrement bipolaire (Bn-Bn−1) et sur l’enregistrement bipolaire le plus
proche (Bn+1-Bn) ont été considérés.
Pour détecter les ondes δ, nous avons utilisé les électrodes EEG de surface et les
électrodes SEEG passant par le cortex préfrontal dorsolatéral. Sur le patient 1, cela
2. S’agissant de patients épileptiques, les stades de sommeil lent profond N3 pur sont de très courte
durée et excèdent rarement quelques minutes.
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correspondait aux points de contact O8-07 et O7-O6 de l’électrode O.
Pour la détection des oscillations δ, l’étude de N. Maingret et collègues (Maingret et
al. 2016) utilise les signaux enregistrés dans le cortex préfrontal mésian filtré en passe-
bas à 6Hz. Ils sélectionnent ensuite les séquences où l’on retrouve le motif suivant :
croissance, décroissance, croissance en croisant à chaque fois l’axe des abscisses. Afin
que cette séquence corresponde à un évènement, les auteurs ont choisi de restreindre la
détection aux séquences de durée comprise entre 150 et 500ms et dont le pic positif est
supérieur à 1 ou 2 selon les signaux, mais dont la déflection négative est inférieure à 1.5.
Notre signal brut étant très bruité, nous avons choisi d’appliquer d’abord un filtre avant
de calculer la puissance de ce signal l’aide d’une fenêtre glissante de taille 50 points et de
saut 20 points. Puis, à l’aide d’un seuil xσ+µ, calculé à partir de la moyenne µ du signal
et de son écart type σ, les évènements ont été préselectionnés. Ensuite, au maximum
local dans chaque zone dépassant le seuil, nous vérifions que la séquence autour de ce
point est bien de la forme croissance-décroissance en croisant à chaque fois l’axe des
abscisses dans une fenêtre de 150 à 500ms. Pour les enregistrements de surface, nous
avons utilisé x = 1 et pour ceux des électrodes profondes O/O’, x = 8 (les signaux SEEG
étant en effet de plus forte amplitude).
Résultats préliminaires
La figure 4.6-A, illustre la détection des SWR sur une portion de signal avec, à
première vue, trois pics pouvant être considérés comme des sharp-waves (aux 4ème, 11ème
et 17,5ème secondes).
La figure 4.6-B présente le nombre d’évènements détectés avec un seuil de 4σ + µ
appliqué au signal normalisé sans le filtrer au préalable. Dans ce cas, de nombreuses
oscillations correspondant à du bruit sont détectées. On voit au bas de la figure 4.6-A
que lisser le signal permet d’éviter la détection d’une partie du bruit. Il ne reste plus alors
que 6 évènements détectés dont un évènement doublement détecté (à 17,5 s). Certains
des évènements identifiés ont une amplitude faible inférieure à 150µV . Utiliser un seuil
de 5σ + µ permet d’éviter d’identifier ces évènements commme étant des sharp-waves.
On retrouve alors trois évènements repérés à la Figure 4.6-C. L’observation détaillée
des trois pics détectés met en évidence une forme différente pour chacun d’entre eux : les
deux premiers ayant une pente de décroissance plus prononcée que la pente de croissance
– plutôt caractéristique des pointes épileptiques –, alors que le troisième présente la même
forme en miroir, plus spécifique des sharp-waves. C’est donc uniquement ce troisième
évènement qui constitue une sharp-wave. En comparant ce signal avec celui obtenu sur
des points de contact mitoyens, on peut éliminer les rythmes détectés qui ne se propagent
pas dans l’hippocampe, à l’inverse des sharp-waves.
Sur la Figure 4.6-E, le signal comporte uniquement trois événements détectés dont
2 coïncident avec ceux du premier enregistrement. Il reste donc un évènement détecté
qui n’est pas une sharp-wave, mais plus probablement une pointe. Cet exemple est re-
présentatif des autres enregistrements.
La figure suivante, 4.7, présente un exemple de détection des ondes δ, sur la moyenne
des EEG de surface et sur les électrodes profondes O/O’. Les deux signaux ne sont pas
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Figure 4.6 – Exemple de détection des SWR hippocampiques.
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extraits des enregistrements d’un même patient.
4.2.3 Discussion
Bien que les méthodes de détection des rythmes d’intérêt aient été développées, il
nous reste encore à automatiser la distinction entre les SWR et les pointes interictales.
Nous n’avons également pas encore pu évaluer le délai d’apparition et la corrélation entre
SWR et oscillations δ qui fera l’objet de travaux futurs.
Concernant les aspects cognitifs, nous ne disposons pas, pour l’heure, de suffisamment
de données pour une mise en corrélation statistiquement significative entre performance
mnésique et délai d’apparition des oscillations d’intérêt. De plus, les conditions expé-
rimentales actuelles ne nous permettent pas de désambiguïser le choix d’une stratégie
d’exploration d’une performance mnésique car les consignes données aux participants
les laissent libres du choix de la stratégie et il n’a pas été prévu de questionnaire post-
passation afin identifier la/les stratégie/s choisie/s, lesquelles pourraient différer d’une
fois sur l’autre pour un même individu ou d’un individu à l’autre. Il sera donc également
complexe de distinguer le rôle joué par le délai entre δ et SWR dans la performance mné-
sique d’un éventuel déficit mental pouvant affecter la stratégie d’exploration. Néanmoins,
ces difficultés pourront être levées en précisant les consignes et en collectant davantage
d’échantillons.
4.3 Épilepsie du lobe temporal mésian
Cet aspect du projet de recherche s’inscrit dans le prolongement de la thèse de doc-
torat d’Amélie Aussel (Chap. 2.3 et 3.2.2), en collaboration avec Radu Ranta (CRAN),
Louise Tyvaert et Olivier Aron (CHRU).
Un financement ministériel pour un contrat doctoral UL a été obtenu en juin 2020,
mais la candidate s’est désistée. L’intitulé du sujet de thèse proposé était le suivant :
Modélisation computationnelle biologiquement réaliste des potentiels générés par l’hippo-
campe épileptique humain, vers des pistes thérapeutiques.
Nous présentons ici les principaux éléments de ce sujet.
4.3.1 Positionnement
Ce projet s’appuie sur des données cérébrales de surface et de profondeur (mesures
et positions des électrodes EEG/SEEG Électro-EncéphaloGraphie et Stereo-Electro-
EncephaloGraphie) et nous utiliserons, dans la mesure du possible, des mesures fournies
par des micro électrodes (potentiels d’actions neuronaux et LFP, Local Field Potential,
simultanément). Ces signaux, enregistrés chez des patients présentant des épilepsies du
lobe temporal mésian, serviront toujours d’éléments de base pour la construction des
modèles et d’outils de validation.
La thèse d’Amélie Aussel portait sur la modélisation de l’activité neuronale veille/sommeil
stade III (sommeil lent profond) dans un hippocampe sain, puis épileptique, avec une
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Figure 4.7 – Exemple de détection des ondes δ à partir des signaux EEG et
SEEG.
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étude exhaustive de la sensibilité des paramètres du modèle (Aussel, Buhry, Tyvaert et al.
2018). Nous souhaiterions étendre cette modélisation de façon à incorporer, toujours dans
le cadre des épilepsies du lobe temporal mésian, d’autres facteurs qui pourraient influer
sur la génération et sur la mesure de l’activité hippocampique. Outre la compréhension
du fonctionnement de cette structure, l’objectif est d’inclure dans la modélisation des
traitements pharmacologiques et des traitements du type stimulation électrique multi-
focaux, ce qui permettrait notamment de tester de nouvelles cibles thérapeutiques pour
orienter l’approche clinique avant expérimentation in vivo. En effet, à notre connais-
sance, les modèles existants avec prise en compte des traitements sont, soit des modèles
de populations de neurones de type champs moyens (Fabrice Wendling, Bartolomei et al.
2012), qui ne peuvent donc pas prendre en compte toutes les spécificités cellulaires dont
les canalopathies qui peuvent être cibles des traitements ; soit des modèles plus détaillés,
mais avec un faible nombre de neurones et ne reproduisant qu’une sous-structure de
l’hippocampe (Demont-Guignard et al. 2009 ; Ratnadurai Giridharan et al. 2014), ce qui
ne permet donc pas d’étudier finement le rôle de la connectivité dans la génération des
rythmes. Notre modèle viserait à prendre en compte simulaténment ces aspects.
Le travail présentera donc plusieurs aspects portant à la fois sur des problématiques
– d’où la nécessité d’une collaboration CRAN-LORIA – de traitement du signal et de
modélisation de la mesure faite par l’électrode et de modélisation en neurosciences com-
putationelles.
4.3.2 Implémentation
Plusieurs pistes sont ainsi envisagées. Il s’agira d’apporter les modifications suivantes.
1. Enrichir la structure du modèle en incorporant des caractéristiques cellulaires non
encore prises en compte dont :
- différents types d’interneurones présents dans l’hippocampe. Nous prédisons,
en écho à la première partie de ce manuscrit Section 1, que cela aura une
importance déterminante dans la dynamique et la résonance des réseaux neu-
ronaux recrutés car les interneurones présentent des fréquences d’émission des
potentiels d’actions préférentielles d’un type à l’autre (Hartwich et al. 2009 ;
Komendantov et al. 2019 ; Pelkey et al. 2017 ; Kepecs et Fishell 2014). De plus,
certains types d’interneurones ont une sensibilité plus importante au niveau
de leurs récepteurs extra-synaptiques (c’est-à-dire en dehors des lieux com-
munément observés dans la communication entre les neurones), ce qui peut
être critique dans le développement de nouvelles cibles thérapeutiques car les
traitements pharmaceutiques passant la barrière hémato-encéphalique ciblent
généralement indifféremment récepteurs synaptiques et extrasynaptiques.
- la présence d’un canal calcique de type T, Cav3.2, dans les cellules granu-
laires matures du DG. En effet, les cellules granulaires matures du DG, qui
représentent la majorité des cellules ganulaires du DG, ont une faible rési-
tance d’entrée et un potentiel de repos très hyperpolarisé et émettent donc
peu de PA isolés spontanés. Néanmoins, elles présentent une activité en burst
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qui favorise l’activation des neurones de CA3 sur lesquels elles projettent via
des connexions facilitatrices à court terme et pourrait jouer un rôle dans la
genèse des SWR. Un canal Cav3.2 serait à l’origine de cette dynamique à
bursts (Dumenieu et al. 2018).
2. Prendre en compte le fait que l’hyperactivation/hypersynchronisation induite par
l’activité épileptique entraîne une augmentation de la concentration en Ca2+ in-
tracellulaire cytosolique qui engendre à son tour :
- une modulation des courants CAN,
- une modulation des courants K(Ca) en général,
- une modulation de l’activité des Cav, dont les Cav3.2 du DG,
- sclérose (sclérose de type I, la plus commune, déjà prise en compte )
- une modulation de l’activité synaptique
3. Modéliser plus finement la mesure acquise par les différents types d’électrode en
prenant en compte les lieux de projections synaptiques sur les neurones pyrami-
daux. S’il est admis que ces derniers sont les contributeurs principaux au LFP
(potentiels électriques extracellulaires mesurés par les électrodes), il n’est pas clair
quelles sont les synapses prépondérantes (les synapses, excitatrices ou inhibitrices,
peuvent avoir des projections différentes sur la morphologie du neurone pyramidal
postsynaptique) (Teleńczuk et al. 2017). Par ailleurs, nous souhaiterions évaluer
la contribution des potentiels d’action aux mesures extracellulaires (Aussel, Tran
et al. 2019 ; Scheffer-Teixeira et al. 2013).
4. Ajuster et, dans la mesure du possible, optimiser les nouveaux paramètres du mo-
dèle proposé en comparant ses sorties aux signaux fournis par d’autres modèles
de la littérature, moins précis biologiquement mais plus tractables mathématique-
ment, notamment en termes de connexions entre les populations des différentes
structures (intra- et inter-structure) (Fabrice Wendling, Chauvel et al. 2010 ; Ur-
sino et al. 2010 ; Xiang et al. 2017), ce qui permettra également d’étendre le
modèle aux interactions hippocampocorticales. Un stage/projet 2A de l’école des
Mines sous ma direction a déjà été réalisé dans l’équipe Neurosys du Loria en
2019-2020 (Cécile Aprili). Celui-ci portait sur l’analyse, pendant le sommeil lent
profond, chez l’être humain (sur des données SEEG acquises au CHRU de Nancy),
de la co-occurence de rythmes spécifiques dans l’hippocampe et le cortex ; l’ana-
lyse est corrélée à la réalisation de tâches cognitives spécifiques (voir axe de re-
cherche de la section précédente, Section 4.2). La poursuite de cette étude devrait
permettre de mettre en lumière des mécanismes neuronaux de la mémorisation
chez l’humain et est un pré-requis au travail de modélisation des interactions
hippocampe-cortex (et réciproquement) qui pourra être mis en oeuvre dans cet
aspect du projet.
5. Par la suite, nous souhaiterions étendre le travail de modélisation de l’activité hip-
pocampique saine à d’autres stades de sommeil. Il n’existe en effet actuellement,
à notre connaissance, aucun modèle unique capable de reproduire les différents
rythmes hippocampiques du fait de la variabilité des constantes de temps synap-
tiques mises en jeu et de la complexité des interactions entre neurotransmetteurs.
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La compréhension du système “sain” servira à la prise en charge des rythmes
pathologiques du lobe temporal mesian.
4.4 Modélisation des ganglions de la base et maladie de
Parkinson
Cette section s’inscrit dans le cadre et le prolongement de la thèse de Nathalie Aze-
vedo (2018-2021) : Un modèle informatique biologiquement réaliste des oscillations neu-
ronales pathologiques observées dans la maladie de Parkinson – première partie, sec-
tion 3.4.
Il s’agit d’un projet en collaboration avec Dominique Martinez, Sylvain Contassot,
LORIA, et Jérôme Baufreton, Institut des Maladies Neurodégénératives de Bordeaux.
4.4.1 Positionnement
Comme évoqué dans la première partie, section 3.4.3, les mécanismes neurophysio-
logiques induisant la symptomatologie de la maladie de Parkinson, affectant principale-
ment les ganglions de la base avec une dégénérescence des neurones dopaminergiques,
demeurent mal compris. En outre, une meilleure adaptation individuelle du traitement
symptomatique de la maladie par stimulation cérébrale profonde en boucle fermée bé-
néficierait au confort des patients. Or, le développement d’une méthode de stimulation
mieux adaptée doit passer par la compréhension des mécanismes de genèse des oscil-
lations pathologiques de la maladie de Parkinson et nécessite, de ce fait, un modèle
prédictif de l’activité des GB et donc, d’une modélisation réaliste des structures céré-
brales stimulées impliquées dans les troubles moteurs. Il est donc important d’inclure,
dans les modèles computationnels, les éléments physiologiques responsables de l’appari-
tion des oscillations β. Différents facteurs, synaptiques et intrinsèques aux dynamiques
neuronales peuvent être impliqués.
Nous avons vu, d’une part, qu’il était plausible que ces rythmes pathologiques éma-
nant de synchronisations dans la bande β prennent naissance dans le circuit striatal
FSN-MSN, avant d’être amplifiées par les interactions GPe-FSN et propagées au STN ;
d’autre part, que de récents travaux (Aristieta et al. 2020) avaient identifié une voie de
circulation de l’information dans laquelle deux sous-groupes de neurones du GPe, les
GPeA et GPeP , jouaient des rôles différents dans la synchronisation, du fait de leurs
projections et de leurs dynamiques individuelles. Nous n’avions pas pris en compte cette
architecture de réseau dans notre notre précédent modèle.
De plus, plusieurs études ont établi un lien possible entre la signalisation calcique et
la progression de la maladie de Parkinson (pour un état de l’art, voir (Zaichick et al.
2017 ; Liss et Striessnig 2019)), ce qui suggère qu’au delà des mécanismes de nécrose
ou d’apopotose cellulaire de neurones dopaminergiques, les dynamiques des neurones
porteurs de canaux calciques et dépendants du calcium pourraient être affectées par des
modulations de l’homéostasie calcique. Des particularités des canaux Cav2.3 seraient
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d’ailleurs impliquées dans la dégénérescence des neurones dopaminergiques dans un mo-
dèle animal (souris) de la maladie (Benkert et al. 2019), et les canaux de types L, Cav1.2
et Cav1.3, présents dans les neurones dopaminergiques de la substance noire, bien que
n’étant pas requis pour la génération de l’activité pacemaker de ces neurones, semblent
nécessaires à la stabilisation de cette activité, à sa robustesse et donc, à la libération de
dopamine (Guzman et al. 2009 ; Duda et al. 2016) (pour une étude computationnelle,
voir (Drion et al. 2011)).
Par ailleurs, des canalopathies de canaux potassiques dépendant du voltage et du
calcium ont été identifiées chez des patients Parkinsonniens (Dragicevic et al. 2015),
certains canaux, comme lesKv1 jouant un rôle dans la libération dopaminergique (Martel
et al. 2011).
4.4.2 Implémentation
Les premières contributions concerneront au départ des améliorations de notre mo-
dèle en conditions normales. Sur le plan du réseau, la première consistera à prendre
en compte les derniers résultats sur la connectivité du réseau STN-GPe-striatum (Aris-
tieta et al. 2020) dans l’implémentation du modèle pour plus de plausibilité biologique,
comme schématisé à la figure 4.4.2 en conditions physiologiques non pathologiques. En
effet, à la différence de ce que nous avions implémenté dans notre précédente version du
modèle, les résultats expérimentaux démontrent l’existence d’une connexion inhibitrice
directe des GPeP vers les GPeA, mais pas de connexion des GPeA vers les GPeP et les
MSN (ou D2-SPN) projettent également des afférences inhibitrices sur les GPeA. Il y
a, de plus, très peu de connexions récurrentes au sein des populations GPeA et GPeP .
Enfin, il existe des projections des GPeA vers les D2-SPN dont le nombre est important
(environs 10000), mais s’agissant de projections sur les dendrites, ces connexions ont une
influence inhibitrice faible sur le plan physiologique ; elles interviennent davantage dans
la régulation des interactions corticales.
Sur le plan des propriétés physiologiques individuelles, le courant sodique persistant
des GPeA est deux fois plus faible que celui des GPeP . Nous traduirons cette carac-
téristique en divisant par deux la conductance sodique correspondante. Néanmoins, le
changement de ce paramètre modifiant la réponse fréquentielle du neurone, il sera néces-
saire d’ajuster les autres paramètres du modèle afin de rester fidèle aux enregistremets
biologiques. Nathalie Azevedo implémente actuellement sur notre problème des méthodes
d’optimisation stochastique développées durant mon doctorat et s’appuyant sur l’algo-
rithme d’évolution différentielle (Buhry 2010). Le second élément à prendre en compte
sera la présence de différents canaux calciques, en particulier Cav1.2 et Cav1.3 dans les
D2-SPN qui ne sont pour le moment pas différenciés dans notre modèle et qui semblent,
au mettre titre que les canaux SK dans GPe, moduler l’excitabilité du neurone, les pre-
miers jouant plutôt sur le rebond post-inhibition et le SK, engendrant une puissante
hyperpolarisation post-inhibition.
Concernant la modélisation du circuit parkinsonien, nous prendrons en particulier
en compte le renforcement important de la voie D2-SPN-GPeP (et non vers les GPeA
comme nous l’avions initialement modélisé).
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Afin de s’orienter vers un modèle de stimulation profonde en boucle fermée, il faudra
inclure des propriétés topologiques et anatomiques au modèle de la structure cérébrale,
aisni qu’un modèle de l’électrode de mesure. Des questions pratiques et biologiques
demeurent néanmoins cruciales concernant l’activité mesurée par l’électode d’enregis-
trement/stimulation implantée dans le striatum et sa modélisation. En effet, l’activité
électrique mesurée par ce type d’électrode s’apparente à un LFP. Or, ce LFP, dans les
GB est très “pollué” par les potentiels d’actions pour des raisons mal identifiées : du fait
de la structure anatomique des GB ou simplement de la conduction volumique d’oscil-
lations provenant de structures externes aux GB (Lalla et al. 2017). Une modélisation
du champ mesuré comme un LFP n’est donc peut-être pas tout à fait pertinente pour
le développement d’un modèle de stimulation et il nous restera à étudier cette question
de manière appronfondie.
Figure 4.8 – Schéma de connectivité des ganglions de la base en conditions
normales et Parkinson. D’après les résultats expérimentaux de (Aristieta et al. 2020).
En rouge : connexions renforcée dans le cas pathologique. Dans l’encadré : version anté-
rieure de notre modèle (Partie I, section 3.4.3).
Le GPe contient 30% de GPeA et 70% de GPeP . (Nous ne modéliserons pas le globus
pallidus interne (GPi), ni le thalamus et le cortex.)
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En collaboration avec Valérie Louis-Dorr (CRAN) et des cliniciens du CHRU de
Nancy.
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Des étudiants de M1 et M2 à l’IDMC ont été recrutés sur l’année universitaire 2020-
2021 dans le cadre de leurs projets tutorés et stage de M2 pour travailler sur ce sujet
sous ma direction. J’ai également soumis une proposition de projet sur l’appel unique
de l’INS2I - CNRS 2020, en collaboration avec Valérie Louis-Dorr (CRAN) et Thomas
Schwitzer (CPN).
4.5.1 Modélisation des effets de l’inflammation et des substances psy-
choactives sur l’activité rétinienne
Positionnement
On s’appuiera, pour la comparaison avec des données expérimentales, sur des élec-
trorétinogrammes acquis au CHRU de Nancy chez des sujets consommateurs d’alcool ou
de cannabis et ayant fait l’objet de publications récentes (Lucas et al. 2018 ; Schwitzer
et al. 2019). Valérie Louis Dorr, CRAN, nous appuiera dans l’analyse de ces signaux,
préalablement à la modélisation.
Les auteurs rapportent en particulier une perte d’amplitude ainsi qu’un “retard de
traitement” ou délai de réponse, au niveau des signaux enregistrés. La perte d’ampli-
tude est actuellement attribuée par les auteurs à une potentielle mort cellulaire et le
délai de réponse à une perturbation de la communication synaptique glutamatergique-
dépendante.
Néanmoins, nous observons que les tracés de l’électrorétinogramme sont assez ca-
ractéristiques d’une modulation par des courants ioniques, calciques en particulier qui,
d’une part peuvent être affectés à différents niveaux de la cellule (y compris le soma) par
les substances psychoactives à l’étude dans ces articles et, d’autre part, peuvent en effet
être à l’origine d’une apoptose cellulaire et/ou de modifications de la communication
synaptique. La modélisation d’un réseau de cellules rétiniennes à partir du formalisme
d’Hodgkin-Huxley nous permettrait de tester l’hypothèse selon laquelle une modulation
de l’homéostasie calcique et une modification de la dynamique des canaux potassiques
voltage-dépendants et dépendants du calcium pourraient être à l’origine des tracés ca-
ractéristiques observés dans le contexte de la consommation d’alcool et de cannabis.
Implémentation
Concernant les effets de l’alcool, ceux-ci ont certes été peu étudiés au niveau des
cellules rétiniennes spécifiquement, mais leur action sur les canaux ioniques neuronaux et
la communication synaptique a fait l’objet de nombreux travaux. On retrouve les canaux
et récepteurs en question sur plusieurs types de cellules rétiniennes. Il agit notamment sur
les canaux potassiques par inhibition des canaux Kv (dépendants du voltage) et K(Ca)
(Sun et al. 2008). Ces canaux sont localisés au niveau des cellules ganglionnaires dont
ils influencent le potentiel de repos et le seuil d’excitabilité qui serait alors augmenté,
rendant la cellule moins excitable. Son action sur les canaux calciques dépend de la
fréquence de consommation et de la quantité consommée.
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Dans le cas de consommation aiguë, il a tendance à inhiber les courants Cav de
type L et K(Ca) en diminuant la durée du potentiel d’action et en augmentant le seuil
d’excitabilité, notamment via les canaux Cav1 dans les neurones supra optiques et le
système nerveux central en général.
Dans le cas d’une consommation chronique, il a principalement, chez le primate, un
effet inverse au niveau des Cav3 (N’Gouemo et al. 2018). Au niveau synaptique, il est
connu pour être un puissant agoniste GABAergique et pour réduire l’effet excitateur glu-
tamatergique via les récepteurs NMDA. Cependant, en cas de consommation chronique,
les récepteurs NMDA développent une hypersensibilité au glutamate et on observe pa-
rallèlement une désensibilisation des récepteurs GABAergiques. Il aurait également un
effet promouvant la libération de dopamine (Abrahao et al. 2017).
Concernant l’action du cannabis, cette plante contient plusieurs centaines de sub-
stances actives et nous ne connaissons malheureusement pas la composition chimique
des substances consommées par les sujets ayant participé à l’étude (Schwitzer et al.
2019). Nous nous limiterons, dans un premier temps, à la modélisation de l’influence du
cannabidiol (CBD), puis nous tenterons, dans une étude ultérieure, d’inclure les effets
du tétrahydrocannabinol (THC), les deux principales substances psychoactives les plus
étudiées du cannabis. La validation du modèle ne pourra donc pas être complète (Sulcova
2019), néanmoins, la modélisation permettra de mettre en évidence des tendances qui
pourront s’avérer utiles dans la compréhension de l’influence des paramètres du modèle
et du rôle joué par les différents canaux et récepteurs dans le comportement du réseau.
Nous prendrons en considération les effets du CBD au niveau des récepteurs CB1, CB2
(effet antagoniste), GABAA (effet activateur), NMDA et comme inhibiteur non sélectif
des canaux sodiques voltage-dépendants (Sulcova 2019). L’effet anti-inflammatoire du
CBD pourra éventuellement, si le temps le permet, être pris en compte sous la forme
d’une modulation de l’homéostasie calcique.
La modélisation comportera deux volets dont nous détaillons ci-dessous les éléments
d’implémentation.
- Modèle mathématique des cellules rétiniennes dont photorecepteurs
(cônes et bâtonnets), cellules bipolaires, ganglionnaires et amacrines :
nous reprendrons, pour débuter, le modèle de cellules rétiniennes saines proposé
en 2006 par Rodrigo Publio et ses collègues (Publio et al. 2006) en simplifiant la
morphologie des cellules et l’adaptant à un modèle de neurones points de façon à
faciliter l’exécution des calculs, mais en respectant la topologie du réseau rétinien.
Les bâtonnets seront modélisés sur la base du formalisme d’Hodgkin-Huxley com-
portant quatre types de canaux ioniques : un canal h cationique non sélectif, un
canal potassique Kv voltage-dépendant de type “delayed rectifying”, un canal po-
tassique non inactivateur (“noninactivating potassium channel”) Kx et un canal
calcique Ca de type Cav1.3.
Les cônes comporteront des courants potassiques IKv (“rectifier potassium cur-
rent”) dépendant du voltage et dépendant du calcium, IK(Ca), un courant Ih
activé par hyperpolarisation, un courant calcique ICa type Cav1.3 et un courant
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chlorique dépendant du calcium, ICl(Ca).
Les cellules bipolaires sur les cônes et bâtonnets comprendront des courants IKv,
IK(Ca), Ih, ICa et les cellules bipolaires cônes contiendront de plus un canal
potassique IA sensible au TEA.
Les cellules horizontales (ou amacrines) modélisées par Publio et al. (AII ama-
crines) ne comportent que des canaux sodiques et potassiques simples, or ces cel-
lules expriment également des canaux calciques de type L (Cav1.3α1) au niveau
de leurs terminaisons synaptiques qu’il conviendrait de prendre en considération
(Habermann et al. 2003).
Enfin, les cellules ganglionnaires compteront des courants IKv, IK(Ca), ICa et IA.
Figure 4.9 – Schéma de connectivité des principales cellules de la rétine.
Adapté d’une image sous licence Creative Common.
- Modèle d’électrorétinogramme :
un électrorétinogramme s’apparente à un enregistrement de type LFP. Étant
donnée la configuration de la rétine, on peut considérer que le champs électrique
enregistré reflète principalement l’activité des photorécepteurs car leurs axones
sont perpendiculaires à la cornée (voir schéma 4.9). Afin de comparer nos résul-
tats de simulation aux données expérimentales, nous approcherons donc, dans un
premier temps, les électrorétinogrammes par la somme des courants synaptiques
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des cônes et des bâtonnets simulés.
4.5.2 Vers la modélisation de mécanismes impliqués dans certaines af-
fections psychiatriques
Cette partie du projet fait écho à notre proposition de projet ANR Retour de Postdoc
soumise en 2012, en collaboration avec Kevin Jones, pharmacologue, Univerity of Michi-
gan, US (anciennement à l’Université de Washington). Celle-ci se focalisait initialement
sur les Kv1.1 avec données expérimentales in vitro/in vivo de modèles pharmacologiques
de schizophrénie chez le rongeur. On se focalisera ici davantage sur Kv2.1 dont l’impli-
cation dans cette pathologie a récemment été démontrée (Gonzalez-Burgos et al. 2015 ;
Nakazawa et Sapkota 2020).
L’étude des affections psychiatriques a fait jusqu’à présent l’objet de peu travaux
de modélisation mathématique, en particulier au niveau cellulaire, malgré leur potentiel
(Goodyer 2012 ; Huys et al. 2016). La majorité des travaux utilisant la modélisation en
psychiatrie repose essentiellement sur des modèles bayésiens pour la compréhension des
processus comportementaux, tels la prise de décision et la perception des “récompenses”
et “punitions”, comme l’illustre la revue Computational Psychiatry éditée par Peter
Dayan and Read Montague. Des initiatives se développent néanmoins pour exploiter les
capacités de la modélisation dans ce domaine comme c’est le cas au NIMH. Il s’agit donc
d’un sujet en future expansion.
Positionnement
Des mutations des gènes CACNA1F, CACNA1C, CACNB2, CACNA1I et KCNN3
ont été retrouvées chez l’être humain et sont associées à des troubles du spectre schi-
zophrénique (et, pour certains de ces gènes, du spectre autistique) (Dolphin et A. Lee
2020 ; Ripke et al. 2013 ; Wei et Hemmings 2006). Or, ceux-ci encodent respectivement
les protéines des Cav1.4 (retrouvés sur les photorécepteurs et les cellules ganglionnaires
(McRory 2004)), des Cav1.2, de plusieurs canaux de type L, des Cav3.3 et des SK3 (M. J.
Miller et al. 2001).
Par ailleurs, on retrouve des alterations de canaux potassiques dépendants du vol-
tage, notamment Kv2.1, dans les modèles d’animaux schizophrènes et des mutations de
gènes codant pour ces mêmes canaux chez l’être humain (Gonzalez-Burgos et al. 2015 ;
Nakazawa et Sapkota 2020). Or, les canaux Kv2.1 sont présents dans les interneurones
à parvalbumine (de type Fast-Spiking), à l’instar de certaines cellules ganglionnaires
rétiniennes. Une altération de ces canaux induirait donc, outre une modification de la
dynamique membranaire, des modifications de la communication GABAergique (Naka-
zawa et Sapkota 2020), y compris dans les cellules de la rétine.
Nous émettons là encore l’hypothèse qu’une modulation de l’homéostasie calcique
et une modification des propriétés des canaux calciques et potassiques dépendants du
voltage seraient à l’origine d’une majorité des modifications observées dans les élec-
trorétinogrammes des patients. Nous proposons donc une approche par modélisation
mathématique sur la base du modèle développé à la section 4.5.1.
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Implémentation
Nous prendrons en compte les altérations des canaux Cav1.2, Cav1.4, Cav3.3, K(Ca)
en particulier BK, et Kv2, présents dans la rétine, au niveau du soma et des terminaisons
synaptiques des photorecepteurs, cellules ganglionnaires et amacrines. Ces modifications
par rapport au modèle “sain” seront introduites une à une et nous évaluerons les com-
binaisons permettant de reproduire les enregistrements in vivo obtenus chez les patients
schizophrènes.
4.6 Autres projets envisagés
En sus des axes de projets présentés ci-dessus, au moins trois autres directions dont
j’ai discuté avec mes collaborateurs pourront être envisagées.
La première se situe dans le prolongement direct de nos travaux de modélisation des
rythmes hippocampiques. Il s’agirait, dans le cadre d’une collaboration avec Boris Gutkin
(ENS Ulm), d’étudier le rôle et le fonctionnement du circuit septum–hippocampe–cortex
entorhinal dans la génération et la propagation des rythmes θ ainsi que l’influence de
la modulation cholinergique. Boris Gutkin et ses collaborateurs développent en effet
actellement un modèle détaillé de plasticité hippocampique et y étudient l’influence des
entrées cholinergiques. Le projet viserait à combiner ce modèle avec notre approche de
modélisation de réseaux hippocampiques afin de préciser les conditions sous lesquelles
les oscillations θ émergent dans le circuit.
La seconde concerne l’analyse d’ECG pour la détection de patterns dans le cadre
d’affections neuropsychiatriques. En effet, même en l’absence de comorbidités cardiovas-
culaires caractérisées, le fait que certains sous-types de canaux ioniques affectés dans le
cadre de pathologies neuropsychiatriques soient à la fois présents dans le système nerveux
entral et dans les cellules cardiaques laisse à penser que les ECG pourraient présenter
des particularités indétectables à l’oeil de l’expert, mais repérables par des techniques
d’apprentissage automatique. Ceci suggère la possibilité d’utiliser l’ECG comme outil
diagnostic en psychiatrie. Nous étudions actuellement la mise en oeuvre d’un protocole
expérimental avec des cardiologues du CHRU de Nancy et un cabinet de psychiatrie en
libéral.
La troisième concerne la modélisation de la voie visuelle ventrale et la reconnaissance
des visages ou des caractères (lecture), en collaboration avec Bruno Rossion, Radu Ranta
et Steven Le Cam (CRAN, Université de Lorraine). Les structures impliquées dans le
traitement de ce type d’informations visuelles présentent des réponses fréquentielles spé-
cifiques au type de stimulus ainsi que des propriétés de résonnance qui pourraient refléter
des mécanismes de synchronisation de sous-populations d’interneurones. La modélisation
nous permettrait de mieux identifier les mécanismes de la reconnaissance des visages à
partir des données rares que constituent les enregistrements par microélectrodes pro-
fondes réalisés au CHRU de Nancy chez l’être humain. Ce dernier sujet d’étude fait
l’objet d’une soumission de projet ANR en réponse à l’AAP générique 2020.
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Conclusion
Au terme de cette présentation, nous souhaiterions revenir sur quelques aspects des
phénomènes modélisés et les contributions apportées par les travaux menés dans le cadre
de nos encadrements scientifiques et collaborations. Cette conclusion s’ouvre sur une
synthèse de nos perspectives de recherche.
Les oscillations, à différentes échelles du système nerveux et sensoriel, constituent la
base des observables que nous avons souhaité reproduire avec nos modèles pour toutes
les raisons invoquées dans l’introduction générale et le positionnement de notre projet
de recherche. Une partie de ces oscillations est le reflet de synchronisations de l’activité
de populations cellulaires, sub- ou supra-seuil, et peut traduire le degré de complexité
de traitement de l’information effectué par le système. Une désynchronisation de l’acti-
vité d’un réseau apparaissant globalement (mais ne signifiant pas nécessairement qu’il
n’y a pas synchronisation de l’activité de sous-éléments) représente sur le plan mathé-
matique, comme sur le plan cognitif ou moteur, une augmentation de la complexité
du signal transmis et reflète une certaine finesse d’encodage de l’information. Illustrons
ce propos par des exemples : lorsque l’on s’intéresse aux états de conscience, les élec-
troencéphalogrammes réalisés pendant le sommeil lent profond (SWS) et les stades de
coma font apparaître des ondes lentes qui traduisent une activité globale synchronisée
à basse fréquence, signal peu complexe, très différent de celui observé pendant le som-
meil paradoxal ou la veille. Cette illustration rappelle d’ailleurs les réflexions autour de
l’ “Integrated information theory” (Tononi 2004). Si l’on prend l’exemple de l’activité
motrice, le potentiel évoqué enregistré par des électrodes de scalp montre une activité
de base synchronisée dans les bandes µ et β qui vient à être pertubée et désynchronisée
en cas d’intention de mouvement, puis de mouvement (Derambure et al. 1999). Cette
constatation apparaît également dans nos simulations de l’activité épileptique où le rap-
port signal sur bruit (SNR : signal to noise ratio) décroît dans deux configurations : soit
lorsque l’amplitude maximale du signal décroît, soit lorsque le bruit de fond augmente
en raison d’une synchronisation plus prononcée des neurones alentours. Le système perd
alors la finesse de détection des différentes caractéristiques du signal, et donc sa com-
plexité, qui devient masquée par une synchronisation gobale, induisant elle-même une
crise épileptique. La réalisation de tâches complexes par le sujet devient par conséquent
impossible.
Pour reprendre l’analogie avec la musique, une mélodie avec une rythmique simple
(synchronisation temporelle stricte) et/ou des notes uniquement consonnantes (synchro-
nisation dans des bandes de fréquences harmoniques) et peu de nuances (amplitude des
synchronisations), permet peu de richesse d’interprétation et rend difficile l’identification
d’un compositeur et de l’interprète ; elle ne suscite en outre pas particulièrement d’émo-
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tion. On peut donc penser que la richesse d’interprétation du signal véhiculé repose sur
sa complexité ordonnée.
Revenons maintenant sur les différentes contributions de nos travaux en collaboration
avec d’autres chercheurs et dans le cadre de nos encadrements et co-encadrements.
Il est raisonnable de se demander dans quelle mesure, lorsque l’on modélise une
activité, le modèle utilisé lui même, et non les caractéristiques biologiques étudiées,
peut induire une synchronisation. Dans le premier chapitre, nous avons présenté une
contribution visant, par comparaison, à identifier les capacités de synchonisation de
plusieurs modèles de neurones à spikes à deux variables ou plus (Shiau et Buhry 2019 ;
Buhry et John Rinzel 2011). Ce travail a été réalisé en collaboration avec LieJune Shiau,
Université de Houston Clearlake, USA.
Dans un second temps, en utilisant le formalisme d’Hodgkin-Huxley qui fournit un
réalisme biologique important, nous avons mis en évidence les contributions de propriétés
neuronales intrinsèques à la synchronisation et au maintien de l’activité dans les réseaux
de neurones de type hippocampique. Nous avons notamment introduit un modèle de
neurones à activité persistante dont la présence dans l’hippocampe a été observée ex-
périmentalement. Ces neurones présentent la particularité de possèder des canaux CAN
(Calcium-Activated Non-specific cationic channels) (Giovannini, Knauer et al. 2017) qui
pourraient être l’un des mécanismes de maintien de l’activité oscillatoire et de la ré-
tention en mémoire à court terme de stimuli transitoires dans la mémoire de travail.
Cette étude a été menée en collaboration avec avec Motoharu Yoshida, neurophysio-
logiste au Deutsches Zentrum für Degenerative Erkrankungen, Helmoltz-Gemeinschaft,
Magdeburg (Allemagne). Un autre aspect concernant l’influence des propriétés neuro-
nales individuelles sur la synchronisation portait sur le rôle de l’inhibition tonique liée à
la présence de récepteurs GABAergiques extrasynaptiques sur la membrane du neurone-
dans le cadre de travaux sur les effets d’un anesthésique général (Hutt et Buhry 2014a ;
Buhry, Langlet et al. 2017 ; Buhry et Giovannini 2018).
La complexification de nos modèles précédemment développés nous a permis d’éla-
borer ensuite, sur cette base, un modèle anatomiquement et physiologiquement réaliste
de l’hippocampe réconciliant la présence concomitante de rythmes lents et rapides du
sommeil lent profond et de la veille sous un même formalisme, ainsi qu’un modèle de la
mesure acquise par l’électrode intracérébrale. En plus de reproduire les oscillations carac-
téristiques de la structure, cette modélisation est compatible avec le modèle fonctionnel
et la théorie cholinergique de la formation et de la consolidation de la mémoire pro-
posés par Mike Hasselmo. Cette étude a été réalisée en collaboration avec des collègues
enseignants-chercheurs du CRAN (Centre de Recherche en Automatique de Nancy), dont
Radu Ranta.
Parmi nos contributions figurent des applications dans le domaine biomédical que
nous avons détaillées dans le dernier chapitre de la première partie de ce manuscrit.
Nous y avons présenté des facteurs influençant le comportement des structures céré-
brales en fonctionnement pathologique ou en présence de substances psychoactives. La
première application, abordée en collaboration avec Radu Ranta et des neurologues du
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CHRU de Nancy, plus particulièrement Louis Maillard, Louise Tyvaert et Olivier Aron,
concerne les épilepsies du lobe temporal mésian. Dans une publication en cours de sou-
mission, nous caractérisons plus spécifiquement des propriétés intrinsèques neuronales
contribuant à l’activité interictale et des propriétés de connectivité structurelle et fonc-
tionnelle participant davantage à l’activité de crise épileptique (Aussel, R. Ranta, Aron
et al. 2020). Ces observations ont des conséquences sur la compréhension des déficits
cognitifs associés à la maladie et le fonctionnement du système mnésique (en lien avec
les contributions apportées par la collaboration avec Motoharu Yoshida). Elle confirment
en outre les observations cliniques concernant les effets et l’(in)-efficacité des traitements
pharmacologiques sur les crises dans les épilepies résistantes. Elle peuvent donc avoir
des ouvertures en termes thérapeutiques et nous prévoyons de poursuivre nos recherches
dans cette direction comme proposé dans la deuxième partie du document. La deuxième
application proposée a trait aux effets du propofol, un anesthésique général, sur l’acti-
vité oscillatoire des populations de neurones (Hashemi et al. 2018 ; Buhry, Langlet et al.
2017 ; Buhry et Giovannini 2018). Nous y évoquons les possibles implications quant à la
communication dans les structures impliquées dans la formation de la mémoire pendant
une anesthésie générale. Notre modèle exhibe, sous certaines conditions de concentration
de l’agent anesthésique, une excitation paradoxale qui pourrait expliquer une activation
de l’hippocampe et des voies de communication avec le neocortex en cas de stimula-
tion externe via la formation réticulée. Enfin, nous participons, avec Sylvain Contassot,
enseignant-chercheur au Loria et Dominique Martinez, chercheur au Loria, au déve-
loppement d’un logiciel initialement créé par Dominique Martinez pour la simulation
grande échelle de réseaux de neurones biologiques. Ce logiciel permet d’implémenter des
réseaux de neurones dans un formalisme d’Hodgkin-Huxley en combinant méthodes à
pas de temps et évenementielle avec génération “on-line” de la connectivité. Ce dernier
développement a notamment pour objectif d’aller vers une troisième application qu’est
la simulation d’un modèle prédictif de l’activité des ganglions de la base dans la maladie
de Parkinson, en collaboration avec Jérôme Baufreton et Nicolas Mallet de l’Institut
des maladies Neurodégénératives de Bordeaux, pour l’élaboration d’une stimulation en
boucle fermée dans le traitement symptomatique de la maladie.
Au-delà des axes de prolongement des travaux sur l’épilepsie, les rythmes hippocam-
piques veille/sommeil et la maladie de Parkinson, nous prévoyons d’étendre notre activité
de recherche à d’autres applications du champ de la neurologie et de la psychiatrie en
collaboration avec le CHRU de Nancy et les collègues du CRAN. En effet, nombre d’af-
fections neurologiques et psychiatriques présentent des caractéristiques communes, tant
au niveau de certains aspects de la sémiologie que des origines supposées, de propriétés
de perturbations d’homéostasie ionique, de prédispositions génétiques ou de mutations
de gènes codant pour certains types de canaux ioniques induites par des interactions
avec l’environnement. Dans beaucoup de cas, on note l’apparition simultanée de phéno-
mènes neuroinflammatoires ayant pour conséquence une perturbation de l’homéostasie
calcique qui, combinée avec des particularités génétiques de canaux (calciques dépen-
dants du voltage, de canaux potassiques dépendant du calcium ou du voltage), ou sous
251
Conclusion
l’effet de substances neuroactives, induisent des modifications de génération et de trans-
mission du signal neuronal pouvant être à l’origine de manifestations cliniques. Cette
thématique revête un fort caractère interdisciplinaire, aussi espérons-nous que le récent
développement du Réseau IT-neuro (Réseau lorrain Interdisciplinaire et Translationnel
de recherche en Neurosciences) participe au développement des collaborations au sein
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