In this paper we provide the exact asymptotics of the optimal weighted L p -error, 0 < p < ∞, of linear spline interpolation of C 2 functions with positive Hessian. The full description of the behavior of the optimal error leads to the algorithm for construction of an asymptotically optimal sequence of triangulations. In addition, we compute the minimum of the L p -error of linear interpolation of the function x 2 + y 2 over all triangles of unit area for all 0 < p < ∞. This provides the exact constant in the asymptotics of the optimal error.
1 Definitions, history, and main results.
Definitions.
Let R 2 be the space of points in the plane endowed with the usual Euclidian distance. The distance between points A and B in R 2 we shall denote by |AB|. Let D = [0, 1] 2 ⊂ R 2 . We use this region for simplicity; the approach presented in this paper can be applied to any bounded connected region which is a finite union of triangles. By C(D) we shall denote the space of functions continuous on D.
Let L p (D), 0 < p ≤ ∞, be the space of measurable functions f : D → R for which the value
is finite.
Remark: Note that in the case 1 ≤ p ≤ ∞ the functional · p is the usual norm in the space L p (D). For p ∈ (0, 1) the above relation defines a seminorm satisfying (1) f + g The main purpose of this paper is to solve the two formulated above problems for functions f ∈ C 2 (D) such that H(f ; x, y) > 0 on D. We shall need to resolve the following auxiliary extremal problem, which is of independent interest. For a given triangle T ⊂ D and a function g ∈ C(D) we shall denote by l(g, T ) the linear polynomial which interpolates g at the vertices of the triangle T . In addition, for 0 < p < ∞ and continuous weight function Ω set
For Q(x, y) := x 2 + y 2 define
where |T | denotes the area of the triangle T . Main results of this paper are in the following two theorems.
Let a positive continuous weight function Ω(x, y) also be given. Then for all 0 < p < ∞
Theorem 2 For any p > 0 infimum in the definition of C + p is achieved only on equilateral triangles. Consequently,
where T 0 is the equilateral triangle with the center of circumscribed circle at the origin.
Remark. It is easy to see that
Moreover, if B(a, b) is the Euler Beta function, and
is the incomplete Beta function, then
Corollary. Let Q(x, y) = Ax 2 + By 2 + 2Cxy. Then for every p ∈ (0, ∞)
The idea of constructing an asymptotically optimal sequence of triangulations is to substitute the function f by piecewise quadratic function f N for every N , for which the good triangulation is constructed with the help of triangles solving problem (3) .
In the proof of the lower estimate in Theorem 1 the fact that for an arbitrary f ∈ C 2 (D) with positive Hessian there exists a constant κ, depending on the function f only, such that
played an important role (see Lemmas 7, 8 , and 10).
History.
The first result related to piecewise linear interpolation in two dimensional case was obtained by L. Fejes Toth. He indicated ( [7] , Ch. 5, §12) that for a body C ⊂ R 3 with boundary of differentiability class C 2 and positive Gaussian curvature K(x, y) the Hausdorff distance of C to its best inscribed polytope with at most n vertices is
as n → ∞, where σ is the surface area measure on ∂C. He also indicated that the distance of C to its best inscribed polytope with at most n vertices (measured as a volume of the difference between C and the polytope) is
n as n → ∞. Even though all the ideas were mostly contained in [7] , formally the complete proof was given by Gruber (see [8] ). In addition, Gruber generalized these results to higher dimensions, however the constants were implicit. He also proved similar estimates for the error measured in symmetric difference metric, Banach-Mazur metric, as well as using the Schneider distance (see [3] ). Among other interesting results on these and closely related questions are results by Böröczky and Ludwig [3, 4] . Survey of further results on approximation of convex bodies by various polytopes in different metrics (inscribed, circumscribed, of the best approximation, with restrictions on the number of faces, etc.) can be found, for example, in [3, 8] .
With regard to the asymptotically optimal approximation of functions by linear splines in different metrics the following results are known.
Nadler in [9] studied the sequence of asymptotically optimal triangulations for the (in general discontinuous) piecewise linear approximation for an arbitrary C 3 function in the sense of minimizing error in the L 2 -norm.
In the paper [1] this problem was solved for p = ∞ and Ω ≡ 1, and in [2] it was extended for p = ∞ and positive weight functions Ω ∈ C(D).
Note that the case p = ∞, Ω ≡ 1 is close to (but not indentical with) the result of L. Fejes Toth on approximation of convex bodies by polygons in Hausdorff metric. The case p = 1 follows from the results of Böröczky and Ludwig (see [4] ).
As for the question of computing the constant C + p and the optimality of the equilateral triangle, the following cases have been investigated:
• p = ∞ (D'Azevedo and Simpson, in [6] ),
• p = 1 (Böröczky and Ludwig, in [4] ),
• p = 2 (Pottmann, Hamann et al, in [10] ),
• p ∈ N (Chen, in [5] ).
The rest of the paper is organized as follows. Section 2 provides certain preliminary results, in particular, on how affine transformations affect the error of interpolation of a quadratic function by linear splines. Section 3 contains the computation of the constant C + p in the case 1 ≤ p < ∞. The case p ∈ (0, 1) is rather technical, and thus is presented in the Appendix. In Section 4 we provide the proof of the upper estimate in Theorem 1. This proof leads to the algorithm for construction of an asymptotically optimal sequence of triangulations. Section 5 contains the proof of the lower estimate in Theorem 1.
Preliminaries.
In order to investigate the asymptotic behavior of the optimal error of piecewise linear interpolation of an arbitrary function from the class C 2 (D) we shall use linear interpolation of the piecewise quadratic functions which appear as an intermediate approximations of f .
Some of the facts we shall present in this section are quite easy to see. However, we shall prove some of them, first of all for completeness, and secondly, because we shall use them in the construction of an asymptotically optimal sequence of triangulations.
Let us define the modulus of continuity of g ∈ C(D) by
x, y; x 0 , y 0 ) denotes the second degree Taylor polynomial of f at the point (x 0 , y 0 ) inside the square D h ⊂ D with side length equal to h, then we have the following estimate:
where ω(t) is defined in (4).
This simple lemma can be proved similarly to Lemma 1 from [1] . The following statement is almost obvious.
Lemma 2 For the given quadratic function (5)
Q(x, y) = Ax 2 + By 2 + 2Cxy, an arbitrary triangle T , and any c ∈ R 2 , the L p -errors (0 < p ≤ ∞) of linear interpolation of Q(x, y) on T , c + T , and a triangle T which is symmetric to T with respect to the midpoint of any side of T , are equal, i.e.
For an arbitrary linear transformation S : R 2 → R 2 denote by det S the determinant of the matrix of this transformation.
Lemma 3 Consider a non-singular affine mapping F = c + F , where c ∈ R 2 and F is a linear transformation. Then for any quadratic function (5) and any triangle T we have
This lemma can be easily verified by a routine change of variables. Assume now that the function (5) has a positive Hessian, i.e. AB − C 2 > 0. Let us find the eigenvalues and unit eigenvectors of the matrix of quadratic form (5) .
For eigenvalues we have
Observe that 0 < λ min < λ max . In addition, note that
Let (ξ 1 , ξ 2 ) ∈ S 1 be an eigenvector of Q(x, y) corresponding to the eigenvalue λ max . Then (−ξ 2 , ξ 1 ) ∈ S 1 is an eigenvector corresponding to the eigenvalue λ min .
Lemma 4
For the quadratic form (5) such that AB − C 2 > 0 it follows that
Obviously, Q is the canonical form of Q. We obtain this canonical form by the following two linear transformations F 1 and F 2 (7)
and (8)
Thus, in view of Lemma 3 it follows that
Therefore, by the definition of the constant C + p we obtain
Hence,
which completes the proof. Note that in Section 3 it will be shown that the infimum in (2) is achieved on equilateral triangles. Thus, to obtain the triangle on which the inequality (6) becomes equality, we should take an arbitrary equilateral triangle T , and then the triangle F ( T ) will be optimal.
In addition, we shall need the following two lemmas.
Lemma 5 Let us consider the collection of quadratic forms of type (5) which satisfy the following conditions:
where A + , B + , C + are some positive numbers. Then for any such form
To prove this lemma observe that the function
is decreasing in u and increasing in v.
Lemma 6 For the collection of quadratic forms satisfying the assumptions of Lemma 5, the ratio of the diameter of the optimal triangle to the square root of the area of this triangle is bounded by the constant non-depending on A + , B + and C + .
This lemma follows from Lemma 5. The next two results will be used in Section 5.
Ifn is an arbitrary unit vector in the plane, then
Proof. Letn = (u, v) be an arbitrary unit vector in the plane. Then for an arbitrary point
Note that functions f xx and f yy have the same sign on D. Without loss of generality we may assume that
Thus, we have obtained the desired inequality.
where constant D + was defined in (9).
Proof. Let A, B, and C be the vertices of the triangle T . Set
Obviously, n(x, y) ≥ 0 and m(x, y) ≥ 0 for all (x, y) ∈ T . Moreover,
Let us consider the function
For the Hessian of g we have
Therefore, g is concave on the triangle T , since g xx (x, y) ≤ 0 for all (x, y) ∈ T . It follows that g(x, y) ≥ 0 for all (x, y) ∈ T . Thus, n(x, y) ≥ m(x, y) for all (x, y) ∈ T , from which the desired inequality easily follows.
3 The proof of Theorem 2 for 1 ≤ p < ∞.
In this section we shall provide the proof of Theorem 2 in the case when 1 ≤ p < ∞ and show the dependence of the error of interpolation of the quadratic function on a triangle on the geometry of the triangle.
Lemma 9 Let 1 ≤ p < ∞. Then for every non-equilateral triangle T there exists a triangle T such that
Proof. Assume that T is not equilateral, i.e. |AB| = |BC|. Let S be an arbitrary rotation of the plane. Then, obviously, Q • S ≡ Q. We may assume that A = (−1, 0), B = (a, b), and C = (1, 0), where a ∈ R and b > 0.
Let M = (x M , y M ) be the center of the circle circumscribing triangle T , and let R be its radius. Clearly, the point M has the following coordinates:
, and for the radius R we have:
Then for the error we obtain (10)
Let T be the triangle with the vertices A, B = (−a, b), and C, and let T be the triangle with the vertices A, B = (0, b), and C. Obviously,
Let us show that T is the desired triangle. To this end, we consider the linear transformation F , which is determined by the matrix 1
Note that F transforms the triangle T into the triangle T . Hence, we obtain
Therefore, in view of (11) and the triangle inequality, we obtain
Using (10) with a = 0 and equality (12), it follows that
Lemma 10 Let T be an arbitrary triangle. Then for any 0
where h(T ) denotes the minimal height of the triangle T . , 0 . Note that the area of the trapezium P QRS is equal to 1 2 |T |. Let M = (x M , y M ) be the center of the circumscribed circle of the triangle T , and let R be its radius. Obviously,
Moreover,
In view of Lemma 10 we can derive that the infimum in the right hand side of (2) exists. Moreover, by Lemma 9, this infimum is attained on the equilateral triangles only.
The proof of Theorem 2 in the case p ∈ (0, 1) can be found in the Appendix.
4 Error of interpolation of C 2 functions by linear splines: upper estimate.
In this section we shall show that lim sup
In order to do so we are going to construct a sequence of triangulations { *
For a fixed ε ∈ (0, 1) and for every N ∈ N we define Note that
Now for the fixed ε and for all N large enough we will construct an appropriate triangulation Everywhere below k 1 , k 2 , . . . , stand for constants independent of N and ε.
Note that for an arbitrary triangle T ∈ D and for an arbitrary continuous function g ∈ C(D)
where P 2 (f ; x, y; a, b) is the Taylor polynomial of degree 2 of f constructed at the point (a, b).
Observe that all n N i → ∞ when N → ∞. This follows from the obvious estimate
combined with (14), and min
For an arbitrary triangle T ⊂ R 2 let us consider the triangle T which is symmetric to T with respect to the midpoint of one of the sides of T . Therefore, Π := T ∪ T is a parallelogram. By tilling the plane with the help of Π we shall obtain a triangulation of the plane G(T ).
Given n 1. We consider transformations F 1 and F 2 of the form (7) and (8) respectively, corresponding to the quadratic function Q N i (x, y).
2. We take an arbitrary triangle T which solves problem (2), and consider the triangle F (T ).
3. Next we define T N i to be a re-scaling of F (T ) so that 
Then for the error of interpolating f N,i on the square D N i at the vertices of i N we obtain that
Hence, in view of (18) and (19),
.
Using the definition of n N i we obtain
Hence, by Riemann integrability of functions H(f ; x, y) and Ω(x, y)
Hence, for all N large enough we obtain
Note that for all ε ∈ (0, 1) and for all N > N (ε) we have
Let us consider the case 1 ≤ p < ∞. Observe that (21)
In addition, by Lemma 1 and the definition of m N we have
Thus,
Note that in the case p ∈ (0, 1) instead of (21) we should use the following implication of (1):
The rest of the proof is analogous to the case 1 ≤ p < ∞.
Let 1 > ε 1 > ε 2 > . . . be a decreasing sequence of positive numbers which tends to zero as k → ∞. Without loss of generality we may assume that { N (ε k )} ∞ k=1 is an increasing sequence. Then set * (22), for all 0 < p < ∞ and for every N (ε k ) < N ≤ N (ε k+1 ) we have
Since ε k → 0, as k → ∞, we obtain the desired estimate. For an arbitrary triangle T in the plane denote by h(T ), diam T , U (T ) and |T | the minimal height of T , the length of the longest side of T , an arbitrary vertex of the longest side of T , and the area of T , respectively.
To prove the lower estimate we need to show that
Let Ω = min 
where
, and
Note that the sets I N (ε) and J N (ε) might have a nonempty intersection. First, assume that there exists ε 0 > 0 and a subsequence {N k } ∞ k=1 of positive integers such that (24)
Let us show that in this case lim inf
Indeed, in view of Lemma 7 there exists a constant D + such that the derivative of the function f in an arbitrary unit direction is bounded away from zero by D + . Thus, by Lemma 8 we obtain that
Hence, by Lemma 10 and the definition of I N k (ε 0 ) we have
Let card (F ) denote the number of elements in the finite set F . Since diam (T
, applying the Jensen inequality and (24), we obtain that
The last inequality implies that lim inf
As in the previous case we are going to show that lim inf
Similarly to above we can derive that
Therefore, in view of |T | = 1 2 diamTh(T ) for an arbitrary triangle T and the definition of J N k (ε 0 ), we have 
This implies that lim inf
Consequently, for all i ∈ I N (ε)
Set Ω
Applying the triangle inequality and the defintion of sets I N (ε) and J N (ε), for all 1 ≤ p < ∞ and i = 1, . . . , N we have
Similarly, for p ∈ (0, 1) and i = 1, . . . , N we have
Therefore, in view of (25), for all p ∈ (0, ∞) 
and since ε is arbitrary we obtain the desired inequality.
Appendix
In this section we shall show that for 0 < p < 1
Let the triangle T 1
A be homothetic to the triangle T A with the side, corresponding to the side OB, equal to 1. From the definition of m(A) it follows that
Note that l(0) = 0, l(π/2) = π 4p + 4 and
where γ(p) = Every triangle with unit area is uniquely determined by the pair of its angles (A, B), which can be considered as the point in the plane with coordinates (A, B). Let F 1 and F 2 be the sets of points, which corresponds to the sets of all acute and all obtuse triangles respectively (see Figure 2) . Obviously, F 1 and F 2 are open sets in the usual topology of R 2 . In view of Lemma 10, the infimum in (26) is achieved at some triangle T 1 . Let A 1 , B 1 and C 1 be the angles of the triangle T 1 .
First, assume that the triangle T 1 is acute. Taking into account the expression (27), in this case we have
Since |T | = 1, we obtain
Therefore, by the choice of the triangle T 1 ,
Since T 1 is an acute triangle, the necessary conditions of extremum have to be satisfied:
From equations (29) -(30) we derive that either the angle C 1 is equal to one of the other angles of the triangle
From the last equation with the help of the expression for l (A) we have:
which can be true only if A 1 = B 1 . Therefore, if T 1 is acute then it is isosceles. Now, if we assume that T 1 is obtuse then we similarly obtain that T 1 should be isosceles. Therefore, the triangle T 1 solving (26) must be either right or isosceles. Now let us consider the case of right triangles. Then C = π 2
. We shall show that the triangle solving the problem
is isosceles. Indeed, in this case B = π 2 − A and
Lemma 11 The function
is non-increasing on the interval (0, π/4].
Proof. Let us consider the derivative of the function L:
Taking into account the expression for l (A), in order to show that L (A) ≤ 0 on the interval (0, π/4) it suffices to prove that
Let us consider the derivative r (A):
where γ(p) = Obviously,
2 z(t), t = 2 cos A ∈ (0, We shall need the following proposition to show that z(t) changes its sign exactly once. Combining Lemmas 12 and 13 we conclude that
where T 3 is equilateral triangle. Moreover, T 3 is the only triangle which solves (32). Since the triangle T 1 solves (26) and is isosceles, we obtain that T 1 = T 3 , which finishes the proof.
