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Abstract
The afﬁne second-order cone complementarity problem (SOCCP) is a wide class of problems that contains the
linear complementarity problem (LCP) as a special case. The purpose of this paper is to propose an iterative method
for the symmetric afﬁne SOCCP that is based on the idea ofmatrix splitting.Matrix-splittingmethods have originally
been developed for the solution of the system of linear equations and have subsequently been extended to the LCP
and the afﬁne variational inequality problem. In this paper, we ﬁrst give conditions under which the matrix-splitting
method converges to a solution of the afﬁne SOCCP. We then present, as a particular realization of the matrix-
splitting method, the block successive overrelaxation (SOR) method for the afﬁne SOCCP involving a positive
deﬁnite matrix, and propose an efﬁcient method for solving subproblems. Finally, we report some numerical results
with the proposed algorithm, where promising results are obtained especially for problems with sparse matrices.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The l-dimensional second-order cone (SOC) is deﬁned by
Kl = {(x1, x2) ∈ R× Rl−1 | x1‖x2‖},
where ‖·‖ denotes the Euclidean norm. In particular, if l = 1,K1 is the set of nonnegative reals.
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The complementarity problem over SOCs is called the SOC complementarity problem (SOCCP) [9].
The SOCCP contains the nonlinear complementarity problem (NCP) as a special case. Moreover, the
Karush–Kuhn–Tucker (KKT) conditions of the SOC programming problem (SOCP) [1,18] can be written
in the form of SOCCP.
In this paper, we focus on the symmetric afﬁne SOCCP
ﬁnd z ∈ Rn
such that z ∈K, Mz+ q ∈K, zT(Mz+ q)= 0, (1.1)
where M ∈ Rn×n and q ∈ Rn are a given symmetric matrix and a vector, respectively, andK ⊂ Rn is
the Cartesian product of SOCs, i.e.,
K=Kn1 ×Kn2 × · · · ×Knm
with n = n1 + n2 + · · · + nm. For instance, the KKT conditions for the Lagrangian dual problem of
the SOCP
minimize 12z
TQz+ cTz
subject to Az+ b ∈K
can be written in the form of symmetric afﬁne SOCCP (1.1), where Q is a symmetric positive deﬁnite
matrix. Throughout the paper, we often denote SOCCP (1.1) as SOCCP (q,M,K).
Recently, several methods have been proposed for solving SOCCPs. One of the popular approaches
is to reformulate the SOCCP into an equivalent nondifferentiable minimization problem and solve it
by smoothing methods [3,5,9,14]. Such an approach is motivated by smoothing methods for NCPs
[2,4,17,22]. However, smoothing methods may sometimes be expensive computationally for large-scale
problems, and hence, methods exploiting particular features of matrices such as the sparsity and the block
structure are required. In this paper, we propose an approach based on a matrix-splitting method for the
afﬁne SOCCP.
In matrix-splitting methods, we represent the matrix M as the sum of two matrices B and C where
B has a certain simple structure. Then, by solving subproblems involving the matrix B successively,
the method generates a sequence converging to a solution of the original problem. Historically, matrix-
splitting methods have been used to solve the system of linear equations [11]. Several splitting schemes
such as Jacobi, Gauss-Seidel, and the successive overrelaxation (SOR) methods have been suggested
and various parallel algorithms have been developed on the basis of those matrix-splitting schemes.
Subsequently, those methods have been extended to the LCP and the afﬁne variational inequality problem
[7,16,19–21,23].
In this paper, we extend the matrix-splitting method [7] for LCP to SOCCP. Especially, we propose to
adopt the block SOR method. The block SOR method for LCP generates subproblems that can be solved
easily by simple substitution operations. However, if the method is applied to SOCCP in a direct manner,
generated subproblems need not be tractable in general. We will present a special block SOR method
for SOCCP in which generated subproblems possess certain particular structures. In our approach, the
subproblems are transformed into equivalent single variable equations by exploiting the special structures
of subproblems, and then, those equations are solved efﬁciently by adopting some idea used in the trust
region method.
The paper is organized as follows: In Section 2, we describe the basic matrix-splitting method for
afﬁne SOCCPs, and give conditions for the method to be convergent. In Section 3, we present the block
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SOR method as a particular realization of the basic splitting method of Section 2. In Section 4, we give
a concrete procedure to solve subproblems of the block SOR method. In Section 5, we report numerical
results with the proposed method. Finally, we conclude the paper in Section 6.
2. Matrix-splitting method and its convergence
In this section, we extend the matrix-splitting method for LCP to SOCCP, and study its conver-
gence property. Let the symmetric matrix M be represented as the sum of two matrices B ∈ Rn×n and
C ∈ Rn×n, i.e.,
M = B + C, (2.1)
where B and C need not be symmetric. Such a pair (B,C) is called a splitting ofM. The basic algorithm
of the matrix-splitting method for the SOCCP is stated as follows:
Algorithm 2.1. Step 1: Choose a splitting (B,C) of M and an initial point z0 ∈K. Set k := 0.
Step 2: Solve the following afﬁne SOCCP:
ﬁnd z ∈ Rn
such that z ∈K, Bz+ qk ∈K, zT(Bz+ qk)= 0, (2.2)
where
qk := q + Czk. (2.3)
Let zk+1 be a solution of problem (2.2).
Step 3: If zk+1 = zk , terminate. Otherwise, return to Step 2 with k replaced by k + 1.
It is particularly important to choose a splitting (B,C) so that SOCCP (2.2) can be solved efﬁciently
and the sequence {zk} generated by the algorithm converges to a solution of SOCCP (1.1).
Next, by extending the convergence theory of splitting methods for LCP [7,16] to SOCCP, we give
conditions forAlgorithm 2.1 to be convergent. The following two deﬁnitions are necessary for describing
the conditions.
Deﬁnition 2.1. If SOCCP (q, B,K) has a solution for any q ∈ Rn, then B is called a K-Q-matrix.
Moreover, if B is aK-Q-matrix, then (B,C) is called aK-Q-splitting.
Deﬁnition 2.2. IfB−C is positive (semi-)deﬁnite, then the splitting (B,C) is said to be (weakly) regular.
It is evident from the deﬁnition that SOCCP (2.2) always has a solution if (B,C) is aK-Q-splitting. On
the other hand, the regularity of the splitting (B,C) plays an important role in discussing the convergence
property of Algorithm 2.1.
In the remainder of the section, we will show that, if (B,C) is a regular K-Q-splitting, then the
sequence generated byAlgorithm 2.1 converges to a solution of SOCCP (1.1). The process of convergence
analysis may seem similar to that for LCP [7]. However, they are different in many respects since
the complementarity condition for SOCCP cannot be decomposed into more than m blocks (m is the
338 S. Hayashi et al. / Journal of Computational and Applied Mathematics 175 (2005) 335–353
number of SOC comprisingK), while LCP can be decomposed into n blocks, i.e. (Mx + q)i0, xi0,
xi(Mx + q)i = 0, i = 1, . . . , n. The subsequent analyses are concerned with SOCs, but they can also be
applied to general self-dual cones.
Now, we ﬁrst introduce function  : Rn → R deﬁned by
(z) := 12zTMz+ qTz.
This function serves as a merit function onK for SOCCP (1.1) since matrix M is symmetric and hence
a minimizer of  on K solves SOCCP (1.1). In the subsequent discussions, we will use function  in
order to monitor the progress of the algorithm. The following lemma gives a sufﬁcient condition for the
sequence {(zk)} to be nonincreasing.
Lemma 2.1. Let (B,C) be a weakly regular K-Q-splitting of the symmetric matrix M. Let {zk} be a
sequence generated by Algorithm 2.1. Then, we have for each k
(zk)− (zk+1) 12 (zk − zk+1)T(B − C)(zk − zk+1)0. (2.4)
In particular, if (B,C) is a regular K-Q-splitting, then the second inequality in (2.4) holds strictly
whenever zk = zk+1, and moreover (zk)= (zk+1), if and only if, zk = zk+1.
Proof. By (2.1), (2.3) and the symmetry of M, we have
(zk)− (zk+1)=(zk − zk+1)T(q +Mzk+1)+ 12 (zk − zk+1)TM(zk − zk+1)
= (zk − zk+1)T(q + (B + C)zk+1)+ 12 (zk − zk+1)T(B − C)(zk − zk+1)
+ (zk − zk+1)TC(zk − zk+1)
= (zk − zk+1)T(qk + Bzk+1)+ 12 (zk − zk+1)T(B − C)(zk − zk+1).
Moreover, (zk)T(qk + Bzk+1)0 since zk ∈ K and qk + Bzk+1 ∈ K, and (zk+1)T(qk + Bzk+1) = 0
since zk+1 is a solution of SOCCP (2.2). We then have (zk − zk+1)T(qk + Bzk+1)0 and hence
(zk)− (zk+1) 12 (zk − zk+1)T(B − C)(zk − zk+1).
The second inequality in (2.4) holds from the positive semideﬁniteness of B − C. The last assertion
of the lemma is obtained by the fact that the regularity of (B,C) implies the positive deﬁniteness of
B − C. 
The above lemma leads to the following theorem.
Theorem 2.1. Let (B,C) be a regularK-Q-splitting of the symmetric matrix M. Then, any accumulation
point of the sequence {zk} generated by Algorithm 2.1 is a solution of SOCCP (1.1).
Proof. Let z˜ be an arbitrary accumulation point of the sequence {zk} generated byAlgorithm 2.1 and {zki }
be a subsequence of {zk} converging to z˜. Then, by the continuity of , the sequence {(zki )} converges
to (z˜). In addition, the entire sequence {(zk)} is bounded below, since {(zk)} is nonincreasing from
Lemma 2.1 and the subsequence {(zki )} converges. Consequently, the sequence {(zk)} itself converges.
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This fact, along with the positive deﬁniteness of B − C and the inequality (2.4), yields that {zk − zk+1}
converges to 0. Hence, the sequence {zki+1} also converges to z˜. Since zki+1 satisﬁes
zki+1 ∈K,
Bzki+1 + Czki + q ∈K,
(zki+1)T(Bzki+1 + Czki + q)= 0,
passing to the limit reveals that z˜ is a solution of SOCCP (1.1). 
This theorem indicates that, if a sequence {zk} generated by Algorithm 2.1 has an accumulation point,
then it is a solution of SOCCP (1.1). However, the theorem says nothing about the existence of an
accumulation point. In order to show the boundedness of {zk}, we introduce the following concept onM .
Deﬁnition 2.3. A matrix M ∈ Rn×n is said to be (strictly) K-copositive if zTMz(>) 0 for all z ∈
K\{0}.
The concept of (strict) K-copositivity is a natural extension of the (strict) copositivity in the LCP
theory [7]. It is easily seen that any positive semideﬁnite matrix isK-copositive and any positive deﬁnite
matrix is strictlyK-copositive. Using this deﬁnition, we establish the main theorem in this section.
Theorem 2.2. Let M be a symmetric matrix, and q be an arbitrary vector. If M is strictlyK-copositive,
then, for any initial point z0 ∈ K, the sequence {zk} generated by Algorithm 2.1 with regular K-Q-
splitting (B,C) is bounded, and its arbitrary accumulation point is a solution of SOCCP (1.1).
Proof. FromTheorem 2.1, if the generated sequence has an accumulation point, it is a solution of SOCCP
(1.1). Hence, it sufﬁces to show the boundedness of the sequence {zk}.
Since M is strictlyK-copositive, we have
 := min
‖e‖=1
e∈K
eTMe> 0,
i.e., we have for any z ∈K
zTMz‖z‖2. (2.5)
Therefore, we have for all k
(z0)(zk)
=12 (zk)TMzk + qTzk
 12‖zk‖2 − ‖q‖‖zk‖
=12
(
‖zk‖ − 1‖q‖
)2 − 12‖q‖2,
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where the ﬁrst inequality follows from Lemma 2.1, the second inequality follows from (2.5), {zk} ⊂K
and the Cauchy–Schwarz inequality. This inequality readily yields
‖zk‖ 1

‖q‖ +
√
2

(
(z0)+ 1
2
‖q‖2
)
for all k, which shows the boundedness of {zk}. 
3. Block SOR method
In the previous section, we have shown that, under the assumption that M is strictly K-copositive,
a sequence generated by Algorithm 2.1 with any regularK-Q-splitting (B,C) converges to a solution
of SOCCP (1.1). In this section, we present the block successive overrelaxation (block SOR) method
for solving afﬁne SOCCPs by extending the corresponding method for LCPs [7]. In particular, we give
conditions for a splitting (B,C) used in the block SOR method to be a regularK-Q-splitting. In this and
the next sections, we suppose that the following assumption holds.
Assumption A. The symmetric matrixM ∈ Rn×n is positive deﬁnite.
Note that the matrix M is strictlyK-copositive under this assumption.
First, we give an explicit expression of the splitting (B,C). Let the matrix M be partitioned as
M =


M11 M12 · · · M1m
M21 M22 M2m
...
. . .
...
Mm1 Mm2 · · · Mmm

 ,
withMij ∈ Rni×nj . Then, the splitting (B,C) used in the block SOR method is represented as
B =


B11 0
M21 B22
M31 M32
. . .
...
. . .
. . .
Mm1 . . . . . . Mm,m−1 Bmm

 , C =M − B, (3.1)
where Bii are chosen appropriately for i = 1, . . . , m. Since B is chosen to be a block lower triangular
matrix, we can solve SOCCP (2.2) successively as follows: Let z and qk in SOCCP (2.2) be partitioned
as
z=

 z1...
zm

 , qk =

 q
k
1
...
qkm

 ,
where zi ∈ Rni and qki ∈ Rni , i = 1, . . . , m. Then the decomposable structure of SOC constraints
yields that SOCCP (2.2) is equivalent to the problem of ﬁnding z ∈ Rn such that
zi ∈Kni , Biizi + rki ∈Kni , zTi (Biizi + rki )= 0, i = 1, . . . , m, (3.2)
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where
rki :=


qk1 if i = 1,
i−1∑
j=1
Mijzj + qki if i2.
We can solve problems (3.2) for zi recursively from i= 1 to m, by regarding z1, ..., zi−1 and rki as known
constants.
In the block SOR method for LCP, the block diagonal elements Bii are normally chosen as Bii :=
−1Mii with a constant  ∈ (0, 2). However, in the case of SOCCP, subproblems (3.2) may not be
solved efﬁciently if Bii = −1Mii . Here, we propose to choose Bii as follows: To simplify the notation,
we introduce the function  : Rl×l × (0,+∞)× [0,+∞)→ Rl×l deﬁned by
(A,, ) :=
{
−1a1 (l = 1),(
−1a1 0T
a2 −1A3
)
(l2), (3.3)
where > 0, 0, and A ∈ Rl×l is given by
A=
(
a1 a
T
2
a2 A3
)
(3.4)
with a1 ∈ R, a2 ∈ Rl−1 and A3 ∈ R(l−1)×(l−1). Using this function, we let
Bii := (Mii,, ).
SOCCP (3.2) can be solved efﬁciently by exploiting the particular structure of Bii =(Mii,, ), as will
be shown in the next section. Our method involves two parameters, and hence may be called a modiﬁed
block Gauss–Seidel method with diagonal elements deﬁned byAOR-like splitting [12]. Nevertheless, we
emphasize that our method is a natural extension of block SOR method for NCP to SOCCP.
Next we consider conditions for the splitting (3.1) withBii=(Mii,, ) to be a regularK-Q-splitting.
To this end, we give a lemma and a proposition in the following.
Lemma 3.1. LetA ∈ Rl×l be a positive deﬁnite symmetric matrix given by (3.4) and (G,H) be a splitting
of A given by
G= (A,, ), H = A− (A,, ).
Suppose that  and  satisfy either of the following conditions:
(a) > 1 and 0<2/,
(b) = 1 and 0<< 2,
(c) 0< 1 and 0<2/(2− ).
Then the matrix G is positive deﬁnite and the splitting (G,H) is regular.
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Proof. Since the lemma holds evidently for l = 1, we only consider the case l2. Note that, for any
symmetric matrix A ∈ Rl×l given by (3.4), the following relation holds [15, Theorem 7.7.6]:
A is positive deﬁnite ⇔ a1> 0 and A3 − a−11 a2aT2 is positive deﬁnite, (3.5)
where the matrix A3 − a−11 a2aT2 is called the Schur complement of A with respect to a1.
We ﬁrst show the positive deﬁniteness of G by showing the positive deﬁniteness of
(G+GT)/2=
(
−1a1 (/2)aT2
(/2)a2 −1A3
)
.
Since it holds evidently when = 0, we only consider the case where > 0. First, we note that
4
22
− 1> 0 (3.6)
for all cases (a)–(c). The Schur complement of (G+GT)/2 with respect to −1a1 is written as
−1A3 − (
2/4)a2aT2
−1a1
= 
2
4
{(
4
22
− 1
)
A3 +
(
A3 − a2a
T
2
a1
)}
, (3.7)
which is positive deﬁnite from (3.5) and (3.6). This together with −1a1> 0 implies the positive
deﬁniteness of (G+GT)/2.
We next show the regularity of (G,H) by showing the positive deﬁniteness of
1
2 {(G−H)+ (G−H)T} =
(
(2−1 − 1)a1 (− 1)aT2
(− 1)a2 (2−1 − 1)A3
)
.
Note that the Schur complement of ((G−H)+ (G−H)T)/2 with respect to (2−1− 1)a1 is written as
(2−1 − 1)A3 − (− 1)
2a2a
T
2
(2−1 − 1)a1
= 1
2−1 − 1
[
{(2−1 − 1)2 − (− 1)2}A3 + (− 1)2
(
A3 − a2a
T
2
a1
)]
. (3.8)
Moreover,A3 andA3−a−11 a2aT2 are positive deﬁnite, and 2−1−1> 0 and (2−1−1)2−(−1)2> 0 for
all cases (a)–(c). Hence, the matrix given by (3.8) is positive deﬁnite. This together with (2−1−1)a1> 0
implies the positive deﬁniteness of ((G−H)+ (G−H)T)/2. 
Proposition 3.1. Suppose thatG ∈ Rl×l is a positive deﬁnite matrix. Then, G is aKl-Q-matrix, and the
solution of SOCCP (p,G,Kl) is unique for any p ∈ Rl .
Proof. Let us deﬁne function F by F(x) := Gx + p. Then, F is strongly monotone since G is positive
deﬁnite. Moreover, we note that SOCCP (p,G,Kl) is equivalent to the following variational inequality
problem:
ﬁnd x ∈Kl
such that F(x)T(y − x)0 ∀y ∈Kl .
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Since any variational inequality problem with strongly monotone function has a unique solution
[13, Corollary 3.2], we obtain the desired result. 
Using the above lemma and proposition, we give conditions for (3.1) with Bii = (Mii,, ) to be a
regularK-Q-splitting.
Theorem 3.1. Let the splitting (B,C) of M be given by (3.1) with Bii = (Mii,, ), i = 1, . . . , m.
Suppose that  and  satisfy either of the following conditions:
(a) > 1 and 0<2/,
(b) = 1 and 0<< 2,
(c) 0< 1 and 0<2/(2− ).
Then (B,C) is a regularK-Q-splitting.
Proof. Let (Bii, Cii) be a splitting of Mii where Bii = (Mii,, ) and Cii = Mii − Bii . By setting
A := Mii , G := Bii = (Mii,, ) and H := Cii =Mii − (Mii,, ) in Lemma 3.1, we obtain the
positive deﬁniteness of Bii and the regularity of the splitting (Bii, Cii).
Using these results, we show that (B,C) is a regularK-Q-splitting. We ﬁrst show the regularity of
(B,C). Since M is symmetric and B is block lower triangular, B − C can be written as
B − C = diag {Bii − Cii}mi=1 + L− LT,
where diag {Bii − Cii}mi=1 denotes a block diagonal matrix whose diagonal elements are Bii − Cii , and
L ∈ Rn×n is the strictly block lower triangular part of M. Then, we have for any z ∈ Rn\{0}
zT(B − C)z=zT(diag {Bii − Cii}mi=1)z+ zTLz− zTLTz
=
m∑
i=1
zTi (Bii − Cii)zi
> 0,
where the inequality follows from the regularity of (Bii, Cii). Hence, the splitting (B,C) is regular.
We next show that B is a K-Q-matrix. Since Bii is positive deﬁnite, we have from Proposition 3.1
that the matrix Bii is also a Kni -Q-matrix. Note, moreover, that the solution of SOCCP (2.2) is
obtained by solving SOCCP (3.2) recursively from i = 1 to i = m, and that each SOCCP is solvable
since Bii is aKni -Q-matrix. Hence, the whole SOCCP (B, q,K) is solvable for any q, that is, B is a
K-Q-matrix. 
4. Solving subproblems
In the previous section, we have shown that SOCCP (2.2) can be decomposed intom subproblems (3.2)
by choosing the splitting (B,C) as in (3.1). We have also derived conditions for Algorithm 2.1 with the
splitting (3.1) to be convergent. In this section, we propose a method for solving these m subproblems
(3.2) efﬁciently. In order to simplify the notation, we consider the following SOCCP in which superscripts
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and subscripts are omitted:
ﬁnd z ∈ Rl
such that z ∈Kl , Bz+ r ∈Kl , zT(Bz+ r)= 0, (4.1)
where B is a positive deﬁnite matrix of the form
B =
(
b1 0T
b2 B3
)
(4.2)
with b1 ∈ R, b2 ∈ Rl−1 and a symmetric matrix B3 ∈ R(l−1)×(l−1). Notice that each subproblem (3.2)
reduces to SOCCP (4.1) when the parameters  and  used in the splitting (3.1) with Bii = (Mii,, )
satisfy the assumptions of Theorem 3.1. In addition, SOCCP (4.1) has a unique solution from the positive
deﬁniteness of B and Proposition 3.1. When l = 1, we can easily obtain the solution of (4.1) as z =
max(0,−r/B). So we will consider the case l2.
The following three cases are possible for a solution z∗ of SOCCP (4.1):
(i) z∗ = 0,
(ii) z∗ ∈ intKl ,
(iii) z∗ ∈ bdKl\{0},
where intKl and bdKl denote the interior and the boundary ofKl , respectively. Since z∗ ∈ Kl , it is
clear that no other cases are possible for a solution of (4.1). To solve SOCCP (4.1) efﬁciently, it will be
helpful to detect which case applies to the solution z∗. To this end, we provide the following proposition.
Proposition 4.1. Let z∗ be the unique solution of SOCCP (4.1). Then,
(a) case (i) holds, if and only if, r ∈Kl;
(b) case (ii) holds, if and only if, −B−1r ∈ intKl . Moreover, we have z∗ = −B−1r;
(c) case (iii) holds, if and only if, r /∈Kl and −B−1r /∈ intKl .
Proof. We ﬁrst show (a). If z∗ = 0 solves SOCCP (4.1), then we have Bz∗ + r = r ∈ Kl . Conversely,
if r ∈ Kl , it is easily seen that z∗ = 0 solves SOCCP (4.1). We next show (b). If case (ii) holds, then
we have Bz∗ + r = 0, which implies z∗ = B−1r . Conversely, if −B−1r ∈ intKl , it is easily seen that
z∗=−B−1r solves SOCCP (4.1).Wemust have (c) from the existence and the uniqueness of the solution.
This completes the proof. 
This proposition indicates that, if r ∈ Kl or −B−1r ∈ intKl , then we can readily calculate the
solution of SOCCP (4.1).
Now, we describe a method of ﬁnding the solution of SOCCP (4.1) when case (iii) holds. Note that
we have Bz∗ + r ∈ bdKl since the solution z∗ belongs to bdKl\{0} and the inner product of z∗ and
Bz∗ + r is equal to 0. Thus, we can write z∗ and Bz∗ + r as
z∗ = 
(
1
w˜
)
, (4.3)
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Bz∗ + r = 
(
1
−w˜
)
, (4.4)
where > 0, 0 and w˜ is an (l − 1)-dimensional vector such that ‖w˜‖ = 1. Generally, it is not easy to
ﬁnd z∗ satisfying (4.3) and (4.4) simultaneously. Nevertheless, when B is given by (4.2), we can exploit
the special structure of B to compute the solution z∗ as follows: Substituting (4.2) and (4.3) into (4.4),
we have(
b1 + r1
b2 + B3w˜ + r2
)
=
(

−w˜
)
, (4.5)
where r = (r1, r2) ∈ R× Rl−1. Eliminating  in (4.5), we have
−{(b1I + B3)+ r1I }w˜ = b2 + r2. (4.6)
Moreover, b1 + r1 =  together with > 0, 0 and b1> 0 from the positive deﬁniteness of B yields
L := max{0,−r1/b1}.
Let us deﬁne function H : R→ R(l−1)×(l−1) by
H() := (b1I + B3)+ r1I. (4.7)
If H() is nonsingular, then (4.6) can be rewritten as
w˜ =−H()−1(b2 + r2). (4.8)
Thus, if we ﬁnd a ∗ such that ‖H(∗)−1(∗b2 + r2)‖ = 1 and ∗L, then we obtain z∗ by (4.3)
and (4.8).
If r1 = 0, then the equation ‖H()−1(b2 + r2)‖ = 1, together with H() = (b1I + B3), yields the
single variable quadratic equation 2(1− ‖g‖2)− 2gTh− ‖h‖2 = 0, where g := (b1I + B3)−1b2 and
h := (b1I + B3)−1r2. Since ∗L = 0 and ‖g‖< 1 from the following lemma, ∗ is given by
∗ = −g
Th+
√
(gTh)2 + ‖h‖2(1− ‖g‖2)
1− ‖g‖2 . (4.9)
Lemma 4.1. Let B be an arbitrary positive deﬁnite matrix given by (4.2), and g := (b1I + B3)−1b2.
Then, we have ‖g‖< 1.
Proof. Let v := (1,−gT)T. Then we have
vTBv=b1 − gTb2 + gTB3g
= b1 − gT(b1I + B3)g + gTB3g
= b1(1− ‖g‖2).
Since v = 0 and B is positive deﬁnite, we have b1> 0 and b1(1− ‖g‖2)> 0, which imply ‖g‖< 1. 
Since z∗ can be easily obtained by (4.9), (4.8) and (4.3)when r1=0,we suppose r1 = 0 in the subsequent
discussions. The following proposition gives a sufﬁcient condition for H() to be nonsingular.
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Proposition 4.2. If r1 = 0, then the matrix H() deﬁned by (4.7) is positive deﬁnite for any L.
Proof. Note that b1> 0 and B3 is positive deﬁnite since B is positive deﬁnite. If r1> 0, then L = 0 and
hence H()= (b1I + B3)+ r1I is positive deﬁnite for any L. If r1< 0, then L =−r1/b1> 0 and
hence H()= B3 + b1(+ r1/b1)I is positive deﬁnite for any L. 
Now, let us deﬁne functions w : [L,+∞)→ Rl−1 and  : [L,+∞)→ R by
w() := −H()−1(b2 + r2), (4.10)
() := ‖w()‖. (4.11)
Then, our purpose is to ﬁnd a solution ∗L of the following single variable equation:
()= 1. (4.12)
First, we conﬁrm that such a solution always exists.
Proposition 4.3. Suppose that case (iii) holds and r1 = 0. Then we have (a) (L)1 and (b)
lim→+∞ () =‖(b1I + B3)−1b2‖< 1.
Proof. Since (b) can be easily obtained from (4.10) and Lemma 4.1, we only show (a).Assume to contrary
that (L)< 1. Then, it sufﬁces to show that either case (i) or (ii) holds, since the solution exists uniquely.
When r1> 0, we have from w(L)= w(0)=−r−11 r2 that 1>(L)= ‖w(0)‖ = ‖r2‖/r1. This implies
r ∈ intKl ⊂Kl , that is, case (i) holds. When r1< 0, (4.10) and (4.11), together with b1> 0, r1< 0 and
L =−r1b−11 , yield
(L)= ‖ − B
−1
3 (r2 − r1b−11 b2)‖
−r1b−11
< 1,
which implies( −r1b−11
−B−13 (r2 − r1b−11 b2)
)
∈ intKl . (4.13)
The vector in (4.13) equals −B−1r since the following equality holds identically:(
b1 0T
b2 B3
)( −r1b−11
−B−13 (r2 − r1b−11 b2)
)
=−
(
r1
r2
)
.
Hence, we have −B−1r ∈ intKl , that is, case (ii) holds. 
Since function  is continuous for L, Proposition 4.3 guarantees the existence of ∗L satisfying
(4.12). Actually, such a ∗ must exist uniquely since ∗ gives a solution of SOCCP (4.1), which exists
uniquely from the positive deﬁniteness of B and Proposition 3.1.
Now, we present a procedure for ﬁnding a solution ∗L of Eq. (4.12), which is a Newton type
method incorporating the bisection method as a safeguard strategy. In particular, instead of applying
Newton’s method to (4.12) directly, we will adopt a more efﬁcient method that is reminiscent of an
approach well-known in the trust region literature [6, Chapter 7].
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Deﬁne function 	 : [L,+∞)→ (−1,+∞] by
	()=
{
()−1 − 1 ()> 0,
+∞ if ()= 0.
Then, the nonlinear equation
	()= 0 (4.14)
is equivalent to (4.12). We aim to solve (4.14) instead of (4.12) since function 	 is expected to behave
better than  [6].
The iterative formula of Newton’s method for the nonlinear equation (4.14) is given by
j+1 = j − 	(j )
	′(j )
, (4.15)
where 	′ denotes the derivative of 	. The derivative 	′ is obtained by
	′()=
{
1
‖w()‖ − 1
}′
= − w()
Tw′()
‖w()‖3
= w()
TH()−1{(b1I + B3)w()+ b2}
‖w()‖3 , (4.16)
where the last equality follows from
(b1I + B3)w()+H()w′()=−b2,
which is obtained by differentiating both sides ofH()w()=−(b2+r1). SinceH() is positive deﬁnite
for any L, by using the Cholesky factorization H()=R()R()T with R() being upper triangular
[10], we may rewrite the formula (4.15) as follows:
j+1=j −
(
1
‖w(j )‖ − 1
) ‖w(j )‖3
w(j )
T(R(j )
T)−1R(j )−1{(b1I + B3)w(j )+ b2}
= j + (‖w(j )‖ − 1) ‖w(j )‖
2
u(j )
Tv(j )
,
where u()=R()−1w() and v()=R()−1{(b1I +B3)w()+b2}. Summarizing the above arguments,
we have the following procedure for solving SOCCP (4.1).
Procedure 4.1.
Step 1: If r ∈Kl (case (i)), set z∗ := 0 and terminate.
Step 2: If −B−1r ∈ intKl (case (ii)), set z∗ := −B−1r and terminate.
Step 3: Otherwise (case (iii)), calculate z∗ as follows:
Step 3.0: If r1 = 0, then go to Step 3.1.Otherwise, calculate vectors g and h such that (b1I+B3)g=
b2 and (b1I +B3)h= r2. Set ∗ := (−gTh+ ((gTh)2+‖h‖2(1−‖g‖2))1/2)/(1−‖g‖2)
and z∗ := ∗(1, w(∗)T)T. Terminate.
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Step 3.1: Let 0 := L, 
0 := L and 0 be a scalar such that 0> L and ‖w(0)‖< 1. Set j := 0.
Step 3.2: Factorize H(j )= RRT. Let Rj := R.
Step 3.3: Calculate wj such that Rj(Rj )Twj =−(j b2 + r2).
Step 3.4: If ‖wj‖=1, then set z∗ := j (1, (wj )T)T and terminate. If ‖wj‖> 1, then let 
j+1 := j
and j+1 := j . If ‖wj‖< 1, then let 
j+1 := 
j and j+1 := j .
Step 3.5: Calculate uj such that Rjuj = wj .
Step 3.6: Calculate vj such that Rjvj = (b1I + B3)wj + b2.
Step 3.7: Let ˜j+1 := j + (‖wj‖− 1)‖wj‖2/((uj )Tvj ). If ˜j+1 ∈ (
j+1, j+1), then let j+1 :=
˜j+1. Otherwise, let j+1 := (
j+1 + j+1)/2. Set j := j + 1 and go back to Step 3.2.
This procedure is used in Step 2 of Algorithm 2.1 to solve subproblem (3.2). In practice, we may set
0 := +∞, and then compute j <+∞ such that ‖w(j )‖< 1 only when it becomes necessary for the
ﬁrst time.
Since a bisection-type safeguard strategy is combined with Newton’s method, Procedure 4.1 is guaran-
teed to be globally convergent. Note that, when the parameter  is chosen to be 0 in the splitting (3.1) with
Bii = (Mii,, ), SOCCP (3.2) reduces to SOCCP (4.1) with b2 = 0, and the convergence is ensured
even without using the safeguard strategy. In fact, since H()−1(b1I + B3) = I + r1(b1I + B3)−1 is
positive deﬁnite for any L, it follows from (4.16) with b2= 0 that 	′()> 0, and hence, function 	 is
monotonically increasing on the interval [L,+∞).We can further show that 	 is concave on the interval
[L,+∞) by calculating the second derivative 	′′ of 	. Thus, starting from 0 := L, Newton’s method
generates a monotonically increasing sequence {j } converging to a solution ∗. Furthermore, since 	 is
almost linear for L, we may expect that Newton’s method converges very rapidly [6].
On the other hand, when  = 0, convergence is not guaranteed unless a safeguard strategy is employed,
since b2 = 0 in (4.16) and hence 	 is generally neither monotonically increasing nor concave on the
interval [L,+∞). Nevertheless, it is worth mentioning that, as is shown in Theorem 3.1, it is allowed
to choose an  such that > 1 when 0< < 2, whereas  must be in (0, 1] when  = 0. In view of the
fact that convergence of SOR method for LCPs is accelerated by letting > 1 [8], we may expect that
Algorithm 2.1 performs better when  is chosen greater than 1.
SOCCP (4.1) may also be solved by Newton-type methods like interior point methods. However,
Procedure 4.1 exploits the special structure of matrix B, and hence, rapid convergence can be expected.
Indeed, the numerical results reported in Section 5 show that Procedure 4.1 ﬁnds a solution within several
iterations.
5. Numerical results
In this section, we present some numerical results with the proposed algorithm. The programwas coded
in MATLAB 6.5.0 and run on a computer with 3.04GHz CPU and 2GB memory. We have conducted
the following experiments:
(A) Testing Procedure 4.1 on SOCCP (4.1) of various problem sizes.
(B) Testing Procedure 4.1 on SOCCP (4.1) with various degrees of sparsity.
(C) Testing Algorithm 2.1 on SOCCP (1.1) with various values of  and .
(D) Testing Algorithm 2.1 on SOCCP (1.1) with various Cartesian structures ofK.
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Table 1
Results for Procedure 4.1 applied to SOCCPs (4.1) of various problem sizes
l comChol incChol
) iter cpu (s) ) iter cpu (s)
100 4.40 0.008 4.53 0.006
200 4.70 0.048 4.84 0.022
300 4.96 0.179 5.12 0.057
400 4.99 0.436 5.33 0.125
500 5.09 0.872 5.28 0.232
600 5.25 1.707 5.51 0.407
700 5.18 2.555 5.36 0.619
800 5.29 3.809 5.36 0.932
900 5.26 5.362 5.48 1.343
1000 5.31 7.264 5.65 1.875
In experiments (A), (B) and (D), we used not only complete Cholesky factorization but also incomplete
Cholesky factorization in Step 3.2 of Procedure 4.1. The complete Cholesky factorization provides upper
triangular R satisfying H() = RRT exactly. But, even if matrix H() is sparse, R is not sparse in
general. On the other hand, the incomplete Cholesky factorization provides upper triangular R such that
H() ≈ RRT. Therefore, ‖wj‖=‖−(Rj (Rj )T)−1(j b2+r2)‖=1 does not necessarily imply ‖w(j )‖=
‖ −H(j )−1(j b2 + r2)‖ = 1, and the point z∗ obtained by Procedure 4.1 may only be an approximate
solution of SOCCP (4.1). However, since the incomplete Cholesky factorization exploits the sparsity of a
matrix, computational cost can be reduced drastically whenH() is sparse. In addition, our computational
experiments has revealed that, even though subproblems (2.2) are solved only approximately, Algorithm
2.1 is able to ﬁnd a solution of SOCCP (1.1) in most cases.
In experiment (A), we generated 100 test problems for each l = 100, 200, . . . , 1000 and solved each
problem by Procedure 4.1 with complete Cholesky factorization and incomplete Cholesky factorization.
The termination criterion was |‖wj‖ − 1|< 10−4. In generating a test problem, elements of vector r
were chosen randomly from the interval [−1, 1], and a positive deﬁnite matrix B of the form (4.2) was
obtained by the following procedure: First, setA=NNT+D, where N is a square matrix whose nonzero
elements are chosen randomly from the interval [−1, 1], and D is a diagonal matrix whose diagonal
elements are chosen randomly from [0.01, 1]. Then, let B := (A, 1, 2), where  is deﬁned by (3.3). In
this procedure, the number of nonzero elements of N is determined so that the nonzero density of matrix
B becomes approximately 5%. We show the results in Table 1, where l denotes the number of variables,
) iter denotes the number of iterations, and cpu (s) denotes the CPU time in second. The left column
labeled comChol corresponds to the case where the complete Cholesky factorizationwas employed, while
the right column labeled incChol corresponds to the case where the incomplete Cholesky factorization
was employed. In particular, the number of iterations and the CPU time are the averages of 100 trials
for each l. We may observe that the number of iterations stays almost constant regardless of the problem
size, although the CPU time grows with the problem size.
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Table 2
Results for Procedure 4.1 applied to SOCCPs (4.1) with various degrees of sparsity
dens (%) comChol incChol
) iter cpu (s) ) iter cpu (s)
0.2 3.89 0.024 4.01 0.055
0.5 4.54 0.561 4.47 0.118
1 4.83 2.617 4.85 0.277
2 5.12 5.085 5.12 0.682
5 5.32 7.531 5.52 1.858
10 5.43 8.952 5.80 3.533
In experiment (B), we generated 100 test problems for each nonzero density 0.2%, 0.5%, 1%, 2%, 5%
and 10%, where the problem size l was ﬁxed to 1000. The termination criterion and the procedure for
generating B and rwere similar to experiment (A).We show the results in Table 2, where dens denotes the
(approximate) nonzero density of matrix B, ) iter denotes the number of iterations, and cpu (s) denotes
the CPU time in second. Each number is the average of 100 trials for each nonzero density. As shown in
Table 2, the sparsity ofmatrixB affects the number of iterations only slightly, but reduces the computational
cost drastically.
In experiment (C), we solved SOCCP (1.1) with various values of parameters  and  used to deter-
mine the splitting (B,C), by incorporating a block SOR method and Procedure 4.1 into Algorithm 2.1.
Speciﬁcally, we tried all possible combinations of (, ) ∈ {0.1, 0.2, . . . , 1.9} ×{0, 0.5, 1.0, 1.5, 2.0}.
The underlying SOCK was ﬁxed to beK20 × · · · ×K20 ⊂ R400. We solved different 100 test prob-
lems for each pair (, ) with data (M, q) randomly generated as follows: Elements of vector q were
chosen from the interval [−1, 1], and a symmetric positive deﬁnite matrix M, whose nonzero density
was controlled to be approximately 1%, was given by M = NNT + D, where N and D are matrices
obtained in a way similar to experiment (A). The termination criterion was ‖zk+1 − zk‖< 10−8, and
the complete Cholesky factorization was used in Step 3.2 of Procedure 4.1. We show the results in
Table 3. The numbers in the table show the average numbers of iterations taken over the successful
trials for each pair (, ). We see that the algorithm converges most rapidly when  = 1.1 for every
. Note that the combinations of (, ) marked with parentheses in the table do not satisfy the as-
sumptions of Theorem 3.1, and hence, the convergence is not guaranteed for such (, ). In fact, the
numbers in the parentheses show how often the algorithm with such (, ) failed to converge. Nev-
ertheless, we were able to obtain the solution in most instances even if the convergence of the algo-
rithm was not assured theoretically. The results suggest that it is possible to weaken the assumptions
of Theorem 3.1.
In experiment (D), we solved SOCCP (1.1) with various Cartesian structures ofK. To construct SOCs
of various types, we chose ni and m such that n1 + · · · + nm = 1600 and n1 = · · · = nm, where m is the
number of SOCs comprisingK and ni is the dimension of each SOC. For each type ofK, we solved 100
test problems, whereM and qwere generated in a way similar to experiment (C). In view of the results of
experiment (C), we set = 1 and = 1.1. We let the initial point be z0 = 0, and the termination criterion
be ‖zk+1 − zk‖< 10−8. We show the results in Table 4, where the number of iterations and the CPU
time are the averages of 100 trials for each type ofK. We ﬁnd that the number of iterations gradually
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Table 3
Results for Algorithm 2.1 applied to SOCCPs (1.1) with various choices of (, )
\ 0 0.5 1.0 1.5 2.0
0.1 321.61 323.26 335.16 323.47 336.67
0.2 164.24 169.03 160.09 161.46 164.66
0.3 104.50 104.59 106.34 104.08 104.13
0.4 76.63 77.89 76.73 78.18 78.40
0.5 59.71 57.71 59.35 59.51 59.88
0.6 47.22 45.77 46.62 45.41 45.34
0.7 38.54 37.13 38.10 37.40 35.84
0.8 30.02 30.17 29.02 28.35 29.19
0.9 25.95 24.30 23.68 23.00 22.98
1.0 20.32 19.54 18.30 18.73 19.72
1.1 17.88(0) 17.65 16.97 17.25 18.33(0)
1.2 18.75(0) 18.45 18.41 19.07 20.31(0)
1.3 21.30(0) 20.92 21.21 21.47 22.62(0)
1.4 25.38(0) 24.38(0) 24.43 25.18(0) 26.34(2)
1.5 31.39(0) 30.34(0) 29.53 31.70(0) 31.19(2)
1.6 41.78(2) 37.93(0) 37.81 39.51(0) 39.82(0)
1.7 53.98(0) 51.93(0) 51.99 54.82(1) 55.77(6)
1.8 81.59(2) 77.21(0) 73.64 75.50(1) 79.71(6)
1.9 135.04(2) 147.93(1) 128.84 128.33(2) 152.04(14)
Table 4
Results for Algorithm 2.1 applied to SOCCPs (1.1) with various Cartesian structures ofK
ni m comChol incChol
) iter cpu (s) ) iter cpu (s)
1 1600 36.00 7.814 35.02 7.528
2 800 28.25 10.244 27.40 9.662
5 320 23.05 6.562 23.85 6.609
10 60 21.85 4.355 22.00 4.305
20 80 21.10 2.892 21.28 2.890
40 40 21.32 2.144 20.70 2.094
80 20 19.77 1.481 19.87 1.532
160 10 19.34 1.290 19.16 1.355
320 5 17.27 2.988 17.67 1.658
800 2 14.95 36.988 14.63 4.594
1600 1 11.99 175.595 13.13 19.179
decreases as the number m of SOCs inK decreases. However, the whole CPU time does not decrease
monotonically as m decreases, since subproblems to be solved at each iteration become more expensive
as ni becomes larger.
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6. Concluding remarks
In this paper, we have extended the matrix-splitting method for LCPs to SOCCPs and showed that the
algorithmconverges under the assumption that thematrixM is strictlyK-copositive. Furthermore,wehave
proposed a block SOR method for solving SOCCPs withM being positive deﬁnite, and demonstrated its
effectiveness through numerical experiments. From a practical viewpoint, there is room for improvement
in speeding up the algorithm. In particular, it would be highly effective if subproblems are solved in
parallel. Moreover, it is desirable to develop a matrix-splitting method for SOCCPs that is convergent
under weaker conditions.
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