Abstract. Suppose that S is an incomplete inner product space. In [2] A. Dvurečenskij shows that there are no finitely additive states on orthogonally closed subspaces, F (S), of S that are regular with respect to finitely dimensional spaces. In this note we show that the most important special case of the former result-the case of the evaluations given by vectors in the "Gleason manner"-allows for a relatively simple proof. This result further reinforces the conjecture that there are no finitely additive states on F (S) at all.
Introduction
Let S be a real or complex separable inner product space and let ·, · denote the inner product of S. Let us denote by F (S) the set of all orthogonally closed subspaces of S. A subspace M of S is in F (S) if M = M ⊥⊥ , where M ⊥ = {x ∈ S : x, y = 0 for all y ∈ M }. It turns out that if we understand F (S) with the ordering given by the inclusion relation and with orthocomplementation relation M −→ M ⊥ as defined above, then F (S) becomes a complete orthocomplemented lattice. However, F (S) does not have to be orthomodular. In fact, Amemiya and
Araki [1] proved the following algebraic criterion for the (topological) completeness of an inner product space S: an inner product space S is complete if and only if F (S) is orthomodular. The support enabled the second author to work with the first author on the problem studied in this paper. In 1988 [5] , Pták asked whether S has to be complete if F (S) possesses a finitely additive state. Recently, Dvurečenskij and Pták [3] proved that if S is an incomplete inner product space, then the assumption that there is a finitely additive state on F (S) implies that the range of this state has to be the entire interval [0, 1] . In this note we show that an inner product space S is complete if, and only if, there exists u ∈ S such that s u defines a state on F (S), where by S is denoted the completion of S. Here, for any vector u ∈ S with u = 1, by s u is meant the "Gleason" assignment defined by
Before we launch on the proof proper, let us summarize the "state of the art" of the state problem for F (S). If there are states on F (S) then there are pure states on F (S) (Krein-Milman). But in view of the previous two facts these pure states must be rather bizarre. Thus, a conjecture remains that for an incomplete space S the lattice F (S) is stateless.
Results
Let S be a separable inner product space and let S be its completion. In this section we mainly prove the result formulated in the introduction.
Theorem 2.1. A separable inner product space S is complete if, and only if, there exists u ∈ S such that
defines a state on F (S).
Proof. If S is complete then, obviously, for every u ∈ S = S, s u is a (σ−additive) state on F (S) (F (S) = L(S) and this follows from Gleason's theorem).
For the second implication, suppose that there exists a vector u ∈ S such that s u is a state on F (S). We divide the proof into auxiliary results. We believe that they could be of certain importance in their own right.
Claim 1. Suppose that there exists u ∈ S such that
defines a state on F (s). Then for every unit vector v ∈ S, s v defines a state on
Proof. Let S be a subspace of S generated by s and u. Let v( = u) be a unit vector in S and put
Similarly, letz = u − u, v v and put z =z z . Then
Define the map
T is a unitary operator on S, that is T is a bijective linear operator satisfying x, y = T x, T y for all x, y ∈ S.
By the continuity of T we can extend it over S. With a harmless abuse of notation let us denote the extension again by T . We now show that if A is a subspace of S, then T A = T A. Since T is continuous it follows immediately that T A ⊂ T A. Let x ∈ T A. Then x = lim i→∞ x i where x i ∈ T A for all i ∈ N. Let y i ∈ A be such that T y i = x i . Then we have
This implies that {y i } is Cauchy and therefore it converges to some y ∈ A. That T y = x follows again by the continuity of T .
We now show that for any A ∈ F (S), we have
Let {a i } ⊂ A be an ONB of A. Then {T a i } is an ONB of T A (= T A) in T A. We then have
and therefore
This implies that
Thus, for any A ∈ F (S), s v (A) = P A v 2 = P T A u 2 = s u (T A), and therefore s v does indeed define a state on F (S).
Claim 2. Suppose that, for each u ∈ S, s u defines a state on F (S). Then for every unit vector v ∈ S, s v defines a state on F (S).
Proof. Let v ∈ S \ S. There exists a sequence {v i } ⊂ S such that v = lim i→∞ v i .
For any A ∈ F (S),
It is then not difficult to check that s v defines a state on F (S) (pointwise limits of finitely additive states are finitely additive states). Proof. Let M ∈ F (S). We need to show that M ⊥S = M ⊥ S . It is sufficient to prove
M ⊥S , and letx ∈ M ⊥ S (x = 0) be arbitrary. Put x =x x . Consider the state s x on F (S).
This implies that for allx ∈ M ⊥ S ,
Therefore it follows, by Parseval's identity, that {n i :
Now we prove the converse. Suppose that M ⊥S = M ⊥ S . To reach a contradiction,
This implies that v⊥M ⊥S and hence v ∈ M ⊥ S ⊥ S = M . But this would imply that
This is the required contradiction.
Claim 4. Suppose that for every u ∈ S the mapping
defines a state on F (S). Let M ∈ F (S) and let {x i } be any maximal orthonormal
Certainly, we have {x i } ⊥S⊥S ⊂ M . Take any unit vector y ∈ M and consider the state s y . We have 
