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A AB BS ST TR RA AC CT T   
 
 
In educational assessment, it is common to equate test forms in order to draw 
comparisons between different populations of students.   The process of test equating 
presents a number of challenges, many of which relate inherently to the problem of 
maintaining a common unit and origin. 
In order to develop a general theoretical approach to maintaining a common unit 
and origin in the measurement of quantitative attributes, the role of the unit is carefully 
examined.  Classical physics is explicitly adopted as the guiding paradigm during the 
investigations throughout the dissertation.  Accordingly, the central objective is to 
develop a theoretical foundation for maintaining a common unit and origin which meets 
two criteria: (i) it must be congruent with the definition of measurement in physics 
captured in the classical theory of measurement (Michell, 1999); and (ii) it must meet a 
key requirement of measurement in the physical sciences identified by Rasch 
(1960/1980).  Rasch identified the relevant requirement, that of invariant comparison, 
based on analysis of Newton’s second law and showed that the Principle of Invariant 
Comparison is formally embodied in his measuring function for dichotomous data 
(Rasch, 1960/1980).  This model provides the basis for the development and exposition 
of general concepts and principles in the dissertation. 
In order to achieve the central objective, the unit is made formally explicit and 
specified in relation to the experimental frame of reference.  Rasch (1977) defined a 
Specified Frame of Reference (SFR) in terms of a collection of objects, a collection of 
agents, and outcomes of the interaction between these.  Drawing on a fundamental ii 
distinction introduced by Andrich (2003), the unit of a SFR is referred to as a natural unit 
and is distinguished from an arbitrary unit, the magnitude of which is theoretically 
independent of any particular SFR and instrument contained within.  From this 
distinction, a definition of discrimination arises naturally; a definition that is also 
congruent with classical physics.  The distinction and related definitions provide the basis 
for derivation of a general form of Rasch’s measuring function for dichotomous data, 
referred to as the Extended Frame of Reference Model (EFRM).  It is shown that the 
EFRM provides a rational basis for maintaining a common unit and origin in assessment 
contexts involving two or more Specified Frames of Reference. 
Simulation and empirical studies are employed to illustrate application of the 
EFRM.  These studies also serve to illustrate that quantitative hypotheses entailed by the 
EFRM are open to empirical tests by providing a context for the use of graphical methods 
and statistical tests of fit.  Empirical investigations are used to illustrate consequences of 
differences between natural units in the context of applied educational assessment.  The 
studies also provide a context in which to characterise the model, and the structure of data 
that it entails.  Although the simulation studies demonstrate the basic efficacy of the 
model, they also indicate scope for improvement in terms of the precision of estimates.  
To explore possible approaches to refining the estimation process, Maximum Likelihood 
(ML) equations are derived and examined.  Firstly, Joint Maximum Likelihood (JML) 
equations are presented.  Following this, Conditional Maximum Likelihood (CML) 
equations are derived.  It is shown that while the CML equations permit separation of the 
person and item parameters, item locations are expressed in terms of natural, rather than 
arbitrary, units.  A particular approach is proposed, emphasising links to the classical iii 
theory and the Principle of Invariant Comparison.  In considering the proposed approach, 
a distinguishing feature of the definition of discrimination is highlighted: specifically, the 
nature of its definition represents the importance of relationships between quantitative 
attributes, and the specific structure of these relationships, to the measurement of any 
particular attribute.  Although it is not possible to fully study this feature given the scope 
of the work, it is a key to the implications of the general theoretical framework embodied 
in the EFRM.  Accordingly, these implications are touched on before concluding the 
dissertation. iv 
P PR RE EF FA AC CE E 
 
 
This work is about the importance of the context of the process of measurement to 
the unit.  The Merriam-Webster dictionary defines context as “the interrelated conditions 
in which something exists or occurs” and lists, as a definition of condition, “something 
essential to the appearance or occurrence of something else”.  This work is, accordingly, 
about the interrelated conditions essential to the occurrence of a unit of a quantitative 
attribute. 
An important feature of the work is the explicit incorporation of symbols within 
functions to denote units of continuous quantity.  In physics, symbols for quantities are 
frequently omitted from equations and understood to be implicit.  However, as stated in a 
classic textbook: “The beginning student will do well to include units of all physical 
quantities, as well as their magnitudes, in all his calculations” (Sears et al., 1981, p. 4).  
One might object that there are no standard units outside of the physical sciences.  The 
question should be asked, though: how are we to seek to obtain units with any level of 
universality if their existence is not explicitly hypothesised?  The purpose of this work is, 
accordingly, to develop a theoretical framework within which to formally specify the unit 
with respect to the empirical context as a basis for stating and testing quantitative 
hypotheses. 
It is noteworthy that the definition of each of the base units in the Système 
International d'Unités (SI) makes reference to specific empirical conditions.  The metre is 
defined in terms of the path of light traveling through a vacuum in a specific time 
interval, the kelvin in terms of a fraction of the triple point of water, the kilogram in terms 
of an empirical prototype, and so on.  Specification of an empirical context has been v 
instrumental to obtaining precise universal units.  In addition, all but one of the 
definitions of the SI units of quantity, base or derived, makes reference to one or more 
other quantitative properties.  Even in the case of the one exception, the kilogram, the 
original definition referred to volume.  It seems, therefore, that precise definition or 
specification of a unit of any particular quantitative property must be framed in terms of 
other quantitative properties.  Indeed, derived SI units are defined purely in terms of 
relationships between quantities: specifically, any given derived unit is defined in terms 
of multiplicative relationship involving itself and other units. 
A feature of the theoretical framework developed in this dissertation is that 
specification of the unit with respect to one or more characteristics of an experimental 
frame of reference entails the quantitative hypothesis of a relationship between attributes. 
Although this feature was not deliberately sought, it potentially carries implications of 
considerable importance, as highlighted at key points in the body of the work.  Indeed, I 
am hopeful that the congruence of this feature of the work with physics signifies the 
potential of the framework as a general foundation for generating and investigating 
specific quantitative hypotheses.   vi 
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1.1 Introduction 
 
Differences between units of scale may have pronounced implications for 
research outcomes when they are not accounted for within the theoretical approach to 
measurement that is adopted by the researcher.  The impetus for the present work 
derived from the need to maintain a common unit and origin across separate 
educational assessments.  Accordingly, the objective is to develop a theoretical 
foundation for maintaining a common unit and origin in assessment contexts 
involving more than one experimental frame of reference.  A two-way experimental 
frame of reference might for example comprise a particular test form administered to 
a particular group of students. 
In applied contexts, the importance of the objective is salient when common 
person or item equating is undertaken.  It is common in educational assessment to 
employ parallel test forms in order to assess different groups of students with the 
intention of establishing a common scale by equating the origins, and sometimes 
units, of the scales obtained from response data contained within two or more 
separate experimental frames.  Methods designed to establish such common scales are 
often referred to as equating methods.  As will become clear however, there is no 2 
logical necessity that experimental frames of reference should be defined simply in 
terms of whole, and intact, test forms.  For this reason, if such a definition of equating 
is adopted the focus of this dissertation is more fundamental than equating, for such a 
definition presupposes that person and item locations are firstly estimated relative to 
the same unit within each separate test form.  Maintaining a common unit and origin 
is fundamental to measurement, quite generally. 
Central to this dissertation is a careful consideration of the definition of 
measurement, of the relation between number and quantity, and of requirements of 
measurement in the physical sciences.  Framed in these terms, the objective is to 
identify a theoretical basis for maintaining a common unit and origin which is 
congruent with the definition of measurement in physics, which meets requirements 
of measurement in physics identified by Rasch (1960/1980), and which can be 
applied in social measurement. 
Michell (1993, 1999) shows that the definition of measurement adopted 
throughout classical physics is reflected in the classical theory of measurement, in 
which the ratio of one magnitude to another is a number.  As will be seen, Rasch’s 
(1960/1980) measuring function for dichotomous data provides a basis for estimation 
of ratios of magnitudes to a unit of quantitative attribute within a specified two-way 
frame of reference.  This function provides the basis for development and exposition 
of concepts and principles throughout the dissertation.  Based on an analysis of 
Newton’s second law, Rasch (1960/1980) identified a key requirement of 
measurement in the physical sciences: that of invariant comparison.  Invariance 
entails that estimates should not depend in a systematic fashion on particular 3 
empirical characteristics of an experimental frame of reference other than the 
quantities of attribute possessed by the objects of measurement.  In part, this property 
depends on invariance of the magnitude of the unit itself, but it also entails the 
invariance of estimates to the magnitudes of the relevant quantitative attribute 
possessed by objects and agents that interact to produce outcomes.  Rasch 
(1960/1980) identified a class of models that provides a theoretical basis for invariant 
comparison within a given experimental frame of reference. 
To characterise the experimental frame of reference for measurement, Rasch 
(1977) introduced the definition of a Specified Frame of Reference (SFR) in terms of 
a collection of objects, a collection of agents, and outcomes of the interaction 
between these.  A SFR is constructed in a deliberate manner so as to acquire 
information indicative of the quantitative attribute one intends to study, whilst 
simultaneously preventing systematic influences arising from other attributes or 
factors.  In assessment contexts involving more than a single SFR, an arbitrary choice 
of origin must be made within each frame when the Rasch Model (RM) is applied.  In 
such contexts, differences between the origins of scales obtained from different 
Specified Frames of Reference can be accounted for with the use of common person 
or item equating.  In addition, the choice of unit within any given SFR is also 
arbitrary.  The question therefore arises as to whether the magnitudes of the units 
associated with different Specified Frames of Reference can be compared and 
accounted for in a manner that preserves the property of invariance.  Accordingly, the 
objective of this dissertation is to extend the theoretical domain of Rasch’s (1961) 
Principle of Invariant Comparison such that both a common unit and origin can be 4 
maintained in assessment contexts involving two or more Specified Frames of 
Reference. 
In order to extend the domain of the principle, the unit is made formally 
explicit within Rasch’s (1960/1980) measuring function for dichotomous data and 
specified in relation to a frame of reference.  Drawing on a fundamental distinction 
introduced by Andrich (2003), the unit associated with a given SFR is referred to as a 
natural unit and is distinguished from an arbitrary unit.   As will become apparent, 
the magnitude of the natural unit relates innately to empirical characteristics of a 
particular SFR, while the magnitude of the arbitrary unit is independent of the 
empirical characteristics of any SFR.  By drawing an explicit distinction between the 
natural units associated with different Specified Frames of Reference, it is possible to 
develop a theoretical foundation for making an invariant comparison between the 
magnitudes of natural units.  Where such a comparison is possible, the relevant 
frames are compatible and can be combined.  The union of two or more compatible 
frames is referred to as an Extended Frame of Reference (EFR). 
An important feature of this work is that the unit is made explicit in equations 
and functions.  The unit is made explicit in a manner consistent with classical physics, 
where abbreviations are used to denote units of specific quantities, such as g, m, and 
N for the gram, metre, and newton.  In the context of psychological and performance 
assessment there are no units that serve as standards with the same level of 
universality.  This does not, however, prohibit the use of a symbol to represent a 
specific hypothesised quantity of an attribute, provided it is recognised that evidence 
is required to infer the existence of such a quantity empirically with some degree of 5 
confidence.  Accordingly, the symbol u is used in this dissertation, in general 
theoretical terms, to denote a unit of quantitative attribute.  Thus, as  C
o
i ξ  may be 
used to represent the temperature of object i in degrees Celsius, so  u n β  may be used 
to represent the hypothesised magnitude of an attribute, such as extraversion or 
reading ability of person n, expressed in the unit u. 
The preceding example serves to highlight the nature of the conventions 
adopted in the dissertation.  Specifically, parameters representing magnitudes are 
denoted using italicised Greek letters, and these theoretically assume a specific value 
for any given person or item, which is referred to as the measure of the relevant 
person or item with respect to a specified unit and origin.  The term measure “is 
reserved for the theoretical value of the object of measurement, of which the 
measurements, and sometimes functions of them … are estimates” (Andrich, 2003).  
For instance, in terms of the example in the preceding paragraph,  i ξ is the measure of 
the temperature of object i with respect to the unit and origin of the Celsius metric.  In 
order to distinguish units from parameters and constants, any symbol representing a 
quantity including a unit, such as u, is not italicised. 
It should be noted that the terms magnitude and quantity are generally used 
interchangeably in this dissertation: a quantity is a magnitude of a quantitative 
property or attribute.  Preference is usually given to the term magnitude, particularly 
when the context involves either an explicit or implicit relation between a quantity 
and some other quantity, including a unit or origin.  For example, the magnitude of an 
object’s mass might be 5g, which is a specific quantity expressed relative to another, 
1g.  In addition, the term quantity is also occasionally used to mean a type of 6 
quantitative attribute; for example 5g is a magnitude of the quantity mass.  It will be 
clear from the context whether the word quantity is used to refer to a particular 
magnitude or a type of quantitative attribute.  It should also be noted that the term 
location is used as short hand to refer to the magnitude of attribute as represented as a 
point on a linear continuum, which has a specific distance from an origin on the same 
continuum.  When this term is used, it is implied that units of physical distance are 
used to represent units of some other quantitative attribute, such as mathematical 
ability. 
 
1.1.1  Overview of the dissertation and its structure 
 
Although certain elements of the present work have links to methods and 
theory described in the literature, a general review is not necessary given the intent of 
the dissertation.  Instead, links of key relevance to the central objective are identified 
at appropriate junctures.  Similarly, various implications stem from this work, and 
some of these are noted, but care is taken in doing so not to distract attention from the 
central objective. 
 
Chapter 1 
The remainder of Chapter 1 is devoted to the development and exposition of 
foundational concepts and theory.  As a starting point, Rasch’s (1961) Principle of 
Invariant Comparison is articulated and it is shown that the RM embodies this 
principle in its formal structure.  Following this, the concept of a SFR is defined in 
formal terms and notation is developed which enables characterisation of assessment 
situations involving multiple frames of reference.  The parameters of the RM are then 7 
examined in light of the classical theory of measurement and the concept of a unit of 
continuous quantity is introduced.  Drawing on explicit links to classical physics, the 
balance scale is used as a prototype of measurement in order to examine key features 
of measurement involving outcomes that are a function of the magnitudes of 
differences between quantities.  This prototype leads to the formulation of a model for 
assessment within which outcomes are a function of the difference between person 
ability and item difficulty.  This formulation, which bears a close conceptual relation 
to Thurstone’s (1927) Law of Comparative Judgment (LCJ), in turn leads back to the 
RM.  Lastly, it is shown that the parameters of the RM can be defined as ratios of 
magnitudes to a unit, thus establishing congruence of the model with the classical 
theory of measurement. 
 
Chapter 2 
The purpose of Chapter 2 is to derive, from the RM, a model that provides the 
theoretical foundation for maintaining a common unit and origin in the context of an 
EFR, and to formally demonstrate that it meets this objective.  The unit and origin are 
defined in a manner that permits specification with respect to the SFR.  Drawing on a 
fundamental distinction articulated by Andrich (2003), referred to in the introduction, 
the natural unit is distinguished from the arbitrary unit, the magnitude of which is 
theoretically independent of any particular SFR.  Person and item parameters are 
defined in such a way as to permit expression of locations in terms of the common 
arbitrary unit and relative to a common origin.  Based on these definitions, a form of 
Rasch’s (1960/1980) model for dichotomous response data is derived, which belongs 
to a general class of measuring functions identified by Rasch (1960/1980).  It is 8 
shown that this approach provides a theoretical foundation for making an invariant 
comparison between the magnitudes of natural units associated with any given pair of 
frames.  Where such a comparison is possible, the frames are compatible and can be 
combined to form an EFR.  The derived model is, accordingly, referred to as the 
Extended Frame of Reference Model (EFRM).  It is shown that the EFRM provides a 
rational  basis for maintaining a common unit and origin of scale in assessment 
situations involving two or more frames
1.  Importantly, the concept of discrimination 
is also defined in a manner that is consistent with the classical theory of 
measurement.  The EFRM is generalised so that discrimination can be parameterised 
with respect to more than one feature of a SFR, whilst adhering to the Principle of 
Invariant Comparison. 
 
Chapter 3 
In Chapter 3, the results of simulation studies are outlined.  The purpose of 
these studies is twofold.  Firstly, and most importantly, they illustrate application of 
the EFRM in order to maintain a common unit and origin in contexts involving 
multiple frames of reference.  Secondly, they illustrate that hypotheses entailed by the 
EFRM are, in principle, open to empirical tests.  In doing so, the studies also permit 
exploration of key issues that arise in applying the approach.  The purpose of the 
studies is not, however, to explore technical issues; rather it is to illustrate 
fundamental principles.  Tests of fit and graphical methods are employed in Chapter 3 
in as much as they serve to illustrate principles.  Issues and implications for further 
work arising from the studies are touched on where relevant in terms of the goal of 
                                                 
1 The approach is founded on the estimation of ratios of quantities.  As noted by the physicist David 
Bohm (1980), ratio is the Latin root of words such as rational and reason. 9 
ultimately applying the theory effectually.  Three simulation studies are employed, 
which involve differential discrimination between item sets, differential 
discrimination between person groups, and the interaction of item set and person 
group discrimination. 
 
Chapter 4 
The impetus for this research arose from issues encountered in applied 
contexts.  The theory developed in this dissertation has clearly defined and important 
implications for applied measurement.  The purpose of Chapter 4 is to bring the focus 
back to the original stimulus for the work by examining evidence for the existence of 
differences between the magnitudes of units associated with separate frames of 
reference in applied contexts.  The empirical investigations also provide for an 
illustration of the potential consequences of differences between the magnitudes of 
natural units associated with different experimental frames.  Two empirical 
investigations involving educational data sets are employed for this purpose.  The 
first involves vertical equating and interrogation of data for evidence of differences 
between the magnitudes of natural units associated with different student groups in 
the context of reading.  The second empirical investigation involves horizontal 
equating between different cohorts in the context of mathematics, and involves 
interrogation of data for evidence of differences between the magnitudes of natural 
units associated with item sets.  It is important to note that the dissertation is 
principally conceptual in nature.  The primary purpose of the empirical investigations 
is not to test specific hypotheses.  Rather, the purpose of Chapter 4 is to illustrate that 
the theoretical framework developed in the dissertation provides a general foundation 10 
for testing hypotheses regarding the manner in which frames of reference, and hence 
units of scale, should be specified. 
 
Chapter 5 
In assessment contexts, estimation is an important facet of the process of 
measurement.  The precision of estimates has important implications for inferences 
drawn about quantitative hypotheses.  The purpose of Chapter 5 is to explore possible 
approaches that should ultimately lead to refined estimation of the parameters of the 
EFRM.  In order to do so, Maximum Likelihood (ML) estimation equations are 
derived and presented.  A particular approach is proposed, emphasising links to the 
classical theory and the Principle of Invariant Comparison.  In so doing, a 
distinguishing feature of the definition of discrimination is also highlighted. 
 
Chapter 6 
In Chapter 6, the fundamental implications of the theoretical framework 
embodied in the EFRM are considered, and conclusions are summarised. 
 
 
1.2 Contextual  overview 
 
1.2.1 Empirical  context 
In Western Australia, equating studies are used each year to enable 
comparisons between the performances of different groups of students.  Specifically, 
comparisons are made between different year groups, and between different cohorts 
of students in the same year group over time.  The equating studies involve either 
administration of two equivalent assessments to students within a single year group, 11 
or the use of embedded link items in assessments administered to separate year 
groups.  Differences have been observed in the variance of ability estimates for 
common students based upon application of the RM separately to data derived from 
each of two separate assessments designed to cover the same content domain.   
Differences have also been observed between the variances of estimates of difficulties 
of common items derived from separate estimations based on the response data of two 
different groups of students.  As will be illustrated in these contexts, it is reasonable 
to hypothesise that the differences between such variances reflect differences between 
the natural units associated with experimental frames.  The differences have, on 
occasion, had important implications for inferences drawn from the results.  For 
example, evidence presented in Chapter 4 indicates that estimates of percentages of 
students meeting specified standards have been affected noticeably.  With the 
emphasis placed on system level monitoring in Western Australia, there are 
significant implications for educational policy, programs, and practices. 
 
1.2.2 Psychometric  context 
The unit obtained from application of the RM is widely recognised to be 
arbitrary.  Despite this, it is uncommon to make transformations for the unit when the 
RM is used.  The reasons seemingly relate to the paradigm embodied within Rasch’s 
model, and a desire to distinguish between his model and others of similar form.   The 
RM shares a similar structure with Birnbaum’s (1968) Two Parameter Logistic Model 
(2PLM) and other, related models.  The difference between the RM and the 2PLM is 
that in the latter, item discrimination is explicitly parameterised for each item, 
whereas in the RM it is not.  As will be seen, the natural unit of a SFR and the slope 12 
of Item Characteristic Curves (ICCs) within the SFR are co-defined.  The class of 
models identified by Rasch is characterised by functions in which the slopes of ICCs 
are uniform within a particular SFR, which is a key entailment of the property of 
invariance.  The 2PLM does not possess the property of invariance, as far as its 
formal structure is concerned, because it does not permit algebraic separation of 
person and item parameters (Rasch, 1961; Andersen, 1977). 
This difference between the RM and the 2PLM has been interpreted by most 
who subscribe to the principles articulated by Rasch to imply that item discrimination 
cannot be parameterised whilst retaining the property of invariance.  Consequently, 
item discrimination has been virtually ignored by most researchers who focus on the 
RM, other than as a source of misfit of data to the model, although there exist notable 
exceptions such as Verhelst & Glas (1995a) and, less formally, Wood (1978).  With 
item discrimination and the unit inherently related, the role of the unit has also 
received very limited attention in this context.  Indeed, Michell’s (1999) 
comprehensive examination of measurement in psychology would suggest that the 
role of the unit has generally received little attention in relevant disciplines, although 
a notable exception of particular relevance here is Andrich (2003). 
The RM is used widely in Australia for the purpose of estimating student 
ability, and as a basis for making comparisons between groups of persons.  In 
Australia, tests are specifically designed and piloted with the RM in mind.  Despite 
such concerted efforts, differences between levels of item discrimination are observed 
consistently in a wide range of contexts.  The differences represent a key problem that 
is to be addressed in this dissertation.  Accordingly, this dissertation deals explicitly 13 
with the concept of discrimination, and with parameters pertaining to discrimination.  
There are two key differences, however, from the approach underlying the 2PLM, 
which are as follows: 
(1) No attempt is made to parameterise item discrimination for every item, rather 
sets of items are considered; and 
(2) The concept of discrimination is generalised, and defined in a manner that is 
consistent with the classical theory of measurement, and so with the definition 
of measurement in the physical sciences.  As will be seen, greater 
discrimination is obtained within a SFR when the natural unit is smaller. 
 
 
1.3  The RM and its features 
 
 
If one’s intention is to measure magnitudes of some attribute relative to a 
specific unit and origin, then the relevant attribute is inherently conceptualised as 
being quantitative.  The proposition that an attribute is measurable entails a scientific 
hypothesis.  As stated by Michell (1997a, p. 358): 
In conceptualising an attribute as quantitative a scientific hypothesis is proposed.  
There is no logical necessity that any attribute should have this kind of structure. 
 
Accordingly, the question of how to acquire evidence of quantitative structure is an 
epistemological one. 14 
 
1.3.1  The Principle of Invariant Comparison 
Rasch put forward an epistemological case that measuring functions should 
have a specific type of formal property.  In order to do so, he characterised key 
requirements of a process of measurement occurring within a SFR, as follows: 
  The comparison between two stimuli should be independent of which particular 
individuals were instrumental for the comparison; and it should also be independent 
of which other stimuli within the considered class were or might also have been 
compared. 
  Symmetrically, a comparison between two individuals should be independent of 
which particular stimuli within the class considered were instrumental for the 
comparison; and it should also be independent of which other individuals were also 
compared, on the same or some other occasion (Rasch, 1961, p. 332). 
 
The epistemological postulate conveyed in the articulation of these requirements is 
referred to here as the Principle of Invariant Comparison.  The requirements 
represent essential premises or conditions for quantitative scientific inference 
because, where they fail to be met, information derived from comparisons fails to 
transcend particular details of the empirical context. 
Rasch demonstrated that the Principle of Invariant Comparison is 
characteristic of measurement in physics using, by way of an example, a two-way 
experimental frame of reference like that shown in Section 1.4 to follow, in which 
instruments exert mechanical forces upon solid bodies to produce accelerations.   
Rasch (1960/1980, pp. 112-3) stated of this context: “Generally: If for any two 
objects we find a certain ratio of their accelerations produced by one instrument, then 15 
the same ratio will be found for any other of the instruments”.  It is readily shown that 
Newton’s second law entails that such ratios are directly proportional to the ratios of 
the masses of the bodies
2.  Thus, the comparison between two bodies with respect to 
mass should be independent of which particular agents contained within the SFR 
were instrumental for the comparison.  Although the RM contains differences 
between parameters rather than ratios, the same fundamental principle applies, as is 
shown to follow. 
In the RM for dichotomous data, responses are a stochastic function of person 
and item parameters as follows: 
()
() i n
i n
in X
δ β
δ β
− +
−
= =
exp 1
exp
} 1 Pr{ ,        (1.1) 
 
where  in X  is a random variable that can take on values of 0 or 1,  n β  is a parameter 
relating to the quantity of attribute possessed by person n, and  i δ  is a parameter 
relating to the quantity of the same attribute possessed by item i.  Rasch showed that 
the person parameter can be eliminated in a comparison between two or more items 
by conditioning on total raw scores, and therefore that the parameters can be 
separated in the estimation process using Conditional Maximum Likelihood (CML) 
estimation. 
For example, the probability of a correct response to one item, given a correct 
response to only one of a given pair of items, is as follows: 
                                                 
2 More specifically, the ratios of accelerations vary inversely with the ratios of masses: a given force 
produces a greater acceleration if a body has smaller mass.  It is noted also that although Newton’s 
second law is stated deterministically, the Heisenberg Uncertainty Principle prohibits it from being 
literally so. 16 
( )
() ()
()
() () ()
()
() ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− +
−
⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
−
+ ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− + ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− +
−
⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− + ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− +
−
= = = =
2
2
1 2 1
1
2 1
1
2 1
exp 1
exp
exp
1
exp 1
1
exp 1
exp
exp 1
1
exp 1
exp
} 1 0 , 1 Pr{
δ β
δ β
δ β δ β δ β
δ β
δ β δ β
δ β
n
n
n n n
n
n n
n
n n n r X X
 
 
= ( )
() () 2 1
1
exp exp
exp
δ β δ β
δ β
− + −
−
n n
n  
 
( )
() () 2 1
1
exp exp
exp
δ δ
δ
− + −
−
=  
 
( )
() 1 2
1 2
exp 1
exp
δ δ
δ δ
− +
−
= ,    (1.2) 
 
where  n r  denotes the raw score of person n over the two items.  The odds of a correct 
response to one item, given one of two is correct, then becomes  () 1 2 exp δ δ −  and the 
logarithm of the odds  1 2 δ δ − .  
It can be seen that the person parameter  n β  has been eliminated above in the 
comparison between the two items.  Thus, in Rasch’s model, the probability of a 
correct response to one item, given a raw score of one across a pair of items, does not 
depend on the magnitudes of the quantitative attribute possessed by the persons who 
have attempted the items.  Rasch (1960/1980) referred to this outcome as the 
separability of the parameters because in general, the person and item parameters can 
be separated in the estimation process.   The Principle of Invariant Comparison is thus 
embodied within the model, due to its formal structure and properties. 
 
1.3.2 Sufficiency 
Following from this, the distinctive requirement embodied within the RM is 
that the raw score for an item or person is the sufficient statistic.  That is, the person 17 
raw score contains all information available within the SFR with respect to ability and 
the item raw score contains all information with respect to item difficulty.  Rasch 
(1960/1980, p. xii) said of sufficiency: 
To purely mathematical minds sufficiency may appeal as nothing more than a 
surprising and singularly nice property, extremely handy when accessible, but, if not, 
then you just do without it.  But to me sufficiency means much more than that.  When 
a sufficient estimate exists, it extracts every bit of knowledge about a specified 
feature of the situation made available by the data as formalised by the chosen model.  
‘Sufficient’ stands for ‘exhaustive’ as regards the feature in question. 
 
Andersen (1977), Wright (1997), and Andrich (2003) tie together the concepts of 
invariance and sufficiency, noting that relevant statistics, which in most contexts 
constitute total scores for persons and items, are sufficient for parameters because the 
distribution conditional on those statistics does not contain the parameters.   
 
1.3.3  Rasch’s general form of a measuring function 
Rasch (1960/1980, p. 121) had also determined a general form of a measuring 
function with the inclusion of two additional parameters, commenting that any values 
could be chosen for these parameters such that person and item locations vary within 
an interval which “may for some reason be deemed convenient”.  Applied to the 
model for dichotomous response data within a single SFR, the general form of this 
function is
3 
( )
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3 Note that Rasch used α rather than ρ but the latter is adopted to avoid confusion with the 
concept of item discrimination, which may be taken to imply that the parameter pertains to 
empirical features of items alone.  Note also that the parameter γ is not relevant to the 
objectives of this dissertation, as becomes apparent in Appendix I. 18 
Equation (1.3) is elaborated in Appendix I, which also contains comments on 
related issues which are pertinent to the objectives of the dissertation and are 
discussed later in this chapter. 
From Equation (1.3) it follows that 
( ) ) ( exp } 1 0 , 1 Odds{ 1 2 2 1 δ δ ρ γ − = = = = n n n r X X . 
Thus, the logarithm of the odds is  ) ( ) log( 1 2 δ δ ρ γ − + .  Separation of person and 
item parameters is therefore possible irrespective of the value of ρ , which may be 
arbitrarily specified within a single SFR. Within a single SFR, specification of  ρ  
amounts to an arbitrary choice of unit in terms of which magnitudes are expressed.   
A result of making units explicit in the context of an EFR is that a precise 
meaning is given to the parameter ρ : specifically, as a ratio of an arbitrary unit to a 
natural unit.  It is shown in the following chapter that, subscripted for the SFR, this 
parameter provides a basis for comparing frames of reference with respect to natural 
units.  As will become evident, appropriate definition of this parameter provides the 
basis for maintaining a common arbitrary unit within an EFR. 
With the natural unit made formally explicit in the context of an EFR, it 
becomes apparent that failure to recognise its role in the process of measurement is 
potentially both problematic and limiting because it cannot, and need not, be assumed 
that the natural unit of one SFR corresponds with the same quantity of attribute as 
does the natural unit of another SFR.  Empirical features, such as the age of 
respondents and type of item, may in principle influence the relative magnitude of the 
natural unit. 
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1.4  Specification of the experimental context 
 
1.4.1  A Specified Frame of Reference 
Rasch (1977) defined a frame of reference  ] [ X A, O, F ≡  in terms a collection 
of objects O, a collection of agents A, and the set of outcomes of the interaction 
between these X, as portrayed in Figure 1.1.  Discrete outcomes of interaction 
between agents  I i ,..., 1 =  and objects  N n ,..., 1 =  are denoted  in x . 
 A 1  A2  Ai    AI 
O1  x11        
O2         
         
         
         
On      xin     
         
         
         
ON         xIN 
 
 
Figure 1.1: Specified Frame of Reference 
 
The RM finds its application within Specified Frames of Reference in which, 
for example, the agents may be items on an assessment or questionnaire, the objects a 
class of persons, and the outcomes response data arising from the interaction between 
persons and items under specified experimental conditions.  A class of persons may 
be defined in terms of any characteristic, such as age group or gender.  A class of 
items may comprise items from a particular assessment, but may also be defined in 
terms of categorisations of type, such as multiple-choice versus open-ended. 20 
Features of a SFR other than those of agents and objects may influence the 
nature of outcomes in a manner that is of material relevance to the process of 
measurement.  For example, the conditions in which a test is undertaken, such as 
ambient noise or length of time, may influence the outcomes elicited by an 
assessment or task.  When response data derive from judges or raters, background 
characteristics such as experience with assessing the relevant attribute may also 
influence outcomes in a manner of material relevance.  In general, if such features or 
characteristics exist, they should constitute part of the definition of the frame of 
reference.  Such features are referred to as empirical characteristics k of the SFR.  
Generally, the parameter ρ  may be specified with respect to any feature of a SFR, as 
will be shown in the next chapter.  Specification with respect to item sets and person 
groups constitute two specific and important cases that are the principal focus in this 
dissertation. 
 
1.4.2  Multiple frames of reference 
An experimental context comprising four Specified Frames of Reference, and 
involving two collections of persons and two collections of items, is portrayed in 
Figure 1.2.  For convenience, throughout the rest of this dissertation items are referred 
to as belonging to sets  S s ,..., 1 = , and persons as belonging to groups  G g ,..., 1 = .  It 
will become apparent that the approach can be generalised to any number of item sets 
and person groups. 21 
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1 1I A     21 A     i 2 A    
s I 1 A  
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Figure 1.2: Multiple frames of reference 
 
A given frame of reference is denoted  sg F .  Collections of objects and agents 
are denoted  g O  and  s A , and contain a total of  g N  and  s I  elements respectively.  
The matrix of responses arising within a particular frame of reference is denoted  sg X , 
and individual responses or outcomes are denoted  sign x .  Notice pairs of frames share 
common elements.  For example the same group of persons  1 O  is contained within 
frames  11 F  and  21 F , the same set of items  1 A  is contained within  11 F  and  12 F , and so 
on.  As will be seen, a pair of frames must share common elements in order for it to 
be theoretically possible to compare units or origins. 
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1.5  Measurement in the physical sciences 
 
1.5.1  The classical theory of measurement 
The parameters  n β  and  i δ  in the model of Equation (1.1) are real numbers 
which are hypothesised to represent the magnitude of a quantitative attribute 
possessed by a given person and item.  As indicated earlier, the role of the unit in 
social measurement is generally left implicit or not considered at all.  In order to 
analyse the role of the unit in the process of measurement, it is necessary to step back 
and consider the precise nature of the relation between these numbers and the 
magnitudes they are hypothesised to represent.  To this end, attention is turned toward 
measurement in the physical sciences and the classical theory of measurement 
(Michell, 1986). 
Michell (1997b, p. 271) describes the two most predominant theories of 
measurement and argues that the classical theory is more parsimonious than the 
alternative, the representational theory.  In summarising the central distinction 
between these, Michell (1993, p. 190) states: 
Essentially, then, there are two features dividing the classical and representational 
theories of measurement: the role of ratios of quantities and the place of numbers.  
According to the classical theory, these two are logically connected: ratios of 
quantities are numbers, and this fact is the basis of measurement.  According to the 
representational theory, numbers do not derive from ratios of quantities.  They are 
quite independent of them and the place of numbers in measurement is determined by 
the structural similarity between qualitative and quantitative systems.  Hence, 
according to the representational theory, numbers are assigned to empirical entities in 
measurement.  According to the classical theory, numbers are discovered as relations 
between empirical entities in measurement. 
 23 
In this dissertation, Michell’s argument that the classical theory is the more 
parsimonious is accepted.  Accordingly, “scientific measurement is properly defined 
as the estimation or discovery of the ratio of some magnitude of a quantitative 
attribute to a unit of the same attribute” (Michell, 1997a, p. 358). 
Related to this, Michell (1997a, p.  356) also observes that: “The natural 
scientific attitude and the one that promises the most coherent defence of science is 
that of empirical realism (i.e. that of an independently existing natural world which 
humans are able to successfully congize via observational methods, at least 
sometimes)”.  With respect to the classical theory of measurement, empirical realism 
entails that magnitudes of quantitative attributes exist in the natural world, and that 
ratios of magnitudes are estimable on the basis of empirical outcomes. 
As Michell (1999) observes, this understanding of measurement is standard 
within the physical sciences.  Terrien (1980, pp. 765-66) notes by way of example 
that: 
… as already stated by Clerk Maxwell, 
physical quantity = pure number × unit.   
This equation means that the ratio of the quantitative abstract concept to the unit is 
a pure number (as cited in Michell, 1999). 
 
It is, accordingly, standard to express any given magnitude as a multiple of a number 
and unit in physics, such as the expression of a length as 5cm or a temperature as 
C
o 30 .  Throughout the physical sciences, therefore, the method of expressing 
magnitudes of quantitative properties necessarily entails that ratios of magnitudes are 
numbers. 24 
It is stressed that a unit is not just a thing or type of thing, like an apple or 
stone.  Units are magnitudes of continuous quantity, and in order for quantity to be 
continuous, specific conditions described by Michell (1999, pp. 47-59) must hold.  In 
particular, continuity entails a specific axiom stated by Hölder (1901), which is one of 
a set of axioms that characterise measurable quantity.  On this, Michell (1999, p. 51) 
says of length, as a type of quantitative attribute, “what continuity means is that if any 
arbitrary length, a, is selected as unit, then for every positive real number, r, there is a 
length b such that  a b r = ”.  A unit must itself be a magnitude of an attribute or 
relation.  It should be clear that an apple is not a magnitude of a specific attribute, 
neither is a stone.  Rather, an apple is an object characterised by many attributes, like 
colour, some of which are quantitative, like mass and volume.  Hence, an object 
cannot itself be a unit, but the magnitude of a quantitative attribute possessed by an 
object can, in principle, be a unit.  Thus, the particular mass of a stone can be a unit of 
mass. 
It is also instructive to briefly elaborate here on the concept of the magnitude 
of a difference, as it relates to the classical theory of measurement, for this concept is 
central to the conceptual framework developed within this dissertation.  Michell 
(1999, p. 61) observes that: 
The concept of a difference between two magnitudes is implicit in the concept of a 
sum: if, for any three magnitudes of the same quantity, a, b, and c,  b a c + = , then 
b a c = −  and  b c a − = − . 
 
Negative magnitudes pertain to relations between other magnitudes, but should not be 
taken to imply that a particular object has less than the complete absence of a 
particular attribute.  That is, negative implies additive inverse. 25 
Importantly, knowledge about a ratio between magnitudes implies knowledge 
about the difference relative to a unit, whereas the reverse does not hold.  For 
instance, given  b / a = r , choosing b as a unit,  b / b) - a ( 1= − r , which is a measure of 
the difference in terms of the unit b.  Conversely, knowledge of  u / b) - a ( = ab r  does 
not permit determination of  b / a  because a given difference,  b - a , may be associated 
with an infinite number of ratios,  b / a .  Thus, in terms of the classical theory of 
measurement, an important epistemological consideration for measurement is that the 
ratio of one magnitude to another is more fundamental than a ratio of a difference 
between two magnitudes to a third. 
Various other epistemological and ontological issues arise in considering the 
classical theory of measurement.  Explicit consideration of these issues is largely 
beyond the scope of this dissertation, although certain considerations will become 
pertinent during the exposition of concepts and theory to follow. 
A key point is that classical physics depends upon the definition of units, and 
expression of magnitude in terms of units, in order to express quantitative 
relationships within definitions, theory, and law.  As noted by Maxwell (1876, art. 
SLVII) for example, “the unit of force is that force which, acting on the unit of mass 
for the unit of time, generates the unit of velocity”.  Indeed, the Système International 
d'Unités (SI) unit of force, the newton, is stated in precisely such terms.  Expression 
of definitions and laws within physics therefore depends on the virtue of the classical 
theory.  Yet for the most part, the definition of measurement in the physical sciences 
has been ignored in disciplines such as psychology.  On this, Michell (1999, p. 217) 
says the following: 26 
Psychology might be on the way to becoming a successful quantitative science, but 
as a body of workable, quantitative theories and laws, it is so far short of the example 
set by physics that no one yet has a clear idea of what a successful quantitative 
psychology would look like.  The history of science teaches us many things, but I do 
not think that one of them is that we can expect to make progress by ignoring 
pertinent matters. 
 
Michell (1999, p. xi) describes the work from which this statement is 
excerpted as being about “an error in scientific method fundamental to quantitative 
psychology”.  The error has been sustained in large part by continued acceptance of a 
defective definition of measurement proposed by Stevens (1946), a definition that is 
clearly at odds with the definition of measurement in physics (Michell, 1999, pp. 16-
20).  This is arguably the most pertinent matter for quantitative psychology.  Michell 
(1999) identifies a statement which, as he comments, aptly expresses the point. 
Measurement in psychology and physics are in no sense different.  Physicists can 
measure when they can find the operations by which they may meet the necessary 
criteria; psychologists may but to do the same.  They need not worry about 
mysterious differences between the meaning of measurement in the two sciences. 
(Reese, 1943, p. 49). 
 
Thus, in the absence of a compelling alternative, the epistemological 
entailments of measurement in the physical sciences constitute the essential criteria 
for measurement in general.  Accordingly, the definition and requirements of 
measurement in physics are adopted as the criteria for success of a theoretical 
foundation for measurement in this dissertation.  In order for the RM to meet these 
criteria, the parameters  n β  and  i δ  of the model must be definable as ratios of 
magnitudes.  Additionally, in terms of the objectives of this dissertation, the 
parameter ρ  is also a real number and should be definable as a ratio of magnitudes. 27 
As a context within which to identify the basis for such definitions, a 
prototype of measurement in the physical sciences is studied in the next section.  The 
prototype is an idealised experiment which provides a focal point for the analysis of 
key concepts, principles, and features of measurement relevant to the central 
objective, using a tangible and well-defined physical context.  Emphasis is 
particularly on the concept of unit in a context in which observable outcomes are a 
stochastic function of differences between magnitudes.  It should be noted that the 
relevant concepts and principles are, in almost every respect, identical to those 
articulated by Thurstone (1927, 1959) in relation to the model he referred to as the 
LCJ.  The key difference of relevance to the stated objective is that, congruent with 
the classical theory of measurement, parameters are considered to represent 
magnitudes of a quantitative attribute irrespective of whether an attribute is regarded 
to be physical, psychological, or of any other nature.  In contrast, Thurstone (1959, 
p.  50) stated in a chapter entitled A Mental Unit of Measurement, that: “Any 
perceptual quality which may be allocated to a point on the psychological continuum 
is not itself a magnitude … It is not a quantity”. 
 
1.5.2  A prototype of measurement in which outcomes are a stochastic 
function of differences between magnitudes 
 
The prototype involves a specially designed balance scale composed of 
tubular materials containing liquid, used to compare the mass of an object i with the 
mass of an agent j.  A container is suspended on either side of the balance arm, and 
within each container is an internal reservoir containing liquid.  On the top of the 
balance arm, there is a small pump that allows liquid to be forced from the reservoir 28 
in one container to the reservoir in the other in such a manner that liquid is always 
distributed evenly within the balance arm itself.  Thus, the balance is, as so far as 
possible, a closed system.  On the top of the pump is a gauge that indicates which 
direction liquid is being pumped.  The balance scale is shown in Figure 1.3. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3: Balance scale 
 
The balance scale is constructed such that the mass of the liquid in each of the 
internal reservoirs is equivalent when the containers are empty.  The lengths of the 
arms are equal to one another; that is  2 1 l l = .  A lever is pressed to release the scales 
from the horizontal position.  When the scales tilt beyond a certain angle, a valve at 
the pivoting point opens and the pump is activated to force liquid into whichever 
container has been raised, until the balance reaches equilibrium once more. 
Let 
) ( m
r
j  and 
) ( m
r
i  be the masses of liquid within reservoirs j and i, and let 
) ( ) ( m m m
r
i
r
j ji − ≡ .  The instrument is designed to measure very small differences 
between the masses of objects, say in the order of milligrams, so that the role of 
extraneous effects on the outcomes is evident and therefore needs to be explicitly 
recognised.  Specifically, it is hypothesised that 
Container i  Container j 
Reservoir i
1 l 2 l29 
ji i j ji e m m m + − = ,         ( 1 . 4 )  
 
where  j m  is the mass of object j,  i m  is the mass of object i and  ji e  is error arising 
from extraneous factors such as disturbances due to the movement of air, vibration, 
and attachment of particles of dust to material involved in the experiment.  The 
hypothesis states that the mass of the liquid pumped from one reservoir to another in 
order to re-balance the scales is equal to the difference between the masses of the 
objects, after the effects of error are taken into account. 
Note that although Equation (1.4) has the structure of a linear equation 
involving an error term, the symbols denote magnitudes not numbers.  This point will 
be elaborated upon shortly. 
In order to make a comparison, the experimenter places an object  i O  and 
agent  j A  in containers i and j respectively.  Imagine an experiment involving the 
balance scale, in which a collection of agents  } ,..., 1 , { J j j = = A A  interacts with a 
collection of objects  } ,..., 1 , { I i i = = O O  to produce a set of outcomes X, each 
element of which is a discrete observation,  x X ji = .  Such an experiment involves a 
two-way frame of reference as shown in Figure 1.1.  The outcome of such an 
experiment can be categorised dichotomously by observing the direction in which 
liquid is pumped.  If liquid is pumped from reservoir i to reservoir j, then  ji m  is 
positive.  Accordingly, let  1 = ji X  if  ji m  is positive, and let  0 = ji X  if  ji m  is 
negative, to denote the outcome of a comparison. 
This outcome is a function of the difference between the masses of the agent 
and object.  The reason for this is that rotation of the balance arm results from torques 30 
arising from the effects of gravity on the masses on each end of the arm, which 
operate in opposite directions.  The magnitude of  ji e  on any occasion of comparison 
constitutes error in the sense that it arises from sources other than the effects of 
gravity on the masses of the objects.  Appendix II provides a brief account of the 
background physical theory, as well as explanation of the error term and its relation to 
mass in the context of the experiment. 
Consider now an experiment in which a particular object j is compared with a 
particular agent i on many occasions: i.e. such that there are multiple replications of a 
single comparison.  Let it be hypothesised that  [ ] i j ji E m m m − = , and let 
ji m σ  be the 
standard deviation of the magnitudes of  ji m , taken across multiple replications of a 
given comparison.  The hypothesis entails that the expected mass of liquid pumped 
from one reservoir to the other is equal to the difference between the masses of the 
agent and object, and that the effects due to error have an expected magnitude of zero.  
It is emphasised that although the standard deviation of a collection of magnitudes is 
usually calculated numerically on the basis of measurements and expressed in terms 
of a unit, the standard deviation is a specific magnitude of a quantitative attribute 
irrespective of such an independent unit.  This point is elaborated on in Appendix III.  
Note also that Equation (1.4) implies that 
ji ji e m σ σ = , which is consistent with the 
analysis of underlying physical theory in Appendix II. 
Thus, of importance in the present context, 
ji m σ  is itself a specific mass.  
Consequently, in keeping with the classical theory of measurement, any multiple 
ji m u υσ = can in principle be chosen as a unit in terms of which to estimate the 31 
magnitude of the difference  i j m m − .  In order to perform a measurement, it is 
necessary to identify a function that permits estimation of ratios of magnitudes to 
such a unit based on observations obtained within the experimental frame of 
reference; that is, to permit estimation of  u / ) m (m i j − .  Let  ji F  be the frequency of 
discrete observations  1 = ji X , and let T  be the number of trials, or replications of the 
same comparison.  Now, an estimate  } 1 r{ P ˆ = ji X  can be obtained by calculating the 
proportion  T Fji / .  A function is sought which permits estimation of  u / ) m (m i j −  
based on  } 1 r{ P ˆ = ji X .  
As a basis for identifying such a function, let 
ji m u σ υ = be an arbitrary mass, 
where  υ  is a real number other than 0.  The possible range of the ratio 
u / ) m (m i j ji r − =  is  ) , ( ∞ −∞ .  The simplest monotonic transformation of  ji r  onto 
) , 0 ( ∞  is 
ji r
ji a r f = ) ( , where a is a positive real number other than 1.    Choosing e 
as the base
4, the simplest function that then maps  ) exp( ) ( ji ji r r f =  onto  ) 1 , 0 (,  a s  
required given the dichotomous nature of the observations (Rasch, 1960/1980), is 
( )
() () ji
ji
ji
ji r L
r
r
X =
+
= =
exp 1
exp
} 1 Pr{ .       ( 1 . 5 )  
Now, it is in principle possible to use Equation (1.5) to estimate the ratio 
 
u
m m i j
ji r
−
=          ( 1 . 6 )  
                                                 
4 Choice of e as the base amounts to an arbitrary choice of unit within a given SFR, because for any 
number a, it is possible to identify some real number, 1/υ ≠ 0, such that a raised to the power of 1/υ is 
equal to e. 32 
based on the observation  ji F  given T replications of a comparison.  Specifically, 
letting  ji ij F T F − = , it is readily shown that  ( ) ij ji ji F F r / log ˆ = , which is equal to 
( ) ( ) } r{ P ˆ 1 / } r{ P ˆ log ji ji X X − . 
The rationale for choosing this function is, in a key respect, the same as that 
presented by Rasch as follows: 
A … practical procedure is to choose a simple function with the necessary properties 
and determine from empirical data how well it fits … the problem is to choose a 
function of ζ  which only takes values between 0 and 1 … The simplest function I 
know of, which increases from 0 to 1 as ζ  goes from 0 to ∞, is 
ζ
ζ
+ 1
. 
(Rasch, 1960/1980, pp. 74-5). 
The point of contrast is that whereas Rasch obtained a difference between two 
parameters from the logarithmic transformation of their ratio,  ψ ξ ζ / = , in the present 
situation it is hypothesised that experimental outcomes are a function of the 
difference  i j m m − .  Congruent with the empirical realist perspective articulated in 
the previous section, the hypothesis that an experimental outcome is a function of a 
difference between two magnitudes is an inherently different proposition from the 
hypothesis that the outcome is a function of the ratio between the same magnitudes.  
In the prototype experiment, for example, it is hypothesised that the observable 
outcome is a function of the magnitude of the difference  i j m m − .  This is inherently 
different from the hypothesis that the outcome is a function of  i j m / m , for many 
such ratios yield the same difference  i j m m − .  A related example is that when two 
forces directly oppose one another to accelerate a rigid body, the rate of acceleration 33 
is a function of the difference between the magnitudes of the forces.  In such a 
situation, the magnitude of acceleration, as an observable outcome, does not in itself 
provide information about the ratio of the magnitudes of the forces.  This point of 
contrast, that it is not an arbitrary matter whether one chooses a measuring function 
containing ratios or differences between parameters, is examined in light of the 
classical theory of measurement in Appendix I. 
    It is also worth reiterating here the point of contrast with Thurstone’s 
approach.  As mentioned at the end of the previous section, the approach developed in 
this section directly parallels that underpinning Thurstone’s LCJ in almost every 
respect.  In particular, Case V of the LCJ is as follows (Thurstone, 1959, p. 34): 
 
2 σ
a b
ab
S S
X
−
=        ( 1 . 7 )  
where  b S  and  a S  were referred to by Thurstone as the scale values on a 
psychological continuum associated with two stimuli, and σ  was referred to as the 
discriminal dispersion, the value of which is assumed equal for both of the stimuli.  
Thurstone explicitly stated that the discriminal processes to which scale values are 
assigned are not magnitudes.  In contrast, a key motivation for introducing the 
prototype experiment in this context is to draw an explicit link to physics, and to 
emphasise that parameters represent magnitudes irrespective of whether an attribute is 
considered to be physical, psychological, or of some other nature.  Accordingly, in 
Equation (1.6) the symbols  j m ,  i m , and 
ji m σ represent magnitudes, not values.  
Despite this point of contrast, the approaches are readily reconciled.  To see 
this, notice firstly that by letting 
ji m / m σ j j s =  and 
ji m / m σ i i s = , Equation (1.6) 34 
becomes  υ / ) ( i j ji s s r − = , which has precisely the same form as Equation (1.7).  Note 
also that in the context of the prototype experiment, it is not possible to estimate 
ji m / u σ υ = , only to arbitrarily specify its value, because u is by definition a multiple 
of 
ji m σ .  In keeping with this, Thurstone (1959, p. 24) said: “There is, of course, no 
further unit in terms of which this standard deviation can be expressed.  It is itself a 
unit of measurement …”.  Framed in terms of the classical theory of measurement, 
Thurstone’s statement entails that the ratio of the standard deviation (a magnitude) to 
itself is arbitrarily specified to be 1.  Accordingly, in the prototype, specifying that 
ji m u σ = implies specifying that  1 = υ .  More generally, arbitrary specification of the 
value υ  results in an arbitrary choice of a particular magnitude as the unit. 
To continue now with the experiment involving the prototype instrument, say 
the proportion of occasions on which liquid is pumped from reservoir i to j is 0.88, 
hence  88 . 0 } 1 r{ P ˆ = = ji X .  Equations (1.4) and (1.5) imply that the magnitude  ji m  
is continuously and symmetrically distributed.  Specifically, letting  u / m ji y = , 
because its integral yields Equation (1.5) (Bock & Jones, 1968) it is necessarily 
implied that  y  is distributed according to the density function 
( )
() ()
2 exp 1
exp
) (
ji
ji
r y
r y
y f
− +
−
= ,        ( 1 . 8 )  
as represented graphically in Figure 1.4.  Note that this continuous distribution is 
latent and not directly observed: only discrete outcomes  x X ji =  are observed. 35 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4: Distribution of  ji m  for the prototype example 
 
The shaded region in Figure 1.4 represents 0.88 of the total area.  As indicated 
above,  ∫
∞
0 ) ( dy y f  yields Equation (1.5).  In this instance, since 
( ) () 2 12 . 0 / 88 . 0 log / log = = ij ji F F , the observed proportion of 0.88 leads to the 
inference that the ratio 
2
u
m m
=
−
=
i j
ji r .         ( 1 . 9 )  
 
Thus, in principle,  ji r  is a measure of the difference, in keeping with the 
definition of measurement in the classical theory, which can be estimated on the basis 
of the discrete outcomes of the experiment.  Accordingly, an estimate of  ji r  is an 
estimate of the ratio of the magnitude of the difference  i j m m −  to a unit of mass, u. 
It is shown in Appendix III that if the magnitudes of errors are distributed 
according to Equation (1.8) then 
ji m 55 . 0 u σ ≅ .  The magnitude of the unit is thus 
inherently related to the standard deviation of the magnitudes of errors.  In turn, this 
magnitude depends upon the empirical nature and characteristics of the SFR.  It is 
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also shown in Appendix III that inclusion and specification of a constant ρ  such that 
( ) ji ji r L X ρ = = } 1 Pr{  amounts to an arbitrary choice of the magnitude of the unit 
within a single SFR: specifically 
ji m 55 . 0 u σ ρ× ≅ .  Of relevance to the central 
objective, the function  ( ) ji r L ρ  has the structure of Rasch’s general form of the 
measuring function for dichotomous data, Equation (1.3). 
 
 
1.5.3  The prototype in the context of multiple frames of reference 
Consider next a situation in which the experiment described above, involving 
interactions between agent j and object i, is conducted within two different Specified 
Frames of Reference.  In the first case, the balance scale is housed in transparent 
casing which protects it to a large extent from extraneous effects
5.  Say that this is the 
context for the case of the experiment described above.  In the second case of the 
experiment, the balance is removed from its casing and, as a result, errors play a 
greater role in the outcomes so that 
ji m σ is a greater magnitude.  The proportion of 
occasions on which the balance rotates in a clockwise direction is observed for the 
second case also, and the proportion recorded is 0.73.  The distribution of the  ji m  is 
shown in Figure 1.5. 
                                                 
5 Of relevance, old Chemist scales that required very precise measurements did have such casings 
while Post Office scales did not. 37 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.5: Distribution of  ji m for Case 2 of the prototype example 
 
The shaded region represents 0.73 of the total area.  This proportion leads to the 
inference that  u m m = − i j . 
 
Let the frames of reference for experiments 1 and 2 be defined as  1 F  and   2 F .  
Also, let  1 u  and  2 u  be the hypothesised units, as defined above, within  1 F  and   2 F .  
Different measures of the magnitude of the difference between the masses are 
obtained for the two experiments.  Specifically: 
2
u
m m
1
) 1 ( =
−
=
i j
ji r  ;   and     1
u
m m
2
) 2 ( =
−
=
i j
ji r . 
 
The measures differ because the magnitudes of the units differ.  As would be 
expected the unit of scale is smaller, or finer, when the errors are smaller.  Notice that 
1
2
) 2 (
) 1 (
u
u
=
ji
ji
r
r
. 
 
Thus, the ratio of the measures is equal to the inverse ratio of the units.  This is the 
basis for comparing natural units across separate Specified Frames of Reference to be 
described in the next chapter. 
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Bearing in mind the relation 
ji m u υσ = , it is noteworthy that Thurstone (1959, 
p. 24) stated analogously: 
…we shall see that it is possible to compare the discriminal dispersions for two stimuli 
and to determine experimentally the ratio of any two of these dispersions.   
Psychological measurement depends, then, on the adoption of one of these dispersions 
as a base and the use of its standard deviation as a unit of measurement for the 
psychological continuum under investigation.   
 
As will become clear in Chapter 2, when expressed in terms of the classical theory of 
measurement, Thurstone’s statement refers to the determination of ratios between the 
magnitudes of natural units, and to the requirement of choosing and maintaining a 
common arbitrary unit.  Thus, his statement articulates the objective of this 
dissertation. 
 
1.5.4  Features of the measurement process 
It is now possible to describe some key features of the prototype of 
measurement relevant to the objective of the dissertation. 
Firstly, it has already been highlighted that the prototype experiment involves 
a two-way frame of reference.  The SFR is constructed such that agents and objects 
interact to produce outcomes.  More specifically, the SFR is deliberately constructed 
so that magnitudes tend to counteract or oppose one another to produce reactions or 
outcomes
6. 
                                                 
6 Of relevance to the point of contrast between the present work and the rationale Rasch (1960/1980) 
originally provided for the measuring function examined here, examples from the physical sciences 
suggest that either counteraction or opposition is generally involved when experimental outcomes are a 
function of differences between magnitudes of a single attribute, such as differences between lengths, 
forces, torques, momenta, and temperatures. 39 
Second, the SFR is deliberately constructed to exclude extraneous influences; 
that is, to exclude influences outside the systematic effects of gravity on the masses of 
the objects and agents.  The obverse of this fact is that various characteristics of the 
frame of reference have the potential to influence the magnitude of error, and hence 
the unit.  For instance, protective casing serves to protect the instrument from effects 
such as movement of the air and attachment of particles of dust.  Thus, its use serves 
to exclude extraneous effects.  Obversely, such effects have the potential to impact on 
the outcomes of the experiment. 
The third point to note is that the method of estimation described above is 
relevant when the effects of magnitudes of error are significant relative to the 
systematic effects of the differences between the magnitudes of objects and agents.  
As the effects of errors become more and more trivial compared with systematic 
effects, the ratio  ) m u/(m i j −  approaches 0, and outcomes become increasingly 
deterministic.  The method of estimation is relevant, therefore, when the effects of 
error are significant relative to systematic effects given the sophistication of 
instruments, level of control of extraneous factors, and the level of precision sought. 
Fourth, following from the last point there is also a requirement for the 
magnitudes of errors to be distributed according to the relevant density function with 
a mean of 0.  There is no logical necessity that the magnitudes of errors be distributed 
in this fashion.  They are unlikely, for instance, even to be symmetric if some 
systematic effect operates, such as a tendency for dust to collect more in one 
container than the other.  Ultimately, it is a scientific hypothesis that the probability 
of a discrete outcome is a function of ratios as given in Equation (1.5). 40 
 
1.5.5  Hypotheses entailed by the measurement process 
As detailed earlier, the approach outlined above is directly analogous to that 
underlying Thurstone’s (1927) LCJ, although he used the normal density function 
rather than the logistic function in applications of the LCJ
7.  Michell (1999) describes 
the estimation of ratios in the manner outlined above, in contexts such as 
psychophysics, as a putative case of measurement.  It is a case that possesses the 
necessary theoretical foundation to constitute measurement.  In any particular 
situation, however, the existence of quantitative structure remains a scientific 
hypothesis until appropriate empirical testing has been undertaken. 
Thurstone (1927) described five cases of the LCJ.  As touched on earlier, in 
the Case V specialisation of the law, the standard deviation of discriminal dispersions 
must be a uniform magnitude across all comparisons.  If this condition is met, it 
becomes possible to express differences relative to a common unit when many objects 
and agents are compared.  Accordingly, let 
ij e e σ σ = for all interactions between a 
collection of agents  } ,..., 1 , { J j j = = A A  and collection of objects 
} ,..., 1 , { I i i = = O O . 
As noted earlier, it is a scientific hypothesis that the probability of a specific 
response is a logistic function of ratios, as given in Equation (1.5).  It is also an 
hypothesis that 
ij e e σ σ =  is uniform across all interactions among the classes of 
agents and objects considered.  These hypotheses form the basis for measurement; 
hence testing them is prerequisite to inferring that an attribute is quantitative.  Neither 
                                                 
7  The logistic function of Equation (1.5) also corresponds closely with the analogous cumulative 
normal ogive given multiplication of rji by 1.701 (Haley, 1952). 41 
hypothesis can be tested based on a single experiment as described.  However, 
implications of the hypotheses stated above can be tested if comparisons are made 
between several pairs of objects.  For example, say three comparisons are made.  If 
the magnitude of the standard deviation of errors is uniform irrespective of which 
objects are compared, then it should be the case that: 
u
m m
u
m m
u
m m 1 2 2 3 1 3 −
+
−
=
−
. 
 
In terms of measures, this implies that  21 32 31 r r r + = .  Assuming the 
comparisons are independent, it becomes possible to test the hypothesis because the 
relation is empirically refutable.  Thurstone (1929, p. 172) referred to the requirement 
for such relations to hold as the additive criterion, stating: “This condition must be 
satisfied within the errors of measurement for all the possible pairs of stimuli in the 
series”. 
It is stressed that the objective in this dissertation is not to identify tests that 
conclusively demonstrate quantitative structure or relations.  The criterion is that the 
theory developed makes it possible to state well-defined hypotheses which are in 
principle refutable.  
 
 
1.6  The RM and the classical theory of measurement 
 
It will be recalled that in the prototype experiment, the SFR is deliberately 
constructed so that masses tend to oppose or counteract one another to produce 
observable experimental outcomes.  Attention is now turned to the context of 42 
assessment, and in particular attainment testing in which dichotomous response items 
are employed. 
In a particular assessment context, the SFR is deliberately constructed so that 
respondents will be brought into contact with items to produce outcomes, usually 
responses deemed to be correct or incorrect.  An assessment item is generally a 
discrete task which has a finite number of responses that may be categorised as 
correct.  For example, mathematical ability is typically assessed by stating well-
defined mathematical problems for which a respondent can reasonably identify 
solutions given the information available, provided the respondent possesses 
sufficient understanding, experience, and so forth.  An item developer also employs 
mathematical ability in order to construct the item.  Indeed, the developer will have 
solved the problem prior to constructing the task or item, and will have drawn on a 
certain level of ability in order to do so.  There is a clear sense in which the ability of 
the respondent opposes the ability of the item developer.  In order to assess ability, 
the developer must state problems that present a challenge to respondents.  Hence, the 
objective of the developer is to produce discrete tasks that present an obstacle which 
respondents must overcome in order to produce a correct response. 
Now, although well-defined tasks are typically used in assessment, error plays 
a role and so outcomes are a stochastic function of ability and difficulty.  In Rasch’s 
words: 
Even if we know a person to be very capable, we cannot be sure that he will solve a 
certain difficult problem, nor even a much easier one.  There is always a possibility 
that he fails – he may be tired or his attention is led astray … And a person of slight 
ability may hit upon the correct solution of a difficult problem.  Furthermore, if the 43 
problem is neither “too easy” nor “too difficult” for a certain person the outcome is 
quite unpredictable (Rasch, 1960/1980, p. 73). 
 
Andrich (1981, p. 256) examines in detail the case alluded to by Rasch, in which the 
ability of a person closely matches the ability of an item and the outcome is entirely 
determined by the magnitudes of errors.  Examination of the prototype would suggest 
that whatever the source of the errors, their manifestation, in terms of observable 
outcomes, must be indistinguishable from the effects of ability and difficulty
8.  
Indeed, this is the case in the examples cited by Rasch above. 
In assessment contexts, then, it can be hypothesised that outcomes are 
governed by the ability of a respondent, the difficulty of an item, and the magnitude 
of error; and that ability and difficulty are magnitudes that work in opposition to one 
another.  Accordingly, let  n b  represent the ability of person n, let  i d  represent the 
difficulty of item i, and let  in e  represent the magnitude of error arising upon 
interaction between person n and item i.  Let it be hypothesised that the outcome of 
an interaction between a person and item is determined by the magnitude 
in i n in e d b v + − = .         ( 1 . 1 0 )  
 
Specifically, let  1 = in X  if  0 v > in , to denote a correct response, and  0 = in X  if 
0 v < in , to denote an incorrect response.  If, in addition, it is hypothesised that 
in e σ is 
of uniform magnitude across all interactions, then an approach directly analogous to 
the Case V specialisation of the LCJ can be employed. 
                                                 
8 This is one way of interpreting the model.  Another, which is analogous to Thurstone’s original 
conception of the LCJ, is to consider a given person ability or item difficulty as being the mode of a 
possible range of magnitudes. The specific magnitude exhibited in any particular situation then 
depends on the types of factors noted by Rasch.  Looking at it this way, factors such as attention can be 
considered integral components of ability.  The derivation of the equations then becomes more 
involved, but the result is the same for the present purposes provided certain conditions hold. 44 
It is noted that Case V of the LCJ entails subjects making comparisons 
between pairs of items with respect to the magnitude of some attribute, without 
incorporation of a person parameter in the model.  However, as shown earlier in the 
chapter, the person parameter can be eliminated in a comparison between items when 
the RM is applied.  Consequently, as far as estimates of item locations are concerned, 
the approaches involve estimation equations that are essentially the same.  Andrich 
(1978b) provides a comprehensive account of the relationships between the LCJ and 
the RM, or Simple Logistic Model (SLM), in which it is shown that 
…in a well-defined sense, item scale values obtained from the two approaches should 
be equivalent.  The Thurstone model needs to be qualified to include the subject 
parameter contained in the SLM.  However, a critical point in unifying the 
approaches is that this parameter, which can be eliminated explicitly by statistical 
conditioning in Rasch’s model, is also eliminated in the paired comparison design. 
(Andrich, 1978b, p. 451). 
 
Thus, given Equation (1.10), the logistic function can be employed in a manner 
directly analogous to its use in the prototype experiment, by hypothesising that the 
probability of the discrete outcome  1 = in X  is given by 
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Letting 
u / bn n ≡ β   a n d         ( 1 . 1 2 )  
 
u / di i ≡ δ ,          ( 1 . 1 3 )  
 
it can be seen that Equation (1.11) is identical to the RM for dichotomous data, 
Equation (1.1). 45 
The key point relevant to the objective here is that it is possible to define the 
parameters of the RM as ratios of magnitudes to a unit.  Thus, in keeping with the 
prototype, the RM constitutes a formal hypothesis that outcomes are a stochastic 
function of the ratios of magnitudes of differences to a unit, the magnitude of which is 
inherently related to empirical features of the SFR.  The model therefore constitutes a 
scientific hypothesis which accords with the classical theory and which is, in 
principle, testable. 
The definition of  n β  and  i δ  in terms of a common unit is made possible 
because the unit is invariant irrespective of which person and item interacts within a 
given SFR.  Coupled with the structure of the model, this is a key feature of the RM 
underpinning the Principle of Invariant Comparison.  If the magnitude of the unit 
varies depending upon the specific persons or items involved in interactions within a 
SFR, it is not possible to eliminate the person parameter in a comparison between 
items without prior knowledge of the relative magnitudes of the units. 
Thus, it has been established that the RM provides a theoretical basis for 
measurement that is both congruent with the definition of measurement of physics, 
and which meets the requirements identified by Rasch (1960/1980).  The objective of 
the following chapter is to build a theoretical foundation for maintaining a common 
unit and origin in the context of multiple frames of reference that also meets these 
criteria. 46 
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T TH HE E   E EX XT TE EN ND DE ED D   F FR RA AM ME E   O OF F   R RE EF FE ER RE EN NC CE E   
 
 
 
 
I In nt tr ro od du uc ct ti io on n   
 
In the context of an EFR, each experimental frame potentially has its own natural 
unit, as characterised in the previous chapter.  The purpose of this chapter is to derive 
from the RM a function that provides the theoretical foundation for maintaining a 
common unit and origin in the context of an EFR.  Drawing on a fundamental distinction 
introduced by Andrich (2003) the natural unit is distinguished from the arbitrary unit, the 
magnitude of which is independent of any SFR.  The EFRM is derived by incorporating 
the arbitrary unit within the RM, in the context of an EFR. 
In addition, the distinction between the arbitrary and natural units gives rise to a 
natural definition of discrimination that is congruent with the classical theory of 
measurement.  The concept of discrimination assumes a central role throughout the 
chapters that follow.  As will be seen, degree of discrimination is inherently related to the 
magnitude of the natural unit. 
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2 2. .1 1    T Th he e   u un ni it t   i in n   t th he e   c co on nt te ex xt t   o of f   a a   S SF FR R   
 
 
2.1.1  Specification of the natural unit with respect to a frame of reference 
According to the classical theory of measurement, the proposition that an attribute 
is measurable entails the hypothesis that in principle, it is possible to estimate the ratio of 
any given quantity of the attribute to another quantity, the unit.  In order to compare units 
associated with separate frames of reference, it is necessary to specify the natural unit 
with respect to the SFR.  Accordingly, let 
) (
e
sg σ  be the magnitude of the standard 
deviation of  in e  within  sg F .  Also, let 
) (
e 55 . 0 u
sg
sg σ ≅  be the natural unit relative to which 
magnitudes are estimated within the frame  sg F .  To facilitate the process of exposition, to 
follow  sg u  is referred to simply as a natural unit.  It should be borne in mind however 
that the existence of  sg u  in a specific assessment context is an hypothesis until requisite 
evidence has been acquired to infer its existence empirically with a certain confidence. 
 
2.1.2  Incorporating the natural unit within the model 
In the context of an EFR, the RM takes the following form: 
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where  gn b  is the ability of person n of group g, and  si d  is the difficulty of item i of set s. 
Stated in the form of Equation (2.1), it can be seen the model represents a 
scientific hypothesis that the probability of a specified outcome is a function of the ratio 
of the magnitude of a difference between two quantities to a natural unit.  The existence 48 
   
of a unit of comparison is inferred from the outcomes of a process of comparison 
involving many interactions.  Specifically, the matrix of response data  sg X  must be 
examined to evaluate whether its structure accords, within acceptable limits given the 
purposes at hand, with that required by the model.  This structure must be examined, 
subsequent to estimation of the locations of person and items, using appropriate tests of 
fit and interrogation of the data via graphical means, as will be explicated in later 
chapters.  Of relevance to the central objective of the dissertation, notice there is no 
logical requirement  sg u  should be the same magnitude across all frames in order for data 
to fit the model within each frame separately; only that  sg u  is a fixed magnitude within 
each. 
Because the model contains only differences between quantities, for the purpose 
of applying the RM within a single SFR, choice of origin is arbitrary.  To see this, let  sg c 
be the frame origin of  sg F , and let  sg gn
sg
gn c b b
) ( − ≡  denote the magnitude of the difference 
between person ability and the origin.  Similarly, let  sg si
sg
si c d d
) ( − ≡  denote the 
magnitude of the difference between item difficulty and the origin.  It follows now that 
si gn
sg
si
sg
gn d b d b
) ( ) ( − ≡ −  irrespective of the magnitude of  sg c .  Thus, the magnitude of the 
difference is independent of the origin in terms of which ability and difficulty are 
expressed or estimated.  As will be seen, though, the origin is determined by an arbitrary 
constraint that is employed in order to apply the model.   
In order to signify the natural unit and frame origin, superscripts are incorporated 
within person and item parameters to denote the SFR.  Accordingly, let 
) (sg
gn β  be the 
measure of person n of group g with respect to a unit  sg u  of a particular attribute, relative 49 
   
to an origin; that is,  sg
sg
gn
sg
gn u / b
) ( ) ( ≡ β .  Similarly, let 
) (sg
si δ  be the measure of item i of set s 
with respect to the same unit and origin; that is,  sg
sg
si
sg
si u / d
) ( ) ( ≡ δ . 
In the context of an EFR the model now takes the form 
()
()
) ( ) (
) ( ) (
exp 1
exp
} 1 Pr{
sg
si
sg
gn
sg
si
sg
gn
sign X
δ β
δ β
− +
−
= = .       ( 2 . 2 )    
Equation (2.2) is referred to as the Specified RM.  Within this function, the 
measure of any given person or item differs between separate frames of reference if the 
units or origins of those frames differ.  Consider, for example, two Specified Frames of 
Reference  12 F  and  11 F  for which  11 12 u 5 . 1 u =  and  11 12 c c = ; that is, for which the 
magnitude of the natural unit  12 u  is 1.5 times the magnitude of  11 u , and the origin is 
common.  It follows that, for a particular person n of group g, 
11
) 12 (
12
) 12 (
11
) 11 ( u 5 . 1 u u × ≡ ≡ gn gn gn β β β .  The numerical relationship between the parameters is 
therefore 
) 12 ( ) 11 ( 5 . 1 gn gn β β ≡ .  Given  11 u  is the smaller magnitude, it can be seen that the 
measure of a given person is larger when the unit is smaller and the origin is common.  
The natural unit thus plays a theoretical role in the present context as it does in a process 
of physical measurement such as the measurement of mass.  For example, if  ji m  is the 
difference between the masses of objects j and i, then  lb) 1 / m ( 2 . 2 kg) 1 / (m ji ji × ≅ .  
Equivalently, if  u / m
) u (
iji ij = ξ  is the measure of the difference between the masses with 
respect to u, the numerical relationship between the measures is 
) lb ( ) kg ( 2 . 2 ij ij ξ ξ ≅ . 
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2.2.1  The distinction between a natural and arbitrary unit 
To develop the foundation for making comparisons between the natural units 
associated with different frames of reference, it is necessary to introduce a unit whose 
magnitude is theoretically independent of any particular SFR.  As stated in the 
introduction to the dissertation, Andrich (2003) developed the theoretical distinction 
between a natural unit of an instrument and an arbitrary unit.   Although the unit 
considered here differs in formal respects from that considered by Andrich, the 
distinction is a fundamental one of general application, and is readily applied in this 
context.  The relationship between a natural and arbitrary unit is defined here as follows: 
u u sg sg η ≡         ( 2 . 3 )  
where  sg η  is a positive real number,  sg u  is the natural unit of the frame  sg F , and u is the 
arbitrary unit whose magnitude is independent of any SFR.  Thus,  u / usg sg = η  is the 
measure of the magnitude of the natural unit relative to the arbitrary unit.  The term 
natural unit conveys the theoretical connection between the unit and the empirical nature 
of the SFR in which comparisons occur.  As was explained in previous sections, 
) (
e sg 55 . 0 u
sg σ ≅  when the RM is applied within a single SFR.  Hence, the relative 
magnitude of the natural unit depends on the standard deviation of the magnitude of the 
errors,  in e , associated with person-item interactions within a particular SFR.  Observable 
manifestations of the natural unit are characterised in following sections. 
In an assessment context involving multiple frames of reference, the arbitrary unit 
can be defined in terms of a set of natural units.  One alternative is to define the arbitrary 51 
   
unit as a particular natural unit.  If this is done, the choice of natural unit is arbitrary.  
Alternatively, the arbitrary unit can be defined by imposing an arbitrary constraint on the 
measures of a set of natural units relative to the arbitrary unit.  Here, the latter alternative 
is employed, and the constraint imposed is 
1 ≡ ∏∏
sg
sg η .        ( 2 . 4 )  
The definition given in Equation (2.4) also provides a convenient constraint for 
estimation of the magnitudes of natural units associated with different frames of reference 
relative to the arbitrary unit, as is explicated in the simulation studies. 
Notice that in the special case in which a single SFR is considered, Equation (2.4) 
implies that the natural unit is equivalent to the arbitrary unit so there is, effectively, only 
an arbitrary unit.  To follow, the arbitrary unit serves as the common unit for the 
expression of the locations of persons, items, and origins. 
For the purpose of incorporating the arbitrary unit into the model, in the context of 
an EFR, it is necessary to define the parameter 
sg
sg u
u
≡ ρ ,         ( 2 . 5 )  
which is the ratio of the arbitrary unit u to the natural unit  sg u , or the number of natural 
units corresponding with the quantity u.  Notice Equations (2.4) and (2.5) imply also that 
∏∏ =
sg
sg 1 ρ . 
 
2.2.2  Magnitudes expressed in terms of a common unit and origin 
Before incorporating the arbitrary unit into the model, it is necessary to introduce 
some definitions to permit expression of locations in terms of the arbitrary unit and 52 
   
common origin; that is, to permit their expression on a common scale.  In the context of 
an EFR, differences between the natural units and frame origins of Specified Frames of 
Reference must both be taken into account in the definition of parameters, or measures. 
As a starting point, magnitudes of quantity are denoted, without reference to units, 
relative to an origin within a single SFR.  Following this, magnitudes are defined in terms 
of a common origin in the context of an EFR.  Lastly, magnitudes are defined in terms of 
parameters representing numbers of units, as a basis for incorporation into the model. 
The definitions of magnitudes of quantity relative to a specific origin within a 
given SFR were given earlier, and are repeated here for ease of reference.  They are: 
sg gn
sg
gn c b b
) ( − ≡   ;   a n d         ( 2 . 6 )  
  sg si
sg
si c d d
) ( − ≡ .         ( 2 . 7 )  
Next, the common origin in an EFR is defined as the quantity c.  Expressed in 
terms of the common origin, the magnitudes of attribute possessed by a person and item 
are defined as follows: 
   c b b
(*) − ≡ gn gn     ;   a n d         ( 2 . 8 )  
 c d d
(*) − ≡ si si .          ( 2 . 9 )  
From these definitions, it follows that: 
sg
sg
gn c c b b
(*)
gn
) ( − + ≡   ;   a n d         
sg si
sg
si c c d d
) ( − + ≡ .          
The objective is to express magnitudes relative to a common origin.  Accordingly, let 
c c c
(*) − ≡ sg sg  be the magnitude of the difference between the origin of  sg F  and the 53 
   
common origin.  Notice that 
(*)
sg c c c − ≡ − sg .  The preceding two equations therefore 
become: 
(*) (*) ) ( c b b sg gn
sg
gn − ≡ ;   a n d         ( 2 . 1 0 )  
(*) ) ( c d d sg si
sg
si − ≡ .         ( 2 . 1 1 )  
 Let 
(*) (*) c u sg sg c ≡  denote the origin of  sg F  expressed relative to the common origin in 
terms of the arbitrary unit u.  Also, let 
u u u
(*) (*) ) (
sg gn sg
sg
gn c − ≡ β β and       (2.12) 
u u u
(*) (*) ) (
sg si sg
sg
si c − ≡δ δ ,        ( 2 . 1 3 )  
where 
(*)
gn β  is the measure of person n of group g relative to the common origin expressed 
in terms of the arbitrary unit, and 
(*)
si δ  is the measure of item i of set s relative to the 
common origin expressed in terms of the arbitrary unit.  Since  sg sgu u ρ ≡ , it follows 
that: 
sg
(*)
sg
(*) ) ( u u u sg sg sg gn sg
sg
gn c ρ ρ β β × − × ≡ ;   a n d       
sg
(*)
sg
(*) ) ( u u u sg sg sg si sg
sg
si c ρ ρ δ δ × − × ≡ .        
The relationships between the parameters are thus as follows: 
( )
(*) (*) ) (
sg gn sg
sg
gn c − ≡ β ρ β ;   a n d        ( 2 . 1 4 )  
  ( )
(*) (*) ) (
sg si sg
sg
si c − ≡ δ ρ δ .        ( 2 . 1 5 )  
Notice that, as expected, these equations display the same structure as that of the formula 
used to translate degrees Fahrenheit to Celsius,  ( ) 32 9 / 5
o o − = F C , in which context 
there also exist differences between both the units and origins of the metrics. 54 
   
The relationship between scales obtained from application of the Specified RM 
within different frames of reference is shown by way of example in Figure 2.1.  In this 
figure, a common scale is shown in relation to scales obtained from two Specified Frames 
of Reference.  Note that locations with equivalent vertical position on the different scales 
map to one another. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1: An example of a common scale with common origin and arbitrary unit, 
and its relation to scales obtained from two Specified Frames of Reference 
 
A common scale is represented in the centre of Figure 2.1, while scales obtained from 
two frames,  11 F  and  21 F , appear to the left and right respectively.  The ratio  21 11 u / u  is 
equal to 0.5, the product  u) / u ( ) u / (u 21 11 ×  is 1, and  0
(*) = sg c . 
 
Where the natural unit and frame origin of a particular SFR differ from that of the 
common scale, it will generally be the case that 
(*) ) (
gn
sg
gn β β ≠  and 
(*) ) (
si
sg
si δ δ ≠ .  Thus, the 
same person or item has a different measure, depending upon the magnitude of the 
u
11 u
21 u 0
0
0
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) 11 ( u gn β
u
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natural unit and location of the frame origin, just as a particular object has a different 
measure in Celsius and Fahrenheit. 
 
2.2.3  Determination of the origin of a SFR via an arbitrary constraint 
An arbitrary constraint must be imposed upon application of the RM as a choice 
of origin in order to estimate person and item locations.  It can be seen from Equation 
(2.15) that  ( ) ∑ ∑
∈ ∈
− =
s i
sg si sg
s i
sg
si c
(*) (*) ) ( δ ρ δ .  With the constraint ∑
∈
=
s i
sg
si 0
) ( δ , which is 
typically employed, it therefore follows that 
( ) ∑
∈
− =
s i
sg si sg c
(*) (*) 0 δ ρ  
(*) (*)
sg s c = ⇒δ ,          ( 2 . 1 6 )  
where 
(*)
s δ  is the mean of the locations of items in set s expressed in relation to a 
common unit and common origin; that is, on a common scale. Therefore, when the 
specified constraint is imposed within a given SFR, 
(*)
s δ  is the resulting location of the 
origin of  sg F  on a common scale.  Note that the term frame origin is used to follow as 
short hand to refer to 
(*)
sg c , which is, in more precise terms, the measure of  sg c  relative to 
the arbitrary unit and common origin; that is,  u / c
(*) (*)
sg sg c ≡ . 
As with the arbitrary unit, in an assessment context involving multiple frames of 
reference, the common origin can be defined in terms of a set of frame origins, either by 
choosing a particular origin as the common origin or by imposing an arbitrary constraint 
on the frame origins as a set.  The latter alternative is again chosen here, and the 
constraint employed is  0
(*) ≡ sg c . 56 
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With the preceding definitions, it is now possible to derive a general form of 
Rasch’s measuring function for dichotomous data from the Specified RM, in which the 
locations of persons and items within different Specified Frames of Reference are defined 
in terms of a common scale; i.e. in terms of a common arbitrary unit and common origin.  
Noting from Equations (2.14) and (2.15) that  ( )
(*) (*) ) ( ) (
si gn sg
sg
si
sg
gn δ β ρ δ β − = − , the model 
takes the form 
( ) ( )
() ()
(*) (*)
(*) (*)
exp 1
exp
} 1 Pr{
si gn sg
si gn sg
sign X
δ β ρ
δ β ρ
− +
−
= = .      ( 2 . 1 7 )  
 
Equation (2.17) is referred to as the EFRM.  The EFRM possesses the same structure as 
Rasch’s general form of a measuring function for dichotomous data, Equation (1.3), 
where  1 = γ .  It will be shown that, with the definitions provided in the preceding section, 
the EFRM provides a theoretical foundation for estimation of person and item locations 
on a common scale, based on the response data obtained within two or more compatible 
frames of reference. 
Now, empirical features of the SFR, and only such features, influence the 
magnitude of the natural unit, and these features are treated as a given once an experiment 
has been conducted.  Accordingly, the magnitude of the natural unit is also treated as a 
given, but unknown, within any particular SFR.  The objective, however, is to estimate 
magnitudes relative to a common arbitrary unit, the magnitude of which is independent of 
the empirical features of any particular SFR.  It is instructive to show, therefore, that the 
EFRM preserves relationships between probabilities and the ratios of differences to a 57 
   
natural unit within any given SFR, whilst enabling expression of locations in terms of an 
arbitrary unit. 
Within a particular SFR, the probability of a given response is a function of the 
ratio  sg sg gn u / ) d (b − , irrespective of the origin.  Since  u u d b
(*) (*)
si gn sg gn δ β − ≡ −  and 
sg sg ρ / u u ≡ , this ratio is equal to 
()
()
( )
u
u u
u/
u u
(*) (*) (*) (*)
si gn sg
sg
si gn δ β ρ
ρ
δ β −
=
−
. 
 
Therefore, Equation (2.1) is equivalent to 
  
( )
()
⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛ −
+
⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛ −
= =
u
u u
exp 1
u
u u
exp
} 1 Pr{
(*) (*)
(*) (*)
si gn sg
si gn sg
sign X
δ β ρ
δ β ρ
,      ( 2 . 1 8 )  
 
which is the EFRM with the arbitrary unit explicit.  Hence, the hypothesised relation, 
between the probability of a given response and the ratio of the difference between 
person and item locations to the natural unit, is preserved within any particular SFR while 
expressing locations in terms of a common unit and origin. 
Lastly, it should be noted that it is also possible to incorporate the frame origin, 
expressed in terms of the common unit and origin, within the EFRM whilst preserving 
the relation, as follows: 
( )
()
⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛ − − −
+
⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛ − − −
= =
u
u) u ( u) u (
exp 1
u
u) u ( u) u (
exp
} 1 Pr{
(*) (*) (*) (*)
(*) (*) (*) (*)
sg si sg gn sg
sg si sg gn sg
sign
c c
c c
X
δ β ρ
δ β ρ
.   (2.19) 
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2.3.1  The relationship between the slope of the ICC and the natural unit 
An ICC shows the probability of the discrete outcome  1 = sign X  for item i of set s 
as a function of person location.  In general, the slope of the ICC, relative to a common 
unit and origin, is steeper for any given probability when the parameter  sg ρ  assumes a 
greater magnitude.  Figure 2.2 shows the ICCs of each of three items within each of two 
Specified Frames of Reference, for which  1 11 = ρ  and  5 . 1 12 = ρ .  The locations of the 
items are  1.5
(*)
11 − = δ , 0
(*)
12 = δ , and  1.5
(*)
13 = δ , expressed in terms of a common arbitrary 
unit and common origin. 
 
 
 
 
 
 
 
 
Figure 2.2: ICCs for three items within each of two 
Specified Frames of Reference, F11 and F12, as shown in legend 
 
As indicated in Chapter 1, the separation of the person and item parameters of the RM 
within a single SFR entails parallel ICCs (Rasch, 1961; Andersen, 1977).  Hence, within 
a given SFR, the requirement of invariant comparison embodied within the structure of 
the RM entails parallel ICCs.  Notice that given the structure of the EFRM the slopes of 
ICCs  within any particular SFR remain parallel, while the slopes may vary between 
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Specified Frames of Reference.  Thus, the Principle of Invariant Comparison is 
theoretically preserved within each SFR.  In the following section, it is shown that the 
EFRM and associated definitions provide a theoretical foundation for extending the 
domain of the principle as a basis for making an invariant comparison  between the 
natural units of a given pair of Specified Frames of Reference. 
Recall from Equation (2.5) that  sg sg u / u ≡ ρ .  The implication is that the natural 
unit and slope of the ICC are co-defined.  Consequently, the natural unit of a particular 
SFR and the slope of ICCs within that SFR are, theoretically, manifestations of the same 
empirical features or phenomena.  It is stressed that given the form of the EFRM,  sg ρ  is 
inherently defined in terms of the interaction of a set of items and group of persons.  
Thus, the slope of the ICC is not hypothesised to reflect characteristics of items alone.  
Rather, by definition it theoretically reflects the interaction of a particular set of items and 
group of persons and therefore, potentially, empirical characteristics of both items and 
persons.  Indeed, other features of the SFR including the circumstances of the interaction 
between persons and items, such as available time, preparation, and environmental 
conditions, may also influence the slope of ICCs.  When this is the case, ρ  should be 
specified with respect to such features, as will be outlined shortly. 
 
2.3.2 Discrimination 
The equation  sg sg u / u ≡ ρ  represents a formal and general definition of frame 
discrimination.  According to this definition, discrimination is measurable, for it is 
defined as a ratio between two magnitudes.  Specifically, discrimination is defined as the 
ratio between an arbitrary unit and the natural unit of a SFR.  The parameter  sg ρ  60 
   
therefore characterises the degree of discrimination associated with the experimental 
frame  sg F .  Accordingly,  sg ρ  is referred to in following chapters as frame discrimination.  
It is stressed, though, that in any particular empirical context, the proposition that 
discrimination is quantitative is a scientific hypothesis.  Hence, the definition 
sg sg u / u ≡ ρ  can be regarded as a formal statement of hypothesis when applied in a 
particular empirical context. 
This definition of discrimination is congruent with the classical theory of 
measurement and is, accordingly, readily translated to physics.  Consider, for example, 
two frames  1 F  and  2 F  within which masses are measured to the precision of 1mg and 
10mg respectively.  It follows that  10 mg / mg 10 / 2 1 = = ρ ρ .  Hence, the discrimination 
obtained within  1 F  is 10 times that obtained within  2 F .  Choosing the mass 5mg as an 
arbitrary unit, the discrimination of  1 F  is  5 mg 1 / mg 5 2 = = ρ  and the discrimination of 
2 F  is  5 . 0 mg 10 / mg 5 2 = = ρ , each of which is a measure of discrimination.  Notice that 
discrimination cannot be defined unless a comparison between units is implied and hence 
the distinction between an arbitrary and natural unit is implied. 
The distinction between the natural and arbitrary units is forced when more than a 
single instrument or observational frame of reference is considered, as observed by 
Andrich (2003).  Andrich makes the distinction in terms of a model referred to as the 
Measurement Poisson (MP), and explores in depth the consequences of the distinction.  
Explicit recognition is given to uncertainty in the measurement process, as is captured in 
the following statement: 
…the uncertainty in measurement in the present case is the manifestation of the 
constellation of the many factors that leads independently repeated measurements to 61 
   
differ in their values and hence to there being a distribution of measurements  (Andrich, 
2003, p. 562). 
The concept of discrimination is closely related to the concept of precision.  By 
examining the implications of the distinction between the natural and arbitrary units, in 
terms of precision and consistency  of measurements, Andrich (2003) provides a 
substantial and important insight into the role of the natural unit, and hence 
discrimination, in measurement.  Specifically, the natural unit 
… characterises the distribution of potential locations on the continuum …. As this unit 
becomes smaller, the variance of replicated measurements relative to the arbitrary unit 
becomes smaller, showing that, as expected, the precision of measurement increases.   
However, the variance of measurement in the unit integral to the instrument then 
becomes greater, showing that, perhaps unexpectedly, there is less consistency in 
measurements in a smaller unit that gives greater precision than in a larger unit that gives 
less precision (Andrich, 2003, pp. 557-8). 
Recall that a  measurement is defined as an estimate of a measure.  In the situation 
considered by Andrich, therefore, the natural unit characterises the potential locations of 
estimates. 
It should be noted that given the form of the RM considered in the present work, 
the potential number of total scores for persons is finite and so the potential number of 
person estimates is finite.  In the present situation, therefore, precision depends on both 
discrimination and targeting, whereas targeting ceases to be an issue in the situation 
considered by Andrich (2003) because an unlimited number of thresholds is assumed.  
Nevertheless, although the distinction between the arbitrary and natural units is examined 
here from a different perspective and starting point, the present work is complementary to 62 
   
Andrich’s examination.  Indeed, various consequences of the distinction are closely 
echoed in the present context.  Detailed exposition is, however, left for another occasion. 
 
2.3.3  The relationship between discrimination and person-item interaction 
error 
 
In terms of the error arising upon interaction between persons and items in 
Equation (1.9), 
) (
e 55 . 0 / u
sg
sg σ ρ ≅ .  Consequently, the discrimination of a particular 
frame  sg F  is greater when the standard deviation of 
g) ( e
s
in  is smaller.  Analogously, in 
terms of the prototype example of measurement, in Figures 1.4 and 1.5, the shaded area 
under the curve to the right of 0 represents the probability of a correct response.   The 
figures show the probability only for one specific difference.  However, it is readily seen 
that if this difference were to increase, the result would be an increase in the highlighted 
area under the graph, and therefore an increase in the probability of a correct response.  It 
is evident from a comparison of the figures that an equivalent increase in the difference 
i j m m −  would result in a greater increase in the probability for the graph shown in 
Figure 1.4 than for that shown in Figure 1.5.  This is because the magnitude of standard 
deviation of 
) 1 ( e ji  was defined to be less than the magnitude of the standard deviation of 
) 2 ( e ji .  The rate of change of the area is reflected in the slope of ICCs within the SFR. 
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2.4  Extending the domain of Principle of Invariant Comparison 
 
2.4.1  The comparison of natural units 
It was seen earlier that in the context of an EFR the magnitude of the natural unit 
is a multiple of the magnitude of the arbitrary unit.  It should also be evident that the 
magnitude of one natural unit may be expressed as a ratio to another, provided both are 
quantities of a common attribute.  It is now shown that it is possible to estimate such 
ratios in a manner that incorporates, and therefore extends, the Principle of Invariant 
Comparison. 
Firstly, notice it follows from Equation (2.15) that 
()
()
(*) (*)
(*) (*) (*) (*)
) (
sg s sg
s
sg s
s i
si sg
s
s i
sg si sg
sg
s c
I
c I
I
c
− =
⎟
⎠
⎞
⎜
⎝
⎛
−
=
−
=
∑ ∑
∈ ∈ δ ρ
δ ρ δ ρ
δ  (2.20) 
 
where as before,  s I is the number of items contained within set s.  Thus, the difference 
between the location of an item and the mean location of items in set s is as follows: 
  ( ) ) ( ) (
(*) (*) (*) (*) ) ( ) (
sg s sg si sg
sg
s
sg
si c c − − − = − δ δ ρ δ δ  
 
  ( )
(*) (*) ) ( ) (
s si sg
sg
s
sg
si δ δ ρ δ δ − = − ⇒ .       ( 2 . 2 1 )  
 
The theoretical foundation is now in place for comparing compatible Specified 
Frames of Reference with respect to the magnitudes of their natural units.  Consider, for 
example, the natural units associated with two frames  sg F  and  sh F , which contain a 
common set of items s.  From Equation (2.21), the magnitudes of these units can in 
principle be compared as follows: 
  ( )
() sh
sg
s si sh
s si sg
sh
s
sh
si
sg
s
sg
si
ρ
ρ
δ δ ρ
δ δ ρ
δ δ
δ δ
=
−
−
=
−
−
(*) (*)
(*) (*)
) ( ) (
) ( ) (
.      ( 2 . 2 2 )  64 
   
Since sg sg u / u ≡ ρ , it follows also that 
sg
sh
sh
sg
sh
s
sh
si
sg
s
sg
si
u
u
u / u
u / u
) ( ) (
) ( ) (
= =
−
−
δ δ
δ δ
.       ( 2 . 2 3 )  
 
Because Equation (2.23) holds for any i, the ratio  sg sh u : u  is theoretically the same 
irrespective of which particular item is considered.  The difference ( )
(*) (*)
s si δ δ −  is 
eliminated in the comparison.  The requirement embodied within Equation (2.23) can be 
stated in terms directly analogous to those used by Rasch (1961) as follows: 
A comparison between the natural units of two frames of reference should be 
independent of which particular difference between locations was instrumental for the 
comparison; and independent of which other natural units were or might have been 
compared. 
When the usual constraint  0
) ( =
sg
s δ  is applied within both Specified Frames of 
Reference, Equation (2.23) implies  sg sh
sh
si
sg
si u : u :
) ( ) ( = δ δ .  Tying this result in with units 
of physical quantity, notice the same method could be used to compare the units of two 
instruments, such as two balance scales.  Say, for example, that an object was measured 
with instruments whose units are the milligram and gram respectively, to yield 
measurements of 1000mg and 1g.  Consistent with the result obtained here, the ratio 
1000:1 is equal to the ratio 1g:1mg.  Indeed, the milligram and gram constitute examples 
of natural units that are integral to specific instruments given the empirical structure and 
characteristics of those instruments (Andrich, 2003). 
 65 
   
2.4.2  Further extension of the domain of the principle 
As represented in Figure 1.1, responses lie at the centre of the two-way frame of 
reference, and are governed by the characteristics of both items and persons.  In the same 
way that a distinction is made between persons and items in relation to the principal 
attribute or trait, such as reading ability, so a distinction can be made between them in 
relation to discrimination if appropriate.  Accordingly, the terms Item Set Discrimination 
(ISD) and Person Group Discrimination (PGD) refer to the respective, partial influences 
of sets of items and groups of persons on the degree of discrimination within a SFR, and 
therefore on the magnitude of the natural unit. 
It is possible to formalise the concepts of ISD and PGD in a manner that 
incorporates, and further extends, the Principle of Invariant Comparison.  This achieved 
by defining the discrimination obtained within a SFR as the product of ISD and PGD.  
That is, 
g s sg ϕ α ρ = ,         ( 2 . 2 4 )  
 
where  s α  is the ISD of items within set s, and  g ϕ  is the PGD of persons within group g.  
Given this definition, the EFRM then takes the form 
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Now, in addition to invariance of discrimination to the magnitudes of differences, 
invariance of comparisons of ISD across person groups, and PGD across item sets, is 
embodied within the EFRM.  This twofold invariance is formally expressed with two 
equations, as follow: 66 
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The requirements embodied in Equations (2.25) and (2.26) can also be described 
in terms analogous to those used by Rasch (1961), as follows: 
•  A comparison between the discriminations of two item sets should be 
independent of which particular differences between person locations were 
instrumental to the comparison, and independent of which other discriminations 
were or might have been compared. 
•  Symmetrically, a comparison between the discriminations of two groups of 
persons should be independent of which particular differences between item 
locations were instrumental to the comparison, and independent of which other 
discriminations were or might have been compared. 
•  Further, comparisons between Item Set Discriminations should also be 
independent of the particular groups instrumental to the comparison.   
Symmetrically, comparisons between Person Group Discriminations should be 
independent of the particular item sets instrumental to the comparison. 
 
2.4.3  A general conceptualisation of discrimination 
Item sets and person groups constitute fundamental features of a SFR that may 
reasonably be expected to influence discrimination.  However, other features of the SFR 
also influence discrimination.  Indeed, while parameterisation of item sets and person 
groups is formalised above, more precisely specific characteristics of these sets and 67 
   
groups are hypothesised to influence discrimination, and these characteristics form the 
basis for categorisation.  In turn, since persons and items comprise elements of the SFR, 
these characteristics also belong to the SFR itself.  
Thus, more generally, let k  and  l be characteristics of Specified Frames of 
Reference that comprise an EFR, each of which can be classified: i.e.  K k ,..., 1 =  and 
L l ,..., 1 = .  Defining  l k kl φ φ ρ ≡ , the EFRM can be stated in terms of any such 
characteristics or attributes including experimental conditions and, where appropriate, 
judge or rater characteristics.  In these terms, the parameterisation of ISD and PGD 
constitutes a particular case in which characteristics of the SFR pertain specifically to 
item sets and person groups. 
It is worth noting here that in the 2PLM, discrimination is parameterised for each 
item.  The 2PLM therefore represents a special case of the EFRM in which each item 
defines a separate frame of reference.  The problem with such an approach is that it is not 
possible to obtain measurements within experimental frames of reference, so defined, in a 
manner that is congruent with the definition of measurement in physics.  That is, it is not 
possible to obtain measurements based on single items.   Nonetheless, because 
discrimination is reflected in the slope of the ICC, the possibility suggests itself that some 
items could be parameterised individually provided other frames of reference comprise 
sets of items.  For example, if abilities are estimated on the basis of a SFR comprising 
several items, it may be possible to estimate the discrimination of a single item using this 
information.  This possibility is discussed further in Chapter 5. 
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2.5.1  Comparing natural units based on all members of a set of items or 
group of persons 
 
Returning to the objective of maintaining a common arbitrary unit across frames 
of reference, it is necessary to identify the theoretical basis for estimation of the relative 
magnitudes of natural units.  A comparison between natural units is theoretically given in 
terms of all members of a set of common items.  From Equation (2.21) it follows, for 
example, that 
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Thus, an estimate of the ratio of one natural unit to another is obtained from the ratio of 
the standard deviation of the item estimates obtained from one SFR to the standard 
deviation of the item estimates, for the same set of items, obtained from a second SFR. 
The formal symmetry of the model means the same approach can be used to 
compare the magnitudes of natural units based on the estimated locations of common 
persons obtained within two different frames of reference.  For example, the comparison 
between the natural units of the frames  sg F  and  tg F  is given by 
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However, empirical asymmetry arises from the fact that each person interacts with 
relatively few items, and this renders person estimates less precise than item estimates.  69 
   
As a result, comparison of natural units is somewhat more difficult when common 
persons are instrumental to the comparison.  Two issues need to be considered in this 
regard; measurement error and its effect on the variance of person estimates, and bias of 
the person estimates.  These issues become relevant later in the context of the simulation 
and empirical studies. 
Of relevance to these issues, the software used to conduct estimations based on 
the RM in following chapters is RUMM2020 (Andrich, Sheridan, & Luo, 1997-2003), 
which produces a Weighted Likelihood Estimate (WLE) for each person location.   
Weighted Likelihood Estimation reduces the effects of bias on ability estimates (Luo & 
Andrich, 2004; Wang & Wang, 2001; Samejima, 1993; Warm, 1989). 
Also of relevance, note that in order to reduce the effects of measurement error on 
the estimated standard deviation of the person locations, the mean squared standard error 
can also be subtracted from the variance of the WLEs (Andrich, 1982) as follows: 
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where  ) ( ˆ sg
g β σ is the estimated standard deviation of the abilities 
) (sg
gn β , 
) ( ˆ sg
gn β  is the WLE 
for person n of group g derived from analysis of  sg X , and  ) ( ˆ ˆ sg
gn β σ is the standard error of 
the same estimate. 
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2.5.2  Estimation of ISD and PGD 
In order to estimate ISD and PGD jointly, arbitrary constraints must be employed 
since only contrasts, in the form of ratios or differences, are available.  The constraints 
used in following chapters are: 
1 = ∏
s
s α ;     a n d           ( 2 . 3 0 )  
 
1 = ∏
g
g ϕ .          ( 2 . 3 1 )  
 
As an example, the estimate of the ratio of discriminations of two groups can be 
obtained based on the equation 
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A matrix of log ratios of standard deviations is used as a basis for computing 
estimates of ISD and PGD in both the simulation and empirical studies.  Appendix IV 
provides an outline of the method that is employed, using estimation of PGD by way of 
an example for illustrative purposes. 
 
2.5.3  Comparisons between the origins of frames of reference 
Just as it is possible to compare natural units, it is also possible to compare frame 
origins where specified frames contain common elements, whether persons or items.  The 
independence of the mean and standard deviation give the desirable result that 
comparisons between origins are independent of comparisons between units.  However, 
natural units must be compared before differences between the locations of frame origins 
can be estimated in terms of a common arbitrary unit. 71 
   
From Equation (2.15) it follows that 
(*) (*) ) ( / sg si sg
sg
si c − =δ ρ δ , and therefore also that 
(*) (*) ) ( / sg s sg
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s c − =δ ρ δ .  Considering once again the Specified Frames of Reference 
sg F and  sh F , which contain a common set of items s, the frame origins can be compared 
as follows: 
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Recall that  0
(*) ≡ sg c .  Given this constraint, each 
(*)
sg c  can be estimated based on a matrix 
of pairwise differences using an appropriate method of estimation, as explicated in the 
simulation studies and empirical investigations. 
It is worth noting here that when  sh sg ρ ρ = , from Equation (2.4) each is 
effectively specified to be 1. If the origin obtained from  sg F  is taken to be the common 
origin, Equation (2.33) then specialises to that typically used for common item equating; 
sg sh
sh
s
sg
s t a = −
) ( ) ( δ δ , where 
(*) (*)
sg sh sg sh c c t − = a  is a constant used to translate locations 
obtained from  sh F  onto the scale obtained within  sg F .  Equating in this manner is referred 
to within this dissertation as single frame of reference equating, to reflect the inherent 
assumption of a single SFR.  As will be seen, this terminology will prove useful in 
Chapter 4. 
Lastly, considering two frames  sg F  and  tg F , which contain a common group of 
persons, the comparison between the locations of the frame origins is as follows: 
( ) ( )
(*) (*) ) ( ) ( / / sg tg tg
tg
g sg
sg
g c c − = − ρ β ρ β .       ( 2 . 3 4 )  
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2.5.4  Maintaining a common unit and origin in an EFR 
The Specified RM can be applied separately within each SFR to obtain estimates 
of 
) (sg
gn β and 
) (sg
si δ ; that is, to obtain estimates relative to the natural unit and frame origin 
of each SFR.  The commonality of persons or items between Specified Frames of 
Reference then provides a basis for comparing units and origins, as shown in theoretical 
terms in preceding sections.  Once the  sg ρ  and 
(*)
sg c ,  S s ,..., 1 = ,  G g ,..., 1 =  have been 
estimated relative to each other given the relevant constraints, person and item locations 
can be expressed on a common scale.  The following formulae provide the basis for doing 
so: 
(*)
) (
(*)
sg
sg
sg
gn
gn c + ≡
ρ
β
β   ;   a n d        ( 2 . 3 5 )  
 
(*)
) (
(*)
sg
sg
sg
si
si c + ≡
ρ
δ
δ   .         ( 2 . 3 6 )  
 
Thus, it can be seen the value of  sg ρ  determines the unit in terms of which the 
locations of persons, items, and frame origins are expressed, providing a basis for 
maintaining a common unit and origin. 
The central objective has therefore been achieved.  A theoretical basis has been 
identified for maintaining a common unit and origin in the context of multiple Specified 
Frames of Reference: a basis that is both congruent with classical theory of measurement 
and with the Principle of Invariant Comparison. 
Methods of application of the EFRM have been indicated by the derivation of the 
model from the RM given the underlying definitions.  It has also been suggested that the 
approach entails quantitative hypotheses that are in principle open to empirical tests.  In 73 
   
the next chapter, the utility of the approach is illustrated via application of the EFRM to 
the analysis of simulated response data. 74 
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3.1.1 Introduction 
As stated in the introduction to the dissertation, the purpose of the simulation 
studies is twofold.  Firstly, and most importantly, the studies illustrate the manner in 
which the EFRM can be applied in order to maintain a common unit and origin in 
contexts involving multiple frames of reference which have different natural units or, in 
other terms, different levels of frame discrimination.  In so doing, the studies show that 
the EFRM meets the stated criteria: i.e. that it is congruent with the classical theory of 
measurement and with the Principle of Invariant Comparison.  Second, the studies 
illustrate that the hypotheses described in Chapter 2 are, in principle, open to empirical 
tests.  In doing so, they also provide a context in which to characterise key features of the 
EFRM and to identify some of the most fundamental issues that arise upon its 
application. 
Simulations are valuable for establishing that results accord with theory.  For 
example, simulation studies are useful for evaluating the effectiveness of estimation 
methods to recover known values of parameters.  Simulations are also important for 75 
   
evaluating the utility of tests of fit, and sensitivity of tests of fit to specific violations of 
models.  While important, such investigations are generally beyond the scope of the 
current work other than as issues that relate to the central objective of developing a 
general framework for maintaining a common unit and origin.  Similarly, although brief 
descriptions of some tests of fit are provided in this chapter, a detailed account of the 
theory underlying such tests of fit is beyond the scope of the dissertation. 
 
3.1.2  Overview of the simulation studies 
Three sets of response data are simulated, as follows: 
(1) PGD varies across four person groups and is uniform within each group.  ISD is 
uniform across all items.  Data are therefore contained within four frames of 
reference defined by person groups. 
(2) ISD varies across four item sets and is uniform within each set.  PGD is uniform 
across all persons.  Data are therefore contained within four frames of reference 
defined by item sets. 
(3) ISD varies across three sets, and PGD varies across three groups, in a two-way 
interaction.  ISD is uniform within each set, and PGD is uniform within each 
group.  Data are therefore contained within nine frames of reference defined by 
interactions between item sets and person groups. 
 
Simulations are restricted to dichotomous data in all cases in accordance with the general 
focus of the dissertation.  The software used to simulate data was SimsRasch (Andrich & 
Luo, 1997-2000) which allows specification of  sg ρ . 76 
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3.2.1  Overview 
This chapter focuses on the following key lines of evidence within each of the 
studies: 
(i)  Results showing the effects of differences between natural units on person and 
item locations in standard analyses of the data based on the RM; 
(ii)  Evidence that discrimination parameters can be estimated by applying the 
EFRM, which in turn implies that the relative magnitudes of natural units of 
different Specified Frames of Reference can be estimated; 
(iii)  Evidence that a common unit and origin have been effectively maintained 
subsequent to the comparison between natural units and application of the 
EFRM; 
(iv)  Evidence for invariance of discrimination across levels of the principal 
attribute; and 
(v)  Results showing improved fit to the EFRM compared with the RM. 
 
Regarding the last line of evidence listed above, where differences between 
natural units exist, global tests of fit should indicate that the data accord with the EFRM 
better than the RM.  The reason for this is that the slopes of ICCs differ within separate 
frames of reference, as illustrated in Figure 2.2.  It will be recalled that frame 
discrimination is co-defined in terms of the natural within the equation  sg sg u / u ≡ ρ .  
Provided person and item locations are expressed in terms of a common unit and origin, 
expected values can be generated based on the EFRM utilising information about frame 77 
   
discriminations,  sg ρ .  Improvement in the level of fit is expected if application of EFRM 
effectively accounts for differences between frame discriminations.  For this reason, tests 
of fit to the EFRM are compared with tests of fit to the standard form of the RM.   The 
results of such comparisons constitute a key criterion for gauging the effectiveness with 
which the EFRM has been applied. 
It is important to note at the outset of this chapter that, in keeping with the 
previous chapters, the RM in its standard form entails the hypothesis that response data 
are contained within a single SFR, the unit of which has a uniform magnitude across 
interactions between persons and items contained within the frame.  In contrast, the 
EFRM inherently entails the hypothesis that response data are contained within multiple 
Specified Frames of Reference, the units of which have different magnitudes.  Thus, in 
this chapter, reference to the RM in tables and figures serves as short hand to indicate that 
response data have been analysed in a manner implicated by the hypothesis that response 
data are contained within a single SFR. 
 
3.2.2  Comments on the methods of data interrogation 
The use of the tests to be described should not be taken to imply that the tests are 
sufficient for making quantitative inferences.  The results of the tests, and of visual 
inspection of ICCs, are taken as indicators.  Nonetheless, the tests are valuable for 
characterising some of the features of the EFRM and the structure of data that it entails. 
It is worth noting that while the capacity of tests of fit to confirm quantitative 
structure is vital, a balance must be sought between the stringency and diagnostic worth 
of methods.  In the early stages of discovering quantitative structure, it is unlikely data 
will pass the most stringent tests (Kuhn, 1961).  Progress will not be made if attempts are 78 
   
abandoned entirely because of failure to pass the most stringent of tests.  On the other 
hand, tests must be reasonably indicative of the failure of data to display quantitative 
structure, otherwise endeavours may be misguided to the point that they are fruitless.  An 
important feature of tests of fit is that they serve a diagnostic purpose.  Where data misfit 
the model in relatively subtle ways, it is often possible to gain insights from tests and 
graphical information about the sources of misfit; hence to identify sources of anomalies. 
It is also noted that prior knowledge of the groupings of items and persons means 
that the situations studied in these simulation studies are potentially different from some 
situations encountered in the analysis of real data sets.  In the context of simulation 
studies, the manner in which frames should be specified is necessarily known, whereas in 
empirical investigations it is not always the case that an a priori basis for specification of 
frames will be available and known.  While simulations are potentially different from 
some empirical contexts, a key point is that the theory developed in this dissertation 
makes it possible to test hypotheses by specifying frames of reference with respect to 
characteristics thought to influence the magnitude of the natural unit. 
 
3.2.3  Invariance of discrimination across levels of the variable 
In keeping with Chapter 2, it is of central importance to demonstrate that it is 
possible to extend the domain of application of Rasch’s Principle of Invariant 
Comparison to the comparison of frame discriminations, and therefore natural units, in a 
manner consistent with the classical theory of measurement.  Recall, for example, that 
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This relationship implies that when a scatterplot is drawn of item locations 
obtained from separate frames of reference, the locations should follow a straight line 
whose slope is equal to the ratio of discriminations.  Such a plot therefore provides a 
basis for evaluating the invariance of discrimination across levels of the principal 
attribute.  A closely related method used in this chapter is to transform estimates so that 
they are expressed relative to a common unit and origin, and then to evaluate whether 
locations are invariant by ascertaining whether differences between locations across 
Specified Frames of Reference are within expected limits implied by the standard errors 
of estimates.  In the case of item estimates, this method involves comparison of the Root 
Mean Squared Difference (RMSD) between simulated and estimated locations with the 
Root Mean Squared Error (RMSE) of the same items.  Similarly, in graphical terms, after 
expressing estimates obtained from two frames in terms of a common unit and origin, 
scatterplots should show accordance of data points with the identity line. 
 
3.2.3  Global evaluation of fit of data to the RM and EFRM 
Two statistical methods will be employed in order to evaluate the fit of data to the 
RM and EFRM.  The first of the tests involves use of the Pearson statistic, and the second 
involves use of standardised residuals.  For the EFRM, fit of data to the model is 
evaluated after estimating discrimination parameters and maintaining a common unit and 
origin across different Specified Frames of Reference. 
 
Approximate Chi-square test of fit 
Approximate Chi-square tests of fit involve grouping persons into Class Intervals 
(CIs) based on ability estimates, and subsequent calculation of the Pearson statistic.   The 80 
   
objective of the tests is to compare observed and expected scores across CIs for each 
item.   Expected scores are computed on the basis of person and item estimates and, in the 
case of the EFRM, also discrimination estimates.  In the case of the dichotomous RM and 
EFRM, expected scores are probabilities of success on each item for persons within a 
given CI.  Global tests of fit of data to the model can be conducted by computing the 
Pearson statistic across all items and CIs. 
As a basis for conducting this test, firstly a random variable is defined which can 
take on a range of possible values  m t t t ,..., , 2 1 , with estimated probabilities of each 
outcome  m π π π ˆ ,..., ˆ , ˆ 2 1  given ML estimation of relevant parameters.  Then,  i n  is the 
number of a set of observations  } ,..., 1 , { n j x j =  that are observed to be  m k tk ,..., 1 , = .  
The Pearson statistic is constructed according to 
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However,  κ
2 is used instead of χ
2 to indicate the statistic is constructed as an 
approximation of χ
2 and used as an order statistic, without claiming it is χ
2 distributed.  
When only two categories are considered, it is readily shown that Equation (3.2) 
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In order to employ this statistic to test the fit of data to the models, CIs are formed 
by ordering persons in terms of ability estimates then dividing the persons into groups of 
relatively equal sizes.  The mean ability is used to estimate the probability of success on 81 
   
an item for a particular CI based on either the RM or the EFRM
1.  The Pearson statistic is 
then defined as 
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where  iv n1  is the number of persons in CI v for which  1 = in X ,  iv 1 ˆ π  is the estimated 
probability of success for persons within CI v on item i, and V is the number of CIs.  
Here, the statistic is treated as having approximately  ) 1 )( 1 ( − − V I  associated degrees of 
freedom (df), where I is the number of items.  A detailed account and development of the 
use of Pearson-type tests and other tests in the context of the RM is provided in Verhelst 
& Glas (1995b). 
 
Fit residuals 
The standardised person-item residual associated with an individual response is 
defined for the RM, in the case of dichotomous response data, as follows: 
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The 
2
in z  are treated as approximately squared standardised normal deviates (for example, 
Andrich, 1988).  Because the degrees of freedom associated with a data matrix of I items 
by N persons is () ( ) 1 1 − − N I , and because there are  I N ×  responses, the degrees of 
freedom for each element may be approximated by 
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1  Note that the probability could also be calculated based on sums of expected scores across individuals to 
arrive at more precise expected values for persons within a given CI. 82 
   
In order to obtain an index of fit on this basis, the standardised sum of the squared 
residuals can be formed, which is referred to as a fit residual.  This approach may be used 
across a matrix of responses, or across response vectors associated with either a single 
item or single person.  The fit residual is defined here, generally, as 
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As Andrich (1988) explicates in terms of an example response set, a large negative fit 
residual implies that response data are closer to a Guttman structure (Guttman, 1950, 
1954) than expected, while a large positive residual implies a response pattern that is 
more erratic than expected.  It is readily shown that in principle, data are generally closer 
to the Guttman structure within a SFR when discrimination is larger, hence the natural 
unit is smaller.  Consequently, high discrimination within a SFR results in a large 
negative item fit residual when it is not accounted for.  The fit residual therefore provides 
an index which is in principle sensitive to the effects of discrimination that have not been 
accounted for by a model.  As will become evident, though, the fit residual is in some 
situations limited in the degree to which it can detect differences between discriminations 
across Specified Frames of Reference. 
When the EFRM is applied, expected values for each person on each item take 
account of the slope of the ICC within the relevant SFR, provided locations are expressed 
in terms of a common arbitrary unit.  Thus, comparison of fit residuals calculated for the 
RM and EFRM should also indicate improvement of fit to the latter model if 
discrimination varies between Specified Frames of Reference.  
 83 
   
ICCs 
A limitation of fit statistics is that when misfit to the model exists, item and 
person estimates are also affected, particularly where misfit is systematic in its nature as 
is the case with differential discrimination.  Statistical tests of fit are computed on the 
basis of estimates, which means that the utility of these tests is compromised by the very 
feature of data that they are designed to detect: that resulting from misfit of data to the 
model.  CML estimation is employed by RUMM2020, which is used for all analyses of 
data based on the RM in this dissertation.  By definition, ML estimation produces 
estimates that maximise the likelihood of the data fitting the model.  Consequently, when 
violations of a model exist, the estimation process tends to result in estimates that 
minimise misfit, thereby compromising to some degree the capacity of tests to detect that 
misfit. 
For this reason, visual representation of the accord between a given set of data and 
the relevant model is an essential element of evaluating fit.  Examples of ICCs were 
provided in Chapter 2.  ICCs map abilities to expected scores for any given item.  By 
plotting observed proportions by CIs, it is possible to visually evaluate the accordance of 
data with the model for each item.  Graphical representation of data often reveals 
anomalies that remain undetected on the basis of statistics.  Such information is valuable 
for making hypotheses regarding the nature and structure of underlying data, including 
hypotheses relating to PGD and ISD.  Although essentially beyond the scope of the 
dissertation, it has been found that in particular, ICCs provide greater capacity to detect 
differences between levels of ISD for items with relatively extreme locations. 
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3.3.1  Design and overview 
In the PGD simulation study, response data for four person groups to 31 
dichotomous items were simulated.  In this study, each person group defines a separate 
experimental frame of reference with its own natural unit.  The design is summarised in 
Table 3.1.  Note that simulated locations are expressed in terms of the common arbitrary 
unit. 
Table 3.1: Summary of the PGD simulation study 
 
Items    Persons   
Number of items   31  Number of persons in each group  500 
Range of 
(*)
i δ   -3.0 to 3.0  Theoretical 
(*)
g β for all g  0.000 
Increment of locations  0.2  Theoretical  []
(*)
g V β   1.5 
Distribution Uniform  Distribution  Normal 
Theoretical  []
(*)
i V δ   1.812     
      
 
The generated means and standard deviations of the groups varied somewhat as 
would be expected, but all were within 0.1 of simulated values.  With four person groups, 
data for 2000 persons were therefore simulated in total.  The PGDs for the four groups 
were simulated as follows: 
Group  1 2 3 4 
g ϕ   0.604 0.906 1.209 1.511 
 
The ratios are 2:3:4:5 but values are simulated such that the product is 1.000.  The 
product is constrained to 1 in the estimations so simulation in this way makes it possible, 
without loss of generality, to compare recovered and simulated values directly. 85 
   
The principal objective is to demonstrate that it is possible to maintain a common 
arbitrary unit by estimating PGD for each group and subsequently transforming estimates 
for differences between the magnitudes of natural units.  The results of single frame of 
reference equating are compared with equating based on the EFRM.  In addition, methods 
of investigating invariance of discrimination are explicated, and tests of fit to the RM and 
EFRM are conducted. 
 
3.3.2 Data  analysis 
The response data to the 31 items were firstly analysed separately in RUMM2020 
for each person group.  The standard deviations of item estimates derived from the 
response data of each group are shown in Table 3.2. 
Table 3.2:  Standard deviations of item locations according to group 
 
  Group 1  Group 2  Group 3  Group 4 
S.D. of item estimates: 1.17 1.66 2.18 2.74 
Simulated S.D. (natural unit): 1.10 1.65 2.20 2.75 
      
 
The standard deviation of the item locations expressed in terms of the natural unit 
for each group is expected to be the product  (*) δ σ ϕ × g , shown in the second row of Table 
3.2.  As expected, the standard deviation of the estimates of the 31 items varies closely in 
proportion to PGD; that is, in the ratio 2:3:4:5. 
In this situation, the constraint  0 ˆ ) ( =
g
i δ  is imposed in the estimations within each 
frame  g F  as a choice of common origin.  Hence, the differences between item estimates 
are a manifestation only of the difference between the natural units.  It is important to 
stress the implications of these differences.  The item estimates from the different 
Specified Frames of Reference are not comparable without accounting for the differences 86 
   
between natural units.  For example, the location of Item 31 is the same across frames 
expressed in terms of the common unit and origin, yet its estimates in the first and fourth 
frames were  99 . 1 ˆ ) 1 (
31 = δ  and  75 . 4 ˆ ) 4 (
31 = δ , as shown in Appendix V.  Under a standard 
interpretation of the RM, this difference would be taken as a violation of invariance; the 
locations appear not to be invariant to the particular persons instrumental to comparisons 
between items.  One implication, therefore, is that the hypothesis of quantitative structure 
may be rejected unnecessarily.  
Another implication is that the ability estimates are also estimated in terms of 
different units.  The standard deviations of the abilities generated by the simulation 
program were approximately equal for all groups.  Conversely, the standard deviations of 
the estimates vary between 1.06 for Group 1 and 2.24 for Group 4.  Hence, comparisons 
between the groups cannot be made without accounting for the differences between frame 
discriminations, hence natural units.  The effects on the variance of ability estimates are 
most pronounced when data for each SFR are analysed separately.  However, the 
differences between the natural units manifest even if the data for all groups are analysed 
simultaneously.  For groups with higher PGD, response data are relatively more 
Guttman-like in their structure.  Consequently, for a distribution of abilities with given 
dispersion, expressed in terms of an arbitrary unit, the dispersion of raw scores is larger 
when PGD is greater.  Under a standard analysis based on the RM, PGD is not taken into 
account, and a greater dispersion of raw scores results directly in a greater dispersion of 
ability estimates based on ML estimation.  This effect can be seen in Table 3.3. 
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Table 3.3: Generated and recovered means and standard deviations for person 
groups based on standard analysis of combined data for the four groups  
 
   Simulated Estimated 
   Mean S.D. Mean  S.D. 
Group 1  0.027 1.48 0.032 1.189 
Group 2  0.002 1.54 0.065 1.352 
Group 3  -0.084 1.43 -0.063 1.394 
Group 4  -0.026 1.50 -0.026 1.530 
 
Hence, if different subgroups generate different natural units, the differences 
manifest in the ability estimates irrespective of the method of analysis when the RM is 
applied in its standard form.  Such effects can have considerable consequences in the 
context of educational assessment, particularly for comparisons across year groups, as 
will be illustrated in the following chapter.   
 
3.3.3 PGD  estimation 
In order to account for differences between the natural units, PGD must first be 
estimated.  A matrix of ratios of standard deviations was formed, representing estimates 
of the ratios between PGDs.  From this, a matrix of log ratios was formed, as shown in 
Table 3.4. 
Table 3.4: Log ratios of the standard deviations of item estimates 
 
Group  1 2 3 4  Mean 
1  0.00 -0.35 -0.62 -0.85 -0.46 
2  0.35  0.00 -0.27 -0.50 -0.10 
3  0.62 0.27 0.00 -0.23 0.17 
4  0.85 0.50 0.23 0.00 0.39 
 
The mean of the row headed group g is an estimate of  g ϕ ln , given the constraint 
1 ≡ ∏
g
g ϕ , which constitutes choice of the arbitrary unit.  The method of estimation is 88 
   
elaborated in Appendix IV.  The comparison of simulated values with the estimates is 
shown in Table 3.5. 
Table 3.5: Simulated and estimated PGDs 
 
Group  1 2 3 4 
Simulated   0.604 0.906 1.209 1.511 
Estimated  0.633 0.901 1.182 1.484 
 
As can be seen, there is a close correspondence between simulated and estimated values.  
The mean absolute difference between simulated and estimated values is 0.022. 
It is worth mentioning that in principle, tests of additivity could be applied to the 
estimates of PGD.  Exploration of such tests is, however, beyond the scope of the 
dissertation. 
 
3.3.4  Evaluating invariance of discrimination across levels of the principal 
attribute 
 
As shown earlier in this chapter, the relation  ( )( )
) ( ) ( ) ( ) ( /
h h
i h g
g g
i δ δ ϕ ϕ δ δ − = −  
should hold irrespective of 
(*)
i δ  if the ratio of discriminations is invariant.    Letting 
0 ˆ ) ( =
g δ  for all g as an arbitrary choice of origin across groups for the common items, it 
then follows that 
 
) ( ) ( ˆ ˆ h
i
h
g g
i δ
ϕ
ϕ
δ = .         (3.7) 
 
Thus, given invariance of the ratio of PGDs, a scatterplot of the item estimates 
from two groups should follow a straight line, the slope of which is the ratio in Equation 
(3.7).  With four groups, there are six pairwise combinations of item estimates.  Two 
examples are shown in Figures 3.1 and 3.2. 89 
   
3.3.5  Scatterplots of locations obtained within separate frames of reference 
The scatterplot in Figure 3.1 shows the comparison between the item estimates 
from the response data of Groups 2 and 4.  The reference line is the line  x y 65 . 1 = , the 
slope of which is the ratio between the estimated PGDs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Scatterplot of Group 2 and Group 4 item estimates 
 
As can be seen, apart from a single outlier at one extreme, the data points 
generally accord well with the reference line.  The graph indicates that the ratio of PGDs 
is indeed invariant across the range of item locations.  That is, the ratio 
h
g
h h
i
g g
i
ϕ
ϕ
δ δ
δ δ
=
−
−
) ( ) (
) ( ) (
 
 
is maintained, to a large extent, irrespective of i.  This was the requirement described in 
Chapter 2, congruent with Rasch’s (1961) original articulation of the Principle of 
Invariant Comparison and with the classical theory of measurement. 
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To emphasise the importance of accounting for the effects of the natural unit, it is 
instructive to consider the same scatterplot with the identity line as the reference, as 
shown in Figure 3.2.  Under the standard RM, the locations would be expected to 
conform with this line.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Scatterplot of Group 2 and Group 4 
item estimates against the identity line 
 
 
Clearly, there is considerable departure of the data points from the identity line, 
although the nature of this departure is systematic.  As noted earlier, under the standard 
interpretation of the RM, this could be taken to indicate a failure to obtain locations that 
are invariant to the particular persons instrumental to comparisons between items. 
The scatterplot in Figure 3.3 shows the comparison between the item estimates 
from the response data of Groups 2 and 3.  The reference line is  x y 31 . 1 = , in accordance 
with the ratio of PGDs.  Again, the graph indicates that invariance of the ratio of 
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discriminations holds to a large degree, with consistent ratios of distances from the origin 
observed across items. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3: Scatterplot of Group 3 and Group 4 item estimates 
 
 
3.3.6  Comparison of estimates with simulated locations 
In order to equate for differences between natural units and frame origins, the 
formula derived in Chapter 1 is used.  This formula, expressed in terms of estimates, 
becomes: 
 
(*)
) (
(*) ˆ
ˆ
ˆ
ˆ
g
g
g
i
i c + =
ϕ
δ
δ ;         ( 3 . 8 )  
 
where 
(*) ˆg c  is constrained to be 0 as the arbitrary choice of origin.  After transformation 
for differences between the natural units and frame origins of Specified Frames of 
Reference, it is expected that the estimates of item locations will be invariant across 
frames of reference.  Item locations and standard errors, after such transformations, are 
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
Group 2 item estimate
G
r
o
u
p
 
4
 
i
t
e
m
 
e
s
t
i
m
a
t
e92 
   
detailed in Appendix VI, and the results show that such invariance indeed holds to a large 
extent.  Note that in order to be expressed in the common arbitrary unit, standard errors 
must also be transformed by multiplying by the inverse of discrimination: that is, 
) ( (*) ˆ ˆ
1
ˆ g
i i g δ δ σ ϕ σ
− = . 
It is useful to capitalise on knowledge of simulated locations in order to ascertain 
whether those locations have been recovered to the extent expected under the model.  
Single item estimates were derived based on the set of transformed estimates in 
Appendix V, which in turn were derived from each of the person groups.  Specifically, 
the mean transformed item estimate, weighted for information, was used as the overall 
item estimate.  That is, the estimate for a given item is based on the mean of the 
transformed estimates derived from different frames of reference, weighted for the 
inverse of the squared standard errors. 
Because equating methods were used rather than ML estimation, a standard error 
for each item location based on information from all groups cannot be derived as a by-
product of the estimation process.  However, standard errors can be approximated based 
on the standard errors derived from the separate analyses of response data for each group.  
Standard errors are derived from ML equations in Chapter 5.  Specific details relevant to 
their calculation here are provided in Appendix VII.  The comparison of simulated and 
recovered locations is shown in Table 3.6. 93 
   
Table 3.6: Simulated versus estimated item locations 
for the PGD study using the EFRM  
 
Item Simulated  Estimated  Difference Squared  Approx.  Squared 
   locations  locations     difference S.E.  S.E. 
1  -3.00 -2.94 -0.06 0.00 0.08 0.01 
2  -2.80 -2.82 0.02 0.00 0.08 0.01 
3  -2.60 -2.49 -0.11 0.01 0.07 0.01 
4  -2.40 -2.43 0.03 0.00 0.07 0.01 
5  -2.20 -2.39 0.19 0.04 0.07 0.00 
6  -2.00 -2.03 0.03 0.00 0.07 0.00 
7  -1.80 -1.92 0.12 0.01 0.06 0.00 
8  -1.60 -1.65 0.05 0.00 0.06 0.00 
9  -1.40 -1.40 0.00 0.00 0.06 0.00 
10  -1.20 -1.20 0.00 0.00 0.06 0.00 
11  -1.00 -1.03 0.03 0.00 0.06 0.00 
12  -0.80 -0.81 0.01 0.00 0.06 0.00 
13  -0.60 -0.67 0.07 0.00 0.06 0.00 
14  -0.40 -0.38 -0.02 0.00 0.05 0.00 
15  -0.20 -0.23 0.03 0.00 0.05 0.00 
16  0.00 0.10 -0.10  0.01 0.05 0.00 
17  0.20 0.17 0.03 0.00 0.05 0.00 
18  0.40 0.56 -0.16  0.03 0.05 0.00 
19  0.60 0.61 -0.01  0.00 0.05 0.00 
20  0.80 0.76 0.04 0.00 0.06 0.00 
21  1.00 1.00 0.00 0.00 0.06 0.00 
22  1.20 1.33 -0.13  0.02 0.06 0.00 
23  1.40 1.38 0.02 0.00 0.06 0.00 
24  1.60 1.54 0.06 0.00 0.06 0.00 
25  1.80 1.87 -0.07  0.01 0.06 0.00 
26  2.00 2.04 -0.04  0.00 0.07 0.00 
27  2.20 2.25 -0.05  0.00 0.07 0.00 
28  2.40 2.49 -0.09  0.01 0.07 0.01 
29  2.60 2.68 -0.08  0.01 0.08 0.01 
30  2.80 2.74 0.06 0.00 0.08 0.01 
31  3.00 2.84 0.16 0.03 0.08 0.01 
   RMSD: 0.078 RMSE: 0.064 
 
Comparison between the RMSD and RMSE provides an indication as to whether 
the item locations have been recovered within expected limits of error.  The RMSD, 
() 078 . 0 / ˆ
2 (*) (*) = − ∑ I
i
i i δ δ , compares well with the RMSE,  ( ) 064 . 0 / ˆ
2
ˆ(*) = ∑
i
I
i δ σ , 
particularly since the latter is likely somewhat underestimated given error associated with 
discrimination estimates and equating has not been accounted for in the computations.  94 
   
Thus, the results indicate that equating based on the EFRM provides for accurate 
estimates of the item locations relative to the arbitrary unit and common origin. 
 
3.3.7  Evaluation of fit using ICCs 
Differences between levels of PGD across groups represent a violation of the RM 
that is accounted for by the structure of the EFRM.  The objective in this section, and the 
next two to follow, is to outline the results of tests of fit that are sensitive to these 
differences.  The inclusion of a parameter for PGD in the EFRM implies that for any 
given item, the ICC has a different slope for each person group when all person locations 
are expressed in terms of a common arbitrary unit.  Using the information that forms the 
basis for calculations in the Chi-square tests of fit, outlined in the following section, it is 
possible to graph comparisons between observed and expected proportions correct for 
each person group on any given item.   
The ICCs for Item 14 are used by way of example.  First, the ICC for the RM is 
shown in Figure 3.4(a).  For the RM, there is only a single ICC irrespective of group.  
Notice that the general slopes of empirical lines vary noticeably for the different groups.  
 
 
Figure 3.4(a): RM ICCs for Item 14 
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The four ICCs of the EFRM are shown for the same item in Figure 3.4(b).  Notice 
that the ICCs intersect at the item location.  As can be seen, the EFRM accounts for a 
large amount of the variation between the slopes for the different person groups. 
 
Figure **: RM ICC for item 14 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4(b): EFRM ICCs for Item 14 
 
It is simpler to compare the forms of analysis when the information is considered 
a group at a time.  The drawback, however is that there are many more ICCs to be 
considered overall.   In Figures 3.5(a) and (b), the ICC for Group 4 only on Item 14 is 
shown for the RM and EFRM respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5(a): The RM ICC for Group 4 on Item 14 
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Figure 3.5(b):  The EFRM ICC for Group 4 on Item 14 
 
It can be seen that there is an improvement in the level of fit of data for this group 
for Item 14 when the EFRM is applied.  For the RM, the slope of observed data is too 
steep, reflecting the high discrimination of the group.  In contrast, for the EFRM there is a 
close correspondence of the observed proportions with those expected given the 
theoretical ICC. 
Although the improvement is clearly evident, it should be noted that the degree of 
misfit is still underrepresented for the RM.  The reason is that, as described above, the 
dispersion of the person estimates is larger than should be the case due to the fact that the 
data for Group 4 are more Guttman-like in their structure than data for other groups.  This 
effect was demonstrated in Table 3.3 above by comparing the simulated and estimated 
standard deviations of the groups for the RM.  If the ability estimates were nearer the 
simulated values, the slope of the observed data would be even steeper than it is in the 
graph for the RM in Figure 3.5(a). 
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3.3.8  Approximate Chi-square test of fit 
As seen above, a manifestation of differences between PGDs is that the observed 
proportions of correct responses vary across groups for persons within any given CI.  For 
this reason, power to detect differences is attained by computing the Pearson statistic 
separately for each group.  In order to test fit, therefore, the persons were divided into the 
four person groups, and five CIs were formed within each of these groups, to form 20 
subgroups in total.  That is, the Pearson statistic was calculated as follows: 
( )
∑∑∑
== = −
−
=
I
i
G
g
V
v igv igv
igv igv
n
n n
11 1 1 1
2
1 1 2
) ˆ 1 ( ˆ
ˆ
π π
π
κ ,     (3.9) 
 
where  igv n1  is the number of persons for which the response was correct on item i within 
group g, interval v.  The df are approximated by  ) 1 )( 1 ( − − S I , with S equal to the total 
number of subgroups, 20.  The results for a standard analysis are compared with the 
results upon analysis according to the EFRM in Table 3.7. 
Table 3.7: Global Chi-square test of fit for the RM and EFRM, PGD study 
 
  2 κ   df Probability 
RM  2093.12 570  0.0000 
EFRM  620.19 570  0.0715 
 
Clearly, 
2 κ  is much smaller for the EFRM analysis, indicating considerably 
better fit of data to the EFRM than to the RM.  It would be expected that there would be 
some improvement on the basis that three additional, independent parameters have been 
estimated from the data set.  Derivation of the df is, however, beyond the scope of this 
work.  Given that the value of 
2 κ  for the RM is approximately 3.4 times the 
corresponding value for the EFRM, it is evident that the fit is considerably better when 98 
   
PGD is parameterised.  It must be borne in mind also that the degree of misfit is 
underrepresented for the RM because the estimates tend to absorb misfit. 
A larger overall probability of fit of data to the model might be expected for the 
EFRM given that the data were simulated to fit this model.  However, equating methods 
were used rather than ML estimation and the effects on the estimates, and hence fit, are 
unknown.  Also, the effects of error associated with the estimation of PGD on the fit of 
data are unknown.  Further work is required to investigate these issues.  While largely 
beyond the scope of this dissertation, refinement of estimation techniques is an important 
consideration because it is undesirable for quantitative hypotheses to be rejected due to 
limitations of such techniques rather than the actual structure of the data.  Approaches to 
refining estimation are explored in Chapter 5. 
It has been noted that the test conducted here is specifically designed to be 
diagnostic of variations between levels of PGD across the person groups.  When the data 
were analysed in RUMM2020 simultaneously using standard tests provided within the 
application, the misfit was not nearly so evident.  The reported 
2 κ  was 250.97 for 124 df, 
given division of persons into five CIs irrespective of person group; that is, without 
classifying persons according to CIs within groups.  This represents poor fit, but not 
nearly so poor as becomes evident upon division of persons into CIs within each of the 
person groups.  Thus, standard tests of fit, in which persons are classified into a single set 
of CIs irrespective of group membership, are not particularly sensitive to misfit 
associated with differential PGD. 
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3.3.9  Group fit residuals 
As explained at the beginning of this chapter, fit residuals provide indices of the 
effects of discrimination that have not been accounted for by the relevant model.  As with 
the Pearson statistic, to be diagnostic of PGD, the response data must be considered 
separately for each group.  Accordingly, a fit residual was firstly calculated for each item 
i based on the data from each group g as elaborated in Appendix VIII.  The results are 
shown in Appendix IX, and differences across groups are clearly evident.  A more 
concise summary of fit can be gained by computing a fit residual for each group across 
all items.  The statistic, referred to as the group fit residual, is computed as follows: 
()
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This fit residual also makes differences more apparent because the statistic is sensitive to 
sample size.  Note, however, that the trade-off is that information specific to individual 
items is lost.  Group fit residuals are shown in Table 3.8.  Large differences are evident 
between the values of the residuals across groups for the RM.  It can be seen, however, 
that the EFRM largely accounts for the effects of PGD. 
Table 3.8: Group fit residuals for the PGD simulation study 
 
   Group 1  Group 2  Group 3  Group 4 
RM  17.76 1.28 -8.13  -11.92 
EFRM  0.51 0.13 -0.76  -0.56 
 
It is worth noting here also that item fit residuals computed from information for 
all persons are not sensitive to differential PGD.  The reason for this is that when the fit 
residual is calculated across heterogeneous groups such as those considered here, larger 100 
   
and smaller values of 
2
ign z  across groups, relative to expectation, tend to cancel one 
another.  However, like the fit residuals shown in Table 3.8, the mean of the fit residuals 
for persons within each of the groups is indicative of the violation to the standard form of 
the RM represented by differences between PGDs. 
 
3.3.10    Summary of the PGD study 
Before proceeding to the next simulation study, it useful to briefly summarise the 
main results from the PGD study.  In this study, effects of PGD on person and item 
estimates were clearly evident when the data were analysed separately for each frame of 
reference: item estimates were not comparable across frames; and the variance of person 
estimates was affected by PGD whether data were analysed separately for each frame or 
simultaneously when the RM was applied.  It was seen also that PGD was successfully 
estimated for each of the groups.  Further, ratios of PGD were invariant across the range 
of the continuum, in keeping with Rasch’s Principle of Invariant Comparison and the 
classical theory.  In terms of the central objective of maintaining a common unit and 
origin across Specified Frames of Reference, comparison between simulated and 
estimated item locations showed that a common unit was maintained effectively across 
frames of reference using the EFRM.  Lastly, for each of the tests, substantial 
improvement to the fit of data was observed for the EFRM compared with the RM, as 
required in accordance with the criteria stated at the beginning of the chapter. 
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3 3. .4 4    I IS SD D   s si im mu ul la at ti io on n   s st tu ud dy y   
 
3.4.1  Design and overview 
In the second of the simulation studies the level of ISD varies across four item 
sets, each containing 10 items, and is uniform within each set.  The level of PGD is 
uniform across all persons.  The data are therefore contained within four Specified 
Frames of Reference.  
The principal objective of this study is to demonstrate that it is possible to apply 
the EFRM in order to maintain a common unit where differences exist between the 
discriminations of item sets.  In order to achieve this objective, the manifestations of 
differences between natural units are characterised, invariance of discrimination is 
evaluated, and tests of fit are employed to show improvement of fit to the EFRM 
compared with fit to the RM.  The design of the ISD study is summarised in Tables 3.9(a) 
and (b). 
Table 3.9(a): Design of the ISD study 
 
Items    Persons   
Number of items  40  Number of persons   1000 
Range of 
(*)
i δ -4.0 to 4.0  Theoretical 
(*)
g β   0.000 
Increment of locations 0.2*  Theoretical 
[]
(*)
g V β   
1.7 
Distribution Uniform Distribution    Normal 
Theoretical  [ ]
(*)
s V δ 2.426     
      
 
*except there was no item location of 0 within each set 
 
The generated mean and standard deviation for the locations of the single person 
group were 0.035 and 1.76 respectively.  Sets of items were formed as shown in 102 
   
Table 3.9(b), with 10 items in each set at equal intervals.  This method provided for 
equidistant spacing across the range of all items whilst maintaining a constant range 
within each item set.  Note that the mean locations of the item sets are not 0. 
Table 3.9(b): Simulated item locations within each of the four sets 
 
Set 1  Set 2  Set 3  Set 4 
1  -4  2  -3.8  3  -3.6  4  -3.4 
5  -3.2  6  -3  7  -2.8  8  -2.6 
9  -2.4  10  -2.2  11  -2  12  -1.8 
13  -1.6  14  -1.4  15  -1.2  16  -1 
17  -0.8  18  -0.6  19  -0.4  20  -0.2 
21  0.2  22  0.4  23  0.6  24  0.8 
25  1  26  1.2  27  1.4  28  1.6 
29  1.8  30  2  31  2.2  32  2.4 
33  2.6  34  2.8  35  3  36  3.2 
37  3.4  38  3.6  39  3.8  40  4 
 
The ISDs for the four groups were simulated as follows: 
 
Group  1 2 3 4 
s α   0.604 0.906 1.209 1.511 
 
The ratios of the  s α  are 2:3:4:5 but the values are simulated such that the product is to 
three decimal places 1.000, because the product of the ISDs is constrained to precisely 1 
in the estimations.  This enables a direct comparison between recovered and simulated 
frame discriminations. 
 
3.4.2 Data  analysis 
Data were firstly analysed for each of the four sets of 10 items separately using 
the RM, and the standard deviations of persons calculated.  WLE estimates from 
RUMM2020 were used to reduce bias, and the effects of measurement error on variance 
were removed using Equation (2.29) from Chapter 2.  The results of the analyses are 
summarised in Table 3.10. 103 
   
Table 3.10: Summary results of separate analyses of data for the item sets 
 
   Set 1  Set 2  Set 3  Set 4 
Expected S.D. of abilities 0.91 1.37 1.83 2.29 
S.D. of ability estimates 1.17 1.60 2.03 2.42 
Mean S.E.
2 0.67 0.87 1.08 1.27 
Estimated S.D. abilities
(removing effects of error) 0.84 1.30 1.74 2.14 
 
Recall from the design that only a single group of persons is involved in this 
simulation.  The manifestation of differences between the natural units of the frames is 
clearly evident in Table 3.10.  Person estimation based on each item set separately results 
in very different estimates of the variance of the abilities of these persons, as shown in the 
last row of the table.  This is because ability estimates are estimated in terms of different 
natural units across the Specified Frames of Reference defined by the item sets. 
 
3.4.3 ISD  estimation 
ISD for each item set was estimated using a matrix of log ratios of standard 
deviations for common persons across the sets.  This matrix is shown in Appendix X.  
The comparison of simulated and estimated ISDs is shown in Table 3.11. 
Table 3.11:  Simulated and estimated ISDs 
 
   Set 1  Set 2  Set 3  Set 4 
Simulated  0.592 0.912 1.228 1.507 
Estimated  0.604 0.906 1.209 1.511 
 
The mean absolute difference between simulated and estimated values is 0.010.  
This result indicates that it is possible to estimate ISD reasonably effectively in this 
manner. 
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3.4.4  Evaluating invariance of ISD 
If the ratio of ISDs is invariant, the relation  () ( )
) ( ) ( ) ( ) ( /
t t
n t s
s s
n β β α α β β − = −  
should hold irrespective of the ability of any given person instrumental to the 
comparison.  A scatterplot of abilities derived from separate analyses of two item sets 
according to the RM should therefore follow a line whose slope is the ratio of ISDs.  
However, with only 10 items in each set, measurement error is considerable, and it is 
difficult to ascertain the degree to which invariance holds based on such plots.  An 
example is provided in Appendix XI for reference. 
It is preferable, therefore, to employ a method for evaluating invariance of 
discrimination that reduces the manifestation of measurement error.  The approach 
adopted here is to group persons according to raw scores, and to calculate mean ability 
estimates, 
) ( ˆ s
r β , for persons with a raw score of r.  This permits classification of persons 
into groups such that abilities vary between groups.  The question arises, however, as to 
which raw scores to use.  A possible approach would be to classify persons according to 
raw score on the test as a whole.  The problem with this approach is that dependencies 
exist between the raw scores across any pair of item sets considered, and abilities are 
estimated from raw scores.  For example, if  2 = n r , a person who has a raw score of 1 
within a particular item set has a very limited range of possible raw scores within any 
other set. 
In order to avoid the problem of dependence between raw scores across different 
item sets, rather than grouping according to the raw score on the test as a whole, groups 
were formed on the basis of single item sets in order to compare abilities derived from 105 
   
two independent sets.  Accordingly, let  ∑
∈
=
s i
sign n x s v ) (  be the raw score of person n for 
item set s.  By classifying persons based on  n s v ) (,  t h e  m e a n s   ) ( ˆ
t v β  and  ) ( ˆ
u v β  for 
V v ,..., 1 =  can be computed in order to evaluate invariance of discriminations across 
frames  t F  and  u F  without any dependence between raw scores implied by the 
classification of persons into groups.  That is, by classifying based on a first item set, 
abilities derived from a second and third set can be compared. 
 
3.4.5  Invariance of ISD across frames of reference 
The mean abilities for such raw score groups are calculated after estimating 
person locations relative to a common origin.  Mean estimates for raw score groups, as 
defined above, were compared across all possible combinations of item sets.  There were 
six combinations in total, and three of these are shown in Figures 3.6, 3.7, and 3.8.  For 
each figure, the slope of the reference line is equal to the ratio of the ISDs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6:  Scatterplot of mean abilities derived from item Sets 2 and 3 
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Figure 3.7:  Scatterplot of mean abilities derived from item Sets 2 and 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8:  Scatterplot of mean abilities derived from item Sets 1 and  3 
 
Invariance of the ratio of ISDs holds to a large extent in all cases.  Hence, as 
shown in theoretical terms in Chapter 2, the comparison between a given pair of natural 
units is independent of the particular magnitudes of differences between person locations 
instrumental to the comparison. 
3.4.6  Comparisons of group means with simulated locations 
In the context of the ISD simulation study, frame origins are readily equated by 
letting  0 ˆ ) ( =
s
g β  for all s.  Ability and item estimates were transformed onto a common 
scale using Equations (2.35) and (2.36) from Chapter 2.  In order to show that a common 
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unit was maintained by applying the EFRM, item and person estimates were compared 
with the simulated locations.  As a basis for comparing recovered abilities with simulated 
values, persons were grouped according to raw score, r, on the test as a whole.  The 
means of each group, after transformation, were then compared with the simulated means 
of the groups.  Approximate standard errors of the ability groups were used to compute 
approximate 95% confidence intervals.  Derivation of the standard errors is outlined in 
Appendix XII. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9: Comparisons of transformed group means with simulated 
values for each of the four item sets 
 
In Figure 3.9, a strong correspondence can be seen with the identity line for each 
frame of reference, as defined by the relevant item set.  The RMSD between simulated 
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and observed values, taken across all item sets simultaneously, was 0.23 compared with a 
RMSE of 0.25.  Hence, in terms of person locations, a common unit and origin were 
effectively maintained across item sets. 
 
3.4.7  Comparisons of item estimates with simulated values  
The next component of the ISD simulation study involved derivation of item 
estimates by applying the RM and EFRM.  The estimates are provided in Appendix XIII, 
with associated standard errors.  Scatterplots are presented in Figures 3.10(a) and (b) 
showing simulated and estimated locations based on the RM and EFRM.  Approximate 
95% confidence bands are included for reference in both graphs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10(a):  Simulated and estimated item locations for the RM in the ISD study 
 
In Figure 3.10(a), items are displayed according to item set in order to portray the 
effects of ISD on estimates.  Specifically, ISD tends to be absorbed into the location of 
the item such that the absolute value of the location of an item is larger for a set with high 
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ISD and smaller for a set with low ISD.  The reason for this, again, is that response data 
for items within sets with high ISD are generally more Guttman-like in their structure, 
which entails larger variation in the total scores of the items.  The results of application of 
the EFRM are shown in Figure 3.10(b).  Comparison between Figures 3.10(a) and (b) 
shows that application of the EFRM results in more accurate estimation of item locations, 
hence that the EFRM largely accounts for the effects of ISD on item locations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10(b):  Simulated and estimated item locations 
for the EFRM in the ISD study 
 
The effects of ISD on location estimates carry important implications for applied 
work, particularly when vertical equating is employed.  As can be seen in Figure 3.10(a) 
the effects of ISD, in terms of the inflating or deflating item estimates, operate about the 
mean item location when the standard form of the RM is applied.  Consequently, the 
effects for a given item may differ when the relation of that item and the mean item 
location differs within two assessments.  For example, in educational contexts, the 
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distribution of item locations for two assessments involving common items is typically 
different when the assessments are targeted to different year groups.  Generally, when 
targeting differs and the discrimination of a common item is either large or small, the 
item will provide poor information for the purposes of equating.  As illustrated above 
differences between levels of discrimination across item sets produces systematic error in 
the item estimates. 
 
3.4.8  Approximate Chi-square test of fit 
Once the ISD of each item set has been estimated and item locations have been 
estimated relative to an arbitrary unit, it is possible to estimate person locations iteratively 
based on response data across all items using ML estimation.  The ML equation for 
abilities based on the EFRM is derived in Chapter 5.  In this simulation study, customised 
software, RUMMdis (Luo, 2003), was used to estimate abilities based on this ML 
equation.  Once all of the parameters had been estimated, tests of fit of data to the EFRM 
were conducted.  Tests of fit to the RM were also conducted subsequent to simultaneous 
analysis of response data for all item sets.  Results are compared for the RM and EFRM 
in this section and the next two to follow.  As with the previous simulation study, tests of 
fit are designed specifically to be sensitive to violations of the model represented by 
differential ISD. 
To conduct the approximate Chi-square test of fit to the EFRM, persons were 
grouped into 10 CIs, each consisting of 100 persons.  Similarly, for the RM, the standard 
test of fit available in RUMM2020 was conducted with 10 CIs.  The results are shown in 
Table 3.12. 111 
   
Table 3.12: Global Chi-square test of fit for the RM and EFRM, ISD study 
 
  2 κ   df Probability 
RM  896.90 351  0.0000 
EFRM  506.49 351  0.0000 
 
The value of 
2 κ  was reduced by approximately 390 for the EFRM compared with 
the RM.  The results indicate that it is possible to account for a large degree of the misfit 
to the RM by applying the EFRM. 
It is noted though that the results indicate there is room for improvement in either 
the estimates, the test of fit, or both.  It is expected that the application of ML estimation 
methods will achieve refined estimates.  Lines of such work are outlined in Chapter 5. 
 
3.4.9 ICCs 
The information derived for calculations in the previous section was used as a 
basis for graphing ICCs.  It was noted earlier that ICCs are valuable for highlighting 
anomalies in order to diagnose types and sources of misfit.  As with the previous 
simulation study, the objective here is to visually portray differences between the RM and 
EFRM for selected items.  Items from Sets 1 and 4, with the lowest and highest levels of 
ISD, are used to illustrate changes in the degree of fit to the EFRM compared with the 
RM. 
The ICCs for Item 16 are shown in Figures 3.11(a) and (b).  This item was a member 
of Set 4, which possessed the highest simulated ISD of 1.507.  The improvement in the fit 
of data the EFRM compared with the RM is clearly apparent upon comparison of the 
ICCs.   112 
   
 
 
Figure 3.11(a):  RM ICC for Item 16 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11(b):  EFRM ICC for Item 16 
 
The ICC of item 17, which belongs to Set 1, is shown in Figures 3.12(a) and (b).  The 
simulated ISD of item Set 1 was 0.604. 
 
 
Figure 3.12(a):  RM ICC for Item 17 
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Figure 3.12(b):  EFRM ICC for Item 17 
 
Again, the difference between levels of fit of the data to the RM and EFRM is 
clearly apparent in Figures 3.12(a) and (b).  Generally, such improvements were observed 
across all of the items in the simulation study, as reflected in the results of the Chi-square 
tests of fit. 
 
3.4.10    Item fit residuals 
Item fit residuals were calculated for each of the models subsequent to estimation 
of parameters.  As described in earlier sections of this chapter, fit residuals are sensitive 
to differences between levels of discrimination across frames of reference: here, defined 
by item sets.  The results are displayed in Table 3.13. 
Table 3.13:  Comparison of mean item fit residuals, ISD study 
 
Set RM EFRM 
1  3.13 -0.34 
2  -0.13 -0.56 
3  -1.50 -0.70 
4  -1.80 -0.26 
 
There is a clear tendency for the mean item fit residuals to become progressively 
smaller across item Sets 1 to 4 for the RM, as expected due to the increasingly Guttman-
like structure of the response data.  Conversely, for the EFRM, no real trend is evident.  
0.0
0.5
1.0
-3 -2 -1 0 1 2 3
Location114 
   
The results again show that fit of data to the EFRM is considerably better than that of 
data to the RM. 
 
3.4.11    Summary of the ISD study 
In summary, for the ISD simulation study, differences between the magnitudes of 
natural units clearly manifested both within ability and item estimates when the RM was 
applied.  However, the differences manifested within ability estimates primarily when the 
RM was applied separately to each frame of reference, whereas they also manifested 
within item estimates when the RM was applied to all response data simultaneously.  ISD 
estimates were reasonably accurate, and ratios of ISD were invariant across the range of 
the continuum.  Comparison between simulated and estimated locations for both persons 
and items showed that a common arbitrary unit of scale was maintained effectively across 
Specified Frames of Reference by applying the EFRM.  Improvement of the fit of data to 
the EFRM compared with the RM was evident for each of the tests of fit.   
 
 
3 3. .5 5    I IS SD D- -P PG GD D   i in nt te er ra ac ct ti io on n   s si im mu ul la at ti io on n   s st tu ud dy y   
 
3.5.1 Introduction 
In the ISD-PGD interaction simulation study, data are generated for a three by 
three interaction of item sets and person groups, and ISD and PGD are estimated for each 
set and group.  Subsequent to these estimations, person and item locations are equated for 
differences between natural units and frame origins across the nine Specified Frames of 
Reference.  Invariance of levels of ISD and PGD is examined at two levels, as will be 
explained. 115 
   
With the interaction of ISD and PGD incorporated, this simulation study is 
considerably more involved than either of the preceding studies.  However, many 
elements are common.  In order to confine the scope, the discussion will focus on results 
that most characterise differences between this study and the preceding two. 
When specifying frames of reference for interactions between item sets and 
person groups, for complete designs, the number of Specified Frames of Reference is 
equal to  g s N N × .  Separate analysis of data for each SFR must also be conducted in 
order to obtain relevant standard deviations for item and person estimates, which provide 
the basis for estimation of discrimination parameters. 
 
3.5.2  Design of the simulation study 
The design of the study is summarised in Tables 3.14(a) and (b). 
Table 3.14(a): Design of the ISD-PGD interaction simulation study 
 
Items    Persons   
Number of items   45  Number of persons in each group  500 
Number of item sets  3  Number of person groups  3 
Range of 
(*)
i δ each set  -2.8 to 2.8  Theoretical 
(*)
g β for all g  0.000 
Increment of locations  0.4  Theoretical  []
(*)
g V β   1.2 
Distribution Uniform  Distribution  Normal 
Theoretical  []
(*)
i V δ   1.748     
 
The simulated ISD and PGD magnitudes are shown in Table 3.14(b), with the 
resulting products, or frame discriminations, in each cell.  As can be seen, the lowest 
discrimination for any SFR was 0.5, the highest 1.999. 
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Table 3.14(b): Two-way table of simulated ISDs, PGDs, and frame discriminations 
 
            Item Set    
         1 2 3 
      PGD/ISD 0.707  1.000  1.414 
   1 0.707  0.500 0.707 1.000 
Person Group  2  1.000  0.707 1.000 1.414 
   3 1.414  1.000 1.414 1.999 
 
 
3.5.3  Estimation of discrimination 
Background to ISD and PGD estimation methods has been provided in previous 
sections.  The difference in this situation is that it is possible to form three pairwise ratios 
between the ISD of any pair of item sets, by comparing the standard deviations of person 
estimates for persons within each of the three groups, as derived from the two item sets.  
Symmetrically, three pairwise ratios can be formed between the PGD of any two groups 
by comparing the standard deviations of estimates for items within each of the three item 
sets.  This will become apparent in the matrices of ratios provided to follow, and is 
reinforced when examining invariance of discrimination.  Examining the uniformity of 
levels of ISD across groups and PGD across sets is a key means of establishing the 
twofold invariance of discrimination described in Chapter 2, and embodied within 
Equations (2.25) and (2.26). 
 
ISD estimation 
The matrix of ratios of standard deviations of person estimates that forms the 
basis for ISD estimation is shown in Table 3.15.  The sets shown down the side and along 
the top of the table refer to the item sets from which standard deviations were derived.  
The groups shown at the top beneath each set refer to the group of common persons for 117 
   
which ratios of standard deviations have been computed.  For example, the fourth cell in 
the top row is  [][ ] 74 . 0 ˆ : ˆ ) 21 (
1
) 11 (
1 = β β V V , which provides one of three estimates of the 
ratio  2 1 /α α . 
Table 3.15:  Ratios of standard deviations of ability estimates in natural units 
 
      Set 1        Set 2        Set 3    
   Grp 1  Grp 2 Grp 3 Grp 1 Grp 2 Grp 3 Grp 1  Grp 2  Grp 3
Set 1  1.00  1.00  1.00 0.74 0.72 0.69 0.53 0.47 0.48 
Set 2  1.35 1.40 1.45 1.00  1.00  1.00 0.72 0.66 0.69 
Set 3  1.88 2.12 2.10 1.39 1.52 1.45 1.00  1.00  1.00 
 
It was shown in Chapter 2 that a theoretical requirement embodied in the EFRM, 
when ISD and PGD are both parameterised, is that of invariance of ISD across person 
groups.  From Equation (2.25), a specific ratio of ISDs is given by 
g t
g s
t
s
ϕ α
ϕ α
α
α
=           ( 3 . 1 1 )  
 
for all groups, g.  In the present simulation, ratios of ISD are in each case required to be 
invariant across three groups.  From Table 3.15 above, it appears from inspection of the 
ratios that this requirement is met.  The right hand side of the diagonal shows that the 
ratios derived from each pairwise combination of sets are generally consistent across 
groups.  For example, the ratios of standard deviations between item Sets 1 and 3 derived 
from the three person groups are 0.53, 0.47, and 0.48 respectively.  All values are near 
the expected ratio of 0.5, with a mean of 0.493. 
ISD was estimated in essentially the same manner as in the previous studies.  The 
comparison of simulated and estimated ISD for each set is shown in Table 3.16. 118 
   
Table 3.16:  Simulated and estimated ISDs for the interaction simulation study 
 
   Set 1  Set 2  Set 3 
Simulated  0.707 1.000 1.414 
Estimated  0.707 0.987 1.434 
 
The mean absolute difference between simulated and estimated values is 0.011.  
These results demonstrate that the EFRM can be applied effectively in order to estimate 
ISD in the context of multiplicative ISD-PGD interactions. 
 
PGD estimation 
In order to estimate the PGD of each person group, the standard deviations of item 
estimates derived from groups were compared and are shown in Table 3.17. 
Table 3.17: Ratios of standard deviations of item estimates in natural units 
 
   Group 1  Group 2  Group 3 
   Set 1  Set 2  Set 3  Set 1  Set 2  Set 3  Set 1  Set 2  Set 3 
Group 1  1.00  1.00  1.00 0.68 0.68 0.69 0.51 0.51 0.49 
Group 2  1.47 1.48 1.44 1.00  1.00  1.00 0.75 0.69 0.71 
Group 3  1.96 1.97 2.05 1.33 1.44 1.42 1.00  1.00  1.00 
 
In this case, the requirement embodied in the EFRM is that PGD should be invariant 
across item sets.  That is:  
h s
g s
h
g
ϕ α
ϕ α
ϕ
ϕ
=           ( 3 . 1 2 )  
 
for s = 1, 2, 3.  In Table 3.17 a high degree of uniformity is evident for each pairwise 
comparison of PGDs, based on ratios of standard deviations of item locations, across item 
sets.  For example the ratio  [ ] [ ]
) 3 ( ) 1 ( :
s
s
s
s V V δ δ , between Groups 1 and 3, is 0.51, 0.51, 119 
   
and 0.49 for s = 1, 2, and 3 respectively.  Simulated and estimated PGD values are shown 
in Table 3.18. 
Table 3.18:  Simulated and estimated PGDs for the interaction simulation study 
 
   Set 1  Set 2  Set 3 
Simulated  0.707 1.000 1.414 
Estimated  0.700 1.016 1.406 
 
The mean absolute difference between simulated and estimated values is 0.010.  
Thus, PGD is also estimated effectively in this situation upon application of the EFRM. 
 
Estimation of frame Discrimination 
With both ISD and PGD estimated for each set and group, the products were 
computed to gauge how well the simulated frame discriminations were recovered, as 
shown in Table 3.19, with the simulated products appearing in parentheses. 
Table 3.19: Estimated frame discriminations for the interaction simulation study 
 
            Item Set    
         1 2  3 
      PGD/ISD 0.707  0.987  1.434 
   1 0.700  0.495 (0.500)  0.691 (0.707)  1.004 (1.000)
Group 2  1.016  0.718 (0.707)  1.003 (1.000)  1.457 (1.414)
   3 1.406  0.993 (1.000)  1.388 (1.414)  2.016 (1.999)
 
The mean absolute difference between the simulated and estimated frame discriminations 
is 0.014.  Thus, the frame discriminations were also recovered quite effectively. 
 
3.5.4  Invariance of PGD across levels of the principal attribute 
PGD manifests itself within the variance of item locations when estimated in 
terms of the natural unit based on the RM: that is, when the RM is applied within each 120 
   
SFR separately.  With greater PGD, a greater dispersion in the estimates of a given set of 
items is expected.  In this situation, the PGDs of a given pair of groups can be compared 
on the basis of analysis of data from three different item sets.  In the example shown in 
Figure 3.13, item locations were derived separately from the response data of person 
Groups 2 and 3 for all three sets of items. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.13: Item locations derived from Groups 2 and 3 according to item set 
 
From Figure 3.13, it is clear that there is close conformity of the observations to 
the reference line, the slope of which is the ratio  38 . 1 ˆ / ˆ 2 3 = ϕ ϕ .   Plots such as those 
shown in Figure 3.13 provide a visual means by which to simultaneously evaluate 
invariance across the range of the principal attribute and across item sets.  That is, the 
graph provides a means by which to evaluate invariance of the ratio in Equation (2.26), 
which is equivalent to 
) ( ) (
) ( ) (
sh
s
sh
si
sg
s
sg
si
h s
g s
δ δ
δ δ
ϕ α
ϕ α
−
−
= .        ( 3 . 1 3 )  
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
Group 2 Location
G
r
o
u
p
 
3
 
L
o
c
a
t
i
o
n
s
Set 1
Set 2
Set 3121 
   
The ratio  h g ϕ ϕ /  should hold irrespective of which particular items are instrumental to 
the comparison, and also irrespective of which set s of items is instrumental to the 
comparison.  It can be seen clearly that invariance does hold, on both counts. 
An analogous approach could also be employed in order to evaluate invariance of 
ratios of ISD across the range of the ability continuum, and across groups, based on mean 
abilities for raw score groups.  In the case of ISD, in order to do so it would be necessary 
to group persons as in the previous simulation study.  Examination of PGD is used in this 
simulation study to illustrate the fundamental principles, which are the same in both 
cases. 
 
3.5.5  Comparison of item estimates with the simulated locations 
Subsequent to the estimation of frame discriminations and frame origins, item 
locations were estimated in terms of the arbitrary unit and common origin.  The resulting 
estimates are shown against the simulated locations in Figure 3.14(a), with approximate 
95% confidence bands.  As for the PGD simulation study, the standard errors were 
approximated using equations derived from the ML equations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14(a): Simulated and estimated item locations for the EFR analysis 
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As can be seen in Figure 3.14(a), the estimates are generally very close to the simulated 
locations.  The observed RMSD was 0.087, which compares well with the RMSE of 
0.075.   The graph for the EFR equating analysis can be compared with that derived from 
a simultaneous analysis of all response data, based on application of the RM in its 
standard form, shown in Figure 3.14(b). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14(b): Simulated and estimated item locations for the RM analysis 
 
The observed RMSD for the simultaneous analysis based on the RM was 0.351, 
considerably larger than the RMSE of 0.075 for the item estimates.  It is clearly evident 
that estimates derived from the EFRM are superior to those derived from the RM in its 
standard form. 
 
3.5.6  Recovery of simulated person locations 
A comparison between the simulated and estimated person locations under the 
two models is provided in Figures 3.15(a) and (b).  It can be seen that the locations are 
somewhat more densely clustered about the identity line for the EFRM. 
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Figure 3.15(a): Simulated and estimated person locations 
based on the RM for the interaction simulation study 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.15(b): Simulated and estimated person locations 
based on the EFRM for the interaction simulation study 
 
It is stressed however that this is not a level at which differences manifest in the 
present context.  Rather the differences are most evident, in terms of ability estimates, 
when the RM is applied separately within frames of reference.  Such differences are of 
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
Simulated Location
E
s
t
i
m
a
t
e
d
 
L
o
c
a
t
i
o
n
-6
-4
-2
0
2
4
6
-6 -4 -2 0 2 4 6
Simulated Location
E
s
t
i
m
a
t
e
d
 
L
o
c
a
t
i
o
n124 
   
particular interest when the goal is to maintain a common unit across multiple 
assessments which represent multiple Specified Frames of Reference. 
The ratios of standard deviations were reported in the ISD estimation section 
above.  The actual standard deviations of ability estimates are reported in Table 3.20 to 
highlight the differences across frames of reference. 
Table 3.20: Standard deviations of ability estimates 
for person groups derived from standard analysis of each SFR 
 
   Set 1  Set 2  Set 3 
Group 1  0.69 0.84 1.17 
Group 2  0.92 1.17 1.70 
Group 3  1.29 1.78 2.46 
 
It is clear from Table 3.20 that the person locations are not expressed in terms of a 
common unit across frames of reference.  Thus, if each of the frames constituted a 
different assessment, the differences between the natural units associated with the 
assessments would mean that the person locations estimated in terms of those natural 
units are not directly comparable.  As has been shown, however, the EFRM provides the 
means by which to express the locations in a common arbitrary unit, irrespective of the 
Specified Frame of Reference.   
 
3.5.7  Approximate Chi-square test of fit 
Subsequent to estimation of item locations and ISDs, person locations were 
estimated in RUMMdis (Luo, 2003).  Tests of fit of data to each of the models were again 
conducted using methods specifically designed to detect violations represented by 
differential frame discrimination. 125 
   
In order to test the fit of data to each of the models using the Pearson statistic, the 
persons were divided into the three person groups with different PGD, and into five CIs 
within each of these main groups, to form 15 subgroups in total.  The mean ability of 
each subgroup was used to calculate the expected proportions of correct responses.  In the 
case of the EFRM, expected proportions are computed using information about both PGD 
and ISD according to Equation (2.17).  The df are approximated by  ) 1 )( 1 ( − − S I  where S 
is the total number of subgroups, 15.  In Table 3.21, the results for the EFRM are 
compared with those obtained from simultaneous analysis of all response data using the 
RM. 
Table 3.21: Global Chi-square test of fit for RM 
and EFRM, interaction simulation study 
 
  2 κ   df Probability 
RM  2475.18 616  0.0000 
EFRM  892.80 616  0.0000 
 
Once again, the observed value of 
2 κ  for the EFRM is considerably smaller than 
the corresponding value for the RM.  The results indicate that a large proportion of the 
misfit of data to the RM can be accounted for when the EFRM is applied. 
 
3.5.8  Item fit residuals 
The optimal strategy for obtaining fit residuals diagnostic of discrimination is to 
calculate residuals separately for each frame of reference.  The fit residual for a SFR can 
be computed as follows: 126 
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These are referred to as frame fit residuals.  The fit residuals for each SFR are shown in 
Table 3.22 for the RM and EFRM respectively. 
Table 3.22:  Summary of fit residuals for the EFRM and RM, 
interaction simulation study 
 
                     RM    
         Set          
      1 2  3  Mean    
   1  16.45 10.14  3.35 9.98    
Group 2  4.24 -1.45  -5.89  -1.03    
   3  -4.00 -9.33  -9.50  -7.61    
   Mean 5.57 -0.21  -4.01  0.45     
                   
                     EFRM    
         Set          
      1 2  3  Mean     
   1  1.51 0.9  -0.32  0.7    
Group 2  0.71 1.21  -0.87  0.35    
   3  1.05 -0.88  -0.39  -0.07    
   Mean  1.09 0.41  -0.52  0.32    
                    
S.D.s of the fit residuals across frames    
      RM  8.88          
      EFRM  0.94          
                    
 
 
The improvement achieved by application of the EFRM, indicated by the fit 
residuals, is considerable.  The overall variation in the frame fit residuals for the RM is 
clearly evident in the standard deviation of 8.88, shown toward the bottom of Table 3.22.  
The EFRM captures the structure of the data considerably better than does the RM. 127 
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3.6.1 Discussion 
It should be noted that global tests of fit to the EFRM to some degree also 
constitute tests of invariance of discrimination across levels of the principal attribute: i.e. 
the tests are not independent.  Nevertheless, there is a degree of independence between 
them also because establishing invariance of the ratios of differences does not guarantee 
that the source of differences between the variance of estimates is discrimination.   
Inspection of fit residuals, ICCs, and so on is necessary to determine that discrimination 
underlies observed differences between the variances of item and person estimates across 
frames.  It is worth noting also that scatterplots of item and person estimates may be 
useful for identifying other types of misfit, such as curvilinear relationships, that would 
be not be detected based on global tests of fit. 
Various implications of the EFRM for data analysis have been explicated in this 
chapter by developing approaches to investigating fit of data to the EFRM.  Further work 
is required in order to improve estimations, refine approaches to testing fit, and establish 
efficient and effective means for interrogating data.  Nevertheless, this chapter provides 
an introduction to the essential features of application of the EFRM. 
 
3.6.2 Summary 
At the opening of the dissertation it was stated that the fundamental objective is to 
demonstrate that it is possible to maintain a common arbitrary unit across Specified 
Frames of Reference.   The theoretical foundations were established in preceding chapters 128 
   
for accomplishing this objective.  It has been demonstrated in this chapter that these 
foundations can be applied in order to meet the objective. 
The effects of discrimination on person and item estimates were shown in each of 
the simulation studies.  Upon application of the EFRM, there was generally a close 
correspondence between simulated and estimated locations for discrimination, person, 
and item parameters.  Thus the simulation studies showed that the EFRM was applied 
successfully in order to maintain a common unit and origin, in contexts in which natural 
units and frame origins differed across Specified Frames of Reference.  For each of the 
studies, fit of data to the EFRM was substantially better than fit to the RM, as required.  
The results of estimation methods were explicated for ISD and PGD separately, and for 
the multiplicative interaction of the two.  Discrimination parameters for Specified Frames 
of Reference were estimated effectively.  Further, invariance of the ratio of 
discriminations was shown using graphical methods.  The results thereby illustrated the 
congruence of the approach with the classical theory of measurement and with Rasch’s 
Principle of Invariant Comparison. 
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4.1.1 Introduction 
It is important to note at the outset of Chapter 4 that the dissertation is principally 
conceptual in nature.  It is concerned principally with the development of a general 
theoretical basis for maintaining a common unit and origin that meets the criteria stated in 
Chapter 1.  Nonetheless, as also indicted in Chapter 1, issues faced in the context of 
applied educational measurement provided the stimulus for the work.  This chapter brings 
the work full circle, by considering empirical examples that illustrate the issues, and the 
relevance of the theory developed in Chapters 1 and 2 to those issues.  In order to do so, 
hypotheses are stated and evidence is examined in customary fashion.  However, the 
primary purpose of this chapter is not to present evidence in an attempt to confirm or 
refute specific hypotheses.  Rather, hypotheses are stated in order to illustrate application 
of the approach entailed by the theoretical framework developed in Chapters 1 and 2.  
The framework is a general one based on interrelated definitions and concepts, whereas 
the hypotheses stated in this chapter are only examples related to specific questions that 
arise in the contexts considered. 130 
   
A key objective of the theoretical approach proposed in this dissertation is to 
establish bases for defining experimental frames of reference.  In some situations there 
exists an a priori basis for defining frames of reference related to categorisations of items 
or persons.  However, it is likely that many contexts will call for an iterative process 
whereby observations suggest relevant empirical features and, in turn, increased 
understanding of empirical phenomena will lead to hypotheses regarding specific features 
which influence the magnitude of the natural unit.  Of greatest importance, the theoretical 
framework developed in this dissertation provides a basis for testing such hypotheses 
regarding the manner in which frames of reference, and hence units of scale, should be 
specified.  This is the central theme of the empirical investigations.  
 
4.1.2 Overview 
Two types of equating are commonly used in educational contexts: horizontal and 
vertical (Baker, 1984).  Horizontal equating typically entails the use of common persons 
to equate assessments of relatively equivalent overall demand.  Vertical equating 
typically employs the use of common items to equate assessments targeted to different 
year groups.  Common items are usually embedded within larger assessments 
administered to the relevant groups. 
The first of the empirical investigations involves examination of a situation in 
which vertical equating was used to attempt to establish a common scale for two year 
groups of students.  The second investigation involves examination of a situation in 
which horizontal equating was employed to attempt to establish a common scale for 
cohorts of students from two different calendar years.  The issues encountered were 
briefly described in Chapter 1.  Specifically, empirical observations were made of 131 
   
differences between the variances of abilities and difficulties of common persons and 
items across experimental frames of reference, where equating techniques based on the 
RM were applied in order to compare the performance of groups of students.   
In the first of the investigations, there exists an a priori basis for defining frames 
of reference.  Specifically, the frames are defined in terms of classification of persons 
into year groups and of items as link and non-link items.  In the second of the 
investigations, there exists no clear a priori basis for the classification of item sets.  The 
analyses are conducted based on post hoc classifications, rather than knowledge of 
qualitative empirical features of items that permit classifications.  A qualitative study into 
the differences between the items is beyond the scope of the thesis.  It is useful to note, 
however, that Kuhn (1961, p. 162) sought to show that: “large amounts of qualitative 
work have usually been prerequisite to fruitful quantification in the physical sciences”.   
There is no reason to think that the present context is any exception.  This point will be 
elaborated toward the end of the chapter. 
In both situations considered in this chapter, differences between levels of 
discrimination have been suggested by the results of data analysis.  The methods 
necessary for conducting EFRM analyses and evaluating the fit of data to the model have 
been developed in preceding chapters.  Equating techniques, involving transformations 
for differences between both natural units and frame origins, are employed in an attempt 
to bring items onto a common scale.  A combination of equating and ML estimation is 
used to subsequently express person locations on a common scale. 
A feature of the empirical observations is that they highlight the need for targeted 
investigations due to the demands placed on empirical data.  It is preferable from an 132 
   
applied perspective to develop strategies that allow effective research in the short-term, 
which operates largely within existing constraints.  The use of applied measurement to 
draw inferences is unavoidable, and it is preferable to do what is possible to account for 
differences between natural units, if evident, rather than nothing.  Nevertheless, in the 
longer term, it is desirable to carry out research specifically designed to gather 
information that will facilitate the process of maintaining a common arbitrary unit in such 
contexts. 
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4.2.1 Background 
The assessment of Reading provides the empirical context for the investigation of 
PGD and its implications.  The data used in this empirical investigation were collected 
within schools across the state of Western Australia as part of the Western Australian 
Literacy and Numeracy Assessment (WALNA) program in 2003.  WALNA is a 
population-testing program in which all students participate unless absent on the day, 
withdrawn by caregivers, or exempted on special grounds. 
Originally, 40 Year 5 and 41 Year 7 items were included in the assessments, and 
these items were administered to approximately 32,000 students in both year groups.  A 
random sample of about 980 students from each of these populations was extracted for 
the purpose of the investigations described to follow.  Items with relatively poor fit were 
excluded, leaving 32 Year 5 and 32 Year 7 items in total.  Of these, 12 were common to 
Year 5 and 7 students.   The design of the vertical equating study is shown schematically 
in Figure 4.1. 133 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1: Schematic representation of the vertical equating design 
 
 
The data matrix can be conceived as comprising four frames of reference.  Let 
5 = g  and  7 = g  represent Year 5 and 7 student groups.  Also, let  5 = s  denote the set of 
items administered only to Year 5 students,  6 = s  denote link items, and  7 = s  denote the 
items administered only to Year 7 students.  The frames  65 F  and  67 F , which contain 
common items, provide a basis for equating the Year 5 and 7 Reading assessments. 
 
4.2.2  Observations made during original data analyses 
A striking observation was made during the original analysis of the data.   
Inspection of the ICCs of vertical link items, between the Year 5 and 7 assesssments, for 
evidence of Differential Item Functioning (DIF) revealed a consistent difference between 
the slopes of the observed data for the different year groups across many of the link 
items.  Specifically, the empirical slope was observed to be steeper for the Year 7 
population than for the Year 5 population. 
Yr 5 items Link items Yr 7 items
1,2,…  20  21,22,… 33,34,… 52
~ 980 students
~ 980 students
Year 5 students
Year 7 students134 
   
An advantage of the data is the enormous size of the original sample, which helps 
to provide a clear picture of the relative slopes by providing for very large numbers in 
each CI.  All ICCs in this section are based on data from the original sample of 
approximately 32,000 students in each year group.  The differences between the observed 
slopes are clear for the two items whose ICCs are shown in Figures 4.2 and 4.3 because 
the lines joining the observed proportions intersect, and do so only at one point.   
 
 
Figure 4.2:  ICC for link Item R03519/R03706 
 
 
 
Figure 4.3: ICC for link Item R03524/R03711 
 
Making the situation more complex, for certain items the empirical data suggest 
that a combination of PGD and ISD is in operation.  Thus, while the focus here is on 135 
   
PGD and the consistency of the direction of the difference between levels of PGD, at the 
same time it must be appreciated that differences in levels of item discrimination are also 
evident between different items.  Two examples are shown in Figures 4.4 and 4.5 of 
differences between levels of PGD in which the level of discrimination of the items 
appears to be high. 
 
Figure 4.4: ICC for link Item R03523/R03710 
 
 
Figure 4.5: ICC for link Item R03526/R03713 
 
 
In light of the theory developed in Chapter 2, if the differences between the slopes 
reflect differences between the PGDs of Year 5 and 7 students, then a difference between 136 
   
the dispersions of the items would be expected when the locations of the common items 
are estimated separately for each group through application of the RM.  Indeed, such a 
difference was apparent.  Item locations were estimated based on the Year 7 and Year 5 
data and the locations of the 12 common items are shown in Table 4.1. 
 
Table 4.1:  WALNA 2003 Reading common Year 5-Year 7 items 
  
Item Label  Year 5 
Location
Year 7 
Location Difference 
  
   R03518 / R03705  -0.60  -0.69  -0.09    
   R03519 / R03706  -0.28  -0.49  -0.21    
   R03520 / R03707  -0.68  -0.59  0.09    
   R03521 / R03708  -0.01  -0.09  -0.08    
   R03522 / R03709  -0.12  0.20  0.31    
   R03523 / R03710  -0.10  -0.49  -0.39    
   R03524 / R03711  0.78  0.69  -0.09    
   R03525 / R03712  0.33  0.65  0.32    
   R03526 / R03713  -0.09  -0.37  -0.27    
   R03527 / R03714  -1.30  -1.52  -0.22    
   R03528 / R03715  1.43  1.77  0.34    
   R03529 / R03716  0.65  0.94  0.29    
   Mean 0.00 0.00  0.00   
   S.D. 0.73 0.89       
   Ratio of SDs (Yr7:Yr5) 1.22          
                 
 
 
The standard deviation of the estimates derived from analysis of Year 7 response 
data is larger than that derived from analysis of the Year 5 data.  The slopes of the ICCS 
were generally steeper for the Year 7 population than for the Year 5 population.  Thus, 
the ratio of standard deviations provides evidence, congruent with the ICCs, which 
indicates greater PGD within the Year 7 population. 
 137 
   
4.2.3  Invariance of PGD across levels of the principal attribute 
As the starting point for the data analysis in the present empirical investigation, 
PGD was estimated based on the random samples of approximately 980 Year 5 and 7 
students; that is, based on standard analysis of data obtained within frames  65 F  and  67 F  as 
described in relation to Figure 4.1 above.  The ratio of the standard deviations of the 
common items for the sample of students selected was approximately 1.3, somewhat 
larger than the value of 1.22 observed based on analysis of data for the full populations.  
Constraining the product of the PGDs to be equal to 1, the resulting estimates were 
875 . 0 ˆ5 = ϕ and 143 . 1 ˆ7 = ϕ .  The estimates of common items were then transformed 
based on these PGD estimates such that the mean item location was 0 for both groups as 
an arbitrary choice of a common origin.  The resulting scatterplot appears in Figure 4.6 
with approximate 95% confidence intervals based upon the standard errors of the 
transformed item estimates.  The scatterplot shows that invariance of the ratio of PGDs 
holds across items to a reasonable extent.  After transformation of the estimates, the 
RMSD was 0.24, which can be compared with the RMSE of 0.12.  The differences are 
therefore beyond expectation given error, but reasonable in the context of applied 
educational measurement.  The RMSD without transformation was originally somewhat 
worse at approximately 0.3. 138 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6:  Scatterplot of common item locations derived from separate analyses of 
year group data after equating transformation 
 
 
It should be appreciated that there is relatively little information available 
regarding invariance of PGD in this context.  Roughly one fifth of the items retained for 
the analysis were attempted by both groups of persons.  It is not possible to evaluate 
whether invariance of PGD holds across other items, for it is not possible to obtain 
estimates based on separate analysis of the response data from each of the groups.   
However, it is worth noting that in other years of the assessment program, the standard 
deviation of common items based on analysis of Year 7 data has been consistently larger 
than that based on analysis of Year 5 data.  For example, in 2002, the ratio based on 
common items was approximately 1.28 after removing two of the most extreme items, 
consistent with the ratio observed here.  In 2004, the corresponding ratio was 1.13.   The 
data therefore suggest the possibility that a difference between levels of PGD across the 
year groups exists more generally. 
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4.2.4 EFRM  Equating 
Subsequent to the estimation of the PGDs the difference between the frame 
origins, expressed in terms of the common unit, was calculated using Equation (2.33), 
which is repeated here for ease of reference: 
( ) ( )
(*) (*) ) ( ) ( / / g h h
h
s g
g
s c c − = − ρ δ ρ δ . 
 
Person and item locations were then transformed to equate for differences between the 
natural units and frame origins.   The transformation involved a compression of the Year 
7 scale and expansion of the Year 5 scale based on Equation (2.36) from Chapter 2.  It 
should be noted that the transformation equation is based on information from common 
items, but the transformation was made for all Year 5 and all Year 7 items.  The mean 
transformed estimates from the two frames were used as estimates of the locations of the 
link items. 
 
4.2.5  Investigating fit of data to the RM and EFRM 
If PGD represents a source of the difference in the dispersion of locations of the 
common items, there should also be improvement to the fit of data to the EFRM 
compared with the RM.  Such improvement is expected because the EFRM permits 
different slopes across the frames of reference associated with Year 5 and 7 students 
when estimates are expressed in terms of a common unit and origin. 
 
Fit residuals 
Fit residuals were calculated for Specified Frames of Reference as in the previous 
chapter.  The fit residuals were calculated both for the standard RM and the EFRM.  The 
hypothesis of greater PGD for the Year 7 than Year 5 group entails that the fit residual for 140 
   
the common, link items should have a larger negative value for the Year 7 students than 
for the Year 5 students for a simultaneous analysis of the data based on the standard form 
of the RM.   A summary of the fit residuals is provided in Table 4.2. 
Table 4.2:  Fit residuals by group for the PGD empirical study 
 
   All items by group    Link items by group   
   Year 5  Year 7     Year 5  Year 7    
RM  -1.67 -4.79      1.88 -4.75    
EFRM  0.16 1.30      2.04 0.20    
            
 
It is clear from Table 4.2 that for the link items, under the standard RM analysis, 
the fit residual for the Year 7 students is considerably more negative than that obtained 
for the Year 5 students.  Indeed, there is a difference of 6.62 between the values.  In 
addition, application of the EFRM should result in an improvement of fit of data to the 
model compared with the RM.  Such an improvement is also evident.  The difference 
between the fit residuals of the year groups for the link items was reduced from 6.62 for 
the RM to 1.84 for the EFRM.  Fit overall is also better for the EFRM. 
 
4.2.6 Discussion 
The example provides empirical evidence indicative of a difference between 
levels of PGD across year groups.  The potential implications of this difference for 
reporting student performance are considerable.  In WA, it is intended that the 
performance of Year 3, 5, 7, and 9 students is reported on a common continuum.   
Comparisons are made every year between the year groups.   If a difference in levels of 
PGD exists between Years 5 and 7, which is not accounted for, results are likely to be 
affected in various ways.  For example, such differences are likely to result in poor 141 
   
vertical equating because the item locations are estimated relative to different natural 
units.  Inferences about the range of performance are also likely to be affected. 
However, the observation potentially carries considerably more significance than 
just its implications for reporting: it may indicate a fundamental empirical difference 
between characteristics of the groups.  The extent of the generality of this observation is 
unknown because limited data have been subjected to scrutiny.  However, in light of the 
results for 2002 and 2004, which also suggest a difference between the PGD of the 
groups, it is reasonable to hypothesise that the observations reflect general empirical 
characteristics. 
Kuhn (1961) argues that results which appear anomalous in the context of 
accepted theory potentially lead to the genesis of a search for a new, natural phenomenon.  
He observes that such anomalies are most striking when encountered during the process 
of obtaining measurements, as reflected in the comments below. 
When measurement departs from theory, it is likely to yield mere numbers, and their very 
neutrality makes them particularly sterile as a source of remedial suggestions.  But 
numbers register the departure from theory with an authority that no qualitative technique 
can duplicate, and that departure is often enough to start a search (Kuhn, 1961, p. 180). 
The observation of data indicative of a difference between levels of PGD is 
unexpected in as much as there were no reasons based on purely qualitative observations 
to hypothesise such a difference.  However, empirical observations take on a different 
meaning when they connect with theory, as conveyed in the following: 
It is probably the ability to recognize a significant anomaly against the background of 
current theory that most distinguishes the successful victim of an “accident” from those 
of his contemporaries who passed the same phenomenon by. (Is this not part of the sense 
of Pasteur’s famous phrase, “In the fields of observation, chance favors only the prepared 
mind”?) (Kuhn, 1961, p. 179). 142 
   
 
It would seem prudent, therefore, to question whether such observations of systematic 
misfit to the RM, in its standard form, should be ignored.  As has been described, the 
observations have been made on more than one occasion.  The issues are discussed 
further toward the end of chapter. 
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4.3.1 Background 
As indicated in Chapter 1, ISD is investigated in the empirical context of Year 3 
Mathematics.    The data used in this investigation were also collected during the course 
of the WALNA program in 2003.  The design of the equating study is shown 
schematically in Figure 4.7. 
WALNA 2000 Items  WALNA 2003 Items 
1  2  3  . . .  28  1  2  3  . . .  31 
                                  
                                  
                                  
Students from 2000 population             
                                  
                                  
                                  
                                         
Common students – from 2003 population (298 cases) 
                                         
                                   
                                   
                                   
               Students from 2003 population
                                   
                                   
                                         
 
Figure 4.7: Schematic representation of the WALNA 
2003 mathematics equating design 
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The 2000 and 2003 populations comprised approximately 33,000 students each.  
A random sample of 3000 cases from each population was extracted for the purposes of 
the present investigation.  A subset of 28 items from the 2000 Assessment and all of the 
31 items from the 2003 Mathematics Assessment were used within the investigation. 
During the course of the WALNA program, the RM was originally applied in the 
analysis of response data for both the 2000 and 2003 Mathematics assessments.  The 
initial observation of relevance here was that the standard deviation of the ability 
estimates for the 2003 population was approximately 1.2 times that of the 2000 
population, based on single frame of reference equating of the assessments, as defined in 
Chapter 2. 
In Australia, percentages of students attaining minimal standards are reported.  
These standards are referred to as National Benchmark standards.  With the means of the 
cohorts of students very similar, the greater standard deviation of the 2003 population 
was associated with a greater number failing to attain the standard when the location of 
the standard was translated onto the 2003 scale based on single frame of reference 
equating.  It was reported that 9.5% of students fell below the National Benchmark in 
2000.  Single frame of reference equating resulted in 12.7% of students being deemed 
below the Benchmark standard in 2003.  The results imply a decline of 3.2% in the 
percentage attaining the standard, which translates to about 800 students. 
However, inspection of the results of the equating study revealed that for the 298 
common students, a difference between the standard deviations was also evident when 
person locations were estimated separately from the 2003 and 2000 assessments.  Let g 
denote the equating group, and let  0 = s  and  3 = s  denote the 2000 and 2003 assessments 144 
   
respectively.  Based on single frame of reference equating, the ratio  [] [ ]
) 0 ( ) 3 ( : g g V V β β  
was approximately 1.14.  That is, the ratio was in the same direction as the difference 
observed for the populations, and of similar size.  The observations therefore suggested a 
difference between natural units. 
 
4.3.2  Strategy for application of the EFRM 
The simplest strategy for data analysis based on the EFRM would have been to 
use just the 298 common cases.   However, this approach presented problems for the 
estimation of ISD due to a combination of underlying issues, particularly a combination 
of targeting issues within sets and associated lack of variance of the ability estimates.  A 
two-staged approach was ultimately adopted for applying the EFRM, as described in the 
following two sections. 
Firstly, each test was partitioned into item sets and the ISD of each set was 
estimated using the techniques described in the previous chapter.   Sets were formed 
primarily on the basis of fit residuals derived from analysis of the data based on the 
standard form of the RM.  That is, separate analyses of each assessment were undertaken, 
and the items ordered in terms of fit residuals.  Consideration was given also to 
information derived from visual inspection of ICCs, particularly for items of more 
extreme difficulty.  The final classifications of items into sets are shown in Appendices 
XIV and XV, with items ordered according to fit residuals. 
 
4.3.3  ISD estimation within each assessment 
    Estimation of ISD was conducted first within each of the 2003 and 2000 
assessments separately.  The methods described in previous chapters were used, 145 
   
involving the formation of matrices of log ratios of standard deviations based on WLE 
estimates, with the effects of error on variance removed.  It is stressed that this approach 
entails the definition of two arbitrary units; one for each of the assessments and item sets 
contained within.   The ISD estimates are displayed in Tables 4.3 and 4.4. 
Table 4.3: ISD estimates for the Year 3 Mathematics 2003 Assessment 
 
 
 
Table 4.4: ISD estimates for the Year 3 Mathematics 2000 Assessment 
 
Set ISD  estimate
1  1.370 
2  0.730 
 
Bearing in mind that  s s u / u ≡ α , it should be noted that the estimates reported in 
Table 4.3 are not expressed in terms of the same arbitrary unit as those reported in 
Table 4.4.  Hence, comparisons cannot be drawn between estimates from the different 
assessments. 
 
4.3.4 EFRM  Equating 
The process of equating in this situation is somewhat involved.  An overview is 
provided here but the reader is referred to Appendix XVI for a more detailed and formal 
account. 
Firstly, within each assessment, items were equated for differences between units 
and between origins associated with the subsets of items.  The resulting item locations are 
Set ISD  estimate
1  1.364 
2  0.957 
3  0.766 146 
   
shown, with ISD estimates, in Appendices XVII and XVIII.  As before, the constraint 
imposed for each of the assessments was  1 ≡ ∏∏
sg
sg ρ .  
However, the constraint was applied independently to each assessment and so an 
arbitrary unit was thereby defined for each assessment separately.  After equating within 
each of these assessments for differences between levels of ISD, the locations of items 
from different subsets were expressed in terms the arbitrary unit associated with each of 
the assessments.   Using these item locations, and the ISD of each set, abilities were then 
estimated based on ML estimation of person parameters using RUMMdis (Luo, 2003).  
The relevant solution equation is derived in Chapter 5. 
The resulting abilities were then expressed in terms of the arbitrary unit associated 
with each assessment.  The two sets of abilities for the common persons were compared 
to obtain the ratio of arbitrary units, as shown in Appendix XVI.  All item locations and 
natural units were then expressed in terms of the arbitrary unit associated with the 2003 
assessment.  This arbitrary unit is denoted 
(3) u .  The comparison between arbitrary units 
also permitted estimation of ISD in terms of a common arbitrary unit, as shown in 
Appendix XVI. 
The important thing to note is that result of this process is estimates of locations 
and ISD, each expressed in relation to a common arbitrary unit, 
(3) u .  These estimates are 
shown in Table 4.5.   147 
   
Table 4.5: Item and ISD estimates for the 2003 and 2000 Assessments 
 
   2003 Assessment     2000 Assessment    
Item  locn ISD Item  locn ISD    
N03301 -1.684 0.957 N00301 -6.746 0.545     
N03302 -4.989 0.957 N00302 -3.586 1.023     
N03303 -1.524 1.364 N00303 -2.623 1.023     
N03304 -2.683 0.957 N00304 -2.257 1.023     
N03305 -0.598 0.766 N00305 -2.376 1.023     
N03306 -0.401 1.364 N00306 -2.247 1.023     
N03307 -0.877 1.364 N00307 -2.012 1.023     
N03308 -0.353 0.766 N00308 -1.384 1.023     
N03309 -1.628 0.957 N00309 -1.504 1.023     
N03310 -0.008 1.364 N00310 -1.477 1.023     
N03311 0.994 0.766  N00311 -0.974 1.023     
N03312 -0.262 0.957 N00312 -2.421 0.545     
N03313 -0.232 0.957 N00313 -0.378 1.023     
N03314 -0.772 0.766 N00314 -1.650 0.545     
N03315 -0.119 0.957 N00315 -1.174 1.023     
N03316 0.733 1.364  N00316 -0.281 0.545     
N03317 0.823 0.766  N00317 -0.508 1.023     
N03318 -0.698 0.766 N00318 -0.254 1.023     
N03319 -0.239 1.364 N00319 -0.328 1.023     
N03320 -0.178 0.766 N00320 -0.302 0.545     
N03321 0.294 0.766  N00321 -0.550 1.023     
N03322 0.356 0.766  N00322 0.252 1.023     
N03323 0.753 0.957  N00323 -1.467 1.023     
N03324 0.680 1.364  N00324 1.381 0.545     
N03325 1.561 1.364  N00325 2.039 0.545     
N03326 2.176 0.766  N00326 2.137 0.545     
N03327 0.732 0.957  N00327 2.477 0.545     
N03328 0.859 1.364  N00328 2.656 0.545     
N03329  1.906  0.957             
N03330  1.709  0.766             
N03331  3.671  1.364             
           
Mean 0.000  1.021    -0.913  0.852    
 
It was hypothesised that the difference between the standard deviations of abilities 
derived from the two assessments occurred as a result of the effects of ISD.  In keeping 
with this hypothesis, the mean estimated ISD for the 2003 assessment, calculated across 
individual items, is higher than the mean ISD for the 2000 assessment. 
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4.3.5  Ability estimates expressed in a common, arbitrary unit 
 
The information in Table 4.5 was used to express person abilities for all 3000 
students in terms of the common, arbitrary unit.  The data were then interrogated to assess 
the implications in terms of publicly reported data.  The sample of 3000 students was 
used as a basis for calculation of standard deviations of abilities of persons from the two 
cohorts.  These are taken as being representative of population values. 
Table 4.6: Comparison of abilities derived from the RM and EFRM 
for the ISD empirical investigation 
 
         S.D.  Ratio SDs    
      Mean error  rem  2003:2000    
2003  0.167 1.028  1.20     RM 
2000  0.184 0.858        
2003  0.200 1.045  0.94     EFRM 
2000  0.166 1.114        
                 
 
The standard deviations are those derived after removing the effects of 
measurement error on variance.  As can be seen in Table 4.6, the difference between the 
standard deviations is smaller based on the EFRM analysis than the RM analysis. 
Naturally, it cannot be assumed that the standard deviations are the same for the 
2000 and 2003 cohorts of Year 3 students.  However, a difference in the order of 20% 
across two like populations would seem unlikely.  Further, the differences are in keeping 
with the differences between the variances of estimates for common persons only derived 
from the two assessments.  Considered in combination, therefore, the results suggest that 
different levels of discrimination are associated with each of the assessments. 
It is instructive to consider the effects in terms of reporting against standards.  The 
National Benchmark standard for Year 3 Mathematics was established on the 2000 scale.  149 
   
The percentage reported below the National Benchmark standard in that year was 9.5%.  
This is taken as the point of reference for both forms of analysis: that is, it is taken as 
given that this is the percentage in that year.  The implications for reporting against the 
Benchmark are shown in Table 4.7. 
Table 4.7: Comparison of Benchmark results based on each of the analyses 
 
      RM EFRM    
2000  9.5% 9.5%     
2003  12.7% 8.1%      Percentage 
Difference -3.2%  1.4%    
              
 
Thus, single frame of reference equating indicates an absolute difference of 3.2% 
between the percentages of students attaining the Benchmark standard.  On the other 
hand, the EFRM analysis indicates a smaller absolute difference of 1.4%, which is closer 
to the difference of 0% that would be expected if there were no difference between the 
distributions of the two populations. 
 
 
4.3.6  Investigating fit of data to the RM and EFRM 
 
 Fit  residuals 
  Item fit residuals were computed for the data derived from analyses based on both 
the RM and EFRM.  The results are organised according to item sets within each 
assessment in Tables 4.8 and 4.9. 150 
   
 
Table 4.8: 2003 Assessment, comparison of fit residuals from the analyses 
 
   SET 1     SET 2     SET 3   
Label  RM EFRM Label  RM EFRM Label RM EFRM   
N03324 -4.51  -1.20  N03327 -1.52  -0.76  N03320 0.20  -1.73   
N03325 -3.71  -2.37  N03309 -0.97  -1.18  N03308 0.57  -1.91   
N03310 -3.69  1.32  N03313 -0.80  -0.87  N03326 0.86  -0.41   
N03316 -3.33  0.06  N03302 -0.60  -0.45  N03311 0.88  -1.97   
N03319  -3.31 0.56 N03323  -0.49 0.40 N03330  0.92 -0.66   
N03306  -2.25 1.34 N03329  -0.48 0.64 N03317  0.99 -1.22   
N03307 -1.98  1.84  N03315 -0.19  0.03  N03318 2.25  0.55  
N03328  -1.54 2.18 N03312  0.15 0.22 N03305  3.35 1.29   
N03331  -1.25 -0.97 N03301  0.50 -0.51 N03321  3.83  1.94   
N03303  -1.03 0.08 N03304  0.76 0.32 N03314  5.28 3.73   
                  N03322  5.57  3.61   
Mean  -2.66  0.28     -0.36  -0.21     2.25  0.29   
S.D  1.20 1.46      0.69 0.62     1.95 2.11   
 
 
It is evident that for each of the three sets appearing in Table 4.8, the mean item 
fit residual is nearer 0 for the EFRM analysis, indicating that ISD has been accounted for 
to a reasonable extent.  The reduction in the absolute value of the residuals is substantial 
for item Sets 1 and 3, indicating considerably better fit of data to the EFRM than to the 
RM.  The corresponding information is shown for the 2000 assessment in Table 4.9. 151 
   
 
Table 4.9: 2000 Assessment, comparison of fit residuals from the analyses 
 
   SET 4     SET 5    
Label RM EFRM Label RM EFRM    
N00313 -5.26  -2.71  N00314 -0.44  -1.35     
N00319 -5.16  -2.52  N00320 -0.24  -3.04     
N00311 -4.98  -2.92  N00312 0.07  -1.46     
N00310 -4.55  -3.88  N00301 1.11  0.28    
N00309 -3.60  -2.20  N00324 2.38  -1.06     
N00306 -2.98  -2.00  N00316 2.95  0.60    
N00305 -2.78  -2.17  N00325 3.47  3.09    
N00318 -2.21  0.24  N00327 5.80  3.08    
N00304 -2.19  -1.39  N00326 6.00  3.05    
N00303 -2.17  -0.37  N00328 8.96  5.45    
N00308  -1.98  -1.11             
N00302  -1.60  -1.30             
N00323  -1.18  -0.27             
N00322  -1.13  2.27             
N00315  -1.00  0.78             
N00321  -0.99  1.44             
N00317  -0.94  1.26             
N00307  -0.13  1.34             
Mean -2.49  -0.86      3.01  0.86    
S.D. 1.61  1.78      3.12  2.69    
 
 
Again, as can be seen in Table 4.9, for items in the 2000 assessment the mean 
item fit residual is nearer 0 for both item sets after application of the EFRM. 
 
ICCs 
Most of the ICCs shown to follow are selected specifically to illustrate instances 
of improvement in fit of data to the EFRM compared with the RM.  The ICCs are 
therefore not intended to be typical.  The first three pairs of ICCs shown to follow belong 
to items with low ISD values.  First, ICCs are shown in Figures 4.8(a) and (b) for one of 
the worst fitting items.   The estimated ISD for the item set to which the relevant item 
belongs was 0.545.  The fit residual was reduced from 5.8 for the RM to 3.1 upon 152 
   
application of the EFRM.  Misfit is still evident, but a large degree of the disparity 
between observed and expected scores has been accounted for. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8(a): RM ICC for Item N00327 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8(b): EFRM ICC for Item N00327 
 
 
The fit residual for Item 21 on the Year 3 2003 assessment is shown in Figures 
4.8(a) and (b) for the RM and EFRM.  The residual was reduced from approximately 3.8 
for the RM to 1.9 for the EFRM.  The estimated ISD of the set was 0.766. 
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Figure 4.9(a): RM ICC for Item N03321 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9(b): EFRM ICC for Item N03321 
 
 The ICCs in Figures 4.9(a) and (b) belong to an item which had fit residuals of 2.9 for 
the RM, but only 0.6 for the EFRM.  
 
 
 
 
 
 
 
 
 
 
Figure 4.10(a): RM ICC for Item N00316 
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Figure 4.10(b): EFRM ICC for Item N00316 
 
The pair of ICCs shown in Figures 4.10(a) and (b) belong to an item that had a 
negative fit residual and relatively large estimated ISD. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11(a): RM ICC for Item N03324 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11(b): EFRM ICC for Item N03324 
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The item fit residual for the item whose ICCs appear in Figures 4.11(a) and (b), 
increased from –4.5 upon application of the RM to –1.2 upon application of the EFRM, 
indicating that a considerable proportion of the systematic misfit was accounted for.  The 
item belonged to the set with the highest estimated ISD of 1.364. 
Next, the ICCs for Item 13 on the 2000 assessment are shown in Figures 4.12(a) 
and (b).  The fit residual decreased, in terms of the absolute value, from –5.3 for the RM 
to –2.7 for the EFRM.  The estimated ISD for the set was 1.023, which appears to be 
somewhat too low for this item.  Nonetheless, there is a considerable improvement in the 
fit. 
 
 
 
 
 
 
 
 
 
Figure 4.12(a): RM ICC for Item N00313 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12(b): EFRM ICC for Item N00313 
 
Before concluding this section, it should be noted that for some items, fit was 
made somewhat worse upon application of the EFRM.  The reason for this was that some 
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items with moderate ISD were classified into sets with high or low ISD.  As an example 
ICCs for Item N00320, from the 2000 assessment, are shown in Figures 4.13(a) and (b).  
The fit residual for this item changed from –0.2 for the RM to –3.0 for the EFRM.  This 
original fit residual of this item was close to 0 but the item was classified with a set that 
generally had large positive residuals.  Clearly, it is desirable to avoid such 
misclassifications whenever possible. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13(a): RM ICC for Item N00320 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13(b): EFRM ICC for Item N00320 
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4.3.7 Discussion 
Generally speaking, it is undesirable to make post hoc classifications of items as 
in the investigation of ISD presented above.  Nonetheless, it may be necessary to adopt 
such an approach to begin to acquire a level of knowledge sufficient for generating 
specific hypotheses.  For example, if tendencies can be observed for items in sets to share 
certain features, then these features can form the basis for future classifications so that 
hypotheses can be stated and tested.  Items can also be developed specifically with a 
specific hypothesis in mind.  It is certainly encouraging that it was possible to classify 
persons on an a priori basis in order to obtain evidence of a difference between levels of 
PGD. 
A great deal of understanding is prerequisite to constructing an assessment even 
when ISD is not considered.  Approximate difficulties of items must be anticipated in 
order to obtain appropriate targeting.  An item developer must also possess an intimate 
understanding of the nature of an attribute in order to construct items that elicit responses 
indicative of that attribute.  In the same way, with requisite experience and knowledge, it 
may be possible to anticipate ISD and to design tests with relevant considerations in 
mind. 
Nevertheless, it is likely to be difficult to acquire the necessary understanding to 
specify experimental frames of reference in such a manner as to obtain evidence of 
differences between natural units.  It would be a mistake, though, to presume that the goal 
is unachievable.  To the contrary, in light of the history of scientific endeavour, it would 
be more than a little surprising if such a task were easy.  Various obstacles must be 
overcome.  Indeed, Kuhn (1961, pp. 187-8) notes that it has in some instances taken 158 
   
decades for “additional exploration and instrumentation prerequisite to quantitative 
exploitation” to occur.  He also notes, by way of an example, that: 
Many of the early experiments involving thermometers read like investigation of that new 
instrument than like investigations with it.  How could anything else have been the case 
during a period when it was totally unclear what the thermometer measured?  Its readings 
obviously depended upon the “degree of heat” but apparently in immensely complex ways. 
(Kuhn, 1961, pp. 188-9). 
 
The empirical data described here are only a starting point: one that serves to 
illustrate the main differences between the standard RM and the EFRM.  Although the 
models are fundamentally related, a different theoretical framework is associated with 
each.  When the RM is applied within a single SFR, by the definition given in Equation 
(2.4) there is only an arbitrary unit.  Hence, the standard RM requires that the unit is 
invariant to features of experimental frames of reference.  In contrast, underpinning the 
EFRM is the explicit proposition that the magnitude of the unit depends upon features of 
experimental frames of reference.  Kuhn (1961, p. 177) describes the struggle to 
distinguish between associated theories as follows: 
…the merely “conceivable” theories are not among the options open to the practicing 
scientist.  His concern is with theories that seem to fit what is known about nature, and all 
these theories, however different their structure, will necessarily seem to yield very 
similar predictive results.  If they can be distinguished at all by measurements, those 
measurements will usually strain the limits of existing experimental techniques. 
 
Systematic departures from the RM associated with discrimination are observed 
regularly in the context of applied educational measurement.  Assessment data collected 
in the Western Australian context consistently display evidence of differential 
discrimination, whether associated with item sets, person groups, or both.  This is despite 
concerted efforts to collect data that fit the RM in its standard form.  Thus, it may be 159 
   
necessary to develop instruments with the wider theoretical framework embodied by the 
EFRM in mind.  Kuhn makes the following observations regarding such attempts to deal 
with anomalies within an existing framework: 
It follows that new theoretical suggestions, destructive of old practices, rarely if ever 
emerge in the absence of a crisis that can no longer be suppressed… No crisis is, 
however, so hard to suppress as one that derives from a quantitative anomaly that has 
resisted all the usual efforts at reconciliation.  Once the relevant measurements have 
been stabilized and the theoretical approximations fully investigated, a quantitative 
discrepancy proves persistently obtrusive to a degree that few qualitative anomalies can 
match.  By their very nature, qualitative anomalies usually suggest ad hoc 
modifications of theory that will disguise them, and once these modifications have been 
suggested there is little way of telling whether they are “good enough.”  An established 
quantitative anomaly, in contrast, usually suggests nothing except trouble, but at its 
best provides a razor-sharp instrument for judging the adequacy of proposed solutions.  
Kuhn (1961, p. 182). 
 
Furthermore, Kuhn (1961, p. 190) observes that: “To discover quantitative regularity one 
must normally know what regularity one is seeking and one’s instruments must be 
designed accordingly”.  The EFRM and associated definitions provide a general 
framework within which to do just this. 
When viewed in broad terms within this framework, discrimination is not merely 
something to be accounted for incidentally during the process of measurement.  Instead, 
discrimination is itself an integral facet of quantitative regularity.  The implication of the 
framework, therefore, is that in seeking to discover quantitative regularity, one should 
deliberately seek to investigate and discover what influences discrimination. 
It is important to note that although discrimination is parameterised within the 
2PLM, its structure is not conducive to such investigations, for several reasons.  Firstly, 
as mentioned in Chapter 2, the structure of the 2PLM implies that every item potentially 160 
   
defines a separate SFR with a different natural unit, which presents fundamental 
problems for measurement, as will become further apparent in the next chapter.   
Secondly, and related to this, the structure of the 2PLM is not congruent with the 
Principle of Invariant Comparison because it does not permit separation of person and 
item parameters within a given SFR, and does not provide a theoretical foundation for 
making invariant comparisons between levels of discrimination.  Finally, the structure of 
the 2PLM inherently precludes the generation and testing of hypotheses regarding the 
influence of person characteristics, the interaction of person and item characteristics, and 
the interrelated conditions in which measurement occurs on the degree of discrimination 
obtained within a SFR.  The importance of each of these considerations is reinforced in 
the remaining two chapters. 
 
 
 161 
   
 
   
 
C CH HA AP PT TE ER R   5 5   
 
 
   
M MA AX XI IM MU UM M   L LI IK KE EL LI IH HO OO OD D   E EQ QU UA AT TI IO ON NS S   
 
 
 
 
I In nt tr ro od du uc ct ti io on n   
 
 
In the classical theory, measurement is defined as the estimation of ratios of 
magnitudes to a unit.   A basis for estimating the parameters of the EFRM was outlined in 
Chapter 2 which involves, as a starting point, application of the RM within each SFR.  
This approach has been used throughout the last two chapters.  It was shown in those 
chapters that the EFRM provides a rational basis for estimation that meets the criteria 
stated at the outset of the dissertation. 
Nonetheless, results in Chapter 3 also indicated scope for improvement in terms 
of the precision of estimates.  As noted in that chapter, it is undesirable for tests of fit to 
fail to confirm quantitative hypotheses due to limitations of estimation techniques.   
Accordingly, various alternative approaches to estimation employing Maximum 
Likelihood (ML) have been considered.  The simplest approach considered is Joint ML 
(JML).  Although JML estimates are inconsistent for a finite number of items, the JML 
equations are presented to follow as a basis for gaining insight into key issues, and these 
issues are subsequently discussed.  It should also be noted that while it is a 
straightforward matter to derive JML equations for each of the parameters of the EFRM, 
it is not anticipated that their application would be quite so straightforward.  After brief 162 
   
 
consideration of the JML equations, a proposal is outlined for a methodology that 
involves a combination of CML and direct ML estimation.  Because algorithms have not 
been implemented to explore the application of the equations, it is not possible to state 
any general conclusions.  Nevertheless, consideration of the proposed approach provides 
for useful insights, as well as showing potential avenues for ML estimation of the 
parameters of the EFRM.  It is expected that ultimately, ML estimation can be used for 
all parameters of the EFRM in order to obtain more precise estimates. 
It is stressed that demonstration of the congruence of the EFRM with the classical 
theory and Rasch’s Principle of Invariant Comparison does not depend on details of 
particular approaches to the problem of estimation.  However, this congruence should be 
exploited in order to identify effective approaches to the problem.  Accordingly, issues 
arising in this chapter reinforce the importance of the classical theory and Principle of 
Invariant Comparison to any approach to estimation. 
In addition to considering estimation, the standard errors of parameters are 
derived from the ML equations later in this chapter.  As noted in Chapter 3, standard 
errors of item estimates were approximated in the simulation studies based on the 
equations derived here.  Implications of the equations for standard errors are discussed, 
and tied to implications arising from consideration of ML approaches to estimation. 
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5 5. .1 1    J Jo oi in nt t   M Ma ax xi im mu um m   L Li ik ke el li ih ho oo od d   
 
 
5.1.1 JML  equations 
As a starting point for deriving the JML equations from the EFRM, let  sg X  be a 
response matrix in an EFR.  The likelihood function for a response matrix, as a whole, 
can be defined as follows
1: 
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The log likelihood function is 
 
( ) ( ) ( ) [ ] ∑∑∑∑ ∑∑∑∑ − + − − = Λ
sign
si gn g s
sign
si gn sign g s x
(*) (*) (*) (*) exp 1 log log δ β ϕ α δ β ϕ α . 
 
From this function, partial derivatives can be taken with respect to each of the 
four parameters in order to obtain solution equations.  The solution equation for each is 
obtained by setting the partial derivative with respect to each parameter equal to 0.  The 
JML equations for the four parameters of the EFRM, in the most general form considered 
in this dissertation, are listed in Equations (5.2) to (5.5). 
                                                 
1 Note that in this chapter, a semicolon is used within equations to denote that a specified probability is 
conditional on parameters alone, whereas a vertical bar is used to denote that a specified probability is 
conditional on terms that entail partitioning of response data. 164 
   
 
Item difficulties, 
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for  S s ,.., 1 =  and  s I i ,..., 1 =  
 
Abilities, 
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for  g g ,.., 1 =  and  g N n ,..., 1 =  
 
 
Item Set Discriminations,  s α  
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for  S s ,..., 1 =  
 
Person Group Discriminations,  g ϕ  
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for  G g ,..., 1 =  
 
 
5.1.2  Preliminary examination of the JML equations 
Perhaps the most fundamental issue in light of the definitions introduced in 
Chapter 2, is that of the inherent interrelation between the arbitrary unit, in terms of 
which the parameters 
(*)
gn β  and 
(*)
si δ  are estimated, and estimates of the parameters  s α  
and  g ϕ . 165 
   
 
When the RM is employed within a single SFR, the constraint usually employed 
as a choice of origin is  0
) ( ≡
sg
si δ .  In terms of the definitions introduced in Chapter 2, this 
implies that  0 u / d
) ( ≡ sg
sg
si  hence  0 d
) ( ≡
sg
si .  In turn, since  sg si
sg
si c d d
) ( − ≡ , the constraint 
implies that  sg si c d ≡ .  That is, the frame origin is defined as the average magnitude of 
attribute possessed by the items.  Within a single SFR, maintaining this constraint during 
the estimation process implies that the origin remains fixed.  Notice, however, that in 
order for this to be true the magnitude of the unit must be invariant within the SFR, as 
required by the RM.  Hence, it is in principle possible to estimate person and item 
locations relative to both a fixed unit and origin provided that the unit is invariant. 
The objective of this dissertation is to estimate person and item locations relative 
to a common unit and origin across multiple frames of reference.  It is not so 
straightforward to ensure that the unit and origin remain common and fixed for all items 
using the ML equations derived from the EFRM, even in principle.  It will be recalled 
that  () u / c d
(*) − ≡ si si δ  and also that  sg sg u / u ≡ ρ .  The problem is that until  s α  and  g ϕ  
have been estimated accurately relative to one another across frames, the magnitude of 
the arbitrary unit still differs across those frames.  Let  sg sg
sg u ˆ u
) ( ρ =  denote the 
magnitude of an arbitrary unit within the frame  sg F  defined or specified by an estimate, 
sg ρ ˆ .  Stated in these terms, the objective is to find a set of estimates of each  sg ρ ˆ  such that 
u u
) ( =
sg  for all frames  sg F : that is, so there is a common, arbitrary unit.  When the 
relative values of  sg ρ ˆ  across frames are not in the correct ratios to one another, the units 
) ( u
sg  vary in magnitude across frames, rather than being a fixed and common magnitude.  166 
   
 
Consequently, the measure  ( )
) ( (*) u / c d
sg
si si − ≡ δ  depends not only on the magnitude of 
the difference  c d − si , but also on the value of  sg ρ  at any given point during the 
estimation process.  In turn, from Equations (5.4) and (5.5), estimation of  sg ρ  involves 
estimates of the ratios ()
) ( u / c d
sg
si −  and ( )
) ( u / c b
sg
gn − .  Thus, given the recursive nature 
of the estimation process, it is not possible to achieve convergence generally. 
There is, however, an approach that circumvents such problems.  Implementation 
of the approach would not be straightforward.  Nonetheless, consideration of underlying 
theory provides for useful insights into key issues. 
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By conditioning on weighted raw scores, as defined below, it is theoretically 
possible to eliminate person parameters in the EFRM to obtain CML equations.   
However, as will be seen, the resulting equations contain products, 
(*)
si sgδ ρ .  The 
derivations to follow draw largely from the derivation of CML equations by Verhelst & 
Glas (1995a) for the One Parameter Logistic Model (OPLM).  The OPLM possesses the 
same formal structure as the 2PLM.  Verhelst & Glas use  i a , which they refer to as an 
item discrimination index, instead of  i α , to emphasise that the terms are not treated as 
parameters.  However, as the authors note, while the terms are referred to as indices, 
initial estimates of each  i a  are used in practice, which means that estimation is still used 
as a starting point. 167 
   
 
The EFRM is different from the OPLM in three key respects.  First, in the EFRM 
parameters for both ISD and PGD may be incorporated, whereas in the OPLM, only item 
discrimination can be parameterised.  Indeed, as touched on in Chapter 2, more generally 
discrimination may be parameterised in the EFRM with respect to any well-defined 
characteristic of a SFR.  Second,  s α is treated as a parameter in the EFRM but as an 
imputed value in the OPLM.  Third, there is no attempt to include a discrimination 
parameter for every item i in the EFRM.  Rather, the parameter  s α  pertains to item sets.  
Nonetheless, it is important to note that many of the issues highlighted by Verhelst & 
Glas (1995a) in relation to the use of CML are relevant here also. 
The derivations are provided in detail for the sake of completeness.  In terms of 
the approach proposed following derivation of the CML equations, the important thing to 
note is that the solution equations contain products. 
As a starting point for deriving the CML equations for the EFRM, the probability 
of a response vector for a given person,  ) ,..., ,..., ( 11 SLgn sign gn gn x x x = x , is 
( )
() () ∏∏
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
− +
−
=
si si gn s g
si gn sign s g
g gn gn
x
) ( exp 1
) ( exp
} , , , ; Pr{
(*) (*)
(*) (*)
(*)
δ β α ϕ
δ β α ϕ
ϕ β α δ x     (5.6) 
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where  sign s
si
g gn x r α ϕ ∑∑ =  is the weighted raw score for person n of group g.  168 
   
 
As noted by Verhelst & Glas (1995a) in relation to the OPLM, the denominator 
and the first factor of the numerator, here  ) exp(
(*)
gn gn r β , also appear in this situation 
identically for all response patterns resulting in a particular weighted raw score.   
Accordingly, the probability of a response pattern  gn x , conditional on the weighted raw 
score is 
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) (
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exp
exp
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δ α ϕ
δ α ϕ
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The person parameter is thus eliminated.  However, the conditional equation 
contains products  sg si si sg u / d
(*) (*) = δ ρ .  Thus, item locations can in principle be estimated 
in terms of a common origin, but only in terms of the natural unit of each SFR. 
The combinatorial function is now defined in the same essential fashion as it is 
defined by Verhelst & Glas (1995a): 
∑ ⎟
⎠
⎞ ⎜
⎝
⎛ ∑∑ − =
r si
si sign s g r x
) (
(*) exp ~
x
δ α ϕ γ  if the sum contains at least one term; or 
otherwise  0 ~ = r γ . 169 
   
 
 
The summation runs across all response patterns  gn x  that yield a score of r.  Defining 
the combinatorial function as 0 where there are no terms means defining it as 0 when the 
weighted raw score is 0. 
The conditional likelihood function for a complete data matrix, within an EFR, is 
} ) ( Pr{ gn gn
gn
r x ∏∏ = Λ  
 
and the log likelihood function is 
∑∑ ∑∑∑∑ − − = Λ
gn
r si sign s
sign
g x γ δ α ϕ ~ log log
(*) .    (5.8) 
 
Since no terms within the combinatorial function vary across persons with a 
particular weighted raw score r, it follows that 
∑∑ ∑∑∑∑ − − = Λ
gr
r gr si sign s
sign
g N x γ δ α ϕ ~ log log
(*)   (5.9) 
 
where  gr N  is the number of persons in group g with a score of r.  Taking the partial 
derivative with respect to a given item i of set s, 
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where 
) ( ~ si
r s gα ϕ γ − is the combinatorial function of order  s g r α ϕ − , with all response patterns 
yielding the weighted raw score that involve item i of set s excluded. 
Setting the partial derivative of the log likelihood equation equal to zero, 
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. 
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Both sides of this equation can be divided by  s α  and the term eliminated as a coefficient.  
Letting  si
gn
sign g L x = ∑∑ϕ  the solution equations for items are then 
( )
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⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡ −
=
−
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r si s g
gr g si
s g N L
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~
~ exp
) ( (*)
,      ( 5 . 1 0 )  
 
for  S s ,.., 1 =  and  s I i ,..., 1 = . 
 
When persons are not classified into groups, hence  1 1 ≡ ϕ , the solution equations 
specialise in their essential form to those obtained by Verhelst & Glas (1995a) as follows: 
()
∑
⎥
⎥
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⎢
⎢
⎣
⎡ −
=
−
n r
si
r si s
si
s T
γ
γ δ α α
~
~ exp
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  where  ∑ =
n
sin si x T , for  S s ,.., 1 =  and  s I i ,... 1 = . 
 
Equation (5.11) can, in principle, be employed as a solution equation by conditioning on 
combinations of item set scores rather than, strictly, on weighted raw scores.  Consistent 
with Chapter 3, let  ∑
∈
=
s i
in n x s v ) (  be the raw score of person n for item set s.  All 
response vectors  ) ,..., ,..., ( 11 SLn sin n n x x x = x  which yield a particular vector of item set raw 
scores,  () n n n n S v s v v ) ( ,..., ) ( ,.., ) 1 ( = v , necessarily also yield the same weighted raw score.  
For example, in a situation in which there are three sets of items, response vectors that 
yield a vector  ) 3 , 3 , 2 ( = v  necessarily yield the same weighted raw score, 
3 2 1 3 3 2 α α α + + = r .  Thus, by conditioning on  n v , the weighted raw score can be 
eliminated in the same fashion as it is eliminated in Equation (5.7).  That is, the 
conditional probability  } Pr{ n n v x  is given in terms of a function that does not contain 
the person parameter. 171 
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The approach proposed in this section involves the case in which PGD is not 
considered, hence application of Solution Equation (5.11).  The motivation for focusing 
on this case is that it is theoretically simpler to deal with the parameter  g ϕ  because 
information about PGD derives from item estimates, which generally have negligible 
error and bias associated with them. 
In order to apply Equation (5.11), constraints must be applied as an arbitrary 
choice of unit and origin.  Letting 
(*) (*)
si s si δ α ψ ≡ , note that it is not possible to apply 
0
(*) ≡ si δ  as a choice of a common origin, because the equation contains only products 
(*)
si ψ .  In the approach described to follow, a reference item set is used as a basis for 
constraining both the arbitrary unit and common origin
2.  Accordingly, let this item set be 
1 = s , and let  1 1 ≡ α  as a choice of an arbitrary unit.  Also let  0 ˆ (*)
1 ≡ i δ  as an arbitrary 
choice of the common origin.  By employing this constraint, it is possible
3 to estimate 
(*)
si ψ  for  S s ,..., 1 =  and  s I i ,..., 1 = . 
Without the group discrimination parameter, it is readily shown that the ML 
solution equation for  s α , for a given set s, is 
( )
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⎥
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) ( exp 1
) ( exp
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δ β α
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δ β δ β  .   
 
                                                 
2 It is assumed that the reference item set would be chosen to maximise information about abilities, with 
consideration also given to the conformity of the data with the RM within the relevant SFR. 
3 Provided there is information for any given item.  Relevant response patterns must exist within the 
response matrix as a whole for a given item to be retained in the solution equations. 172 
   
 
Stated in terms of 
(*)
si ψ , this equation becomes 
( )
() ∑∑ ∑∑
∈ ∈
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⎦
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exp 1
exp
)) / ( ( )) / ( ( 0
ψ β α
ψ β α
α ψ β α ψ β . (5.12) 
 
Now, it is possible to obtain estimates of 
(*)
n β  from  1 X  by applying the RM in its 
standard form, with the usual specification  1 1 ≡ α .  Indeed, in this situation the EFRM 
specialises to the RM, hence the CML solution equations for the EFRM are the same as 
those of the RM.  Consider, in turn, application of Equation (5.12) to a second item set, 
2 = s .  If the ability estimates derived from  1 X  are employed, there is only one unknown 
in Equation (5.11), which is  2 α .  Newton-Raphson iteration can therefore be employed to 
obtain an estimate  2 ˆ α .  Once this estimate has been obtained, estimates of item 
difficulties can also be determined because 
(*)
si ψ  has been estimated for each item based 
on the CML solution equations, and  2 2
(*)
2 ˆ / ˆ ˆ α ψ δ i i = .  Note that WLE estimates for the 
abilities from the reference frame  1 F  can be used to limit the effect of bias on item and 
discrimination estimates. 
Using this process, locations 
(*)
si δ  can be estimated for all items in Sets 1 and 2.  
Further,  2 α  can be estimated, and  1 1 ≡ α . 
In the situation considered here, in which persons are not classified into groups, it 
is readily shown that the solution equation for person abilities is 
( )
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⎢
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ss i si n s
si n s
s
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for  N n ,..., 1 = . 
 173 
   
 
Now, the Weighted Likelihood analogue of Equation (5.13) can be used to obtain 
refined ability estimates based on item and discrimination estimates for Sets 1 and 2 
combined.  All information for Set 1 remains the same, so the estimates need only be 
refined based on the item and ISD estimates for Set 2. 
From this basis, a third set can be considered if necessary, using the new ability 
estimates, and so on for all sets.  In this manner, item and ISD locations can be estimated 
successively for remaining sets, and ability estimates should become increasingly refined. 
 
5.3.1 Discussion 
The forgoing outline highlights some key issues.  First, any method involving ML 
must enable a constraint of both the common arbitrary unit and common origin.   
Estimation relative to a common unit and origin is fundamental to the theoretical 
framework developed in Chapters 1 and 2, in accordance with the classical theory of 
measurement.  In the approach outlined above, 
(*)
si ψ  is the location of an item relative to a 
common origin, but expressed in terms of the natural unit of the relevant SFR.  Following 
from this, while person parameters can be eliminated in order to estimate the locations 
(*)
si ψ , ultimately person locations are the only source of information about ratios of ISDs, 
and therefore about the ratios of natural units, because persons provide for common 
information across item sets.  Any method of estimation of ISD must employ person 
estimates in some fashion.  Notice however that in the method proposed here, consistent 
with the Principle of Invariant Comparison and the extension of its theoretical domain, 
person estimates based on information from a given SFR are not used to estimate either 
item or discrimination parameters within the same SFR. 174 
   
 
As touched on at certain points above, CML estimation is potentially an involved 
process that presents various technical challenges.  It may be possible instead to use the 
JML equations directly, at least in certain situations.  Indeed, exploratory work based on 
the ISD simulation study described in Chapter 3 using ML estimation resulted in more 
accurate estimations of  s α  than those reported.  Two things should be noted, however.  
First, the item sets were of even size, and each set had a spread of locations across the 
continuum.  As a result, in the simulation study, differences between natural units did not 
manifest in a systematic fashion within the ability estimates derived from the standard 
RM, as evident in a comparison between estimated locations with the simulated locations.  
Second, and related to this, abilities were estimated based on the RM and were not re-
estimated at each round of iterations. 
At the very least, it is likely to be possible to use the JML equations to arrive at 
refined estimates in various contexts.  For example, by starting with a reference frame to 
obtain initial ability estimates, it should be possible to use the JML solution equations for 
items and ISDs in order to successively estimate item parameters for additional sets.  
While values of 
(*)
si ψ  are not available without employing CML estimation, the 
theoretical viability of the approach described above suggests that the analogous 
approach using the JML equations should also be viable.  As should be clear, however, 
substantial work is required. 
To follow, standard errors for each of the parameters are derived from the JML 
equations.  The ensuing discussion reinforces some of the points made above. 
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In accordance with maximum likelihood theory, the estimate of the variance of a 
maximum likelihood estimator is the reciprocal of the negative of the second derivative 
of the log-likelihood function with respect to the relevant parameter (Andrich, 1988).  
The standard errors of item and discrimination parameters are derived to follow. 
 
5.4.1 Item  parameter 
Letting  ( )
(*) (*) ( exp si gn g s sign δ β ϕ α − = Ξ , the second partial derivative with respect to 
the item parameter, derived in Appendix XIX, is 
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where 
sign
sign
sign Ξ +
Ξ
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1
π . 
 
Accordingly, the standard error of 
(*)
si δ  is 
 
() () sign
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sign g s
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σ
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1
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5.4.2 Discrimination  parameters 
The standard error of  s α  is 
() ∑∑∑
∈
− −
=
s ig n
sign sign si gn g
s π π δ β ϕ
σ α 1 ) (
1
2 (*) (*) 2 ˆ .    (5.16) 176 
   
 
 
The derivation of the second derivative is given in Appendix XX.  Derivation of the 
standard error of PGD is analogous to that of ISD.  The standard error of  g ϕ  is 
() ∑∑∑
∈
− −
=
si g n
sign sign si gn s
g π π δ β α
σ ϕ 1 ) (
1
2 (*) (*) 2 ˆ .    (5.17) 
 
 
5.4.3 Discussion 
 
Note firstly that more information about  s α  and  g ϕ  is available when the sum of 
the squares of differences between person and item locations is larger.   In the extreme 
case where all person and item locations are the same, there is theoretically no 
information about these parameters.   In terms of the methods of estimation employed in 
previous chapters, the variance of the abilities in such a case is 0, which means that no 
information can be derived by forming a ratio with the variance of person or item 
estimates derived from another frame of reference.  Thus, the implications are consistent 
with the approach followed in previous chapters.  Similarly, if there is only a single item 
within a SFR, there is still information available about 
(*) ˆ
si δ  and  s α , but only if estimates 
(*) ˆ
n β  can be obtained from other frames.  This point was touched on in comments 
regarding the 2PLM in Chapter 2, and has been elaborated on above in terms of the 
proposed approach to estimation. 
Lastly, it is worth also considering another extreme case, in which  s α  approaches 
0.    Where this is the case, the variance of ability estimates 
) ( ˆ s
n β  will be increasingly 
small, and mostly error.  Hence, there will be very little information available for 
estimating ISD based on the ratio of the standard deviations of estimates.  Yet, the 177 
   
 
approach outlined above, based on a combination of CML and direct ML, indicates that if 
information is available from other frames of reference then there may be information 
about  s α .  The reason for this is that, as illustrated in Chapter 2,  s α  characterises the 
slopes of ICCs within  s F . 
Thus, an interesting feature of the EFRM is highlighted.  There are two sources of 
information about discrimination, in keeping with the definition of discrimination 
introduced in Chapter 2.  The first of these sources is the variance of measures obtained 
within separate frames of reference.  The second is the slope of ICCs within a given SFR, 
which is hypothesised to reflect empirical characteristics of the relevant SFR.  However, 
the second source of information cannot be exploited until some measurement has taken 
place, as becomes evident upon inspection of Equation (5.11).  This is consistent with 
comments made in relation to the structure of the 2PLM in Chapter 2, and toward the end 
of Chapter 4. 
The definition of discrimination, which arises from the distinction between the 
natural and arbitrary units, is fundamental to the EFRM.  The definition is also congruent 
with the classical theory and with the requirements of measurement identified by Rasch.  
A distinguishing feature of the definition is that it represents the fundamental importance 
of relations between attributes to the process of measurement.  That is, it represents the 
importance of empirical attributes of the SFR that bear a material relevance to the process 
of measuring an attribute of individual persons and items contained within the SFR.  The 
significance of this quality of the definition of discrimination is highlighted in the 
conclusion to the dissertation in the final chapter. 
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In seeking to establish a theoretical foundation for maintaining a common unit 
and origin across experimental frames of reference, attention has been turned toward the 
fundamental role of the unit in the process of measurement of quantitative attributes.  
Indeed, Mathematical logician and philosopher Bertrand Russell sought to identify the 
very nature of quantity in terms of the unit.  In so doing he uncovered an apparent issue, 
which has been characterised as follows: 
Now, in any numerical relation between magnitudes, one magnitude is taken as the unit 
and the other is taken as divisible into units.  Hence it is the unit that is common to all 
magnitudes of a quantity… From this, Russell reasoned that quantity must be definable in 
terms intrinsic to the unit.  That is, any arbitrary unit’s being quantitative should be 
specifiable just by reference to the unit itself and should not require reference to its 
relation to other magnitudes.  However, said Russell, this is not possible.  We cannot 
define an arbitrary unit like a yard, for example, without comparing it to other lengths 
(e.g., a yard is greater than a foot).  Therefore, what seems to be common to magnitudes 
of quantities is not a feature intrinsic to them … but is a common relation between them.  
(Michell, 1997b, p. 262). 
 
As Michell (1997b, pp. 265-66) goes on to observe, “Russell’s claim that 
magnitudes do not appear to possess any intrinsic properties at all, that all we are able to 
say about them is relational, if true, has considerable force”.  The reason: “can any 179 
magnitude of a quantity ever be known, if all that can be known about it is its relation to 
other magnitudes and so on ad infinitum?” 
The unit is central to the classical theory of measurement.  Hence, Russell’s 
argument is an argument against the classical theory itself.  However, as Michell (1997b, 
p. 268) observes: “what is required for the traditional view to get off the ground is only 
that the unit be specified precisely”.  Accordingly, Russell’s claim that we cannot define 
an arbitrary unit like a yard without comparing to other lengths is not necessarily correct, 
for the yard can be defined in terms of a SFR.  That is, the yard can be defined as a 
natural unit by specifying an empirical context. 
A recurring theme in this dissertation has been that empirical features of a SFR, 
which extend beyond manifestations of the principal attribute, influence the magnitude of 
the natural unit.  This phenomenon, it would seem, is a two-sided coin.  On the one hand, 
it means extraneous influences potentially confound attempts to elicit information 
indicative of the quantitative attribute one intends to measure.  On the other, inherent 
relationships between attributes provide a basis for specification of the experimental 
frame of reference. 
It was evident from the prototype of measurement in Chapter 1, that in order to 
measure, extraneous influences must be controlled through deliberate construction of the 
SFR.  In the case of the prototype, extraneous influences included those that exert force 
on the balance arms.  In this situation, knowledge of the relationships between mass, 
force, torque, and length aids the experimenter in deliberately constructing the 
experimental frame of reference.  Therefore, knowledge of physical theory involving 180 
relations  between attributes better places an experimenter to control for extraneous 
influences in order to measure one attribute in particular. 
It is necessary to control for extraneous influences on experimental outcomes 
precisely because any given attribute has relationships with other attributes.  In Chapter 2, 
discrimination was defined in terms of characteristics of the experimental frame of 
reference.  The associated definition, when the frame of reference is specified with 
respect to two characteristics, is  l k kl φ φ ρ ≡ .  This definition implies a scientific 
hypothesis involving a quantitative  relationship between attributes.  Specifically, it 
implies a multiplicative relationship involving discrimination and two well-defined 
attributes, k and l, of the SFR.   Thus, the EFRM entails precisely that which is conveyed 
in the following: 
Measurement always presupposes theory: the claim that an attribute is quantitative is, 
itself, always a theory and that claim is generally embedded within a much wider 
quantitative theory involving the hypothesis that specific quantitative relationships 
between attributes obtain  (Michell,1997a, p. 359). 
 
Accordingly, in modern physics base SI units are defined in terms of precisely 
specified empirical conditions in a manner that explicitly recognises relations between 
quantitative phenomena.  Michell (1997b, p. 268) refers, by way of example, to the 
definition of the metre as the length of the path traveled by light in a vacuum during 
1/299,792,458 seconds, saying: 
If the relevant physical theory is true then this specifies a precise unit relative to which 
any other length may be defined.  The introduction of the concept of continuous quantity 
into science must always be embedded in theory. 
 
In light of this, it should come as no surprise that specification of the empirical 
context of assessment should be fundamental to maintaining a common unit.   181 
Furthermore, an interesting possibility is suggested.  In striving to maintain a common 
arbitrary unit across frames of reference, it is possible we might better understand how to 
estimate relative to an invariant unit within a single frame of reference, by deliberately 
constructing the SFR with consideration given to key relevant attributes.  That is, we may 
better understand how to measure. 
 
 
6 6. .2 2    C Co on nc cl lu us si io on n   
 
It was stated at the outset that the objective was to develop a theoretical 
foundation for maintaining a common unit and origin in assessment contexts involving 
more than one experimental frame of reference.  The criterion was that the theoretical 
framework should be congruent both with the classical theory of measurement and with 
requirements of measurement in physics identified by Rasch. 
In Chapter 1, it was shown that Rasch’s Principle of Invariant Comparison is 
embodied within the formal structure of the RM.  The parameters of the RM were also 
defined as ratios of magnitudes to a unit, thus establishing congruence of the RM with the 
classical theory of measurement.  In Chapter 2, it was seen that the EFRM arises naturally 
upon definition of parameters in terms of a common unit and origin.  Andrich’s (2003) 
distinction between a natural unit and an arbitrary unit is pivotal to the EFRM.  From 
this distinction, the definition of discrimination arises naturally, a definition that is also 
congruent with the classical theory of measurement.  Further, by incorporating the 
arbitrary unit within the EFRM, it was shown that it is possible to extend the theoretical 
domain of Rasch’s Principle of Invariant Comparison.  Thus, the EFRM provides a 182 
general foundation for maintaining a common unit and origin which is congruent with the 
classical theory, and which extends the domain of the principle. 
In Chapter 3, simulation studies were used to illustrate the utility of the EFRM, in 
terms of maintaining a common unit and origin, and to explicate the structure of data 
entailed by the model.  It was also shown that the theoretical framework embodied within 
the EFRM provides a basis for stating and testing hypotheses regarding the manner in 
which frames of reference, and hence natural units, should be specified.  This was the 
central theme of Chapter 4, in which empirical investigations were conducted in contexts 
involving common person and item equating.  In Chapter 5, approaches to estimation 
based on ML were explored with a view to obtaining refined precision.  The ensuing 
analysis led to further insights regarding the dual nature of discrimination as relating both 
to ratios of units and to well-defined quantitative attributes of the SFR. 
At the outset, it was stated that the importance of maintaining a common unit and 
origin is salient in applied contexts involving equating between assessments.  It was 
noted that the focus of the dissertation is more fundamental than just equating, defined in 
those terms.  The reason: maintaining a common unit and origin is fundamental to 
measurement, quite generally. 
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A AP PP PE EN ND DI IC CE ES S   
 
 
 
 
APPENDIX I 
Rasch’s general form of a measuring function 
 
Rasch had initially employed the simplest function available that would ensure that 
probability varied, as required by the a priori definition of a probability, between 0 and 1.  
This function is: 
 
 
ψ ξ
ψ ξ
θ
/ 1
/
+
=   ,          ( A . 1 )  
 
where θ  is the probability of a particular specified outcome, ξ  is a person factor, and ψ  
is an item factor.  Letting  ) exp(β ξ ≡  and  ) exp(δ ψ ≡ , the model takes the form of 
Equation (1.1).  Hence, the ratio between these factors is a function of probability: i.e. 
() ψ ξ θ μ / = o .  Rasch (1960/1980, p. 121) said that:  ( )( ) ( )
ρ θ μ γ θ μ o =  “is a measuring 
function for any positive values of γ  and ρ  if  ( ) θ μo  is so”, which implies that Equation 
(1.3) is a measuring function.  
Although this is true, there is an implicit issue of relevance to the objective of the 
dissertation.  The issue does not represent a fundamental obstacle, however it is important 
that it is noted. 
Transformation of Equation (A.1) to the additive form of Equation (1.1) implies 
that ξ  and ψ  are numbers, not quantities, for it is not possible to raise a number to a 
power to obtain a quantity.  Letting  W / B ≡ ξ  and  W / D ≡ ψ , where Band  D  are 
magnitudes, and W is a unit of the same quantitative attribute, Equation (A.1) becomes: 
 
D / B 1
D / B
+
= θ          ( A . 2 )  
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The RM contains a difference between parameters rather than a ratio between parameters 
in the form studied and employed in this dissertation.  It is shown in Chapter 2 that the 
magnitude of a difference between two magnitudes is the same irrespective of the origin 
relative to which each of the magnitudes is expressed.  Thus, the difference between the 
person and item factor is  D B− , irrespective of the origin.  In Chapter 1, it is also shown 
that in order to obtain a difference between two parameters or measures, it is necessary to 
define the relevant parameters as a ratio of the difference between two magnitudes to a 
unit; here  δ β − ≡ − W) / ) D B ( .  The issue of concern here is that the function 
D)/W) exp((B 1
D)/W) exp((B
− +
−
= θ        ( A . 3 )  
is not equivalent to Equation (A.2).  Thus, while Equations (A.1) and (1.1) are 
mathematically equivalent given the definitions  ) exp(β ξ ≡  and  ) exp(δ ψ ≡ , in terms of 
stating quantitative hypotheses in a manner congruent with the classical theory of 
measurement, it is not an arbitrary matter which of these functions is chosen. 
It is noted that relationships such as exponential growth and decay involve 
exponential functions of numbers which represent magnitudes such as the time elapsed 
since an initial point in time.  Thus, there is a sense in which exponential or logarithmic 
transformations of such terms may be regarded as an arbitrary choice of metric structure.  
Nevertheless, as noted by Andrich (2003, p. 565) “… the choice of multiplicative rather 
than an additive metric structure is not entirely arbitrary”.  In particular, attention is 
drawn here to the fact that the exponential transformation of a parameter is not a measure 
in a sense congruent the classical theory of measurement.  For example, if  s / t = t  is the 
number of seconds that elapse between an initial point and the time of an experimental 
observation, then  ) exp(t y =  is not a measure of time; rather it is a transformation of a 
measure. 
The position is therefore taken that it is not instructive for the present purposes to 
obtain the RM from Equation (A.1) or (A.2).  Rather, justification for the model is found 
in the conceptual development outlined in Chapter 1, which is directly analogous to the 
justification employed by Rasch.  This justification entails the empirical hypothesis that 
experimental outcomes are a function of the ratio between the magnitude of a difference 185 
   
and a unit.  Importantly, it does not involve transforming the ratio between two 
parameters in order to obtain a difference between the parameters. 
Now, Rasch (1960/1980, p. 121) stated that Equation (1.3) “has the required 
property of being the ratio between a personal factor and an item factor”.  It is in keeping 
with Rasch’s analysis of the requirements of measurement, however, that the required 
property of a measuring function is that it contains a ratio between magnitudes, generally, 
provided the properties underlying the Principle of Invariant Comparison are preserved.  
Of importance to the objective of this dissertation, Equation (1.3) remains a measuring 
function given the requirements identified and articulated by Rasch, as outlined in 
Chapter 1, irrespective of the rationale for its choice. 186 
   
 
APPENDIX II 
Background theory to the prototype of measurement 
 
The pump is triggered to force fluid when the balance rotates beyond a certain 
angle, and rotation depends ultimately upon torque.  The lengths of the left and right hand 
side of the balance arm are made to be equal in a balance scale.  It is readily shown that 
the lengths of the torque arms, perpendicular to the axis of rotation, are equal irrespective 
of the inclination of the balance.  Accordingly, let  ) (t l  be the length of each of the torque 
arms at time t after releasing the arms to compare an object and agent.  Torque arising 
due to a force  i F  is equal to force times length; i.e.  ) (t i i l F = Γ .  By the law of universal 
gravitation the forces are directly proportional to distances of the masses from the centre 
of the earth.  Hence,  i Γ  is a result of the effects of gravity on the mass of object i 
operating on the torque arm.  Because the fulcrum is at the center of mass of the balance, 
net torque due to the effects of gravity on the mass of the rod itself is zero, which means 
this mass can be ignored.  It is assumed that friction in the fulcrum upon rotation is 
negligible, or at least of equal magnitude irrespective of the rotational direction. 
Rotation is characterised by angular acceleration, which may be measured, for 
example, as the number of radians per second per second.  The dynamic equation 
underlying the relationship between torque and angular acceleration a is 
 
Ia
i
i = ∑Γ ,          ( A . 4 )  
 
where  I  is the measure of the moment of inertia, or the amount of resistance a body has 
to changing its rotational state of motion.  In the experimental situation shown in Figure 
1.3, irrespective of I , angular acceleration varies in proportion to the sum of the torques 
j i Γ Γ + .  Hence, angular acceleration depends upon the difference between the 
magnitudes of torque produced by the effects of gravity on the masses, which in turn 
depends upon the differences between the masses.  Because the instrument is designed so 
that liquid is pumped when the arms rotate beyond a certain point, the defined observable 
outcome of the experiment is a function of the differences between the masses. 187 
   
The error term arises from a combination of forces operating perpendicular to the 
arm and minute changes to the masses of components of the instrument due, for example, 
to the attachment or detachment of dust particles.  As far as their manifestation within the 
observable outcome is concerned, effects due to forces and masses are indistinguishable.  
Hence, any component of  ji e  arising due to a force could, in principle, have arisen from 
the effects of gravity on a mass operating on the torque arm, whether for an instant or a 
longer period.  In this sense,  ji e  can be considered a mass irrespective of the source of 
the torque perpendicular to the arm. 188 
   
 
APPENDIX III 
The relationship between the standard deviation, 
as a magnitude, and the natural unit 
 
In order to perform a calculation of the standard deviation of the measures of a 
collection of magnitudes, it is necessary to firstly express those magnitudes in terms of a 
unit.  Let  ji ji m m w ≡ , where w is an arbitrary unit of mass.  Now, the numerical standard 
deviation of the measures of the magnitudes of  ji m  in units of w, is 
 
()
ji
ij
ji ji
m N
m m
ji
∑∑ −
=
2
σ .        ( A . 5 )  
 
Accordingly, let  w
ji m ji m σ σ ≡ , which is a number multiplied by a unit, hence a 
magnitude of quantity according to the classical theory of measurement.  The key point to 
note is that the standard deviation of the collection of magnitudes is itself a specific 
magnitude, irrespective of whether such a calculation is performed.  It is only when this 
magnitude is to be expressed in terms of some independently specified unit that a 
calculation must be performed.  Importantly, the approach adopted within this 
dissertation does not depend upon the estimation of 
ji m σ  in terms of a particular unit; 
rather it depends only on the fact that 
ji m σ  is a particular magnitude of a continuous 
quantity.  The reason it is important to emphasise that 
ji m σ is a specific magnitude of a 
quantitative attribute, irrespective of its expression in terms of a particular unit, is that in 
most familiar contexts the standard deviation is quantified in terms of a unit; and one 
whose magnitude is unrelated to the magnitude of the standard deviation itself. 
As cited in the body of the dissertation, Thurstone (1959, p. 24) observed that in 
relevant contexts: “There is … no further unit in terms of which this standard deviation 
can be expressed”.  In order to elaborate on this point, notice that when expressed in 
terms of an independent unit, in keeping with the example above, Equation (1.7) becomes 
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w
w w
ji m
i j
ji
m m
r
σ
−
= ;         ( A . 6 )  
 
a ratio which is the same irrespective of the magnitude of w.  Thus, although Thurstone’s 
perspective, regarding the measurement of psychological processes and attributes, did not 
accord directly with the classical theory, the essential point made here is entirely 
congruent with his statement. 
It should be clear then that use of Equation (1.6) in the body of the dissertation 
does not constitute standardisation of a difference for variance.  It is only possible to 
standardise for variance, in the usual sense, when the values of  i j m m −  and 
ji m σ can be 
determined independently of one another, which is not the case in this context. 
Also following from this, because  u / m ji y =  is distributed according to Equation 
(1.7), it is possible to determine the specific value of 
ji m σ υ u/ = .  The variance of  ) (y f  is 
() 3 ) exp( 1
) exp(
) (
2
2
2 π
= ⎟
⎟
⎠
⎞
⎜
⎜
⎝
⎛
− +
−
− ∫
∞
∞ − dy
r y
r y
r y
ji
ji
ji ; 
 
(Gumbel, 1961) and hence the standard deviation is approximately 1.814.  The hypothesis 
embodied within Equation (1.5) therefore entails that the measure of 
ji m σ  in terms of the 
unit u is 1.814.  That is,  1.814 u /
ji m ≅ =σ σ y , which implies 
ji m 55 . 0 u σ ≅ . 
It is readily shown also that specification of ρ  so that  ( ) ji ji r L X ρ = = } 1 Pr{  in 
effect entails an arbitrary choice of the magnitude of the unit u.  To see this, notice that 
()
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which is the function  ( ) ji r L ρ .  The standard deviation of  ) ( y f ρ  is 1.814.  Thus 
u / / 814 . 1
ji m y σ ρ σ = = , which implies 
ji m 55 . 0 u σ ρ× = .  Therefore, by specifying a 
value of ρ , a particular multiple of the magnitude 
ji m σ is chosen as the unit u. 190 
   
 
APPENDIX IV 
Estimation of Person Group Discrimination based on a pairwise matrix 
 
The method used for the first simulation in Chapter 3 is used by way of example.  
In this study, there is only one item set, which means  1 ≡ s α  and so this parameter can be 
omitted.  Reference to item sets in the superscript and subscripts can also be omitted, 
simplifying Equation (2.27) to 
 
[]
[] h
g
h
g
ϕ
ϕ
δ
δ
= ) (
) (
V
V
.         ( A . 7 )  
 
In order to estimate PGDs when multiple comparisons are involved, a matrix of 
pairwise log ratios is formed as shown below.  In general, where there are G  person 
groups responding to common items, it is possible to form  2 / ) (
2 G G −  independent 
ratios between such standard deviations.  An example of a matrix of ratios is shown 
below. 
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By taking the logarithm of each ratio, a matrix can be constructed in terms of 
differences.  Each entry in this matrix constitutes the logarithm of the parameter shown in 
the column header divided by the parameter in the row header as shown below. 
 
1 α   2 α         …  G α  
1 α   1 1 ln ln ϕ ϕ −   2 1 ln ln ϕ ϕ −           G ϕ ϕ ln ln 1 −  
2 α   1 2 ln ln ϕ ϕ − 2 2 ln ln ϕ ϕ −           G ϕ ϕ ln ln 2 −  
:      
G α   1 ln ln ϕ ϕ − G 2 ln ln ϕ ϕ − G         G n ϕ ϕ ln ln −  
 
Stated in terms of logarithms, the constraint imposed is 
 
∑
=
=
G
g
g
1
0 ) ln(ϕ . 
 
Given this constraint, and given estimates of each pairwise ratio, it is possible to estimate 
a location for each  g ϕ .  For example, the mean of the terms in the first row of the matrix 
shown above is 
 
n
n) ln (ln .... ) ln (ln ) ln (ln 1 2 1 1 1 ϕ ϕ ϕ ϕ ϕ ϕ − + + − + −
 
G
G
G
g
g ∑
=
−
=
1
1 ln ln ϕ ϕ
 
1 lnϕ = . 
 
The mean of each row in the matrix of differences is therefore equal to the 
logarithm of the parameter headed in that row.  Hence, the log ratios provide for 
estimation of the parameters.  This method is viable so long as there are no empty cells in 
the matrix, and involves no weighting.  More generally, a method of least squares might 
be employed.  Exploration of other approaches is, however, beyond the scope of this 
dissertation. 192 
   
 
APPENDIX V 
PGD Study: Item estimates derived from the RM 
and expressed in terms of the natural unit of each frame 
 
Item  Grp1 Grp2 Grp3 Grp4    
1  -1.73 -2.71 -3.59 -4.39     
2  -1.65 -2.55 -3.29 -4.48     
3  -1.41 -2.27 -3.02 -3.83     
4  -1.64 -2.25 -2.86 -3.42     
5  -1.69 -2.23 -2.61 -3.45     
6  -1.21 -1.82 -2.41 -3.12     
7  -1.68 -1.55 -2.08 -2.73     
8  -1.01 -1.50 -1.96 -2.46     
9  -0.76 -1.25 -1.77 -2.15     
10  -0.72 -1.10 -1.49 -1.75     
11  -0.58 -0.96 -1.32 -1.45     
12  -0.41 -0.74 -1.19 -1.05     
13  -0.27 -0.68 -0.84 -1.03     
14  -0.30 -0.35 -0.46 -0.47     
15  -0.08 -0.13 -0.33 -0.43     
16  0.16 0.08 0.11 0.08     
17  0.10 0.13 0.27 0.20     
18  0.21 0.41 0.79 0.98     
19  0.27 0.73 0.74 0.84     
20  0.29 0.73 1.00 1.20     
21  0.59 0.83 1.25 1.55     
22  0.96 1.05 1.74 1.81     
23  0.64 1.46 1.71 2.02     
24  0.97 1.55 1.59 2.37     
25  1.15 1.76 2.01 2.98     
26  1.19 1.88 2.58 2.95     
27  1.34 2.08 2.70 3.33     
28  1.64 2.41 2.78 3.59     
29  1.93 2.44 3.24 3.57     
30  1.69 2.53 3.30 3.99     
31  1.99 2.03 3.42 4.75     
S.D.  1.17 1.66 2.18 2.74    
Mean 0.00 0.00 0.00 0.00    
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APPENDIX VI 
PGD Study: Item locations and standard errors for the EFRM 
 
   Transformed estimates and standard errors 
   Group 1  Group 2  Group 3  Group 4 
Item 
(*) ˆ
si δ   S.E. 
(*) ˆ
si δ   S.E. 
(*) ˆ
si δ   S.E. 
(*) ˆ
si δ   S.E. 
1  -2.72 0.19 -3.01 0.17 -3.03 0.16 -2.96 0.14 
2  -2.60 0.19 -2.83 0.17 -2.78 0.14 -3.02 0.15 
3  -2.23 0.18 -2.52 0.15 -2.56 0.14 -2.58 0.12 
4  -2.58 0.19 -2.50 0.15 -2.42 0.13 -2.31 0.11 
5  -2.67 0.19 -2.48 0.15 -2.20 0.12 -2.32 0.11 
6  -1.91 0.17 -2.02 0.14 -2.04 0.12 -2.10 0.11 
7  -2.65 0.19 -1.72 0.13 -1.76 0.11 -1.84 0.10 
8  -1.60 0.17 -1.67 0.13 -1.65 0.11 -1.66 0.10 
9  -1.19 0.16 -1.39 0.13 -1.50 0.11 -1.45 0.09 
10  -1.13 0.16 -1.23 0.13 -1.26 0.10 -1.18 0.09 
11  -0.92 0.16 -1.07 0.12 -1.12 0.10 -0.98 0.09 
12  -0.65 0.16 -0.82 0.12 -1.00 0.10 -0.71 0.08 
13  -0.43 0.16 -0.76 0.12 -0.71 0.10 -0.69 0.08 
14  -0.47 0.16 -0.39 0.12 -0.39 0.09 -0.31 0.08 
15  -0.12 0.16 -0.14 0.12 -0.28 0.09 -0.29 0.08 
16  0.25 0.16 0.09 0.12 0.09 0.09 0.05 0.08 
17  0.16 0.16 0.14 0.12 0.23 0.09 0.14 0.08 
18  0.34 0.16 0.46 0.12 0.67 0.10 0.66 0.08 
19  0.43 0.16 0.81 0.12 0.62 0.10 0.57 0.08 
20  0.45 0.16 0.81 0.12 0.84 0.10 0.81 0.08 
21  0.93 0.16 0.92 0.12 1.05 0.10 1.04 0.09 
22  1.51 0.17 1.17 0.12 1.47 0.11 1.22 0.09 
23  1.00 0.16 1.62 0.13 1.45 0.11 1.36 0.09 
24  1.53 0.17 1.72 0.13 1.34 0.11 1.60 0.10 
25  1.82 0.17 1.96 0.14 1.70 0.11 2.01 0.11 
26  1.87 0.17 2.08 0.14 2.18 0.13 1.99 0.11 
27  2.12 0.18 2.31 0.15 2.28 0.13 2.25 0.11 
28  2.58 0.19 2.67 0.16 2.35 0.13 2.42 0.12 
29  3.05 0.20 2.71 0.16 2.74 0.15 2.40 0.12 
30  2.67 0.19 2.81 0.16 2.79 0.15 2.69 0.13 
31  3.15 0.21 2.25 0.14 2.89 0.16 3.20 0.16 
S.D. 1.844     1.843     1.843     1.843    
Mean  0.00    0.00    0.00    0.00   
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APPPENDIX VII 
Computation of approximate standard errors of item estimates based on 
information from multiple person groups with different levels of PGD 
 
Where only groups are considered, and  1 ≡ s α , it is readily shown that from the 
second derivative of the log likelihood function, the variance of the estimate of item i is 
 
() ign
ng
ign g
i π π ϕ
σ
δ ˆ 1 ˆ
1 ˆ
2
2
ˆ(*)
−
=
∑∑
. 
 
Standard errors are derived in Chapter 5.  The component of the variance of the item 
estimate from each group expressed in the arbitrary unit is ( )
2 1
(*)
) (
ˆ
g i g δ σ ϕ
− .   It is possible to 
approximate this component using  ign π ˆ  based on separate analysis rather than ML 
involving data across frames, on the assumption that these probabilities would be similar.  
This component is 
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The inverse of this squared standard error is the information provided by the group.   
Hence, an estimate of the standard error across groups is 
( )
1
1 2 2
ˆ (*)
) (
(*) ˆ ˆ
−
−
⎟ ⎟
⎠
⎞
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⎝
⎛
= ∑
g
g i i δ δ σ σ . 
 
As stated in the body of the dissertation, although this is not the standard error derived 
from ML estimation it serves as a useful approximation. 
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APPENDIX VIII 
Item-by-group fit residuals 
 
 
Fit residuals can be calculated for each item based on the data from each group, as 
follows: 
()
⎥
⎦
⎤
⎢
⎣
⎡
−
=
∑
∑
∈
∈
g n
ign
g n
ign ign
gi
z V
F z
Y
2
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for  G g ,..., 1 = .  These are referred to as item-by-group  fit residuals.  If there is no 
violation to the model, the residuals should be of the same order for any given item 
irrespective of group.  Item-by-group fit residuals were calculated for all interactions 
based on the EFRM and RM.  The results are reported in Appendix IX. 
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APPENDIX IX 
PGD Study: Comparison of item fit residuals from the EFRM and standard RM 
 
 
   EFRM     RM 
 Item  Grp1 Grp2 Grp3 Grp4    Grp1 Grp2 Grp3 Grp4 
1  1.72 1.35 0.14 -0.51     7.11  1.54 -1.54 -2.21 
2  -0.07 0.71 -0.65 -0.50     3.70  0.91  -1.89  -2.25 
3  0.41 1.43 0.32 0.28      4.73 1.76 -1.20  -2.02 
4 -0.35  -0.34  0.49 0.38     3.44 -0.07 -1.08 -1.86 
5  -1.99 -0.49 1.89 -0.44     1.01 -0.23 -0.31 -2.34 
6  -0.03 0.87 -0.08 -0.03     3.66  1.20  -1.43  -2.24 
7  -3.10 0.79 1.33 -0.29      -0.63 0.99 -0.40 -2.33 
8  -0.81 -0.94 -1.31 -0.82    1.80 -0.68 -2.41 -2.84 
9  0.87 -0.40 -0.82 -0.57    4.24 -0.14 -2.01 -2.71 
10  1.47 -0.62 -0.68 0.34    4.78 -0.37 -1.82 -1.97 
11  1.91 -0.79 -1.62 0.38    5.15 -0.62 -2.67 -1.96 
12  1.43 -0.87 -0.43 -0.23    3.73 -0.67 -1.64 -2.32 
13  3.03 1.22 -1.60 0.14    6.01  1.39 -2.63 -2.44 
14  0.57 -0.24 0.18 -0.49     2.27 -0.12 -1.03 -2.71 
15  0.31 -0.57 -0.72 -1.39    1.92 -0.42 -1.83 -3.43 
16 0.50 1.08  -0.50  -0.39     2.03  1.27 -1.62 -2.63 
17 -0.70 0.81 0.16 -0.40     0.71  0.98 -1.14 -2.65 
18 -0.44 0.13 -0.38 -0.86     1.35  0.36  -1.64  -2.91 
19  0.99 -1.56 0.76 -0.86     3.06 -1.41 -0.87 -2.99 
20  0.68 -1.14 -0.25 -0.35    2.78 -0.98 -1.55 -2.62 
21  0.14 -1.01 -0.19 -0.33    2.61 -0.77 -1.59 -2.59 
22 -1.26 0.63 -1.12 -0.26     1.01  0.95  -2.21  -2.42 
23  1.10 -0.79 -1.13 0.45    4.41 -0.55 -2.27 -2.28 
24  0.18 -1.32 1.26 -0.78     3.57 -1.05 -0.46 -2.80 
25  -0.79 -0.88 -0.30 -0.70    2.32 -0.59 -1.69 -2.66 
26  2.29 -0.29 -0.95 -0.05    7.15 -0.04 -2.33 -2.18 
27 0.11 0.73  -0.11  -0.54     3.91  1.09 -1.56 -2.53 
28  -0.16 -1.52 -0.52 0.36    3.62 -1.27 -1.72 -1.88 
29  -0.57 -1.22 -0.54 2.19    3.61 -0.94 -1.78 -1.08 
30 -0.11 -0.18 0.29 -0.04     3.97  0.08  -1.40  -1.88 
31 -1.16 2.24 -0.44 -0.66     2.26  2.19  -1.86  -2.43 
Mean  0.20 -0.10 -0.24 -0.23    3.27  0.12  -1.60 -2.39 
 
 
 197 
   
APPENDICES X & XI 
 
 
 
 
APPENDIX X 
ISD Study: Matrix of log ratios of standard deviations 
 
Set 1  2  3 4  mean 
1  0.00 -0.43  -0.73  -0.93  -0.52 
2  0.43  0.00 -0.30  -0.50  -0.09 
3  0.73 0.30  0.00 -0.20  0.21 
4  0.93 0.50  0.20  0.00 0.41 
 
 
 
APPENDIX XI 
ISD Study: Scatterplot of ability estimates derived from item Sets 3 and 4 
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The software package SPSS version 11.0 for windows was used to produce this plot in 
which the density of the bivariate distribution is represented visually. 
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APPENDIX XII 
ISD Study: Standard errors of the mean abilities of raw score 
groups as estimates of simulated abilities of the same groups 
 
Under the true score model, the ability estimate is decomposed as true score and 
error as follows: 
 
  
) ( ) ( ) ( ˆ s
gn
s
gn
s
gn ε β β + = . 
Thus, the mean estimate of a group is theoretically decomposed as follows: 
 
) ( ) ( ) ( ˆ s
gn
s
gn
s
gn ε β β + = .         ( A . 9 )  
In comparing the mean ability estimate of a group with the mean simulated value, 
only variation associated with error is of relevance when the mean estimate is constrained 
to be equal to the mean simulated location, such that the origins are one and the same.   
That is, only error associated with 
) (s
gn ε  is relevant.  The standard error of persons with a 
particular raw score group provides an estimate of the standard deviation of 
) (s
gn ε  for those 
persons.  Because persons are grouped based on their raw score on the test as a whole, 
raw scores within a given item set may differ among persons grouped on the basis of their 
raw score on the test as a whole.  Thus, the standard deviation of 
) (s
gn ε  for persons with a 
particular raw score r may be estimated by the RMSE of the person estimates.  That is 
r
r n
N
s
gn
s
r
∑
∈ =
2
) (
) (
ˆ
ˆ
β
β
σ
σ .         ( A . 1 0 )  
 
The estimate of the standard error of the mean, 
) (s
r ε , is then 
r N
s
r
s
r
) (
) (
ˆ
ˆ
ε
ε
σ
σ = ,         ( A . 1 1 )  
which is also the standard error of 
) ( ˆ s
r β  as an estimate of the mean true ability 
) (s
r β .  This 
standard error can be used as a guide for comparing recovered abilities with simulated 
values.   Because locations are simulated in terms of the arbitrary unit, the error must be 
transformed for  s α . 199 
   
APPENDIX XIII 
ISD Study: Simulated and estimated item locations 
 
      RM EFRM 
Itm No.  Sim  Estimate  S.E. S.E.
2 Estimate S.E.  S.E.
2 
1 -4.0  -2.31  0.10 0.01  -4.13  0.17  0.03 
2 -3.8  -3.14  0.12 0.01  -3.52  0.13  0.02 
3 -3.6  -4.20  0.14 0.02  -3.36  0.12  0.01 
4 -3.4  -4.58  0.14 0.02  -2.78  0.09  0.01 
5 -3.2  -1.72  0.09 0.01  -3.14  0.15  0.02 
6 -3.0  -2.70  0.11 0.01  -3.03  0.12  0.01 
7 -2.8  -3.11  0.11 0.01  -2.47  0.09  0.01 
8 -2.6  -3.66  0.11 0.01  -2.18  0.07  0.01 
9 -2.4  -1.37  0.08 0.01  -2.55  0.14  0.02 
10 -2.2  -2.13  0.10 0.01  -2.41  0.10  0.01 
11 -2.0  -2.36  0.10 0.01  -1.86  0.08  0.01 
12 -1.8  -2.75  0.10 0.01  -1.57  0.07  0.00 
13 -1.6  -0.72  0.08 0.01  -1.46  0.13  0.02 
14 -1.4  -1.13  0.08 0.01  -1.32  0.09  0.01 
15 -1.2  -1.57  0.09 0.01  -1.22  0.07  0.01 
16 -1.0  -1.82  0.09 0.01  -0.95  0.06  0.00 
17 -0.8  -0.35  0.08 0.01  -0.82  0.13  0.02 
18 -0.6  -0.45  0.08 0.01  -0.57  0.09  0.01 
19 -0.4  -0.69  0.08 0.01  -0.50  0.07  0.00 
20 -0.2  -0.64  0.09 0.01  -0.17  0.06  0.00 
21 0.2  0.22  0.07 0.01  0.14  0.12  0.02 
22 0.4  0.49  0.08 0.01  0.46  0.09  0.01 
23 0.6  0.60  0.09 0.01  0.55  0.07  0.00 
24 0.8  0.65  0.09 0.01  0.68  0.06  0.00 
25 1.0  0.76  0.08 0.01  1.04  0.13  0.02 
26 1.2  1.05  0.08 0.01  1.08  0.09  0.01 
27 1.4  1.32  0.09 0.01  1.14  0.08  0.01 
28 1.6  1.51  0.10 0.01  1.26  0.07  0.00 
29 1.8  1.33  0.08 0.01  2.01  0.14  0.02 
30 2.0  1.92  0.09 0.01  2.02  0.10  0.01 
31 2.2  2.28  0.11 0.01  1.92  0.09  0.01 
32 2.4  2.73  0.12 0.01  2.06  0.08  0.01 
33 2.6  1.85  0.09 0.01  2.89  0.15  0.02 
34 2.8  2.50  0.11 0.01  2.66  0.12  0.01 
35 3.0  3.39  0.13 0.02  2.83  0.11  0.01 
36 3.2  3.71  0.14 0.02  2.72  0.10  0.01 
37 3.4  2.30  0.10 0.01  3.64  0.17  0.03 
38 3.6  3.57  0.14 0.02  3.84  0.15  0.02 
39 3.8  4.33  0.16 0.03  3.59  0.13  0.02 
40 4.0  4.84  0.20 0.05  3.47  0.13  0.02 
Mean  0.000  0.000     0.012 0.000     0.012
Square root        0.108       0.109
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APPENDIX XIV 
Item sets and item information for the Mathematics 2003 assessment 
 
   SET 1    
Item label  Location  Fit Resid.    
N03324 0.83  -4.53     
N03325 1.90  -4.06     
N03310 -0.05  -3.47     
N03319 -0.32  -3.13     
N03316 0.90  -3.13     
N03306 -0.51  -1.82     
N03331 4.76  -1.68     
N03307 -1.19  -1.48     
N03303 -2.05  -1.29     
N03328 1.05  -0.96     
           
   SET 2    
Item label  Location  Fit Resid.    
N03327 0.60  -0.82     
N03309 -1.62  -0.66     
N03302 -4.80  -0.61     
N03313 -0.31  -0.18     
N03329 1.73  -0.11     
N03323 0.61  0.05     
N03301 -1.72  0.75     
N03315 -0.20  0.77     
N03312 -0.33  0.84     
N03304 -2.65  0.85     
           
   SET 3    
Item label  Location  Fit Resid.    
N03320 -0.10  0.90     
N03308 -0.25  1.38     
N03326 1.76  1.40     
N03330 1.39  1.54     
N03311 0.82  1.76     
N03317 0.69  1.81     
N03318 -0.52  3.04     
N03305 -0.43  4.58     
N03321 0.27  4.93     
N03314 -0.57  6.04     
N03322 0.32  6.81     
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APPENDIX XV 
Item sets and item information for the Mathematics 2000 assessment 
 
   SET 1    
Item label Location  Fit Resid.    
N00310 -0.58  -5.27     
N00313 0.50  -5.25     
N00319 0.55  -4.91     
N00311 -0.08  -4.90     
N00309 -0.61  -3.59     
N00305 -1.48  -3.20     
N00306 -1.35  -3.02     
N00304 -1.36  -2.54     
N00303 -1.72  -2.06     
N00302 -2.68  -1.91     
N00308 -0.48  -1.79     
N00318 0.64  -1.54     
N00323 -0.57  -1.17     
N00321 0.33  -0.76     
N00315 -0.27  -0.40     
N00307 -1.11  -0.20     
N00322 1.13  -0.13     
N00317 0.39  0.10     
           
   SET 2    
Item label Location  Fit Resid.    
N00312 -0.43  0.20    
N00320 0.79  0.40     
N00301 -2.88  1.17    
N00314 0.00  1.42     
N00324 1.72  3.03     
N00316 0.77  3.58     
N00325 2.07  4.44     
N00326 2.09  5.59     
N00327 2.28  5.73     
N00328 2.33  7.80     
           
  202 
   
APPENDIX XVI 
EFR equating for the ISD empirical investigation 
 
Division of each assessment into item sets implies that two Extended Frames of 
Reference are sought.  In principle, application of the constraint  1 ≡ ∏∏
sg
sg ρ  within 
each of these Extended Frames of Reference results in the definition of two arbitrary 
units.  Let the arbitrary unit resulting from application of the constraint to sets within the 
2000 assessment be 
(o) u .  Also, let 
) 0 (* c  be the associated common origin.  Similarly, let 
the arbitrary unit resulting from application of the constraint to sets within the 2003 
assessment be 
(3) u , and let the associated common origin be 
) 3 (* c .  Note that each is an 
arbitrary unit because neither is associated with only one SFR. 
Now, estimation of the item locations and ISDs within each EFR makes it 
possible to estimate abilities in terms of each arbitrary unit; i.e. in terms of 
(o) u  and 
(3) u.   
There are approximately 300 cases in common across the assessments.  The ability 
estimates can in turn be used to compare the arbitrary units as will be shown next.  First, 
let 
) 3 (*
gn β  be the estimate of the ability of person n in group g relative to 
(3) u and the 
common origin 
) 0 (* c , and let 
) 0 (*
gn β  be the estimate of the same person relative to 
(0) u  and 
the common origin 
) 3 (* c .  These abilities were estimated based on ML estimation 
equations provided in Chapter 5 using weighted raw scores.  Now 
 
(0)
(3)
) 3 (* ) 0 (*
) 3 (* ) 3 (*
u
u
=
−
−
gn gn
gn gn
β β
β β
 
 
[]
[]
(0)
(3)
) 0 (*
) 3 (*
u
u
= ⇒
g
g
V
V
β
β
,         ( A . 1 2 )  
 
where g is the equating group, or group of common students.  The arbitrary unit 
(3) u i s  
chosen as the common unit for all frames of reference combined.  Estimates of items on 
the 2000 assessment can now be expressed in terms of this unit as follows: 
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  ()
) 3 (*
0
3 ) 0 (* ) 0 (* ) 3 (*
u
u
g g i i β β δ δ + ⎟ ⎟
⎠
⎞
⎜ ⎜
⎝
⎛
− = .       ( A . 1 3 )  
 
Recall that  sg sg u / u ≡ ρ .  Here, it is assumed that  g ϕ  is uniform across groups, 
hence  1 ≡ g ϕ .  Accordingly,  s s u / u ≡ α .  Since 
(3) u  is chosen as the common unit, ISD 
must be expressed in terms of this arbitrary unit.  The following formula can be used to 
express ISD for items on the 2000 assessment in terms of 
(3) u  so that ISD is referenced to 
the same arbitrary unit for all items: 
(0)
(3) (0) (3)
u
u
u
u
u
u
× = =
s s
s α .        ( A . 1 4 )  
Finally, abilities were estimated in terms of a common unit and origin based on 
the item locations and estimates of ISD shown in Table 4.5 in the body of the 
dissertation, again using ML estimation. 
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APPENDIX XVII 
Item locations and ISD estimates for the 2000 assessment, 
internally equated for ISD 
 
Label Location ISD 
N00301 -4.949 0.730 
N00302 -2.602 1.370 
N00303 -1.887 1.370 
N00304 -1.615 1.370 
N00305 -1.703 1.370 
N00306 -1.608 1.370 
N00307 -1.433 1.370 
N00308 -0.967 1.370 
N00309 -1.056 1.370 
N00310 -1.036 1.370 
N00311 -0.663 1.370 
N00312 -1.737 0.730 
N00313 -0.220 1.370 
N00314 -1.164 0.730 
N00315 -0.811 1.370 
N00316 -0.148 0.730 
N00317 -0.316 1.370 
N00318 -0.128 1.370 
N00319 -0.182 1.370 
N00320 -0.163 0.730 
N00321 -0.347 1.370 
N00322 0.248 1.370 
N00323 -1.028 1.370 
N00324 1.087 0.730 
N00325 1.576 0.730 
N00326 1.648 0.730 
N00327 1.900 0.730 
N00328 2.033 0.730 
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APPENDIX XVIII 
Item locations and ISD estimates for the 2003 assessment, 
internally equated for unit of scale 
 
Label Location  ISD 
N03301 -1.684 0.957 
N03302 -4.989 0.957 
N03303 -1.524 1.364 
N03304 -2.683 0.957 
N03305 -0.598 0.766 
N03306 -0.401 1.364 
N03307 -0.877 1.364 
N03308 -0.353 0.766 
N03309 -1.628 0.957 
N03310 -0.008 1.364 
N03311 0.994 0.766 
N03312 -0.262 0.957 
N03313 -0.232 0.957 
N03314 -0.772 0.766 
N03315 -0.119 0.957 
N03316 0.733 1.364 
N03317 0.823 0.766 
N03318 -0.698 0.766 
N03319 -0.239 1.364 
N03320 -0.178 0.766 
N03321 0.294 0.766 
N03322 0.356 0.766 
N03323 0.753 0.957 
N03324 0.680 1.364 
N03325 1.561 1.364 
N03326 2.176 0.766 
N03327 0.732 0.957 
N03328 0.859 1.364 
N03329 1.906 0.957 
N03330 1.709 0.766 
N03331 3.671 1.364 
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APPENDIX XIX 
Derivation of the second derivative with respect to the item parameter 
 
The first derivative is 
 
( ) ( )
() () () ∑∑ ∑∑
⎥
⎥
⎦
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⎢
⎣
⎡
−
− +
−
− − =
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Λ ∂
gn
g s
si gn g s
si gn g s
gn
sign g s
si
x ϕ α
δ β ϕ α
δ β ϕ α
ϕ α
δ
(*) (*)
(*) (*)
(*) exp 1
exp log
. 
 
Letting  ( )
(*) (*) ( exp si gn g s sign δ β ϕ α − = Ξ , the second partial derivative with respect to the 
item parameter is 
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gn sign
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g s 2
2
1
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APPENDIX XX 
Derivation of the second derivative of the log likelihood function with respect to  s α  
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