Abstract. Feature engineering (FE) deliberately stages the incorporation of elements of functionality into a system according to perceived user and market needs. Conventional refinement based techniques for FE suffer from the need to have successive features build smoothly on their predecessors, since contradicting what has already been established is anathema for any refinement technique. Real FE however must at times insist on such contradictions. Retrenchment offers a more flexible approach for capturing such less well behaved development steps within a formal framework that interworks smoothly with refinement, and a generic account of 'simple' FE (encompassing situations in which operations may be dealt with, one at a time) is given, using a simple language to express feature oriented descriptions (FODs) of operations, and a simple rewriting formalism to express changes in the FOD. The generic account shows that under a set of reasonable assumptions, the retrenchments belong to the class of neat, default retrenchments.
Introduction
In [Zave (2001) ] a feature of a software system is described as 'an optional or incremental unit of functionality', and the technique of developing or evolving software by taking into account successive features, is called feature engineering. The aim of this paper is to give an account of a simple kind of feature engineering in a formal framework broadly in sympathy with model based refinement [de Roever (1998) ]. This is not a new goal. For instance [Back (2002) , Back and Sere (1996) , Katz (1993) , Francez and Forman (1990) ] all propose formulations of refinement, specifically superposition refinement and closely related concepts, in which successive features are built smoothly upon the facilities offered by their predecessors. More recently, the Event-B proposal [Abrial (2008) ] takes the same idea of accumulation of design detail in successive refinement stages, and reworks it in the specific B idiom. In fact any model based refinement formalism that admits a suitably rich notion of data refinement can incorporate the same or similar ideas, relatively easily.
The caveat in all of the preceding methodologies is the innocent looking phrase 'successive features are built smoothly upon the facilities offered by their predecessors'. However, the reality is that it is manifestly not the case that features necessarily conform to such a convenient discipline. Especially in telecommunications engineering [Zave (2001) ], providers invent new features that telephone systems might offer, without constraining their imaginations regarding how the new features might interact with existing functionality: that is left as a challenging and important problem for system integrators. In other words, feature engineering in the real world is frequently a brown field activity, outside the scope of the clean disciplines that would seek to organise the features to be implemented in a top down way. In particular this is because releases of the system at different times require different collections of fea-tures, and there is no a priori reason why these different collections should necessarily conform to the required refinement framework. The same is going to be true for almost any long lived digital product, as time and market pull demand changes in functionality that can contradict earlier behaviour.
In the face of such functional anarchy, which inevitably has to face situations where the new system being developed must contradict some properties possessed by its predecessor, refinement is rather hamstrung in what it can offer as an encompassing development methodology, since contradicting what has already been established is anathema for any refinement technique. In this regard, the more indulgent ways of retrenchment [Banach et al. (2007) , Banach et al. (2008) , Banach and Jeske (2009a) , Banach and Jeske (2009b) ] offer more scope for giving an account of the process that bears some relation to what is actually done by the engineers.
What makes retrenchment especially useful for this purpose is its compatibility with model based refinement [Banach and Jeske (2009a) , Jeske (2005) ], and the fact that suitably formulated, it defaults to refinement when the deviation between the two systems being related is close enough [Banach et al. (2007) ]. These are the qualities we would want in a more flexible account of feature engineering, since when a new release of a large system is designed, it is clearly not going to be the case that all of its functionality contradicts what was present in the previous release, even if some of it might. The judicious use of retrenchment in tandem with refinement allows those portions of the relationship between the two systems that are close, to enjoy stronger properties, while those portions of the relationship in which the two systems differ more drastically are not excluded from the formal account.
The remainder of the paper is as follows. In Section 2 we give our basic technical definitions. We define systems, operations, refinement, retrenchment, and the properties of the two that we need later. Section 3 covers regular relations and their properties, especially sequential composition. These play a significant role in the subsequent material. Section 4 introduces our formal notion of feature, and makes precise the sense in which this paper is concerned with simple feature engineering. A small language for feature manipulation is introduced, the feature oriented description (FOD) of operations is defined, and its more important properties are described. In Section 5 we investigate the evolution of FODs of operations via a rewriting formalism for FODs that allows changes in an operation to be dealt with other than by structural induction. In Section 6 we show how the changes captured via the techniques of Section 5 can be captured using the retrenchment machinery introduced earlier, fulfilling the promise of this paper. Section 7 concludes.
Systems and Operations, Refinement and Retrenchment
In this section we give our notational conventions and present some technical definitions for use later. Our deliberations will be about systems and relationships between pairs of systems. In such a pair of systems, one system will typically be referred to as the abstract system Abs, the other as the concrete system Conc.
The abstract system has a set of operation names Ops A , with typical element Op A . An operation Op A will work on the abstract state space U having typical element u (the before-state), and an input space I Op A with typical element i. Op A will produce an after-state typically written u′, once more in U, and an output o drawn from an output space O Op A . Initial states are those that satisfy the property Init A (u′). In this paper we work exclusively in a transition system framework, so an operation Op A is given by its transition or step relation consisting of steps u -(i, Op A , o)-› u′. The set of such steps is written stp Op A (u, i, u′, o) . At the concrete level we have a similar setup. The operation names are Op C ∈ Ops C . States are v ∈ V, inputs are j ∈ J Op C , and outputs are p ∈ P Op C . Initial states satisfy Init C (v′). Typical individual transitions are v -(j, Op C , p)-› v′, elements of the concrete step relation stp Op C (v, j, v′, p) .
Retrenchment
In the preceding framework, retrenchment is defined by three facts. Firstly, we demand that Ops A ∩ Ops C = Ops AC ≠ ∅, i.e. there is a non-empty set of pairs of abstract and concrete operations, assumed identified by having the same name. 1 Secondly, we have relations as follows: a retrieve relation G (u, v) between abstract and concrete state spaces; and for each operation Op ∈ Ops AC , within, output and concedes relations: P Op (i, j, u, v) , O Op (o, p; u′, v′, i, j, u, v) and C Op (u′, v′, o, p; i, j, u, v) respectively. 2 The within and concedes relations are over the variables shown, i.e. the within relations involve the inputs and before-states, while the concedes relations involve predominantly the outputs and after-states, though inputs and before-states can also feature if required. We suppress the 'A' and 'C' subscripts on Op in these relations since they concern both levels of abstraction equally. Thirdly a collection of properties (the proof obligations or POs) must hold. The initial states must satisfy: (u′, v′) ) (2.1) and for every corresponding operation pair Op A and Op C , the abstract and concrete step relations must satisfy the operation PO:
G(u, v) ∧ P Op (i, j, u, v) ∧ stp Op C (v, j, v′, p) ⇒ (∃ u′, o • stp Op A (u, i, u′, o) ∧ ((G(u′, v′) ∧ O Op (o, p; u′, v′, i, j, u, v) ) ∨ C Op (u′, v′, o, p; i, j, u, v) )) (2.
2)
The retrenchment POs give a good idea of what the components of the retrenchment data are for. Thus the retrieve relation plays a conventional role, relating the two state spaces. The within relation acts as a constraint, limiting the scope of what the retrenchment is able to claim. The output relation strengthens the retrieve relation in the conclusion when the latter is re-established by the PO, allowing more incisive statements to be made when needed. Finally, the concedes relation permits a description of the state of affairs when re-establishing the retrieve relation in the conclusion fails. It is this last aspect which is most characteristic of retrenchment, and which most differentiates it from various flavours of model based refinement.
Associated with the operation PO is the retrenchment simulation relation given by removing the quantification, and changing the implication to a conjunction:
1. This confirms that the 'A' and 'C' subscripts on operation names are meta level tags, suppressed when not needed. 2. We note that the semicolons in O Op and C Op are purely cosmetic, separating the variables 'of most interest' from others which are permitted, if seldom needed in practice. (i, j, u, v) ∧ stp Op C (v, j, v′, p) ∧ stp Op A (u, i, u′, o) ∧ ((G(u′, v′) ∧ O Op (o, p; u′, v′, i, j, u, v) ) ∨ C Op (u′, v′, o, p; i, j, u, v) ) (2.
G(u, v) ∧ P Op
3)
The simulation relation is what we get by removing the 'don't care' interpretation of the implication in (2.2).
Refinement
Given the preceding, refinement is (for us) given by a simplification. Firstly, Ops A = Ops C = Ops, i.e. there is a bijection between abstract and concrete operations, indicated by name identity. Secondly, we have relations: a retrieve relation G (u, v) between abstract and concrete state spaces; and for each operation Op ∈ Ops, input and output relations: In Op (i, j), Out Op (o, p) respectively. This time the input and output relations are over the input and output variables alone. For our version of refinement, the retrenchment POs simplify to the following:
and the simulation relation simplifies in the analogous way:
We observe that the condition Ops A = Ops C rather flies in the face of the discussion in Section 1, in that superposition refinement invariably admits the introduction of new operations at the refined level, to handle aspects of the newly introduced functionality that do not easily lend themselves to being absorbed into existing operations. We argue though, that this is not problematic. On the most obvious level, one can reformulate the introduction of such new operations as additional retrenchments if desired. Slightly more subtly, the interworking of refinement and retrenchment, outlined in Section 2.3 and treated in depth in [Banach and Jeske (2009a) ], is designed in such a way that adding such new operations, together with the attendant POs that go along with them (eg. POs that guarantee relative deadlock freedom in the refined system) can be done seamlessly, without spoiling the theory. So for simplicity's sake, and because refinement in its own right plays a relatively small role in this paper, we continue with the simpler picture.
Refinement and Retrenchment Interworking, the Tower
We envisage system development (whether explicitly feature based or not) to consist of a number of stages, some refinements, some retrenchments. For simplicity, let us assume that refinements change the level of abstraction towards an implementation, but that retrenchments maintain the level of abstraction, being concerned with system evolution at a single level (we will relax this assumption shortly). Then we can arrange these stages into a diagram, with refinements as arrows going downwards, and retrenchments as arrows going horizontally. This suggests a grid-like pattern, the Tower Pattern, into which individual stages can be placed. Fig. 1.(b) shows an outline development consisting of four refinements and four retrenchments, interleaved in one particular way.
To limit the potential anarchy arising from doing different development stages in different orders, we would want paths through the grid that are different but that have the same end points, to be coherent in some sensible way. The fundamental results about this are treated in detail in [Banach and Jeske (2009a) ]. That paper states and proves a full suite of square completion and factorisation theorems regarding the basic commuting square in Fig. 1 [Banach and Jeske (2009a) ] the Lifting Theorem is proved by factorising a 'non-horizontal' generic retrenchment from A to D. This enables the treatment of retrenchments that change the level of abstraction to be dealt with by the same means.
Particularly when we deal with refinement and retrenchment compatibility, it is useful to demand the 'healthiness condition' in (2.7) for retrenchments (where dom(R) is the domain of relation R -for transition relations such as stp Op A , it is the set of before-state/input pairs from which a transition of Op A issues). However, since the hypotheses of (2.7) effectively weaken those of the retrenchment operation PO, it can often be ignored if the discussion is purely focused on the operation PO.
What we have just described is the environment within which our investigation of feature engineering will reside. For us, the feature engineering stages of a development will be formalised as retrenchments, enjoying further properties to be discussed below.
Default Retrenchments
Default retrenchments make precise the intuition that 'an arbitrary pair of systems' can be related by retrenchment. Since default retrenchments arise in a generic manner, they can be used to give generic treatments of many situations via retrenchment. We will use them in our treatment of feature engineering below. The following is adapted from [Banach et al. (2007) ]. Proposition 2.1 Suppose given two systems Abs and Conc. Let Ops AC = Ops A ∩ Ops C . Let G(u, v) and {P Op (i, j, u, v), O Op (o, p; u′, v′, i, j, u, v) (i, j, u, v 
Op (u′, v′, o, p; i, j, u, v (o, p; u′, v′, i, j, u, v) Note that if the healthiness condition (2.7) holds, then the default within relation is identical to the original one.
Neat Retrenchments
Besides default retrenchments, below we also need another kind of retrenchment, the neat retrenchment.
Definition 2.2 Suppose given a retrenchment between two systems Abs and Conc, with the usual notations. Then the retrenchment is neat iff for all Op ∈ Ops AC :
where:
pre Ret Op (u, i, v, j) ≡ (∃ u′, o, v′, p • G Op (u′, v′, o, p; i, j, u, v) ) (2.11) pre Con Op (u, i, v, j) ≡ (∃ u′, o, v′, p • C Op (u′, v′, o, p; i, j, u, v) ) (2.12) where in turn:
G Op (u′, v′, o, p; i, j, u, v (o, p; u′, v′, i, j, u, v) ) (2.13) C Op (u′, v′, o, p; i, j, u, v (u′, v′, o, p; i, j, u, v) ) (2.14)
We see in G Op and C Op the refining and non-refining parts of the retrenchment simulation relation (2.3). The quantifications that lead from G Op and C Op to pre Ret Op and pre Con Op can be seen as deriving certain guards for the joint system that one could construct from Abs and Conc. The condition (2.10) thus demands that jointly refining and jointly non-refining behaviours of Abs and Conc are to be kept apart in a particular kind of way. In [Banach and Jeske (2009b) ], the neat retrenchments arise as the middle layer in a three level hierarchy of retrenchments that satisfy additional conditions (the tidy, neat and fastidious retrenchments). In that paper their various properties, such as composition and associativity, are explored in depth.
Regular Relations and their Properties
If X and Y are sets, then a relation
Definition 3.1 A relation R : X ↔ Y is regular iff it satisfies one of the following (equivalent) criteria:
(1) There is a set θ and two partial functions f : X | → θ and g : Y | → θ such that R = f g -1 (R is also called difunctional, witnessed by such an f and g).
(2) There are partitions 
(so there is a bijection between sets in the partitions of dom(R) and ran(R), and x R y iff x and y belong to bijectively related sets, with R restricting to the universal relation on such related pairs of sets).
(3) R R T R ⊆ R (where R T is the transpose of R).
The (relatively selfevident) equivalence of these criteria, as well as their equivalence to various other criteria is discussed in many places, including [Tarski (1941) , Suppes (1972) , Schmidt and Strohlein (1993) , Banach (1994) ]. The utility of regular relations in the modelling of digital systems has long been noted, eg. in [Banach (1995) ], so their appearance in the present context is entirely unsurprising, and they will figure prominently in the remainder of this paper. We next focus on some compositional properties of regular relations.
Proposition 3.2 Let R : X ↔ Y and S : X ↔ Y both be regular.
(
where ♦ is any binary operator on sets that yields sets of the same type, 4 and * is reflexive transitive closure).
Proof. The arguments for (1) and (2) are obvious. For (3), we note that for any relation T : X ↔ Y, the relation T (T T T)* is easily shown to satisfy Definition 3.1.(3) and thus to be regular.
In contrast to T (T T T)* which is the unique smallest regular relation that contains T, there is no unique largest regular relation that T contains. For a counterexample consider X = {x 1 , x 3 } and Y = {y 2 , y 4 }, and x i T y j iff |i-j| = 1. T is not regular (it lacks (x 1 , y 4 )), but any proper subrelation of T is regular. Proposition 3.2 refers to various kinds of 'parallel composition' of regular relations, notably to 'pure' parallel composition itself, option (1), which trivially encompasses 3. In this paper we distinguish 'union asserted disjoint' from conventional 'disjoint union'. Union asserted disjoint is a normal union between sets that happen to be (pairwise) disjoint, and is undefined if they are not pairwise disjoint. See Section 4, particularly Definition 4.3 and Definition 4.4, for further discussion. 4. For the purposes of this paper, it is enough to characterise a type as a given set, or a set formed from existing types by basic combinators, eg. product, relation, or powerset (cf. Z, B). such cases as domain or range restriction. For sequential composition, there is no 'pure' (i.e. unconstrained) option, a significant feature of regular relations.
Definition 3.3 Let R : X ↔ Y be a regular relation. For y 1 , y 2 ∈ Y, we write y 1~R y 2 iff (∃ x ∈ X • x R y 1 ∧ x R y 2 ), and for x 1 , x 2 ∈ X, we write
Since R restricts to universal relations on corresponding partition sets (Definition 3.1.(2)),~R (in both X and Y) makes these partition sets into cliques. Write [x]~R and [y]~R for the cliques containing x ∈ X and y ∈ Y. Now consider two regular relations R : X ↔ Y and S : Y ↔ Z, whose sequential composition R S is also regular. A moment's thought shows that the cliques in X and Z generated by~R ;S must, in both the X and Z cases, be generated by a partition of some subset of the partition generated by~R and~S respectively. This leads to the following criterion for sequential composability of regular relations.
Definition 3.4 Let R : X ↔ Y and S : Y ↔ Z be regular relations. We say that R and S are regular-sequentially (RS) compatible iff the following holds:
An equivalent condition is obtained by appropriately interchanging R and S in (3.1).
Theorem 3.5 Let R : X ↔ Y and S : Y ↔ Z be regular relations. Then R S is regular iff R and S are RS compatible.
Proof. Suppose R and S are regular RS compatible relations. We prove that R S is regular. To this end, suppose that x 1 (R S) z 1 (R S) T x 2 (R S) z 2 . We must show that x 1 (R S) z 2 , giving (3) of Definition 3.1. Suppose x 1 (R S) z 1 is witnessed by y 11 , so that x 1 R y 11 and y 11 S z 1 . Similarly, let z 1 (R S) T x 2 be witnessed by y 21 , and let x 2 (R S) z 2 be witnessed by y 22 . So y 11~S y 21 (because of z 1 ), and y 21~R y 22 (because of x 2 ). Obviously {y 11 , y 21 , y 22 } ⊆ ran(R) ∩ dom(S), so the hypotheses of (3.1) hold. Since R and S are RS compatible, (3.1) gives a y 12 ∈ ran(R) ∩ dom(S) such that y 11~R y 12 and y 12~S y 22 . Now, since y 11~R y 12 there is an x such that x R y 11 and x R y 12 . With x 1 R y 11 we deduce that x 1 R y 12 because R is regular. Similarly we deduce that y 12 S z 2 . Composing, we get x 1 (R S) z 2 witnessed by y 12 , as required.
For the converse, suppose that R, S and R S are all regular. We must show that R and S are RS compatible. Choose y 11 , y 21 , y 22 to satisfy the hypotheses of (3.1). Since y 11 ∈ ran(R), let x 1 R y 11 . Since y 11~S y 21 , let z 1 be such that y 11 S z 1 and y 21 S z 1 . Similarly let x 2 be such that x 2 R y 21 and x 2 R y 22 . Since y 22 ∈ dom(S), let y 22 S z 2 . We thus have x 1 (R S) z 1 (R S) T x 2 (R S) z 2 . Since R S is regular, x 1 (R S) z 2 , a fact which must be witnessed by some y 12 ∈ ran(R) ∩ dom(S) such that x 1 R y 12 and y 12 S z 2 . Now we easily see that y 11 ~R y 12 and y 12 ~S y 22 as required. Regarding the relations G, P Op , O Op , C Op , of a retrenchment (or any relations formed from them, typically using the options sanctioned by Proposition 3.2), by regularity, we mean regularity when they are viewed as relations from the relevant cartesian product of abstract data spaces to the corresponding cartesian product of concrete data spaces.
Definition 3.6 A retrenchment has regular data iff for all operations Op, the relation given by G(u, v) ∧ P Op (i, j, u, v) , the relation given by G(u′, v′) ∧ O Op (o, p; u′, v′, i, j, u, v) , and the relation given by C Op (u′, v′, o, p; i, j, u, v) , are all regular in the sense just mentioned (where in the case of G ∧ P Op and of G′ ∧ O Op , we implicitly assume that G and G′ are extended by appropriate universal relations on the other variables involved, in order that the overall relation has the correct signature). We write the equivalence classes of the domain and range types of these relations using the nota- [u′, o, i, u] G′∧O , [v′, p, j, v] G′∧O , [u′, o, i, u] C , [v′, p, j, v] C .
Definition 3.7 A retrenchment respects its regular data, iff it has regular data, and the following all hold. For every abstract transition u [u′, o, i, u] G′∧O , [u′, o, i, u] C all exist, and:
u′ is an abstract transition, then for some (u′, o) , (u′, o, i, u) ∈ [u′, o, i, u] G′∧O , and (u′, o, i, u [v′, p, j, v] G′∧O , [v′, p, j, v] C all exist, and:
v′ is a concrete transition, then for some (v′, p) , (v′, p, j, v) ∈ [v′, p, j, v] G′∧O , and (v′, p, j, v) ∈ [v′, p, j, v] 
The following results are easy to show (see [Banach and Jeske (2009b) 
]).
Proposition 3.8 In a retrenchment which respects its regular data, the abstract and concrete transitions are related by a regular relation.
Corollary 3.9 A default retrenchment which respects its regular data, is neat.
Operations and Features, a Simple Feature Language
In this section we embark upon feature engineering proper. Thus far, we have mentioned operations and we have mentioned features. Our first task is to clarify the distinction between them.
An operation is intended to be a structural unit of the system, eg. a command that can be called at the system's external interface, or a procedure that can be called at an in-ternal API interface. An operation consists of a set of transitions, the idea being that (at the given level of abstraction) the call of an operation runs and returns having executed a single transition of the system. The main property we require of an operation is model completeness. This states that the operation is able to execute a transition whenever it makes sense for its environment to demand one. Thus a system defined using a model complete set of operations prescribes well defined responses to any demand that the environment may reasonably make of it -in particular, it contains no underspecification.
We capture the set of before-states and inputs at which it makes sense for the environment to demand a transition from an operation, as the operation's contextual precondition, written ctxpre(Op) for an operation Op. We assume that ctxpre(Op) is supplied externally to the definition of the operation.
Note that model completeness of an operation does not imply totality. We introduce a couple of small running examples to illustrate this (and other points through the paper).
Example I (Light Switch) Consider a light switch on the wall of a room. If it is already in the 'on' position, it is not sensible to make a further attempt to switch it on. So, if SwitchOn is the name of the switching on operation, the 'on' state would be excluded from ctxpre(SwitchOn).
Example II (Car Locking) Consider a (mechanical) car central locking system. If the car is already 'locked', one cannot apply a further turn of the key in the locking direction to attempt to lock the car a further time. So, if Lock is the name of the locking operation, the 'locked' state would not be in ctxpre(Lock).
Definition 4.1 An operation
Op is model complete iff:
Henceforth we will assume all operations are model complete. We insist on this, since, unlike in those refinement developments which take place as uninterrupted activities (during which an underspecified system model is acceptable as a description of a partially developed system since it is never 'released in the real world'), we understand feature (re-)engineering to take place between systems which are 'released in the real world', and which must therefore supply all appropriate responses (and only appropriate responses) to all permitted demands.
Whereas an operation is a structural concept, a feature is intended to be a coherent subset of the system's functionality, i.e. a subset of the system's transitions that meets an external system goal in a way that makes sense to the system's users. Overall, such a goal may impact the activities of several operations, but we will work under the simplifying assumption that even if a feature involves several operations, it is sufficient to treat each operation individually. This is captured in the following, somewhat informal, definition.
Definition 4.2 A feature is simple iff it is enough to consider its impact on any operation in isolation. Simple feature engineering consists of developing systems using simple features alone.
Definition 4.2 is somewhat informal because it does not explain or define what 'enough' means in the given context. This is an issue for the wider requirements are-na. There has to be enough confidence in the understanding of the problem domain to permit the view that no issues significant for the development of features are lurking in the complex interactions between individual operations, i.e. there are no important development issues that cannot be mastered by considering features and operations one at a time. The 'simple feature engineering' of this paper's title refers to the feature engineering of systems that can be successfully accomplished under this simplifying assumption. Henceforth we are concerned exclusively with simple feature engineering.
In contrast to operations, and given that the structural unit of the system is the operation, we do not require features to be model complete -only some of the demands of an operation might be relevant to a given feature. Since the operation is the structural element of a system, it also follows that an operation consists of features, suitably combined.
Working with the evolution of systems assumed to be in the real world, compels us to entertain behaviours in a new system release which can contradict behaviours in its predecessor, since such things are inevitable from time to time. This in turn leads us to work with retrenchment. So, since retrenchment is our technique of choice for controlling system evolution in this paper, and retrenchment works on a per-operation basis, our main task in this paper is to investigate how operations consisting of features evolve during the development process. The simple feature engineering assumption permits us to focus on a generic operation Op whose incarnations through the feature oriented development are labelled Op k , where the signature of Op k will be
in the usual way, and where k = 0, 1, … denotes the level of the development. For each k, Op k is thus assumed model complete. From now on we will suppress or reinstate the level subscript k, depending on whether we are discussing only a single level of the overall development or multiple levels.
Individual features contributing to Op are denoted f d where d indicates the name of the feature (we write f d,k when we need to distinguish the level). Each feature contributing to Op will be a (partial) relation with the same signature as Op, namely
The simplicity assumption allows us to pretend henceforth that feature d contributes only to Op and not to other operations.
Since all features that contribute to a given Op have the same signature, features may be combined using any operator on relations, that from suitable parameters, yields a result with the given relational signature. This leads us to a language for manipulating features built on such operators, whose properties we develop below.
Feature Expressions and their Normal Forms
We fix on the following rather simple menu of combinators. It is rich enough to show the potential utility of retrenchment based techniques in this area, without detracting through excessive complexity.
Definition 4.3 Feature expression combinators (illustrated working on individual
features, but applicable to feature expressions in general).
(1) Union: 
The feature expression combinators are assigned meanings as follows.
Definition 4.4
The semantics of the combinators in Definition 4.3 is given in the following five paragraphs.
(1) Union has the semantics of conventional set theoretic union.
(2) Union asserted disjoint is slightly unusual in that its semantics is that of conventional set theoretic union, but with the side condition that its operand relations have disjoint domains. 5 The elements of a union asserted disjoint can each be mapped back to the set from which they came, without confusion, because of the side condition. This is in contrast to disjoint union proper, which guarantees such a 'birth certificate' property unconditionally, by employing some behindthe-scenes machinery, typically involving the tagging of each element of the disjoint union with some label indicating where it came from. We reject the general construction for our purposes because it always introduces some additional set theoretic machinery which is not specified canonically. In our environment, set theoretic details are supposed to correspond to elements of the application that we are trying to model, and arbitrary unspecified set theoretic mechanisms can have no place. Notations employing union asserted disjoint in which the side condition is not true are undefined. 
(5) Case is defined in the usual way. We demand that p(u, i) is a (partial) function, yielding at most one value for any u, i, or else the whole expression is not defined. When p(u, i) evaluates to one of the values in {v 0 … v n }, v j say, then the case construct is true iff for the relevant j, stp f dj (u, i, u′, o (u, i, u′, o) is true.
These operators are sufficient to model others we might also want to consider. For example domain restriction and domain subtraction can be modelled by:
5. N.B. Unlike in Proposition 3.2.(2), for union asserted disjoint of features, we do not insist that the ranges are disjoint.
It is clear from the above that feature expressions can contain subexpressions of two kinds: a subexpression 6 can be a feature subexpression (a FSE, a subexpression of feature type), or a condition subexpression (a CSE, a subexpression of boolean type). We call a subexpression a pure FSE, iff it is not a subexpression of a CSE.
With this collection of feature combination operators at our disposal we can regard the stp relation of an operator Op as the value of an expression (a feature expression, FE), built out of features and using these combinators. When an operator Op is defined by a FE, we call this a feature oriented definition (FOD) of Op. We want to emphasise semantic issues in this paper. In this regard, we regard FEs as a fairly abstract syntax for the relations that they denote. So we view FEs as identical if they differ at worst by the renaming of constituent individual features, or by the permutation of the parameters of commutative combinators; otherwise they are regarded as distinct. Thus f d ∪ f e and f e ∪ f d are regarded as identical FEs. On the other hand f d ∪ f d and f d are different FEs which evaluate to the same relation (i.e. they are FEs that are equivalent, not identical). All this highlights the fact that the symbols employed for the feature combination operators are used ambiguously, being used as lexical elements of the abstract syntax on the one hand, and as functions that map their arguments to a relation that yields the semantics of the abstract syntax on the other. The context distinguishes the two uses; when speaking of FEs, we invariably have in mind the lexical use.
Example I (Light
In future we will write dom(f d ) and dom(Op) instead of dom(stp f d ) and dom(stp Op ). If φ is a FE, we write dom(φ) for the domain of the relation that φ defines.
6. When we say subexpression, we mean subexpression occurrence (unless otherwise stated). 7. Such nondeterminism is not really acceptable in a description of a model complete user level operation. But let us tolerate it for the sake of a simple example.
Theorem 4.5 Every FE φ has a normal form, NF(φ):
such that:
(1) Each φ j is nonempty, unless φ itself denotes the empty relation (in which case NF(φ) ≡ ∅).
(2) U × I Op is partitioned into:
where the last term is omitted if φ is total, and all terms except U × I Op are omitted if φ is the empty relation.
respectively, differ by at least one individual feature.
Proof. We go by induction on the structure of φ. If φ is ∅, or is an individual feature f b , (4.4) is an identity and the remaining conclusions are trivial.
Suppose φ ≡ (φ a ∪ φ b ), and suppose NF(φ a ) and NF(φ b ) are known. Then since:
we can use this decomposition of dom(φ a ∪ φ b ) to generate a common refinement of the partitions of U × I Op from the NFs of φ a and φ b , and to define the φ j s belonging to this partition. In a preprocessing phase, every element φ j = (f a j ∪ f b j ∪ … ∪ f z j ) of the NF for φ a whose domain intersects both dom(φ a -φ b ) and dom(φ a ∩ φ b ) is first split into two across the boundary of dom(φ b ). This yields
We do likewise for every element φ j of the NF for φ b whose domains intersects both dom(φ b -φ a ) and dom(φ a ∩ φ b ). It is clear that this first phase preserves all the desired properties of the NFs for φ a and φ b , except for (3).(iii) -obviously the two parts of an element that has been split, each contain the same component features. Now, the domain of each element of these modified NFs for φ a and φ b is a subset of one of the following:
The NF for φ a ∪ φ b is now constructed as follows.
) are elements of the modified NFs of φ a and φ b , then an element of the new NF for
, where duplicate occurrences of features are removed from the union expression. The set (dom(φ a j1 ) ∩ dom(φ b j2 )) forms an element of the new partition of U × I Op .
Elements of the original NF for φ a whose domains lie wholly inside dom(φ a -φ b ) form elements of the new NF. Their domains form elements of the new partition of U × I Op . Likewise for elements of the original NF for φ b whose domains lie wholly inside dom(φ b -φ a ).
Since it may happen (in the construction thus far) that more than one element of the new partition of U × I Op is the domain for the same subcollection of individual features occuring in the original FE φ, in a postprocessing phase, we amalgamate any such elements belonging to the same subcollection -all the elements belonging to the subcollection are replaced by a single one whose domain is the union of the subcollection's elements' domains.
This completes the construction for the φ ≡ (φ a ∪ φ b ) case. It is easy to see that the construction possesses the claimed properties.
Suppose φ ≡ (φ a ∪ φ b ). Then we have a simpler version of the preceding. Suppose φ ≡ (φ b < + φ a ). This is a special case of the preceding.
Suppose φ ≡ (p • v 0 : φ a 0 ; v 1 : φ a 1 ; … v n : φ a n ;; φ b ). This is similar to the preceding.
We are done.
The normal form theorem gives us a vivid picture of what systems built out of features using the combinators of Definition 4.3 look like. Fundamentally, the space of valid before-states and inputs partitions into a collection of subsets, on each of which a well defined subcollection of the features present in the original FE defines the behaviour by nondeterministic choice amongst them; essentially this reduces any FE to a case analysis.
Example I (Light Switch)
The previously given operation Toggle ≡ SwitchOn ∪ SwitchOff is a union of two features with disjoint domains, so it can also be written as Toggle ≡ SwitchOn ∪ SwitchOff, which is a normal form.
Example II (Car Locking) At level 1, the normal forms of Lock 1 and UnLock 1 are as follows. For Lock 1 we have
Definition 4.6 A feature expression φ is featurewise linear iff any individual feature f d occurs at most once as a pure FSE of φ.
Theorem 4.7 Every FE φ is equivalent to a featurewise linear FE φ′.
Proof. Suppose NF(φ) = φ 1 ∪ φ 2 ∪ … ∪ φ n , in which the collection of individual features that occurs in
, f i is an element of the union expression φ j }. Then it is easy to see that φ is equivalent to:
which is featurewise linear.
Examples I and II (Light Switch and Car Locking)
The normal forms derived above all happen to be featurewise linear.
Active Domains
We can get another handle on where individual feature occurrences (and more general subexpressions of a FOD) determine the behaviour defined, by solving a constraint problem in the manner of attributed grammars. We note that while the domains of individual features strive to describe how those features contribute to the overall operation of which they are a part, the conditions in the Case, Conditional and Override combinators, can curtail this desire by restricting the part of the relevant subexpression's domain that actually remains visible in the operation. We can calculate the tradeoff between these competing forces for each subexpression φ, using an inherited attribute in(φ) and a synthesised attribute sy(φ), using the semantics of the various combinators to impose appropriate relationships between them. In the most common case, the calculation starts with the most liberal possibility U × I Op at the top, and passes the current least restrictive estimate down via in(_) sets. At the leaves of the parse tree of the FE, these get curtailed by the domains of individual features, resulting in the bottom level sy(_) sets. These get passed up the tree as sy(_) sets of increasingly complex subexpressions. Thus the solution is obtained by a traversal of the parse tree of the FOD Φ, pushing in(_) sets down and picking up sy(_) sets on the return journey. Because we have no feature variables (which might lead to mutually recursive equations) it is clear that for any FOD Φ, the system in Definition 4.8 below can be solved for sy(φ), provided we know all the needed dom(f c ) sets, the various conditions p that occur within Φ, and finally in(Φ), the postulated in(_) set for the top level FE Φ itself.
Definition 4.8 Let Φ be a FE and φ a FSE of Φ. The active domain dom act (φ)/X (where X ⊆ U × I Op , and / is just punctuation), is given by finding the solution to the set of constraints generated as follows over the structure of Φ:
(1) The root expression Φ has in(Φ) = X.
(2) An individual feature f c has sy(f c ) = dom(f c ) ∩ in(f c ).
(8) dom act (φ)/X = sy(φ).
Theorem 4.9 Let φ be a FE and X ⊆ U × I Op . Then dom act (φ)/X = dom(stp φ ) ∩ X.
Proof. We proceed by induction on the structure of φ.
, then by induction:
If φ ≡ (φ e < + φ d ) then by induction:
If φ ≡ (φ e < + p φ d ) then by induction:
; φ e ) then the argument is similar to the previous case. We are done.
Corollary 4.10 Let φ be (an occurrence of) a subexpression of a FE Φ. Then the subset of U × I Op on which occurrence φ contributes transitions to stp Φ is given by dom act (φ), which is dom act (φ)/X = sy(φ) with X set to the in(φ) set obtained by starting from in(Φ) = U × I Op .
Proof. All the non-base cases in Definition 4.8 calculate the sy(_) set of the subexpression in question as a union of the sy(_) sets of its children. Thus, once sy(φ) has been obtained on the basis of in(Φ) = U × I Op , it is not constrained further in its ultimate contribution to sy(Φ).
One evident byproduct of the calculational strategy just described, is that if we leave one or more ingredients as uninstantiated (set-valued) variables in the calculation of a desired sy(_) set, and reduce the rest of the calculation as far as possible, we end up with a set transformer expression that shows explicitly how the uninstantiated ingredients contribute to the desired sy(_) set. 
Example II (Car Locking)
Of course the latter expression is the constant set transformer (dom act (UnLock 1 )/U 1 )(Z) = {(dr-lck, ps-lck)}, but the penultimate form illustrates how a more general case might look.
Evolution of FODs of Operations
Feature engineering consists of manipulating the features that enter into an operation in order to achieve the effects desired. Given the context above, we have the option of describing this activity either via the FOD or via the NF. Depending on the details, it might be more convenient to align an implementation with one or the other of these descriptions. We turn our attention to how such descriptions evolve -amongst other things, the level index k now reappears.
We will consider two kinds of development step for FODs of operations. Neither will be required to conform to the syntactic structure of the FOD, simply because there is no reason to assume that the development activity -driven as it is by many external considerations-will meekly conform to some independently proposed syntactic criteria. Indeed we have remarked already that model completeness at all stages of development is a crucial consideration, and there need not be any correlation between that and syntactic considerations.
The first kind of development step simply alters the condition p in a Conditional or Case construct somewhere in the FOD. The second involves the infiltration of one or more new features into the current FOD of the operation. We say 'infiltration' to again stress that we are not necessarily working by recursion on the structure of the final FOD, but are contemplating more undisciplined interventions on the FOD.
Despite the unruly nature of such steps as regards the syntactic structure of the FOD, the normal form theorem assures us that all such development steps can be reduced to consideration of partitions of the before-state and input space and the specification of appropriate behaviour on any new pieces generated.
We examine this in more detail below. However before we do so we must recognise that it is seldom the case that all the features we need to deal with intrinsically have the same signature. Often, new features introduced during the development of a sys-tem need modified data structures to support the novel functionality, so as the development level index k increases through the various stages of a development, the various U k , I Op,k , O Op,k spaces we need cannot be assumed to stay the same. We postpone consideration of this for now.
Modification of the FOD
We consider the modification of a FOD, on the assumption that the signatures of all FEs entering into the discourse are the same. As previously noted, the modifications are of two kinds: the alteration of a boolean condition, and the infiltration of new features into the FOD. Maybe we want to introduce a new feature f c to act alongside φ. Unfortunately the domains of φ and f c overlap, so we cannot just move to Φ[(φ ∪ f c )] because the subexpression (φ ∪ f c ) would be ill defined. We could adopt the possibilities
, but we might then have to acknowledge that the behaviour of φ or f c alone in the region of overlap, is no longer appropriate in the presence of the other. Instead, we define a new feature f x to take care of the interaction, making sure that the domain of f x is precisely dom(f c ) ∩ dom(φ). Now we can move from
, avoiding the unnaturalness of the (φ < + f c ) or (f c < + φ) partial solutions (and also of Φ[(φ ∪ f c )], where the nondeterminism between φ and f c in the overlapping region might be regarded as equally inappropriate).
The schema for modifications of FODs that we thus consider is the rewrite of
. So we rewrite the occurrence of φ using the rule:
where κ is a variable (of FE type). 8 The application of the rule matches κ to φ, and replaces it by γ(φ) in the context Φ[_], in the usual way.
Assumption 5.1 All permitted modifications of a FOD are expressible using rewrite rules of the form (5.1).
This spells out in detail what is meant by 'infiltration of new features'. Since the alteration of a boolean condition from p to q in a conditional FOD results in the alteration of (φ e < + p φ d ) to (φ e < + q φ d ) ≡ ((φ e < + ¬p φ d ) < + p≡q (φ e < + p φ d )), we can also encompass these kinds of alteration under a slight extension of the conventions used in (5.1), namely using the rule:
8. Since κ is a variable, (5.1) is unlike a rule in a conventional term rewrite system (TRS), where left sides which are pure variables are forbidden. Since in a TRS, it is the job of the rules to deliver a desired set of terms (when applied according to some strategy and started from some given starting conditions), allowing a variable left side would allow replacement of anything by the right side, which is too permissive. In our context, the purpose of the rule is to formalise changes selected by the (human) designer, so such freedom in the application of the rule is appropriate, since the use of the rule is controlled from outside the formal system.
where κ negates the condition inside the conditional expression that κ matches (provided κ indeed matches a conditional, undefined otherwise).
The interposition of γ affects the in(_) and sy(_) sets in the vicinity of φ. We express this via three operators which transform the original in(φ) and sy(φ) sets to sets appropriate to the new situation. Thus we have the operator In γ (_) given by (5.3), acting on the in(φ) set passed down into φ, which calculates how the in(φ) set changes as a result of φ finding itself in a new (more deeply nested) context. We have Sy γ (_) given by (5.4), acting on the sy(φ) set generated by φ, which calculates how the sy(φ) set changes as a result of φ finding itself in the more deeply nested context. Also we have Sy γ (_) given by (5.5), acting on the sy(φ) set generated by φ, which calculates sy(γ(φ)), the sy(_) set of the FE term that now fills the original hole in Φ[_] after the infiltration. (Note that since in(_) sets are purely inherited, an analogous In γ (_) operator, that calculated in(γ(φ)) in the original context Φ[_], would just be the identity, so is omitted.) In (5.3)-(5.5) the earlier slash notation is extended to not only associate a sy(_) set with the relevant in(_) set, but to associate both in(_) sets and (slash adorned) sy(_) sets with the contexts in which they are intended to be understood.
The equations in Definition 4.8 permit the calculation of In γ , Sy γ , Sy γ , from γ in terms of the other quantities of the system. We illustrate this on the specific infiltration re-
above. If we take all the stated facts about γ[_]
into account we can derive the following, where for clarity, we have removed the context (and other) information in the last lines of (5.6) and (5.7), and the last four lines of (5.8): , this is as we would expect. The calculation of the corresponding sy(φ) set is similarly affected -since sy(φ) is calculated from the internal structure of φ, which remains unchanged (the calculation being modulo the in(_) set passed down), Theorem 4.9 allows us to conclude that a similar reduction applies as is derived in (5.7). Finally, the sy(_) set of the FE γ(φ) depends more decisively on the structure of γ [_] . Since the in(_) set passed down into γ(φ) is identical to the original in(φ) set (as noted earlier), we just use Definition 4.8 to unravel the effect of γ[_] till we have the result in terms of the original sy(φ), in(φ), and constants. The last few equalities in (5.8) follow from the conditions that we know hold in this situation, namely that sy(φ) ⊆ in(φ) and that dom(f x ) = dom(f c ) ∩ dom(φ).
On this basis we can state:
Note that just because we know (from (5.11)) that sy(φ) is a subset of Sy γ (sy(φ)), does not of course imply that the before-FE and after-FE of the infiltration behave the same way on the sy(φ) part of the domain. For example, the after-FE also hosts f x on part of sy(φ). Similar remarks apply more generally.
Addition and Removal of Data Spaces
Now we consider changing data spaces. We tackle this in isolation, unencumbered by any thought of changing the FOD.
Suppose that feature f d , which we want to introduce in the passage from level k to level k+1, just requires additional supporting data u d in the state, drawn from a space of values for u d , U d say, this being over and above the state already available at level k. Then U d will be present in U k+1 and not be present in U k . As such, U d will be present in U k+1 as a new cartesian factor alongside all the other state components, since U d will be independent of any other data types used in the system.
Given this, we must now consider how a feature f c which is present at level k and persists into level k+1, and so is well defined on states in U k , is to be understood on a larger state space including U d . The answer is easy. In common with programming practice, in which an update of a variable leaves all other variables unaffected, we understand the relation representing f c in the larger state space including U d , to be the relation on U k extended by the identity on irrelevant factors such as Provided we restrict to this way of modifying the state spaces between levels, in general, U k will be a cartesian product of individual types U a,k × U b,k × … × U d,k some of which are present because a specific feature demands them, others being common to the activity of several or all of the features at level k. Similarly for level k+1 where U k+1 will be U a′,k+1 × U b′,k+1 × … × U e′,k+1 . Regarding the relationship between the state spaces at levels k and k+1, some of the U b,k can be identified with some of the U b′,k+1 . This will be because they are data types 'used in the same way' by features that are present at both levels -typically they will be the types of the same variables in a syntactic description of the common features. 9 The remainder of the U c,k … U d,k will be present only at level k, and the remainder of the U c′,k+1 … U e′,k+1 will be present only at level k+1; both effects arise because those spaces concern features present exclusively at one level but not the other.
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Proposition 5.2 When data spaces U k and U k+1 differ only by the addition or removal of cartesian factors, the relationship between U k and U k+1 is a total surjective regular relation ρ U,k,k+1 .
Proof. Let a typical value in
) and a typical value in U k+1 be u k+1 = (u d′ 1 ,k+1 , … , u d′ n ,k+1 , u e′,k+1 , … , u g′,k+1 ), where in the passage from level k to level k+1, subspace U a,k × … × U c,k is removed from U k , subspace U e′,k+1 × … × U g′,k+1 is added to form U k+1 , and where the common subspaces, n of them, U d 1 ,k = U d′ 1 ,k+1 , … , U d n ,k = U d′ n ,k+1 are identified as indicated. Then:
We see that ρ U,k,k+1 is the composition of the projection that discards (u a,k , … , u c,k ) from u k followed by the inverse projection that adds (u e′,k+1 , … , u g′,k+1 ) to get u k+1 . Since projections are functions, this displays ρ U,k,k+1 in difunctional form.
Example I (Light Switch) Assuming that at level 0 the only states are {off, on} = U 0 , suppose we wished to introduce a dimmer feature into the switch, that allowed the light it controlled to exhibit varying degrees of brightness. At level 1 we adjoin 9. We must emphasise that in a purely semantic framework like ours, strictly speaking, such a correspondence remains outside the formalism without recourse to some such syntactic description of features, explaining why 'used in the same way' appears in quotes. 10. Having a U c,k not present at level k+1 happens when a feature is removed (by being completely overridden) at level k+1. Why introduce something earlier only to override it later? In a monolithic development it makes no sense. But in a long lived, multi-staged development process, when there might be millions of units of an earlier design out in the field, it will be impossible to pretend that a feature installed earlier can simply be erased from the development. Telephony is the obvious example. If a feature is completely overridden in this manner it need not be implemented, and so the data that it would otherwise need, i.e. U c,k , can be removed from the state space.
the states {1 … n} to the level 0 state space, getting U 1 = {off, on} × {1 … n}. The (on, b) states now represent varying degrees of brightness, while the (off, b) states all represent an extinguished light. 11 Clearly the natural relationship ρ U,0,1 between the level 0 and level 1 state spaces is an inverse projection from level 0 to level 1.
Regular relations between the various levels that arise in this way, possess properties regarding sequential composition not shared by arbitrary chains of sequentially composable relations (that happen to be regular).
Proposition 5.3 When data spaces U k , U k+1 and U k+2 differ only by the addition or removal of cartesian factors, the sequential composition ρ U,k,k+1 ρ U,k+1,k+2 of the regular relations ρ U,k,k+1 and ρ U,k+1,k+2 from U k to U k+1 , and from U k+1 to U k+2 , is a total surjective regular relation ρ U,k,k+2 . Consequently ρ U,k,k+1 and ρ U,k+1,k+2 are RS compatible.
Proof. For the relationship between levels k and k+1, suppose U k and U k+1 are related via ρ U,k,k+1 as in (5.12). For the relationship between levels k+1 and k+2, let us relabel the space U k+1 by letting a typical value in U k+1 be u k+1 = (u a′,k+1 , … , u c′,k+1 , u e′ 1 ,k+1 , … , u e′ m ,k+1 ), and let a typcal value in U k+2 be u k+2 = (u e′′ 1 ,k+2 , … , u e′′ m ,k+2 , u f′′,k+2 , … , u h′′,k+2 ), where subspace U a′,k+1 × … × U c′,k+1 is removed from U k+1 in the passage from level k+1 to level k+2, and subspace U f′′,k+2 × … × U h′′,k+2 is added. Suppose U e′ 1 ,k+1 = U e′′ 1 ,k+2 , … , U e′ m ,k+1 = U e′′ m ,k+2 are the common types in the natural relationship between levels k+1 and k+2, m of them, identified as indicated. Then the counterpart of (5.12) for levels k+1 and k+2 is:
Let θ k+1 be the relabelling function so that θ k+1 captures the bijection between the labels of the (u d′ 1 ,k+1 , … , u d′ n ,k+1 , u e′,k+1 , … , u g′,k+1 ) decomposition of u k+1 and the labels of the (u a′,k+1 , … , u c′,k+1 , u e′ 1 ,k+1 , … , u e′ m ,k+1 ) decomposition. Then the sequential composition of ρ U,k,k+1 and ρ U,k+1,k+2 is defined by:
where d′ j1,k , d′ j2,k , … , d′ jl,k enumerates all the types at level k+1 that are simultaneously common with types at level k, and (under a different name) are common with types at level k+2. Since this is a composition of a projection with an inverse projection just as before, it is a difunctional presentation of ρ U,k,k+1 ρ U,k+1,k+2 and thus is total, surjective and regular.
We will assume that mechanisms similar to the above hold for the input and output spaces I Op,k and O Op,k , whose incarnations at various levels are related by total surjective regular relations ρ I Op ,k,k+1 and ρ O Op ,k,k+1 constructed by discarding some component types and incorporating new ones. In particular their compositions are also total, surjective and regular. 11. We will overcome the unnatural aspects of this representation in Section 5.3. One pathological situation that we must mention is when there are no common types at all between two levels which are either adjacent, or become related as a result of one or more compositions. In this case the ρ relation becomes universal (an empty conjunction). We will assume that the developments we are considering display enough coherence that this situation does not arise. Since in practical feature engineering situations, adding new features is far more prevalent than removing them completely, this is a reasonable assumption.
Change of Data Representation
The addition and removal of subspaces is a flexible and convenient method of manipulating the expansion and contraction of the state space as features come and go, and moreover, as we have seen, it enjoys very useful properties as regards regularity of the relations the arise between the various spaces. Neverthless it can sometimes lead to state spaces that look somewhat unnatural from the requirements perspective.
Example I (Light Switch)
We saw an example of this above, where the level 0 state off was related to all the level 1 states (off, b), for b ∈ {1 … n}. 13 A further aspect of the same example was that the on component of the various (on, b) states was not really playing a useful role. We can remedy both defects by changing the data representation, introducing at level 2, a state space U 2 = {0 … n}. Now 0 can encode all the (off, b) states, and for the remainder, state (on, b) will correspond to state b, for all b ∈ {1 … n}. Clearly the natural relationship ρ U,1,2 between level 1 and level 2 that we have just described is a projection from level 1 to level 2. Equally clearly, the level 1 equivalence classes for the earlier ρ U,0,1 are the same as the level 1 equivalence classes for ρ U,1,2 . So the two regular relations ρ U,0,1 and ρ U,1,2 are RS compatible, and their sequential composition ρ U,0,2 = ρ U,0,1 ρ U,1,2 is thus regular.
The ρ U relations that we have discussed typically arise as the retrieve relations of retrenchments and refinements between (full descriptions of) the systems at the various levels concerned. A simple view of the development process thus characterises a relation like ρ U,0,1 as the retrieve relation of a retrenchment that captures non-trivial feature manipulation, while a relation like ρ U,1,2 is characterised as the retrieve relation of a refinement purely concerned with a change of data representation. In this paper we will persist with this simple distinction between retrenchments being for feature manipulation and refinements being for change of data representation -it 12. There is a subtlety with input and output spaces that is largely hidden in the case of the system state. If the output space (say) needs to acquire a new cartesian factor, going from J to J × K, because of the demands of some new feature f new in the operation, then even when f new is not being used, a value from K must be output for all steps of the operation, even if it has to be a default value, because outputs are now pairs. Although not inconceivable, this is quite a drastic redesign of the operation as a whole. What is more likely in practice is that f new will output some hitherto unused values from J to accomplish its task (making the construction more like a sum than a product). Similar remarks apply to inputs. We show how this can be dealt with in the next section. State is different because it persists from step to step, so state components of no interest to the feature currently being invoked remain undisturbed, and do not impact on the current step. Only at system initialisation time do we see an effect as for inputs and outputs, when values have to be supplied simultaneously for all state components. 13. In a more sophisticated light switch design, the different n values in the extinguished state could retain the last illumination level so that it might be re-established when the light is next turned on. But we have a simpler model in mind. o 9 makes matters more straightforward technically-while recognising that the composition theory of retrenchments and refinements in [Banach et al. (2008) ] enables us to extend the straightforward composition of retrieve relations ρ U,0,2 = ρ U,0,1 ρ U,1,2 into a composition of the requisite retrenchment and refinement in their entirety, yielding a (more complicated) retrenchment.
Evidently, in practice, in a simple example such as the above, we would write down the relation ρ U,0,2 in one step, rather than breaking it up into substeps, but the route illustrated is enlightening as regards regularity. Specifically, whereas we showed that retrieve relations made by addition and removal of subspaces are naturally regular and RS compatible, it is (on the contrary) quite easy to write down arbitrary changeof-data-representation retrieve relations that do not enjoy these properties. Yet when examined in the context of a specific case, we found that the relation ρ U,1,2 which we needed was regular and RS compatible with its predecessor. This is typical of the behaviour examined at length in [Banach (1995) ], which argued, via many examples, that regularity is to be expected (and encouraged) in many aspects of practical system design. Accordingly, we axiomatise this as an assumption in the present context.
Assumption 5.4
All retrieve relations between state spaces are regular and RS compatible with their neighbours in the development process. Similar remarks apply for input and output relations.
All Together
Taking account of all of the above, the passage of a FOD from level k to level k+1 can now be conceptually subdivided into the following four steps.
1. Firstly, we add in any types newly required at level k+1 to the level k FOD in the manner described in Section 5.2.
2. Secondly, we modify the FOD to incorporate any new features and conditional alterations in the manner described in Section 5.1 (given that the state and I/O spaces are now adequate to accommodate them).
3. Thirdly, we project out any subspaces no longer needed due to their individual features having empty active domains as a consequence of their being completely overridden, using another application of the techniques of Section 5.2.
4. Fourthly, we can apply any needed change of data representation, using relations between spaces which are regular and RS compatible with their neighbours, in the manner described in Section 5.3.
When we have suitably formalised the whole FE process using retrenchments (including any needed refinements) below, the above represents the data space aspects of the passage from level k to level k+1 as a path round the square in Fig. 1.(a) , in which the first three steps compose to give a retrenchment across the top, from A to B, and the fourth step is a refinement from B to D. In practice of course, any of these four steps can be amalgamated by composition.
Example II (Car Locking) Let us suppose that at level 2, the design has arrived at a more deterministic form, so that UnLock 2 always unlocks both doors. We summarise the design as follows. The state space is U 2 = {dr-lck, dr-unl} × {ps-lck, ps-unl}.
Using an obvious abbreviation, the Lock 2 operation is given by (U 2 -(dr-lck, ps-lck)) o 9
-(Lock 2 )-› (dr-lck, ps-lck), while the UnLock 2 operation is given by the single transition (dr-lck, ps-lck) -(UnLock 2 )-› (dr-unl, ps-unl) . Under the obvious equality retrieve relation, the passage from Lock 1 and UnLock 1 to Lock 2 and UnLock 2 constitutes a refinement according to the definition in Section 2.2 (provided we deal with all other operations analogously).
During the next level of development, it is decided that car locking and unlocking may also be done via short-range wireless, with the user pressing buttons on a key fob. To prevent situations in which the family dog, left in charge of an unlocked car, inadvertently activates the Lock 3 button of the key fob which itself has been inadvertently left inside the car, with the result that the family is not only locked out of the car but also deprived of the key fob, the system has to be aware of whether the fob is inside or outside the car, and must only permit the Lock 3 button to fully lock the car when there is no fob inside. To model this, we enhance the state space to indicate whether the fob is inside the car or not. The state space now becomes U 3 = {dr-lck, dr-unl} × {ps-lck, ps-unl} × {fob-in, fob-out}. The Lock 3 operation has the transitions ( * , * , fob-out) -(Lock 3 )-› (dr-lck, ps-lck, fob-out) which cover the usual behaviour when there is no fob in the car, 14 and to cover attempts to lock the car while the fob is inside we have ( * , * , fob-in) -(Lock 3 )-› (dr-unl, ps-lck, fob-in) which ensure that at least the driver door remains open. The UnLock 3 operation has the transitions ( * , * , * ) -(UnLock 3 )-› (dr-unl, ps-unl, * ). We also have the level 3 versions of the mechanical operations for individual doors: (dr-unl, * , * ) -(DrLck 3 )-› (dr-lck, * , * ) and (dr-lck, * , * ) -(DrUnl 3 )-› (dr-unl, * , * ) for the driver; and ( * , ps-unl, * ) -(PsLck 3 )-› ( * , ps-lck, * ) and ( * , ps-lck, * ) -(PsUnl 3 )-› ( * , ps-unl, * ) for the passenger. Of these, DrLck 3 applied after Lock 3 , enables all the doors to be locked from the inside if that is what is required.
We can capture the development from the Lock 2 to Lock 3 using our feature calculus as follows. Firstly we add the fob type {fob-in, fob-out} to the level 2 state space. Next we let Lock 2/3 be the natural translation of Lock 2 to level 3 variables (i.e. the level 3 door states are manipulated in the obvious way, and the operation skips on the fob states). Next, let LockSkip 3 be the feature that captures what happens when the Lock 3 button is pressed when the car is already locked; it has the transitions (dr-lck, ps-lck, * ) -(LockSkip 3 )-› (dr-lck, ps-lck, * ). Also, let FobAccessible 3 be the feature that prevents the fob from being inadvertently locked in the car, having the transitions ( * , * , fob-in) -(FobAccessible 3 )-› (dr-unl, ps-lck, fob-in) . Then we can write Lock 3 as:
which is of a form practically identical to an application of our prototypical feature rewrite rule above.
Feature Evolution via Retenchment
Having described how we can move from level to level both in terms of how FODs alter and how we can describe the relationship between the relevant state and other 14. Note that there is a now a (skip) transition from the (dr-lck, ps-lck, fob-out) state since there is nothing to prevent one from pressing the Lock 3 button, even when the car is locked. Consequently (dr-lck, ps-lck, fob-out) ∈ ctxpre(Lock 3 ).
spaces, we now turn our attention to describing the retrenchments that capture this process.
The Retrieve, Within, and Output Relations, and Regularity
We define the retrieve, within, and output relations between successive layers thus:
In (6.2) there is an implicit cartesian product with a universal relation from U k to U k+1 on the right hand side, and in (6.3) there is on the right hand side an implicit cartesian product with a universal relation from the values of the variables u′ k , i k , u k , to the values of the variables u′ k+1 , i k+1 , u k+1 . Recalling that we argued above that all these ρ relations could be taken to be regular and RS compatible, since the cartesian product of regular relations is obviously regular, we conclude that the within and output relations will also be total surjective regular relations whose compositions are total, surjective and regular.
) with a universal relation from the inputs at level k to those at level k+1, and taking the intersection of the resulting relation with P Op,k+1 (i k , i k+1 , u k , u k+1 ). Since the intersection of regular relations is regular, we see that the relations G k+1 ∧ P Op,k+1 are total surjective regular relations whose compositions are total, surjective and regular. Similarly we see that the rela-
) also have this property.
Assumptions for the Concedes Relation
We have almost shown that the retrenchments we are developing have regular data.
To say something about the concedes relations, we must first discuss the transition relations for Op k and Op k+1 . We do so in the context of a number of assumptions.
Assumption 6.1 Model Completeness and Defaults. Above, we described model completeness of an operation Op, noting that it concerned a property, ctxpre(Op), which captured all the situations of practical interest for Op. We demand that this interacts smoothly with the G ∧ P Op just constructed, which we express as follows:
Op,k+1 is given by (2.8) using the G k+1 ∧ P Op,k+1 just constructed. Similarly with k and k+1 interchanged.
by model completeness (4.1), thus also satisfying the healthiness condition (2.7). Similarly for the (u k+1 , i k+1 ) asserted by (6.4). Adding these two domain conditions to (6.4) quickly derives P Def Op,k+1 as required. The argument starting from (u k+1 , i k+1 ) is similar. In the spirit of aiming to support software engineering intuitions, we said that we would assume that our models are model complete at every level k. Thus if some (u k , i k ) is a point from which it is necessary for a level k transition to emerge, then its level k+1 counterpart (u k+1 , i k+1 ), obtained via G k+1 ∧ P Op, k+1 , must be a point from which it is appropriate for a level k+1 transition to emerge, and vice versa. Lemma 6.2 shows that under simple conditions this corresponds nicely to the statement that the system has no capabilities that lie outside the remit of the default within relations P Def Op,k+1 (i k , i k+1 , u k , u k+1 ). Assumption 6.3 Interfeature Independence. By this we mean that distinct features do not encroach on each other's work. There is no point in designing a new feature to duplicate the work of an old one, 15 so if f c and f d are distinct features present in levels k and k+j, (j ≥ 0) then we will always have the negation of the analogue of G Op, (k+1, k+j) for them (where G Op, (k+1, k+j) captures refining simulation, as expressed earlier in (2.13)):
In (6.6), G (k+1,k+j) is the composition G k+1 G k+2 … G k+j , defaulting to the identity if j = 0, and to G k+1 if j = 1. Similarly for the other relations. 
In other words, the active domains of distinct elements of the FOD of Op k should not intersect.
We justify this by claiming that users have a right to expect predictable behaviour for a given starting condition, and we assume such nuggets of predictable behaviour are encapsulated within individual features. (That is not to say that individual features cannot themselves be nondeterministic when there are justifiable requirements reasons for them being so (for example seat allocation on budget airline flights) -but that is a different issue.)
Interfeature determinism 
, we see that despite the union, it is interfeature deterministic because of the override on the overlap. Such FODs can be rewritten to remove the unions, eg. ((f d < + f c ) < + f x ). Although equivalent to the former ex-15. This is perhaps a bit hasty. It may well be that from time to time during the life of a longlived product, we want to 'clean up' the development by removing (i.e. overriding) some tired old features and replacing them with shiny new ones that (at least some of the time) do the same job as the old ones. But we will ignore this possibility here for simplicity. pression this could be less appropriate as regards eloquence in expressing requirements, as we noted before.
Let us reflect a little on these assumptions. While model completeness can easily be understood as an uncontroversial requirement of the development methodology, the status of interfeature independence and interfeature determinism is more open to question. For example, one can certainly imagine designing features that partially duplicate each other's work, as noted already. But then one could focus the analysis lower down, by introducing a notion of subfeature, such that each feature would be a union asserted disjoint of a family of subfeatures, and such that individual subfeatures capture the unique pieces of functionality shared among more than one parent feature. One could then consider the legitimacy of the idea of requiring intersubfeature independence. Similarly one can imagine designing operations requiring features that partially overlap in a common subdomain where both are active. In such a case one could again refocus the analysis on subfeatures that capture the common behaviour and consider the legitimacy of intersubfeature determinism.
In such a scenario the crucial issue amounts to 'What ought a (sub)feature to be?', which amounts to introducing an extra layer of structure analogous to the structuring we were already working with. It is related to the naturalness or otherwise of different subdivisions of the functionality offered by an operation. Such structural variations add complexity to the formalism for describing operations via features -complexity which may be justifiable in an application context-without fundamentally improving the theoretical properties of this approach. So, in order to limit the technical complexity of our retrenchment framework, we remain with the assumptions as stated.
The Concedes Relation and Regularity
We now consider a development step from level k to level k+1, given either by modifying some condition in the FOD Φ k [φ] of Op k , or by applying a rewrite rule like κ => γ(κ) in (5.1) to some subexpression φ of Φ k [φ] . The fact that neither option need act at the root of the parse tree of Φ k [φ] by an application of a FE constructor, blocks the analysis of what can happen via the structural induction route, at least in any straightforward way. Fortunately, the NF theorem allied with the assumptions above gives us another route towards an analysis.
Consider some (u k , i k ) from which a level k transition emerges. By model completeness, there will be a (
, from which a level k+1 transition emerges, and vice versa. We fix (u k , i k ) and (u k+1 , i k+1 ) for the next few paragraphs. By interfeature determinism, both transitions will belong to features f a,k and f y,k+1 , each unique within the context of its level. There are now three possibilities, which by interfeature determinism again are mutually exclusive, (P1), (P2), (P3):
We can now define the complete concedes relation for levels k and k+1 as follows.
In effect we write out the default concedes relation that relates Op k and Op k+1 except that instead of writing it in its original form, we decompose it into the pieces belonging to pairs of distinct features restricted to the relevant offdiagonal active domains, giving rise to the big disjunction in (6.12).
Definition 6.6 The concedes relation appropriate to a FO development step in the style described is:
It is easy to see that in the (P2) and (P3) cases we have pre
Con
Op,k+1 (u k , i k , u k+1 , i k+1 ), i.e. conceding simulation as given by (2.12), holding for the concedes relation (6.12), as we would expect.
Theorem 6.7
The concedes relation (6.12) is regular. Op, k+1 . Then we have a difunctional presentation of C Op,k+1 given by:
(6.13)
This shows that C Op,k+1 is regular.
So our retrenchments have regular data. The next question that naturally arises is to ask whether they respect their regular data. Here the answer is no. For consider the following situation in which there is no I/O. We have at level k, a value u of the state variable u k , from which a transition of feature f a,k issues. At level level k+1 the state variables are u k+1 which consist of a pair of values (u, w) where the value w is needed by feature f e,k+1 , newly introduced at level k+1. The retrieve relation G k+1 (u k , u k+1 ) is just the inverse projection that relates u at level k to (u, w) for any w at level k+1. Now we suppose that for a value w 1 there is a level k+1 transition of f a,k+1 , namely establish G k+1 (u′, (u′, w′ 1 )), since the level k+1 transition would just be a copy of a level k transition, u -(f a,k )-› u′; and for the (u, w 2 ) -(f e,k+1 )-› (u′ 2 , w′ 2 ) transition we would have C Op,k+1 (u′ k , u′ k+1 …) because feature f e,k+1 is active. Now (u, w 1 ) and (u, w 2 ) are in the same (G k+1 ∧ P Op,k+1 ) equivalence class, since they are both related by G k+1 ∧ P Op, k+1 to u at level k. But (u′, w′ 1 ) and (u′ 2 , w′ 2 ) are not in the same C Op,k+1 equivalence class, since C Op,k+1 is only defined when the level k feature and level k+1 feature are different, by (6.12); in particular C Op,k+1 is not defined for (u′, w′ 1 ). So condition (4) of Definition 3.7 is violated and retrenchments with concedes relations such as (6.12) do not respect their regular data. (In particular, the tidiness property discussed in [Banach and Jeske (2009b) ] is too strong a property to expect in feature engineering.)
The Neatness Theorem
Theorem 6.8 The retrenchments given by (6.1)-(6.3) and (6.12) are neat.
Proof. Consider some (u k , i k ) related to some (u k+1 , i k+1 ) by G k+1 ∧ P Op, k+1 . If we have the same feature active at both levels, then we have pre Ret Op,k+1 (u k , i k , u k+1 , i k+1 ), defined in (2.11). By interfeature determinism, no other features can be active for this (u k , i k ) and (u k+1 , i k+1 ) so for the after-states and outputs which are related to these (u k , i k ) and (u k+1 , i k+1 ), C Op,k+1 will not be defined (because we were careful to relate only offdiagonal active domains via C Op,k+1 ), and so pre Con Op,k+1 (u k , i k , u k+1 , i k+1 ) will be false, making (2.10) true in this case. By contrast, suppose for (u k , i k ) and (u k+1 , i k+1 ) that two different features are active, and we therefore have C Op, k+1 , and pre Con Op,k+1 (u k , i k , u k+1 , i k+1 ). Then interfeature determinism says no other features can be active for (u k , i k ) and (u k+1 , i k+1 ), and so interfeature independence allows us to conclude that G′ k+1 ∧ O Op,k+1 will not hold 'fortuitously'. The latter is a possibility we must guard against, since G′ k+1 ∧ O Op,k+1 is a globally defined relation from
Op,k+1 (u k , i k , u k+1 , i k+1 ) cannot hold, making (2.10) true in this case also. Neatness thus follows.
Example II (Car Locking) Above, we showed that we could express the development step from the level 2 locking operation to the level 3 operation via the FE:
Lock 3 = ((Lock 2/3 ∪ LockSkip 3 ) < + FobAccessible 3 ) (6.14)
Given the theory just developed, we can calculate the retrenchment that takes us from the level 2 to the level 3 operation as follows. We start by writing down all the ingredients.
States: U 2 = {dr-lck, dr-unl} × {ps-lck, ps-unl}
Retrieve Relation: 
It is clear that the retrenchment operation PO (2.2) will be provable with the above data. The straightforward results align pleasantly with the fact that while at level 2, Lock 2 is its own normal form, at level 3, the normal form of Lock 3 can be written as:
We see a three-way split in the NF of Lock 3 ; the Lock 2/3 component needs no provision in C Lock since it is handled by G; the LockSkip 3 component also needs no provision in C Lock since its active domain is not related via G to the active domain of Lock 2 ; finally the FobAccessible 3 component does make a non-trivial contribution to C Lock .
Neatness and Composition
Even though we have neatness of the retrenchments for individual development steps, we do not in general have strong enough properties to be able to deduce that compositions of such steps (done according to the specific recipe for composing neat retrenchments discussed in [Banach and Jeske (2009b) ]) yield neat retrenchments, nor that the composition of such retrenchments, even if neat, is necessarily associative.
(Because neat retrenchments are retrenchments, and the normal composition of retrenchments is associative, the normal composition of neat retrenchments will be associative of course.)
Counterexample IV (Non-Neatness of compositions) Consider an operation defined at level 0 by (f b < + p f a ), where we suppose that the domains of the two interfeature independent features f a and f b are equal and p is just (u, i) ∈ dom(f a ). Consider the development step in which p is replaced by ¬p, giving at level 1, (f b < + ¬p f a ). A nontrivial concedes relation will be needed to describe the fact that one behaviour is replaced by another in the whole domain. Consider the further development step in which ¬p is replaced by p, giving at level 2, (f b < + p f a ) again. Another nontrivial concedes relation will be needed here to undo the damage caused by the first one; in fact it will be the transpose of the first concedes relation. However the composition of these development steps is the identity development step, and for an identity development step we can say two things that are both obvious even without examining the details. Firstly, we can be completely confident that an identity development step can be described using only the refining part of the simulation capabilities of a retrenchment (i.e. G, as in (2.13)), so the concedes relation of such a retrenchment does not need to be non-empty. Secondly, we can be equally confident that any composed concedes relation for a composition of retrenchments whose component concedes relations consist of a given relation C and its transpose C T will not itself be non-empty -predominantly because the composed concedes relation will contain the obviously non-empty sequential composition of C and C T , a fact that can be checked explicitly by reference to the composition schemes in [Banach et al. (2008)] or [Banach and Jeske (2009b) ]. So, in the trivial identity development situation we are discussing, the structure of such composed concessions will always relate a transition back to itself. Thus it is not hard to see that a typical transition of an operation will validate both the G and C relations of the composed retrenchment, and that the composition will therefore not be neat.
FODs that are Sequences of Overrides
The general form of modification to FODs that we allow in the passage from one level to another makes it difficult to say anything too specific about how the partition of the U k × I Op,k promised by the NF theorem evolves from level to level. Of course in any particular case, the calculational strategy of Definition 4.8 et seq. will yield a particular answer. However there are some special cases, in which the partition evolves in a more systematic manner, and we illustrate one of these.
Suppose all the FODs for Op are simply sequences of overrides, such as:
Here f Def is some default feature that guarantees model completeness no matter what.
(Thus we tacitly assume that at each level the limits of its domain serve to define model completeness, and that no feature is defined beyond the domain of f Def at any level.) On this basis, we can restrict the progression from development level k to development level k+1 to just the insertion of some f g,k+1 into the above sequence,
It is now clear that the only alteration to the definition of Op at level k+1 will occur on the subset of the state and input spaces given by dom(g k+1 -c k+1 …a k+1 ) ≡ dom(f g,k+1 ) -dom(f c,k+1 ∪ … ∪ f a,k+1 ). So we have the situation that on the one hand, on the subset of the state and input spaces given by dom(f c,k+1 ∪ … ∪ f a,k+1 ), the behaviour will be identical to that at level k, since the features occur in the same priority order at both levels, and at both levels their behaviour overrides anything that f g might do, meaning that the relationship between the behaviours at the two levels will be (trivially) refining, and the retrieve and output relations will take care of things. On the other hand, in the subset of the state and input spaces given by dom(g k+1 -c k+1 …a k+1 ), we know we will need to capture what happens using the concedes relation of a retrenchment, but without delving into the details of offdiagonal active domains, we cannot be sure which pieces of which abstract features will be related to which pieces of the newly infiltrated feature f g,k+1 (since f g,k+1 can override any of them). Nevertheless we know enough to be able to write down a generic concession C Op,k+1 which appears thus: When we have a sequence of such modifications, the concedes relations that describe the resulting operation depend on the order in which different features are inserted into the overall FOD. Eg. suppose after inserting f g,k+1 above, we next insert feature f h,k+2 . Then we have two different outcomes depending on whether f h,k+2 is overridden by f g,k+2 or not, i.e. whether it occurs lower down the override hierarchy.
Suppose f h,k+2 is inserted next in the chain of priority immediately beneath f g,k+1 , giving (… f d,k+2 < + f h,k+2 < + f g,k+2 < + f c,k+2 …). Then following (6.24), the corresponding concedes relation reads:
We can see that since in (6.24), (u k+1 , i k+1 ) ∈ dom(g k+1 -c k+1 …a k+1 ) -to which dom(g k+1 ) contributes positively-guards f g,k+1 , and in (6.25), (u k+1 , i k+1 ) ∈ dom(d k+1 -g k+1 …a k+1 ) -to which dom(g k+1 ) contributes negatively-guards f d,k+1 (with similar effects for all the other features that contribute to the level k+1 values of C Op, k+2 ), then (6.24) and (6.25) compose to give the empty relation, and other contributions to the composed concession have to be relied on for the soundness of the retrenchment.
On the other hand, if f h,k+2 overrides f g,k+2 on a nonempty overlap of domains, then some of the modification captured by C Op,k+1 earlier, will be undone by the new modification, and this will be captured by C Op, k+2 , such that in a subsequent composed concession, the composition of C Op, k+1 and C Op,k+2 will contribute non-trivially. That this appears different from the previous case is not at all surprising since (f d,k+2 < + f h,k+2 < + f g,k+2 < + f c,k+2 ) is not the same as (f d,k+2 < + f g,k+2 < + f h,k+2 < + f c,k+2 ), either syntactically or semantically. However these two feature expressions have the same shape, so one might anticipate a similar overall shape to emerge for the concedes relations from (… f d,k+2 < + f c,k+2 …) either to (… f d,k+2 < + f h,k+2 < + f g,k+2 < + f c,k+2 …) or to (… f d,k+2 < + f g,k+2 < + f h,k+2 < + f c,k+2 …). In benign cases, appropriate manipulations of the two compositions can bring out the expected similarity.
We conclude this section by pointing out that in [Banach and Poppleton (2003) ], there is a toy feature engineering case study, focused on telephone system feature interaction, and done largely along the lines of the theory above. The fact that it is very much a toy is a consequence of using a formalism similar to the one in this paper, relating a single step at one level to a single step at the next level. However such an approach has a very real drawback in that the behavioural or multistep aspects of genuine telephony applications are abstracted away. In a typical interaction with a real telephone system, one goes through a number of phases before the interaction completes, and disregarding this finer level of granularity undoubtedly undermines the credibility of any such decription. Still, the main point of [Banach and Poppleton (2003) ] was to illustrate retrenchment, not to advance the state of the art in telephony. However both that paper and this one, support the view that a development of retrenchment based ideas more accurately targeted at the needs of realistic telephone feature engineering problems would enjoy a good measure of success.
Aside from the previous point, there is a crucial difference between the theory of this paper and that of [Banach and Poppleton (2003) ] since the case study there is done using primitive retrenchment 16 rather than the output retrenchment of this paper.
17
At a number of points, especially when we want to distinguish between system transitions that differ only in their outputs, the insensitivity of primitive retrenchment to this kind of situation inhibits its use in giving a fluent account of the matter. It would be an undemanding exercise to repeat the case study in [Banach and Poppleton (2003) ] in the present framework, and to carry out successfully the programme discussed there, but only partially carried through.
Conclusions
In the preceding sections, we started out by reviewing what we needed of retrenchment and refinement machinery, including their interworking via the Tower Pattern. We next examined regular relations, and presented general properties, including results on sequential composition. We were then able to embark on feature engineering
proper, defining what we meant by a feature, and presenting a language for feature combination which enabled us to build operations out of arbitrarily complex combinations of features. An important milestone was the normal form theorem, which transformed the complexity of arbitrary feature expressions to that of a fixed schema. Operation evolution, tackled via the rewriting of feature expressions, was dealt with next, the rewrites allowing the transformation of feature oriented descriptions of operations at arbitrary deeply nested places in the feature expression.
The objective for all this was to capture the semantic consequences of the manipulation of the feature oriented description using retrenchment. For this, the normal form theorem proved useful since it allowed generic retrenchment data to be constructed on the basis of a fairly flat description of an arbitrary operation. Under quite mild conditions, the generic retrenchments needed for this were shown to be neat default retrenchments. We illustrated various points of the theory being constructed using a couple of running examples.
16. Primitive retrenchment is unlike conventional retrenchment (which is called output retrenchment to distinguish it from the primitive kind), in that primitive retrenchment does not have a separate output relation. Both kinds of retrenchment are introduced in [Banach et al. (2007) ], where the relationship between them is discussed. The retrenchments of this paper are all output retrenchments. 17. There is another technical difference between this paper and [Banach and Poppleton (2003) ]. In the latter input, output, and state spaces were assumed fixed ab initio, and large enough to accommodate all features needed at any point in the development; thus making G and P identities (there was no O of course).
The focus of the paper was obviously to develop the retrenchment perspective on feature engineering. However, as noted in the Introduction, refinement based approaches using superposition refinement can be used when the features of interest are appropriately compatible and are being assembled in a suitable order. Given an arbitrary feature engineering development process, while there is no reason to assume that the whole of it necessarily enjoys these benign properties, there is equally no reason to assume that parts of it cannot enjoy them. The Tower Pattern of Fig. 1 is what allows these two perspectives on feature engineering to cooperate smoothly. For those parts of the process that can be conveniently handled via refinement, we can use refinement; for those parts that cannot, we can use retrenchment. The results of the two approaches can then be composed to give an overall consistent result. Apropos composition, we made various remarks to the effect that the stronger properties of the retrenchments we built, did not necessarily persist through composition, but we emphasise that it is only those stronger properties that might fail -the robustness of the description via cooperating retrenchments and refinements is unaffected.
