Identifying the factors that influence taxi demand is very important for understanding where and when people use taxis. A large set of Global Positioning System (GPS) data from New York City (NYC) taxis is used along with demographic, socioeconomic, and employment data to identify the factors that drive taxi demand. A technique is developed to measure and map transit accessibility based on the Transit Access Time (TAT) to understand the relationship between taxi use and transit service. The taxi data is categorized by pick-ups and drop-offs at different times of day. A multiple linear regression model is estimated for each hour of the day to model pick-ups and another to model drop-offs. Six important explanatory variables are identified that influence taxi trips: population, education, age, income, TAT, and employment. The influence of these factors on taxi pick-ups and drop-offs changes at different times of the day. The number of jobs in each industry sector is an indication of the types of economic activities occurring at a location, and in some sectors the number of jobs is strongly associated with taxi use. This study demonstrates the temporal and spatial variation of taxi demand and shows how transit accessibility and other factors affect it.
INTRODUCTION
GPS data and the explanatory variables in this study follows; then a novel technique to calculate transit accessibility and a multiple linear regression model to identify influential factors is presented. The model results are presented following the methodology, and conclusions are discussed.
LITERATURE REVIEW
There are few studies using large taxi GPS datasets to model taxi trip generation. Schaller (6) presents an analysis of the number of taxicabs in 118 U.S. cities using multiple linear regression models. The factors influencing the size of a city's taxi fleet include population, employment, use of complements to taxi cabs (e.g., transit), cost of taxis, and taxi service quality. However, the model predicts the quantity of taxi cabs instead of the number of taxi trips generated. The number of workers commuting by subway, the number of households with no vehicles available, and the number of airport taxi trips have significant explanatory power for the number of cabs in operation. Mousavi et al. (8) stated that household structure, age, gender, marital status, income, employment, car ownership, population density, and distance to transit are the most influential variables on trip generation for all modes.
Taxi demand may be closely related to transit accessibility in NYC, because taxis and transit are both provide transportation service to the public. The factors that influence transit use may also have an effect on taxi trip generation, but the tendency to choose transit versus taxi may also be affected by the accessibility of transit near trip origins and destinations. For this reason, factors related to transit and vehicle modal split could be included in models for taxi demand. Racca and Ratledge (4) presents a comprehensive list of possible factors that are used for mode choice modeling including transit LOS, accessibility, land use, demographics, and characteristics of the trips. That study shows that high transit service is focused at locations with high employment and population densities in the city of Wilmington, Delaware. The analysis on mode split versus mean age and time-of-day indicate that these variables affect the modes that people choose, and this means that they may also relate to taxi trip generation. Corpuz (10) shows that socio-economic characteristics and time-of-day have influenced people's choices between private vehicles and public transportation. Workers and households with higher incomes are more likely to use cars over public transit in that time-of-day analysis. The train and the bus are more likely to be picked during morning and late afternoon peaks, because people want to avoid the time and the cost of driving in congestion (10).
Characteristics of the trip (e.g., travel purpose) and characteristics of the traveler (e.g., age) have been identified as influential factors affecting the trips generated by different travel modes (2,5,10,11). Trips to residential areas and non-residential areas (12) and trips for business and non-business purposes (2) are analyzed separately in most studies. A number of studies have been conducted about the generation of airport trips (11) and travel to schools (3,13). Researchers have also studied trips generated by elderly people, because their needs and behavior have some distinct differences from other population groups (11, 14) .
Without detailed information about the taxi trip purpose or the characteristics of the specific person making each trip, the methods in this paper make use the characteristics of the places where taxi trips start and end to gain insights about the demographic and land use factors that are most associated with taxi trip making. This paper focuses on the characteristics of the people who live and work in these places in order to develop models for taxi trip generation.
DATA
Trip generation models require comprehensive sets of data for explanatory variables in order to identify the most influential factors on taxi trip generation. The database of taxi trips has complete information of 147 million taxi trips made between February 1, 2010 and November 28, 2010, including temporal and spatial information acquired by GPS (taxi pick-up and drop-off date, time, location), fare (including tolls, tip, total fare paid), and distance travelled. The taxi data for pick-up and drop-off locations are aggregated by hour of the day in a similar manner to the way that taxis were used as traffic probes by time of day in Yazici et al. (9) . The distribution of pick-ups (origins) and drop-offs (destinations) are considered separately because they are clustered differently in time and space. Thus separate models are developed to understand these two trip ends. Since census tracts are the TAZs in this study, all data are grouped by census tract so that the response variable and explanatory variables are aggregated at the same spatial resolution.
The sources of data for the explanatory factors considered in this study include:  transit LOS based on NYC subway schedules available from Google Transit Feed Data in the format of General Transit Feed Specification (GTFS);
 demographics data for each census tract is available from the U.S. Census 2010, including total population, population categorized by age, and population categorized by race;
 socioeconomic data is available from the American Community Survey 5-year estimate of education and income;
 employment data by census tract, including categorization by age, earnings, type, race, ethnicity, educational attainment, and sex is available for NYC from 2010 Workplace Area Characteristic (WAC) data from U.S. Census Bureau;
 geographic data including relevant shape files (i.e., rivers, roads, county, census tract), and land area.
These data are explanatory variables that are included in the model (e.g., the response variable is produced by using the taxi data and census tract geographic information). The population density and employment density in 2010 is calculated for all 2,167 census tracts in NYC. Figure 1 shows that the population density and employment density are concentrated in Manhattan. Compared with the taxi demand information in Figure 2 , it is clear that pick-up demand is concentrated in Manhattan, northern Brooklyn, and the west and north sides of Queens while the drop-off demand is more spread over four of the boroughs: Manhattan, Brooklyn, Queens, and Bronx.
Some census tracts consisting of cemeteries, parks, or islands do not have employment associated with them, so the WAC employment data covers 2,143 census tracts. Census tracts that variables are lacking certain required information are excluded from the linear model analysis. Ultimately, 116 out of 2,167 census tracts (5%) were omitted from the analysis, because there was insufficient population or employment in those few regions to create a useful data point.
METHODOLOGY
There are two important methodological contributions of this study. The first is the development of a novel transit accessibility measure based on the time to access and wait for transit. This requires processing raw transit schedule information to determine how much time it takes person at a specific location and time of day to access the public transit system. The second is the development of a hybrid cross-classification/regression model for estimating taxi trip generation.
The taxi data is cross-classified by pick-up and drop-off and aggregated by hour of the day. Within each classification, a multiple linear regression model is estimated to identify the factors that influence taxi demand.
Transit Access Time
Transit LOS and accessibility must be quantified in order to be used as an explanatory variable to model taxi. A new measure is developed that combines the estimated walking time a person must spend to access the nearest station (transit accessibility) and the estimated time that person will wait for transit service (transit LOS). This measure is the Transit Access Time (TAT), and it represents the minimum expected time for a person at a specific location and time-of-day to walk to, wait for, and board a transit vehicle. For a walking speed of 3.1 mph (5.0 kph) (15), the transit access time in minutes is:
( 1) where is the frequency of subway dispatches per hour at the nearest station, is the distance to the nearest station (mi), and is the walking speed (mph). The minimum TAT is calculated at each location by the following steps. First, the transit schedule in GTFS provides the number of transit departures (i.e., frequency) in each hour at each station. The waiting time depends on the frequency based on the second term of Equation 1, and it is calculated separately for each hour of the day to account for variations in the schedule. Then, a fine grid is imposed on the study area with cells measuring 250 meters (820 feet) square, which is small enough that the walking time to cross each cell is less than 1 minute. Each cell is characterized by the location of its centroid, and a TAT will be calculated for each cell. A modified K-nearest neighbor algorithm is implemented by calculating the minimum TAT from the k nearest transit stations by screening distance and waiting time to all transit stations from the centroid.
People are assumed to be well-informed about transit schedules and to choose the nearby station that minimizes the sum of their walking and waiting time. Thus, the TAT is a metric of transit accessibility that is independent of specific origin-destination demand patterns. For simplicity, the method looks only at the closest access from each location (cell centroid) to the nearest subway departure, in space and time, anywhere in the system. The minimum TAT is calculated for each cell in NYC at each hour of the day, and this is used to quantify transit accessibility in the city with spatial resolution of 250 meters (820 feet) and temporal resolution of an hour.
Once the minimum TAT for each census tract is determined, it is not difficult to calculate TAT by averaging the values across the cells included within the census tract. This provides a better TAT measure than simply calculating from census tract centroids, because a large census tract may have a centroid near a transit station but lots of land that has relatively low accessibility. The TAT is calculated for different times of day for each census tract using only the subway data in this study, because the complete GTFS bus schedule data is incomplete (e.g., bus data for Queens are not available). Figure 2 shows the TAT for subways at 12:00 a.m. (midnight) and 5:00 p.m. (afternoon) along with both taxi pick-ups and drop-offs per capita in the same hours. The map of TAT shows that there is greater transit accessibility in Manhattan and along the subway routes than in other parts of the city, which is expected based on the spatial coverage of the subway network. The transit accessibility is also generally greater at 5 p.m. than at 12 a.m., because services operate more frequently during the peak hours than late at night. Figure 2 suggests that the pick-ups and dropoffs per capita are higher where the TAT is lower (i.e., transit is more accessible), which is a negative correlation between TAT and taxi use.
Visualizing TAT and Taxi Demand
It is necessary to separate trips by the hour of the day, because the distribution of activities in NYC changes with time. There are also differences between the rates of taxi pickups per capita at 5 p.m. and at 12 a.m. For example, there are more taxi pick-ups at Jamaica at 5 p.m. than that at 12 a.m., which could result from people getting off the subway at Jamaica and then taking a taxi complete a trip home from work. In some areas of lower Manhattan there are more pick-ups at 12 a.m. than at 5 p.m., which indicates concentrations of nightlife.
The drop-offs per capita show big differences between 5 p.m. and 12 a.m. as well. For example, there are more drop-offs per capita at some popular locations such as Penn Station, Grand Central Station, and Flushing at 5 p.m. than at 12 a.m., which is consistent with the fact that these are busy transit hubs that used by commuters. Although the total amount of travel activity in the city is lower at midnight than at 5p.m., many areas of the outer boroughs actually see a greater rate of drop-offs in the late night hours. This suggests that people use taxis more often to travel to outlying neighborhoods when it is dark and transit services are less frequent. There appears to be a consistent trend at all times of day that pick-ups are more concentrated around transit hubs and central areas, whereas drop-offs are more dispersed around the city. Clearly, trip making behavior by taxis is asymmetric.
The mapping of TAT and taxi demand provide a visualization of their relationship and help provide intuition about why such a relationship exists. With the hourly data for TAT, taxi pick-ups, taxi drop-offs, and all other demographic and socioeconomic information, visual inspection of the maps is interesting but insufficient for determining the quantitative relationship between the explanatory variables and the taxi demand. A multiple linear regression model is introduced in the next section in order to achieve this objective.
Taxi demand model
Linear models have been broadly applied to trip generation (3,8). The idea behind multiple linear regression modeling is to explore the relationship between the dependent variable and independent variables with the assumption that this relationship is linear as follows
where is the number of taxi trips generated in a TAZ (response variable), is one of independent variables, is the intercept, is the coefficient corresponding to , and is the error representing the difference between the modeled and observed number of taxi trips.
The response variable in the model is the number of pick-ups or drop-offs generated in each census tract by hour of the day from the 10-month taxi GPS data in NYC. The full list of explanatory variables considered in the initial model are listed in Table 1 . Using least squares estimation (i.e., MLE) coefficients are estimated for each explanatory variable by minimizing the mean squared error between the modeled Y and observed Y. The goal is select a set of explanatory variables that results in low model error and in which each explanatory variable has a statistically significant coefficient. There are many methodological and statistical criteria for selecting important variables. For example, step-wise selection and best subset regression are two methods for comparing model specifications in order to identify the best set of explanatory variables to include in the final model. The following steps describe several procedures used to select important variables in this study.
Check Correlation Coefficients
An analysis of the correlation coefficients among the response variable and all explanatory variables shows how closely each pair of variables vary with each other. A correlation coefficient that is greater than 0.5 or less than -0.5 is considered strong in this analysis. The strong correlation between an explanatory variable and the response variable could indicate the explanatory variable is important. Strongly correlation among explanatory variables leads to multicollinearity in the model, because it is not possible to identify which factor has the more significant statistical relationship with the response variable. The Variance Inflation Factor (VIF) quantifies the severity of multicollinearity in an ordinary least squares regression by measuring how much the variance of an estimated regression coefficient increases due of multicollinearity (16, 17) . Each indicator has a VIF value to indicate the degree of multicollinearity, and a large value indicates that a variable needs to be either removed or replaced. A common rule of thumb is that if the VIF of each factor is larger than 5, then multicollinearity is high (16,17).
Step-wise Selection
Step-wise selection (or forward and backward selection) is a method of variable selection by adding or eliminating one variable at a time. The best model is chosen by seeking the model with the lowest value of Akaike Information Criterion (AIC) and smaller Residual Sum of Squares (RSS). AIC is a measure of the complexity of the model, and it is a function of maximum likelihood and the number of parameters included in the model. A smaller AIC value indicates a better goodness of fit (18, 19) . The AIC value is especially useful when comparing models with a large number of explanatory variables. The step-wise method involves ranking the importance of each factor by listing the AIC values would result from removing it. Then, the least relevant factors can be eliminated one by one until a suitable model is specified.
Best Subsets Regression
Best subsets regression (a.k.a. complete subset regression) is a method to select the best subset of predictors among all the possible combinations of predictors (2 k combinations if there are k predictors in the initial model) (20, 21, 22) . There are several metrics for comparing model performance:
 R squared (R 2 ) is the coefficient of determination that quantifies the variance in the model error, and it is also an indicator of how well the model fits the data points.
 Adjusted R squared (AdjR 2 ) is similar to R 2 but incorporates a penalty for the number of extra explanatory variables added to the model; a higher AdjR 2 is better.  Bayesian Information Criterion (BIC), which is similar to AIC, is a function of the maximized value of the likelihood function and the number of variables included in the model. The difference from AIC is that the penalty term for the number of variables included in the model is larger in BIC than in AIC (18, 19) . For both metrics, lower values are an indication of a better model.  Mallow's C p assesses overfitting of the model, and a desirable model has C p close to the number of explanatory variables, p (23) . The best subset method works well to refine the selection of explanatory variables from the important factors that are already identified. It is very useful for modeling the same major pick-ups and drop-offs at different times of day based on the same set explanatory variables, because trips at different times of day could be associated with different explanatory factors.
It is very difficult to achieve an R 2 greater than 0.8 in most trip generation studies, because there are many things affecting the response variable, and we seek the simplest possible model to gain insights for transportation planning. There have been some studies by transportation planners on regional growth (24) and trip generation (25) using linear regression and achieving very low R 2 or adjusted AdjR 2 (much less than 0.5 sometimes less than 0.1), however the value of these models is not in the final estimate of the response variable but in identifying statistically significant explanatory variables that help us understand what drives demand. The goal of this study is to identify the relationships between taxi demand and important socioeconomic and land use factors at different times of day and at different locations. Therefore the models are developed not only based on R 2 but also on other criteria used to select an appropriate model. In order to use the fewest number of variables for the model, the most statistically significant explanatory variables are identified by the t-statistic or p-value (pvalue<0.05 is significant at 95% confidence level).
RESULTS AND DISCUSSION
The methodology presented in the previous section was used to identify several influential factors from the initial full model using step-wise selection based on AIC values and RSS: TAT, total population, median age, three types of income, total jobs, jobs by type, and jobs by sex, which are listed in Table 1 with a '*' sign.
The correlation coefficient is checked to remove factors that are too closely related to each other in selecting major factors for the second model. Since median household income, mean family income, and per capita income are highly correlated with each other, only one should be included in each model to avoid multicollinearity. Due to better performance of the model with per capita income and the higher correlation coefficient with the response variables, per capita income has been selected. Similarly, jobs by type or jobs by sex are closely related to total jobs. In this case, total jobs, which are an indication of total economic activity in an area, is chosen for the second model with major factors listed in Table 1 . To prevent multicollinearity, only one factor or category among two or more correlated factors is included.
Models with and without the intercept are estimated for pick-ups and drop-offs for each hour of day in NYC. In most of the models the intercept is not significant, and it is intuitive that if a census tract has no population and no jobs, then there are likely to be no trips as well. The coefficients of the other explanatory variables are very similar whether or not the intercept is included in the model. Therefore, the intercept is removed from the models formulated in this study. The results, including the 6 major variables for each time of the day, are presented in Table 2 . All coefficients are significant (p-value < 0.05) unless labeled "*" for Tables 2, 3 and 4.
The interpretation of the trip generation results for both pick-ups and drop-offs is useful for transportation planning and regulation of taxi services. The magnitude and sign of the coefficient for each explanatory variable indicates how much taxi demand will increase (for positive coefficients) or decrease (for negative coefficients) as the explanatory variables increase by one unit. For example, the coefficient of 'TotJob' is 0.32 for pick-ups at 12 a.m. in NYC (Table 2) indicating that an increase of one job in a census tract is associated with an average increase of 0.32 taxi trips in the 12 a.m. hour over a 10-month period. Similarly, there is an average decrease of 36 taxi trips at the same hour over a 10-month period as transit access time (TAT) increases by one minute, which provides insight about how dramatically taxi demand changes with the availability and accessibility of transit service.
The errors of the trip generation model (i.e., difference between observed and modeled taxi demand) provide information on when and where taxi demand is underestimated or overestimated. This gives some idea of where and when more taxi use would be expected than actually occurs, based on city-wide trends, so the information can be useful for planning locations of taxi stands or providing incentives for cab drivers to operate over certain times of day and in certain parts of the city. At locations where the model estimates higher taxi use than is actually realized, it is possible that there is a latent demand that goes underserved because there are simply not enough taxis circulating at the specific location and time to carry as many passengers as would like to use taxis.
The results show that population, education, income, and total jobs positively influence both taxi pick-ups and drop-offs in NYC. This is expected, because high total population and high total number of jobs are indicators of places with high human activity and where people are more likely to be traveling by any mode, including taxi. However, median age and TAT negatively affect the trip-making by taxis. This shows that younger people are more likely to take taxis. The results also show that taxi demand is high where transit is more accessible (TAT is small). It is not clear from the available data whether the relationship between taxis and transit is competitive or complementary. Thus, it cannot be concluded whether the convenience of transit service in an area causes high taxi demand because people use taxis to complement transit or if the large number of taxi trips are associated with high levels of activity that also happen to be where high levels of transit service are provided. The reality is likely that taxis and transit are sometimes operating in competition and other times as complements, because both modes follow and influence the levels of activity in neighborhoods across the city.
The distribution of coefficients at different times of day also sheds light on how those factors influence the number of taxi trips (Table 2) . For example, the total number of jobs has a higher influence on taxi demand from 7 a.m. to 6 p.m., which indicates that extra taxi demand during this period in NYC is likely caused by people going to and from work or work-related activities. The coefficients for TAT values from 8 a.m. to 11 p.m. show increased taxi trips associated with good transit accessibility (short TAT) during all but the late and overnight hours, so it is possible that many of the trips are being made to or from transit facilities, enabling taxis to complement transit service. It is also possible that the places that have good transit service are also desirable for taxi use for other reasons. For example, it might be easier to hail a cab on busy streets in Manhattan under which the busiest subway lines also run.
Another interesting observation from the stepwise modeling is that some of the variables in the category of jobs by type are very influential in the linear model performance, especially for the pick-ups and drop-offs in Manhattan as listed in Tables 3 and 4 . TAT loses its influence for drop-off trips in Manhattan compared to when total jobs was used. Factors related to job types seem to play key roles in generating the taxi trips in Manhattan, some influential industry sectors include jobs in retails, accommodation and food service, and health care (see Tables 3  and 4) .
From 11 p.m. to 8 a.m., it looks like the drop-off taxi demand is not significantly related to income while from 9 a.m. to 10 p.m. it is. This indicates that people are taking taxis in the evening no matter how much money they earn, however, in the daytime wealthy people are more likely to take taxis, perhaps because more competitive affordable travel modes are available during the day. Similar situations are also observed for taxi pick-up demand except that the time period is slightly earlier.
People tend to take taxis to places with retail activities from 8 a.m. to 4 p.m. (Table 3) and taxi trips away from these places from 12 p.m. to 11 p.m. These retail related activities could be working to sell goods, shopping to purchase goods, or meeting with other people. Unfortunately, without data about individual trip purposes, it is not possible to say what exactly each traveler did in the census tract, but the high correlation with retail activities shows the importance of retail land use and employment in determining taxi demand.
Accommodation and food service jobs, which are an indication of hotel and restaurant activity, are located all over Manhattan. It is not surprising to see that they are influential almost all day from pick-up and drop-off trip generation coefficients, but it has relatively higher influence at breakfast time (7 a.m. -9a.m.), lunch time (1 p.m.), and dinner time (5 p.m. -11:00 p.m.). These results provide us with a thorough understanding of the relationship between taxi demand and people's activities in Manhattan. If combined with other information, such as population, income, and TAT, the models provide predictions of taxi demand across time and space.
CONCLUSION
This study utilizes a large database of taxi trips with origins and destinations in NYC tracked by GPS and vast information on demographics and socioeconomics to build trip generation models at different times of day. A novel method was developed to calculate the minimum TAT using transit LOS and K-NN algorithm, and a procedure was implemented to select important explanatory variables using multiple linear regressions.
The TAT is mapped throughout 2,167 census tracts in NYC to compare with taxi demand, which clearly indicates the relationships between subway accessibility and taxi us. Taxi trips are more numerous in places where transit is more accessible. This relationship is confirmed in the multiple linear regression results. However, it is not possible to conclude with these methods whether the relationship between taxis and transit is competitive or complementary. Six major factors including population, education, age, income, TAT, and total jobs are shown to be influential in taxi trip generation modeling in NYC. Income and total jobs are the most influential factors because they are related to where people live and work.
The time of day modeling of taxi trips in Manhattan is used to identify several important factors from the job type category including the number of jobs at accommodation and food services and the number of jobs in retail. This information provides insights about where and when people start their activities and where and when they go home. The method presented in this paper creates a new way of interpreting trip generation modeling results. This approach to looking at trip making by time of day, and by pick-ups or drop-offs is helpful in understanding how the relationships between taxi demand and those influential factors vary temporally and spatially.
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