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THE BJÖRLING PROBLEM FOR NON-MINIMAL CONSTANT MEAN
CURVATURE SURFACES
DAVID BRANDER AND JOSEF F. DORFMEISTER
ABSTRACT. The classical Björling problem is to find the minimal surface con-
taining a given real analytic curve with tangent planes prescribed along the curve.
We consider the generalization of this problem to non-minimal constant mean
curvature (CMC) surfaces, and show that it can be solved via the loop group
formulation for such surfaces. The main result gives a way to compute the holo-
morphic potential for the solution directly from the Björling data, using only
elementary differentiation, integration and holomorphic extensions of real ana-
lytic functions. Combined with an Iwasawa decomposition of the loop group,
this gives the solution, in analogue to Schwarz’s formula for the minimal case.
Some preliminary examples of applications to the construction of CMC surfaces
with special properties are given.
1. INTRODUCTION
In this article we consider the following:
Problem 1. Let J ⊂ R be an open interval. Let f0 : J → E3 be a regular real
analytic curve, with tangent vector field f ′0. Let v : J → E3 be a non-vanishing
analytic vector field along f0 such that the inner product 〈v, f ′0〉= 0 along the curve.
Let H be a non-zero real number. Find all conformal constant mean curvature
(CMC) H immersions, f : Σ→ E3, where Σ is some open subset of C containing J,
such that the restriction f |J coincides with f0, and such that the tangent planes to
the immersion along f0 are spanned by v and f ′0.
This generalizes, to the case H 6= 0, Björling’s problem for minimal surfaces,
proposed by E.G. Björling in 1844 and solved by H.A. Schwarz in 1890. See, for
example, [5].
In the minimal case, there is a simple formula for the surface involving nothing
but integrals and analytic continuation of the initial data: specifically, if f0(x) is as
above, and n(x) is the unit normal to the prescribed family of tangent planes, then,
letting nˇ(z) and fˇ0(z) be the analytic extensions of these functions away from the
curve, Schwarz’s formula for the unique solution to the Björling problem is
(1.1) f (x,y) =ℜ
{
fˇ0(z)− i
∫ z
x0
nˇ(w)∧d fˇ0(w)
}
.
The Schwarz formula has been an important tool in the study of minimal surfaces:
as a means to prove general facts about the surfaces, such as the fact that if a
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2 DAVID BRANDER AND JOSEF F. DORFMEISTER
minimal surface intersects a plane perpendicularly, then this plane is a plane of
symmetry of the surface. It has been especially useful for constructing explicit
examples of minimal surfaces; for example, with certain symmetries (see [5]). For
recent examples of applications to global problems of minimal surfaces see [8] and
[12].
The existence of the Schwarz formula is connected to the fact that the Gauss
map of a minimal surface is holomorphic, and to the Weierstrass representation for
minimal surfaces. Moreover, the Björling problem has also been studied in some
other situations, for example in works by Gálvez, Mira and collaborators [9, 10, 1],
where it is called the geometric Cauchy problem. These geometric problems all
have Weierstrass representations in terms of holomorphic data, analogous to the
case of minimal surfaces.
On the other hand, when H 6= 0 the Gauss map is merely harmonic, rather than
holomorphic.
1.1. Results of this article.
1.1.1. Solution of the Björling problem. In this article we make use of the so-called
generalized Weierstrass representation for CMC surfaces of Dorfmeister, Pedit and
Wu [7], to show that the Björling problem can be solved for non-minimal CMC
surfaces. The main result is Theorem 3.1 which gives a method for computing
the (unique) solution in terms of the given data f0 and v, using elementary inte-
gration and differentiation, analytic continuation of real functions, and an Iwasawa
factorization of the loop group. In fact our construction is highly analogous to
the Schwarz formula given above: we take the loop group extended frame for the
Gauss map determined by the family of planes along the curve, extend this holo-
morphically away from the curve, and then apply an Iwasawa decomposition of
the complex loop group, to obtain the “real part" of the complexified frame. This
turns out to be an extended frame for the Gauss map of the desired surface, and the
Sym-Bobenko formula retrieves the CMC surface.
A point that is perhaps not obvious in the procedure just described is the fact
that the loop group frame, which is defined in terms of the Hopf differential and
the metric of the surface (not the Gauss map alone), can actually be constructed
given only the Björling data on a curve.
As a side-benefit, Theorem 3.1 also gives a new way to compute the holomor-
phic data, a so-called holomorphic potential, which determine a given CMC sur-
face, using nothing but analytic continuation and integration. We call this new
holomorphic potential a boundary potential, because it is an analytic extension of
the Maurer-Cartan form of the (real) extended frame for the surface in question,
which is computed along a curve from the Björling data.
The construction of this boundary potential differs in an important respect from
a previous method given by Wu [18] for finding the normalized meromorphic po-
tential for a CMC surface, because Wu’s formula uses the holomorphic part of
the function u - where the metric is given by 4e2u(dx2 +dy2) - and this cannot be
determined directly from the Björling data along a curve.
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1.1.2. Two-parameter families of CMC surfaces. A new feature for the Björling
problem arises when one considers the non-minimal case: namely, one now has the
constant H entering into the construction, which can take any non-zero real value,
and hence can be thought of as a parameter. Thus, in the non-minimal case, the
solution to the Björling problem actually gives a family of CMC surfaces through
the given curve, varying continuously with H. In Example 3.1, by taking the curve
to be the unit circle in the x1x2-plane and v to point in the x3 direction, we obtain
a family of potentials, representing a deformation of a sphere (minus two points,
strictly speaking) through the Delaunay surfaces and the cylinder, all containing
the same circle.
This leads to a corollary, Theorem 3.3 which says that, given a CMC 1 surface f
and some choice of conformal parameterization, with metric 4e2u(dx2+dy2), there
is a continuous 1-parameter family of CMC 1 surfaces f t , where t ∈ R, such that
f 1 = f , and the Hopf differential of f t is Qtdz2 = (2(1− t)e2uˇ0 +Q)dz2, where uˇ0
is a holomorphic extension of u|J , and J is a given curve in the parameter domain.
This family is different from that associated to the loop parameter, which scales the
Hopf differential by a complex constant.
1.1.3. Applications to boundary value problems and to the construction of CMC
surfaces with symmetries. The experience of the use of Schwarz’s formula in the
study of minimal surfaces indicates that Theorem 3.1 should be a useful tool for
the non-minimal case. We consider some preliminary examples in Section 4.
Concerning boundary value problems, the problem of finding a CMC surface
with a given boundary curve γ , can always be formulated as a Björling problem,
provided that γ is a real analytic curve. This is because every CMC surface admits a
conformal parameterization, and, if the boundary is real analytic, the surface can be
extended over the boundary [13]. Now given such a curve f0, one can consider all
possible vector fields v for the Björling problem, and thus find expressions for the
boundary potentials of all possible solutions. In Section 4 we consider the simplest
case of an open curve, and characterize all CMC surfaces which contain a straight
line, the x1-axis, in terms of the angle made between the normal to the surface along
the line and the x3 axis. Theorem 4.1 gives the formula for the boundary potential
for such a surface; we then use the software CMCLab [16] to exhibit examples
with particular properties, such as the first two surfaces shown in Figure 1.
The case that the boundary curve is closed, although more complicated in gen-
eral, can also be studied using this approach. In the final section, we construct
some examples of surfaces which contain a planar circle (Figures 1 right, 4, 5 and
6).
2. THE LOOP GROUP FORMULATION AND DPW METHOD
In this section we summarize standard facts about CMC surfaces and their con-
struction via integrable systems methods. The loop group formulation for CMC
surfaces in Euclidean space E3 evolved from the work of Sym [17], Pinkall and
Sterling [14], and Bobenko [2, 4]. The Sym-Bobenko formula for CMC surfaces
was given by Bobenko [3, 4], similar to the formula for constant negative Gauss
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FIGURE 1. Two conformally immersed non-minimal CMC sur-
faces which contain an entire straight line, and one which contains
a planar circle. The surfaces are colored according to Gaussian
curvature.
surfaces of Sym [17]. The DPW method for constructing all CMC surfaces from
holomorphic data is due to Dorfmeister, Pedit and Wu [7]. We give only an outline
of the DPW construction here, without reference to its more general purpose as a
method for constructing pluriharmonic maps into symmetric spaces.
2.1. The SU(2)-frame for a conformal immersion. It is known that every CMC
surface admits a conformal parameterization. Therefore, we first describe a stan-
dard SU(2) frame for a conformally parameterized surface. For the Lie algebra
su(2), we work with the basis
e1 =
(
0 −i
−i 0
)
, e2 =
(
0 1
−1 0
)
, e3 =
(
i 0
0 −i
)
.
We identify Euclidean 3-space E3 with su(2), with inner product given by 〈X ,Y 〉=
−12 trace(XY ), giving the orthonormal relations 〈ei,e j〉= δi j.
Let Σ be a connected Riemann surface, and suppose f : Σ→ E3 is a conformal
immersion with (not necessarily constant) mean curvature H. Conformality means
we can choose coordinates z = x+ iy and define a function u : Σ→ R such that the
metric is given by
(2.1) ds2 = 4e2u(dx2+dy2).
A frame F : Σ→ SU(2) is uniquely determined up to multiplication by ±1 by the
conditions
(2.2) Fe1F−1 =
fx
| fx| , Fe2F
−1 =
fy
| fy| .
The sign ambiguity is removed by choosing coordinates for E3 so that the frame F
satisfies F(z0) = I, for some fixed point z0.
A choice of unit normal vector is given by N = Fe3F−1. The Hopf differential
is defined to be Qdz2, where
Q := 〈N, fzz〉.
The Maurer-Cartan form, α , for the frame F is defined by
α := F−1dF =Udz+V dz¯.
THE BJÖRLING PROBLEM FOR CMC SURFACES 5
The mean curvature is H = 18 e
−2u〈 fxx+ fyy,N〉, and we have the formulae: fzz =
2uz fz+QN, fz¯z¯ = 2uz¯ fz¯+ Q¯N, fzz¯ = 2He2uN, and
(2.3) fz =−2ieuF ·
(
0 1
0 0
)
·F−1, fz¯ =−2ieuF ·
(
0 0
1 0
)
·F−1.
Differentiating these, one obtains the following
Lemma 2.1. The connection coefficients U := F−1Fz and V := F−1Fz¯ are given by
(2.4) U =
1
2
(
uz −2Heu
Qe−u −uz
)
, V =
1
2
( −uz¯ −Q¯e−u
2Heu uz¯
)
.
The compatibility condition dα+α ∧α = 0 is equivalent to the pair of equations
uzz¯+H2e2u− 14 |Q|2e−2u = 0,(2.5)
Qz¯ = 2e2uHz.
2.2. CMC surfaces, the loop group and the Sym-Bobenko formula. Now sup-
pose we insert a parameter λ into the 1-form α , defining the family αˆ := Uˆdz+
Vˆ dz¯, where
(2.6) Uˆ =
1
2
(
uz −2Heuλ−1
Qe−uλ−1 −uz
)
, Vˆ =
1
2
( −uz¯ −Q¯e−uλ
2Heuλ uz¯
)
.
The loop group characterization for CMC surfaces is contained in the following
fact, which is quickly verified by adding λ at the appropriate places in the compat-
ibility conditions (2.5) above:
Lemma 2.2. The 1-form αˆ satisfies the Maurer-Cartan equation
dαˆ+ αˆ ∧ αˆ = 0
for all λ ∈ C\{0} if and only if the following two conditions both hold:
(1) [dαˆ+ αˆ ∧ αˆ ]λ=1 = 0,
(2) the mean curvature H is constant.
Note that it also follows from (2.5) that the Hopf differential for a CMC surface
is holomorphic.
Now αˆ is a 1-form with values in the Lie algebra Lie(ΛGσ ), where ΛGσ is
the loop group of maps from the unit circle S1 into G = SU(2), with a twisting
condition that amounts to diagonal and off-diagonal components being respectively
even and odd functions in the S1-parameter λ . The condition that the Maurer-
Cartan equation is satisfied for all λ means that αˆ( · ,λ ) can be integrated for every
λ to obtain a map Fˆ : Σ˜→ ΛGσ from the universal cover of Σ into ΛGσ .
Definition 2.3. The map Fˆ : Σ˜→ ΛGσ obtained by integrating the above 1-form
αˆ , with the initial condition Fˆ(z0) = I, is called an extended frame for the CMC
surface f .
Note that Fˆ |λ=1 : Σ˜→ SU(2) coincides with the original frame F .
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If H is any nonzero real constant, the Sym-Bobenko formula, at λ ∈ S1, is given
by:
(2.7) Sλ (Fˆ) :=−
1
2H
(
Fˆe3Fˆ−1+2iλ∂λ Fˆ · Fˆ−1
)
.
Note: Setting λ = eit , we have ∂∂ t = iλ
∂
∂λ . Hence Sλ (Fˆ) takes values in su(2) =
E3.
Theorem 2.4. [3, 4]
(1) Given a CMC H surface, f , with extended frame Fˆ : Σ˜→ ΛGσ , described
above, the original surface f is recovered by the formula
(2.8) f (x,y) =S1(Fˆ(z))−S1(Fˆ(z0))+ f (z0).
For other values λ0 ∈ S1,Sλ0(Fˆ) : Σ˜→E3 is also a CMC H surface in E3,
with Hopf differential given by λ−20 Q.
(2) Conversely, given a map Fˆ : Σ˜→ ΛGσ , the Maurer-Cartan of which has
coefficients of the form given by (2.6), the map Sλ0(Fˆ) : Σ˜→ E3 obtained
by the Sym-Bobenko formula is a CMC H immersion into E3.
(3) If D(z) is any diagonal matrix valued function, constant in λ , thenSλ (FˆD)=
Sλ (Fˆ).
Proof. For item (1), set fˆ λ := Sλ (Fˆ) then compute that fˆ 1z = fz and fˆ
1
z¯ = fz¯,
so f and fˆ 1 are the same surface up to translation. The formula (2.8) follows
immediately. For other values of λ , see item (2). To prove (2), one computes fˆ λ0z
and fˆ λ0z¯ , and then the metric, the Hopf differential and the mean curvature. Item
(3) of the theorem is obvious. 
2.3. The DPW construction. LetΛGCσ denote the group of loops in GC= SL(2,C)
with the twisting described above. Let Λ+GCσ denote the subgroup of loops which
extend holomorphically to the unit disc. For the purpose of normalizations, we also
use the subgroup
Λ+P G
C
σ := {B ∈ Λ+GCσ | B(0) =
(
ρ 0
0 ρ−1
)
, ρ ∈ R, ρ > 0}.
In order to describe the DPW method, we need the following standard loop
group decomposition, which allows one to write a GC-valued loop as a product of
a G-valued loop and a loop which extends holomorphically to the unit disc.
Theorem 2.5. [15, 7] (The Iwasawa Decomposition). Any element g of ΛGCσ can
be uniquely expressed as a product
g = FB, F ∈ ΛGσ , B ∈ Λ+P GCσ .
The factors F and B depend real analytically on g.
We can now state the theorem of Dorfmeister, Pedit and Wu which is fundamen-
tal to what follows. An explicit example is given below.
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Theorem 2.6. [7] [6] (Generalized Weierstrass representation for CMC surfaces
in E3). Let
ξˆ =
∞
∑
i=−1
Aiλ idz ∈ Lie(ΛGCσ )⊗Ω1,0(Σ),
A−1 =
(
0 a−1
b−1 0
)
, a−1 non-vanishing,
be a holomorphic 1-form over a simply-connected Riemann surface Σ.
Let Φˆ : Σ→ ΛGCσ be a solution of
Φˆ−1dΦˆ= ξˆ .
Consider the unique decomposition obtained from applying Theorem 2.5 pointwise
on Σ:
(2.9) Φˆ= FˆBˆ, Fˆ : Σ→ ΛGσ , Bˆ : Σ→ Λ+P GCσ .
Then for any λ0 ∈ S1, the mapSλ0(Fˆ) : Σ→E3 given by the Sym-Bobenko formula
(2.7), is a conformal CMC H immersion.
Conversely, let Σ be a noncompact Riemann surface. Then any nonminimal
conformal CMC immersion from Σ into E3 can be constructed in this manner, using
a holomorphic potential ξˆ that is well-defined on Σ.
To prove the first direction in Theorem 2.6, one can show, using the fact that
ξˆ = λ−1A−1+ ... and that Fˆ is unitary, that we can write
(2.10) Fˆ−1dFˆ =
(
c aλ−1
bλ−1 −c
)
dz+
( −c¯ −b¯λ
−a¯λ c¯
)
dz¯.
Setting f =Sλ0Fˆ , one then computes that
Fˆ−1 fzFˆ =
(
0 −4iaλ−10
0 0
)
, Fˆ−1 fz¯Fˆ =
(
0 0
−4ia¯λ0 0
)
.
Post-multiplying the frame Fˆ by a diagonal matrix which is independent of λ (and
therefore does not change f ), we can assume that aλ−10 is real and positive, and
write aλ−10 = a¯λ0 =
1
2 e
u. Then, comparing Fˆ−1 fzFˆ and Fˆ−1 fz¯Fˆ with (2.3), it
follows that f is conformally immersed and Fˆ is the coordinate frame defined in
Section 2.1. Moreover, the above expression (2.10) for the Maurer-Cartan form
of Fˆ means that Fˆ satisfies the requirements of Theorem 2.4 to be the frame for a
CMC surface. The condition a−1 6= 0 is the regularity condition, and it is also true
that the surface has umbilics at points where b−1 = 0.
The map Φˆ above is called a holomorphic extended frame for f . Note that a
holomorphic extended frame is by no means unique: however, if we allow mero-
morphic frames, then there is a unique frame where ξˆ is of the form A−1λ−1dz.
Example 2.7. A cylinder. Let
ξˆ =
(
0 λ−1dz
λ−1dz 0
)
,
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on Σ= C. Then one solution Φˆ of dΦˆ= Φˆξˆ is
Φˆ= exp
{( 0 zλ−1
zλ−1 0
)}
,
which has the Iwasawa splitting Φˆ= Fˆ · Bˆ, where
Fˆ = exp
{( 0 zλ−1− z¯λ
zλ−1− z¯λ 0
)}
, Bˆ = exp
{( 0 z¯λ
z¯λ 0
)}
,
take values in ΛGσ and Λ+P G
C
σ respectively. The Sym-Bobenko formula S1(Fˆ)
gives the surface
−1
2H
· [4x, sin(4y), cos(4y)],
in E3 = {[x1,x2,x0] := x1e1+ x2e2+ x0e3}.
3. SOLUTION OF THE BJÖRLING PROBLEM VIA THE DPW METHOD
We are now ready to consider Problem 1. We are given a real analytic function
f0 : J → E3, which we want to extend to a conformally immersed CMC surface
f : Σ→E3, where Σ is some open subset of C containing the set J×{0}, which we
also denote by J. Such an extension is not unique, but we are also given the tangent
plane to the surface along the image of J, in the form of a regular real analytic unit
vector field v : J→ E3, such that 〈v, d f0dx 〉= 0. The required surface is to be tangent
to the plane spanned by d f0dx and v along the curve.
If an extension exists, then we can choose an extended frame Fˆ : Σ→ ΛGσ , as
described above, such that f is given by the Sym-Bobenko formula S1(Fˆ). We
will construct Fˆ (and hence f ) from the boundary data given by f0, v.
The idea is that it will be enough to find the Maurer-Cartan form of F in terms
of the matrices U and V in (2.4) only on the interval J. Then we can insert the
parameter λ as in (2.6), integrate this to find an expression, Fˆ0, for Fˆ along J. Then,
it turns out, the holomorphic extension of this will be a holomorphic extended
frame Φˆ for the surface we seek.
Examining the expression (2.4) for U and V , namely:
U = F−1Fz =
1
2
(
uz −2Heu
Qe−u −uz
)
, V = F−1Fz¯ =
1
2
( −uz¯ −Q¯e−u
2Heu uz¯
)
,
we see that, in order to insert the parameter λ , and hence integrate to find the
extended frame, it is necessary and sufficient to find the three functions:
u,
du
dz
, and Q
along J, and so this is the first goal.
The data d f0dx and v give us an SU(2)-frame along J as described in Section 2.1.
Since we seek a conformal immersion, and v is orthogonal to d f0dx , we require that
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∂ f
∂y = 2e
uv along J, and our standard frame from (2.2) is determined (up to a sign),
by
F0e1F−10 =
1
2
e−u
d f0
dx
, F0e2F−10 = v,
where u is yet to be determined. We can choose coordinates forE3 such that d f0dx (x0)
and v(x0) point in the directions of e1 and e2 respectively, so that F0(x0) = I.
Now, by definition of F0, it is necessary that
d f0
dx
= 2euF0
(
0 −i
−i 0
)
F−10 ,
and, taking the determinant, we obtain the formula:
(3.1) u = ln
(1
2
√
det(
d f0
dx
)
)
,
which can also be deduced by the requirement that 〈d f0dx , d f0dx 〉= 4e2u.
Now differentiating our frame F0 along J with respect to the parameter x, we
can write
(3.2) F−10 (F0)x =
(
a b
−b¯ −a
)
,
where both a and b are known functions of x, and a is pure imaginary. According
to Lemma 2.1, the extension F of F0 away from J must satisfy:
F−1Fx = U +V
=
1
2
(
uz−uz¯ −2Heu− Q¯e−u
Qe−u+2Heu −uz+uz¯
)
,(3.3)
and this must agree along J with the expression (3.2) corresponding to F0. The
(1,1) components give
uz−uz¯ = 2a.
On the other hand, we have, by definition,
uz+uz¯ = ux.
Adding these equations gives
(3.4) uz = a+
1
2
ux,
in terms of known functions along J.
Now we use the (1,2) components of the matrices above to get
(3.5) Q =−2eu(b¯+Heu).
We can find the extended frame Fˆ0 along J by inserting these expressions for u,
uz and Q into the restriction of the 1-form given by the equations (2.6) to the real
line, namely
(3.6)
αˆ0 =
1
2
((
0 −2Heu
Qe−u 0
)
λ−1+
(
uz−uz¯ 0
0 −uz+uz¯
)
+
(
0 −Q¯e−u
2Heu 0
)
λ
)
dx,
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and then integrating this along J by solving the equation Fˆ−10 dFˆ0 = αˆ0 with the
initial condition Fˆ0(x0) = I.
We can now state the main result of this article:
Theorem 3.1. Let Fˆ0 : J→ΛGσ , be the extended frame along J constructed above.
Then
(1) There exists an open set Σ ⊂ C containing J, and a holomorphic map Φˆ :
Σ→ ΛGCσ such that the restriction Φˆ|J of Φˆ to J is equal to Fˆ0.
(2) The Maurer-Cartan form of Φˆ has a Fourier expansion in λ :
Φˆ−1dΦˆ=
1
∑
i=−1
Aiλ idz, [A−1]11 6= 0.
(3) The surface f : Σ→ E3 obtained from Φˆ via the pointwise Iwasawa de-
composition Φˆ= FˆBˆ, with Fˆ ∈ ΛGσ and Bˆ ∈ Λ+P GCσ , followed by the Sym-
Bobenko formula:
(3.7) f (x,y) =S1(Fˆ(z))−S1(Fˆ(z0))+ f0(x0),
is of constant mean curvature H, restricts to f0 along J, and is tangent
along J to the plane spanned by d f0dx and v.
(4) The surface f so constructed is the unique solution to Problem 1, in the
following sense: if f˜ is any other solution, then, for every point x0 ∈ J, there
exists a neighbourhoodN = (x0−ε,x0+ε)×(−δ ,δ )⊂C of z0 = (x0,0)
such that f |N = f˜ |N .
Proof. Item (1) and (2): Fˆ0 is obtained by solving the equation Fˆ−10 dFˆ0 = αˆ0 =
(Uˆ + Vˆ )dx, with the initial condition Fˆ(x0) = I. Now αˆ0 is of the form (3.6). By
construction, the components of the three coefficient matrices of αˆ0 are all real an-
alytic along J. Hence there is some open set Σ ⊂ C, containing J, to which they
simultaneously extend holomorphically. Since the component [(αˆ0)−1]11 =−Heu
is non-vanishing on J, we can arrange, by choosing Σ sufficiently small, that this
also holds for the holomorphic extension. Substituting these holomorphic exten-
sions for their counterparts, and dz for dx, into the expression above for αˆ0 gives a
holomorphic extension αˆ of αˆ0. Since αˆ has trace zero and is twisted, this holo-
morphic 1-form takes values in the Lie algebra Lie(ΛGCσ ). We can choose Σ to be
contractible, and then the equation Φˆ−1dΦˆ, Φˆ(z0) = I can be solved uniquely to
obtain the required map Φˆ : Σ→ ΛGCσ .
Item (3): that the CMC surface f : Σ→ E3 exists is assured by Theorem 2.6,
since Φˆ−1dΦˆ has the required form. Now the surface f is obtained by taking the
unique Iwasawa decomposition
Φˆ= FˆBˆ,
where Fˆ ∈ ΛGσ , and B ∈ Λ+P GCσ , and applying the Sym-Bobenko formula to Fˆ .
Since Φˆ|J = Fˆ0, which takes values in ΛGσ , it follows that the splitting along J is
just Φˆ = Fˆ0 · I. In other words, Fˆ |J = Fˆ0. Hence S1(Fˆ |J) = S1(Fˆ0), and this is
shown to be equal to f0 by a computation, as in the proof of Theorem 2.4. The
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fact that f is tangent along J to the plane spanned by d f0dx and v is built into the
construction of the frame F0 along J.
Item (4): for uniqueness, it is enough to show locally that any two CMC H sur-
faces which are equal and tangent along a part of a curve are the same surface. This
can be done by a maximal principle, or can also be seen from the construction of
Fˆ0 given here. About any point x0 ∈ J, we have given a canonical means to con-
struct a unique extended frame Fˆ0 along J, with Fˆ0(x0) = I. Now use the Birkhoff
decomposition [15] of ΛGCσ to write
Fˆ0(x) = Fˆ−0 · Fˆ+0 ,
where Fˆ+0 ∈Λ+GCσ , and Fˆ−0 is a loop which extends holomorphically to the exterior
of the unit disc in the Riemann sphere and is normalized so that Fˆ−0 (λ = ∞) = I.
This can be done pointwise on an open subset of J containing x0 because Fˆ0(x0) is
in the big cell. Then Fˆ−0 is uniquely determined by Fˆ0, depends real analytically on
x (see [7]), and, it is straightforward to verify, has a Maurer-Cartan form of a very
simple form:
(Fˆ−0 )
−1dFˆ−0 =
(
0 a0
b0 0
)
λ−1dx, a0 6= 0.
The real analytic functions a0 and b0 have unique holomorphic extensions a and b
to some neighbourhood of (x0,0) in C, and putting these into the 1-form
(3.8) ξˆ =
(
0 a
b 0
)
λ−1dz,
we see that we have a potential for a CMC surface, as in Theorem 2.6.
On the other hand, if we are given two surfaces which solve the Björling prob-
lem, we could just as well have constructed the extended frame for each of the
two surfaces on some neighbourhood of the point z0 = (x0,0) in C, rather than
restricting to the real line. For each surface we obtain a unique map F˜−, with
F˜−(λ = ∞) = I, and a Maurer-Cartan form of the form (3.8). One can verify that
this so-called normalized potential is holomorphic, and, since the corresponding
holomorphic functions a˜ and b˜ agree, by construction, with a0 and b0 along J, it
follows that they agree everywhere and the surface constructed from ξˆ is the orig-
inal surface. Hence the two original surfaces are the same.

Definition 3.2. The holomorphic extension αˆ of αˆ0 defined in the proof above will
be called the boundary potential for the CMC surface in question.
3.1. Example. As a test case, we compute the solution when the the initial curve
is a circle in a plane, and the tangent plane along the curve is orthogonal to this
plane.
We take the circle
f0(x) = [sin2x,0,−cos2x] =
(−icos2x −isin2x
−isin2x icos2x
)
,
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and the vector field
v(y) = [0,1,0] =
(
0 1
−1 0
)
.
Then d f0dx (x) = 2i
(
sin2x −cos2x
−cos2x −sin2x
)
, and using the expression (3.1) we must
have
u = ln
(1
2
√
det(
d f0
dx
)
)
= 0.
To find a and b in F−10 (F0)x, we need to convert the vector fields
d f0
dx and v into
an SU(2)-frame F0(x). The vector fields in question are orthogonal, so, we look
for a conformal immersion with coordinates z = x+ iy and such that fy is in the
direction of v. The frame according to the recipe is determined by
(3.9) F0e1F−10 =
1
2
e−u
d f0
dx
, F0e2F−10 = v.
Setting F0 =
(
A B
−B¯ A¯
)
, the first of these two equations gives
2ℜ(AB¯) =−sin2x, A2−B2 = cos2x,
and the second equation gives
ℑ(AB¯) = 0, A2+B2 = 1.
The unique solution that satisfies F0(0) = I is the SU(2)-frame
F0(x) =
(
cosx −sinx
sinx cosx
)
.
Now we equate
F−10 (F0)x =
(
0 −1
1 0
)
=
(
a b
−b¯ −a
)
,
so that a = 0 and b =−1.
Substituting into equations (3.4) and (3.5) we have, along the real axis,
uz = 0, Q = 2(1−H),
and the extended frame Fˆ0 along the x-axis is computed by integrating the Maurer-
Cartan form
αˆ0 =
1
2
((
0 −2H
2(1−H) 0
)
λ−1+
(
0 −2(1−H)
2H 0
)
λ
)
dx.
Hence the boundary potential for the surface given by Theorem 3.1 is
αˆ(z) =
(
0 (H−1)λ −Hλ−1
Hλ − (H−1)λ−1 0
)
dz.
When H 6= 1, this holomorphic potential satisfies the conditions to be that of a
Delaunay surface (see [11], where the fact that the rotation parameter is iy rather
than x introduces a minus sign in the lower left corner). One obtains a sphere when
H = 1, a cylinder when H = 12 , and unduloids and nodoids for other values of H.
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3.2. Two parameter families of CMC surfaces. Observe that in the previous
example, if we simply drop the 1H term in front of the Sym-Bobenko formula, we
actually obtain a one-parameter family of CMC 1 surfaces, which deforms a sphere
(minus two points) of radius 1 continuously through a family of Delaunay surfaces
to a cylinder of radius 12 . Thus we see that if we are given a sphere as our initial
object, and the circle in the sphere, then we obtain a 1-parameter family of CMC-1
surfaces, by going through the Björling construction starting with this circle, the
tangent plane to the sphere, inserting H (now thought of as just a real parameter)
into the expression (3.5) for Q, constructing the boundary potential, and finally
using the Sym-Bobenko formula without the 1H factor. Clearly we can do this for
any surface and any given curve in the surface, so we have the following corollary
of Theorem 3.1:
Theorem 3.3. Let Σ⊂C be a simply connected domain, containing the origin, and
with coordinates z= x+ iy. Suppose given a conformal CMC 1 immersion f : Σ→
E3, with metric given by 4e2u(dx2 + dy2). Let Σ′ ⊂ Σ be any simply connected
open subset to which the functions u0(x) := u(x,0) and η0(x) := −iuy(x,0) =
(uz− uz¯)(x,0) extend holomorphically, and denote the holomorphic extensions by
uˇ0 and ηˇ0. Then there exists a continuous 1-parameter family of conformal CMC
1 immersions f t : Σ′→ E3, with Hopf differential given by
Qt = 2(1− t)e2uˇ0 +Q,
and such that f 1 = f |Σ′ . The surfaces are related on the real coordinate axis by the
relation
f t(x,0) = t f 1(x,0).
The boundary potential for f t is
αˆ t =
( 1
2 ηˇ0 −teuˇ0λ−1− ((1− t)euˇ0 + 12 Q¯e−uˇ0)λ
((1− t)euˇ0 + 12 Qe−uˇ0)λ−1+ teuˇ0λ −12 ηˇ0
)
dz.
Proof. The proof is a matter of going through the construction above for the so-
lution of the Björling problem, starting with f0 = f (x,0). We have, for equation
(3.3)
F−1Fx =
1
2
(
uz−uz¯ −2eu− Q¯e−u
Qe−u+2eu −uz+uz¯
)
,
where Q and u are those of the given surface f along the real axis, so that b =
−eu− 12 Q¯e−u, and substituting this into the expression (3.5), and the parameter
t instead of H, we obtain the above expression for Qt . Finally, we construct the
surface from Theorem 3.1, and scale the result by a factor t, so that our surface is
CMC 1, rather than CMC t. 
Note that this can be done for any open curve in the coordinate domain of a
surface, by changing conformal coordinates so that this curve becomes a part of
the x-axis.
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4. APPLICATIONS TO BOUNDARY VALUE PROBLEMS AND SURFACES WITH
SYMMETRIES
By a result of F Müller (Theorem 5 of [13]), given a conformally parameter-
ized CMC surface with boundary, which is continuous at the boundary, and where
the boundary curve in E3 is an embedded real analytic curve, the surface can be
extended analytically across the boundary. Therefore, for such boundary curves,
we may always assume that the boundary is contained in the surface, and have the
possibility of treating it as a Björling problem, by considering all possible tangent
planes along this curve.
4.1. CMC surfaces which contain a line segment. In this section we use the
boundary potential to describe all simply connected CMC surfaces which contain
a given line or line segment.
Theorem 4.1. Let J = (α,β ) be an open interval, where we allow α = −∞ and
β = ∞. Let l = (2α,2β )×{0}×{0} ⊂ E3.
(1) Given a real analytic function θ0 : J→R, with θ0(x0) = 0 for some x0 ∈ J,
let Σ be any simply connected domain in C, containing J×{0}, to which
dθ0
dx extends analytically. Denote this analytic extension by θˇx. Then, for
any real H 6= 0, there is a conformally parameterized CMC H surface f :
Σ→ E3 which maps (α,β )×{0} ⊂ C to l, via the map (x,0) 7→ [2x,0,0].
The Hopf differential of this surface is given by Qdz, where
Q =−iθˇx−2H.
The boundary potential of the surface is given by
αˆ =
(
0 −Hλ−1+(−12 iθˇx+H)λ
(−12 iθˇx−H)λ−1+Hλ
)
dz.
(2) Conversely, any simply connected non-minimal CMC surface in E3 which
contains the segment l, can be represented, on an open subset containing
l, this way. For each x ∈ J, the value θ0(x) mod 2pi is the angle between
the normal to the surface at the point [2x,0,0] and some fixed line in the
plane spanned by e2 and e3.
Proof. Item 1: This amounts to interpreting the function θ0 as the vector field v for
the Björling problem for the map f0 : J→ E3,
f0(x) = [2x,0,0] =
(
0 −2ix
−2ix 0
)
.
Since f0 is always tangent to the x1-axis, the map v : J→ E3 determined by θ0 via:
v(x) = [0,cosθ0,sinθ0] =
(
isinθ0 cosθ0
−cosθ0 −isinθ0
)
,
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FIGURE 2. Three partial plots of one surface, containing a line
l. The surface normal along the line l rotates around l at constant
speed with respect to the arc-length parameter of l.
is orthogonal to d f0dx for all x. The normalization θ0(x0) = 0 is equivalent to choos-
ing v(x0) = e2 =
(
0 1
−1 0
)
, which will give us our standard normalization of the
frame: F0(x0) = I.
According to equation 3.1, we will have u= ln(12
√
det d f0dx ) = 0, and solving the
equations (3.9), we obtain the unique SU(2) frame mapping x0 to the identity:
F0 =
(
cos θ02 −isin θ02
−isin θ02 cos θ02
)
.
Hence
F−10 (F0)x =−
i
2
dθ0
dx
(
0 1
1 0
)
,
and the formulae (3.1), (3.4) and (3.5) are
u = uz = 0, Q =−idθ0dx −2H,
which, extending holomorphically, gives the expression for the Hopf differential
above. Finally, substituting these into the expression (3.6) for αˆ0, and extending
holomorphically, we obtain the above expression for the boundary potential αˆ .
Item 2: For the converse, on an open set containing l, one can always choose
conformal coordinates (x,y) such that f maps J×{0}→ l by the function f ((x,0))=
[2x,0,0]. Fix a point [2x0,0,0]∈ l and change coordinates of E3 so that ∂ f∂y (x0,0) is
in the e2 direction. Then the frame F0 will be given as above, where θ0 is the angle
between the normal direction and our fixed choice of e3 direction. By Theorem
3.1, a non-minimal CMC surface is determined by its Björling data, so the Hopf
differential and boundary potential stated above, are those of the original surface.

4.2. Examples containing a straight line. If we choose θ0 to be constant, we of
course get a cylinder, with boundary potential:
αˆ =
(
0 −Hλ−1+Hλ
−Hλ−1+Hλ 0
)
dz.
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FIGURE 3. Three partial plots of a surface, containing a line l,
the normal to which rotates with constantly increasing angular ve-
locity around l. It is conformally parameterized by an immersion
f : C→ E3, which maps the real line to l. It has exactly one um-
bilic at z = i, around the spot of white light on the first image.
The last two images show the image of a narrow strip around the
positive imaginary-axis. The image of a narrow strip around the
positive real axis is shown in Figure 1 (center).
To check that this potential really does give a cylinder, observe that the holomor-
phic extended frame obtained by integrating αˆ is Φˆ(z) = exp((−Hλ−1+Hλ )zA),
where A=
(
0 1
1 0
)
. Since this can be written as Φˆ(z)= exp(−Hλ−1zA)·exp(Hλ zA)
and the second matrix is in Λ+P G
C
σ , the second factor has no effect on the term F
in the Iwasawa decomposition Φˆ = FB, F ∈ ΛGσ , B ∈ Λ+P GCσ . Hence the sur-
face obtained from this potential is the same as the one obtained from the potential
ξ =−Hλ−1Adz, which was shown to be a cylinder in Example 2.7.
If we choose θ0 = 2x, to obtain a surface the normal to which rotates about the
line in a spiral (Figure 2), the boundary potential is
αˆ =
(
0 −Hλ−1+(−i+H)λ
(−i−H)λ−1+Hλ 0
)
dz.
If we choose θ0 = x2, to obtain a surface the normal to which rotates with con-
stantly increasing angular velocity about the line (Figure 3), the boundary potential
is
αˆ =
(
0 −Hλ−1+(−iz+H)λ
(−iz−H)λ−1+Hλ 0
)
dz.
If we choose θ0 = pi8 sin
2(x), then we obtain a surface the normal to which main-
tains a small and periodic angle with the x3 direction, along the line l (Figure 1,
first image). The boundary potential is
αˆ =
(
0 −Hλ−1+(−ipi8 coszsinz+H)λ
(−ipi8 coszsinz−H)λ−1+Hλ 0
)
dz.
4.3. Examples of CMC surfaces containing a planar circle. Using an analo-
gous approach for the circle, we can easily construct CMC surfaces containing a
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FIGURE 4. This surface contains a planar circle and has a reflec-
tive symmetry about the origin.
FIGURE 5. A CMC surface invariant under rotations of pi/2
around the x3-axis.
FIGURE 6. A CMC surface containing a planar circle and which
is invariant under rotations of pi/10 around the x3-axis.
circle in a plane. The surfaces shown in Figures 4 - 6 all come from boundary
potentials of the form
α =
1
2
(
1
z (cos(2θˇ)−1) −Hλ−1+(sin2θˇ +H−2iθˇ ′)λ
1
z2 (sin2θˇ +H +2iθˇ
′)λ−1− 1z2 Hλ −1z (cos(2θˇ)−1)
)
dz,
where θ : R→ R satisfies θ(t+2pi) = θ(t)+2kpi for some integer k, and θˇ is the
analytic extension of θ(−i lnz) to an annulus around S1. For Example 1, we used
θ(t), up to a translation, proportional to sin(t); for the other examples θ(t) is, also
up to a translation, proportional to sin2(kt) for some integer k.
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