Introduction
Autocorrelation plays significant role in both time series and cross sectional data [1] . More often autocorrelation renders the inferences and decision making about the estimated parameters invalid [2] . In addition, it is well known that a high degree of positive dependency among the errors generally leads to 1) serious underestimation of standard errors for regression coefficients; 2) prediction intervals that are excessively wide [3] . While Gujarati, [4] identified the several reasons that make autocorrelation to occur. They are Inertia, Specification Bias, Excluded variables, incorrect functional form, cobweb phenomenon, lags, data transformation/manipulation, and nonstationarity.
In the time series literature, the standard linear regression model, autocorrelation of the disturbances leads to inefficient but still unbiased estimates of the coefficient [5] , while the Least squares estimation of parameters in the general linear model may be highly inefficient in the presence of autocorrelated errors [6] . In the work of Smith, Wong and Kohn, [7] revealed that when a regression model is fitted to time series data the errors are likely to be autocorrelated. In a recent work of Garba et al. [8] , they observed that the autocorrelation problem usually afflict time series data, while in a similar study carried out by Adenomon & Oyejola [9] , they concluded that classical VAR model tend to forecast where there is no autocorrelation while the Bayesian VAR models with harmonic decay forecast better for both negative and positive autocorrelation level.
This paper therefore studied the forecasting performances of the classical VAR and some versions of SimsZha Bayesian VAR with quadratic decay models for bivariate time series with AR(1) error terms using MonteCarlo experiment. 
Model Description

Vector Autoregression (VAR) Model
white noise process with non singular time invariant covariance matrix ∑ u and the A i are (k × k) coefficient matrices. The process is easy to use for forecasting purpose though it is not easy to determine the exact relations between the variables represented by the VAR model in Equation (1) above [10] . Also, polynomial trends or seasonal dummies can be included in the model. The process is stable if ( )
In that case it generates stationary time series with time invariant means and variance covariance structure. The basic assumptions and properties of a VAR processes is the stability condition. A VAR(p) processes is said to be stable or fulfils stability condition, if all its eigenvalues have modulus less than 1 [11] .
Therefore, to estimate the VAR model, one can write a VAR(p) with a concise matrix notation as
Then the Multivariate Least Squares (MLS) for B yields
Bayesian Vector Autoregression with Sims-Zha Prior
In recent times, the BVAR model of Sims and Zha [12] has gained popularity both in economic time series and political analysis. The Sims-Zha BVAR allows for a more general specification and can produce a tractable multivariate normal posterior distribution. Again, the Sims-Zha BVAR estimates the parameters for the full sys-tem in a multivariate regression [13] .
Given the reduced form model 
, ~0,
We can then construct a reduced form Bayesian SUR with the Sims-Zha prior as follows. The prior means for the reduced form coefficients are that B 1 =I and 2 , ,
. We assume that the prior has a conditional structure that is multivariate Normal-inverse Wishart distribution for the parameters in the model. To estimate the coefficients for the system of the reduced form model with the following estimators 
Simulation Procedure
A bivariate time series data that have autocorrelated error of order 1 were simulated using the VAR (2) process of the form: . Sample of generated data are presented in Table 2 . 
Model Specification
The time series were generated data using a VAR model with lag 2. The choice here is to obtain a bivariate time series with the true lag length. While the VAR and BVAR models of lag length of 2 was used for modeling and forecasting purpose. For the BVAR model with Sims-Zha prior, we consider the following range of values for the hyperparameters given below and the Normal-Inverse Wishart prior was employed.
We consider two tight priors and two loose priors as follows: The Tight priors are as follows
The Loose priors are as follows where nµ is prior degrees of freedom given as m + 1 where m is the number of variables in the multiple time series data. In work nµ is 3 (that is two (2) time series variables plus 1(one)). Our choice of Normal-Inverse Wishart prior for the BVAR models follow the work of Kadiyala & Karlsson, [17] that Normal Wishart prior tends to performed better when compared to other priors. In addition Sims and Zha, [12] proposed Normal-Inverse Wishart prior because of its suitability for large systems while Breheny, [18] reported that the most advantage of wishart distribution is that it guaranteed to produce positive definite draws. Our choice of the overall tightness 0 0.6 and 0.8 λ = is in line with work of Brandt, Colaresi and Freeman [19] . In this work we assumed that the bivariate time series follows a quadratic decay. The Quadratic Decay (QD) model has many attractive theoretical properties that is why it is been applied to many fields of endeavour ( [20] - [22] ).
The following are the criteria for Forecast assessments used: . This criterion measures deviation from the series in absolute terms, and measures how much the forecast is biased. This measure is one of the most common ones used for analyzing the quality of different forecasts.
2) The Root Mean Square Error (RMSE) is given as
where y i is the time series data and y f is the forecast value of y [23] . For the two measures above, the smaller the value, the better the fit of the model [24] .
In this simulation study, and
where N = 10,000. Therefore, the model with the minimum RMSE and MAE result as the preferred model.
Results and Discussion
The entire simulation and analysis was carried out in R environment. The values of the RMSE and MAE for short, medium and long terms are presented in Tables A1-A3 respectively in Appendix A. While the ranks for short, medium and long terms are presented in Tables B1-B3 respectively In Table 3 (c), the classical VAR (VAR(2)) model is preferred for autocorrelation levels of −0.85 to 0.9, the BVAR model with loose prior (BVAR4) is preferred for autocorrelation levels of 0.95 and 0.99. while in other autocorrelation levels the preferred models varies among BVAR models with loose prior, BVAR models with tight prior and the classical VAR model respectively.
Conclusions and Recommendation
In conclusion, the performances of the forecasting models depend on the autocorrelation levels and the time series length.
It is therefore recommended that the autocorrelation levels and the time series length should be considered in using an appropriate model for forecasting. 
Appendix A
