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Com o advento de conjunto de dados cada vez maiores (Big Data), dentre os 
quais se incluem imagens médicas com crescente qualidade de resoluções 
espacial, espectral e radiométrica e, portanto, com maior número de pixels, 
espectros de varredura e níveis de cinza, faz-se útil o uso de técnicas 
matemáticas avançadas, especialmente as não-supervisionadas, para 
aprimorar a segmentação do tecido cerebral em agrupamentos (clusters) 
distintos, possibilitando uma melhor visualização da área acometida por 
patologia.  
Este trabalho teve por objetivo segmentar imagens de sistema nervoso 
central (SNC) em patologias de três naturezas distintas – neoplásica 
(tumores), desmielinizante (esclerose múltipla) e vascular (acidente vascular 
cerebral isquêmico -AVCi).  
Foram realizados três estudos, descritos nos Artigos I, II e III, nos quais foram 
analisadas imagens de SNC de pacientes (ressonância magnética - RM, nos 
Artigos I e II, e tomografia computadorizada - TC, no artigo III) com 
diagnóstico de, respectivamente, neoplasia, esclerose múltipla tipo 
remitente-recorrente e AVCi. As imagens foram transformadas em matrizes 
com valores da escala de cinza para cada pixel, em cada aquisição, e 
processadas por ferramentas com capacidade de execução de Mapas Auto-
Organizáveis (SOM), SiroSOM e Weka, que permitiram a construção de 
mapa neural com treinamento de neurônios e, posteriormente, 
particionamento dos mesmos em agrupamentos por K-médias. As novas 
matrizes, com assimilação de clusters para cada pixel, foram novamente 
reconstruídas em imagens, que foram submetidas à avaliação de médicos 
com formação consolidada prévia em neurorradiologia.  
Os trabalhos I e II confirmam a capacidade geral de segmentação de imagens 
médicas por meio de SOM com razoável precisão de delimitação de bordas 
em RM. O artigo III revelou um grau insatisfatório de exatidão de delineação 
de bordas de lesões à segmentação de TC, porém com potencial identificável 
de melhora da acurácia se novos e mais amplos estudos forem realizados, 
com base no material publicado.
 ABSTRACT 
 
With the upcoming of ever bigger datasets (Big Data), among those medical 
images, ever-growing on spatial, spectral and radiometric resolutions and, 
hence, in the number of pixels, spectrums and digital numbers (DNs), the 
use of advanced mathematical algorithms, especially non-supervised neural 
networks, plays a role on improving automated segmentation of the human 
brain into smaller, distinct clusters, providing a better visualization of the 
comprised, pathological regions.  
This work aimed to segment central nervous system (CNS) images from 
pathologies of three different natures - neoplasms, demyelinating and 
vascular (ischemic stroke). 
We performed three studies, each one described in distinct articles, I, II and 
III, on which medical CNS images (MRI for Articles I and II and CT for article 
III) from patients with confirmed diagnosis of, respectively, neoplasms, 
relapsing-remitting multiple sclerosis and ischemic stroke were analyzed. 
The images were transformed in matrices of gray values for each pixel, in 
each acquisition, and then processed by Kohonen's Self Organizing Maps 
(SOM) via capable software - SiroSOM or Weka, through training of neurons 
belonging to the built neural map, followed by clustering by K Means. The 
newly created matrices with cluster values for each pixel were then rebuilt 
back to new images that were appreciated by physicians skilled in 
neuroradiology. 
The research confirms the general ability of medical image segmentation by 
SOM, with reasonable border delimitation in MRI, in articles I and II. Article 
III revealed a non-satisfactory precision of lesion border delineation on CT, 
but there is a likely chance of improvement of accuracy, if further, deeper 
studies based on the publication data could be performed.
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1.1 PREÂMBULO - Cibernética, Base de Dados, Big Data, Data Mining, 
Inteligência Artificial, Neurocomputação, Aprendizado De Máquinas, Deep 
Learning  
Há poucas chances hoje de que passemos mais que alguns minutos de 
nossas vidas sem executar uma tarefa na qual pelo menos algum dos passos 
não tenha sido auxiliado direta ou indiretamente por um computador. Neste 
sentido, podemos dizer que vivemos em um mundo governado pela 
interface humano/máquina, como imaginara Wiener (1), valendo-se em 
1948 da expressão grega κυβερνήτης – kibernetes (”governar”), para cunhar 
o termo cibernética como a comunicação real-virtual, à época ainda um 
conceito demasiadamente abstrato. 
Computadores vêm evoluindo em velocidade de processamento e 
multimodalidade de dados, conforme vamos progressivamente transferindo 
aos mesmos mais tarefas que eram executadas primariamente por 
humanos, ou inserimos novas tarefas, antes impossíveis de se realizar. Da 
mesma forma, à medida em que precisamos executar tarefas cada vez mais 
complexas, a quantidade de dados que querermos avaliar - Database ou 
Base de Dados - torna-se progressivamente maior.  
Numa era em que temos uma quantidade massiva de dados - Big Data, faz-
se imperioso que saibamos como “peneirar”, ou extrair do conjunto de 
dados apenas aqueles que nos interessam e organizá-los, de forma que 
façam sentido para o objetivo proposto. Assim, o objetivo de Data Mining 
(Mineração de Dados), como o nome sugere, é o de encontrar relações, por 
vezes não óbvias, que permitam a classificação de dados de diferentes 
maneiras, muitas vezes por agrupamentos (clusters), de acordo com o 
desejo/objetivo do usuário, dando significado aos dados analisados. Desde 
os anos 60 já havia a ideia de que a separação automática se faria necessária 
(2), mas somente com o passar dos anos, com volume de dados em Big Data 
cada vez mais robusto, houve maior exploração referente ao tema. 
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Um exemplo de Big Data são imagens médicas, como por exemplo de 
Ressonância Magnética (RM) e Tomografia Computadorizada (TC), uma vez 
que cada imagem é composta de camadas topográficas, cada uma contendo 
centenas a milhares de pixels, as menores unidades possíveis – os “átomos” 
- de uma figura, sendo que, no caso de imagens em escala de cinza, como 
em RM e TC, esses têm valores individuais de 0 a 255, representando os tons 
de uma escala de cinza 8-bit (ie, 28 ou 256 tons de cinza). Uma mesma 
imagem médica fornece informações de de diferentes tipos (3), como: 
quantidade de pixels, densidade dos pixels, quantidade de bandas/espectros 
medidos (ex: T1, T2 e FLAIR) e intensidade de níveis de cinza para cada 
aquisição. 
Num sentido lato, podemos dizer que, sempre que usamos o computador 
para minerar Big Data, estamos nos valendo de processos de Inteligência 
Artificial – Artificial Intelligence (AI).  AI não envolve exclusivamente 
interação com Big Data, mas é parte fundamental do processo. A Figura 1 
ilustra em que universo ou conjunto pode ser enquadrado cada um dos 
termos principais (descritos sempre em itálico e com sublinha tracejada) 
usados nesse relatório. A Figura 2 demonstra, na linha do tempo, a data (às 
vezes estimada) em que a maioria dos termos técnicos usados na descrição 
passaram a ser usados em publicações científicas. 
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Figura 1 - Organograma dos termos usados em computação de dados 
 
 
Figura 2 - Linha do tempo para alguns termos relacionados à neurocomputação 
 
AI, termo cunhado em 1956, em Conferência do Datmout College, New 
























 1 Há ainda, mais recentemente, o conceito de supercomputadores, que podem 
trabalhar com massivas quantidades de dados (Big Data) e inserir uma enorme 
quantidade de camadas no processamento de informações complexas, conceito que 
vem sendo chamado de Deep Learning (Aprendizado Profundo) (5), cujo conceito não 
será aprofundado no manuscrito, por não fazer parte do escopo da tese 
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computação que dispõe de algoritmos (sequência de regras e 
procedimentos) sentenciados a simular o raciocínio humano que, em 
essência, percebe as informações de seu ambiente e toma decisões/ações 
que permitam melhorar o sucesso de uma tarefa desempenhada, num 
esquema simplificado de como um sistema biológico, como por exemplo o 
cérebro, faria.  
 
Nas últimas duas décadas, contudo, vem crescendo certo desalinho 
referente à quantidade de tarefas ou técnicas que são englobadas sob a 
etiqueta de AI, uma vez que, à medida que a computação avança, tarefas 
mais simples, que não envolvem propriamente o aprendizado de novos 
conceitos, formas de classificação ou reconhecimento de novos problemas, 
tendem a não mais serem chamadas de AI, mas simplesmente de tecnologia 
de rotina (ex: o reconhecimento de escrita manual) (5). Uma solução que 
vem sendo conveniente, no campo da AI, é inserir computadores com real 
capacidade de aprendizado – neurocomputadores -  num grupo mais restrito 
de AI, a chamada Narrow AI (AI Restrita) ou Machine Learning (Aprendizado 
de Máquinas). A Figura 3 apresenta um organograma resumido do exposto 
acima. Portanto, neurocomputadores são máquinas de aprendizado cuja AI 
Restrita se processa a partir de algoritmos, normalmente baseados em 
Redes Neurais - Neural Networks (NN)1. Os Mapas Auto-Organizáveis – Self 
Organizing Maps (SOM), peças centrais desta tese, constituem um tipo 
particular de Rede Neural, como veremos nos próximos parágrafos.




Figura 3 - Limites da abrangência e hierarquização de alguns termos em Neurocomputação, tradução livre 
do original em inglês. Fonte: (6) 
 
É necessário começarmos, antes de que tenhamos pleno domínio de onde 
pisamos e para onde damos cada passo na pesquisa com Mapas Auto-
Organizáveis – SOM ou Self Organizing Maps, situá-los dentro dos contextos 
histórico e hierárquico na cibernética, para não nos perdermos enquanto 
navegamos este grande mapa, que apresenta muitas subderivações e 
termos distintos para conceitos iguais ou parecidos.  
 
1.2 REDES NEURAIS [ARTIFICIAIS] (NN ou ANN) 
1.2.1 Noções Gerais 
O Conceito de NN não é uniformemente usado por diversos autores, 
recebendo uma série de nomenclaturas alternativas e por vezes com 
significados e contextos que podem muito ou pouco variar, tais como Neural 
C o m p u t i n g  ( C o m p u t a ç ã o  N e u r a l  o u  N e u r o c o m p u t a ç ã o ) ,  
 
       
 2 - O termo paralelo refere-se ao tipo de processamento usado por um 
neurocomputador. Enquanto um computador convencional processa as informações 
uma a uma, o que é chamado de em série, o neurocomputador processa mais que uma 
informação de uma vez, ou seja, em paralelo, através de uma rede complexa de 
conexões, normalmente na forma de redes neurais - NN 
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Parallel Distributed Processing (Processamento Paralelo Distribuído)2, 
Connection Science/Connectionism (Ciência da Conexão/Conexionismo).  
Uma das características mais marcantes da matemática aplicada é a de, em 
grande parte das vezes, por inspiração maior da Natureza, tentar traduzir ou 
replicar o funcionamento de um modelo biológico em um modelo 
matemático. Nesse sentido, nada mais natural que se inspirar no 
funcionamento do órgão mais complexo, em termos de redes e conexões, 
que é o cérebro humano. 
Entenda-se, porém, que no atual momento científico é impossível replicar 
com exatidão as trilhões de comunicações que existem num órgão possuidor 
de cerca de 100 bilhões de células (7). Assim, há de se ter em consideração, 
obviamente, que as NN não são a tradução matemática literal do sistema 
biológico (cérebro), e sim um modelo, no sentido computacional, ou seja, 
uma representação simplificada de algo mais complexo, que enfoca em 
aspectos-chave do funcionamento do sistema, da mesma forma que não 
considera aspectos secundários não importantes para a simplificação (8). 
A história das NN pode ser plotada numa semi-reta, com início no trabalho 
revolucionário de McCuloch e Pitts, em 1943 (9), continuando com uma série 
de publicações subsequentes desde então, aparte um hiato histórico no final 
da década de 1960 e maior parte da década de 1970, por divergências 
autorais e relegação do estudo das redes ao ostracismo. Novos trabalhos, 
desde então, vêm surgindo em um ritmo exponencial e progressivamente 
mais detalhado e complexo, com alto interesse econômico em pesquisa e 
desenvolvimento das mesmas.
O primeiro modelo de  NN, Perceptron (10), assim como os modelos 
descritos em seguida, lidavam com dados em única camada, o que provou-




se limitado para a resolução de problemas mais complexos, sendo que a 
aplicabilidade prática, em larga escala, de NN, deu-se de fato após a 
publicação de modelos propondo o uso de multicamadas - em geral com 
muitas camadas intermediárias ocultas, como o algoritmo de 
backpropagation, nos anos 80 (11) (12), um dos mais usados até hoje em 
redes Feed-Forward. 
Sejam uni ou multicamadas, NN são um processo em distribuição paralela 
(13), baseada em máquina de estado finito (Finite State Machine) - um 
modelo computacional, cujas unidades básicas/elementares são chamadas 
nodos ou neurônios (ambos termos equivalentes) (14). Isso implica, 
basicamente, no fato de que lidamos com um modelo dinâmico de resposta 
a estímulos, no qual há mudança do estado (Q) do sistema conforme variam-
se o tempo (t) e os estímulos (S) recebidos, o que implica em diferentes 
respostas (R), simplificado nas equações a seguir:  !(# + 1) = ((!(#), *(#)) +(# + 1) = ,(!(#), *(#)) 
Estes neurônios têm a capacidade de serem treinados (15). Análogos aos 
neurônios cerebrais, os neurônios artificiais poderão receber, tal como um 
neurônio biológico recebe dos dendritos, um ou mais sinais de entrada 
("inputs", na fig. 4A ou "Xn", na fig. 4B), e a estes são atribuídos diferentes 
pesos sinápticos (wn, na fig. 4B). Os inputs são processados, normalmente 
em múltiplas camadas, no corpo do neurônio – este normalmente com o 
papel de integrar os diferentes pesos sinápticos (wn) e então ativá-los (por 
funções que podem variar geralmente entre threshold, linear ou não-linear), 
devolvendo-os num único sinal de saída (output na fig. 4A ou y na fig. 4B), 






Figuras 4A a e 4B– Exemplo Esquemático de Processamento do Neurônio na NN 
 
 
NN são, assim, usadas largamente em dois principais ramos de Data Mining: 
classificação de dados multi ou n-dimensionais (ambos termos são 
equivalentes) em padrões ou categorias distintas, bem como fazer predições 
condicionais à maneira que análises estatísticas o fazem (17). 
Com o avanço da tecnologia da informação, as NN têm tido papel cada vez 
mais de destaque na programação de tarefas cada vez mais complexas e/ou 
que almejem resultados cada vez mais precisos. O próprio Deep Learning, 
ou, em tradução livre, Aprendizado Profundo, tão em voga na mídia atual, 
nada mais é que uma evolução da complexidade e do número de camadas 
ocultas disponíveis no arranjo de uma NN, o que quase invariavelmente 
demanda capacidade de processamento maior que de computadores 
convencionais, através dos ditos supercomputadores. 
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Apenas como modo de situarmo-nos no contexto atual, o infográfico da 
Figura 5, abaixo, é uma representação simplificada (em inglês) das 
diferentes arquiteturas dos principais tipos de NN disponíveis no momento. 
Figura 5 - Infográfico esquemático dos principais tipos de NN existentes atualmente - Fonte: (18) 
 3 - Alguns autores divergem quanto à similaridade entre os termos NN Não-Supervisionadas e 
NN-Auto-Organizáveis. Neste artigo, optou-se pela equiparação dos termos, conforme 
Nordbotten (8) 
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Embora existam múltiplas formas de se classificar NN, para efeitos práticos, 
cabe a divisão didática, para compreensão deste manuscrito, das NN em dois 
subgrupos principais, baseados em seus respectivos formatos de 
aprendizado, descritos a seguir e esquematizados simplificadamente na 
Figura 6: 
a) NN SUPERVISIONADAS: redes que treinam, baseadas em exemplos 
fornecidos previamente, para dar respostas-alvo (target responses) 
desejadas para novos problemas. Em outras palavras, aprendem por um 
“professor externo”. 
b) NN NÃO-SUPERVISIONADAS (também chamadas de NN Auto-
Organizáveis3): não há resposta-alvo ou qualquer tipo de informação 
fornecida como correta previamente à análise. Não há “professor externo”. 
Os SOM, processamento usado nos artigos desta tese, encontram-se nessa 
categoria. 
 
Figura 6- Esquema de Redes Neurais com os subtipos mais corriqueiros. Fonte: (8) 
 
Redes Neurais -













1.2.2 Mapas Auto-Organizáveis – Self Organizing Maps ou Redes de 
Kohonen  
De volta à década de 1950, o assunto dominante nas rodas de estudantes 
do campo de ciências exatas era certamente o de aprendizado de máquinas 
e AI. Um dos graduandos que se mostrou interessado pelo tema era o 
finlandês Teuvo Kohonen, conforme o mesmo explica resumidamente, em 
um momento biográfico de uma palestra (19). Após a graduação, 
especializou-se no reconhecimento de padrões – de voz, inicialmente, nos 
anos 1970, baseando-se em trabalhos sobre Quantização Vetorial (VQ) 
Clássica, evoluindo para o conceito de SOM, a partir de 1981. 
Os SOM, como muitas outras NN, se baseiam na simplificação da informação 
(redução de dimensionalidade) presente em um conjunto relativamente 
grande de dados, pela análise não de todo seu conjunto, mas sim de um 
subconjunto com tamanho menor (geralmente definido pelo usuário) de 
neurônios representativos daquela população como um todo. Guardadas as 
proporções, poder-se-ia fazer uma analogia na qual todos os elementos 
fossem cidadãos e, havendo a impossibilidade de se ouvir todas as queixas 
individuais, eleger-se-iam “vereadores” que representassem 
homogeneamente o total da população local.  
Em SOM, assim como em outras NN, cada “vereador” é chamado de nodo 
ou neurônio, conceito previamente explicado no item 1.2.1 (Noções Gerais). 
Estes são criados em posições aleatórias e neutras, num espaço n-
dimensional (mapa) de tamanho configurável, com largura ‘w’ e altura ‘h’ 
sendo, portanto, o número de neurônios n = w × h, onde n ≥ 2, sendo então 
posteriormente treinados.  O treinamento (aprendizagem) divide-se em 
uma primeira etapa, na qual nodos competem entre si (aprendizado 
competitivo), obedecendo o princípio de winner-takes-all - o vencedor, uma 
espécie de neurônio-chave, chamado de Best Matching Unit (BMU) (20), 
leva tudo - e numa segunda, na qual neurônios vizinhos auxiliam no 
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reposicionamento adequado do BMU, para que este represente os dados 
originais da forma mais fidedigna (aprendizado cooperativo). 
A cada passo a mais em seus treinamentos, os nodos são realocados e seus 
valores representativos crescem, ou seja, ficam mais próximos de 
representar com fidedignidade uma subpopulação de dados, à medida que 
vão se distanciando de representar todos os demais dados. Em outras 
palavras, o arranjo de neurônios e BMUs no SOM é nada mais que um 
diagrama de similaridade. Quanto mais próximo fisicamente um neurônio 
treinado está de outro, mais similares são, enquanto representantes do 
conjunto maior de dados. 
Essas características de proximidade ficam mais explicitadas com a geração 
de um mapa auto-organizado em uma superfície de projeção, sob a qual os 
neurônios resultantes preservam suas respectivas relações topológicas. Ou 
seja, em um mapa projetado resultante, neurônios adjacentes permanecem 
próximos, enquanto que neurônios distantes no espaço n-dimensional 
preservarão essa distância. Uma das maneiras de representar os mapas ato-
organizados resultantes é através da matriz de distância unificada (Matriz-
U, U-Matrix) (21), na qual os neurônios são classificados em cores que 
representam a distância entre sua vizinhança no espaço n-dimensional.  
Dessa forma, na Matriz-U, convencionalmente cores frias são apresentadas 
para nodos/neurônios mais próximos ou similares, enquanto que cores 
quentes são utilizadas para representar neurônios distantes ou dissimilares, 
conforme exemplo da Figura 7 (22). Nesta, nota-se um mapa de 99 
neurônios (w = 9, h = 11), sendo numerados, no mapa, os BMUs do conjunto. 
Neste exemplo, e levando-se em conta a distribuição espacial dos nodos e 
BMUs e de cores, nota-se que os neurônios 1 e 7 são provavelmente 
bastante similares, ao passo que o neurônio 13 é menos similar a 1, mas ao 










A representação em mapa favorece ao processo de reconhecimento de 
padrões, uma vez que este processo organiza a informação segundo as 
características das variáveis analisadas. Desse modo, a informação de 
entrada se organiza topologicamente, favorecendo os mecanismos do 
agrupamento que será executado na sequência. 
 
1.2.3 Clustering ou Agrupamento 
A separação de dados em grupos por semelhança pode ser chamada, 
dependendo do autor/artigo, de clustering (termo original), ou 
agrupamento de dados.  
O agrupamento pode ser feito de forma hierárquica ou não-hierárquica (23) 
(Gan, Ma, & Wu, 2007), também chamada de particional, opção que 
interessa à aplicação em neuroimagem, uma vez que não há maior 
relevância/dominância, na imagem, de um grupo em relação ao outro, 
independente da relevância clínica que cada agrupamento terá 




Diversos algoritmos de clusterização são descritos em literatura (24), sendo 
os mais comuns: 
• K-means (K-médias) 
• Fuzzy C-means 
• Hierárquico 
• Gaussiano 
• Quality Threshold (QT) 
• MST based 
• Density based 
• Kernel k-means 
Em todos os casos desta pesquisa (artigos I, II e III) a segmentação dos 
neurônios treinados por SOM foi realizada através de K-Médias. 
 
1.3 A Neurogia e Redes Neurais 
O uso de técnicas de inteligência artificial não é algo exatamente novo entre 
pesquisadores no campo da neurologia. Ao contrário, é empregado no 
auxílio de problemas diversos, como por exemplo encontrar padrões 
epileptiformes no eletroencefalograma (25) (26) ou segmentar estágios do 
sono automaticamente na polissonografia (27) (28), ou mesmo responder a 
questões mais complexas ou abstratas, como predizer o sexo do paciente 
pela proporção de ritmos diferentes (alfa, beta, gama e delta) no traçado 
encefalográfico (29). No campo dos distúrbios extrapiramidais, é descrito o 
uso de NN radiais para prever tremores na Doença de Parkinson, fazendo 
com que eletrodos de estimulação profunda (Deep Brain Stimulation ou 
DBS) consumam bateria apenas nos momentos de necessidade e fiquem 
hibernantes, com baixo uso de energia, nos períodos livres de tremor, 
prolongando a vida útil da bateria implantada no subcutâneo (30).  
O uso de NN na segmentação de neuroimagens vem gradativamente sendo 
tomado por uso de ténicas mais complexas, em geral redes neurais de 
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aprendizado profundo (31), ou mesmo tendo maior foco na segmentação 
em imagens funcionais. Os SOM seguem essa tendência, havendo, à época 
da composição desse manuscrito, maior número de artigos recentes 
descrevendo seu uso em Ressonância funcional (32) (33), mas muito poucos 
dados referentes à sua exploração no campo das imagens anatômicas (RM 






2.1 Gerais e Hipótese 
Avaliar a capacidade/desempenho da técnica de SOM em segmentar de 
maneira automática, não supervisionada, lesões se SNC de naturezas 
distintas, obtidas por meio imagens bidimensionais (2D) de RM ou TC. 
A hipótese inicial foi de que os SOM devem apresentar capacidade razoável 
de segmentação das lesões, ao menos em RM, uma vez que há maior 
disponibilidade de dados literários apontando nesta direção. Esperava-se 
haver algumas limitações decorrentes da própria natureza complexa de 
segmentação de imagens médicas, porém a expectativa seria de que a 
técnica teria desempenho semelhante/não inferior de segmentação quando 
comparada a outras redes neurais não-Deep Learning. 
2.2 Específicos de Cada Artigo 
- Artigo I - Analysis of neoplastic lesions in magnetic resonance imaging 
using self-organizing maps 
Avaliação do desempenho dos SOM em segmentar lesões neoplásicas intra-
axiais e extra-axiais, supratentoriais, usando dados de FLAIR, T1 e T2 em RM 
de pacientes selecionados no HC UNICAMP. 
- Artigo II - Self-Organizing Maps as A Tool for Segmentation of Magnetic 
Resonance Imaging (MRI) of Relapsing-Remitting Multiple Sclerosis   
Avaliação do desempenho dos SOM em segmentar lesões desmielinizantes 
de aspectos variados (lesões novas e antigas, de tamanhos distintos), usando 
dados de FLAIR, T1 e e T1-Gd em RM de pacientes selecionados no HC 
UNICAMP. 
- Artigo III - Use of Triple Smart-Smoothing Filters for Enhancing 
Unsupervised Segmentation of Normal Controls and Ischemic Stroke 
Images with Self Organizing Maps in Brain CT Images 
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Avaliação do desempenho dos SOM em segmentar lesões isquêmicas 
cerebrais, usando apenas dados de TC, de pacientes selecionados no HC 




3.1 Critérios de Inclusão 
Foram incluídos pacientes de idades distintas, de ambos os sexos, que 
apresentassem as seguintes patologias: 
- Artigo I: Neoplasia de SNC, de qualquer linhagem, desde que a lesão fosse 
supratentorial e com biópsia confirmatória. N = 14 pacientes (1 Astrocitoma, 
1 Meningeoma, 6 Glioblastomas Multiformes, 3 Linfomas Primários de SNC, 
2 Oligodendrogliomas, 1 Ganglioglioma); 
- Artigo II: Esclerose Múltipla tipo Remitente-Recorrente com pelo menos 1 
ano de início dos sintomas, com confirmação clínica pelos critérios de 
McDonald, indepentente de EDSS e do tratamento no momento da 
aquisição de imagem. N = 10 pacientes, sendo que 5 apresentavam presença 
de pelo menos 1 lesão com realce por Gadolínio; 
- Artigo III: AVCi de tempos diferentes (hiperagudo, agudo/subagudo e 
crônico), confirmado por critérios clínicos mais exame de imagem (RM ou TC 
de perfusão). N = 19, sendo 12 com isquemia cerebral e 7 controles; 
3.2 Coleta de dados 
As imagens foram coletadas de pacientes provenientes de dois centros de 
saúde: Hospital das Clínicas – UNICAMP (Artigos I, II e III), e Addenbrooke’s 
Hospital – University of Cambridge (apenas para o Artigo III).  
Para os artigos I e II foram usadas imagens axiais de RM (Artigo I: FLAIR, T1 
e T2; Artigo II: FLAIR, T1 e T1-Gd) e para o artigo III foram usadas imagens 
axiais de TC sem contraste. 
3.3 Aspectos éticos 
A coleta de dados dos pacientes do HC UNICAMP se deu somente após 
aprovação do Comitê de Ética em Pesquisa, parecer 130.280/2012. Os dados 
obtidos na University of Cambridge foram autorizados pelo chefe do 
Departamento de Radiologia e fornecidos pelo médico supervisor local do 
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estágio no exterior. Em nenhum dos casos houve qualquer contato dos 
pesquisadores com os pacientes durante a pesquisa ou modificações 
posteriores em suas condutas após análise de dados. 
 
3.4 Fomento 
A pesquisa em solo brasileiro foi feita sem financiamento de órgãos 
fomentadores. O estágio executado no exterior, no primeiro semestre de 
2017, no Departamento de Radiologia na University of Cambridge, recebeu 
auxílio Capes - Bolsa Sanduíche, processo número 88881.132052/2016-01. 
 
3.5 Desenho dos estudos 
Em todos os artigos, tratou-se de estudo retrospectivo de obtenção e análise 
de imagens adquiridas por pacientes que estiveram ou ainda estavam em 
tratamento nas instituições detentora dos arquivos de imagens.  
 
3.6 Processamento de Imagens 
O infográfico da Figura 8 esquematiza de forma resumida as etapas do 
processo, que serão detalhadas a seguir. 
3.6.1 Número de dimensões das análises 
Em todos os casos, foram realizadas análises por SOM em imagens 2D, ie, 
não houve reconstrução tridimensional das lesões, a partir das fatias 
topográficas do SNC. Ao invés, foi analisada apenas uma imagem (uma fatia) 
de cada sequência, que fosse mais representativa qualitativamente da lesão. 
3.6.2 Skull stripping e outros pré filtros 
Para otimização da análise, as imagens em todos os artigos sofreram 
remoção digital manual (delineada pelo avaliador caso-a-caso) da calota 
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craniana e de estrututas adjacentes (skull stripping), preservando-se apenas 
o tecido nervoso e ventrículos.  
Para o Artigo III, houve uso de filtros de suavização inteligente antes da 
aplicação de SOM, conforme pormenorizado na publicação, anexada. 
3.6.3 Conversão de raster para matriz 
Em todos os Artigos, foram extraídas das imagens raster (RM ou TC) as 
matrizes contendo o valor de cinza para cada pixel (para cada aquisição, no 
caso dos Artigos I e II). O aplicativo usado para essa etapa foi o ArcMap (34), 
obtido através de licença educacional. 
3.6.4 Análise por SOM e Agrupamento 
A construção de um mapa de neurônios e seu treinamento, bem como a 
segmentação posterior por K-Médias, foi executada nos Artigos I e II pela 
ferramenta SiroSOM, baseada em Matlab, desenvolvido pelo CSIRO, 
Austrália (35) sob licença acadêmica, e no Artigo III, pelo aplicativo Weka 3, 
beseado em Java, desenvolvido pela Universidade de Waikato, Nova 
Zelândia (36). O tamanho do mapa e número de iterações variou conforme 
o tamanho da matriz, havendo maior detalhamento nos artigos anexados. 
Figura 8 - Esquematização das Etapas de Processamento das Imagens 
 
3.6.5 Definição do número de Agrupamentos (Clusters) 
 
A metodologia para a definição do número de agrupamentos n ideal para 
cada imagem variou conforme os artigos. Nos Artigos I e II, optou-se pela 
definição de acordo com o Índice Davies-Bouldin - DBI, Davies-Bouldin Index 
Imagem raster 2D 
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(37), uma métrica de avaliação interna, ou seja, através de cálculos baseados 
em quantificações e atributos inerentes à base de dados para testar o 
desempenho de n agrupamentos, sendo 1 < n < 25, na qual a solução ótima 
é representada pela de DBI de menor valor. 
Para o Artigo III, foi adotado um valor heurístico de 6 agrupamentos em 
todos os pacientes e controles analisados.  
3.6.6 Conversão da nova matriz para raster 
Novamente, através do uso do aplicativo ArcMap, foi feita a transformação 
da nova matriz gerada em cada análise, contendo os valores de 
agrupamentos para cada pixel analisado, para nova imagem, e então foram 










4.1 Artigo I (publicado) - Analysis of 
neoplastic lesions in magnetic 

























4.2 Artigo II (publicado) - Self-
Organizing Maps as a Tool for 
Segmentation of Magnetic Resonance 





























4.3 Artigo III (submetido) - Use of 
Triple Smart-Smoothing Filters for 
Enhancing Unsupervised Segmentation of 
Normal Controls and Ischemic Stroke 





Elsevier Editorial System(tm) for Manuscript 
Draft  
Manuscript Number: NICL-17-1088 
Title: Use of Triple Smart-Smoothing Filters for 
Enhancing Unsupervised Segmentation of Normal 
and Ischemic Stroke Images with Self Organizing 
Maps in Brain CT Images  
Article Type: Regular Article Section/Category: 
GeneralCorresponding Author: Mr. Paulo Afonso 
Mei, MD Corresponding Author's Institution: 
UNICAMP First Author: Paulo Afonso Mei, MD  
Order of Authors: Paulo Afonso Mei, MD; Cleyton 
C Carneiro, PhD; Li L Min, MD, PhD; Leticia 
Rittner, PhD; Fabiano Reis, MD, PhD; Tomasz 
Matys, MD, PhD, FRCR  
Abstract: Objective: to investigate the 
potential of automated clustering of ischemic 
stroke 2 dimensional (2D) CT images by Self 
Organizing Maps and if pre-processing of the 
images by smart-smoothing filters could generate 
more accurate clustering.  
Methods: we selected 10 patients that had had an 
ischemic stroke (later confirmed by either MRI 
or perfusion-CT) where non-contrast CT was 
executed within the hyperacute (up to 4.5 hours) 
or acute (4.5 to 72h) phase after the onset of 
the clinical symptoms, and 9 controls (normal 
MRI or perfusion-CT). We selected a 2D slice of 
either the ganglionic or immediate 
supraganglionic level of the brain, in the same 
fashion that ASPECTS is scored. The images were 
then preprocessed by three different, smart-
smoothing filters on ImageJ, a java-based app, 
and then transformed into numerical matrices 
that were analyzed and segmented by the SOM 
algorithm on Weka 3, a Java based app. The 
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resulting, post-processed images were rated by 5 
individuals, either neurologists or 
radiologists, blinded to the clinical and 
demographic information, to see if they 
considered the left and right halves of each 
image symmetrical or asymmetrical and also 
compared by a quantitative value, the Structural 
Similarity Index (SSIM). Statistical analysis of 
the results was then performed.  
Results: the majority of the raters considered 
eight out of the 10 stroke cases to have an 
asymmetrical SOM-generated image, as well as six 
out of the 9 controls to have a symmetrical 
image, which resulted in a Sensitivity of 80%, 
Positive Predictive Value (PPV) of 73%, 
Specificity of 64%, Negative Predictive Value 
(NPV) of 75% and Accuracy of 74%. The SSIM 
values obtained from stroke patients vs normal 
controls did not differ significantly (p = 
0.213, Wilcoxon signed-rank test).  
Conclusion: our work suggests that a combination 
of different smoothing filters before SOM 
analysis performs better than single filtering 
on avoiding grainy, heterogeneous clusters, and 
delivering smooth segments with continuous 
borders. We found acceptable sensitivity, PPV 
and NPV, suggesting that, even though SOM 
processing did not show an objective SSIM 
discrepancy between stroke and normal CTs, 
qualitative analysis  
helped a correct diagnosis in the majority of 
the cases. This method could be furthermore 
explored and tested in more subjects, especially 
the ones in the medical field that need more 
help with diagnosing ischemic lesions on CTs 
performed early after ictus, like medical 





















































5.1 Sobre o potencial geral de segmentação por SOM de neuroimagens 
médicas 
5.1.1 RM  
Os Artigos I e II demonstraram que, através da análise por SOM dos pixels 
de lesões neoplásicas e desmielinizantes, houve êxito bastante razoável na 
utilização desta ferramenta não-supervisionada em separar as porções 
acometidas por patologia do restante saudável do tecido nervoso. 
5.1.2 TC  
De modo oposto ao êxito em imagens de RM, a falta de delimitação mais 
precisa de lesões isquêmicas em TC por SOM, ao menos quando não há 
preparo/tratamento prévio robusto de imagens de TC, no Artigo III, embora 
algo frustrante e ao mesmo tempo esperado, evidencia que, possivelmente, 
uma maior exploração de pré-filtros de suavização e ajustes ou 
complementação por outras técnicas, possivelmente num misto de 
processos supervisionados + não-supervisionados, pode ser um caminho a 
ser desenvolvido para o aprimoramento de investigação de lesões em TC.   
Esta investigação em TC, naturalmente. se mostra bem mais custosa quando 
se cobra precisão parecida com a RM, dado o fato das imagens da primeira 
terem resolução drasticamente menor que as da segunda. 
 
5.2 Sobre o potencial do SOM específico a cada natureza de lesão estudada 
5.2.1 Neoplasias (Artigo I) 
O artigo I permitiu avaliar, além da capacidade de segmentação, as 
diferentes assinaturas de tumores de origem diferente, ie, se os valores de 
cinza em T1, T2 e FLAIR se encontravam baixos, médios ou altos em relação 
à média para cada tipo de tumor. Como exemplo: os Glioblastomas foram 
os únicos, entre todos os tumores, que apresentaram valores baixos de cinza 
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da lesão em T2. Da mesma forma, os Gangliogliomas apresentaram os 
valores de cinza das lesões mais baixos em FLAIR. Um aprofundamento do 
estudo de assinaturas das sequências de tumores, em estudos futuros, 
poderia ser uma ferramenta adicional a corroborar identificação não 
invasiva do tipo tumoral. 
Também merece destaque a segmentação correta, em boa parte dos casos, 
das diferentes porções tumorais (ex: parte tumoral sólida vs parte necrótica-
liquefativa vs edema perilesional) em diferentes clusters. 
5.2.2 Esclerose Múltipla Remitente-Recorrente (Artigo II) 
A técnica de SOM se mostrou razoavelmente precisa para separar lesões 
desmielinizantes de tecido sadio. Houve, contudo, alguma inclusão de tecido 
cortical no mesmo cluster das lesões, por provável similaridade de tons de 
cinza, embora deva-se cogitar a possibilidade de haver acometimento 
igualmente nesta região, uma vez que se sabe atualmente que também há 
comprometimento cortical/juxtacortical na EM. Não houve êxito quanto à 
diferenciação de lesões novas de antigas.  
5.2.3 AVC Isquêmico (Artigo III) 
Tendo como base as variáveis analisadas, os SOM não se mostraram capazes 
de segmentar com precisão e delineamento aceitáveis imagens de TC que 
não tivessem algum tratamento prévio, gerando imagens granuladas e sem 
coesão dos pixels. O pré-tratamento com filtros de suavização inteligente, 
ie, filtros que suavizam o tecido cerebral tentando não borrar as bordas 
corticais ou mesmo a transição entre parênquima e ventrículos, se mostrou 
eficaz em promover maior homogeneização dos clusters, contudo não 
houve ainda assim uma delimitação precisa de lesões vasculares recentes, o 
que já era esperado, dado o fato de, além da TC ter menor resolução que a 
RM, lesões recentes são de fato de difícil diagnóstico apenas pela 
interpretação da TC simples, sem complementação por outros métodos 




Ainda assim, nota-se que na maioria dos casos em que houve de fato AVCi, 
havia, qualitativamente, uma percepção maior de assimetria entre ambos 
hemisférios ante aos controles. Um maior estudo de pré-filtros, aliados a 
uma possível combinação de diferentes redes neurais, possivelmente com 
etapas supervisionadas e não-supervisionadas (como SOM), poderia se 
mostrar útil futuramente. 
 
5.3 Sobre a viabilidade do uso de técnicas de segmentação mais modestas 
(Não Deep-Learning) no cenário atual 
Embora haja uma tendência crescente do uso de computadores complexos, 
com capacidade de calcular uma quantidade imensa de dados ("Very" Big 
Data), o êxito dos SOM, técnica comparativamente mais simples, uma vez 
que não há uso de supercomputador, em segmentar com sucesso a maioria 
das lesões dos pacientes submetidos a RM de neuropatologias (ie, Artigos I 
e II) mostra que ainda há espaço e viabilidade para o uso de técnicas mais 
modestas ou antigas de neurocomputação, como SOM, Árvores de Decisão, 









- A análise de neuroimagens por SOM se mostrou opção viável para a 
segmentação com precisão aceitável para imagens de neoplasias e lesões 
desmielinizantes escaneadas em RM usadas nesta nesta pesquisa; 
- Neoplasias de SNC em geral foram segmentadas corretamente, com 
razoável separação de porções tumorais diferentes (ex: parte tumoral sólida 
vs parte necrótica-liquefativa vs edema perilesional). Tumores de linhagens 
diferentes por vezes apresentaram assinaturas (explicação no item 5.2.1) 
distintas; 
- Lesões desmielinizantes na Esclerose Múltipla forma Remitente-
Recorrente foram nesta série bem separadas por SOM de tecido sadio, salvo 
alguma inclusão de tecido cortical no mesmo cluster, por similaridade de 
tons de cinza, porém sem clareza quanto à existência de lesão neste; não 
houve sucesso em diferenciação de lesões novas vs antigas; 
- O potencial de SOM e da maioria das NN disponíveis atualmente (mais 
antigas e mais novas), para imagens de TC, permanece ainda uma incógnita, 
uma vez que para a primeira ainda há maior escassez de informações que 
para imagens de RM e um grau elevado de incertezas quanto à melhor 
metodologia a ser aplicada, bem como quais filtros (suavização e outros) 
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