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SUMMARY 
This paper  d e a l s  wi th  t h e  a p p l i c a t i o n  of system i d e n t i f i c a t i o n  methods 
i n  f l u t t e r  t e s t i n g  of a e r o e l a s t i c  s t r u c t u r e s .  The accuracy wi th  which f l u t t e r  
parameters are es t imated  depends upon t h e  test  plan and on the  a lgor i thms used 
t o  reduce t h e  da t a .  The techniques f o r  s e l e c t i n g  t h e  k inds  and opt imal  posi-  
t i o n s  of i n p u t s  and ins t rumenta t ion ,  under t y p i c a l  test c o n s t r a i n t s ,  are pre- 
sen ted ,  
and t h e  va lues  of phys i ca l  parameters are presented.  
opt imal  i npu t  spectrum and t h e  accelerometer  l o c a t i o n  f o r  e s t ima t ing  f l u t t e r  
parameters of  a two dimensional wing are obta ined  us ing  t h e s e  a lgor i thms.  
Current  work on applying system i d e n t i f i c a t i o n  methods t o  h igh  o rde r  t h r e e  
dimensional a e r o e l a s t i c  s t r u c t u r e s  is  d iscussed .  
I d e n t i f i c a t i o n  r e s u l t s  f o r  both t h e  input /output  t r a n s f e r  func t ion  
Numerical r e s u l t s  on t h e  
INTRODUCTION 
The o b j e c t i v e  of f l u t t e r  a n a l y s i s  is  t o  quan t i fy  t h e  c r i t i c a l  p o i n t s  o r  
boundaries of f l u t t e r  and t h e  s t a b i l i t y  margins a s s o c i a t e d  wi th  s u b c r i t i c a l  
responses.  While i t  i s  t r u e  t h a t  a n a l y t i c a l  p r e d i c t i v e  techniques have become 
inc reas ing ly  u s e f u l  t o  t h i s  ob jec t ive ,  a c t u a l  t e s t i n g  and da ta  a n a l y s i s  i s  
always r equ i r ed  f o r  v e r i f i c a t i o n  of t h e s e  ana lyses ,  o r  t o  provide r e s u l t s  
where a n a l y t i c a l  assumptions are suspect .  Thus, f l u t t e r  test a n a l y s i s  tech- 
n iques  are be ing  developed which use experimental  d a t a  (usua l ly  noisy)  t o  
provide a c c u r a t e  estimates of bo th  s u b c r i t i c a l  s t a b i l i t y  margins as w e l l  as 
a i d  e x t r a p o l a t i o n  t o  t h e  c r i t i ca l  po in t s  ( r e f s .  1 and 2 ) .  To be most u s e f u l ,  
t hese  techniques should provide  real  t i m e  (or  near  real t ime) estimates t o  keep 
test t i m e s  a t  a minimum. 
Fur ther  requirements on t h e s e  test a n a l y s i s  techniques are emerging due 
t o  new a i r c r a f t  concepts.  New s t r u c t u r a l  concepts ,  such as l i g h t  weight  com- 
p o s i t e s  technology, and c o n t r o l  concepts,  such as t h e  active c o n t r o l  of maneu- 
ver loads  and f l u t t e r  margins,  w i l l  r e q u i r e  mul t iva r i ab le  t e s t i n g  a n a l y s i s  
methods, These m u l t i v a r i a b l e  a n a l y s i s  techniques are necessary t o  d e f i n e  the  
modal f r equenc ie s  and damping of many i n t e r a c t i v e  s t r u c t u r a l  components i n  
complex aerodynamic regimes. 
To m e e t  t h e  cha l lenging  requirements of e s t ima t ing  accu ra t e  s u b c r i t i c a l  
f l u t t e r  test parameters  and t o  use  t h e s e  r e s u l t s  t o  e f f e c t i v e l y  p r e d i c t  f l u t t e r  
boundaries f o r  m u l t i v a r i a b l e  systems, a sys temat ic  approach m u s t  be  adopted. 
This  approach should i n t e g r a t e  t h e  s p e c i f i c a t i o n  of test ins t rumenta t ion  and 
i n p u t s  wi th  mul t i input /mul t iou tput  da t a  a n a l y s i s  procedures.  
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The key elements of such a n  a e r o e l a s t i c  i n t e g r a t e d  t e s t i n g  a n a l y s i s  of 
a model o r  of a pro to type  v e h i c l e  are shown i n  f i g u r e  1. F i r s t ,  t he  test 
o b j e c t i v e  must be  quan t i f i ed ,  H i s t o r i c a l l y ,  t h i s  test o b j e c t i v e  has  progressed 
from f ind ing  t h e  f l u t t e r  boundary t o  more c u r r e n t  de te rmina t ion  of t h e  f r e -  
quency and damping of t h e  s u b c r i t i c a l  s t a b i l i t y  margin. The need t o  be a b l e  t o  
b e t t e r  u se  s u b c r i t i c a l  d a t a  t o  p r e d i c t  t h e  boundary r e q u i r e s  determinat ion of 
t h e  parameters of  a f l u t t e r  model which may con ta in  two o r  more states of t he  
system, Of course,  accuracy s p e c i f i c a t i o n s  f o r  t hese  v a r i o u s  levels must be 
set. Second, t h e  opera t ing  p o i n t s  (of a wind tunnel  o r  f l i g h t  regime) must be 
set  t o  provide t h e  b a s i s  f o r  meeting the  o b j e c t i v e s  w i t h i n  test s a f e t y  con- 
s t r a i n t s .  
To implement t h e  test o b j e c t i v e s  a t  t h e  requi red  p o i n t s ,  an ex tens ive  
a n a l y s i s  of test i n p u t s  and ins t rumenta t ion  w i l l  minimize t h e  p r o b a b i l i t y  of 
i n e f f e c t i v e  r e s u l t s  due t o  t h e  improper e x c i t a t i o n  of cr i t ical  modes and low 
s i g n a l / n o i s e  r a t i o s .  With t h e  test conf igu ra t ion  s p e c i f i e d ,  t h e  d a t a  are 
c o l l e c t e d  and analyzed using e i t h e r  a s p e c t r a l  a n a l y s i s  technique (e .g . ,  f a s t  
Four i e r  t ransform (FFT, r e f .  3) o r  Randomdec ( r e f .  4 ) )  o r  an advanced parameter 
i d e n t i f i c a t i o n  algori thm. 
This  paper focuses  on Che s p e c i f i c a t i o n  of test i n p u t s  and ins t rumenta t ion .  
S p e c i f i c a l l y ,  t h e  t h r e e  major elements of  t h e  test conf igu ra t ion  are: 
( a )  Choice and l o c a t i o n  of ins t ruments  (e.g. ,  accelerometers ,  s t r a i n  
(b) Choice of  i npu t s  w i t h  respect t o  type  (e .g . ,  s i n u s o i d a l ,  swept s i n e s ,  
gages gyros 1. 
random), and l o c a t i o n  of i npu t s  and f requencies ,  and energy of 
i npu t s .  
(c) 'Required c a p a b i l i t y  o f  test a n a l y s i s  procedures.  
Ana ly t i ca l  methods f o r  input  des ign  and instrument  s e l e c t i o n  t o  o b t a i n  t h e  most 
accu ra t e  estimates of  parameters i n  models desc r ib ing  t h e  f l u t t e r  behavior  of 
aerodynamic s t r u c t u r e s  are developed. The methods, based on system i d e n t i f i c a -  
t i o n  technology, minimize t h e  expected covariance of e r r o r s  i n  estimates of 
unknown parameters.  The l o c a t i o n s  of t h e  ins t ruments  and t h e  inpu t s  ( i f  vari- 
a b l e )  may a l s o  be  opt imal ly  se l ec t ed .  
This  paper desc r ibes  a s imple  model of an a e r o e l a s t i c  wing. The dynamics 
of  t h e  wing can be  formulated as a state v a r i a b l e  model, The a n a l y t i c a l  formu- 
l a t i o n  of t h e  i n p u t  design problem f o r  state v a r i a b l e  models wi th  unknown para- 
meters i s  given, a long  wi th  a d e s c r i p t i o n  of t h e  methods used f o r  s e l e c t i n g  
t h e  k ind ,  accuracy, and l o c a t i o n s  of ins t ruments .  Some r e s u l t s  on t h e  selec- 
t i o n s  of ins t ruments  and i n p u t s  t o  accu ra t e ly  i d e n t i f y  t h e  f l u t t e r  charac te r -  
i s t i c s  of a two dimensional wing are descr ibed.  F i n a l l y ,  t h e  techniques are 
app l i ed  t o  l a r g e  aerodynamic s t r u c t u r e s  and t h e  conclusions drawn from t h i s  
work are discussed.  
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STATE SPACE EQUATIONS FOR A TWO DIMENSIONAL WING I N  FLUTTER 
F l u t t e r  i s  an  i n t e r a c t i o n  between nonsteady aerodynamic fo rces  and elastic 
f o r c e s  i n  a s t r u c t u r a l  component. 
f o r  f l u t t e r  t e s t i n g ,  a r e fe rence  model f o r  t h e  f l u t t e r  o f  a two dimensional 
wing is given based on t h e  work of Houbolt ( r e f ,  5 ) .  The symbols used fol low 
those  of r e fe rence  5, 
To s tudy  t h e  experimental  design techniques 
An o s c i l l a t i n g  two dimensional a i r f o i l  i n  an incompressible  flow .can be 
modeled as shown i n  f i g u r e  2. Various f o r c e s  a c t i n g  on t h e  a i r f o i l  are: 
( a )  l i f t  L a t  q u a r t e r  chord and l i f t  L2 a t  three-quar te r  chord, (b) r e s t o r i n g  
f o r c e  and moment through t h e  e l a s t i c  axis loca ted  a t  ( a ) ,  ( c )  fo rce  and moment 
a s s o c i a t e d  wi th  t h e  i n e r t i a  of t h e  subs tance  c o n s t i t u t i n g  the  medium ( t h e s e  
w i l l  be  neg lec t ed ) ,  and (d) e x t e r n a l  f o r c e s  and/or  moments, used t o  e x c i t e  
f l u t t e r  o r  i n a d v e r t e n t l y  t r ansmi t t ed  through t h e  s t r u c t u r e .  
L2 are modeled wi th  appropr i a t e  delays.  Houbolt ( r e f .  5) shows t h a t  t he  aero- 
elastic equat ions  f o r  t h e  wing can be w r i t t e n  i n  terms of nondimensional vari- 
a b l e s  as fo l lows  (see a l s o  f i g .  2 ) :  
1 
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equation (1) becomes 
or 
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where I i s  an i d e n t i t y  matrix, 
a e r o e l a s t i c  wing and can be w r i t t e n  compactly as 
This is t h e  state space representa t ion  of an 
* 
x = Fx + Gu (4) 
where x i s  t h e  state vec tor ,  u is  the  inpu t  vec tor ,  and F and G are t r a n s i t i o n  
matr ices  which conta in  unknown parameters. An accelerometer placed a t  e w i l l  
measure 0 
e y = w + q  .. 
C 
The q u a n t i t i e s  
Then 
and b, can be expressed i n  t e r m s  of x using equat ion (3). 1 
y = Hx + Du ( 6 )  
The t r a n s f e r  func t ion  between y and u i s  
b s  4 + b 3 s  3 + b 2 s  2 + b s + b  
s 5 + a s  4 + a s 3 + a s  2 + a s + a o  
0 + D, s = j w  - 4 1 - 
4 3 2 1 
(7) 
This t r a n s f e r  func t ion  can be w r i t t e n  again i n t o  a s ta te  space form, o f t en  
r e fe r r ed  t o  as a canonical  form. 
OPTIMAL SELECTION AND LOCATION OF INPUTS AND INSTRUMENTS 
A s  shown above, the  f l u t t e r  equations of a wing can be wr i t t en  i n  e i t h e r  
t h e  state v a r i a b l e  form o r  t h e  t r a n s f e r  func t ion  form. The mul t ivar iab le  state 
equations and measurement equat ions are equations (4) and (6). I n  p rac t i ce ,  
t h e  measurements, y ,  are corrupted by a d d i t i v e  noise ,  v ,  so t h a t  
y = H x  -I- Du + v 
1 4  7 
where v is  assumed t o  be a whi t e  no i se  source  wi th  power s p e c t r a l  d e n s i t y  
ma t r ix  R, 
i n p u t s  and ins t ruments )  are imbedded i n  t h e  matrices F, G, and He The unknown 
parameters,  whose es t imated  w e  are i n t e r e s t e d  i n ,  w i l l  be  denoted by 0 .  
The unknown parameters and some c o n t r o l  parameters  ( l o c a t i o n s  of 
The accuracy of t h e  parameter estimate 0 is  expressed i n  terms of t h e  b i a s  
and covariance p r o p e r t i e s  of t h e  estimate. It is  assumed t h a t  an  unbiased and 
e f f i c i e n t  e s t ima t ion  procedure is used so t h a t  t h e  i n p u t  design and instrument  
s e l e c t i o n  can b e  c a r r i e d  ou t  independent ly  of t h e  e s t ima t ion  procedure.  This  
makes i t  p o s s i b l e  t o  compute e r r o r s  i n  t h e  parameter estimates based on t h e  
Cramer-Rao lower bound, This  bound i s  computed around an  a p r i o r i  va lue  0 
f o r  t h e  parameters 0 .  The informat ion  matrix M i s  r e l a t e d  t o  t h e  e r r o r  i n  
es t imated  by t h e  fol lowing r e l a t i o n  
0 
where 6 i s  t h e  estimate of 0 .  
The information matrix depends upon t h e  i n p u t  energy d i s t r i b u t i o n  and i t s  
l o c a t i o n  and instrument  accu rac i e s  and t h e i r  l oca t ions .  The design procedures 
presented  he re  w i l l  work w i t h  t h e  p r o p e r t i e s  of t h e  informat ion  matrix. 
phys ica l  reasons,  a quadra t i c  c o n s t r a i n t  is  p laced  on t h e  inpu t s  and t h e  state 
v a r i a b l e s  
For 
0 
where A i s  a symmetric p o s i t i v e  semide f in i t e  matr ix .  
mation matrix, under t h e  c o n s t r a i n t  of equat ion  ( lo ) ,  i n  t h e  frequency domain 
i s  now obtained,  
An equat ion f o r  t h e  in fo r -  
Information Matr ix  i n  t h e  Frequency Domain 
The r e l a t i o n  between y and u i n  frequency domain i s  
y(w> = { H ( j w I  - F)-'G + D) u(w) 
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where T(w,8) i s  t h e  t r a n s f e r  func t ion  from t h e  input ,  u(w), t o  the  measurement 
Y (a) 
Equation (10) i s  w r i t t e n  i n  the  frequency domain as 
(23 
{uiw) u*(w) + Tr(Ax(w) x*(w))) dw - < E 
0 
where T r  i s  t h e  trace opera tor  and I * '  denotes  conjugate transpose.  I f  S(w,e) 
is  t h e  t r a n s f e r  funct ion between x and u, equation (12) may be w r i t t e n  as 
X(w,O)  u(w) u*(w) dw = E 
The inequa l i ty  s i g n  can be removed f o r  l i n e a r  systems because inc reas ing  the  
i n p u t  amplitude w i l l  i nc rease  t h e  accuracy of a l l  parameters.  The information 
mat r ix  f o r  parameters 8 from measurements y ,  pe r  u n i t  t i m e ,  is  as fol lows (see 
r e f s .  6 and 7 f o r  d e t a i l s ) :  
W * 
aT aT - U(W) u*(w) dw -ae ae M = R e  
J 
0 
14 9 
Equations (13) and (14) become 
- 
u(w) uJ((w) dw = E 
0 
0 
The information matrix,  M, se rves  as the  bas i c  quant i ty  upon which the  
input  and instrumentat ion requirements are t o  be determined. Maximizing M by 
appropr ia te  input  and instrumentat ion design parameters l eads  t o  output da ta  
which have a high information content  on the  system parameters. That is, the  
s e n s i t i v i t y  of t h e  outputs  t o  parameters, f o r  example, i s  maximized by exc i t i ng  
t h e  modes which are most a f f e c t e d  by the  parameters. Basing t h e  design on M, 
though mathematically s i m p l e r ,  has some disadvantages i n  p rac t i ce .  I f  the  
trace of M (e.g. ,  t h e  sum of diagonal elements) is maximized, an almost singu- 
l a r  information mat r ix  may r e s u l t .  The inve r se  of M is the  lower bound on the  
parameter covariance matrix. I f  M is nea r ly  s ingu la r ,  i t s  inverse  may contain 
l a r g e  diagonal elements,  leading t o  l a rge  e r r o r s  i n  the  estimates. 
For t h i s  reason, i t  i s  more des i r ab le  t o  work d i r e c t l y  with the  inverse  
-1 of t h e  information matr ix ,  M . This mat r ix  can be viewed as the e l l i p s o i d  
of uncertainty of t h e  parameters. Though mathematically more d i f f i c u l t  t o  
minimize, t h i s  matrix gives  use fu l  r e s u l t s  s ince  w e  are minimizing t h e  para- 
m e t e r  covariances d i r e c t l y .  Two types of methods can be used t o  minimize 
-1 M . These are based on the  following func t ions  of M-l :  
-1 (1) Minimize D e t  (M ):  This method w i l l  minimize the  volume of the  
uncer ta in ty  e l l i p s o i d .  This a l s o  minimizes maximum e r r o r  i n  the  
estimate of the  t r a n s f e r  funct ion.  
(2) Minimize T r  (WM-l): This method minimizes a weighted sum of t h e  
parameter  estimate covariances (W is the  weighting matr ix  which 
penal izes  c e r t a i n  estimate e r r o r s  more heavi ly  than o the r s ) .  The 
weighting matr ix  se rves  two purposes. Since the  covariances of 
d i f f e r e n t  parameters have d i f f e r e n t  u n i t s ,  the  weighting mat r ix  con- 
v e r t s  each t e r m  i n  t h e  sum t o  t h e  same un i t s .  Secondly, the  weight- 
ing  mat r ix  o f f e r s  tremendous f l e x i b i l i t y  because i t  is  poss ib l e  t o  
ass ign  varying importance t o  parameters through weights on t h e i r  
nondimensional covariance,  This i s  considered t o  be one of t he  most 
s u i t a b l e  performance cri teria,  s i n c e  i t  works wi th  parameter estimate 
covariances d i r e c t l y .  
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Choice and Locat ion of Optimal Input  
The optimal i n p u t  possesses  c e r t a i n  p r o p e r t i e s  which are q u i t e  important .  
presented h e r e  without  proof ( r e f ,  6) :  
The opt imal  i npu t  has  a d i s c r e t e  spectrum (o r  p o i n t  spectrum). 
number of f requencies  w i t h  nonzero power does no t  exceed 
where m i s  t h e  number of parameters.  
I f  t h e  spectrum of u con ta ins  fewer than  m/(2p) f requencies ,  t h e  
informat ion  matrix i s  s i n g u l a r  (i.e., a l l  t h e  parameters  cannot be 
iden  ti f i e d )  . 
The opt imal  input  which minimizes D e t ( M  
e r r o r  c r i t e r i o n .  I n  o t h e r  words, t h i s  i npu t  g ives  t h e  b e s t  estimate 
of t h e  t r a n s f e r  func t ion .  
The 
m ( m + l >  
2 
5 -1 ) s a t i s f i e s  a minimum output  
They s a t i s f y  two important  theorems (see r e f s .  6 t o  8) ,  which convert  
t h i s  complex non l inea r  problem i n t o  a computation technique. 
6 
It has  been demonstrated t h a t  t h e  computation procedure summarized i n  ' 
appendix A can be  app l i ed  t o  select t h e  i n p u t  spectrum which g ives  the  des i r ed  
m i n i m u m  of M . -1 
P r a c t i c a l  cons ide ra t ions  i n  t h e  computation of opt imal  input . -  The algo- 
r i t hm of appendix A w i l l  produce an  opt imal  i npu t  design wi th  a s u f f i c i e n t  num- 
b e r  of i t e r a t i o n s .  However, a t  each i t e r a t i o n ,  t he  procedure adds one p o i n t  . 
t o  t h e  spectrum of  t h e  input .  For p r a c t i c a l  implementation, i t  i s  d e s i r a b l e  
t o  have as few f r equenc ie s  i n  t h e  opt imal  i n p u t  as poss ib l e .  During t h e  compu- 
t a t i o n ,  a few s t e p s  can be taken t o  reduce t h e  number of p o i n t s  i n  t h e  spectrum. 
Suppose t h e  normalized i n p u t  a t  any s t a g e  has  k f requencies  w 
(i=l , 2 ,  . . . , k) . with  power a i i Then : 
(a) Frequencies  less than  Aw a p a r t  can be  lumped i n t o  one frequency. * 
Suppose q f requencies  w are wi th in  a band 
be r ep laced  by one frequency w* w i t h  power 
i 
and 
q *  
a* = c ai 
i= 1 
Aw wide. Then they can 
a* where 
ai 
(b) From t h i s  new inpu t ,  a l l  frequencies wi with power less than a 
threshold a' are dropped, 
t he  cons t r a in t  of equation (13), so the  design is  renormalized. 
The remaining frequencies do not s a t i s f y  
Steps (a) and (b) should be ca r r i ed  out t o  ensure t h a t  the  design does 
not  become degenerate, This "prac t ica l iza t ion"  requi res  judgment of Aw and a. 
Choice of loca t ion  of input.-  The t r a n s f e r  functions T(w,0) ( the  input- 
to-output t r a n s f e r  function) and S(w,0) ( t he  input-to-state t r a n s f e r  function) 
are both l i n e a r  functions of t he  cont ro l  d i s t r i b u t i o n  mat r ix  G. The loca t ion  
of t he  input  a f f e c t s  G i n  a l i n e a r  fashion. Therefore, i f  B is  an inpu t  loca- 
t i o n  parameter, t h e  t r a n s f e r  functions T(w,B) and S(w,e)  can be w r i t t e n  as 
Equations (13) and (14) can, therefore ,  be  wr i t t en  as 
i .e. ,  
and 
2 
M = YIMll + 2BM12 + M221 
y is a scalar which ad jus t s  t h e  energy i n  the  input t o  s a t i s f y  the  quadra t ic  
cons t r a in t  on the  input and t h e  states. Equations (19) and (20) can be com- 
bined i n t o  one equation, 
E 
[Mll +2BM12 + B 2 M22I Y 0 L B L M =  
1 + CIB+ C2B 
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-1 -1 B can be se lec ted  t o  minimize IM In  f a c t ,  an algorithm siailar 
t o  t h a t  of appendix A f o r  input  frequency and power s e l e c t i o n  can be developed. 
I o r  Tr(WM 1. 
I n  a more genera l  case, when there is  more than one input  and each input 
may be placed over any poin t  i n  two or  more dimensions, the  number of para- 
meters B which must be  se l ec t ed  optimally is  more than one. The optimization 
becomes somewhat more d i f f i c u l t ,  but the  bas i c  approach remains the same. 
Choice and Location of t he  Instruments 
I n  addi t ion  t o  s e l e c t i n g  t h e  loca t ion  and type of t he  e x c i t a t i o n  sigr,al ,  
t he re  are two o t h e r  design considerations i n  planning a f l u t t e r  test. 
are t h e  determination of t he  kind of instruments which must be used t o  record 
f l u t t e r  response and t h e  choice of instrument loca t ion  ( i f  t he re  i s  a choice). 
Though t h e  problem of instrument s e l ec t ion  and loca t ion  can be t r ea t ed  simul- 
taneously, f o r  s ake  of s impl i c i ty  we  treat them separa te ly .  
These 
Selection of instruments.- The se l ec t ion  of instruments i s  a tradeoff 
between dynamic range, accuracy, and cos t .  The dynamic loads are o f t en  
l imi t ed  by s t r u c t u r a l  cons t r a in t s ,  and i t  w i l l  be assumed t h a t  the  instruments 
cover t h i s  range. The accuracy with which the  parameters may be estimated i s  
then determined by t h e  accuracy of the  instruments. It is clear from equation 
(14) t h a t  t h e  information matrix has  an inverse  r e l a t ionsh ip  with the  measure- 
ment no i se  covariances. 
03 
- aT* u(w) u*(w) du 
29 M = Re 
0 
For the  purpose of instrument s e l e c t i o n  i n  general ,  the measurement noise  
covariance matrix i s  diagonal, i .e . ,  
where l / r  is  t h e  covariance of random no i se  i n  the 5 t h  instrument. The t o t a l  
cos t  of t he  p instruments i s  a sum of t h e  c o s t  of ind iv idua l  instruments 
11 
The t o t a l  cos t  of t h e  instrument package is  assumed t o  3e f ixed .  E i the r  of the  
cri teria of equation (17) may be minimized under the  cos t  cons t r a in t  and 
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r > O  ii - 
The Lagrange mul t ip l i e r  approach may be used f o r  optimization. 
i f  t he  c r i t e r i o n  requi res  t h e  minimization of IM 
i s  
For example, 
-1 I, t he  modified c o s t  function 
if P 
i= 1 
-1 - J = I M  I + c (Airii - wi(r i i ) )  + I-~C 
where X i = 1 y 2 9 . n . , p ,  and v are Lagrange mul t ip l i e r s .  The following optimiza- 
t i on  equations r e s u l t :  
i’ 
r = O  , o r  A = O  ii i 
aci 
arii arii , i = l y 2 , . . . ,  P *  (27) -1 a M  1 M I 2  T r  { M  - } + Ai - 1-1  = 0 
Equations (24) and (27) are 2p+l equations i n  2p+l unknowns X r and U. i’ ii 
Note tha t  i f  any rii is zero, t h e  corresponding instrument has i n f i n i t e  e r r o r ;  
i n  other words, t h i s  instrument should not  be used. 
The optimal value of r would act as a guideline i n  se l ec t ing  the ins t ru-  
ment. Often, i t  is not poss ib l e  t o  obta in  an  instrument with mean square e r r o r  
of - r ii 
ii 
exac t ly  and cost  Ci(rii). 
* Location of instruments.- The t r a n s f e r  function T(U,B) is a l i n e a r  func- 
t i on  of t h e  measurement d i s t r i b u t i o n  mat r ix  H, and, therefore ,  t he  pos i t i on  of 
t h e  instrument. For t h i s  reason, optimal choice of instrument loca t ion  can 
be determined i n  t h e  s a m e  w a s  as the  optimal pos i t ion ing  of inputs.  
RESULTS 
To demonstrate the  appl ica t ion  of t h e  methods described above t o  multi- 
var iab le  f l u t t e r  problems, a two dimensional wing i s  considered. The values 
of t he  parameters  are as follows: 
r 
2 2  
The ve loc i ty  i s  taken as 1 5 . 2 5 ~  
= 10, (km/c ) = a = 0.1, a/c = 0.35, 
= 0.1, r 1 2 = 0.4, a2 = 0 . 6 ,  and b2 = 0.3. 
*meters/sec (50c f t / s e c )  and t h e  n a t u r a l  frequencies of the r o t a t i o n a l  and ver- 
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t ical  motions are 10 he r t z  and 2 h e r t z ,  respectively.  
matrices f o r  t h e  nondimensional state equations as 
This gives t h e  system 
F =  
and 
0 0.05 0.1 -0.01579 0 
0 -0.2  0 , l  0 -0 3948 -
-0.6 0.684 -0.372 0.01895 0.1105 
1 0 0 0 0 
0 1 0 0 0 
 
e 
-0.12 -0.48 “r , 0 01 C GT = c 0 . l  - C 
The measurement d i s t r i b u t i o n  matrices are 
e e e 
0 0 -0.01579 , -0 .3948O ] (29) 
C c 9  C 
H = [ o  0 .5 -0 .2  - 0 . 1 + 0 . 1  -
e ef 0 D = (0 .1  4- - e - )  e C 
C 
e 
0 are parameters which define the  loca t ions  of the input ac tua tor  ef where - and - 
C C 
and t h e  accelerometer. The n o i s e  i n  the  accelerometer i s  assumed to  be white, 
with a standard devia t ion  of 0.02 i n  dimensionless u n i t s  ( t h i s  corresponds t o  
about 0.61 meters/sec/sec (2 f t / s e c / s e c ) )  and a sampling i n t e r v a l  of 4 m i l l i -  
seconds. It is  assumed t h a t  w e  are i n t e r e s t e d  i n  estimating the  parameters 
-2 -2 
wy9 wo9 r2’ a2’ b2’ a. 
The poles and zeros of t h e  t r a n s f e r  function between t h e  measurement and 
e ef 0 t h e  input - and - b o t h  equal t o  0.1, are, i n  radians per second ( the  nondimen- 
C C 
s i o n a l  values are mul t ip l ied  by 100) 
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Poles  -5,76 5 55 ,6 j  
-19,4 1 6 , 6 j  
-6-83  
Zeros -0,163 2 76.2j 
-30.0 
-5.68 
Input  Design 
A s  mentioned before ,  t h e  i n p u t s  are designed t o  maximize the  i d e n t i f i a b i l -  
i t y  of f l u t t e r  parameters from output .  
seconds. This  is  a f a i r l y  s h o r t  test, b u t  i n  terms of t h e  n a t u r a l  frequency of 
t h e  wing i n  f l u t t e r ,  i t  i s  long  enough so t h a t  t he  s t eady  state i n p u t  design can 
be appl ied .  I n  t h e  design procedure,  t h e  l o c a t i o n s  of t he  e x c i t a t i o n  and the 
accelerometer  are kep t  f i x e d ,  and t h e  i n p u t  frequency spectrum and power i n  each 
frequency of t h e  spectrum are se l ec t ed .  
The test du ra t ion  w a s  s e l e c t e d  as 2 
To s impl i fy  t h e  procedure,  t h e  parameters  i n  t h e  F, G, and H matrices are 
i d e n t i f i e d  d i r e c t l y  (D does n o t  conta in  any unknown parameter) .  The inpu t  is  
designed t o  produce t h e  most accu ra t e  estimates of t h e  underl ined parameters  i n  
equat ions  (27) and (28) i n  t h e  sense  of minimizing t h e  determinant of t h e  in-  
verse of t he  informat ion  matr ix .  S t a r t i n g  from the  topmost spectrum of f i g u r e  
3 w i t h  a v a i l a b l e  power d i s t r i b u t e d  equal ly  among f i v e  f requencies  a t  2, 4 ,  6,  8, 
and 10 cyc les  p e r  second, t h e  i t e r a t i v e  des ign  procedure g ives  the  r e s u l t s  shown 
i n  t h e  f igu re ,  I n  every i t e r a t i o n ,  t h e  des ign  procedure adds a new frequency 
or  inc reases  t h e  power a t  a frequency a l r e a d y  included i n  the spectrum. This 
l e a d s  t o  a l a r g e  number of f requencies  i n  t h e  computed spectrum. A s  mentioned 
above, t h i s  des ign  can be s i m p l i f i e d ,  When f requencies  w i t h  relative power less 
than 5 per  c e n t  o r  c l o s e r  than 0.4 h e r t z  are merged wi th  t h e  neighboring f r e -  
quencies ,  t h e  r e s u l t i n g  des ign  i s  shown i n  f i g u r e  4. There are e i g h t  frequen- 
cies i n  t h e  opt imal  spectrum--three each c l u s t e r e d  around t h e  two o s c i l l a t o r y  
modes and one each  a t  a low and an  in t e rmed ia t e  frequency. Of t h e  t h r e e  f r e -  
quencies  around t h e  o s c i l l a t o r y  modes, one is  below, one i s  above, and one is  
c l o s e  t o  t h e  n a t u r a l  frequency. This c h a r a c t e r i s t i c  seems t o  be q u i t e  genera l  
and s u b s t a n t i a t e s  Gerlach 's  i n t u i t i v e  choice  of input  f requencies  f o r  t h e  iden- 
t i f i c a t i o n  of t h e  s h o r t  pe r iod  parameters of a n  a i r c r a f t  ( r e f .  9) .  A 2 second 
t i m e  trace f o r  t h i s  i npu t  spectrum wi th  i n i t i a l  phases s e l e c t e d  a t  random i s  
shown i n  f i g u r e  5. 
Choice of Accelerometer Location 
I n  the  f l u t t e r  a n a l y s i s  of a two dimensional wing, t y p i c a l l y  only  one 
accelerometer  is  used. It is  gene ra l ly  d e s i r e d  t h a t  t h e  b e s t  accelerometer  
w i t h i n  the  test budget be s e l e c t e d .  There may be a p o s s i b i l i t y  of us ing  two 
poorer  q u a l i t y  accelerometers .  This  t radeoff  w a s  no t  s tud ied ,  
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The loca t ion  of t h i s  accelerometer is an  important parameter, The follow- 
ing performance index i s  considered: 
J =  (Fr 
i=l 
where 8 ( i=1 ,2 ,* . e9m)  i s  t h e  set of parameters of i n t e r e s t  and ae i i 
standard deviation of estimation e r r o r  i n  the  i t h  parameter. Figure 6 shows 
the  values of t h e  performance index f o r  constant input rms value and constant 
output r m s  value as a function of t h e  accelerometer pos i t ion .  The m i n i m u m  of 
t h e  curves gives t h e  pos i t ions  of t h e  optimal loca t ion  of t h e  accelerometer 
under t h e  two cons t r a in t s .  
i s  the 
Simulation and Maximum Likelihood I d e n t i f i c a t i o n  
The f l u t t e r  equations f o r  t h e  t r a n s i t i o n  matrices of equations (27) t o  (29) 
f e e 0 are simulated with t h e  input of f i gu re  5. Both - and - are taken as 0.1, and 
the  accelerometer rms random e r r o r  is 0-02 i n  t he  nondimensional un i t s .  The 
t r a n s f e r  function between t h e  inpu t  and t h e  output i s  as follows: 
C C 
4 3 2 
( s  + 0.360s + 0.599s + 0.208s+0.0099) 
4 3 2 -0.0155 (s +0.572s +0.457s +0.158s +0.0292s+0.00139) 
Three i d e n t i f i c a t i o n  runs w e r e  made: 
(a) The underlined parameters i n  equations (27) and (28) are estimated. 
Note t h a t  H i s  a l i n e a r  combination of t h e  f i r s t  two rows of F. The 
estimated and the  measured t i m e  h i s t o r i e s  a r e  shown i n  f igu re  7. 
(b) The input /output  r e l a t i o n  i s  represented as a f i v e  pole,  four  zero 
t r a n s f e r  function. The c o e f f i c i e n t s  of the t r a n s f e r  function are 
i d e n t i f i e d  d i r ec t ly .  This requi res  estimation of 10 parameters. The 
measured and estimated t i m e  h i s t o r i e s  of t he  accelerometer response 
are shown i n  f igu re  8. The match between t h e  two t i m e  h i s t o r i e s  is 
comparable t o  tha t  i n  f i g u r e  7. The i d e n t i f i e d  t r a n s f e r  func t ion  i s  
3 2 
4 3 2 (33) 
(S4 + 0.432s + 0.593s + 0.229s + 0.00844) 
(s +0.525s +0.451s +0,145s +0.0297s+0.00116) 
-0.0137 
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C e r t a i n  i d e n t i f i a b i l i t y  problems w e r e  i n d i c a t e d  by the  a n a l y s i s  of 
t h e  information matr ix .  This,  t oge the r  wi th  t h e  f a c t  t h a t  one zero 
is  v e r y  c l o s e  t o  a p o l e  (eq. (30 ) ) ,  i nd ica t ed  t h a t  a lower o rde r  
model may be  more use fu l .  
(c) The input /output  r e l a t i o n s h i p  i s  represented  by a four  po le ,  t h r e e  
zero model. The c o e f f i c i e n t s  of t h e  fou r th  o r d e r  t r a n s f e r  func t ion  
are i d e n t i f i e d  by us ing  t h e  m a x i m u m  l i i re l ihood method. The t i m e  
h i s t o r y  p l o t s  are shown i n  f i g u r e  9, and t h e  i d e n t i f i e d  t r a n s f e r  
func t ion  is  as fol lows:  
(s3 + 0 . 2 5 0 ~ ~  + 0.569s + 0.139) 
3 -0.0157 (s + 0.467s + 0 . 4 0 0 ~ ~  + 0.119s + 0.0195) 
(34) 
Though t h e  f i t  t o  t h e  t i m e  h i s t o r y  responses  is  poorer  than  before ,  
no i d e n t i f i a b i l i t y  problems are ind ica t ed ,  implying t h a t  t h e  f o u r t h  
o rde r  t r a n s f e r  func t ion  i s  an adequate  r e p r e s e n t a t i o n  f o r  t h e  accel- 
erometer  ou tput l shaker  input  r e l a t i o n s h i p s .  This  is a l s o  i n d i c a t e d  
by t h e  p l o t s  of t h e  ga ins  and t h e  phases of t h e  f i f t h  o rde r  and 
f o u r t h  o r d e r  i d e n t i f i e d  t r a n s f e r  func t ions  i n  f i g u r e s  10  and 11. 
The po le s  and zeros  o f  t h e  t r a n s f e r  func t ion  used i n  the  s imula t ion  and 
t h e  i d e n t i f i e d  t r a n s f e r  func t ions  i n  each of t h e  t h r e e  cases given above are 
shown i n  f i g u r e s  12  and 13. The c loseness  of po les  and zeros  i n  every case in-  
d i c a t e s  t h a t  t h e  p o l e s  and zeros  of t h e  t r a n s f e r  func t ion  can be i d e n t i f i e d  
q u i t e  accu ra t e ly  and t h a t  o f t e n  lower o r d e r  models may g ive  as good o r  b e t t e r  
r e s u l t s .  I t , s h o u l d  a l s o  b e  noted  t h a t  t h e  mode which i s  poor ly  damped is  iden- 
t i f i e d  more a c c u r a t e l y  than t h e  mode which has  h igher  damping. 
APPLICATION TO LARGE AEROELASTIC STRUCTURES 
A major a p p l i c a t i o n  of  t h e  inpu t  des ign  and instrument  s e l e c t i o n  procedures 
i s  t h e  e s t ima t ion  of t h e  f l u t t e r  c h a r a c t e r i s t i c s  of l a r g e  t h r e e  dimensional 
s t r u c t u r e s .  In genera l ,  t h e  dynamic f l u t t e r  behavior of such s t r u c t u r e s  is  
descr ibed  by p a r t i a l  d i f f e r e n t i a l  equat ions  i n  space and t i m e .  
t i o n  of  dynamic s t a b i l i t y  and s t r u c t u r a l  loads ,  however, a modal a n a l y s i s  o r  a 
f i n i t e  element a n a l y s i s  is  s u f f i c i e n t l y  a c c u r a t e  and conve r t s  t h e  more complex 
p a r t i a l  d i f f e r e n t i a l  equat ions  i n t o  ord inary  d i f f e r e n t i a l  equat ions.  The d i f -  
f e r e n t i a l  equa t ions  desc r ib ing  t h e  f l u t t e r  c h a r a c t e r i s t i c s  of l a r g e  s t r u c t u r e s  
can be  w r i t t e n  as follows: 
For t h e  evalua- 
I& + C k  + K x  = Du 
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(35) 
where M i s  the  general ized mass matrix, C is t h e  damping matrix, K i s  the  spr ing  
constant  matrix, and D i s  the  inpu t  o r  fo rce  d i s t r i b u t i o n  matrix. In  t h e  
vec tor  x, each t e r m  corresponds t o  a l i n e a r  o r  angular displacement of one of 
the  modes. 
may be unknown parameters i n  M, C ,  K, and D. An accelerometer measures acceler-  
The vec to r  u is  a vec to r  of de t e rmin i s t i c  o r  random inputs .  There 
a t i o n  a t  one po in t ,  which, i n  general ,  i s  a linear 
ponents of 2, i .e.,  
where H represents  t h e  parameters which determine a 
combination of s e v e r a l  com- 
( 3 6 )  
the  loca t ions  of the  accel- 
erometers. The s t r a i n  gages measure displacements,  so  t h a t  t h e i r  ou tputs  are 
l i n e a r  combinations of x, as follows: 
y s = H x  
S 
(37) 
Again, Hs determines t h e  loca t ions  of var ious  s t r a i n  gages. 
t he  inpu t s  are determined by c e r t a i n  parameters i n  the  matr ix  D. The t r a n s f e r  
func t ion  between y 
The loca t ions  of 
and u is  a 
and t h e  t r a n s f e r  funct ion between y and u i s  
S 
This mul t ivar iab le  problem can be solved i n  much the  s a m e  way as described and 
demonstrated above. 
r o t o r  vehic le  f o r  tunnel  test. 
It i s  c u r r e n t l y  being appl ied  t o  a 19-mode model of tilt 
CONCLUSIONS 
This paper descr ibes  how techniques of system i d e n t i f i c a t i o n  can be appl ied 
t o  t h e  problem of  determining accura te  estimates of c e r t a i n  c r i t i c a l  parameters 
i n  a e r o e l a s t i c  s t ruc tu res .  
It w a s  shown t h a t  information t h e o r e t i c  approaches can be used f o r  the  
s e l e c t i o n  of i n p u t  spectra and instruments.  I n  p a r t i c u l a r ,  var ious func t iona ls  
of t h e  inverse  of t h e  information matrix provide usefu l  measures of t he  accuracy 
of the  parameter estimates. The parameter es t imat ion accuracy depends upon both 
the  input  spectra and the  po in t s  where the  inpu t s  are appl ied.  The func t iona ls  
of t h e  inverse  of t h e  information matr ix  can be minimized under p r a c t i c a l  con- 
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s t r a i n t s  of t o t a l  cost?,  t h e  c o s t  versus t h e  accuracy of var ious  ava i l ab le  in- 
struments and c e r t a i n  loca t ion  cons t r a in t s ,  t h e  set of instruments which must 
be used, and t h e  pos i t ions  a t  which they should be loca ted  can be op t  
I n  some cases,  t h e  instruments are already i n s t a l l e d ,  b u t  t h e  maximum number of 
channels i s  f ixed  because of telemetry, recording, computer capacity, and many 
o the r  reasons. A tradeoff can be made between various instruments and the  
p o s s i b i l i t y  of having two o r  more instruments share one channel. 
I n  the  app l i ca t ion  of system i d e n t i f i c a t i o n  methodology t o  a e r o e l a s t i c  
s t r u c t u r e s ,  t h e  importance of an e f f i c i e n t  parameter i d e n t i f i c a t i o n  program 
cannot be overestimated. 
approach t h a t  u t i l i z e s  an eigenvalue ana lys i s  of t he  information mat r ix  provides 
not  only e f f i c i e n t  parameter estimates but  a l s o  important d iagnos t ics  regarding 
t h e  i d e n t i f i a b i l i t y  of various model parameters and t h e  relevance of various 
models. An a e r o e l a s t i c  ana lys i s  of a two dimensional wing, f o r  example, showed 
t h a t  a lower order  t r a n s f e r  func t ion  may be adequate t o  represent t he  input /  
output re la t ionships .  
A good method based on the  maximum l ike l ihood 
Maximum u t i l i z a t i o n  of these  techniques w i l l ,  of course, be r e a l i z e d  i n  
l a r g e  aerodynamic s t r u c t u r e s  where i d e n t i f i a b i l i t y  could be a ser ious  problem. 
Further work i n  t h e  development of these techniques is under way. 
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APPENDIX A 
ALGORITHM FOR CHOOSING OPTIMAL INPUT SPECTRUM 
The following procedure may be  used t o  determine the  optimal input  spec- 
trum: 
(a )  Choose a nondegenerate inpu t  f (w) ( i . e e 9  cons i s t ing  of more than 
0 m - f requencies ,  with a f i n i t e  power i n  each frequency), 
2P 
(b) Compute t h e  funct ion J,(w,f) where 
aT* -1 $(w,f) = R e [ T r  R-' M-l(f) 1 t o  minimize I M  ( f ) l  80 
= Re[Tr R-I  WM-2 ( f )  g] t o  minimize Tr(M-'(f)W> 
Find i t s  maximum a t  w under the  cons t r a in t  of equation ( 1 3 ) .  
0 
(c) Evaluate t h e  information matrix M(w ) a t  w I 
0 0 
(d) Update t h e  design 
f = (1-a ) f o  f aof(wo) 0 < a o < l  1 0 
a is  chosen t o  minimize /M-l(f) I o r  Tr(M-'(f)W) where 
0 
It can be  shown t h a t  such an a e x i s t s ,  
0 
(e )  Repeat s t e p s  (b) through (d) u n t i l  des i red  accuracy is  obtained,  
I n  the  procedure described above, t h e  funct ion J, has  many l o c a l  m a x i m a ,  
It is computationally t i m e  consuming t o  f i n d  w where $(w,f)  i s  maximum. I n  
t h e  computer implementation of t h e  algorithm, w e  consider f i n i t e  number of val-  
ues w and search  through a l l  values  of $ (us )  t o  f ind  the  maximum. Most s t a b l e  
systems of i n t e r e s t  are low pass  f i l t e r s .  Thus, i n  most cases i t  is  poss ib le  t o  
f i n d  a subset  of [ o , ~ ] ,  where t h e  search need be ca r r i ed  out.  
0 
i 1 
There are seve ra l  ways t o  see i f  the input  design is  c lose  t o  optimal. 
These methods use t h e  following criteria: 
(a) The information mat r ix  does not change s u b s t a n t i a l l y  from one s t e p  
t o  t h e  next ,  o r  t h e  optimizing func t ion  does not improve s i g n i f i c a n t l y  
with i t e r a t i o n s ,  
(b) The value of a .  which optimizes the  value of t he  des i red  func t ion  
approaches zero. I n  o the r  words, l i t t l e  power i s  placed a t  newly 
chosen frequencies. 
1 
(c) The m a x i m u m  value of t h e  function I) i s  not much higher than the i 
maximum value f o r  t h e  optimum design ( i . e . ,  m i f  we maximize ] M I  and 
T r  (M-l(f*)W) i f  we  minimize Tr(M-lW). 
In  our implementation, (a) and (b) are used as the  termination cri teria 
and (c) i s  used as a check. 
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APPENDIX E: SYMBOLS 
( A l l  Uni t s  A r e  Metr ic)  
a Elas t ic  a x i s  p o s i t i o n  from l ead ing  edge 
1 a Gain c o e f f i c i e n t  of l i f t  response t o  s t e p  change i n  a n g l e  of a t t a c k  
2 =1-a 2 a 
a ( i=1 ,2* . . )  C o e f f i c i e n t s  of t r a n s f e r  f u n c t i o n  denominator 
A S t a t  e weighting ma t r ix  
i 
A1,. . .A4 Coef f i c i en t  matrices def ined by equat ion  (2) 
T i m e  cons tan t  of l i f t  response t o  s t e p  change i n  ang le  of  a t t a c k  bl 
b2 =blc/2V 
b .  ( i -1 ,2  ...) C o e f f i c i e n t s  of t r a n s f e r  f u n c t i o n  numerator 
C Wing chord 
1 
C Cost func t ion  of a l l  ins t ruments ;  genera l ized  damping 
Cost c o e f f i c i e n t  of a s i n g l e  instrument  'i 
d D e r  iva t i v e  
D Contro l  d i s t r i b u t i o n  matrix to  measurements; c o n t r o l  ma t r ix  
(equat ion ( 3 5 ) )  
e P o s i t i o n  of c .g . ,  re la t ive t o  e l a s t i c  a x i s  
Dis tance  of f o r c e  a p p l i c a t i o n  from e l a s t i c  axis ( p o s i t i v e  forward) ef 
e Dis tance  of accelerometer  from elastic a x i s  ( p o s i t i v e  forward) 
E Energy c o n s t r a i n t  
0 
f ((4 Nondegenerate inpu t  func t ion  
f o  (w) 
f p ) .  . * 
F System dynamics mat r ix ;  t o t a l  s e c t i o n  l i f t ,  i npu t  f o r c e  
F =F / 2nqS 
S t a r t i n g  guess  of f(w) f o r  des ign  algori thm 
In termedia te  v a l u e s  of f . (w)  
1 
- 
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G Control  d i s t r i b u t i o n  mat r ix  
H Measur emen t d is tr i b u t  ion  matrix 
Accelerometer measur emen t s t a t  e d i s t r i b u t i o n  matrix 
S t r a i n  gage measurement s ta te  d i s t r i b u t i o n  mat r ix  
Ha 
j =a 
S 
H 
J Cost  func t iona l  
k Reduced frequency,  k=~c /2V 
k V e r t i c a l  s p r i n g  rste 
k 
k Mass rad ius  of gyra t ion  
K Generalized s p r i n g  ra te  
Y 
Tors iona l  s p r i n g  ra te  
@ 
m 
Quar t e r  chord l i f t  
Three q u a r t e r  chord l i f t  
L1 
L2 
m Mass; number of parameters i n  8 
1 
m 
M 
V i r t u a l  m a s s  
Information m a t r i x ;  genera l ized  mass 
Elements of information ma t r ix  Mi j  ( i j = l 9 2 *  - .> 
Nondimensional d i s t a n c e  = 2Vt/c; number of measurement 
2 Dynamic p res su re  = 1 / 2 W  ; number of f r equenc ie s  
r Nondimensional elastic axis p o s i t i o n ,  r=e/c 
r Nondimensional l oca t ion  of accelerometer ,  r =eo/c 
0 0 
'f Nondimensional input  f o r c e  l o c a t i o n ,  r =e /c f f  
=a/c -114 
= 3 / 4  -a/c 
1 r 
r2 
r ( i = 1 9 2 a . . )  Diagonal elements of measurement no i se  power s p e c t r a l  dens i ty  
mat r ix  i j  
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Measurement n o i s e  power s p e c t r a l  d e n s i t y  mat r ix  
R e a l  p a r t  
Laplace operator,T-t'(d/dp) 
Wing area = cb 
S t a t e  t r a n s f e r  func t ion  
S p e c i f i c a t i o n  parameter 
S p e c i f i c a t i o n  parameter 
T i m e  
T i m e  i n t e r v a l  (equat ion 
independent p a r t  of S (W , e )  
dependent p a r t  of S(w,e) 
Output t r a n s f e r  func t ion  
S p e c i f i c a t i o n  parameter independent p a r t  of T(w,B) 
S p e c i f i c a t i o n  parameter dependent p a r t  of T(w,f3) 
L i f t  c o e f f i c i e n t ,  L1/ZnqS; c o n t r o l  v a r i a b l e  
Measurement n o i s e  
Veloc i ty  
Nondimensional ver t ical  displacement ,  y / c  
91 C 
Information ma t r ix  weighting mat r ix  
S t a t e  
Measurement v e c t o r  (p x l), v e r t i c a l  d e f l e c t i o n  
Accelerometer measurement 
nef l e c t i o n  a t  accelerometer  l o c a t i o n  
Power a t  frequency w * 
Cutoff power 
I n t e r p o l a t i o n  c o e f f i c i e n t  f o r  update of t h e  input  des ign  
Input  l o c a t o r  parameter 
i 
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Y 
e 
i 
e 
A 
e 
u 
'i 
P 
w 
w 
0 
w 
Y 
w 
Y 
w@ 
Wi* 
Sca l a r  ad jus  tment f a c t o r  
Parameter set 
Parameter of t h e  set 
Parameter estimate 
=l+Tr (AS (a e )  S* (w ,e)  ) 
Lagrange m u l t i p l i e r  
Mass parameter 
Lagrange m u l t i p l i e r  
A i r  dens i ty  
Angular displacement 
Sec t ion  p i t c h  ra te ,  4 
Standard d e v i a t i o n  of 0 
Optimizat ion func t ion  
A 
i 
C i rcu la r  frequency 
Undamped frequency;  s t a r t i n g  frequency f o r  design a lgor i thm 
Tors iona l  n a t u r a l  frequency ,= 
Vertical  n a t u r a l  frequency = 
=+e/ 2v 
=w c/2v ' 
Frequencies w i t h i n  Aw 
Power weighted average of f requencies  w * i 
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SPECIFY THE SET OF 
TEST POINTS WHERE 
FLUTTER CHARACTERISTICS 
ARE TO BE DETERMINED 
INSTRUMENTS 
STRUCTURAL 
0 COST 
'I 
I 
TEST PLANNING AND EVALUATION 
0 INSTRUMENTS AND THEIR LOCATIONS 
o INPUT TIME HISTORIES AND THEIR 
LOCATIONS (IF VARIABLE) 
0 DURATION OF TEST, SAMPLING RATE, 
ROUNDOFF, ETC . 
CONDUCT THE TEST 
AND ADVANCED PARAMETER 
ESTIMATION PROGRAM 
Figure 1. Various steps in aeroelastic testing. 
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L1 
F 
Figure 2.  Model of a two dimensional wing i n  f l u t t e r .  
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Figure  3 .  
parameters .  
Optimal i npu t  design f o r  t h e  i d e n t i f i c a t i o n  of f l u t t e r  
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Figure 4. 
flutter parameters. 
Simplified optimal input spectrum for identification of 
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Parameter e s t ima t ion  e r r o r  as a f u n c t i o n  
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SIMULATION 
FUNCTION 1 DENT IF I ED 
SYSTEM IDENTIFIED 
FUNCTION IDENTIFIED 
X 5TH ORDER TRANSFER 
+ PARAMETERS OF 5TH ORDER 
A 4TH ORDER TRANSFER 
+ 
X 
A e 
a 
I I I - * *  T - 30 -20 - 10 
ci (RAD SEC-’) 
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50  
-3 0 
-2 0 
-10 
Figure 1 2 .  Poles of t h e  s imula t ion  t r a n s f e r  
func t ion  and i d e n t i f i e d  t r a n s f e r  func t ion .  
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Figure 13. 
function and identified transfer function. 
Zeros of simulation transfer 
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