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Abstract
The paper provides weighted Sobolev inequalities of the Caffare-
lli-Kohn-Nirenberg type for functions with multi-radial symmetry. An
elementary example of such inequality is the following inequality of
Hardy type for functions u = u(r1(x), r2(x)), where r1(x) =
√
x21 + x
2
2
and r2(x) =
√
x23 + x
2
4 from the subspace H˙
1,2
(2,2)(R
4) of the Sobolev
space H˙1,2(R4), radially symmetric in variables (x1, x2) and in vari-
ables (x3, x4): ∫
R4
u2
r1(x)r2(x)
dx ≤ C
∫
R4
|∇u|2dx,
Similarly to the previously studied radial case, the range of parameters
in CKN inequalities can be extended, sometimes to infinity, providing a
pointwise estimate similar to the radial estimate in [25]. Furthermore,
the ”multi-radial“ weights are a stronger singularity than radial weights
of the same homogeneity, e.g. 1
r1(x)r2(x)
≥ 12|x|2 .
∗The research of L. Skrzypczak was supported in part by Wenner-Gren Foundations
and by the grant UMO-2014/15/B/ST1/00164 of the National Center of Science, Poland.
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1 Introduction.
1.1 Subject of the paper
Let N > 1. A function f on RN is called block-radial, or multi-radial, or
m-radial, m > 1, if RN is considered as a product Rγ1 × · · · × Rγm , m ∈ N,
and f = f(r1, . . . , rm), where
rj = rj(x) =
(
x2γ1+···+γj−1+1 + · · ·+ x
2
γ1+···+γj−1+γj
)1/2
.
In other words, we divide RN into m “blocks” of variables Rγj and consider
functions dependent on radii of those blocks. If m = 1, the function f
is called radial, and the condition of block-radiality trivializes if m = N .
For mnemonic reasons we will often replace the notation N with |γ| :=
γ1 + · · ·+ γm.
This paper studies embeddings of block-radial subspaces of Sobolev spaces
H˙1,q into weighted Lq-spaces. As it transpires from Corollary 1 below, an
appropriate weight that estimates singularities of block-radial functions near
the hyperplanes rj(x) = 0, j = 1, . . . ,m, as well as their decay at infinity,
has the form of a suitable power of the following function of homogeneity 1:
rγ(x) = r1(x)
γ1−1
|γ|−m r2(x)
γ2−1
|γ|−m . . . rm(x)
γm−1
|γ|−m , x ∈ RN . (1)
Inequalities that express such embeddings are a part of the large family of
Caffarelli-Kohn-Nirenberg (CKN) inequalities [5], which includes the sharp
Sobolev (Mazya-Talenti-Aubin) inequality(for q < N) [3, 16, 27] and the
N -dimensional Hardy inequality∫
RN
|u(x)|q
|x|q
dx ≤
(
q
|N − q|
)q ∫
RN
|∇u|qdx, u ∈ C∞0 (R
N \ {0}) (2)
1 ≤ q <∞ and q 6= N , cf. [16, page 41], where the vanishing of the functions
at zero is in fact not required for q < N . More generally if N = m + n,
m,n ∈ N, and x = (y, z), y ∈ Rn, z ∈ Rm then∫
RN
|u(x)|q
|z|q
dx ≤
(
q
|m− q|
)q ∫
RN
|∇u(x)|qdx, u ∈ C∞0 (R
N ) (3)
if q 6= m and u(y, 0) = 0 for any y ∈ Rn, or if q > m, cf. [16, page 42].
Interpolation between Hardy and Sobolev inequalities gives immediately
embeddings into weighted Lp-spaces with q < p < q∗ = qNN−q . For the radial
functions, however, the interpolated Hardy-Sobolev inequalities also allow
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an extrapolation, with parameter p taking all values between q and ∞ due
to the Strauss-type estimate
supx∈RN |x|
N−q|u(|x|)|q ≤ C
∫
RN
|∇u|qdx, (4)
1 ≤ q < N , cf. [25, 15]. For more general inequalities for radial functions
we refer to, [4, 20, 21, 8].
In the m-radial case we deal with functions of m variables, and if m ≥ q,
there are no similar weighted L∞- bounds. Instead, one expects embeddings
of the m-radial subspaces of H˙1,q into suitably weighted L
qm
m−q -spaces, with
the “supercritical” exponent q∗m :=
qm
m−q > q
∗. As we show, it is possible to
reduce this question to a “block-radial” analogue of the Hardy inequality,
which in many cases follows from the standard Hardy inequality with help
of the Ho¨lder inequality, giving the inequality (5) below with the constant
(6). In addition to that we show that (5) holds with a positive constant,
not obtainable via Ho¨lder inequality, even when the constant (6) is zero,
provided that q ≥ 2 and 1 < m < |γ|. In particular we have∫
R2+1
u2
r21
dx ≤ C
∫
R2+1
|∇u|2dx,
and ∫
R2+2
u2
r1r2
dx ≤ C
∫
R2+2
|∇u|2dx.
Another type of inequalities of CKN-type is the m-radial analogue of
(4), expectable once m < q, since m-radial functions in Sobolev spaces are
continuous, with the growth or decay rate expressed by a power of rγ , rather
than a coarser estimate in terms of |x|.
Multiradial inequalities proved in this paper are scale-invariant, and thus
the degree of homogeneity in the weight is uniquely determined by the expo-
nent of the function or its gradient under the integral. In bounded domains
this is not necessarily true, and we may mention in this connection an ear-
lier result, Theorem 1.4 in [7], which gives a similar inequality with a radial
weight and biradial symmetry on a ball. This inequality is provided for an
open interval of parameters, up to the endpoint value.
The objective of this paper, in addition to proving embeddings for m-
radial subspaces of Sobolev spaces, is to study compactness of such embed-
dings. A related result for radial functions is compactness of embedding of
the radial subspace of H1,q into Lp, q < p < q∗ = qNN−q . Here we prove
compactness of embeddings of m-radial Sobolev spaces into Lp including
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the “supercritical” interval p ∈ (q, q∗m), and discuss the structured loss of
compactness at the “m-critical exponent” q∗m =
qm
m−q expressed in terms of
a profile decomposition.
Already from the argument in [5] one can infer that the range of param-
eters in the CKN inequalities becomes greater if one restricts the class of
functions to radial-symmetric ones. Radial CKN inequalities with the full
range of parameters can be found in [8]. For this reason we restrict the
consideration throughout the paper to m-radial functions with 2 ≤ m < N .
In [9] Ding has described sufficient conditions for compactness of embed-
dings for block-radial subspaces of Sobolev spaces similar to Strauss result
on compactness. Block-radial symmetry is a natural conditions in the varia-
tional study of elliptic PDE, as a means to obtain non-radial solutions, while
at the same time enjoying benefits of regularity that arises in problems in
lower dimensions, allowing, in particular, higher rate of growth for nonlinear
terms. We will not quote here numerous literature studying He´non’s equa-
tion, which describes an model in astrophysics and has a nonlinearity with
supercritical growth. Breaking of the radial symmetry of solutions in varia-
tional problems can be verified in some cases by comparing energy levels of
functionals with radial versus m-radial symmetry. As examples of studies
of problems with block-radial symmetry one may give [1, 2, 10, 11].
1.2 Block-radial subspaces - definitions and notations.
Let m ∈ 1, . . . , N and let γ ∈ Nm be an m-tuple γ = (γ1, . . . , γm), γ1 +
. . . + γm = |γ| = N . The m-tuple γ describes decomposition of R
|γ| =
R
γ1 × · · ·×Rγm into m subspaces of dimensions γ1, . . . , γm respectively. Let
SO(γ) = SO(γ1)× . . . SO(γm) ⊂ SO(N)
be a group of isometries on R|γ|. An element g = (g1, . . . , gm), gi ∈ SO(γi)
acts on x = (x1, . . . , xm), xi ∈ R
γi by x 7→ g(x) = (g1(x1), . . . , gm(xm)).
If m = 1 then SO(γ) = SO(N) is a special orthogonal group acting on
R
N . If m = N then the group is trivial since then γ1 = . . . = γm = 1 and
SO(1) = {id}.
We will denote a subspace of any space X of functions on R|γ| consisting
of functions invariant with respect to the action the group SO(γ) as Xγ . If
SO(γ) = SO(N), then we will write Xrad since in that case the subspace
consists of radial functions.
The spaces of our concern here are homogeneous Sobolev spaces of in-
variant functions H˙1,pγ (R|γ|) defined as the completion of C∞0,γ(R
|γ|) in the
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gradient norm ‖∇u‖p. The space H˙
1,p
γ (R|γ|) can be identified with the sub-
spaces of homogeneous Sobolev spaces H˙1,p(R|γ|) defined as the completion
of C∞0 (R
|γ|).
Let Yk be a hyperplane in R
N of codimension γk defined by rk = 0, and
let us introduce the subset
Y (γ) =
⋃
k:γk≥2
Yk ⊂ R
|γ|.
Definition 1. The homogeneous Sobolev space H˙1,q0,γ(R
|γ|) is the completion
of C∞0,γ(R
|γ| \ Y (γ)) in the gradient norm ‖∇u‖q.
In fact, if 1 < q ≤ min{γk : γk ≥ 2, k = 1, . . . ,m} and 1 < m < |γ|, then
H˙1,q0,γ(R
|γ|) = H˙1,qγ (R|γ|), see for details the proof of Theorem 2.
In the case under study, 1 < m < N , as we show below (Lemma 3 and
Lemma 4), the subspaces of H˙1,q0,γ(R
|γ|) are still spaces of functions. The
larger spaces H˙1,qγ (R|γ|) remain spaces of functions whenever 1 ≤ q < N
(see e.g.[16], p. 696).
1.3 Organization of the paper and main results
In Section 2 we prove preliminary estimates, including Lemma 2 with a
CKN-type inequality not contained in the main results of Section 3. In
Section 3 we prove the following inequality of Hardy type.
Theorem 1. Let 1 < m < N and 1 ≤ q <∞. Then there exists a constant
C > 0 such that for all u ∈ C∞0γ(R
|γ| \ Y (γ)) the following inequality holds,
∫
R|γ|
|u(x)|q
rγ(x)q
≤ C
∫
R|γ|
|∇u(x)|qdx . (5)
Moreover
C ≤


qq
∏
i:γi 6=1
|q−γi|
q(γi−1)
|γ|−m
, if 1 ≤ q < 2,
C(γ)q, if 2 ≤ q <∞.
(6)
We recall that the weight rγ(x) is defined by (1).
For a subset of parameters one can extend the inequality (5) to the space
H˙1,q(R|γ|):
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Theorem 2. Assume that 1 < m < N and 1 < q ≤ min{γk : γk ≥ 2}. Then
there exists a positive constant C such that for each u ∈ H˙1,q(R|γ|),∫
R|γ|
|u(x)|q
rγ(x)q
dx ≤ C
∫
R|γ|
|∇u(x)|qdx. (7)
Moreover the constant C satisfies the estimates (6).
We prove also the following inequality of CKN type, which extends the
range of Sobolev embeddings beyond the critical exponent q∗ = q|γ||γ|−q :
Theorem 3. Let 1 < m < N , 1 ≤ q < ∞, q ≤ p < ∞, and let p ≤ q∗m :=
qm
m−q whenever q < m. Then there exists a constant C > 0, uniform with
respect to q ≥ 2, such that for every u ∈ H˙1,q0,γ(R
|γ|),(∫
R|γ|
(
|u(x)|
rγ(x)
|γ|( 1
p
− 1
q
)+1
)p
dx
)q/p
≤ C
∫
R|γ|
|∇u(x)|qdx. (8)
If q 6= m then the constant C > 0 is independent of p.
If q < min{γk : γk ≥ 2} then the inequality (8) holds for any u ∈
H˙1,qγ (R|γ|). Moreover if q < min{γk : γk ≥ 2} and p < q
∗ then the inequality
(8) holds for any u ∈ H˙1,q(R|γ|).
By taking p → ∞ in (8), we have immediately the following m-radial
analogue of the Strauss estimate for radial functions (which corresponds
formally to the case m = 1 in the inequality below). The statement is
repeated in the second part of corollary for H˙1,qγ (R|γ|) when it coincides
with H˙1,q0,γ(R
|γ|).
Corollary 1. Let 1 < m < q < |γ|.
(i) There exists a positive constant C(γ) such that for any u ∈ H˙1,q0,γ(R
|γ|),
sup
x
(rγ(x))
|γ|−q|u(x)|q ≤ C(γ)q
∫
R|γ|
|∇u(x)|qdx. (9)
Moreover u is a continuous function outside the set Yγ.
(ii) If m < q < min{γk : γk ≥ 2} then the inequality (9) holds for any
u ∈ H˙1,qγ (R|γ|) and u is a continuous function outside the set Yγ.
Somewhat unexpectedly, inequality (9) does not generally hold for func-
tions in H˙1,qγ (R|γ|), despite the fact that when N > q > m, elements of
H˙1,qγ (R|γ|) are continuous away from Y (γ). The meaning of the following
counterexample, proved at the end of Section 3 is that the functions in
H˙1,qγ (R|γ|) may have asymptotics near Y (γ) incomparable to that for func-
tions belonging to H˙1,q0γ (R
|γ|).
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Proposition 1. Inequality (9) does not hold for the spaces H˙1,3γ (R4) with
γ1 = γ2 = 2.
It is easy to adapt the argument of the counterexample to some other
values of γ and q.
2 Preliminary estimates
We start with the following lemma.
Lemma 1. Let m = 2, max{γ1, γ2} ≥ 2 and α ∈ R. There exists a constant
C1 > 0 such that for all u ∈ C
∞
0γ(R
|γ| \ Y (γ)),
∫
R|γ|
|∇u(x)|2
(r1(x)γ1−1r2(x)γ2−1)
α
|γ|−2
dx ≥ C1
∫
R|γ|
|u(x)|2
(r1(x)γ1−1r2(x)γ2−1)
α+2
|γ|−2
dx.
(10)
Moreover there exists a positive constant Cγ depending on γ, such that C1 ≥
Cγα
2 for all α sufficiently large.
Proof. The function u is block-radial, therefore the inequality (10) is equiv-
alent to∫ ∞
0
∫ ∞
0
|∇u(r1, r2)|
2
(rγ1−11 r
γ2−1
2 )
α
|γ|−2
−1
dr1dr2 ≥ C1
∫ ∞
0
∫ ∞
0
|u(r1, r2)|
2
(rγ1−11 r
γ2−1
2 )
α+2
|γ|−2
−1
dr1dr2.
We assume that max{γ1, γ2} = γ2 so that γ2 ≥ 2. The case max{γ1, γ2} = γ1
then follows by renumbering the variables. Let us provide the quadrant
(0,∞)2 with polar coordinates by setting r1 = r cos θ, r2 = r sin θ, 0 ≤ θ ≤
π/2. In these coordinates we have
|∇r1,r2u(r1, r2)|
2 = |∂ru(r, θ)|
2 +
|∂θu(r, θ)|
2
r2
≥
|∂θu(r, θ)|
2
r2
.
It suffices therefore to prove the following inequality under the integral with
respect to r, using the notation ψ(θ) = (cos θ)γ1−1(sin θ)γ2−1:
∫ π/2
0
|∂θu(r, θ)|
2ψ(θ)
1− α
|γ|−2 dθ ≥ C1
∫ π/2
0
|u(r, θ)|2ψ(θ)
1− α+2
|γ|−2 dθ, (11)
r > 0, with the boundary condition u(r, 0) = u(r, π/2) = 0 or u(r, 0) = 0
if γ1 = 1. We will show that (11) follows from the Hardy inequality in one
dimension.
First we assume that γ1 > 1. An elementary calculation shows that
θγ = arctan
√
γ2−1
γ1−1
is a point of internal maximum for function ψ(θ), with
the negative second derivative, and that ψ(θ) is increasing on the interval
(0, θγ) and is decreasing on (θγ , π/2). Consider now the inequalities∫ θγ
0
|uθ(r, θ)|
2ψ(θ)
1− α
|γ|−2 dθ ≥ C(β)
∫ θγ
0
|u(r, θ)|2ψ(θ)
1− α+2
|γ|−2 dθ, r > 0,
(12)
and∫ π/2
θγ
|uθ(r, θ)|
2ψ(θ)
1− α
|γ|−2 dθ ≥ C(β)
∫ π/2
θγ
|u(r, θ)|2ψ(θ)
1− α+2
|γ|−2 dθ, r > 0.
(13)
Once we prove the inequalities, with respective conditions u(r, 0) = 0, and
u(r, π/2) = 0, we have (11) which yields the assertion of the lemma. We
prove below only (12), since (13) follows from (12) by interchanging role of
the variables r1 and r2 i.e. taking r1 = r sin θ, r2 = r cos θ.
Let ν =
(
α
|γ|−2 − 1
)
(γ2− 1). We introduce a mapping t(θ) as a solution
of equation
t′(θ) = sign(ν + 1)ψ(θ)
α
|γ|−2
−1
, (14)
where sign(x) = 1 if x > 0 and −1 otherwise. We set the initial condition
for the solution according to values of the parameters α and γ, by taking
into account that ψ(θ) = θγ2−1(1 + oθ→0(1)). Then t
′(θ) = θν(sign(ν + 1) +
oθ→0(1)). If ν > −1, we set t(0) = 0, so that t is a monotone-increasing
bijection between (0, θγ) and I = (0, tγ) with some tγ ∈ (0,∞). If ν ≤ −1,
we set t(0) = +∞, so that t is a monotone-decreasing bijection between
(0, θγ) and I = (tγ ,∞) with some tγ ∈ R. A substitution θ 7→ t(θ) into (12),
gives us ∫
I
|w′(t)|2dt ≥ C
∫
I
|w(t)|2V (t)dt, w(0) = 0, (15)
where the weight
V (t) = ψ(θ(t))
1− α+2
|γ|−2 θ′(t) = sign(ν + 1)t′(θ(t))−2ψ(θ(t))
− 2
|γ|−2
is singular either at zero, when ν > −1, or at infinity, when ν ≤ −1. It
suffices therefore to verify that V (t) = O(t−2) when t goes respectively
to zero or to infinity. In fact, we get V (t) = o(t−2). Computation of the
asymptotic behaviour of V (t) and estimation of the coefficient C1(α) ≥ Cγα
2
for large α is straightforward and is left to the reader. Here we give only
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some elaboration for the case ν = −1. In this case t(θ) = log 1θ (1 + o(1)),
V (t) = e
−(γ2−1)
(
2− 2α+2
|γ|−2
)
t
(1 + o(1)), and the coefficient in the exponent is
negative. When ν 6= −1, V (t) has a two-sided estimate by a suitable power
of t.
The inequality (15) follows from one-dimensional Hardy inequality and
the estimate V (t) = O(t−2).
At the end let γ1 = 1. Then θγ = π/2, so it is sufficient to consider the
integral from zero to π2 with the boundary condition u(r, 0) = 0, cf. (12).
We proceed in the similar way to the former case.
Lemma 2. Let m = 2, max{γ1, γ2} ≥ 2, q ∈ [2,∞), and β ∈ R. There
exists a constant C2 > 0 such that for all u ∈ C
∞
0γ (R
|γ| \ Y (γ)),
∫
R|γ|
|u(x)|q
(r1(x)γ1−1r2(x)γ2−1)
β+q
|γ|−2
dx ≤ C2q
q
∫
R|γ|
|∇u(x)|q
(r1(x)γ1−1r2(x)γ2−1)
β
|γ|−2
dx.
(16)
Moreover, C2 ≤
(
C(γ)
β+q
)q
for all sufficiently large values of β + q.
Proof. Since the values of the left and the right hand side do not change
from the replacement of u by |u| (and since we can use approximation of
Lipschitz functions by smooth functions), assume without loss of generality
that u ≥ 0. Applying Lemma 1 to v = uq/2, with α = β + q − 2 we have,
with the same constant C1,∫
R|γ|
u(x)q
rγ(x)β+q
dx =
∫
R|γ|
v(x)2
rγ(x)α+2
dx ≤
≤ C−11
∫
R|γ|
|∇u(x)q/2|2
rγ(x)α
dx = C−11
q2
4
∫
R|γ|
|∇u(x)|2u(x)q−2
rγ(x)β+q−2
dx.
Applying Ho¨lder inequality with exponents q2 ,
q
q−2 , we get∫
R|γ|
u(x)q
rγ(x)β+q
dx ≤ C−11
q2
4
∫
Rγ
u(x)q−2|∇u(x)|2
r
(β+q) q−2
q
γ r
2β
q
γ
dx ≤
≤ C−11
q2
4
(∫
R|γ|
|u(x)|q
rγ(x)β+q
dx
)1− 2
q
(∫
R|γ|
|∇u(x)|q
rγ(x)β
dx
) 2
q
,
from which (16) is immediate.
9
Lemma 3. Let 1 < m < |γ| and q ∈ [2,∞). There exists a constant C3 > 0
such that for all u ∈ C∞0γ (R
|γ| \ Y (γ)),∫
R|γ|
|u(x)|q
rγ(x)q
≤ C3q
q
∫
R|γ|
|∇u(x)|qdx, (17)
where rγ(x) = (r1(x)
γ1−1 . . . rm(x)
γm−1)
1
|γ|−m .
Moreover, C3 ≤
(
C(γ)
q
)q
for all sufficiently large values of q.
Proof. Without loss of generality assume that the dimensions γi are descend-
ing, and let j ∈ N be the largest value of i such that γi ≥ 2. Assume first
that j ∈ {1, 2}. Apply (16) with integration over Rγ1+γ2 , integrate with
respect to the remaining variables and augment the gradient in the right
hand side by derivatives with respect to the remaining variables.
Let now j ≥ 3. We use the representation
rγ1−11 . . . r
γj−1
j =
(
r
γj−1
j r
γ1−1
1
)1/2 (
rγ1−11 r
γ2−1
2
)1/2
. . .
(
r
γj−1−1
j−1 r
γj−1
j
)1/2
and applying the Ho¨lder inequality. Let γ0 = γj and
pk = 2
|γ| −m
γk−1 + γk − 2
= 2
γ1 + · · ·+ γj − j
γk−1 + γk − 2
, k = 1, . . . , j .
Then
j∑
k=1
1
pk
= 1 .
so we can use the Ho¨lder inequality to the product to the product of j terms
|u|
q
p1(
r
γj−1
j r
γ1−1
1
) q
2(|γ|−m)
. . .
|u|
q
pj(
r
γj−1
j−1 r
γj−1
j
) q
2(|γ|−m)
.
Then for any factor we can used Lemma 2 with β = 0 since pkq2(|γ|−m) =
q
γk−1+γk−2
. In consequence we get
∫
R
γ1+...+γj
|u(x)|q
rγ(x)q
≤ C3 q
q
(∫
R
γj+γ1
|∇u(x)|q
) 1
p1
. . .
(∫
R
γj−1+γj
|∇u(x)|q
) 1
pj
≤ C3 q
q
∫
R
γ1+...+γj
|∇u(x)|q (18)
Now the inequality (17) follows easily from (18) by integration with
respect to the remaining variables and augmenting the gradient, if it is
necessary.
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Lemma 4. Let 1 < m < |γ| and 1 ≤ q < 2. Then for all u ∈ C∞0γ(R
|γ| \
Y (γ)), ∫
R|γ|
|u(x)|q
rγ(x)q
≤
qq∏
i:γi 6=1
|q − γi|
q(γi−1)
|γ|−2
∫
R|γ|
|∇u(x)|qdx, (19)
where rγ(x) = (r1(x)
γ1−1 . . . rm(x)
γm−1)
1
|γ|−m
Proof. Once more we assume that the dimensions γi are descending, and let
j ∈ N be the largest value of i such that γi ≥ 2. From Hardy inequalities
for radial functions in Rγi , 1 ≤ i ≤ j, we have:∫
R|γ|
|u(x)|q
ri(x)q
dx ≤
∣∣∣∣ qq − γi
∣∣∣∣
q ∫
R|γ|
|∇iu(x)|
qdx, (20)
where ∇i denotes the gradient with respect to the variables xi with i =∑
j≤i−1 γj + 1, . . . ,
∑
j≤i γj. We represent the integrand of the left hand
side of (19) as a product of m terms |u(x)|
σiq
ri(x)qσi
, with σi =
γi−1
|γ|−m . Please note
that only the indexes i between 1 and j are relevant and that |γ| − m =
γ1 + . . . γj − j. So we can apply the Ho¨lder inequality with the exponent
1/σi, 1 ≤ i ≤ j, and afterwards replace partial gradients ∇i with with the
full gradient in the right hand side. In this way we immediately arrive at
(19).
3 Proofs of the main results
3.1 Inequalities of Hardy-type
The proof of Theorem 1 follows immediately from Lemma 3 and Lemma 4.
Corollary 2. Let 1 < m < N . There exists C(γ) > 0, such that for all
u ∈ C∞0γ (R
|γ| \ Y (γ))
‖u/rγ‖∞ ≤ Cγ‖∇u‖∞. (21)
Proof. Since the constant in (5) is independent of q we may pass to the limit
as q → ∞. The second statemt follows immediately from the first one and
the definition of rγ .
Note that the pointwise estimate of functions in H˙1,∞0,γ (R
|γ|) given by
Corollary 2 is of the form |u(r1, . . . , rm)| ≤ Cr
α1
1 . . . r
αm
m with αi ∈ [0, 1],∑
αi = 1, which is sharper than |u(x)| ≤ C|x| for general Lipschitz func-
tions. This is a consequence of having the zero value on {r1 . . . rm = 0}.
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Proof of Theorem 2.
1. We prove first that under assumptions of the theorem C∞0,γ(R
N \Y (γ))
is dense in H˙1,qγ (R|γ|).
Let H1,q(RN ) denote the usual inhomogeneous Sobolev space on RN
and H1,qγ (RN ) its subspace consisting of SO(γ) invariant functions. It is
known that H1,qγ (RN ) is a complemented subspace of H1,q(RN ), cf. [23].
Moreover, C∞0,γ(R
N ) is dense in H1,qγ (RN ) and the dual space (H
1,q
γ (RN ))′
can be identified with H−1,q
′
γ (RN ).
Every Cauchy sequence in H1,q(RN ) is a Cauchy sequence in the sense of
the gradient norm. Therefore H1,qγ (RN ) can be embedded into H˙
1,q
γ (R|γ|).
In consequence it is sufficient to show that C∞0,γ(R
N \ Y (γ)) is dense in
H1,qγ (RN ). Let us assume that the space C∞0,γ(R
N \ Y (γ)) is not dense. By
the Hahn-Banach theorem there exists f ∈ H−1,q
′
γ (RN ), f 6= 0, such that
f(ϕ) = 0 for any ϕ ∈ C∞0,γ(R
N \ Y (γ)). But this means that there exists a
non-zero element f ofH−1,q
′
γ (RN ) with supp f ⊂ Y (γ). This implies that the
inner capacity Cap(Y (γ),H1,q) is strictly positive (see Chapter 13.2 in [16]).
On the other hand N−q ≥ N−γk for any γk ≥ 2. So the Hausdorff measure
HN−q of any compact subset of Y (γ) is finite. In consequence Proposition
10.4.3/3 and Theorem 13.3/2 in [16] imply Cap(Y (γ),H1,q) = 0. This give
us the contradiction.
2. Let now u ∈ C∞0 (R
|γ|). We define its iterated spherical rearrangement
u⋆ as follows. Let u⋆1(r1, xγ1+1, xN ) be the symmetric-decreasing rearrange-
ment of u(·, xγ1+1, . . . , xN ) in R
γ
1 with the values of xγ1+1, . . . , xN fixed. Let
us assume that
u⋆i−1(r1, . . . , ri−1, x∑i−1
j=1 γj+1
, . . . , xN )
is already described. The function u⋆i−1 admits a finite value at any point
(r1, . . . , ri−1, x∑i−1
j=1 γj+1
, . . . , xN ). We define
u⋆i (r1, . . . , ri, x∑i
j=1 γj+1
, . . . , xN )
to be the symmetric-decreasing rearrangement of u⋆i−1 in R
γi with the values
of r1, . . . , ri−1 and x∑i
j=1 γj+1
, . . . , xN fixed. Finally, set u
⋆ = u⋆m.
By the Fubini theorem and the Polya-Szego¨ inequality applied consecu-
tively to u⋆i , i = m,m− 1, . . . 1 we get∫
RN
|∇u⋆|qdx =
∫
...
∫
Rγm
|∇u⋆m|
qdx ≤
∫
...
∫
Rγm
|∇u⋆m−1|
qdx (22)
=
∫
RN
|∇u⋆m−1|
qdx ≤ . . . ≤
∫
RN
|∇u|qdx,
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which implies that u⋆ ∈ H˙1,qγ (R|γ|).
Now by the Hardy-Littlewood inequality, applied at the ith block we get
∫
Rγi
|ui−1(r1, . . . , ri − 1, y, x∑
j=1
iγj+1, xN )|
q
|y|
q
γi−1
|γ|−m
dy ≤ (23)
≤
∫
Rγi
|u⋆i (r1, . . . , ri, x
∑
j=1
iγj+1, xN )|
q
|y|
q
γi−1
|γ|−m
dy,
where y denotes the variables of the ith block (i.e. |y| = ri). Please note
that the function y 7→ |y|
q
γi−1
|γ|−m is radial and decreasing. Once more using
the Fubini theorem we arrive at∫
RN
|u(x)|q
rqγ(x)
dx ≤
∫
RN
|u⋆|q
rqγ(x)
dx. (24)
Combining (22) with (24) we get (7). ✷
3.2 Inequalities of Caffarelli-Kohn-Nirenberg type.
We prove here Theorem 3 and Proposition 1.
Proof of Theorem 3. Let u ∈ C∞0,γ(R
|γ|). Changing variables we get by
the block-radiality of the function u that |∇xu(x)| = |∇r1,...,rmu(r1, . . . , rm)|
and∫
R|γ|
|∇u(x)|qdx = C
∫ ∞
0
. . .
∫ ∞
0
|∇u(r1, . . . , rm)|
qrγ1−11 . . . r
γm−1
m dr1 . . . drm.
(25)
Let ω = {(r1, . . . , rm) ∈ R
m : rγ1−11 · . . . · r
γm−1
m ∈ (1, 2|γ|−m)}. Then ω is a
domain in Rm with a uniformly Lipschitz boundary, and therefore it is an
extension domain, [13, Theorem 12.15]. This means that the Sobolev space
H1,q(ω) defined by restrictions can be embedded into Lp(ω):
(∫
ω
|u|pdr1 . . . drm
) q
p
≤ C
(∫
ω
|∇u|qdr1 . . . drm +
∫
ω
|u|qdr1 . . . drm
)
.
(26)
Moreover, if q 6= m then the constant is independent of p. For q > m
this follows from the embedding of H1,q(ω) into L∞(ω), and for q < m it
follows from the Talenti’s results [27], cf. also [13, Corollary 11.9]. In both
cases the uniform constant is a consequence of the Ho¨lder inequality and the
embedding at the endpoint values p = q and p = q∗ (understood as p = ∞
when q > m. Note that there is no endpoint embedding at q = m), and
13
thus, necessarily, there is no uniform Lp-bound. Let Ω = {x ∈ R|γ| : rγ(x) ∈
(1, 2)}. Then x ∈ Ω if and only if (r1(x), . . . , rm(x)) ∈ ω. Now the definition
of ω, (25), and (26) impliey(∫
Ω
|u|pdx
) q
p
≤ C
(∫
Ω
|∇u|qdx+
∫
Ω
|u|qdx
)
, (27)
and the constant C is independent of p if q 6= m.
Rescaling Ω by the factor 2−j , j ∈ Z, we have
C
(
2|γ|j
∫
2−jΩ
|u|pdx
) q
p
≤ 2(|γ|−q)j
∫
2−jΩ
|∇u|qdx+ 2|γ|j
∫
2−jΩ
|u|qdx.
Note that 1 ≤ (2jrγ(x))
|γ|−m ≤ 2 whenever x ∈ 2−jΩ. So multiplying the
above inequality by 2(q−|γ|)j , replacing the powers of 2, taken under the
integral, by appropriate powers of rγ(x), and adding up the inequality over
j ∈ Z, we get(∫
Ω
|u|p
rγ(x)|γ|(1−p/q)+p
dx
) q
p
≤ C
(∫
R|γ|
|∇u|qdx+
∫
R|γ|
|u|q
rγ(x)q
dx
)
.
By Theorem 1, the right hand side is bounded by C‖∇u‖qq.
The argument extending the inequality to the space H˙1,qγ (R|γ|) is the
same as in the first part of the proof of Theorem 2. If moreover 1q −
1
|γ| <
1
p
one can also use the second part of the proof of Theorem 2, and extend the
inequality to H˙1,qγ (R|γ|). The details are omitted. ✷
Proof of Proposition 1. It suffices to show that there exists a sequence
uk ∈ C
∞
0,γ(R
4) ⊂ H˙1,3γ (R4), γ = (2, 2), such that the right hand side of the
inequality (9) goes to zero while the left hand side remain bounded from
below by a positive number.
Block radial functions from H˙1,3γ (R4) are unambiguously defined by func-
tions on {(r1, r2) : r1, r2 ≥ 0}. Let (r, θ), 0 ≤ θ <
π
2 , r > 0, be the polar
coordinates in this quadrant. Let ψk ∈ C
∞
0 (R) be a sequence of positive
functions of the radial variable r supported near some r0 > 1, and let ϕk be
a sequence of positive, smooth compactly supported functions of the angular
variable θ. We put uk(r, θ) = ϕk(θ)ψk(r). Then
‖uk‖
3
1,3 = c
∫∫ (
ψ′k(r)
2ϕk(θ)
2 +
1
r2
ϕ′k(θ)
2ψk(r)
2
) 3
2
r3 sin(2θ)drdθ
To estimate the above norm it is sufficient to estimate the expressions∫
|ψ′k(r)|
3r3dr
∫
ϕk(θ)
3 sin(2θ)dθ and
∫
ψk(r)
3dr
∫
|ϕ′k(θ)|
3 sin(2θ)dθ.
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Now we choose the suitable functions ϕk and ψk. Let α ∈ C
∞
0 (R) be a
smooth function such that 0 ≤ α(t) ≤ 1, supp α = [0, 1] and α(1/2) = 1.
We take ϕk(θ) = α(kθ)θ
− 1
6 . Similarly we take φ ∈ C∞0 (R) such that 0 ≤
ψ(t) ≤ 1, supp ψ = [−1, 1] and ψ(0) = 1. We take ψk(r) = ψ(k
2(r − ro)),
ro > 1. Then
sup
x
rγ(x)
N−q|uk(x)|
q = c sup
(r,θ)
r(sin 2θ)
1
2ψk(r)
3α(kθ)3θ−
1
2 (28)
∼ c sup
(r,θ)
rψk(r)
3α(kθ)3 = croψ(0)α(1/2) = cro > 0.
On the other hand∫
(ψ′k(r))
3r3dr
∫
ϕk(θ)
3 sin(2θ)dθ ∼ (29)∫
(ψ′(k2(r − ro)))
3(k2r)3dr
∫
α(kθ)3θ
1
2dθ ≤ Ck−
7
2 ,
and ∫
ψk(r)
3dr
∫
(ϕ′k(θ))
3 sin(2θ)dθ ≤ (30)
Ck−2
( ∫
k3|α′(kθ)|3θ
1
2 dθ +
∫
α(kθ)θ−
1
6 dθ
)
≤ Ck−
1
2
Now (28)-(30) prove the proposition. ✷
4 Convergence properties of m-radial functions
We have the following corollary of Theorem 3, showing that vanishing of a
sequence of m-radial functions in Lq
∗
implies vanishing in a weighted Lσ for
an interval of σ that extends above q∗.
Theorem 4. Let 1 < m < N , 1 ≤ q < N , and let γi 6= 1 whenever q = 1.
If (uk) is a bounded sequence in H˙
1,q
0,γ(R
|γ|) and uk → 0 in L
q∗(R|γ|), then
∫
R|γ|
|uk(x)|
σ
r
|γ| q−σ
q
+σ
γ
dx→ 0 (31)
for any σ ∈ (q, qmm−q ) if q < m or for any σ > q otherwise.
(We recall that rγ is defined in (1).)
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Proof. Let Iσ(u) be the following expression, respectively:
(i) the left hand side of (5), when q ≤ σ < q∗;
(ii) the left hand side of (8) with p = qmm−q , when q < m and q
∗ < σ < qmm−q ;
(iii) the left hand side of (8) with any p > σ, when m ≥ q and σ > q∗.
Note that in the first case Iσ is bounded by Theorem 1, and in the second
and third case by Theorem 3. In all three cases the integral in (31) is an
interpolation by Ho¨lder inequality between Iσ and ‖uk‖q∗ , which converges
to zero, which proves the theorem.
We now formulate a preliminary result on defect of convergence in the
space H˙1,qγ (R|γ|), based on restriction of Solimini’s profile decomposition in
H˙1,q(R|γ|), cf. [22], to the m-radial subspace.
Theorem 5. Assume that 1 < m < N , 1 < q < N and that γi ≥ 2 for
every i = 1, . . . ,m. Let (uk) ⊂ H˙
1,q
γ (R|γ|) be a bounded sequence. Then there
exists a renamed subsequence of (uk), sequences (j
(n)
k )k∈N ⊂ Z and functions
w(n) ∈ H˙1,qγ (R|γ|), n ∈ N, such that
|j
(n)
k − j
(m)
k | → ∞ whenever m 6= n,
2
− |γ|−q
q
j
(n)
k uk(2
−j
(n)
k ·) ⇀ w(n),
uk(x) =
∑
n∈N
2
|γ|−q
q
j
(n)
k w(n)(2j
(n)
k x) + rk, (32)
where rk → 0 in L
p(R|γ|, r
−|γ| q−p
q
+p
γ ) for each p > q if q ≥ m and for each
p ∈ (q, qmm−q ) otherwise. Moreover, the series in (32) converges in H˙
1,q
γ (R|γ|)
unconditionally, uniformly in k and
∑
n∈N
‖∇w(n)‖qq ≤ ‖∇uk‖
q
q + o(1). (33)
Remark 1. It is important to stress that this is not a sharp result in a
sense that one may expect that, once all concentrations are subtracted, the
remainder ωk converges to zero in the endpoint norm with a suitable weight,
(L
qm
m−q if m > q or a weighted L∞ if m < q). Our conjecture is that
”all concentrations” should for this purpose include concentrations on all
singular orbits (i.e. orbits of dimension less than |γ| −m) of the symmetry
group O(γ1) × · · · × O(γm). For example, assuming m > q, the sequence
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uk = k
m−q
q w(k(r1 − 1), . . . , k(rm − 1)) with arbitrary w 6= 0, which consists
of the remainder alone (i.e. w(n) = 0 for all n), does not vanish in the
weighted L
qm
m−q , but concentrates on a singular orbit that is not the origin.
On the other hand, when m = 1, the origin is the only singular orbit,
and the remainder in (32) vanishes in the endpoint norm:
sup
r>0
r
|γ|−q
q |ωk(r)| → 0. (34)
Indeed, since δ(r − 1) is a continuous functional on H˙1,q(R|γ|) when |γ| >
q, and 2
|γ|−q
q
jkωk(2
jk ·) ⇀ 0 for any sequence (jk) (as it follows from the
argument of Theorem 5 repeated for m = 1, which implies t
|γ|−q
q
k ωk(tk·)⇀ 0
for any sequence (tk) of positive numbers, 〈δ(· − 1), t
|γ|−q
q
k ωk(tk·)〉 → 0 is the
same as t
|γ|−q
q
k ωk(tk)→ 0, which gives (34).
Before we prove Theorem5, we quote a particular case of Lemma 2.1
from [24], when the manifold M is R|γ|, and the group Ω is O(γ1) × · · · ×
O(γm). Note that this group is connected, and is coercive in the sense of
Definition 1.2 of [24] whenever γi ≥ 2 for = 1, . . . ,m, since then it contains
−I, and therefore the diameter of the orbit of any given point x is at least
2|x|, which is a coercive function of x.
Lemma 5. Assume that γi ≥ 2 for = 1, . . . ,m. Then for any sequence
(yk) ⊂ R
|γ| such that |yk| → ∞, there exists a sequence of elements ω
(1)
k , . . . ,
ω
(k)
k ∈ O(γ1)×· · ·×O(γm) such that a renumbered subsequence of yk satisfies
|ω
(m)
k yk − ω
(n)
k yk| → ∞ whenever m 6= n.
We can now prove Theorem5. The proof follows the reduction approach
used in [28], Proposition 5.1
Proof. The starting point of the proof is the profile decomposition of Soli-
mini [22], amended by two elementary observations. First, without loss of
generality one can replace sequences of general positive numbers t
(n)
k with
dyadic sequences 2j
(n)
k , j
(n)
k ∈ Z, and, second, since the remainder in [22]
vanishes in Lq
∗
, it vanishes in Lp(R|γ|, r
−|γ| q−p
q
+p
γ ) by Theorem 4. After
this reduction, Solimini’s profile decomposition takes, for a renamed subse-
quence, the following form
uk(x) =
∑
n∈N
2
|γ|−q
q
j
(n)
k w(n)(2j
(n)
k x− y
(n)
k ) + rk, (35)
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with rk → 0 in L
q∗ , and sequences j
(n)
k ∈ Z and y
(n)
k ∈ R
(|γ|) satisfying the
decoupling condition:
|y
(m)
k − y
(n)
k |+ |j
(m)
k − j
(n)
k | → ∞ (36)
whenever m 6= n. We will now use the m-radial symmetry to prove further
restrictions on the terms that may appear in (35). Note that if zk → 0,
w(·−zk)−w → 0 in the Sobolev norm, and of course this remains true if we
replace w with 2
|γ|−q
q
jkw¯(2jk ·−yk) with any jk ∈ Z and yk ∈ R
|γ|. Therefore,
any of the terms 2
|γ|−q
q
j
(n)
k w(n)(2j
(n)
k x−y
(n)
k ) in (35) with 2
−j
(n)
k y
(n)
k → 0 may
be replaced with 2
|γ|−q
q
j
(n)
k w(n)(2j
(n)
k x). To conclude the proof it remains now
to show that for no n ∈ N there is a renamed subsequence with 2−j
(n)
k |y
(n)
k | ≥
ǫ for some ǫ > 0. Let us fix such n and a corresponding subsequence, and
consider (35) for 2−
|γ|−q
q
j
(n)
k uk(2
−j
(n)
k ·) instead of uk, which allows us, without
loss of generality, to assume that j
(1)
k = 0 and |y
(1)
k | ≥ ǫ. Assume first that
y
(1)
k has a bounded subsequence, and, therefore, a renamed subsequence that
converges to some point y 6= 0. Then uk(·+y)⇀ w
(1), and, by the symmetry
of uk, this means that uk(·+ωy)⇀ w
(1) for any ω ∈ SO(γ1)×· · ·×SO(γm).
Since the weak limit is unique, we have w(1)(x) = w(1)(x − ωy) for each ω
and for all x ∈ R|γ|. Noting that the set {ω1y − ω2y, ω1, ω2 ∈ SO(γ1) ×
· · ·×SO(γm)} contains a neighbourhood of the origin, we conclude that w
(1)
is a constant, and thus, w(1) = 0.
It remains to consider therefore the case |y
(1)
k | → ∞. Since for any
ω ∈ SO(γ1) × · · · × SO(γm), uk(x) = uk(ω
−1x), using this with ω = ω
(j)
k
provided by Lemma 5 when yk = y
(1)
k , we arrive at uk(· + ω
(j)
k y
(1)
k ) ⇀ w
(1),
j ∈ N, with |ω
(m)
k y
(1)
k − ω
(n)
k y
(1)
k | → ∞ whenever m 6= n, which implies
that for any M > 0, ‖∇uk‖
q
q ≥ M‖∇w(1)‖
q
q + o(1). Therefore, necessarily,
w(1) = 0, which concludes the proof.
The following corollary is a slight generalization of the compactness re-
sult of Ding [9].
Corollary 3. Let 1 < m < N , 1 < q < N and γi ≥ 2 for i = 1, . . . ,m,
and assume that p > q if q ≥ m and p ∈ (q, qmm−q ) otherwise. Then for any
σ ∈ (q, p) the embedding H1,qγ (RN ) →֒ Lσ(RN , r
−(σ−q)( p
p−q
−
|γ|
q
γ ) is compact.
In particular, embedding into Ls(RN ) is compact for all s ∈ (q, q∗) (as shown
in [9]).
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Proof. Let uk ⇀ 0 in H
1,q
γ (R|γ|) and apply Theorem 5. Note that the addi-
tional Lq- bound on the sequence implies that w(n) = 0 unless j
(n)
k → +∞.
Note also that all the concentration terms with j
(n)
k → +∞ in (32) vanish
in Lσ(R|γ|, r
−(σ−q)( p
p−q
−
|γ|
q
γ ). Thus the renamed subsequence of uk is identi-
fied with the remainder term, which by Theorem 4 vanishes in Lp(). The
assertion of the theorem follows by interpolating using the Ho¨lder inequality
between Lp(R|γ|, r
−|γ| q−p
q
+p
γ ) and Lq(R|γ|).
5 Appendix
Let us present an alternative proof for a particular case (37) of the Hardy-
type inequality (10). The reason for giving a second proof is that it pro-
vides additional information about the inequality (37), namely that it is
not sharp, but there exists a continuous positive biradial function W (r1,r2)
on R4 \ {r1r2 = 0} such that Q(u) ≥
∫
R4
W (r1, r2)u(r1, r2)
2dx. This fol-
lows from the Allegretto-Piepenbrink argument, since the proof is based on
construction of a positive supersolution for the associated equation, which
happens not to be a solution. See [19, 26] for details and other possible
forms of the remainder.
Lemma 6. Let m = 2, γ1 = γ2 = 2, and α ∈ R. There exists a constant
C1 > 0, C1 ≥ C0(α− 1)
2, such that for all u ∈ C∞0γ(R
4 \ Y (γ)),∫
R4
|∇u(x)|2
(r1(x)r2(x))α−1
dx− C1
∫
R4
|u(x)|2
(r1(x)r2(x))α
dx ≥ 0. (37)
Proof. The function u is block-radial, therefore |∇xu(x)| = |∇r1,r2u(r1, r2)|
and the inequality (37) is equivalent to
Q(u) =
∫ ∞
0
∫ ∞
0
|∇u(r1, r2)|
2
(r1r2)α−2
dr1dr2 − C1
∫ ∞
0
∫ ∞
0
|u(r1, r2)|
2
(r1r2)α−1
dr1dr2 ≥ 0.
(38)
By the well-known argument, based on the ground state transform ([12,
Corollary 2.4], see also [17], [18] or [6, Theorem 8.3.4]), it suffices to find a
supersolution to the elliptic equation corresponding to the quadratic form
Q in a domain (0,∞)2 ⊂ R2. We consider this equation in the polar coor-
dinates (r, θ), r > 0, 0 < θ < π2 of the quadrant (r1, r2) ∈ (0,∞)
2, that is,
r1 = r cos θ and r2 = r sin θ:
−r2α−5∂r(r
5−2α∂ru)−r
−2(sin 2θ)α−2∂θ((sin 2θ)
2−α∂θu) ≥ Cr
−2(sin 2θ)−1u.
(39)
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A supersolution can be then given as
u(r, θ) =

r
−1
√
log
(
1
sin 2θ
)
, α = 1
rα−2(sin 2θ)
α−1
2 , α 6= 1
(40)
and trivial but tedious calculations yield (39) with C equal to a constant
multiple of (α− 1)2 when α 6= 1.
Remark 2. The heuristic considerations that led to proposing the super-
solution (40) are based on analogy with the supersolution (which is also a
solution) u = r
2−n
2 to the Euler-Lagrange equation associated with the radial
Hardy inequality
−
1
rn−2
∂r(r
n−1∂ru) =
(
n− 2
2
)2 u
r2
with 5−2α and 2−α taking place of n−1, respectively for the radial and the
angular variable. In case α = 1 resp. n = 2 the choice of the angular part
of the supersolution follows the ground state for the Leray inequality ([14]).
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