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Chapitre 1
Introduction
Le λ-calcul
De la fondation des mathe´matiques... En 1933, Alonzo Church propose un
syste`me [Chu33] connu en tant que λ-calcul, ayant pour but de donner une base
logique a` la notion de fonction. La notorie´te´ de ce calcul grandit dans les anne´es
qui suivirent. Kleene et Church [Kle36, Chu36] montre`rent que la classe des fonc-
tions de´finissables a` l’aide du λ-calcul est e´quivalente aux fonctions re´cursives de
Herbrand-Go¨del, elles-meˆmes e´quivalentes aux fonctions calculables par une ma-
chine de Turing [Tur37]. Avec l’invention de l’ordinateur, il est maintenant plus
facile de comprendre l’important de ce re´sultat : si on ne peut pas e´crire une fonc-
tion avec un λ-terme, alors un ordinateur ne pourra pas la calculer.
...Au premier langage de programmation fonctionnelle. Malgre´ sa mise
au point avant le premier ordinateur, le λ-calcul reste le langage de programmation
fonctionnelle the´orique universel, et se trouve eˆtre a` la base des langages re´els, tel
que ceux de la famille ML (OCaml [Oca], SML/NJ [SML], ...), Haskell [Has], ou
encore LISP (CommonLisp [LIS], Scheme [Big],...). Son succe`s peut eˆtre explique´
par sa simplicite´, et par le fait qu’il y seulement deux briques de base : les termes
du λ-calcul, et la re´duction les reliant. Un terme est, comme en mathe´matiques, soit
une variable, note´e x, y, z, soit une fonction note´e λx.t (c’est a` dire une fonction qui
prend x en argument et retourne t), soit l’application d’une fonction t a` son argument
u note´ t u. D’un point de vue programmation, λx.t est un programme qui prend x
en entre´e et retourne t, et t u l’exe´cution du programme t avec u passe´ en argument.
Une grande partie de la force du λ-calcul re´side dans le fait qu’un argument peut lui
meˆme eˆtre a` son tour une fonction. On dira que les fonctions sont des citoyens de
premie`re classe. Une autre proprie´te´ essentielle est le fait que lorsque l’on ajoute une
information supple´mentaire, a` savoir le typage des λ-termes, les ≪ programmes bien
type´s ne plantent jamais ≫ comme l’a montre´ Robin Milner [Mil78]. On peut meˆme
s’assurer a` l’aide du typage que l’on e´crit uniquement des programmes qui terminent.
Le fait de conside´rer des termes type´s ne nuit pas a` la clarte´ du programme car
il existe des me´canismes automatiques qui peuvent retrouver les informations de
typage d’un programme non type´, et ve´rifier qu’elles sont correctes, c’est a` dire
que le programme qui en re´sulte est bien type´. Ces informations de type deviennent
donc facultatives pour le programmeur. Tout comme les termes, la machinerie sous-
jacente qui va exe´cuter (ou re´duire selon la terminologie du λ-calcul) un λ-terme
est e´galement tre`s simple. Elle consiste en une unique re`gle de re´duction, appele´e
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la β-re´duction, qui transforme un terme (λx.t) u en t{x/u}. Cette re´duction est
note´e (λx.t) u→β t{x/u}. La notation t{x/u} repre´sente l’ope´ration qui substitue
chaque occurrence de la variable x par le terme u.
Les substitutions explicites
Le λ-calcul en tant que langage pour exprimer les fonctions calculables est pleine-
ment satisfaisant. En revanche, si l’on veut s’en servir pour faire un langage de pro-
grammation, diffe´rents proble`mes apparaissent. Le principal, autour duquel va s’ar-
ticuler toute cette the`se, est le fait que l’ope´ration de substitution t{x/u} n’a pas e´te´
de´fini dans le λ-calcul lui-meˆme. Contrairement a` la the´orie, une imple´mentation du
λ-calcul ne peut pas laisser certains de´tails de cote´, c’est a` dire qu’elle doit spe´cifier
cette ope´ration de substitution de manie`re exacte et pre´cise. Cette de´finition n’e´tant
pas canonique, cela peut donner lieu a` des imple´mentations tre`s diffe´rentes. De ce
fait, il est plus difficile d’e´tudier de fac¸on the´orique la base commune aux diffe´rentes
imple´mentations.
Meˆme si la de´finition suivante de substitution est souvent admise :
(λy.t){x/u} := λy.t{x/u}
(t v){x/u} := t{x/u} v{x/u}
x{x/u} := u
y{x/u} := y
elle ne permet pas de parler du comportement qu’ont les environnements dans les
langages de programmations, c’est a` dire des listes de substitutions qui restent en
attente d’e´valuation.
C’est pour toutes ces raisons qu’il est inte´ressant de de´finir la substitution
comme e´tant un citoyen de premie`re classe, d’en spe´cifier les re`gles qui de´finissent
son comportement, et d’en e´tudier les proprie´te´s. On parlera alors de substitution
explicite, contrairement a` la substitution implicite, ou me´tasubstitution, que nous
avons utilise´ jusqu’alors.
La premie`re incursion dans le domaine est l’article de De Bruijn [dB78] 1. Meˆme
si la pre´sentation est diffe´rente de celle connue actuellement, et que le mot ”expli-
cite” n’est pas pre´sent, la base d’un calcul qui re´duit de fac¸on e´le´mentaire est jete´e.
Cet article fuˆt important pour le projet Automath [Bro], permettant d’exprimer de
fac¸on formelle des proprie´te´s mathe´matiques afin de les prouver automatiquement.
Il faudra attendre dix ans pour que l’on s’inte´resse non seulement aux coˆte´s pra-
tiques, mais e´galement aux aspects the´oriques de ces calculs. Les articles [HL89] de
Hardin et Le´vy, et [Cur88] de Curien seront les pre´curseurs de l’article ≪ Explicit
Substitutions ≫ de Abadi, Cardelli, Curien, et Le´vy [ACCL90], conside´re´ comme la
re´fe´rence du premier calcul avec substitutions explicites dans la litte´rature. Contrai-
rement a` ses anceˆtres, il n’est plus question ici de s’inte´resser uniquement a` des ver-
sions simplifie´es suffisant a` de´crire les langages de programmation, mais de prendre
1Une version avec des notations plus modernes est disponible [Les94a]
3en compte le syste`me de re´e´criture dans toute sa ge´ne´ralite´. C’est cette fac¸on de
traiter le proble`me de la substitution qui va cre´er une dynamique ”substitutions
explicites” et donner lieu a` des dizaines de calculs, a` la queˆte de celui qui aura
les meilleurs proprie´te´s. La communaute´ sera d’autant plus motive´e que quelques
anne´es plus tard, il apparaitra que le calcul propose´ dans [ACCL90] posse`de un
de´faut majeur [Mel95] (voir proprie´te´ PSN, page 5).
Pour pouvoir illustrer l’ensemble des proprie´te´s que l’on s’attend a` trouver dans
un calcul avec substitutions explicites, nous utilisons le langage λx− [BR95, Blo97]
ou` la substitution explicite est repre´sente´e par le constructeur [ / ] :
(λx.t)u →B t[x/u]
(λy.t)[x/u] →x− λy.t[x/u]
(t v)[x/u] →x− t[x/u] v[x/u]
x[x/u] →x− u
y[x/u] →x− y
Parmi les re`gles pre´sente´es on peut distinguer→B qui remplace la re`gle β du λ-calcul
par une autre cre´ant une substitution explicite identifie´e par un nouvel ope´rateur
du langage. Celui-ci n’est plus ”me´ta”, mais se situe au meˆme niveau que l’appli-
cation ou l’abstraction. Cette nouvelle sorte de substitution n’est plus effectue´e de
suite mais propage´e par les re`gles →x− , qui forment le sous-calcul de propagation.
Prises a` part, les re`gles →x− doivent terminer car elles ne cre´ent pas de nouvelles
substitutions a` propager. On dira que ce sous-calcul a la proprie´te´ de normalisation
forte. Ce n’est e´videmment pas le cas de l’ensemble forme´ par λx− car comme il
existe des programmes qui ne terminent pas, il existe e´galement des termes du λ-
calcul qui ne terminent pas, et donc des termes de λx−. On de´sire en effet que le
calcul avec substitutions explicites se comporte de la meˆme fac¸on que le λ-calcul, y
compris lorsqu’il y a des boucles infinies.
On peut lister les diffe´rentes proprie´te´s the´oriques auxquelles on peut s’attendre
pour un tel langage :
• Correction (ou simulation) : Si un terme du λ-calcul se re´duit en un
autre, alors on veut pouvoir simuler cette β-re´duction dans le calcul avec
substitutions explicites.
Par exemple le terme (λx.xx) λy.y se β-re´duit en λy.y par les e´tapes
(λx.xx) λy.y →β (λy.y) (λy.y)→β λy.y. Dans le langage λx
−, en partant du
meˆme terme initial, on arrive bien au meˆme re´sultat, en faisant e´videmment
plus d’e´tapes :
(λx.xx) λy.y →B
(xx)[x/λy.y] →x−
x[x/λy.y] x[x/λy.y] →x−
(λy.y) x[x/λy.y] →B
y[y/x[x/λy.y]] →x−
x[x/λy.y] →x−
λy.y
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• Confluence : si au cours de l’e´valuation du programme on poursuit dans
deux directions diffe´rentes, alors les deux re´ductions doivent mener au meˆme
re´sultat in fine. Par exemple si dans le programme (1+ 1)+ (2+ 3) on e´value
2 + (2 + 3) ou (1 + 1) + (5), on est suˆr d’arriver par la suite a` un re´sultat
commun, a` savoir 2 + 5. De la meˆme fac¸on, on avait plusieurs choix lors de
la re´duction que l’on a effectue´e pour illustrer la β-simulation. On aurait pu
faire le choix suivant :
(λx.x x) λy.y →B
(x x)[x/λy.y] →x−
x[x/λy.y] x[x/λy.y] →x−
(λy.y) x[x/λy.y] →x−
(λy.y) λy.y →B
y[y/λy.y] →x−
λy.y
Nous sommes bien arrive´s au meˆme re´sultat.
Tous les langages que nous e´tudions dans cette the`se sont confluents, comme
l’est d’ailleurs le λ-calcul.
Les techniques pour prouver la confluence reposent principalement sur des
jeux de simulation entre le calcul avec substitutions explicites et le λ-calcul,
ainsi que sur la proprie´te´ de confluence du λ-calcul lui meˆme [Chu41].
• Confluence sur des termes ouverts : e´galement appele´e me´taconfluence,
cette proprie´te´ s’inte´resse a` la confluence lorsque l’on a des termes dont on
ne connait pas toute la structure, appele´s termes ouverts ou me´tatermes.
Par opposition, on parlera de termes clos pour les termes dont on connait
la structure entie`re. Les termes ouverts peuvent eˆtre utilise´s pour effec-
tuer de l’unification d’ordre supe´rieur [DHKP96, Hue76] ou imple´menter des
me´talangages [Nad02].
Le concept de terme me´ta est le meˆme que celui utilise´ pour spe´cifier les
re`gles de re´duction ou` l’on e´crit par exemple (t v)[x/u] →x− t[x/u] v[x/u].
Ici t, v et u sont des termes ”variables” dans le sens ou` l’on ne connait pas
leurs structures sous-jacente. De meˆme que pour la confluence, pour qu’un
calcul soit me´taconfluent, il faut qu’il soit possible a` partir d’une divergence
dans la re´duction de revenir a` un terme commun. Le calcul λx− n’est pas
me´taconfluent comme le montre l’exemple suivant :
t[x/u][y/v] B← ((λx.t) u)[y/v]→x− (λx.t)[y/v] u[y/v]
? →x−
t[y/v][x/u[y/v]] B← λx.t[y/v] u[y/v]
En effet entre les termes t[x/u][y/v] et t[y/v][x/u[y/v]] il n’existe pas de
re´duction possible si on ne connait pas la structure de t.
5La me´taconfluence implique non seulement la confluence sur les termes clos,
mais indique e´galement que les diagrammes peuvent eˆtre ferme´s de fac¸on
locale.
Pour montrer la me´taconfluence, il n’est plus possible de se reposer sur la
confluence du λ-calcul tel qu’on peut le faire pour montrer la confluence sur
les termes clos. A la place, on va utiliser les techniques base´es sur la re´duction
paralle`le [Bar84].
• Pre´servation de la normalisation forte (PSN) : si un programme de´fini
par un λ-terme termine, alors cela doit eˆtre e´galement le cas lorsqu’on l’e´value
avec les re`gles du calcul avec substitutions explicites. C’e´tait le cas pour le
terme (λx.xx) λy.y lorsqu’on l’a e´value´ pour illustrer la β-simulation. Il faut
noter qu’un langage avec substitutions explicites correct, c’est a` dire qui peut
simuler le λ-calcul, ne pre´serve pas force´ment la normalisation forte. Si le λ-
terme t se re´duit en t′ alors il existe un chemin pour simuler cette re´duction
dans le calcul avec substitutions explicites, mais il peut e´galement exister un
autre chemin qui me`ne sur une boucle infinie.
Malgre´ son apparente simplicite´, la PSN est l’une des proprie´te´s les plus dif-
ficiles a` garantir et a` de´montrer. De plus, contrairement a` toute attente, elle
n’est pas vraie pour λσ, le langage pionnier, comme l’a montre´ Mellie`s avec
son contre-exemple [Mel95].
C’est finalement plusieurs anne´es plus tard qu’apparaitront des calculs comme
λx [BR95, Blo97] ou λυ [BBLRD96] qui sacrifieront de la me´taconfluence pour
obtenir PSN.
Les techniques pour montrer PSN sont tre`s varie´es. Elles peuvent eˆtre fa-
ciles a` mettre en oeuvre pour des calculs simples en se contentant d’utili-
ser des RPO (λx, ...). On peut noter e´galement la technique qui consiste
a` remonter l’historique de cre´ations des substitutions en utilisant un argu-
ment de minimalite´ [BBLRD96]. Une fac¸on e´galement simple de montrer
PSN est d’utiliser la proprie´te´ dite IE, c’est a` dire que si un terme t{x/u}
termine, alors sa version explicite t[x/u] termine e´galement. Il reste ensuite
a` prouver IE, ce qui peut eˆtre fait simplement par induction dans certains
cas [AK10] ou bien via un syste`me complexe de calculs auxiliaires avec
e´tiquettes [DG01, ABR00, Kes07]. Une autre fac¸on de montrer la PSN est
l’utilisation des techniques de simulation. Elles consistent a` simuler un calcul
pour lequel on veut montrer PSN dans un autre pour lequel on sait que PSN
est ve´rifie´e [Kes07].
• Normalisation forte : cette proprie´te´ stipule que tout programme type´ ter-
mine. Pour conside´rer des termes avec substitutions explicites type´s, il va
falloir e´tendre le syste`me de typage du λ-calcul pour ge´rer le cas de la sub-
stitution. Meˆme si cette extension est souvent naturelle, les preuves se com-
pliquent nettement. Ces dernie`res reposent (comme pour le λ-calcul) sur des
techniques de re´ducibilite´ [Bar84], ou utilisent plus simplement la PSN.
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Il existe e´galement une variante, la normalisation faible. Elle indique qu’il
existe, parmi toutes les re´ductions possibles a` partir d’un terme, un che-
min qui termine. Elle est suffisante pour les imple´mentations. En effet, toute
imple´mentation est de´terministe, c’est a` dire qu’elle va choisir un unique che-
min a` suivre qui sera indique´ par une strate´gie. Il suffit donc d’imposer une
strate´gie normalisante, qui choisit donc toujours le bon chemin, pour ne pas
tomber dans une impasse.
On demande e´galement, comme mentionne´ ci-dessus, a` ce que les re`gles qui
ne font que propager les substitutions explicites terminent.
• Composition totale : c’est une ge´ne´ralisation de la notion de simulation.
Tout terme t[x/u] du calcul avec substitutions explicites doit pouvoir se
re´duire sur t{x/u}. C’est une proprie´te´ the´orique tre`s forte, qui en implique
facilement d’autres (simulation, confluence sur des termes ouverts, ...). Le cal-
cul λx− ne posse`de pas cette proprie´te´ de composition totale car il n’a aucune
re`gle permettant de composer deux compositions. Par exemple x[x/y][y/z] ne
se re´duit pas sur x[x/z]. Il doit en effet se re´duire d’abord sur y[y/z] puis sur
z, ce qui n’est pas le re´sultat escompte´.
Re´ussir a` obtenir l’ensemble des proprie´te´s mentionne´es ci-dessus pour un calcul
avec substitutions explicites est un savant jeu d’e´quilibres. En effet, pour obtenir
la composition totale ou la me´taconfluence, il semble ne´cessaire d’ajouter une re`gle
telle t[x/u][y/v] → t[y/v][x/u[y/v]] qui permet d’obtenir la composition de deux
substitutions pour continuer ensuite la propagation. Malheureusement, une version
na¨ıve de composition telle que celle-ci va irre´me´diablement conduire au contre-
exemple de Mellie`s, qui repose sur le fait que le calcul permet de composer des
substitutions lorsque la variable y n’apparaˆıt dans u. De nombreuses restrictions
permettent de rattraper PSN, comme interdire a` une substitution de traverser une
abstraction [LM99], ou spe´cifier une strate´gie de re´duction [GL98], mais presque
toutes se font au de´triment d’une ou plusieurs autres proprie´te´s.
Restreindre la re`gle de composition t[x/u][y/v]→ t[y/v][x/u[y/v]] a` la condition
que ≪ y apparaisse dans u ≫ permet de´ja` d’e´viter le contre-exemple de Mellie`s. Il
faut ajouter une e´quation qui permute les substitutions inde´pendantes pour pouvoir
avoir re´ellement toutes les proprie´te´s attendues (notamment la me´taconfluence ou
la composition totale) :
t[x/u][y/v] ≡ t[y/v][x/u]
Inde´pendant signifie que y n’apparaˆıt pas dans u et que x n’apparaˆıt pas dans v.
Mis a` part la cate´gorisation des calculs ayant telle ou telle proprie´te´, il existe
les distinctions suivantes qui sont orthogonales aux pre´ce´dentes proprie´te´s (excepte´
la pre´sence d’e´quations, qui est une question ouverte) :
• Noms / Indices : La pre´sentation de variables avec des noms est celle que
nous avons exclusivement utilise´e jusqu’a` pre´sent, en se contentant de lettres.
Elle pre´sente cependant un gros de´faut que l’on peut illustrer par l’exemple
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se re´duit en λx.x. Or le terme (λy.λz.y) x qui devrait eˆtre e´quivalent a`
(λy.λx.y) x se re´duit en λz.x, de´signant un tout autre terme. Cela illustre
le phe´nome`ne de capture de variables, qui peut eˆtre e´vite´ si l’on renomme
toutes les variables lie´es (celles qui apparaissent sous la forme λx) d’un terme
de telle fac¸on a` avoir des noms diffe´rents des variables libres (celles qui n’ap-
paraissent pas sous la forme λx).
Utiliser cette solution dans la pratique, pour un langage de programmation,
est comple`tement irre´aliste. Afin d’avoir un langage un minimum efficace, il
est ne´cessaire d’utiliser un syste`me tout a` fait diffe´rent, qui utilise des entiers,
au lieu de lettres, comme les indices de De Bruijn [dB72] ou les moins connus
niveaux de De Bruijn [dB72]. De cette fac¸on on e´vite le renommage a` chaque
pas de re´duction. La contrepartie, mais bien moins couteuse que les renom-
mages, est la mise a` jour de certains indices lorsqu’ils traversent des symboles
lieurs. La manipulation de ces indices devient e´galement plus fastidieuse.
Meˆme si le calcul λσ a e´te´ pre´sente´ a` la fois avec des noms et des indices, c’est
en utilisant des indices que le principal des proprie´te´s a e´te´ de´veloppe´. On
peut en effet remarquer que tout comme les substitutions explicites, l’usage
des indices permet de se rapprocher de la re´alite´. La plupart des successeurs
de λσ, tels que λσw [CHL92], λυ [BBLRD96, Les94b] ont e´galement utilise´
des indices.
C’est seulement par la suite que des calculs avec noms firent leur apparition.
Le plus simple est sans doute λx [BR95, Blo97, Ros92, Ros96] de´crit par les
re`gles suivantes :
(λx.t) u → t[x/u]
x[x/u] → u
t[x/u] → t x n’apparaˆıt pas dans t
(λy.t)[x/u] → λy.t[x/u]
(v w)[x/u] → v[x/u] w[x/u]
Il existe des calculs ayant des indices [MRZ10] et d’autres ayant des
noms [Kes09] avec toutes les bonnes proprie´te´s liste´es ci-dessus. Les deux
calculs cite´s en exemple sont d’ailleurs isomorphes [MRZ10], ce qui montre
que le choix entre indices et noms n’est pas important en ce qui concerne les
proprie´te´s the´oriques du calcul.
• Re´duction forte / faible : La re´duction forte est celle qui autorise les
re´ductions peu importe l’endroit ou` elles prennent place dans le terme. La
re´duction faible, au contraire, interdit les re´ductions se trouvant en dessous
d’un symbole λ. Cette restriction est suffisante pour imple´menter des langages
fonctionnels et permet des simplifications, notamment sur la mise a` jour des
indices. Elle est donc suffisante pour les langages de programmation, et de ce
fait ces derniers utilisent syste´matiquement la re´duction faible.
8 Chapitre 1. Introduction
Dans [CHL92] une version faible de λσ a e´te´ pre´sente´e avec l’avantage d’eˆtre
confluente sur les termes ouverts, contrairement a` sa version forte. Il faut noter
que la majorite´ des e´tudes the´oriques sur les calculs avec substitutions expli-
cites conside`rent la re´duction forte. D’un point de vue plus pratique, [FMS05]
pre´sente diffe´rents calculs avec des re´ductions faibles dans une optique de
performance.
• Pre´sence d’e´quations : Les e´quations permettent d’identifier des termes
moralement e´gaux. L’e´quation la plus simple est suˆrement celle qui permute
des substitutions inde´pendantes : t[x/u][y/v] ≡ t[y/v][x/u] (si x n’est pas
dans v et y pas dans u). Elle a e´te´ introduite par [Kes07], se basant sur des
ide´es de [KL05], se basant a` son tour sur les re´seaux de preuves de la logique
line´aire [Gir87].
Il a e´te´ conjecture´ que λes [Kes07] posse`de toutes les proprie´te´s liste´es ci-
dessus (toutes sont montre´es sauf la me´taconfluence). Ce fuˆt finalement une
simplification de ce calcul, λex [Kes09], e´galement avec une e´quation, qui
atteint le but de ve´rifier l’ensemble de ces proprie´te´s.
Le calcul λex comporte les re`gles et l’e´quation suivante :
(λx.t) u → t[x/u]
x[x/u] → u
t[x/u] → t si x n’est pas dans t
(v w)[x/u] → v[x/u] w[x/u]
(λy.t)[x/u] → λy.t[x/u]
t[x/u][y/v] → t[y/v][x/u[y/v]] si y est dans u
t[x/u][y/v] ≡ t[y/v][x/v] si y n’est pas dans u, et x pas dans v
Il est important de noter que malgre´ la diffe´rence avec λx qui peut paraˆıtre
minime (re`gle de composition et e´quation en plus), les techniques ne´cessaires
a` mettre en oeuvre pour prouver PSN pour λex sont sans commune mesure.
Pour les calculs avec indices, le seul ayant toutes les proprie´te´s posse`de
e´galement une e´quation [MRZ10].
C’est toujours un challenge de comprendre s’il existe un calcul sans e´quations
ayant toutes les proprie´te´s liste´es auparavant.
• Structure / Distance : Pour la plupart des calculs dans la litte´rature, la
propagation de la substitution explicite t[x/u] de´pend de la structure de t.
Cependant, une autre sorte de syste`me de propagation existe, base´ sur la no-
tion de multiplicite´ et d’action a` distance [Mil07, dB87, Ned92, SP94, KLN05,
O´ Conchu´ir06]. On parle de calculs structurels et de calculs a` distance.
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de´finit son me´canisme de propagation de la fac¸on suivante :
t[x/u] → t si x n’est pas dans t
t[x/u] → t{x/u} si x est une fois dans t
t[x/u] → tx❀y[x/u][y/u] si x est au moins deux fois dans t
t[x/u][y/v] ≡ t[y/v][x/u] si les substitutions sont inde´pendantes
ou` tx❀y est le remplacement non-de´terministe d’au moins une occurrence de x
par y. Malgre´ la pre´sence de la substitution implicite, on peut tout de meˆme
parler de calcul avec substitutions explicites car si on imple´mente λj avec
des graphes, l’ope´ration t{x/u} est aussi atomique que pouvait l’eˆtre la re`gle
x[x/u]→ u dans d’autres calculs.
Le calcul λj [AK10] est e´galement inte´ressant pour sa re`gle de cre´ation des
substitutions explicites :
(λx.t)L u→B t[x/u]L
ou` L est une liste de substitution. La re´duction suivante est possible avec λj :
(λx.λy.x y) a b →
(λy.x y)[x/a] b →
(x y)[y/b][x/a] →
(a y)[y/b] →
(a b) →
Dans le chapitre 4, nous proposons d’abord une e´tude de la confluence pour un
calcul ge´ne´rique avec substitutions explicites qui satisfait un ensemble d’axiomes.
Parmi ces axiomes, la simulation du λ-calcul permet de tirer partie de la confluence
du λ-calcul. Graˆce a` cette me´thode, la confluence d’un calcul se re´sume a` montrer
la confluence et la normalisation du calcul de propagation des substitutions, ainsi
qu’a` la ve´rification de diffe´rents axiomes naturels pour un tel calcul.
Dans la suite du chapitre, nous montrons que le λj-calcul a la proprie´te´ de
me´taconfluence. Pour y parvenir, nous introduisons une caracte´risation des termes
auxquels on a applique´ autant que possible la re`gle qui duplique une substitution.
Cela permet de pouvoir indiquer comment clore une divergence apre`s un renom-
mage non-de´terministe. En effet, alors que pour le λj-calcul avec des termes clos il
suffisait d’effectuer la composition totale pour revenir a` un terme commun, il faut
maintenant eˆtre plus subtil car la composition totale n’est plus applicable. Cette ca-
racte´risation d’un terme auquel on a applique´ autant que possible la re`gle de contrac-
tion est inde´pendante de toute notion de confluence, et serait donc re´utilisable dans
des travaux futurs. Apre`s avoir isole´ la difficulte´ du non-de´terminisme, on mettra
en oeuvre la technique de re´duction paralle`le.
2Le calcul a e´te´ introduit en tant que ≪The structural λ-calculus≫ mais nous le cate´gorisons en
tant que calcul a` distance. En effet, le sens de structure dans le titre est celui des re`gles structurelles
de la logique, et non de structure d’un terme.
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Les ressources explicites
Il est possible d’aller plus loin dans l’explicitation des me´canismes du λ-calcul.
On peut en effet voir, a` la lumie`re de la logique line´aire [Gir87], la substitution
explicite comme une substitution line´aire (c’est a` dire qui lie une unique occurrence
de variable) combine´e a` un effacement de variable (si la variable n’est pas la`) et
a` une duplication (qui permet de dupliquer une variable si elle apparaˆıt plusieurs
fois). En se basant sur cette ide´e, le calcul λlxr [KL07] posse`de non seulement
substitution explicite, mais e´galement contraction et affaiblissement (qui sont les
constructions syntaxiques indiquant qu’il y aura une duplication et un effacement
au moment de l’exe´cution). La contraction qui s’e´crit C
y|z
x (t) repre´sente le terme t
ou` les variables y et z sont identifie´es en la seule et meˆme variable x. Il n’est donc
pas possible d’e´crire x x dans ce calcul. De la meˆme fac¸on, il n’est plus possible
d’e´crire une fonction λx.t avec une variable x qui n’est pas utilise´e dans t. A la place,
on e´crira λx.Wx(t) ou` x n’apparaˆıt donc pas dans t. Avec la pre´sence de ces deux
nouveaux ope´rateurs, il est ne´cessaire d’ajouter les re`gles qui vont les propager, et
les faire interagir entre eux-meˆmes et avec la substitution explicite. La se´mantique
associe´e a` ce calcul fera descendre les contractions au plus bas dans les termes,
et monter les affaiblissements au plus haut. Les interactions avec la substitution
sont plus complique´es, notamment lorsqu’une substitution explicite rencontre une
variable contracte´e ou affaiblie comme dans C
y|z
x (t)[x/u] ou Wx(t)[x/u].
Une fois ce formalisme de´fini, on peut se poser la question de savoir ce que se-
rait un calcul avec seulement une partie de ses ressources explicites. Il existe des
calculs avec affaiblissement et substitution comme [DG01] ou bien avec unique-
ment contraction et affaiblissement comme [vO01]. Mais de manie`re plus ge´ne´rale
on peut dire que chacune de ces ressources pourrait eˆtre traite´ implicitement ou
explicitement. Ceci donne les huit possibilite´s suivantes, ou` c, s, et w de´signent
respectivement contraction, substitution, et weakening (affaiblissement) :
Ressource c Ressource s Ressource w
Im Im Im
Ex Im Im
Im Ex Im
Im Im Ex
Ex Ex Im
Ex Im Ex
Im Ex Ex
Ex Ex Ex
Pour illustrer ce concept autrement, voici un prisme compose´ de deux bases,
une ou` la substitution est implicite, et l’autre ou` elle est explicite. Par exemple
λc (qui correspond a` la deuxie`me ligne du pre´ce´dent tableau) est le langage ou`
seulement la contraction est explicite, et λws (qui correspond a` l’avant dernie`re ligne
du pre´ce´dent tableau) le langage ou` seulement l’affaiblissement et la substitution
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sont explicites.
λsw λcsw
λw λcw
λs λcs
λ∅ λc
base substitution explicite
base substitution implicite
Cette pre´sentation, avec les arreˆtes dessine´es, insiste sur le fait que l’on peut
factoriser certaines proprie´te´s et espe´rer pouvoir transfe´rer certaines caracte´ristiques
automatiquement d’un calcul a` un autre par des jeux de simulations.
Dans le chapitre 5, nous conside´rons l’e´tude d’un prisme des ressources. Il faut
noter qu’il existe une multitude de prismes, au moins un pour chaque calcul avec
substitutions explicites existant. L’ajout des ope´rateurs de contraction et d’affai-
blissement ainsi que la modularisation du prisme pour obtenir les bonnes proprie´te´s
liste´es pre´ce´demment est encore une fois un jeu d’e´quilibre extreˆmement de´licat.
Certains calculs se preˆtent plus ou moins bien a` ce jeu de simulations dans un
prisme. Dans l’e´tude que l’on va faire, le calcul avec le plus de ressources explicites
est une variante de λlxr avec une re`gle de duplication non-de´terministe comme
dans λj. Le calcul λs qui ge`re uniquement de manie`re explicite la substitution
pre´sentera lui aussi une duplication non-de´terministe. La PSN de ce calcul sera
e´tudie´e se´pare´ment au chapitre 3.
Pour de´crire le prisme lui-meˆme, nous introduisons les termes et les re´ductions
qui sont de´finies pour l’ensemble du prisme, et non pour chaque calcul. Chacun des
huit calculs sera parame´tre´ par un ensemble de sortes {c, s, w}, repre´sentant respec-
tivement la contraction, la substitution, et l’affaiblissement. Si une sorte appartient
a` un calcul donne´ alors le traitement des ope´rations correspondantes sont rendues
explicites, comme pre´sente´ dans le tableau introduit pre´ce´demment. La notion de
base sera e´galement importante, car certains the´ore`mes sont vraies dans une base
mais pas dans l’autre. Par exemple, la composition totale aura uniquement du sens
dans la base de la substitution explicite. Ensuite par un jeu de simulations permet-
tant de transporter des proprie´te´s d’un calcul a` un autre, la confluence sera montre´e
graˆce a` celle du λ-calcul, ainsi que la PSN graˆce a` celle de λs montre´e au chapitre 3.
Apre`s avoir introduit des types simples, nous montrons que les termes type´s de tous
ces langages sont fortement normalisant.
Pour montrer que λs be´ne´ficie de PSN, nous utilisons une me´thode adapte´e
de [Kes07]. Celle-ci ne´cessite de montrer que la normalisation d’un terme avec sub-
stitution implicite implique la normalisation du meˆme terme avec substitution ex-
plicite. Pour y arriver, il va falloir utiliser un syste`me de substitutions avec des
e´tiquettes afin d’identifier les termes normalisant utilise´s dans le corps des substitu-
tions. Pour propager cette nouvelle sorte de substitution, un syste`me de propagation
sera ajoute´, qui pourra se diviser en deux sous-syste`mes. L’un s’occupera de la partie
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interne des substitutions e´tiquete´es, l’autre du reste. On pourra ainsi montrer que si
t{x/u} et u terminent dans le syste`me original, alors la version explicite e´tiquete´e
termine e´galement. Il faudra pour conclure s’occuper de l’autre sens, et montrer
que si un terme avec substitution explicite e´tiquete´e termine, alors sa version non
e´tiquete´e termine aussi.
Longueur des re´ductions
Comme nous l’avons vu auparavant, les longueurs de re´ductions pour aller d’un
terme a` un autre peuvent eˆtre diffe´rentes selon que l’on utilise tel ou tel calcul avec
substitutions explicites.
Si on fixe un calcul posse´dant la normalisation forte, par exemple en se re-
streignant aux programmes type´s, il peut eˆtre inte´ressant de connaˆıtre les lon-
gueurs maximales de re´ductions. On peut ainsi obtenir une garantie sur le temps
d’exe´cution d’un programme, en supposant que chaque pas de re´duction prenne
un temps constant. Malheureusement, dans le cas ge´ne´ral d’un calcul qui permet
d’exprimer au moins les λ-termes type´s, cette borne maximale est tellement grande
qu’elle n’est pas utile dans la pratique. En effet, pour le λ-calcul, Beckmann a montre´
que les bornes maximales correspondent a` des tours d’exponentielles de´pendant de
la taille du terme initial, mais surtout du type du programme [Bec01]. Pire encore,
il a montre´ que ces bornes sont exactes, c’est a` dire que l’on ne peut pas vraiment
espe´rer mieux pour le cas ge´ne´ral.
Nous allons e´tudier les bornes maximales pour les calculs avec substitutions ex-
plicites. Ces proble`mes jamais e´tudie´s auparavant permettraient de mieux connaitre
l’e´cart pratique se´parant le λ-calcul des calculs avec substitutions explicites. Cela
pourrait e´galement renseigner sur l’e´cart entre les imple´mentations et les calculs
avec substitutions explicites. Ainsi, on pourrait mieux se rendre compte du niveau
d’abstraction des calculs avec substitutions explicites.
Dans le chapitre 6, nous faisons une e´tude de la complexite´ pour un le calcul
λx−, et conjecturons des e´le´ments de re´ponse a` la question de la quantification de
l’e´cart de complexite´ se´parant le λ-calcul des λ-calculs avec substitution explicite.
Pour y parvenir, nous effectuons des expe´riences pratiques sur la forme que prennent
certains re´ductions. Graˆce a` un programme qui analyse la taille d’un terme au cours
de sa re´duction, nous remarquons des sche´mas qui se re´pe`tent au cours du temps,
ce qui permet d’obtenir des informations sur des directions futures de recherche.
Certification
La ve´rification des programmes prend une place de plus en plus importante au fur
et a` mesure que les programmes eux-meˆmes se diffusent partout dans la vie de tous
les jours. Dans les domaines ou` des programmes de´faillants pourraient mettre des
vies en jeu, la simple chasse au bug ne suffit plus. Il faut s’assurer qu’il n’y a plus
aucun bug non pas en les cherchant, mais en ayant la preuve mathe´matique que le
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programme n’en contient aucun, c’est a` dire qu’il est correct.
Ces preuves peuvent parler des programmes eux-meˆmes, ou bien des proprie´te´s
qu’on en attend. Plutoˆt que de s’inte´resser aux programmes eux-meˆmes, on peut
e´galement conside´rer la certification des compilateurs, comme de´veloppe´ dans le
projet CompCert [Com]. De la meˆme manie`re, l’e´tude de la se´mantique des langages
de programmation et de leurs corrections apparaˆıt comme un pre´requis avant de
s’inte´resser aux programmes que l’on pourra e´crire avec.
C’est a` cet endroit que les substitutions explicites entrent en jeu car elles ont
une place importante pour nombre de langages fonctionnels. Cela pre´sente un grand
inte´reˆt car avec le grand nombre de re`gles que pre´sentent certains calculs, il est re-
lativement facile de faire des erreurs. De plus, cela offre l’avantage de se poser des
questions sur certains de´tails qui eux, e´taient reste´s implicites. Par exemple le rem-
placement non-de´terministe n’a jamais e´te´ spe´cifie´ formellement pour λj [AK10].
Pour parvenir a` ve´rifier un programme ou une preuve, diffe´rents outils existent.
Certains prouveurs fonctionnent de manie`re automatique, d’autres de manie`re inter-
active. Il est e´vident que l’on pourra prouver plus des proprie´te´s plus complexes si on
indique a` l’ordinateur comment proce´der. Les prouveurs automatiques comme Alt
Ergo [CCK06] ou CVC3 [BT07] sont en ge´ne´ral articule´s autour de solveurs plus ou
moins complexe du proble`me SAT. Les prouveurs interactifs posse`dent des the´ories
bien plus complexes que les prouveurs automatiques. On peut citer Coq [Coq] qui
est base´ sur le Calcul des Constructions inductives.
Il faut tout de meˆme rappeler que avant de pouvoir prouver certaines proprie´te´s,
que cela soit automatiquement ou interactivement, il faut d’abord formaliser le lan-
gage que l’on de´sirer e´tudier. Cette formalisation va eˆtre plus ou moins simple selon
que l’on e´tudie l’arithme´tique, pour laquelle il n’y a souvent pas de formalisation
a` proprement parler car elle est la plupart du temps inte´gre´e dans le prouveur, ou
bien un langage avec des lieurs. En effet, un de´savantage que posse`de nombre de
prouveurs est l’inexistence de me´canisme permettant de s’occuper de la gestion des
variables lie´es.
Si on veut formaliser un langage avec indices tel que λσ il n’y aura pas de
proble`me car le me´canisme de gestion des lieurs est de´ja` comple`tement formalise´,
mais si on s’inte´resse a` λx alors il va falloir spe´cifier ses re`gles de re´duction avec
des indices, ou bien utiliser un me´canisme complique´ de renommage des variables
pour e´viter le phe´nome`ne de capture. De plus, il faudrait aussi pouvoir identifier des
termes ”jumeaux” tels que λx.x et λy.y. Pour ge´rer ce proble`me, d’autres prouveurs
comme Abella [Gac08] utilisent la notion de syntaxe d’ordre supe´rieure ou` ni noms,
ni entiers ne sont utilise´s. Une dernie`re possibilite´ est l’utilisation de la logique
nominale [GP02] comme le propose Isabelle [Isa].
Dans le Chapitre 6, nous formalisons le calcul λj en Coq en choisissant d’uti-
liser un me´lange d’indices pour repre´senter les variables lie´es, ainsi que de noms
pour les variables libres. Nous expliquons les me´canismes a` mettre en œuvre, ainsi
que l’inte´reˆt de formaliser un tel calcul. Nous donnons une de´finition formelle du
remplacement non-de´terministe, et, apre`s avoir expliquer les difficulte´s techniques
lie´es a` l’utilisation d’indices, nous donnons une preuve formelle de la proprie´te´ de
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composition totale pour λj.
Re´sume´ de la the`se et de ses contributions
• Chapitre 2 : nous de´finissons toutes les notions pre´sente´es informellement dans
cette introduction qui servent tout au long de la the`se. Ainsi, nous revenons
plus en de´tail sur les notions de type et de strate´gie.
• Chapitre 3 : nous montrons que le langage λs, au cœur du chapitre 5, be´ne´ficie
de la proprie´te´ PSN. Ce re´sultat permettra au chapitre 5 de montrer PSN pour
l’ensemble des calculs du prisme.
• Chapitre 4 : la question de la confluence est traite´e de diffe´rentes manie`res.
D’abord d’un point de vue axiomatique pour l’ensemble des calculs utili-
sant des noms de´crits dans cette the`se. Dans un deuxie`me temps, nous nous
inte´ressons a` la me´taconfluence du calcul λj [Ren].
• Chapitre 5 : c’est la` ou` est de´fini le prisme des ressources, la contribution
la plus importante de la the`se. Les re´sultats de ce chapitre ont e´te´ publie´s
dans [KR09] puis re´vise´s et e´tendus dans [KR11].
• Chapitre 6 : pour cette dernie`re partie, nous proposons une ouverture plus
pratique. Dans un premier temps nous e´tudions la longueur des re´ductions
de λx− et conjecturons des e´le´ments de re´ponse. Dans un second temps nous
formalisons λj en Coq et montrons qu’il posse`de la proprie´te´ de composition
totale.
• Chapitre 7 : nous finissons par une conclusion et une pre´sentation des
diffe´rentes lignes de travaux futurs.
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In this Chapter we present some known technical material needed for the com-
prehension of the thesis. The prerequisites only consist of mathematical basis.
In Section 2.1 we present Abstract Reduction Systems, which are used to express
general notions related to reduction. In Section 2.2 we formally introduce the
λ-calculus, and all its specific notions. In Section 2.3 we introduce explicit substi-
tutions which are at the heart of the thesis. We present some notions concerning
explicit substitutions in general, and some others only concerning calculi with ex-
plicit substitutions used later in the thesis. Finally, in Section 2.4, we show the
relation between explicit substitutions and logic, through the Curry-Howard iso-
morphism.
2.1 Abstract Reduction Systems
We first state some general properties independent of the reduction system we are
considering. All those notions will be applicable both for the λ-calculus and any
λ-calculus with explicit substitutions. For more details about this section, consult
the reference book for rewriting, Terese [Ter03].
Definition 2.1.1 (Abstraction reduction system (ARS)). An abstract reduction
system (ARS) is a set A (the objects) equipped with a binary relation 7→R (or 7→ if
there is no ambiguity) over A. We write t 7→ u if (t, u) ∈7→. We say that t reduces
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to u. The relation 7→+R is the transitive closure of 7→R and 7→
∗
R is the reflexive
and transitive closure of 7→R. Given two ARSs (A, 7→R1) and (A, 7→R2), the ARS
(A, 7→R1∪R2) is the ARS whose reduction relation is given by 7→R1 ∪ 7→R2.
Definition 2.1.2 (Sub-ARS). Let (A, 7→R) and (B, 7→R′) be two ARSs. Then
(A, 7→R) is a sub-ARS of (B, 7→R′) if the following conditions are satisfied:
• A ⊆ B;
• ∀a, a′ ∈ A, a 7→R a
′ ⇐⇒ a 7→R′ a
′;
• ∀a ∈ A, ∀b ∈ B, a 7→R′ b =⇒ b ∈ A.
Definition 2.1.3 (Reduction modulo). Let (A, 7→R) be an ARS with an associated
equivalence relation ≡ over A. Let t, t′, u, u′ be objects in A. In this thesis we use
the following notations:
• t⇒R t
′ if t 7→R t
′ (this is an alternative notation for t 7→R t
′).
• t→R t
′ if t ≡ u 7→R u
′ ≡ t′
• t→∗R t
′ is the transitive and reflexive closure of →R. As we consider equiva-
lence classes, the reflexive case is t ≡ t′, and not t = t′.
Notice that (A,→R) is also an ARS.
Latter in the thesis, the ”normal” notion of reduction for a calculus will be
written →R i.e. we almost always want to consider equivalences in the reduction if
there are ones. Even for a calculus without equivalences, we will also use the nota-
tion →R (this is the case where ≡ is simply the syntactical identity). The notation
t⇒R t
′ will thus only be used to denote that in a calculus with an equivalence we
are not considering the equivalence.
Definition 2.1.4 (Normal form). Given an ARS (A, 7→R), we say that an object
t ∈ A is in →R-normal form (resp. ⇒R-normal form), written t ∈ NF→R (resp.
t ∈ NF⇒R) or t ∈ NFR if no ambiguity arises, if there is no t
′ such that t →R t
′
(resp. t ⇒R t
′). If t reduces to v and this latter one is in normal form, then v is
said to be a normal form of t.
Definition 2.1.5 (Strongly normalizing (SN)). Given an ARS (A, 7→R), if there is
no infinite →R-reduction (resp. ⇒R) starting at t ∈ A, then we say that t is →R-
strongly normalising (resp. ⇒R-strongly normalising), written t ∈ SN→R (resp.
t ∈ SN⇒R), or simply t ∈ SNR if no ambiguity arises. An ARS is →R-strongly
normalising (resp. ⇒R-strongly normalising) iff all its objects are.
Theorem 2.1.6. Let (A, 7→R1) and (A, 7→R2) be two ARSs. Let (B, 7→R) be another
ARS and g a relation s.t. g ⊆ A×B. Suppose that for all a, a′, b, b′
(P1) a g b & a→R1 a
′ imply ∃b′ s.t. a′ g b′ & b→∗R b
′.
(P2) a g b & a→R2 a
′ imply ∃b′ s.t. b g b′ & b→+R b
′.
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(P3) The relation →R1 is SN.
then, a g b & b ∈ SNR imply a ∈ SNR1∪R2.
Proof. A proof by contradiction can be easily done as follows. Suppose a /∈
SN (R1∪R2). Then, there is an infinite (R1 ∪ R2)-reduction sequence starting at
a, and since R1 is a well-founded relation by P3, this reduction sequence has nec-
essarily the form
a→∗R1 a1 →
+
R2
a2 →
∗
R1 a3 →
+
R2
. . .∞
and can be projected by P1 and P2 into an infinite →R-reduction sequence as
follows:
a →∗R1 a1 →
+
R2
a2 →
∗
R1
. . . ∞
b →∗A b1 →
+
R b2 →
∗
R . . . ∞
We thus get a contradiction with the fact the b ∈ SNR.
Definition 2.1.7 (Confluence). Given an ARS (A, 7→ R) with an equivalence rela-
tion ≡ over objects. We say that:
1. →R is confluent if
∗
R← · →
∗
R ⊆ →
∗
R ·
∗
R←
2. ⇒R is confluent modulo ≡ if
∗
R⇐ · ≡ · ⇒R ⊆ ⇒
∗
R · ≡ ·
∗
R⇐
3. ⇒R is Church-Rosser (CR) modulo ≡ if ↔
∗
R ⊆ ⇒
∗
R · ≡ ·
∗
R⇐ where
↔∗R:= (⇒R ∪ R⇐ ∪ ≡)
∗
Lemma 2.1.8. CR modulo ≡ is the strongest property i.e. 3 ⇒ 2 and 3 ⇒ 1 but
1; 3 and 2; 3.
Proof. Cf. [Ter03].
Definition 2.1.9 (Convergence). An ARS (A, 7→ R) is  -convergent ( being
→R or ⇒R) if it is  -confluent and  -strongly normalizing. Thus any object has
a unique  -normal form in a  -convergent ARS, written ↓R (t) (if  =→R) or
⇓R (t) (if  =⇒R) or simply ↓(t) if no ambiguity arises.
Definition 2.1.10 (Length of a reduction). The length of a reduction starting
from an object a to an object a′ is its number of steps. The equivalence steps are
not considered. In the case of a convergent ARS, the longest length from an object
a to its unique normal form is denoted η→R(a) or η⇒R(a). The notation η(a) will
be used if no ambiguity arises.
Definition 2.1.11 (Strategy). A strategy for an ARS (A, 7→R) is a sub-ARS having
the same objects and the same normal forms. Furthermore, for every object t, there
is only one u s.t. t reduces to u. The strategy thus defines a function over objects.
Definition 2.1.12 (One-step strategy). A strategy (A, 7→S) of an ARS (A, 7→R) is
one-step if T reduces to T ′ in one step by →S (resp. ⇒S) then T also reduces in
one step to T ′ by →R (resp. ⇒R).
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Definition 2.1.13 (Many-step strategy). A strategy (A, 7→S) of an ARS (A, 7→ R)
is many-step if T reduces to T ′ in one step by →S (resp. ⇒S) then T reduces in
several steps to T ′ by →R (resp. ⇒R).
Definition 2.1.14 (Effective stragtegy). A strategy is effective if it is computable.
Definition 2.1.15 (Perpetual strategy). A strategy  of an ARS (A, 7→R) is
perpetual if ∀a /∈ SN→R (resp. ∀a /∈ SN⇒R), a  b =⇒ b /∈ SN→R (resp.
a b =⇒ b /∈ SN⇒R).
Definition 2.1.16 (Maximal strategy). A strategy (A,→max) of an ARS (A, 7→R)
is →R-maximal (resp. ⇒R-maximal) if ∀a /∈ NF→R (resp. ∀a /∈ NF⇒), a →max
b =⇒ η→R(b) < η→R(a) (resp. a→max b =⇒ η⇒R(b) < η⇒R(a)).
Lemma 2.1.17. If a strategy is maximal, then it is perpetual. The converse is not
true
Proof. Straightforward.
2.2 Lambda Calculus
2.2.1 Basis
The λ-calculus can be seen as an ARS (∆, β) where ∆ is given by Definition 2.2.1
and β by Definition 2.2.12.
Definition 2.2.1 (λ-term). The set ∆ of λ-terms is defined by the following gram-
mar:
t, u ::= x | λx.t | t u
where x belongs to an infinite set of variables. The term t u is called an application
and λx.t an abstraction. When it is clear from the context, we will write term
instead of λ-term.
Definition 2.2.2 (Tree representation, depth). The inductive definition of λ-terms
allow us to see them as trees. The application t u is a node ”application” with the
tree representation of t as left son, and the tree representation of u as a right son.
The abstraction λx.t is a node ”abstraction” with a unique son consisting of the tree
representation of t. A variable is a unique node.
A subterm u of t is at depth n in the tree representation of t if one has to cross
n edges from the root of the tree to the tree representation of u.
Definition 2.2.3 (Height). The height h(t) of a term t is defined by h(x) := 0,
h(λx.t) := 1 + h(t), h(u v) := 1 +max(h(u), h(v)).
Notation 2.2.4. The abstraction takes precedence over application that is with
λx.t u we mean λx.(t u). The term ((...((uv1)v2)...)vn) will be abbreviated as
uv1...vn.
2.2. Lambda Calculus 19
Definition 2.2.5 (Free variables, Bound variables, Closed term). The set fv(t) of
the free variables of a term t is defined by induction as:
fv(x) := x
fv(λx.u) := fv(u) \ {x}
fv(u v) := fv(u) ∪ fv(v)
The set bv(t) of bound variables of a term t is defined by induction as:
bv(x) := ∅
bv(λx.u) := bv(u) ∪ {x}
bv(u v) := bv(u) ∪ bv(v)
A term t is closed if fv(t) = ∅.
Definition 2.2.6 (Number of occurences). The number of free occurrences of the
variable x in a term t, written |t|x, is defined by induction on t:
|x|x := 1
|y|x := 0
|λy.t|x := |t|x
|v w|x := |v|x + |w|x
Definition 2.2.7 (Position). A position in a term t describes a subterm in t by
means of a finite sequence (eventually empty, written ε) of 0 and 1. The subterm
of t at position p is given by pos(p, t) which is defined by induction on terms:
pos(ε, t) := t
pos(0 · p, u v) := pos(p, u)
pos(1 · p, u v) := pos(p, v)
pos(0 · p, λx.u) := pos(p, u)
For instance, the subterm of y (λx.xz) at position 101 is z.
Definition 2.2.8 (Barendregt’s convention, α-conversion). In all the thesis, we
will intensively use the Barendregt’s convention[Bar84], that is, free and bound
variables will have different names. Furthermore, different bound variables will
also have different names. The congruence on terms generated by the renaming of
bound variables is the α-conversion or α-equivalence. We write t =α u if u can be
obtained from t by a renaming of bound variables.
Example 2.2.9. The term λx.x y is α-equivalent to λz.z y but not to λx.x z.
In all the thesis, the terms will always
be considered modulo α-conversion
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Definition 2.2.10 (Implicit substitution). The implicit substitution of x by u in t,
written t{x/u}, is defined by induction on t, following the Barendregt’s convention:
x{x/u} := u
y{x/u} := u with x 6= y
(λy.v){x/u} := λy.v{x/u} with x 6= y
(v w){x/u} := v{x/u} w{x/u}
Example 2.2.11. For instance (λy.x y){x/y} is equal to λz.y z and not λz.z z
which would result in the capture of a free variable.
Definition 2.2.12 (β-redex). In a term t any subterm of the form (λx.u) v is called
a β-redex (or redex if there is no ambiguity). Notice that redexes can be nested.
Definition 2.2.13 (β-reduction). The unique rule of reduction of the λ-calculus is
the β-rule, which is the contextual closure of the root rule contracting β-redexes:
(λx.t) u 7→β t{x/u}
Example 2.2.14. The following β-reductions are possible:
• (λx.xz)(λy.y)→β (λy.y)z →β z
• (λx.xx)(λy.y)→β (λy.y) (λz.z)→β λz.z
• (λx.x x) (λy.y y)→β (λy.y y)(λz.z z)→β (λz.z z)(λz
′.z′ z′)→β ...
Notice that we have used the α-equivalence in the second and third example. Remark
also that the last reduction sequence is non-terminating.
2.2.2 Lambda Calculus with De Bruijn Indexes
To avoid the capture of free variables, the implicit substitution operation has to
be performed using α-conversion. Substitution is an operation which has a huge
cost since for every β-step, a renaming has to be done, implying to go trough all
the term. Needless to say that there is no way that this approach can be used in
practice.
The solution [dB72], proposed by De Bruijn, is to drop names, and instead use
indexes. Those indexes will represent the number of symbols λ between a variable
and the binder. We will however keep names for free variables even if they can
themselves be turned into indexes pointing outside the term.
Example 2.2.15. The λ-term λz.(λy.y (λx.x)) (λx.z x) is equivalent to
λ(λ1(λ1)) (λ21).
The β-reduction for terms with indexes is more complex since we have to perform
the replacement and maintain the coherence of the indexes after a substitution.
Let t〈n/u〉 be the replacement function of indexes by De Bruijn terms. The
β-rule is now (λ.u) v →βdb u〈1/v〉. The index 1 has to be replaced in u by v (if
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we do not consider abstractions). Under λ, it is not 1 anymore which has to be
replaced but 1 plus the number of abstractions traversed that is: (u1u2)〈n/v〉 =
u1〈n/v〉 u2〈n/v〉, (λ.u)〈n/v〉 = λ.(u〈n + 1/v〉). For the case m〈n/u〉, it is more
complex. If m < n, then we simply have m〈n/u〉 = m. However, if m > n, that
means that the index m referred to an abstraction above the head one in (λ.u) v.
During the β-reduction, as a symbol λ is removed, we thus have m〈n/v〉 = m− 1.
We can thus summarise the replacement function:
x〈n/v〉 := x
m〈n/v〉 :=


m if m < n
Un0 (v) if m = n
m− 1 if m > n
(u1u2)〈n/v〉 := u1〈n/v〉 u2〈n/v〉
(λ.u)〈n/v〉 := λ.(u〈n+ 1/v〉)
where Un0 (v) is the update of the bound variables in v. The idea (in a first time
we do not consider abstractions in v) is to increase indexes in v by n − 1 (the n
abstractions above the index, minus 1 since there is an abstraction which disappear
during the reduction). Of course, it is not sufficient since we have to take into
account abstractions in v, which requires to generalize Un0 (v) into U
n
k(v), where k is
the number of abstractions traversed in v. The update function is thus defined as:
Unk(x) := x
Unk(u1 u2) := U
n
k(u1) U
n
k(u2)
Unk(λ.u) := λ.U
n
k+1(u)
Unk(p) :=
{
p+ n− 1 if p > k
p otherwise
As it is quite cumbersome to reason with indexes, we will focus on the λ-calculus
with names, keeping in mind that there exists a translation from each class of α-
equivalent terms to a unique representative with indexes. The main theoretical
difficulties of the λ-calculus properties do not come from the use of indexes, so we
are not avoiding pitfalls.
2.2.3 Types
As we have seen in Example 2.2.14, a reduction from a term can be infinite. The
first characterisation of a subset of strongly normalizing terms uses types [Chu40].
Definition 2.2.16 (Simple Types). Simple types (T,U, ...) are built over a countable
set of atomic symbols (ι, γ, ...) and the type constructor →. A type with only an
atomic symbol is a ground type.
For instance, ι→ (γ → ι) is a type.
Definition 2.2.17 (Level). A ground type ι has level lv(ι) := 0 and lv(T → U) :=
max(lv(T ) + 1, lv(U)). The level of a term is the level of its type.
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Definition 2.2.18 (Degree). The degree of a term t, g(t), is the maximum of the
levels of subterms of t.
Definition 2.2.19 (Environment). An environment is a finite set of pairs of the
form x : T . If Γ = {x1 : T1, ..., xn : Tn} is an environment then the domain of Γ
is dom(Γ) = {x1, ..., xn}. The renaming of an environment is the renaming of its
domain.
Definition 2.2.20 (Compatible and Disjoint environments). Two environments Γ
and ∆ are said to be compatible if x : T ∈ Γ and x : U ∈ ∆ imply T = U . Two
environments Γ and ∆ are said to be disjoint if there is no common variable in their
environments.
Definition 2.2.21 (Compatible and Disjoint union). Compatible union (resp. dis-
joint union) is defined to be the union of compatible (resp. disjoint) environments.
the domain of Γ is dom(Γ) = {x1, ..., xn}.
Definition 2.2.22 (Typing judgements). Typing judgements have the form Γ ⊢ t :
T for t a term, T a type and Γ an environment.
Definition 2.2.23 (Typing rules, Well-typed term). A term t is well-typed (or
simply typed) if there is a type T and an environment Γ s.t. the typing judgement
Γ ⊢ t : T is derivable with the following rules:
var
Γ, x : T ⊢ x : T
Γ, x : T ⊢ t : U
abs
Γ ⊢ λx.t : T → U
Γ ⊢ t : T → U Γ ⊢ u : T
app
Γ ⊢ t u : U
Theorem 2.2.24 (Strong normalisation). Every well-typed term is strongly nor-
malizing.
Proof. A lot of proofs exist in the literature. A classical one can be found in [Bar92]
while a short one can be found in [Dav].
Notice that the converse is not true. Indeed, the term λx.x x is β-strongly
normalisable (and even in normal form) but it is not typable by means of the
system of Definition 2.2.23. However, intersection types are able to completely
capture β-strongly normalising terms, i.e. a λ-term t is typable in the intersection
typing system of [CDCV81] iff t is β-strongly normalising.
2.2.4 Strategies
For a given λ-term, there can be several redexes in it, and thus, several ways to
reduce it. Thus, β-reduction is non-deterministic. A specific path to follow can
be given through a strategy which will select the redex to be contracted. This
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can be useful for both theoretical and practical reasons. Perpetual and maximal
strategies, aka the bad and the worst strategies, can be of great help to prove
different theoretical properties. We will give one of each for the λ-calculus. A survey
of both strategies can be found in [vRSSX99] and an elegant method to prove that
a strategy is maximal can be found in [vO07]. From the practical point of view, it
is a necessity to specify a strategy when implementing the λ-calculus because we
do not want to choose among redexes. Even if the λ-calculus is confluent, we want
to know the path followed during the reduction, making the debugging easier.
The importance of strategies can be summarised in the following example:
Example 2.2.25. The term (λx.y) ((λz.z z) (λw.w w)) has two redexes. If we
choose to reduce the leftmost one, then the term reduces to y. If we always choose
to reduce the rightmost, then it keeps reducing forever.
Maximal strategies They can be very useful for theoretical purposes. Indeed
they can help to have upper bounds on λ-reductions [Bec01, dM03].
Definition 2.2.26 ([Bar84]). The strategy F β∞( ) on a λ-term t s.t. t /∈ NFλ is
defined as follows where CJ K is the context where appears the leftmost redex:
F β∞(CJ(λx.t) uK) :=
{
CJ(λx.t) F β∞(u)K if x /∈ fv(t) and u /∈ NF
CJt{x/u}K otherwise
Lemma 2.2.27 ([dV87]). The strategy F β∞( ) is effective and maximal.
Example 2.2.28. The term t = (λx.x x) ((λy.y) z) reduces using F β∞( ) in the
following way: (λx.x x) ((λy.y) z) →β ((λy.y) z) ((λy.y) z) →β z ((λy.y) z) →β
z z. If we had reduced the rightmost redex at the first step this would have given
(λx.x x) ((λy.y) z)→β (λx.x x) z →β z z and thus lead to a shorter reduction.
The intuition behind the maximal strategy is to let redexes be duplicated.
As the leftmost redex cannot be duplicated or erased (as it not an argument of
another redex), it is the good choice to start with.
Perpetual strategies They can be useful to show different properties such as
for example finiteness of developments [dV85]. By Lemma 2.1.17, the strategy
F β∞( ) is also perpetual. However, as we have seen in the case of ARSs, there
are perpetual strategies which are not maximal. We illustrate this fact with the
following definition:
Definition 2.2.29 ([BK82]). The strategy F1( ) on a λ-term t s.t. t /∈ NFλ is
defined as follows where CJ K is the context where appears the leftmost redex:
F1(CJ(λx.t) uK) :=
{
CJ(λx.t) F1(u)K if u /∈ SNλ
CJt{x/u}K otherwise
Notice that the strategy is not effective, since the predicate ∈ SNλ is not com-
putable.
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The strategy F1( ) is perpetual but not maximal. Indeed, consider the term t
defined in Example 2.2.28, and notice that the reduction followed is the second one,
with a step less than the maximal reduction.
2.3 λ-calculi with Explicit Substitutions
Almost all the calculi with explicit substitutions defined in this thesis will be built
over the same grammar:
Definition 2.3.1. The set of terms with explicit substitutions is built by extending
the grammar of λ-terms with an explicit substitution operator:
t, u ::= x | λx.t | t u | t[x/u]
Notation 2.3.2. The term t[x1/v1] . . . [xn/vn] is sometimes abbreviated as t[x/v]
when n is clear from the context, or simply tL.
All the typing systems of calculi with explicit substitutions will be constructed
in the same way:
Definition 2.3.3 (Simple explicit typing system). The typing system of the λ-
calculus is extended with the following rule:
Γ, x : B ⊢ t : A Γ ⊢ u : B
Γ ⊢ t[x/u] : A
Definition 2.3.4. All the notions defined for the λ-calculus are easily extended to
handle the case of the new explicit substitution constructor:
• Height: h(t[x/u]) := 1 +max(h(t), h(u))
• Free variables: fv(t[x/u] := (fv(t) \ {x}) ∪ fv(u)
• Bound variables: bv(t[x/u] := bv(t) ∪ bv(u) ∪ {x}
• Number of occurrences: |t[y/u]|x := |t|x + |u|x
• Position: pos(0 · p, t[x/u]) := pos(p, t), pos(1 · p, t[x/u]) := pos(p, u)
• Implicit substitution: t[y/v]{x/u} := t{x/u}[y/v{x/u}]
To ease the reading, we will use the following convention for notations:
Convention 2.3.5. Let λp be a calculus with explicit substitutions. Then its rule
creating expliciting substitutions will be called →B, the set of rules propagating
explicit substitutions →p, and the whole reduction system →λp. The terms of the
calculus λp will be called p-terms.
If the calculus has an equation ≡, then any reduction relation →z (z ∈
{B, p, λp}) will be considered modulo ≡. To consider the reduction alone (not mod-
ulo), we will use the notation ⇒z.
We present different calculi which we will work with, or evoke further in the
thesis. Most of them have been already informally described in the introduction.
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2.3.1 The Calculi λx and λx−
The λx− [BR95, Blo97] will be used in Chapter 6 for a complexity study. The
λx-calculus is often evoked all along the thesis.
Definition 2.3.6 (λx and λx−). The x-terms are those of Definition 2.3.1 and both
calculi share the rules:
(λx.t)u →B t[x/u]
(λy.t)[x/u] →SLam λy.t[x/u]
(t v)[x/u] →SApp t[x/u] v[x/u]
x[x/u] →SV ar u
The only difference comes from the rule of garbage collection. The λx−-calculus
has the simple rule:
x[y/u]→SGc− x
whereas λx-calculus has a more general version:
t[y/u]→SGc t if y /∈ fv(t)
The reduction relation →x (resp. →x−) is generated by the rules →SLam,→SApp
,→SV ar, and →SGc (resp. →SGc−). The reduction relation →λx (resp. →λx−) is
generated by →x (resp. →x−) and →B.
The following example is valid for both calculi (i.e. the general version of the
garbage collection rule is not used):
Example 2.3.7. Let I = λx.x and t = (λx.x y) I. The term t can reduce in the
following way: t→B (x y)[x/I]→SApp x[x/I] y[x/I]→SV ar I y[x/I]→SGc I y →B
x[x/y]→SV ar y.
They both share the same properties:
• Simulation of the λ-calculus
• Confluence
• Strong normalisation on typed terms (using the typing system described in
Definition 2.3.3.
• PSN
They however do not have neither Full Composition nor metaconfluence as
shown in the introduction.
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2.3.2 The Calculus λj
The λj-calculus [AK10] will be considered in Chapter 4 when we study its meta-
confluence, and in Chapter 6 when we formalize it, and prove that it enjoys Full
Composition.
Definition 2.3.8 (λj). The j-terms are those of Definition 2.3.1 and the reduction
rules are:
(λx.t)L u →dB t[x/u]L
t[x/u] →w t |t|x = 0
t[x/u] →d t{x/u} |t|x = 1
t[x/u] →c tx❀y[x/u][y/u] |t|x > 1 & y fresh
t[x/u][y/v] ≡ t[y/v][x/u] x /∈ fv(v) & y /∈ fv(u)
where L is a list of substitutions (possibly empty) and tx❀y is the non-deterministic
renaming of m (1 ≤ m < |t|x) occurrences of x in t by y. The rule creating an
explicit substitution is called dB because it is a generalisation of the rule B introduced
before (Definition 2.3.6) but acts at a distance. The reduction relation →j (resp.
→λj) is generated by the rules →w,→d, →c (resp. →w,→d, →c and dB)) modulo
≡.
Example 2.3.9. The reduction of the term (x x)[x/y] gives either (x x)[x/y] →c
(x1 x2)[x1/y][x2/y]→
∗
d y y or (x x)[x/y]→c (x2 x1)[x1/y][x2/y].
There is a deep correspondence between the j-terms and the j-dags [AG09], a
graphical formalism in between proof-nets and graph rewriting. The explicit sub-
stitution t[x/u] corresponds in this framework to a special link called jump in the
graphical framework. The three rules of→j propagating explicit substitutions have
their counterpart in the logical rules of the j-dags. Indeed, coming back to Defi-
nition 2.3.8, the rule →w stands for weakening, the rule →d stands for dereliction,
and the rule →c stands for contraction. In particular the origin of the contraction
rule with a non-determinisic renaming is very natural in this graphical formalism.
The λj-calculus enjoys all the properties expected from a calculus with ex-
plicit substitutions listed in the introduction [AK10]. Particularly metaconfluence
is shown in Chapter 4 of this thesis. The two following measures on j-terms will be
used in Chapter 4 to show termination of →j on metaterms, and also in Chapter 3
to show termination of →s on s-terms (cf. infra):
Definition 2.3.10 (Potential multiplicity). The potential multiplicity of the vari-
able x in a term t is defined as Mx(t) := 0 if x /∈ fv(t). Otherwise,
Mx(x) := 1
Mx(λy.t) := Mx(t)
Mx(tu) := Mx(t) +Mx(u)
Mx(t[y/u]) := Mx(t) +My(t) ·max(1,Mx(u))
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Definition 2.3.11 (Whole multiplicity). The whole multiplicity of a term t is de-
fined as:
jm(x) := [ ]
jm(λy.t) := jm(t)
jm(tu) := jm(t) ⊔ jm(u)
jm(t[y/u]) := [My(t)] ⊔ jm(t) ⊔max(1,My(t)) · jm(u)
where:
• ⊔ is the multiset union,
• n · [a1, ..., ak] := [n · a1, ..., n · ak],
• and [ ] is the empty multiset.
This last measure, based on the previous one, decreases for each rule of j.
2.3.3 The Calculus λs
The λs-calculus is the heart of the prismoid of resources presented in Chapter 5.
The PSN property for λs will be proved separately in Chapter 3.
Definition 2.3.12 (λs). The s-terms are those of Definition 2.3.1 and the reduction
rules are:
(λx.t) u →B t[x/u]
t[x/u] →SGc t x /∈ fv(t)
x[x/u] →V u
(λy.t)[x/u] →SL λy.t[x/u]
(t v)[x/u] →SAL t[x/u] v x /∈ fv(v)
(t v)[x/u] →SAR t v[x/u] x /∈ fv(t)
t[y/v][x/u] →SS t[y/v[x/u]] x ∈ fv(v) \ fv(t)
t[x/u] →SDup tx❀y[x/u][y/u] |t|x > 1 & y fresh
t[x/u][y/v] ≡SSC t[y/v][x/u] y /∈ fv(u) & x /∈ fv(v)
The reduction relation ⇒s (resp. →s) is generated by all the previous rules
except B (resp. modulo ≡SSC).
The reduction relation ⇒λs (resp. →λs) is generated by all the previous rules
(resp. modulo ≡SSC).
The λs-calculus enjoys all the good properties, except metaconfluence for which
it is an open question. The PSN property is shown in Chapter 3, and the other
properties in Chapter 5. A version very similar (the side condition of the rule SS is
simply x /∈ fv(t)) has been rediscovered [Gue11] in the context of proof search in
the calculus of structures.
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2.4 Logic
The Curry-Howard correspondence establishes a bijection between the minimal in-
tuitionistic logic in natural deduction style and the λ-calculus. The notions of the
two systems are related at the following levels:
• Proofs ↔ programs
• Logic formulae ↔ types
• Cut-elimination ↔ β-reduction
This strong connection can be extended to calculi with explicit substitutions.
By removing informations about terms, the set of typing rules
Γ, x : T ⊢ x : T
Γ, x : U ⊢ t : T Γ ⊢ u : U
Γ ⊢ t[x/u] : T
Γ, x : T ⊢ t : U
Γ ⊢ λx.t : T → U
Γ ⊢ t : T → U Γ ⊢ u : T
Γ ⊢ t u : U
gives the following logic rules:
axiom
Γ, T ⊢ T
Γ, U ⊢ T Γ ⊢ U
cut
Γ ⊢ T
Γ, T ⊢ U
→ intro
Γ ⊢ T → U
Γ ⊢ T → U Γ ⊢ T
→ elim
Γ ⊢ U
The rules axiom, →intro, and →elim define the minimal intuitionistic logic
in natural deduction style. The rule cut belongs however to the rules of sequent
calculus. We thus have a mix between natural deduction and sequent calculus. It is
possible to define a calculus with explicit substitutions such that there is a perfect
correspondence between the calculus and intuitionistic sequent calculus [Her94].
In our logical system, all proofs can be written without the cut-rule as normal
forms of calculi with explicit substitutions do not contain the explicit substitu-
tion constructor. The elimination of the rule cut thus corresponds to normalizing
terms. For instance if we take the rule x[x/u] → u of λx, we have the following
correspondence in the logical system:
axiom
Γ, x : T ⊢ x : T
...
Γ ⊢ u : T
cut
Γ ⊢ x[x/u] : T
❀(cut−elim)
...
u : T
It is possible to go further in the decomposition of intuitionistic logic, as sug-
gested by Linear Logic [Gir87], which provides a mechanism to explicitly control the
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use of resources in logic. Indeed, intuitionistic logic can be encoded by a fragment
called multiplicative exponential linear logic (MELL), which notably allows a fine
control of erasure (weakening) and duplication (contraction).
MELL proofs can be specified by means of sequents, as usually done in logic,
but Proof-Nets [Gir87] gives a better graphical formalism that eliminates bureau-
cratic syntactical details. Different notions of calculi with explicit substitutions
were explained in terms of MELL Proof-Nets. A first example is [DCKP00]. An-
other relevant case is given by the λlxr-calculus [KL07], closed to the calculus
λcsw defined in Chapter 5, that can be understood as an algebraic specification of
intuitionistic MELL Proof-Nets. Last but not least, as we have already stated in
Section 2.3.2, there is a graphical formalism for λ-terms inspired by intuitionistic
MELL known as j-dags [AG09], that gives a bureaucratic free interpretation of the
λj-terms.
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The goal of this chapter is to show Preservation of Strong Normalisation for
the λs-calculus, a particular sub-calculus of the prismoid of resources which will be
introduced and studied in Chapter 5.
For that, we use a modular technique introduced in [Kes09], stating that PSN
is just a consequence of the IE-property, which states that normalisation of a term
affected by an Implicit substitution implies normalisation of the same term affected
by the corresponding Explicit substitution. Formally,
IE u ∈ SNλs & t{x/u}vn ∈ SNλs imply t[x/u]vn ∈ SNλs
The IE-property is not easy to prove, we follow here the same ideas in [Kes09],
which consists in the following steps:
• We enrich the λs-grammar with labelled substitutions, which are used to
mark strongly normalising s-terms used as parameters of substitutions which
remain strongly normalising all along the reduction sequences. For instance
tJx/uK indicates that u is an s-term (without labels) s.t u ∈ SNλs .
• We enrich the reduction system →λs with another system →s (thus obtain-
ing a new system →λs). The new system is only used to propagate labelled
substitutions, and does not change the normalisable nature of labelled substi-
tutions.
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• We show that u ∈ SNλs & t{x/u}vn ∈ SNλs imply tJx/uKvn ∈ SNλs . Doing
so, we turn the substitution {x/u} into a labelled substitution Jx/uK, partic-
ularly because u ∈ SNλs .
• We finally show that tJx/uKvn ∈ SNλs implies t[x/u]vn ∈ SNλs . This is done
by performing an unlabelling on labelled substitutions.
The two first points are developed in Section 3.1 and the two last points in
Section 3.2. The implication IE =⇒ PSN is developed in Section 3.3.
The proof technique we use in this section was introduced in [Kes09] to show
PSN for the λex-calculus, a simple calculus with explicit substitutions, containing
in particular a composition rule and an equation (as in λs). The main part of the
proof in [Kes09] is not specific to the calculus λex since it is abstract enough to
be applied to other calculi with explicit substitutions sharing the explicit grammar
introduced in Definition 2.3.3 and enjoying Full Composition. The major difference
in the PSN proof for λs that we present in this chapter is the termination proof
for the labelled subcalculus. However, to give a self-contained presentation, we
reproduce here several parts of the original proof in [Kes09].
3.1 The Labelling Technique
In this section we introduce the set of labelled terms and their associated reduction
systems. The key idea is that bodies of labelled substitutions are strongly normal-
ising terms, this invariant being kept during the reduction. The main rewriting
system →λs associated to labelled terms is split in two relations →λsi and →λse .
The idea is that →λsi steps will be weakly projected (eventually empty steps) into
λs whereas →λse will be strongly projected (at least one step) into λs. Formally if
xc( ) is a function mapping labelled terms to s-terms, and t, t′ are labelled terms
then t→λsi t
′ implies xc(t)→∗λs xc(t
′) and t→λse t
′ implies xc(t)→+λs xc(t
′)
The key lemma of this section states that →λsi is terminating.
3.1.1 The Labelled Terms
Given a set of variables S, the S-labelled terms or S-terms (or simply labelled terms
if S is clear from the context), are given by:
TS ::= x
| TS TS
| λx.TS (x /∈ S)
| TS[x/TS] (x /∈ S)
| TSJx/vK (v ∈ TS ∩ SNλs & fv(v) ⊆ S & x /∈ S)
Labelled substitutions can only contain λs-terms so in particular they cannot
contain other labelled substitutions inside them. The reason to add x /∈ S as a
side-condition is to have a grammar stable by α-conversion. Remark that without
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this condition, if S = {y} xJx/yK[y/u] is α-equivalent to xJx/zK[z/u], leading to a
term not in the grammar anymore. We will thus only consider S-terms where x /∈ S
in the terms of the form u[x/v], uJx/vK, and λx.v. As we want to label normalising
substitutions only at the root of a term this will not cause any problem.
Bodies of labelled substitutions are normalising by definition and do not loose
this property thanks to the semantics of the rules propagating labelled substitutions.
Indeed, these rules guarantee that labelled substitutions can traverse/commute nor-
mal substitutions but not the converse. The S-terms will thus be trivially stable by
the reduction defined by the following set of equations and rules:
Equations :
t[x/u]Jy/vK ≡SSC tJy/vK[x/u] y /∈ fv(u) & x /∈ fv(v)
tJx/uKJy/vK ≡SSC tJy/vKJx/uK y /∈ fv(u) & x /∈ fv(v)
Rules :
tJx/uK →SGc t x /∈ fv(t)
xJx/uK →V u
(λy.t)Jx/uK →SL λy.tJx/uK
(t v)Jx/uK →SAL tJx/uK v x /∈ fv(v)
(t v)Jx/uK →SAR t vJx/uK x /∈ fv(t)
t[y/v]Jx/uK →SS t[y/vJx/uK] x ∈ fv(v) \ fv(t)
tJx/uK →SDup tx❀yJx/uKJy/uK |t|x > 1 & y fresh
The⇒s (resp. →s) reduction relation is generated by all the previous reduction
rules (resp. modulo ≡SSC) conversion. These relations can be simulated by their
corresponding unlabelled reduction relations on s-terms. We also consider the re-
lation →λs :=→λs ∪ →s (resp. ⇒λs :=⇒λs ∪ ⇒s) on labelled terms where →λs and
⇒λs are the reduction relations given in Definition 2.3.12.
Example 3.1.1. The S-term (z z)[z/y]Jy/xK can be reduced like this:
(z z)[z/y]Jy/xK →λs
(z[z/y] z[z/y])Jy/xK →λs
(z[z/y] z[z/y′])Jy/xKJy′/xK →∗λs
(y y′)Jy/xKJy′/xK →∗λs
(x x)
3.1.2 Internal and External Reductions
We now split →λs in two disjoint relations →λsi and →λse which will be projected
into λs-reduction sequences differently.
Definition 3.1.2. The internal reduction relation →λsi is taken as the following
reduction relation ⇒λsi on ≡SSC,SSC-equivalence classes:
• If u⇒λs u
′, then tJx/uK ⇒λsi tJx/u
′K.
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• If t⇒s t
′, then t⇒λsi t
′.
• If t ⇒λsi t
′, then t u ⇒λsi t
′ u, u t ⇒λsi u t
′, λx.t ⇒λsi λx.t
′, t[x/u] ⇒λsi
t′[x/u], u[x/t]⇒λsi u[x/t
′], tJx/uK ⇒λsi t
′Jx/uK.
The external reduction relation →λse is taken as the following reduction relation
⇒λse on ≡SSC,SSC-equivalence classes:
• If the redex contracted in the reduction t ⇒λs t
′ occurs outside a labelled
substitution, then t⇒λse t
′.
• If t ⇒λse t
′, then tu ⇒λse t
′u, ut ⇒λse ut
′, λx.t ⇒λse λx.t
′, t[x/u] ⇒λse
t′[x/u], u[x/t]⇒λse u[x/t
′], tJx/uK ⇒λse t
′Jx/uK.
Example 3.1.3. The following reduction sequence illustrates the internal and the
external notions of reduction:
λz.zJx/(λy.y) y′K →λsi
λz.zJx/y[y/y′]K →λsi
λz.zJx/y′K →λse
λz.z
Lemma 3.1.4. →λs=→λsi ∪ →λse
Proof. Straightforward.
3.1.3 Termination of →λsi
As →λsi will only be weakly projected into λs, we need to guarantee that there are
no infinite →λsi reductions starting from a labelled term. This will be useful in
Section 3.2 to relate termination of λs to that of →λs .
We show termination of →λsi using several measures that will be combined
using a lexicographic order.
The first one counts the number of free occurrences of variables, giving to them
more weight if they appear in the body of labelled substitutions.
Definition 3.1.5.
afx(z) := 0 afx(λy.t) := afx(t)
afx(x) := 1 afx(tJy/uK) := afx(t) + afy(t).afx(u)
afx(tu) := afx(t) + afx(u) afx(t[y/u]) := afx(t) + afx(u)
Remark that afx(t) = 0 if x /∈ fv(t) and thus afx(tJy/uK) = afx(t) if x /∈ fv(u).
We also have afx(t) = afy(t{x/y}) for any y fresh.
Lemma 3.1.6. afx(uJxK) = afx(uJyK) + afy(uJyK) with y fresh.
Proof. By induction on the number of free occurrences of x in u.
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We now define another function which counts the number of variables and give
more weight to those appearing inside bodies of labelled substitution.
Definition 3.1.7. Let exp(k) = 22
k
.
dep(x) := 1 dep(t[x/u]) := dep(t) + dep(u)
dep(λy.t) := dep(t) dep(tu) := dep(t) + dep(u)
dep(tJx/uK) := dep(t) + exp(afx(t)).dep(u)
Let φ(t) := 1 + ηλs(t) + maxkλs(t) where maxkλs(t) := max{k(t
′)|t →∗λs t
′} with
the following definition for the function k:
k(x) := 1 k(t[x/u]) := k(t).(k(u) + 1)
k(λx.t) := k(t) + 1 k(tJx/uK) := k(t).φ(u)
k(tu) := k(t) + k(u) + 1
Remark that k and φ are not mutually recursive because in the case of the
labelled substitution of k, there are no labelled substitutions in the subterm u so
when φ(u) calls one more time k( ), the case of the labelled substitution cannot be
reached.
We have the following properties on the previous functions:
• φ(v) ≥ 2
• v →λs v
′ implies ηλs(v) > ηλs(v
′) and maxkλs(v) ≥ maxkλs(v
′) so that φ(v) >
φ(v′).
Furthermore, we need extra properties concerning the non-deterministic replace-
ment:
Lemma 3.1.8. Let x, z be distinct variables, and y a fresh variable s.t. y /∈ S.
1. dep(t) = dep(tx❀y)
2. afz(tx❀y) = afz(t)
3. afx(t) = afx(tx❀y) + afy(tx❀y)
Proof. The first point is true since dep( ) does not directly take into account vari-
ables, the only way there could be a difference would be a call to a call to afx( ) or
afy( ) which is impossible by α-conversion.
The other points are straightforward.
We show that afx(t) is stable under reduction, and that dep( ) and k( ) decrease
in such a way that we can prove that →λsi terminates:
Lemma 3.1.9. Let t, u be S-terms and let z /∈ S.
1. t ≡PC t
′ implies afz(t) = afz(t
′), dep(t) = dep(t′), and k(t) = k(t′).
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2. t→SL,SAL,SAR,SS t
′ implies afz(t) = afz(t
′), dep(t) = dep(t′), and k(t) > k(t′).
3. t→V,SGc,SDup t
′ implies afz(t) = afz(t
′) and dep(t) > dep(t′).
Proof. We only show the interesting cases, as the other ones are straightforward:
• If t = t1Jx/uKJy/vK ≡SSC t1Jy/vKJx/uK = t
′, with y /∈ fv(u) & x /∈ fv(v), then
–
afz(t1Jx/uKJy/vK) =
afz(t1Jx/uK) + afy(t1Jx/uK).afy(v) =
afz(t1) + afx(t1).afz(u) + afy(t1Jx/uK).afz(v) =
afz(t1) + afx(t1).afz(u) + (afy(t1) + afx(t1).afy(u)).afz(v) =
afz(t1) + afx(t1).afz(u) + afy(t1).afz(v) =
afz(t1) + afy(t1).afz(v) + (afx(t1) + afy(t1).afx(v)).afz(u) =
afz(t1Jy/vK) + afx(t1Jy/vK).afz(u) =
afz(t1Jy/vKJx/uK)
–
dep(t1Jx/uKJy/vK) =
dep(t1Jx/uK) + exp(afy(t1Jx/uK)).dep(v)) =
dep(t1) + exp(afx(t1)).dep(u) + exp(afy(t1Jx/uK)).dep(v) =
dep(t1) + exp(afx(t1)).dep(u) + exp(afy(t1)).dep(v) =
dep(t1Jy/vK) + exp(afx(t1Jy/vK)).dep(u) =
dep(t1Jy/vKJx/uK)
– k(t) = k(t1).φ(u).φ(v) = k(t
′)
• If t1[y/t2]Jx/vK →SS t1[y/t2Jx/vK] = t
′ with x /∈ fv(t1) & x ∈ fv(t2)
–
afz(t1[y/t2]Jx/vK) =
afz(t1[y/t2]) + afx(t1[y/t2]).afz(v) =
afz(t1[y/t2]) + afx(t2).afz(v) =
afz(t1) + afz(t2) + afx(t2).afz(v) = afz(t
′)
–
dep(t) = dep(t1) + dep(t2) + exp(afx(t2)).dep(v) = dep(t
′)
–
k(t1[y/t2]Jx/vK) =
k(t1[y/t2]).φ(v) =
k(t1).(k(t2) + 1).φ(v) =
k(t1).(k(t2).φ(v) + φ(v)) >
k(t1).(k(t2Jx/vK) + 1) = k(t
′)
• If t = xJx/vK →V v = t
′, then
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–
afz(xJx/vK) =
afz(x) + afx(x).afz(v) =
afz(v)
–
dep(xJx/vK) =
dep(x) + exp(afx(x)).dep(v) =
1 + 4.dep(v) >
dep(v)
• tJx/uK →SDup tx❀yJx/uKJy/uK with |t|x > 1
–
afz(tJx/uK) =
afz(t) + afx(t).afz(u) =L. 3.1.8
afz(t) + (afx(tx❀y) + afy(tx❀y)).afz(u) =L. 3.1.8
afz(tx❀y) + afx(tx❀y).afz(u) + afy(tx❀y).afz(u) =
afz(tx❀yJx/uK) + afy(tx❀y).afz(u) =(y/∈fv(u))
afz(tx❀yJx/uK) + afy(tx❀yJx/uK).afz(u) = afz(t
′)
–
dep(tJx/uK) =
dep(t) + exp(afx(t)).dep(u) =L. 3.1.8
dep(t) + exp(afx(tx❀y) + afy(tx❀y)).dep(u) =L. 3.1.8
dep(tx❀y) + exp(afx(tx❀y) + afy(tx❀y)).dep(u) >
dep(tx❀y) + exp(afx(tx❀y)).dep(u) + exp(afy(tx❀y)).dep(u) =
dep(tx❀yJx/uK) + exp(afy(tx❀y)).dep(u) =(y/∈fv(u))
dep(tx❀yJx/uK) + exp(afy(tx❀yJx/uK)).dep(u) = dep(t
′)
• All inductive cases easily hold because the measures take into account all the
subterms.
Lemma 3.1.10. The reduction relation →s is terminating.
Proof. Since t →s t
′ implies 〈dep(t), k(t)〉 >lex 〈dep(t
′), k(t′)〉 by Lemma 3.1.9 and
>lex is a well-founded relation, then →s terminates.
We can now conclude this section:
Lemma 3.1.11. The reduction relation →λsi is terminating.
Proof. [Kes09] By Lemma 3.1.9(1), it is enough to consider⇒λsi . We thus show that
t ⇒λsi t
′ implies afz(t) ≥ afz(t
′) for z /∈ S and 〈dep(t), k(t)〉 >lex 〈dep(t
′), k(t′)〉.
We proceed by induction on ⇒λsi .
• If t⇒λsi t
′ comes from t⇒s t
′ then we conclude with Lemma 3.1.9.
38 Chapter 3. Preservation of Strong Normalisation of λs
• If uJx/vK ⇒λsi u
′Jx/vK, then we get afx(u) = afx(u
′) by i.h. If dep(u) >
dep(u′), then dep(uJx/vK) > dep(u′Jx/vK). If dep(u) = dep(u′), then k(u) >
k(u′) so that dep(uJx/vK) = dep(u′Jx/vK) and k(uJx/vK) > k(u′Jx/vK).
• If uJx/vK ⇒λsi uJx/v
′K, then we have afx(u) = afx(u
′) by i.h. If dep(v) >
dep(v′), then dep(uJx/vK) > dep(uJx/v′K). If dep(v) = dep(v′), then
dep(uJx/vK) = dep(uJx/v′K) and and φ(v) > φ(v′) implies k(uJx/vK) =
k(uJx/v′K).
3.2 The IE Property
We can now prove the first elementary step of the (IE) property, connecting the
normalisation of an implicit substitution in the reduction system λs to the normal-
isation of a labelled substitution in λs:
u ∈ SNλs & t{x/u}vn ∈ SNλs imply tJx/uKvn ∈ SNλs
This requires, in addition to the termination of the reduction system →λsi , to
project the steps of the labelled reductions in →λs-steps.
3.2.1 Projection
We define a function xc which maps labelled terms to s-terms.
xc(x) := x xc(t[x/u]) := xc(t)[x/xc(u)]
xc(tu) := xc(t) xc(u) xc(tJx/vK) := xc(t){x/v}
xc(λy.t) := λy.xc(t)
Lemma 3.2.1. Let t be a labelled term. If t→s t
′, then xc(t) = xc(t′)
Proof. The interesting case is t = t1[y/t2]Jx/vK →SS t1[y/t2Jx/vK] = t
′ with x ∈
fv(t2) \ fv(t1):
xc(t) =
xc(t1)[y/xc(t2)]{x/v} =
xc(t1){x/v}[y/xc(t2){x/v}] =
xc(t1)[y/xc(t2){x/v}] = xc(t
′)
Lemma 3.2.2 (Projecting →λs). Let t, t
′ be labelled terms. Then,
1. t ≡SSC t
′ or t ≡SSC t
′ implies xc(t) = xc(t′)
2. t⇒λsi t
′ implies xc(t)→∗λs xc(t
′)
3. t⇒λse t
′ implies xc(t)→+λs xc(t
′)
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Proof. [Kes09]
1. By induction on the conversion relation.
2. In the case of an internal reduction, the interesting cases are:
• If uJx/vK ⇒λsi uJx/v
′K comes from v ⇒λs v
′ then xc(uJx/vK) =
xc(u){x/v} ⇒λs xc(u){x/v
′} = xc(uJx/v′K)
• If t⇒λsi t
′ comes from t⇒s t
′ (so that also t→s t
′), then Lemma 3.2.1
gives xc(t) = xc(t′).
3. In the case of an external reduction, the interesting cases are:
• If t ⇒λse t
′ comes from a reduction t ⇒λs t
′ which occurs outside a
labelled substitution, then xc(t) →∗λs xc(t
′) can be easily shown by in-
duction on t⇒λs t
′.
• If uJx/vK ⇒λsi u
′Jx/vK comes from u ⇒λsi u
′, then xc(uJx/vK) =
xc(u){x/v} →∗λs(i.h.) xc(u
′){x/v} = xc(u′Jx/vK).
Lemma 3.2.3. Let t be a labelled term. If xc(t) ∈ SNλs then t ∈ SNλs
Proof. [Kes09] We apply the Theorem 2.1.6 by taking R1 =→λsi , R2 =→λse , R =
λs and a g b iff xc(a) = b. Lemma 3.2.2 guarantees Properties P1 and P2, and
Lemma 3.1.11 guarantees Property P3. We then get that xc(t) ∈ SNλs implies
t ∈ SN→
λsi
∪→λse which is exactly SN→λs by Lemma 3.1.4. We thus conclude.
Corollary 3.2.4. Let t, u, vn be s-terms. If u ∈ SNλs and t{x/u}vn ∈ SNλs then
tJx/uKvn ∈ SNλs
Proof. Take S = fv(u). The hypothesis u ∈ SNλs allows us to construct the S-
labelled term tJx/uKvn. Moreover xc(t) = t so that xc(tJx/uKvn) = t{x/u}vn and
we thus conclude by Lemma 3.2.3.
We can now prove the last elementary step, connecting the normalisation of a
labelled substitution in the reduction system λs to the normalisation of an explicit
substitution in λs:
tJx/uKvn ∈ SNλs implies t[x/u]vn ∈ SNλs
This requires to perform an unlabelling, transforming labelled substitutions into
regular explicit substitutions.
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3.2.2 Unlabelling
We define a function U which maps S-terms to ex-terms.
Definition 3.2.5.
U(x) := x
U(tu) := U(t)U(u)
U(λx.t) := λx.U(t)
U(t[x/u]) := U(t)[x/U(u)]
U(tJx/uK) := U(t)[x/U(u)]
Remark that fv(U(t)) = fv(t).
Lemma 3.2.6. Let t1 be labelled term s.t. U(t1) →λs u2. Then there exists a
labelled term u1 s.t. t1 →λs u1 and U(u1) = u2.
Proof. By induction on→λs . The interesting cases are the following ones, the others
being straightforward:
• t1 = tJx/uK and:
U(t1) = U(t)[x/U(u)]→SDup U(t)x❀y[x/U(u)][y/U(u)] = u2
Notice that we can apply →SDup thanks to the preservation of free variables
of U(). We can conclude with t1 →SDup tx❀yJx/uKJy/uK = u1.
• The case where U(t1) = t[x/u][y/v]→ t[x/u[y/v]] with y ∈ fv(u)\fv(t) is the
case which justifies the need of the set S. Indeed there are several ways to
label the s-term U(t1). For instance the labelling tJx/uKJy/vK (with y ∈ fv(u))
cannot reduce on tJx/uJy/vKK. However thanks to the fact that y /∈ S we have
a contradiction.
Lemma 3.2.7. Let t ∈ TS. If t ∈ SNλs, then U(t) ∈ SNλs
Proof. To show that U(t) ∈ SNλs , we have to show that all reducts are in SNλs i.e.
∀t′U(t) ≡ t1 ⇒λs t2 ≡ t
′ ⇒ t′ ∈ SNλs . This is done by induction on ηλs(t) using
Lemma 3.2.6.
Taking S = fv(u) and transforming the s-term s[x/u]un into the S-term
sJx/uKun we have the following special case:
Corollary 3.2.8. If sJx/uKun ∈ SNλs , then we get s[x/u]un ∈ SNλs .
We can finally conclude this section:
Lemma 3.2.9 ((IE) Property). If u ∈ SNλs and s{x/u}un ∈ SNλs then s[x/u]un ∈
SNλs .
Proof. By Corollaries 3.2.4 and 3.2.8.
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3.3 The PSN Proof
In this last section we deduce that the λs-calculus enjoys indeed Preservation of
Strong Normalisation. As we can use the same perpetual strategy defined in [Kes09]
(thanks to the fact that it is a many-step strategy based on the Full Composition
property), we simply have to follow the proof of [Kes09], performing only straight-
forward modifications.
The modular approach allows to deduce from the (IE) property that the follow-
ing inductive definition gives exactly the set of strongly normalising s-terms:
Definition 3.3.1. The inductive set ISN is defined as follows:
t1, ..., tn ∈ ISN n ≥ 0
xt1..tn ∈ ISN
(var)
u[x/v]t1...tn ∈ ISN n ≥ 0
(λx.u)vt1...tn ∈ ISN
(app)
u{x/v}t1...tn ∈ ISN v ∈ ISN n ≥ 0
u[x/v]t1...tn ∈ ISN
(subs) u ∈ ISN
λx.u ∈ ISN
(abs)
Before being able to show that ISN is exactly the set of strongly normalising
terms of λs, we introduce the perpetual strategy of [Kes09]. It gives a reduct for
any t /∈ NFλs . There are four cases: if t = x t1...tn, rewrite the left-most ti which is
reducible ; if t = λx.u, rewrite u; if t = (λx.s)uvn, rewrite the head redex (λx.s)u;
if t = s[x/u]vn and u /∈ SNλs , rewrite u and if u ∈ SNλs , rewrite the head redex
s[x/u] using the full composition property.
Definition 3.3.2 (Perpetual Strategy). The many-step strategy  is defined by
induction:
(λx.t)uun  t[x/u]un
(p− B)
un ∈ NFλs t t
′
xuntvm  xunt
′vm
(p− var) t t
′
λx.t λx.t′
(p− abs)
u ∈ SNλs
t[x/u]un  t{x/u}un
(p− subs1)
u /∈ SNλs u u
′
t[x/u]un  t[x/u
′]un
(p− subs2)
The strategy is deterministic so that t  u and t  v implies u = v. The
strategy is also perpetual which is the key to show that ISN is equal to the set
SNλs . Notice that this is a many-step strategy because we use Full Composition
in the rule p-subs1 to transform the explicit substitution [x/u] into {x/u}. This
allows to be independent of the rules specific to a calculus and thus have the same
definition for all the calculi having Full Composition.
We can show that  only uses →λs reduction steps, and nothing more:
Lemma 3.3.3 ( is a strategy for →λs). If t t
′, then t→+λs t
′.
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Proof. By induction on  , using Full Composition.
Theorem 3.3.4 (Perpetuality Theorem). Let t t′. If t′ ∈ SNλs, then t ∈ SNλs.
Proof. [Kes09]. By induction on the strategy  .
• t = xuntvm  xunt
′vm by (p-var). If xunt
′vm ∈ SNλs then un, t
′, vm ∈ SNλs .
By i.h. t ∈ SNλs so that xuntvm ∈ SNλs .
• t = λx.t λx.t′ by (p-abs) is straightforward by induction hypothesis.
• t = (λx.s)uun  s[x/u]un = t
′ by (p-B). If s[x/u]un ∈ SNλs then s, u, un ∈
SNλs . One shows by induction on ηλs(s)+ηλs(u)+ηλs(un) that every reduct
from (λx.s)uun is in SNλs . Thus (λx.s)uun ∈ SNλs .
• t = s[x/u]un  s[x/u
′]un by (p-subs2) such that u /∈ SNλs and u  u
′. If
s[x/u′]un ∈ SNλs then in particular u
′ ∈ SNλs and u ∈ SNλs by i.h. So we
can conclude by contradiction.
• t = s[x/u]un  s{x/u}un = t
′ by (p-subs1) so that u ∈ SNλs . Then the (IE)
property (Lemma 3.2.9) allows to conclude.
Lemma 3.3.5. ISN = SNλs
Proof. [Kes09].
• Given t ∈ SNλs , we prove that t ∈ ISN by induction on 〈ηλs(t), t〉.
– If t = xt1...tn, then in particular t1...tn ∈ SNλs so that by i.h. t1...tn ∈
ISN and thus t ∈ ISN by case (var).
– If t = λx.u, then in particular u ∈ SNλs so that by i.h. u ∈ ISN and
thus t ∈ ISN by case (abs).
– If t = u[x/v]t1...tn, then in particular v ∈ SNλs so that by i.h. v ∈
ISN . Moreover, u[x/v]t1...tn →
+
λs
u{x/v}t1...tn so that t ∈ SNλs implies
ηλs(u{x/v}t1tn) < ηλs(t) and thus by i.h. u{x/v}t1...tn ∈ ISN . We
conclude that t ∈ ISN by case (subs).
– If t = (λx.u)vt1...tn, then t →λs u[x/v]t1...tn implies in particular
ηλs(u[x/v]t1...tn) < ηλs(t) so that by i.h. u[x/v]t1...tn ∈ ISN . We
conclude that t ∈ ISN by case (app).
• Given t ∈ ISN , we prove that t ∈ SNλs by induction on t ∈ ISN using
Theorem 3.3.4.
– If t = xt1...tn ∈ ISN comes from t1...tn ∈ ISN , then t1...tn ∈ SNλs
holds by the i.h. and thus t ∈ SNλs .
– If t = λx.u ∈ ISN comes from u ∈ ISN , then u ∈ SNλs holds by the
i.h. and thus t ∈ SNλs .
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– If t = u[x/v]t1...tn ∈ ISN comes from u{x/v}t1...tn ∈ ISN and v ∈
ISN , then by the i.h. u{x/v}t1...tn ∈ SNλs and v ∈ SNλs . Thus in
particular t u{x/v}t1...tn and by perpetuality we have t ∈ SNλs .
– If t = (λx.u)vt1...tn ∈ ISN comes from u[x/v]t1...tn ∈ ISN , then
u[x/v]t1...tn ∈ SNλs by the i.h. Since t u[x/v]t1...tn, then we conclude
t ∈ SNλs by perpetuality.
We can also use the inductive definition for strongly normalising λ-terms:
Definition 3.3.6 (Inductive definition of SNβ [vR96]).
u ∈ SNβ
λx.u ∈ SNβ
(absβ)
t1, ..., tn ∈ SNβ n ≥ 0
xt1..tn ∈ SNβ
(varβ)
u{x/v}t1...tn ∈ SNβ n ≥ 0 v ∈ SNβ
(λx.u)vt1...tn ∈ SNβ
(appβ)
Theorem 3.3.7 (PSN for λ-terms). If t ∈ SNβ, then t ∈ SNλs.
Proof. By induction on SNβ, using Definition 3.3.1 thanks to Lemma 3.3.5.
• If t = xt1...tn with ti ∈ SNβ, then ti ∈ SNλs by the i.h. so that the (var)
rule allows to conclude.
• The case t = λx.u is similar.
• If t = (λx.u)vt1...tn with u{x/v}t1...tn ∈ SNβ and v ∈ SNβ, then both terms
are in SNλs by the i.h. so that the (subs) gives u[x/v]t1...tn ∈ SNλs and the
(app) rule gives (λx.u)vt1...tn ∈ SNλs .
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Confluence is one of the essential properties which are desirable for functional
calculi. While other properties such as PSN or Full Composition do not hold for
some of the calculi presented in this thesis, all of them enjoy confluence on terms.
It is then interesting to understand which are the common properties of all these
calculi that are needed to guarantee confluence on terms.
In the first part of this Chapter we show confluence on terms in an axiomatic
way for calculi with names, as done in [Kes96] for calculi with De Bruijn indices.
This means that we develop an abstract proof of confluence for calculi with explicit
substitution which is just based on a set of axioms. More precisely, we define a
general scheme for calculi with explicit substitutions which describes (as axioms)
the abstract operational properties that are sufficient to guarantee confluence on
terms. In order to apply our abstract proof to a particular and concrete calculus,
one just needs to verify that all the axioms hold for it.
Independently, in the second part of the Chapter, we show that λj enjoys con-
fluence on metaterms. For that, we first extend the λj-calculus in two ways: we
add metaterms to the original grammar of λj and we add an equation to its re-
duction system. We then characterise normal forms of metaterms in a concise
and inductive way; this is particularly useful to carry out the proofs developed in
this chapter. This characterization makes possible to forget the difficult aspects of
the non-deterministic replacement operation of λj. We can finally apply the Tait-
Martin Lo¨f’s technique to show confluence on metaterms; this is done by defining a
subtle simultaneous reduction on metaterms with strongly uses the characterization
of normal forms mentioned above.
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4.1 Axiomatic Confluence
4.1.1 Generic Proof
In this section, we show that confluence on terms holds for an abstract calculus
λprop satisfying some axiomatic properties. The intended meaning of this abstract
calculus is to extract from all the λ-calculi with explicit substitutions existing in
the litterature a uniform description of their terms and their behaviour, together
with a set of common features needed to guarantee confluence on terms.
As there exist different kinds of substitutions in the litterature (simple, parrallel,
with lists, ...), we define an abstract data type to define explicit substitutions in a
generic way, so that we can capture all of them. This abstract data type will be then
implemented in different ways by the various concrete calculi in the litterature. For
example, we are able to encompass simple substitutions t[x/u] as we have seen in
Chapter 3 for λs, or simple substitutions as defined in the λx ‖ c-calculus [Blo97].
The specification of the operational semantics of the abstract calculus is very
liberal since we want to capture at the same time structural calculi (such as λx)
as well as distance calculi (such as λj), which do not share in general common
reduction rules. This is an important difference with [Kes96] that is not able to
capture distance calculi. Moreover, we want to capture calculi specified by means
of reduction rules and equations, another major difference with [Kes96] that is not
able to handle equational systems. As a consequence, we do not precise the form
of the reduction rules and the equations of the abstract calculus; the behaviour of
the abstract calculi is just specified by means of a set of axioms to be enjoyed by
the normal forms of terms (w.r.t. the substitution calculus).
Definition 4.1.1 (The abstract λprop-calculus). The terms of the abstract calculus
λprop, and their abstract lists are defined by the following grammar:
T ,U ::= x | λx.T | T U | T S
S ::= nil | add(S, x 7→ T )
We use capital letters to emphasize that we are using terms containing macros
for substitutions. The set of variables in the domain of S is written dom(S) and
defined as dom(add(S, x 7→ U)) = dom(S) ∪ {x}, dom(nil) = ∅.
We write (x 7→ U) ∈ S if (x 7→ U) belongs to the list S.
We associate to the abstract calculus λprop a reduction relation →prop prop-
agating explicit substitutions, and a rule →B creating explicit substitutions. The
reduction relation →λprop is generated by the reduction relations →B and →prop.
As we have done for all the calculi we have introduced, we consider abstract lists
modulo α-conversion. For instance, (λy.T )S means that y /∈ dom(S). Furthermore,
if (x 7→ U) ∈ S and (y 7→ V) ∈ S then x 6= y.
To enjoy confluence, it is enough for a calculus to enjoy the following properties:
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1. Be able to implement the macros of the abstract calculus λprop i.e. there
exists a translation + · * from the abstract grammar of λprop to its own gram-
mar. All calculi share the same cases for the variable, the abstraction, and
the application: +x* := x, +λx.T * := λx.+T *, +V W* := +V* +W*. In the
following, to have a lighter notation, we will simply write T instead of +T *.
2. Has a rule B of the shape (λx.T )S U →B T add(S, x 7→ U). where S can be
empty. Remark that by α-conversion, x /∈ dom(S).
3. The subset of rules which propagates substitutions →prop is confluent and
strongly normalizing. It thus defines a function which will be written ↓( ).
Furthermore, we define →λprop as the union of →B and →prop
4. Every term ↓(T ) is a λ-term i.e. it does not contain any explicit substitution
5. The normal forms of the abstract reduction relation →prop must verify the
following equations:
(a) • ↓(xnil) = x
• ↓(xadd(S, x 7→ U)) = ↓(US)
• ↓(xadd(S, y 7→ V)) = ↓(xS){y/↓(V)} if x ∈ dom(S)
• ↓(xS) = x if x /∈ dom(S)
(b) ↓((V W)S) = ↓(VS) ↓(WS)
(c) ↓((λy.T )S) = λy.↓(T S)
To illustrate the first and the second property, we can take for instance λx.
It is able to implement the macros of λprop since we can extend the translation
+ · * to handle the case of the list with: +T nil* := +T *, and +T add(S, x 7→ U)* :=
+T S*[x/+U*]. The calculus λx has a rule B which is of the shape (λx.T )S U →B
T add(S, x 7→ U) where S empty.
We also allow the abstract calculus to be equipped with an equivalence relation
≡ if the following property is satisfied:
6. If T ≡ T ′ then ↓(T ) = ↓(T ′).
Following our previous convention, the notations →B,→prop,→λprop denote now
reduction modulo ≡.
From Property 5, we can deduce the following property about garbage collection:
Lemma 4.1.2. Let T ,U be terms, x, y variables, and S an abstract list.
If fv(T ) ∩ dom(S) = ∅ then ↓(T S) = ↓(T ).
Proof. By induction on t.
We can also characterize the normal form of an abstract list:
Lemma 4.1.3. Let T ,U be terms and S an abstract list Then, ↓(T add(S, x 7→
U)) = ↓(T S){x/↓(U)}
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Proof. First notice that by α-conversion, dom(S) ∩ fv(U) = ∅. We proceed by
induction on 〈size(dom(S)), |T |〉 We then proceed by case analysis on T :
• T = x, ↓(xadd(S, x 7→ U)) =P. 5a ↓(US) =L. 4.1.2 ↓(U) = x{x/↓(U)} =L. 4.1.2
↓(xS){x/↓(U)}.
• T = y with y /∈ dom(S), ↓(y add(S, x 7→ U)) =L. 4.1.2= y =L. 4.1.2 ↓(yS)
• T = y with (y 7→ V) ∈ S. ↓(y add(S, x 7→ U)) =P. 5a ↓(yS){x/↓(U)}
• The cases T = λz.V and T = V W are straightforward by induction using
Property 5.
• T = VS1,
↓(VS1 add(S, x 7→ U)) =P. 3
↓(↓(VS1)add(S, x 7→ U)) =i.h.
↓(↓(VS1)S){x/↓(U)} =P. 3
↓(VS1S){x/↓(U)}
We can apply the induction hypothesis since ↓(V S1) contains no explicit sub-
stitutions thanks to Property 4. Notice that it will not be possible with
metaterms since a metaterm normal form can contain explicit substitutions.
Every β-reduction can be simulated in λprop:
Lemma 4.1.4. If t→β t
′ then t→∗λprop t
′
Proof. We only consider the root case, as inductive ones are straightforward. The
reduction is of the shape t = (λx.v)w →β v{x/w} = t
′. By the rule B, (λx.v)w →B
v add(nil, x 7→ w) By Lemma 4.1.3, with the special case when S is empty, we have
↓(v add(nil, x 7→ w)) = ↓(v){x/↓(u)} = v{x/u} since v and u are already in normal
form as they are λ-terms without explicit substitutions.
Lemma 4.1.5. If T →B T
′ then ↓(T )→∗β ↓(T
′).
Proof. We only consider the root case, as the inductive ones are straightforward.
We are thus in the situation where T = (λz.V)S U →B V add(S, z 7→ U) = T
′. Then,
↓(T ) =P. 5 (λz.↓(VS)) ↓(U)→β ↓(VS){z/↓(U)} =L.4.1.3 ↓(V add(S, z 7→ U)).
We now introduce the key method, defined in [HL89] which let us benefit from
the fact that prop is confluent and terminating:
Lemma 4.1.6 (Interpretation method modulo). Let R = R1 ∪ R2/ ≈ where R1
is terminating, R2 an arbitrary reduction, and ≈ an equivalence relation. If there
exists a reduction ⇛ on the set of R1 normal forms satisfying:
1. ⇛ ⊆ R
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2. t→R1/≈ t
′ ⇒ ↓R1 (t) ≈ ↓R1 (t
′)
3. t→R2/≈ t
′ ⇒ ↓R1 (t)⇛
∗↓R1 (t
′)
then confluence of ⇛ implies confluence of R.
Proof. Suppose that t→R t1 and t→R t2. By definition, t1 →R1↓R1(t1), t2 →R1↓R1
(t2), t →R1↓R1(t). It is easy to show by induction on the length of the derivation
that if U →R U
′, then ↓R1 (U) ⇛
∗↓R1 (U
′). Hence ↓R1 (t) ⇛
∗↓R1(t1) and ↓R1
(t) ⇛∗↓R1(t2). By confluence of ⇛, it exists t3 such that ↓R1(t1) ⇛
∗ t3
∗ ⇚ ↓R1(t2).
Finally the first hypothesis ensures that t1 →R t3 and t2 →R t3.
Theorem 4.1.7. The abstract calculus λprop is confluent.
Proof. Taking R1 = prop, R2 = B , ≈=≡ and ⇛=→
∗
β, we respectively satisfy
Points 1,2,3 of Lemma 4.1.6 using Lemma 4.1.4, Property 6, and Lemma 4.1.5.
4.1.2 Applications
The generic proof we gave in the previous subsection can be applied to all calculi
with names described in this thesis. Notice that since we have defined the behaviour
of the propagation calculus through normal forms, we can deal both with structural
calculi and calculi at distance. Almost all the properties are straightforward except
the third one, requiring strong normalisation and confluence of the propagation
subcalculus.
We illustrate different applications of our abstract result (Theorem 4.1.7).
• λx: this calculus is quite simple since S is empty in the B rule of the ab-
stract calculus λprop. We recall the implementation: +T nil* := +T *, and
+T add(S, x 7→ U)* := +T S*[x/+U*].
As x is convergent [Blo97], λx turns out to be confluent.
• λj: the implementation is also defined as +T nil* := +T *, and
+T add(S, x 7→ U)* := +T S*[x/+U*]; the only difference being that S is not
empty in the rule B.
As j is convergent [AK10], λj turns out to be confluent.
• λx||c: this calculus is defined by the grammar:
t, u ::= x | λx.t | t u | t[x1, ..., xn/u1, ..., um]
The explicit substitution construction is shortened as t[x/u]. The rules of the
system are:
(λx.t) u →B t[x/u]
xi[x/u] → u
y[x/u] → u with y 6= xi∀i
(λy.v)[x/u] → λy.v[x/u]
(v w)[x/u] → v[x/u] w[x/u]
t[x/u][y/v] → t[x, y/u1[y/v], ..., un[y/v]]
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It is enough to define +T nil* := +T * and +T add(S, x 7→ U)* := +T S*[x/+U*]
without handling the case of parallel substitutions. Indeed, a simple substi-
tution is enough for the rule B and more complex parallel substitutions are
only created by the propagating rules.
The system is terminating [Blo97] and the critical pairs are easily joinable.
Thus, λx||c is confluent.
• λs: to prove termination for λs, we can use the measures defined for λj in
Chapter 2.3.2.
Once again, the critical pairs are easily joinable and we can thus conclude
that λs turns out to be confluent.
4.2 Metaconfluence of λj
This section focuses on the λj-calculus extended with metavariables. We prove
metaconfluence of the calculus equipped with an equivalence relation ≡ . This
confers to λj all the good properties that one can expect.
To prove metaconfluence we combine the interpretation method [Har89] with
ideas from Tait-Martin Lo¨f’s technique [Bar84]. However, before being able to
apply those standard methods, we need to specify some subtle properties of the
non-deterministic replacement used in the specification of the operational semantics
of λj. As the equivalence (sub)relation ≡ is a strong bisimulation, we will be able
to extend metaconfluence to the stronger Church-Rosser property.
While the standard method to show confluence for λ-calculus and associated
calculi is the one from Tait-Martin Lo¨f, it is the interpretation method, which seems
to be the simplest in this field. Indeed, one can benefit from the fact that almost all
reduction relations of explicit substitutions calculi can be split into a rule creating
substitutions and others propagating them. Furthermore, it is often easy to show
that this last set of rules is confluent and terminating. When dealing with terms, one
can show confluence of calculi with explicit substitutions thanks to the confluence
of the λ-calculus [ACCL90, KR97], while with metavariables, it is necessary to
combine the notion of simultaneous reduction introduced by Tait and Martin Lo¨f
to obtain the diamond property of the interpretation calculus [KR95, Kes07].
The result will immediatly extend to the case where other equivalences defining
strong bisimulations on λj metaterms are added, such as the σ-equivalence of Reg-
nier [Reg91]. Furthermore, our result implies metaconfluence on λj-dags, the graph
formalism from which λj is inspired, since there is a strong bisimulation between
those two systems.
Related works: Other techniques exist to show confluence of calculi with ex-
plicit substitutions such as the Yokouchi-Hikita [YH90] method, used for example
for λσ⇑ [CHL96] and λx [RBL09]; the Z-technique [vO08b], used for example for
λex [Kes09]; the technique of decreasing diagrams [vO08a] used for λx||c [Blo97].
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Section 4.2.1 introduces the meta λj-calculus and its properties; Section 4.2.2
defines notations and basic lemmas needed to handle the non-deterministic notion
of replacement ; Section 4.2.3 presents the proof of metaconfluence strictly speaking;
Section 4.2.4 generalizes metaconfluence to the Church-Rosser property.
4.2.1 The Meta λj-calculus and some Basic Properties
We extend the grammar of λj with metavariables X∆ in order to denote incomplete
programs. To soundly instantiate metavariables with terms, the set of variables ∆
indexing or decorating X denote the set of variables which are free in it. Thus X∆
is a metaterm whose free variables are ∆.
Definition 4.2.1 (Metaterms). Terms of the calculus are defined by the following
grammar, as usual modulo α-conversion: t, u ::= x | λx.t | t u | t[x/u] | X∆
The metaterm y[x/v] Xy,z can be instantiated for example by the term y[x/v] y z
or y[x/v] ((λx.xz)[w/y]).
Definition 4.2.2 (Variables and Occurences). The notion of free variables is ex-
tended to metavariables by fv(X∆) := ∆. We write fmvar(t) for the set of all the
free variables of all the metavariables of t.
The number of free occurences of x in t is extended to metavariables, counting
one in the case of X∆ with x ∈ ∆. The notation ||t||x represents the number of
occurrences of x in metavariables of t.
The list of substitutions [x1/u]...[xn/u] will be abbreviated as [x1, ..., xn/u].
Definition 4.2.3 (Non-deterministic replacement on metaterms). The non-
deterministic replacement given in Definition 2.3.8 is simply extended to metaterms.
For instance, the term (x[z/Xx])x❀y denotes either y[z/Xx] or x[z/Xy] and
x Xx[z/Zx]x❀y1,y2 denotes either x Xy1 [z/Zy2 ] or x Xy2 [z/Zy1 ].
Definition 4.2.4 (Implicit substitution). The implicit substitution is defined on t
only when x /∈ fmvar(t) 1.
x{x/u} := u
y{x/u} := y
(λy.v){x/u} := λy.v{x/u} x 6= y
(v w){x/u} := v{x/u} w{x/u}
v[y/w]{x/u} := v{x/u}[y/w{x/u}] x 6= y
Considering implicit substitution in the context of metavariables, other ap-
proaches exist, consisting of changing back X∆{x/u} into X∆[x/u] even when x
1It makes no sense to define the implicit substitution when x appears in a metavariable because
by definition, we do not know what would be the result since the structure of the metavariable is
unknown
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appears in a metavariable [Kes07]. This makes an important difference because do-
ing so, one can move the implicit substitution downward the term and then finally
transform it in a jump. The implicit substitution thus switches from a static to a
dynamic status which is not that what one expects.
Implicit substitution enjoys the following well-known property:
Lemma 4.2.5. Let x, y /∈ fmvar(t) ∪ fmvar(u). Then, t{x/u}{y/v} =
t{y/v}{x/u{y/v}}.
Proof. By induction on t.
We can now redefine rules of λj in order to deal with metaterms as follows:
Definition 4.2.6 (λj reduction rules).
(λx.t)L u →dB t[x/u]L
t[x/u] →w t if |t|x = 0
t[x/u] →d t{x/u} if |t|x = 1 and x /∈ fmvar(t)
t[x/u] →c tx❀y[x/u][y/u] if |t|x > 1
t[x/u][y/v] ≡ t[y/v][x/u] if x /∈ fv(v) and y /∈ fv(u)
For instance a reduction of the metaterm ((λz.x z) Xx)[x/y]
is ((λz.x z) Xx)[x/y] →B (x z)[z/Xx][x/y] →d (x Xx)[x/y] →c
(x1 Xx2)[x1/y][x2/y] →d (y Xx2)[x2/y] with the last metaterm in normal
form.
Notice that rule d is stated in the original version of λj (defined only on terms)
by “t[x/u] →d t{x/u} if |t|x = 1”. In order to be consistent with Definition 4.2.4
of implicit substitution we adopt here a slight variation. As stated before, the
propagation rules are defined by case analysis on the number of occurrences of
the bound variable. The letters in the rules stand for weakening, derelicition, and
contraction. dB is the rule B which is the usual name for the creation of jumps at a
distance. The rule c should be considered as rules schema. It does not correspond
to a single rule but to as many possible partitions between x and y exist. In
particular, one can choose a different partition for each possible c-reduction. Of
course, when implementing the calculus, one should specify a particular strategy
to partition variables. However, since we work with the calculus and not with a
particular implementation of it, we will never specify it in the sequel.
The λj-calculus was first presented in [AK10] without ≡ since the four rules are
sufficient to enjoy almost all properties including confluence on terms. The equiva-
lence relation is however needed to close the following critical pair on metaterms:
(Xx Zy)[x/u][y/u] ←c (Xx Zx)[x/u]→c (Xy Zx)[x/u][y/u]
≡ =α
(Xx Zy)[y/u][x/u]
Lemma 4.2.7 (Full composition). The λj-calculus enjoys full composition on
terms [AK10] and metaterms i.e. if x /∈ fmvar(t), then t[x/u]→∗λj t{x/u}.
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Proof. By induction on the number of occurrences of x in t.
Lemma 4.2.8. The reduction→j is terminating and confluent on metaterms. Thus
for any term t, there is one unique normal form (up to ≡) written ↓(t).
Proof. The confluence property is straightforward. For the termination property,
the proof of [AK10] is modified by extending the notion of potential multiplicity
given in Definition 2.3.10 to metavariables with Mx(X∆) := 1 if x ∈ ∆, 0 otherwise.
In general, all the proofs for λj are the same when extending to metaterms since
the kind (meta or not) of an occurrence is stable by reduction and substitution.
Lemma 4.2.9. Metaterms in NFj are of the following shape with u, v ∈ NFj:
x | X∆ | λx.u | u v | u[x/v] with ||u||x = |u|x = 1
For instance (Xx y)[x/u] is in j-normal form but (Xx x)[x/u] is not.
Lemma 4.2.10. If t→∗λj t
′ then fmvar(t′) ⊆ fmvar(t).
Proof. By induction of the rules of λj.
Lemma 4.2.10 will be used implicitly for cases where we have t[y/u]→∗λj t
′[y/u]
with x /∈ fmvar(t) and want to perform the rule t′[y/u] →d t
′{y/u}. We need to
have x /∈ fmvar(t′), which is true by the lemma.
Lemma 4.2.11. Let t be a metaterm and x a variable such that x /∈ fmvar(t) Then,
several properties from λj on simple terms hold:
1. If t →∗λj t
′, u →∗λj u
′ then t{x/u} →∗λj t
′{x/u′}. In particular, if t ≡ t′ and
u ≡ u′ then t{x/u} ≡ t′{x/u′}.
2. Let t, u be metaterms in j-normal form. Then t{x/u} is also in j-normal
form.
Lemma 4.2.12. If ↓((λx.v)L u) = (λx.v′)L′ u′ then ↓(v[x/u]L) = ↓(v′[x/u′]L′)
Proof. We first notice that u′ is the normal form of u. Then we can notice that
v′ in (λx.v′)L′u′ is the normal form of v with substitutions and renamings only
determined by L. In the same way, L′ is determined by L and the number of
occurrences of variables it binds in v. To conclude, we remark that the normals
forms of the subterms of ↓(v[x/u]L) are determined in the same way.
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4.2.2 Non-deterministic Replacement
We state several properties dealing with the most subtle aspect of λj, the non-
deterministic replacement. The aim is to fully expand substitutions with re-
spect to the rules of j, thus obtaining a term which is renaming-independent.
In this section we will thus characterise ↓(t[x/u]) (with t, u in j-normal form) as
tx❀y1,...,yn [y1/u]...[yn/u]{x/u} where this last term is t where all free occurences of
x in a metavariable have been renamed into different fresh variables y1, ..., yn with
an explicit substitution introduced for every yi, anf finally an implicit substitution
to deal with occurences of x not in metavariables. The main goal in this section
will be to show that if t →∗λj t
′ and u →∗λj u
′ then tx❀y1,...,yn [y1/u]...[yn/u] →
∗
λj
t′x❀z1,...,zm [y1/u
′]...[yn/u
′]. This is necessary to show that the simultaneous reduc-
tion is included in →λj (point 1 of Lemma 4.1.6).
All lemmas are completely independent from the confluence section and could
be used for other studies of λj.
Definition 4.2.13 (Total non-deterministic renamings on metavariables). Let t be
a metaterm containing exactly n free occurrences of the variable x in the decorations
of its metavariables. Let ρ be an injective function from the n positions of these
metavariables in t to a set of fresh variables {y1, ..., yn}. Then tρ:x❀y1,...,yn denotes
the meta-term t where each occurrence of x in a metavariable of t at position p is
replaced by the variable ρ(p). All the other occurrences of x which do not appear in
metavariables of t are not modified. The set {y1, ..., yn} is the image of ρ, written
img(ρ). Notice that the operation ρ is deterministic.
We also need a variant, which still renames all occurrences of x in metavariables,
but which is not injective: it is denoted by tρ:x֌y1,...,yn.
A renaming ρ : x is valid w.r.t. a term t if for every position defined by the
mapping there is a variable x in a metavariable in t.
In the sequel, we will only consider valid renamings w.r.t. the terms in which
they are applied. We will simply write tρ:x instead of tρ:x❀y1,...,yn or tρ:x֌y1,...,yn
when names of fresh variables are irrelevant or clear from the context. The metaterm
tρ:x❀y1,...,yn [y1/u]...[yn/u] is abbreviated as tρ:x,u. If ||t||x = 0 then tρ:x,u should be
read as t.
For instance, the metaterm Zx[y/Xx]ρ:x❀y1,y2 where ρ maps the occurrence
of x at the position 0 to y1 and the occurrence of x at the position 1 to
y2 is exactly Zy1 [y/Xy2 ]. Taking the same ρ, the metaterm Zx[z/Xx]ρ:x,u is
Zy1 [z/Xy2 ][y1/u][y2/u].
The metaterm t = (x Xx) Xx affected by the non injective renaming ρ associating
all occurrences of x in metavariables of t to y is: ((x Xx) Xx)ρ:x֌y = (x Xy) Xy.
The notation tρ:x,u reflects our methodology: rename all occurrences of x in
metavariables to benefit from ≡ which makes the renaming ρ irrelevant. Non in-
jective renamings will be used when talking about metaterms in which renamed
variables are not bound by independent, and thus permutable, substitutions.
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Lemma 4.2.14. The following assertions are true regardless the injectivity of the
renamings:
• ∀ρ,∃!ρv, ρw s.t. (v w)ρ:x = vρv :x vρw:x
• ∀ρv, ρw,∃!ρ s.t. (v w)ρ:x = vρv :x wρw:x.
• ∀ρ,∃!ρv s.t. (λy.v)ρ:x = λy.vρv :x
• ∀ρv,∃!ρ s.t. (λy.v)ρ:x = λy.vρv :x
• ∀ρ,∃!ρv, ρw s.t. v[y/w]ρ:x = vρv :x[y/wρw:x]
• ∀ρv, ρw,∃!ρ s.t. v[y/w]ρ:x = vρv :x[y/wρw:x]
• ∀ρ,∃!ρv, ρw s.t. v{y/w}ρ:x = vρv :x{y/wρw:x} if |v|y = 1
• ∀ρv, ρw,∃!ρ s.t. v{y/w}ρ:x = vρv :x{y/wρw:x} if |v|y = 1
Furthermore we have img(ρ) = img(ρv) ∪ img(ρw) for all cases except the ab-
straction case where img(ρ) = img(ρv).
Proof. We only show the first case as the others are similar. For each mapping like
ρ(0p) = yi (resp. ρ(1p) = yi) with p a position, we construct ρv (resp. ρw) like
ρv(p) = yi (resp. ρw(p) = yi).
For instance, consider the metaterm Zx[y/Xx]ρ:x❀y1,y2 with a renaming ρ asso-
ciating 0 to y1 and 1 to y2, then there exists two renamings ρ1 and ρ2 (which re-
spectively associate 0 to y1 and 0 to y2) such that Zx[y/Xx]ρ:x❀y1,y2 = Zy1 [y/Xy2 ] =
Zxρ1:x❀y1 [y/Xxρ2:x❀y2 ].
Lemma 4.2.15. For any metaterm t and renaming ρ, there exist unique
ρ′, z1, ..., zm such that ↓(tρ:x֌y1,...,yn) = ↓(t)ρ′:x֌z1,...zm with img(ρ
′) ⊆ img(ρ).
Proof. By induction on t using Lemma 4.2.14.
Example 4.2.16. Consider the metaterm (z z)[z/Xx] with the particular case
where the renaming ρ is injective such that (z z)[z/Xx]ρ:x֌y = (z z)[z/Xy].
Thus ↓((z z)[z/Xy]) = (z1 z2)[z/Xy][z2/Xy] = (z1 z2)[z/Xx][z2/Xx]ρ′:x֌y =
↓((z z)[z/Xx])ρ′:x֌y with ρ
′ being the renaming associating to each occurrence of
x the variable y.
We can now state a technical property which let us deal with the non-
deterministic replacement in a ”deterministic” way.
Property 4.2.17. Let t, u be metaterms in j normal form. Then, for any ρ we
have ↓(t[x/u]) ≡ tρ:x,u{x/u} and thus for any ρ, ρ
′, tρ:x,u ≡ tρ′:x,u.
Proof. If |t|x = 0 or |t|x = 1 then this is straightforward. Otherwise, t[x/u] reduces
in many c-steps to tρ:x❀y1...yn [x/u][y1/u]...[yn/u] for any ρ. We can apply Full Com-
position and obtain tρ:x,u{x/u} which is in j-normal form since for every yi ||t||yi = 1
and because implicit substitution preserves j-normal form by Lemma 4.2.11:2.
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This property implies that the non-determinism is irrelevant thanks to substi-
tutions permutation. We can easily generalize to the case where subterms are not
in j-normal form:
Corollary 4.2.18. Let t, u be metaterms. Then, for any ρ we have ↓(t[x/u]) ≡
↓(t)ρ:x,↓(u){x/↓(u)} and thus for any ρ, ρ
′, ↓(t)ρ:x,↓(u) ≡ ↓(t)ρ′:x,↓(u).
Lemma 4.2.19. If t ≡ t′ then for any ρ, there exists a unique ρ′ s.t. tρ:x ≡ t
′
ρ′:x
Proof. We first show that if t ≡ t′ then for any ρ, there exists a unique ρ′ such
that tρ:x ≡ t
′
ρ′:x. If t = v[y/w][z/u] ≡ v[z/u][y/w] = t
′, we have unique ρv, ρu and
ρw s.t tρ:x =L. 4.2.14 vρv :x[y/wρw:x][z/uρu:x] ≡ vρv :x[z/uρu:x][y/wρw:x] =L. 4.2.14 t
′
ρ′:x.
The inductive cases are straightforward. The general case when t ≡ t′ is done by
induction.
Notice that the Lemma 4.2.19 is not true for any ρ′. For instance, take the
reflexive case where t = t′ = Xx Xx. Two different assignments for t are Xx1 Xx2
and Xx2 Xx1 , but they are not equivalent modulo ≡.
Lemma 4.2.20. If u →∗λj u
′ then tρ:x,u →
∗
λj tρ:x,u′. In particular, if u ≡ u
′ then
tρ:x,u ≡ tρ:x,u′.
Proof. Straightforward.
Lemma 4.2.21. If t ≡ t′, u ≡ u′ then for any ρ, ρ′, tρ:x,u ≡ t
′
ρ′:x,u′. Furthermore,
tρ:x,u{x/u} ≡ t
′
ρ′:x,u′{x/u
′}.
Proof. The second part is obvious from the first by Lemma 4.2.11:1. For the first, by
Lemma 4.2.19, there exists a unique ρ′′ s.t. tρ:x ≡ t
′
ρ′′:x. As ≡ is closed by context,
we have tρ:x,u ≡ t
′
ρ′′:x,u and t
′
ρ′′:x,u ≡ t
′
ρ′′:x,u′ by Lemma 4.2.20. Property 4.2.17
concludes with t′ρ′′:x,u′ ≡ t
′
ρ′:x,u′ .
We illustrate the first case by simply considering u = u′. Take for instance
t = v[z1/Xx][z2/Zx] and consider the renamed metaterm tρ:x = v[z1/Xx1 ][z2/Zx2 ].
Then for t′ = v[z2/Zx][z1/Xx] we have:
• if tρ′:x = v[z2/Zx1 ][z1/Xx2 ] then
tρ:x,u =
v[z1/Xx1 ][z2/Zx2 ][x1/u][x2/u] ≡
v[z2/Zx2 ][z1/Xx1 ][x1/u][x2/u] ≡
v[z2/Zx2 ][z1/Xx1 ][x2/u][x1/u] =α
v[z2/Zx1 ][z1/Xx2 ][x1/u][x2/u] = t
′
ρ′:x,u
• if t′ρ′′:x = v[z2/Zx2 ][z1/Xx1 ] then
tρ:x,u =
v[z1/Xx1 ][z2/Zx2 ][x1/u][x2/u] ≡
v[z2/Zx2 ][z1/Xx1 ][x1/u][x2/u] = t
′
ρ′′:xu
4.2. Metaconfluence of λj 57
Lemma 4.2.22. If x /∈ fmvar(t) then ↓(t{x/u}) ≡ ↓(t){x/↓(u)}
Proof. By induction on t. All cases are straightforward except the substitution
case. Let t = v[y/w]. By α-conversion y /∈ fv(u).
↓(v[y/w]{x/u}) =
↓(v{x/u}[y/w{x/u}]) ≡C. 4.2.18
↓(v{x/u})ρ:y,↓(w{x/u}){y/↓(w{x/u})} ≡i.h.
(↓(v){x/↓(u)})ρ:y,↓(w){x/↓(u)}{y/↓(w){x/↓(u)}} =(α)
(↓(v))ρ:y,↓(w){x/↓(u)}{y/↓(w){x/↓(u)}} =L.4.2.5
↓(v)ρ′:y,↓(w){y/↓(w)}{x/↓(u)} ≡C. 4.2.18
↓(v[y/w]){x/↓(u)}
The next technical lemma will be useful in the next section (Lemma 4.2.35).
Lemma 4.2.23. Let t be a metaterm and x a variable. If t →∗λj t
′ and u →∗λj u
′
then for any ρ, ρ′, tρ:x,u →
∗
λj t
′
ρ′:x,u′.
Proof. We reason by induction on the length of the reduction from t to t′.
If the length is zero then t ≡ t′. By Lemma 4.2.21, taking u = u′, we have
tρ:x,u ≡ t
′
ρ′:x,u. By Lemma 4.2.20 t
′
ρ′:x,u →
∗
λj t
′
ρ′:x,u′ which concludes this subcase.
Otherwise, t →∗λj t1 →λj t
′. By induction hypothesis, for any ρ, there exists a
ρ1 s.t. tρ:x,u →
∗
λj t1ρ1:x,u′ . For the last step, we have to show that for any ρ1, if
t1 →λj t
′ there exists a ρ′ s.t. t1ρ1:x,u →
∗
λj t
′
ρ′:x,u. It is actually sufficient to show
that for any ρ1, ρ
′, if t1 →λj t
′ then t1ρ1:x,u →
∗
λj t
′
ρ′:x,u. We reason by cases on
t1 →λj t
′:
• t1 = (λy.v)L w →dB v[y/w]L = t
′
t1ρ:x,u =
((λy.v)L w)ρ1:x❀z[z/u] =L. 4.2.14
((λy.vρv :x)LρL:x wρw:x)[z/u] →dB
vρv :x[y/wρw:x]LρL:x[z/u] =L. 4.2.14
(v[y/w]L)ρ′′:x❀z[z/u] ≡C.4.2.18 t
′
ρ′:x,u
• t1 = v[y/w] →d v{y/w} = t
′ As y appears exactly once in v, we have the
same number of zi in t1 and in t
′. Notice that we can apply the rule→d since
the multiplicity of y cannot be changed by a renaming of x.
t1ρ:x,u =
(v[y/w])ρ1:x❀z[z/u] =L. 4.2.14
vρv :x[y/wρw:x][z/u] →d
vρv :x{y/wρw:x}[z/u] =L. 4.2.14
(v{y/w})ρ′′:x[z/u] ≡C.4.2.18 t
′
ρ′:x,u
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• t1 = v[y/u]→w v = t
′ with y /∈ fv(v)
t1ρ:x,u =
(v[y/u])ρ1:x❀z[z1/u]...[zn/u] =L. 4.2.14
vρv :x❀z′1...z′m [y/uρu:x][z1/u]...[zn/u] →w
with {z′1, ..., z
′
m} a subset of {z1, ..., zn}
vρv :x❀z′1...z′m [z1/u]...[zn/u] →
∗
w
vρv :x❀z′1,...,z′m [z
′
1/u]...[z
′
m/u] ≡C.4.2.18 t
′
ρv :x,u
• t1 = v[y/w]→c vy❀z[y/w][z/w] = t
′ with n = |v|y > 1
t1ρ1:x,u =
(v[y/w])ρ1:x❀z1,...,zn [z1/u]...[zn/u] =L. 4.2.14
vρv :x[y/wρw:x][z1/u]...[zn/u] →c
(vy❀z)ρv :x[y/wρw:x][z/wρw:x][z1/u]...[zn/u] =
(vy❀z)ρv :x [y/wρw:x❀z′1...z′m ]
[z/wρw:x❀z′1...z′m ]
[z1/u]...[zn/u]
≡
(with {z′1...z
′
m} a subset of {z1...zn} s.t.
{z1, ..., zn} = {z
′
1, ..., z
′
m} ∪ {z
′
m+1, ..., z
′
n})
(vy❀z)ρv :x[y/wρw:x❀z′1...z′m ] [z/wρw:x❀z′1...z′m ]
[z′1/u]...[z
′
m/u]
[z′m+1/u]...[z
′
n/u]
→∗c
(vy❀z)ρv :x[y/wρw:x❀z′1...z′m ] [z/wρw:x❀z′′1 ...z′′m ]
[z′1/u]...[z
′
m/u]
[z′′1/u]...[z
′′
m/u]
[z′m+1/u]...[z
′
n/u]
=L. 4.2.14
(vy❀z[y/w][z/w])ρ′:x [z
′
1/u]...[z
′
m/u]
[z′′1/u]...[z
′′
m/u]
[z′m+1/u]...[z
′
n/u]
≡C.4.2.18 t
′
ρ′:x,u
4.2.3 Confluence on Metaterms
We combine the interpretation method with the idea of simultaneous reduction
defined in Tait-Martin Lo¨f’s technique.
We first isolate the difficulties thanks to the interpretation method and reduce
the confluence of λj to the confluence of a system defined on j-normal forms, called
the interpretation calculus. There are several possibilities to define this latter one
leading to different proofs. We follow ideas from Tait-Martin Lo¨f and choose a
calculus reducing simultaneously metaterms.
The second part of the proof is to finally show that the interpretation calculus
enjoys the diamond property, which implies that it is confluent. This finally implies
that λj is confluent.
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Following the interpretation method given in Lemma 4.1.6 by taking R = λj,
R1 = j , R2 = B, and ≈=≡ we thus have to find a relation⇛, prove Points 1 and 3
since Point 2 was proved by Lemma 4.2.8, and of course, show that ⇛ is confluent.
If we had wanted to show confluence on terms and not on metaterms we would
be in the situation where normal forms are actually lambda terms. We could thus
easily conclude by using the fact that the λ-calculus is confluent.
In the rest of this section we will this:
1. Following Tait-Martin Lo¨f, define⇛ as a simultaneous reduction wich mimics
β reductions by taking the j-normal form after each B step.
2. Prove Points 1 and 3 of Lemma 4.1.6 2
3. Prove confluence of ⇛ by showing that it enjoys the diamond property, that
is any critical pair can be closed in one step.
There are several ways to define the simultaneous reduction relation. We choose
this high-level definition, which let us use all the properties we have proved in
Section 4.2.2.
Definition 4.2.24 (Simultaneous reduction). We define the simultaneous reduction
⇛ on j-normal forms as follows:
• x⇛ x
• X⇛ X
• If u⇛ u′ then λx.u⇛ λx.u′
• If u⇛ u′ and v ⇛ v′ then u v ⇛ u′ v′
• If t⇛ t′, u⇛ u′ for any injective ρ, ρ′ , tρ:x,u ⇛ t
′
ρ′:x,u′.
• If v ⇛ v′, u⇛ u′, L⇛ L′ (λx.v)L u⇛ ↓(v′[x/u′]L′)
The fifth and most subtle rule is valid since ρ and ρ′ are injective total renamings.
Example 4.2.25. For instance, (λx.(Xx x)(Xx y))[y/z] u simultaneously reduces
to ((Xx1 u) (Xx2 z))[x1/u][x2/u] or to ((Xx2 u) (Xx1 z))[x1/u][x2/u]. The two terms
are equivalent modulo ≡.
The following example illustrates the use of the fifth rule. Let t = (λy.y y) Xx ⇛
Xx Xx = t
′. There is only one valid renaming ρ for t which associates the variable
z to the unique occurrence of x. Then tρ:x,u = ((λy.y y) Xz)[z/u] simultaneously
reduces to (Xz1 Xz2)[z1/u][z2/u] or to (Xz2 Xz1)[z1/u][z2/u]. Notice that those two
metaterms are equivalent up to ≡.
2instead of showing →⊆⇛⊆→∗ as done in the Tait-Martin Lo¨f’s technique since it is not true
in our case
60 Chapter 4. Confluence Results
The difficulty of the proof relies on the fact that λj combines non-deterministic
replacement and action at distance. Indeed, in all calculi defined by a case analysis
on the constructor at the left of the substitution, it is possible to have a rule
X∆[x1/u1]...[xn/un] ⇛ X∆[x1/u
′
1]...[xn/u
′
n] with xi /∈ fv(uj) and ui ⇛ u
′
i, instead
of the complex tρ:x,u ⇛ t
′
ρ′:x,u′ .
As a normal form may contain jumps we need to handle equations in the simul-
taneous reductions. To do so, we introduce a new reduction:
Definition 4.2.26 (Simultaneous reduction modulo). The simultaneous reduction
modulo t⇛≡ t
′ occurs if there exists t1, t2 s.t. t ≡ t1 ⇛ t2 ≡ t
′.
Lemma 4.2.27. If t⇛ t′, u⇛ u′, x /∈ fmvar(t) then t{x/u}⇛≡ t
′{x/u′}.
Proof. By induction on t⇛ t′. We only consider the interesting cases:
• vρ:y,w ⇛ v
′
ρ′:y,w′ coming from v ⇛ v
′ and w ⇛ w′. By α-conversion
x 6= y and y /∈ fv(u). By induction hypothesis, v{x/u} ⇛≡ v
′{x/u′}
and w{x/u} ⇛≡ w
′{x/u′}. By definition of the implicit substitution,
t{x/u} = v{x/u}ρ:y,w{x/u} and by definition of ⇛, v{x/u}ρ:y,w{x/u} ⇛≡
v′{x/u′}ρ:y,w′{x/u′} which is equal to t
′{x/u′}.
• (λy.v)L w ⇛ ↓(v′[y/w′]L′) coming from v ⇛ v′, L ⇛ L′, and w ⇛ w′.
By α-conversion x 6= y. By induction hypothesis, v{x/u} ⇛≡ v
′{x/u′},
w{x/u}⇛≡ w
′{x/u′} and L{x/u}⇛≡ L
′{x/u′}.
t{x/u} =
(λy.v{x/u})L{x/u} w{x/u} ⇛≡
↓(v′{x/u′}[y/w′{x/u′}](L′{x/u′})) =
↓((v′[y/w′]L){x/u′}) ≡L. 4.2.22
↓(v′[y/w′]L){x/↓(u′)} =(u′∈NFj)
↓(v′[y/w′]L′){x/u′}
Lemma 4.2.28. If t⇛ t′ and u⇛ u′ then ↓(t[x/u])⇛≡ ↓(t
′[x/u′]).
Proof. By hypothesis, both t and u are in j-normal form. Then,
↓(t[x/u]) ≡P.4.2.17
tρ:x,u{x/u} ⇛≡(hyp, def and L. 4.2.27)
t′ρ′:x,u′{x/u
′} ≡P.4.2.17
↓(t′[x/u′])
It is thanks to our definition of simultaneous reduction that this proof is short.
Otherwise, a proof by induction on ⇛ is needed, and it can take several pages as
in [Kes07]. We can generalize the previous lemma to the case where the terms t
and t′ are affected by a list of substitutions:
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Lemma 4.2.29. If t⇛ t′, L⇛ L′ and u⇛ u′ then ↓(t[x/u]L)⇛≡ ↓(t
′[x/u′]L′).
Proof. By hypothesis, both t, u and L are in j-normal form. We proceed by induc-
tion on the length of L. If the length is equal to 0 we then fall in Lemma 4.2.28.
Otherwise,
↓(t[x/u]L) =
↓(t[x/u][y1/w1]...[yn/wn]) ≡P.4.2.17
↓(t[x/u][y1/w1]...[yn−1/wn−1])ρ:yn,wn{yn/wn} ⇛≡i.h., def and L. 4.2.27
↓(t′[x/u′][y1/w
′
1]...[yn−1/w
′
n−1])ρ′:yn,w′n
{yn/w
′
n} ≡P.4.2.17
↓(t′[x/u′][y1/w
′
1]...[yn/w
′
n]) =
↓(t′[x/u′]L′)
This technical lemma will be useful to show an admissible rule necessary to show
the diamond property. It is the only one allowing to go from an injective renaming
to a non injective one and vice-versa.
Lemma 4.2.30. If t ⇛ t′ then for any injective ρ there exists a unique (possibly
non injective) ρ′ and variables z1, ..., zm such that:
1. tρ:x❀y1...yn ⇛ t
′
ρ′:x֌z1...zm with img(ρ
′) ⊆ img(ρ).
2. ↓(t′ρ′:x֌z1...zm [y1/u1]...[yn/un]) = t
′
ρ2:x❀z′1...z
′
k
[z′1/u1]...[z
′
k/un] for any injec-
tive ρ2 and ui ∈ NFj.
Proof. 1. By induction on t⇛ t′.
• The case t = x⇛ x = t′ is straightforward.
• The case t = X∆ ⇛ X∆ = t
′ is only interesting when x ∈ fv(∆).
Then there is only one renaming possible since x appears only once
and thus taking z1 = y we have X∆x❀y ⇛ X∆x֌y. Furthermore,
↓(X∆x❀y[y/u]) = X∆x❀y[y/u], since by hypothesis y is a fresh variable
and thus cannot appear in ∆ which is equal to t′ρ2:x,u with ρ2 being the
unique injective renaming possible in t′.
• t = v w ⇛ v′ w′ = t′.
(vw)ρ:x❀y1...yn =L. 4.2.14 vρv :x❀y′1...y′k wρw:x❀y
′′
1 ...y
′′
p
By induction hypothesis,
vρ:x❀y′1...y′n ⇛ v
′
ρ′v :x❀z
′
1...z
′
m
and wρ:x❀y′′1 ...y′′p ⇛ w
′
ρ′w:x❀z
′′
1 ...z
′′
q
with
img(ρ′v) ⊆ img(ρv) and img(ρ
′
w) ⊆ img(ρw)
Thus, vρ:x❀y′1...y′k wρ:x❀y
′′
1 ...y
′′
p
⇛ v′ρ′v :x֌z′1...z′m w
′
ρ′w:x֌z
′′
1 ...z
′′
q
which
is equal by Lemma 4.2.14 to (v′ w′)ρ′:x֌z′1...z′m,z′′1 ...z′′q
. Furthermore,
img(ρ′) = img(ρ′v) ∪ img(ρ
′
w) which are a subset of img(ρv) ∪ img(ρw)
by hypothesis and img(ρv) ∪ img(ρw) = img(ρ) by Lemma 4.2.14.
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• Cases λz.v ⇛ λz.v′ and vρ:x,w ⇛ v
′
ρ′:x,w′ are similar (i.h. and
Lemma 4.2.14).
• (λz.v)L w ⇛ ↓(v′[z/w′]L′).
((λz.v)L w) =L. 4.2.14
(λz.vρv :x❀y′1...y′α)LρL:x❀y′′′1 ...y′′′γ wρw:x❀y′′1 ...y′′β ⇛
↓(v′ρ′v :x❀z′1...z′δ
[z/w′ρ′w:x❀z′′1 ...z′′ε
]L′ρ′
L
:x❀z′′′1...z′′′ζ
) =L. 4.2.14
↓((v′[z/w′]L′)ρ′′:x❀z′1...z′δ ,z
′′
1 ...z
′′
ε ,z
′′′
1 ...z
′′′
ζ
) =L. 4.2.15
↓(v′[z/w′]L′)ρ′:x❀z1...zm =
↓(t′)ρ′:x❀z1...zm
The fact that img(ρ′) ⊆ img(ρ) is easy using Lemmas 4.2.14 and 4.2.15.
2. By applying rules w and c.
Example 4.2.31. Take t = (λy.y y) Xx ⇛ Xx Xx = t
′ together with the unique
valid renaming for t which associates the variable z to the unique occurrence of x.
Then tρ:x❀z = (λy.y y) Xz ⇛ Xz Xz = t
′
ρ′:x֌z with ρ
′ the renaming associating to
all the occurrences of x in t′ the variable z.
To illustrate the second point of Lemma 4.2.30, take any u ∈ NFj
and notice that ↓((Xy Xy)[y/u]) can reduce either to (Xy1 Xy2)[y1/u][y2/u]
or to (Xy2 Xy1)[y1/u][y2/u] which correspond to t
′
ρ2:x❀y1,y2 [y1/u][y2/u] or
t′ρ′2:x❀y1,y2 [y1/u][y2/u], ρ2 and ρ
′
2 being the two valid renamings for t
′.
Lemma 4.2.32. We have the following admissible rules:
1. If t⇛ t′, u⇛ u′, ||t||x = 1 then t[x/u]⇛ ↓(t
′[x/u′]).
2. If t⇛ t′, ui ⇛ u
′
i then tρ:x❀y1,...,yn [yi/ui]⇛ t
′
ρ:x❀z1,...,zm [zi/u
′
i]
Proof. 1. Reading the fourth rule when there is only one occurrence of x gives
t[x/u] ⇛ t′ρ′:x,u′ which is equal to t
′
ρ′:x,u′{x/u} since x does not appear in
t′ρ′:x,u′ and it thus equal to ↓(t
′[x/u′]).
2. By Lemma 4.2.30.1, tρ:x❀y1,...,yn ⇛ t
′
ρ′:x֌z1...zm . By the first point we
have, tρ:x❀y1,...,yn [yi/ui] ⇛ ↓(t
′
ρ′:x֌z1...zm [yi/ui]) and by Lemma 4.2.30:2,
↓(t′ρ′:x֌z1...zm [yi/ui]) = t
′
ρ:x❀z1,...,zm [zi/u
′
i]
Lemma 4.2.33. If t→B t
′ then ↓(t)⇛≡ ↓(t)
′.
Proof. By induction on the relation t →B t
′. If the reduction occurs at the root of
t i.e. if t = (λx.v)L u →B v[x/u]L = t
′, notice that ↓(t) = (λx.v′)L′ u′. Then by
Lemma 4.2.12, ↓(t′) = ↓(v′[x/u′]L′) and we conclude by definition of ⇛.
Otherwise, for the subterm u where the B redex is performed we have u ⇛ u′.
We easily conclude by induction hypothesis except for the two following cases:
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• t = v[x/u] →B v[x/u
′] = t′. ↓(t) ≡ ↓(v)ρ:x,↓(u){x/↓(u)} with ↓(u) ⇛ ↓(u
′)
by induction hypothesis. By Lemma 4.2.27 and definition of ⇛ we get that
↓(v)ρ:x,↓(u){x/↓(u)}⇛ ↓(v)ρ:x,↓(u′){x/↓(u
′)}
• The case t = u[x/v]→B u
′[x/v] = t′ is similar to the previous one.
We can now deduce Point 3 of Lemma 4.1.6:
Corollary 4.2.34. If t→B t
′ then ↓(t)⇛≡ ↓(t
′).
And Point 1 of Lemma 4.1.6:
Lemma 4.2.35. If t⇛≡ t
′ then t→∗λj t
′.
Proof. The case t ≡ t′ is straightforward. Otherwise, it is sufficient to show that
t⇛ t1 implies t→
∗
λj/≡ t1. Indeed if t ≡ t0 ⇛ t
′
0 ≡ t1 then by hypothesis, t0 →
∗
λj t
′
0
and thus t→∗λj t1.
The interesting case is the following one:
• t = vρ:x,u ⇛ v
′
ρ′:x,u′ = t1 coming from v ⇛ v
′, u ⇛ u′. By induction
hypothesis, v →∗λj v
′ and u→∗λj u
′. We can then conclude with Lemma 4.2.23.
Lemma 4.2.36. If t⇛≡ t
′, u⇛≡ u
′ then for any ρ, ρ′ tρ:x,u ⇛≡ t
′
ρ′:x,u′
Proof. By hypothesis, t ≡ t1 ⇛ t2 ≡ t
′, u ≡ u1 ⇛ u2 ≡ u
′. By Lemma 4.2.21,
tρ:x,u ≡ t1ρ:x,u1 . By hypothesis and definition of ⇛, for any ρ, t1ρ:x,u1 ⇛ t2ρ:x,u2 .
Again, by Lemma 4.2.21, t2ρ:x,u2 ≡ t
′
ρ:x,u′ which concludes.
Lemma 4.2.37 (⇛≡ has the diamond property). If t1 ⇚≡ t ⇛≡ t2, then there
exists t3 such that t1 ⇛≡ t3 ⇚≡ t2.
1. We first prove that if t′
i
⇚ t ≡1 t1 then it exists t
′
1 s.t t
′ ≡ t′1
i
⇚ t1. We
proceed by induction on ≡1. The base cases are the following ones:
• (u′ρx:x,v′)ρy :y,w′ ⇚ u[x/v][y/w] ≡
1 u[y/w][x/v] with:
– x /∈ fv(w) and y /∈ fv(v)
– ||u||x = ||u||y = 1
– u⇛ u′, v ⇛ v′, w ⇛ w′
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Then,
u[y/w][x/v] ⇛
(u′′ρ′y :y,w′′)ρ′x:x,v′′
=
(u′′ρ′y :y❀b1,...,bm [b/w
′′])
ρ′x:x❀a1,...,an
[a/v′′] =L. 4.2.14
(u′′ρ′y :y❀b1,...,bm)ρ′′x:x❀a1,...,an
[b/w′′][a/v′′] ≡
(u′′ρ′y :y❀b1,...,bm)ρ′′x:x❀a1,...,an
[a/v′′][b/w′′] =
(u′′ρ′′x:x❀a1,...,an)ρ′y :y❀b1,...,bm
[a/v′′][b/w′′] =
(u′′ρ′′x:x❀a1,...,an)ρ′y :y❀b1,...,bm
[a/v′′][b/w′′] =L. 4.2.14
(u′′ρ′x:x❀a1,...,an [a/v
′′])
ρ′′y :y❀b1,...,bm
[b/w′′]
(u′′ρ′′x:x,v′′)ρ′′y :y,w′′
By hypothesis, u′ ⇚ u ≡1 u, v′ ⇚ v ≡1 v, and w′ ⇚ w ≡1 w. Thus, by
induction hypothesis, u′ ≡ u′′ ⇚ u, v′ ≡ v′′ ⇚ v, and w′ ≡ w′′ ⇚ w. We
thus have:
(u′′ρ′′x:x,v′′)ρ′′y :y,w′′
≡
(u′ρ′′x:x,v′)ρ′′y :y,w′
≡P. 4.2.17
(u′ρx:x,v′)ρy :y,w′
• u′ρ′:x,v′ ⇚ uρ:x,v ≡
1 u1ρ1:x,v. By induction hypothesis, u
′ ≡ u′1 ⇚ u1,
v′ ≡ v′1 ⇚ v and thus u
′
ρ′:x,v′ ≡L. 4.2.21 u
′
1ρ′1:x,v
′ ≡ u′1ρ′1:x,v′1
⇚ u1ρ1:x,v
•
u′ρ′:x,v′ ⇚ uρ:x❀y1,...,yn [y/v]
≡1
uρ1:x❀y1,...,yn [y1/v]...[yi/v1]...[yn/v]
By induction hypothesis, v′ ≡ v′1 ⇚ v and v
′ ≡ v′1 ⇚ v1.
By Lemma 4.2.32, uρ1:x❀y1,...,yn [y1/v]...[yi/v1]...[yn/v]⇛ uρ′1:x,v′1 .
Finally uρ′1:x,v′1 ≡L. 4.2.20 uρ′1:x,v′ ≡P. 4.2.17 u
′
ρ′:x,v′ .
• ↓(v′[x/w′]L′) ⇚ (λx.v)L w ≡ (λx.v)L1 w with L ≡
1 L1. By induction
hypothesis, w′ ≡ w′1 ⇚ w, v
′ ≡ v′1 ⇚ v, L
′ ≡ L′1 ⇚ L1. We thus have
to show that ↓(v′[x/w′]L′) ≡ ↓(v′1[x/w
′
1]L
′
1) which is true by definition of
↓( ).
• The cases ↓(v′[x/w′]L′) ⇚ (λx.v)L w ≡ (λx.v1)L w and ↓(v
′[x/w′]L′) ⇚
(λx.v)L w ≡ (λx.v)L w1 are similar to the previous case.
2. We prove t′ ⇚ t ≡ t1 implies t
′ ≡ t′1 ⇚ t1.
Proof. By induction on the number k of ≡ steps between t and t1. If k = 0,
then this is straightforward. If k = k′ + 1, we conclude with the following
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diagram:
t ≡ t0 ≡ ... t1
⇛ Point 1 ⇛ i.h. ⇛
t′ ≡ t′0 ≡ ... t
′
1
3. We prove t′ ⇚≡ t ≡ t1 implies t
′ ≡ t′1 ⇚ t1.
Proof. If t′ ⇚≡ t ≡ t1 then we have t0 and t
′
0 s.t. t
′ ≡ t′0 ⇚ t0 ≡ t1. By
the previous point, t0 ⇛ t
′
0. We can conclude by applying one more time the
previous point.
4. We prove t1 ⇚ t⇛ t2 implies there exists t3 such that t1 ⇛≡ t3 ⇚≡ t2.
Proof. By induction on ⇛. The interesting cases are the following ones:
• (λx.v1)L1 u1 ⇚ (λx.v)L u⇛ (λx.v2)L2 u2 with u⇛ u1, u⇛ u2, v ⇛ v1,
v ⇛ v2. We can conclude by induction hypothesis.
• (λx.v1)L1 u1 ⇚ (λx.v)L u⇛ ↓(v2[x/u2]L2) with u⇛ u1, u⇛ u2, v ⇛ v1,
v ⇛ v2. By induction hypothesis, u1 ⇛ u3 ⇚ u2 and v1 ⇛ v3 ⇚
v2. By hypothesis, (λx.v1)L1 u1 ⇛ ↓(v3[x/u3]L3) and by Lemma 4.2.29
↓(v2[x/u2]L2)⇛ ↓(v3[x/u3]L3) which concludes.
• The case ↓(v1[x/u1]L1) ⇚ (λx.v) u ⇛ ↓(v2[x/u2]L2) is similar to the
previous one.
• t1ρ1:x,u1 ⇚ tρ:x,u ⇛ t2ρ2:x,u2 . By i.h., t1 ⇛≡ t3 ⇚≡ t2 and u1 ⇛≡ u3 ⇚≡
u2. By Lemma 4.2.36, t1ρ1:x,u1 ⇛≡ t3ρ3:x,u3 and t2ρ2:x,u2 ⇛≡ t3ρ′3:x,u3 .
We can conclude with Property 4.2.17 since t3ρ3:x,u3 ≡ t3ρ′3:x,u3 .
5. We finally prove that t1 ⇚≡ t ⇛≡ t2 implies there exists t3 such that t1 ⇛≡
t3 ⇚≡ t2.
Proof. Let t1 ⇚≡ t ≡ u ⇛ u
′ ≡ t2. By the third point, there is u1 such that
t1 ≡ u1 ⇚ u and by the fourth point there is t3 such that u1 ⇛≡ t3 ⇚≡ u
′.
We conclude that t1 ⇛≡ t3 ⇚≡ t2.
We finally conclude since the diamond property obviously implies confluence:
Corollary 4.2.38. The simultaneous reduction ⇛≡ is confluent.
Theorem 4.2.39 (Metaconfluence of →λj). The reduction relation →λj is conflu-
ent on metaterms.
Proof. Thanks to Lemma 4.1.6, it is implied by Lemmas 4.2.35 and 4.2.8, and
Corollaries 4.2.34 and 4.2.38.
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4.2.4 Extensions
Several strong extensions can be easily implied by metaconfluence thanks to the
fact that the equivalence ≡ can always be postponed with respect to λj because it
is a strong bisimulation.
Lemma 4.2.40. The reduction relation ≡ is an internal strong bisimulation i.e. if
t ≡ u then t⇒λj t
′ implies u⇒λj u
′ ≡ t′.
Proof. Assume t ≡ t′ holds in n steps, which is written as t ≡n t′, and that t′ ⇒λj s
′.
We show that it exists s s.t. t ⇒λj s and s ≡ s
′. We proceed by induction on n.
The proof is almost the same as the one for λj and is straightforward.
Lemma 4.2.41 (≡ postponement). If t →∗λj t
′ then t ⇒∗λj · ≡ t
′. Furthermore,
the number of λj steps is preserved during the reduction.
Proof. By definition of internal strong bisimulation.
Confluence modulo and Church-Rosser modulo: As shown in Chapter 2,
there exists stronger properties than metaconfluence for a given reduction relation
modulo.
Theorem 4.2.42. The reduction relation ⇒λj is confluent on metaterms modulo
≡.
Proof. If t1
∗
λj⇐ t ≡ t
′ ⇒∗λj t2 then by Theorem 4.2.39, t1 →
∗
λj t3
∗
λj← t2. By
Lemma 4.2.41, we can postpone ≡ and get t1 ⇒
∗
λj≡ t3 ≡
∗
λj⇐ t2 which concludes.
Theorem 4.2.43. The reduction relation ⇒λj is Church-Rosser modulo ≡ on
metaterms.
Proof. Let t ↔∗≡ t
′ in n steps. We proceed by induction on n. The case n = 1 is
straightforward. Otherwise, we analyse the first step.
• If t⇒λj t1 ↔
∗
≡ t
′ then we have t1 ⇒
∗
λj≡
∗
λj⇐ t
′ by induction hypothesis and
can immediately conclude.
• If t ≡ t1 ↔
∗
≡ t
′ then we have t1 ⇒
∗
λj s1 ≡ s2
∗
λj⇐ t
′ by induction hypothesis.
By Theorem 4.2.42 t⇒λj s0 ≡ s1 and we can conclude by transitivity of ≡.
• If t λj⇐ t1 ↔
∗
≡ t
′ then we have t1 ⇒
∗
λj s1 ≡ s2
∗
λj⇐ t
′. By Theorem 4.2.42
t ⇒λj t3 ≡ s0
∗
λj⇐ s1. To conclude, we transform the reduction t
′ ⇒∗λj s2 ≡
s1 ⇒λj≡ s0 ≡ t3 in t
′ ⇒∗λj s2 ⇒λj≡ s0 ≡ t3 with Lemma 4.2.41.
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Sigma equivalence: Other equivalence relations are defined in [AK10] includ-
ing σ-equivalence on λ-terms [Reg91]. It is specified by means of the following
equations:
(λy.t)[x/u] ≡σ1 λy.t[x/u] y /∈ fv(u)
(t v)[x/u] ≡σ2 t[x/u] v x /∈ fv(v)
The equivalence relation ≡ ∪ ≡σ1 ∪ ≡σ2 also defines a strong bisimulation on
terms, and metaterms. We can thus extend the Church-Rosser property as we have
done for ≡, thus obtaining that the reduction relation λj is Church-Rosser modulo
≡ ∪ ≡σ1 ∪ ≡σ2 on metaterms.
λj-dags: An other easy consequence of our work is that λj-dags [AG09], the
graph formalism of λj, extended with metaterms is confluent. Indeed, there is a
strong bisimulation between the two formalisms. All the notions of equivalence
on terms do not apply in this graphical representation since they become simply
equalities.
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In this chapter we develop an homogeneous framework, called the prismoid
of resources, which provides eight languages – the vertexes of the prismoid –
dedicated to the control of resources for the λ-calculus, together with different
transformation functions – the arrows of the prismoid – between these languages.
Using those transformations, we show confluence, PSN, and strong normaliza-
tion. The results of this chapter have been developped in collaboration with Delia
Kesner and presented in [KR11], which is an extended and revised version of [KR09].
Each vertex of the prismoid is a specialised λ-calculus defined by a set of well-
formed terms and a set of axioms and reduction rules as well. Each calculus is
parametrised by a set of sorts wich are of two kinds: resources w (weakening) and
c (contraction), and cut-elimination operation s (substitution). If a sort in the
set {c, s, w} belongs to a given calculus, then the treatment of the corresponding
operations to deal with this sort is completely explicit in this calculus, i.e. is given by
syntax and rules belonging to the language itself. The eight calculi of the prismoid
correspond to 23 different ways to combine the sorts {c, s, w} by means of explicit
or implicit (meta-level) operations.
Thus for example, the λcs-calculus has only explicit control of contraction and
substitution, the λ-calculus (called here λ∅-calculus), has no explicit control at all,
and the λcsw-calculus – a slight variation of λlxr [KL07] – has explicit control of
everything.
For every subset of sorts B ⊆ {c, s, w}, the corresponding B-calculus of the
prismoid implements λ-calculus in the sense that β-reduction can be simulated
70 Chapter 5. The Prismoid of Resources
by B-reduction. It is also possible to take off some explicit information from a
given B-calculus in order to project B-reduction into a less refined relation. More
precisely, for every A ⊆ {c, w}, A-reduction (resp. A ∪ s-reduction) is projected
into β-reduction (resp. s-reduction). This asymmetry between languages with and
without sort s are reflected in the prismoid by means of two conceptually different
bases. The base BI contains all the calculi without explicit substitutions, namely
{λ∅, λc, λw, λcw}, and the base BE only contains those with explicit substitutions,
i.e. {λs, λcs, λsw, λcsw}.
λsw λcsw
λw λcw
λs λcs
λ∅ λc
explicit substitution base
implicit substitution base
For all the calculi of the prismoid we study a set of properties which guarantee
that they are well-behaved, namely, simulation of β-reduction, confluence, preser-
vation of β-strong normalisation (PSN) and strong normalisation (SN) for simply
typed terms. Thus in particular, none of the calculi suffers from Mellies’ counter-
example [Mel95]. Full composition is also shown for all calculi with sort s, i.e. those
included in the explicit substitution base. Each property is stated and proved by
making the set of sorts a parameter, so that the properties for each vertex of the
prismoid turn out to be a particular case of some general abstract proof, which may
hold for the whole prismoid or just for only one base.
Road Map: Section 5.1 introduces syntax and operational semantics of the pris-
moid. Section 5.2 explores how to enrich the λ-calculus by adding more explicit
control of resources, while Section 5.3 deals with the dual operation which forgets
information given by explicit weakening and contraction. Section 5.4 is devoted
to PSN and confluence on untyped terms. Finally, typed terms are introduced in
Section 5.5 together with a SN proof for them.
5.1 Terms and Rules of the Prismoid
5.1.1 Terms
We assume a denumerable set of variable symbols x, y, z, . . .. Lists and sets of
variables are denoted by capital Greek letters Γ,∆,Π, . . .. We write Γ; y for Γ∪{y}
when y /∈ Γ.
Definition 5.1.1 (Obligation set difference). We use Γ \\ ∆ for obligation set
difference which is equal to set difference when ∆ ⊆ Γ but undefined otherwise.
Definition 5.1.2 (Terms). Terms are given by the grammar:
t, u ::= x | λx.t | tu | t[x/u] | Wx(t) | C
y|z
x (t)
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Definition 5.1.3. Free and bound variables of t, respectively written fv(t) and
bv(t), are extended w.r.t. to the λ-calculus with the contraction and weakening
constructors: C
y|z
x (u) binds y and z in u, x is free in C
y|z
x (u) and in Wx(t).
Given three lists of distinct variables Γ = x1, . . . , xn, ∆ = y1, . . . , yn and Π =
z1, . . . , zn of the same length, the notations WΓ(t) and C
∆|Π
Γ (t) mean, respectively,
Wx1(. . .Wxn(t)) and C
y1|z1
x1 (. . . C
yn|zn
xn (t)). These notations will extend naturally to
sets of variables of same size thanks to the equivalence relation in Figure 5.2. The
particular cases C
∅|∅
∅ (t) and W∅(t) mean simply t.
Definition 5.1.4 (Renaming). Given lists Γ = x1, . . . , xn and ∆ = y1, . . . , yn of
distinct variables, the renaming of Γ by ∆ in t, written RΓ∆(t), is the capture-
avoiding simultaneous substitution of yi for every free occurrence of xi in t.
For example Rx1x2y1y2 (C
y|z
x1 (x2yz)) = C
y|z
y1 (y2yz).
Definition 5.1.5 (α-conversion). The α-conversion is the (standard) congruence
generated by renaming of bound variables. For example, λx1.x1C
y1|z1
x (y1z1) ≡α
λx2.x2C
y2|z2
x (y2z2).
All the operations defined along the chapter are considered modulo alpha-
conversion so that in particular capture of variables is not possible.
Definition 5.1.6 (Positive free variables). The set of positive free variables in a
term t, written fv+(t) is defined by induction on t as:
fv+(y) := {y}
fv+(λy.u) := fv+(u) \ {y}
fv+(u v) := fv+(u) ∪ fv+(v)
fv+(Wy(u)) := fv
+(u)
fv+(u[y/v]) := (fv+(u) \ {y}) ∪ fv+(v)
fv+(C
z|w
y (u)) := (fv+(u) \ {z, w}) ∪ {y} if z ∈ fv+(u) or w ∈ fv+(u)
fv+(C
z|w
y (u)) := fv+(u) otherwise
The intuition is that fv+(t) denotes the free variables of t which represent a term
variable at the end of some (possibly empty) ”contraction chain”. For the reader
familiar with proof-nets, each positive free variable can be intuitively associated to
a leaf in a tree made of contraction nodes.
For instance, x is a positive free variable in C
x1|x2
x (Wx1(y) x2) because there is
a chain from the contraction C
x1|x2
x ( ) to the term variable x2. Moreover, x is also
positive in C
x1|x2
x (C
y|z
x1 (z)) because there is a chain from x to the term variable z.
However x is not positive in C
x1|x2
x (C
x3|x4
x1 (y)) because there is no chain starting at
x and ending on a term variable.
Definition 5.1.7 (Number of occurences of positive free variables). The number of
occurrences of the positive free variable x in the term t is written |t|+x . We extend
this definition to sets by |t|+Γ = Σx∈Γ|t|
+
x .
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x B x
Γ B u ∆ B v
Γ ⊎B ∆ B uv
Γ B u
Γ )B x B λx.u
Γ B u
(w ∈ B)
Γ;x B Wx(u)
Γ B v ∆ B u
(s ∈ B)
Γ ⊎B (∆ )B x) B u[x/v]
Γ B u
(c ∈ B)
x; (Γ )B {y, z}) B C
y|z
x (u)
Figure 5.1: Well-formed terms of the prismoid
Thus for example, given t =Wx1(xx) Wx(y) C
z1|z2
z (z2), we have x, y, z ∈ fv
+(t)
with |t|+x = 2, |t|
+
y = |t|
+
z = 1 but x1 /∈ fv
+(t).
We now introduce the non-deterministic replacement which, unlike for other
calculi where it was used such as λj, only deals with positive free variables.
Definition 5.1.8 (Positive non-deterministic replacement). Given a list of distinct
variables x1 . . . xn, which are all fresh in t, we write t
x
+
❀x1...xn
, for the capture-
avoiding non-deterministic replacement of n ≥ 1 positive occurrences of x in t by
the variables x1 . . . xn.
Thus for example, (Wx(t) x x)
x
+
❀y1y2
denotes Wx(t) y1 y2 or Wx(t) y2 y1. In
the same way, (Wx(t) x x)
x
+
❀y
denotes either Wx(t) y x or Wx(t) x y, but neither
Wy(t) x x nor Wx(t) y y.
Definition 5.1.9. Now, let us consider a set of resources R = {c, w} and a set
of sorts S = R ∪ {s}. For every subset B ⊆ S, we define a calculus λB in the
prismoid of resources which is equipped with a set of well-formed terms, denoted TB
and defined in Section 5.1.2, together with a reduction relation, denoted →B and
defined in Section 5.1.3.
Each calculus λB belongs to a base : the explicit substitution base BE which
contains all the calculi having at least sort s and the implicit substitution base BI
containing all the other calculi.
5.1.2 Well-Formed terms
Definition 5.1.10 (Well-formed). A term t belongs to the set of well-formed terms
TB iff there exists a set Γ s.t. Γ B t is derivable in the system given by the rules
appearing in Figure 5.1. A term t ∈ TB is also called a B-term.
From now on we only consider well-formed terms.
In the previous rules, the symbol ; is used to denote disjoint union. Also, ⊎B
means standard union if c /∈ B and disjoint union if c ∈ B. Similarly, Γ )B ∆ is
used for Γ \∆ if w /∈ B and for Γ \\ ∆ if w ∈ B.
Notice that variables, applications and abstractions belong to all calculi of the
prismoid while weakening, contraction and substitutions only appear in calculi hav-
ing the corresponding sort. If t is a B-term, then w ∈ B implies that bound variables
of t cannot be useless, and c ∈ B implies that no free variable of t has more than
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one free occurrence. Thus for example the term λz.x y belongs to the calculus λB
only if w /∈ B (thus it belongs to λ∅, λc, λs, λcs), and (xz)[z/yx] belongs to λB
only if s ∈ B and c /∈ B (thus it belongs to λs and λsw). A useful property is that
Γ B t implies Γ = fv(t).
We introduce the following measure ox(t) which counts free occurrences of x in
t by taking care of duplications if the variable is contracted.
Definition 5.1.11 (Number of contracted occurences). The number of contracted
occurrences of the free variable x in the well-formed term t, written ox(t), is defined
modulo α-conversion so that bound variables of t are assumed to be disjoint from
x. Formally,
ox(x) := 1
ox(y) := 0
ox(λy.t) := ox(t)
ox(tu) := ox(t) + ox(u)
ox(t[y/u]) := ox(t) + ox(u)
ox(Wy(t)) :=
{
1
ox(t)
if x = y
if x 6= y
ox(C
y1|y2
y (t)) :=
{
1 + oy1(t) + oy2(t)
ox(t)
if x = y
if x 6= y
We extend this definition to sets by oΓ(t) :=
∑
x∈Γ ox(t).
Before introducing the notion of substitution, we need an extra function which
cleans-up useless resources.
Definition 5.1.12 (Deletion). Given a B-term t and a set of variables Γ, the
deletion function delΓ(t) removes from t all the occurrences of variables in Γ that
are useless, i.e. that are free but not positive in t. This operation is defined modulo
alpha-conversion so that bound variables of t are always assumed to be disjoint from
Γ.
delΓ(y) := y
delΓ(u v) := delΓ(u) delΓ(v)
delΓ(λy.u) := λy.delΓ(u)
delΓ(u[y/v]) := delΓ(u)[y/delΓ(v)]
delΓ(Wx(u)) :=
{
u
Wx(delΓ(u))
if x ∈ Γ
if x /∈ Γ
delΓ(C
y|z
x (u)) :=
{
delΓ\x∪{y,z}(u)
C
y|z
x (delΓ(u))
if x ∈ Γ & x /∈ fv+(C
y|z
x (u))
otherwise
For example, delx(Wx(a) x) = a x and delx(C
x1|x2
x (y) x) = y x. This oper-
ation does not increase the size of terms. Moreover, if x ∈ fv(t) \ fv+(t), then
size(delx(t)) < size(t). Also, delΓ(t) = t if fv(t) ∩ Γ = ∅.
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Lemma 5.1.13 (Preservation of Well-Formed Terms by Deletion). If Γ B t and
∆ ⊆ Γ then (Γ )B (∆ \ fv(del∆(t)))) B del∆(t), which simplifies to Γ )B ∆ B
del∆(t) if |t|
+
∆ = 0 .
Proof. By induction on size(t).
For instance, cleaning-up useless x in the term x Wx(y) gives {x, y} )w (x \
{x, y}) w delx(x Wx(y)) that is x, y w x y.
To introduce the reduction rules of the prismoid we need a meta-level notion
of substitution, defined on alpha-equivalence classes, which is at the same time the
one implemented by the explicit control of resources.
Definition 5.1.14 (Well-formed substitution). A well-formed substitution is a pair
of the form {x/u}, where the term u, called the body of the substitution, is a
well-formed term. More precisely, if u ∈ TB, the substitution is also called a B-
substitution.
The application of a B-substitution {x/u} to a B-term t (called the target of the
substitution), written t{x/u}, is defined as follows:
• If |t|+x = 0, then
– If |t|x = 0 or w /∈ B then t{x/u} := delx(t).
– Otherwise, t{x/u} :=Wfv(u)\fv(t)(delx(t)).
• If |t|+x ≥ 2, then t{x/u} := tx+❀y
{y/u}{x/u}.
• If |t|+x = 1, t{x/u} := delx(t){{x/u}} where t{{x/u}} is defined by induction
on t as follows:
x{{x/u}} := u
y{{x/u}} := y x 6= y
(s v){{x/u}} := s{{x/u}} v{{x/u}}
(λy.v){{x/u}} := λy.v{{x/u}} x 6= y & y /∈ fv(u)
s[y/v]{{x/u}} := s{{x/u}}[y/v{{x/u}}] x 6= y & y /∈ fv(u)
Wy(v){{x/u}} := Wy\fv(u)(v{{x/u}}) x 6= y
C
y1|y2
y (v){{x/u}} :=


C
y1|y2
y (v{{x/u}})
C
∆|Π
Γ (v{x1/R
Γ
∆(u)}{x2/R
Γ
Π(u)})
{
x 6= y
y1, y2, y /∈ fv(u)

x = y
Γ := fv(u)
∆,Π are fresh
For instance, (Wx(a) Wx(b)){x/y} =Wy(a b) and (C
x1|x2
x (a) x){x/b} = a b.
This definition looks complex, this is because it is covering all the calculi of the
prismoid by a unique homogeneous specification. The restriction of this operation
to particular subsets of resources results in simplified notions of substitutions. As
5.1. Terms and Rules of the Prismoid 75
a typical example, the previous definition can be shown to be equivalent to the
well-known notion of higher-order substitution on ∅-terms [Bar84] given by:
x{x/u} := u
y{x/u} := y x 6= y
(λy.v){x/u} := λy.v{x/u} x 6= y & y /∈ fv(u)
(s v){x/u} := s{x/u} v{x/u}
Substitution definition also simplifies to the following one for c-terms:
x{x/u} := u
y{x/u} := y x 6= y
(λy.v){x/u} := λy.v{x/u} x 6= y & y /∈ fv(u)
(s v){x/u} := s{x/u} v{x/u}
C
y1|y2
y (t){x/u} := C
y1|y2
y (t{x/u})
{
x 6= y
y, y1, y2 /∈ fv(u)
C
y1|y2
x (t){x/u} := C
∆|Π
Γ (t{y1/R
Γ
∆(u)}{y2/R
Γ
Π(u)})


x ∈ fv+(C
y1|y2
x (t))
Γ := fv(u)
∆,Π are fresh
C
y1|y2
x (t){x/u} := delx(C
y1|y2
x (t)) x /∈ fv+C
y1|y2
x (t)
Lemma 5.1.15. Definitions of t{x/u} and t{{x/u}} are well-founded.
Proof. By induction on 〈ox(t), size(t)〉.
Lemma 5.1.16. Let t ∈ TB s.t. |t|
+
x ≥ 1. Then substitution verifies the following
equalities:
x{x/u} = u
y{x/u} = y x 6= y
(λy.v){x/u} = λy.v{x/u} x 6= y
(s v){x/u} = s{x/u} v{x/u}
s[y/v]{x/u} = s{x/u}[y/v{x/u}] x 6= y
Wy(t){x/u} = Wy(t{x/u}) x 6= y & y /∈ fv(u)
Wy(t){x/u} = t{x/u} x 6= y & y ∈ fv(u)
C
y1|y2
y (t){x/u} = C
y1|y2
y (t{x/u}) x 6= y & y /∈ fv(u)
C
x1|x2
x (t){x/u} = C
∆|Π
Γ (t{x1/R
Γ
∆(u)}{x2/R
Γ
Π(u)})
{
Γ = fv(u)
∆,Π are fresh
Proof. By substitution definition.
Lemma 5.1.17. Let t ∈ TB. The function del() enjoys the following properties :
1. x /∈ fv(delx(t)) if x /∈ fv
+(t).
2. delx(dely(t)) = dely(delx(t)).
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3. delx(t{y/v}) = delx(t){y/v} if x /∈ fv(v).
4. delx(t{{y/v}}) = delx(t){{y/v}} if x /∈ fv(v).
5. delx(t){{x/v}} = delx(t) if x /∈ fv
+(t).
6. delx(t) = t if |t|x = |t|
+
x .
7. t{x/u}{y/u} = delx,y(t){{x/u}}{{y/u}} if |t|
+
x ≥ 1 or |t|
+
y ≥ 1.
Proof. By induction on size(t).
For instance, delx(Wy(Wx(z)){y/w}) = delx(Ww(Wx(z))) = Ww(z) =
Wy(z){y/w} = delx(Wy(Wx(z))){y/w} illustrates the third case.
5.1.3 Rewriting rules and equations
We now introduce the reduction system of the prismoid. In the last column of
Figure 5.2 we use the notation A+ (resp. A−) to specify that the equation/rule
belongs to the calculus λB iff A ⊆ B (resp. A ∩ B = ∅). Thus, each calculus λB
contains only a strict subset of the reduction rules and equations in Figure 5.2.
All the equations and rules can be understood by means of Proof-Nets reduction
(see for example [KL07]). The reduction rules can be split into four groups: the
first one fires implicit/explicit substitution, the second one implements substitu-
tion by decrementing multiplicity of variables and/or performing propagation, the
third one pulls weakening operators as close to the top as possible and the fourth
one pushes contractions as deep as possible. Alpha-conversion guarantees that no
capture of variables occurs during reduction. The use of positive conditions (condi-
tions involving positive free variables) in some of the rules will become clear when
discussing projection at the end of Section 5.3.
The notations ⇒R, ≡E and →R∪E , mean, respectively, the rewriting (resp.
equivalence and rewriting modulo) relation generated by the rules R (resp. equa-
tions E and rules R modulo equations E). Similarly, ⇒B, ≡B and →B mean,
respectively, the rewriting (resp. equivalence and rewriting modulo) relation gen-
erated by the rules (resp. the equations and rules modulo equations) of the cal-
culus λB. Thus for example the reduction relation →∅ is only generated by the
β-rule exactly as in λ-calculus. Another example is →c which can be written
→{β,CL,CAL,CAR,CGc}∪{CCA,CC ,CCC}. Sometimes we mix both notations to denote partic-
ular subrelations, thus for example →c\β means →{CL,CAL,CAR,CGc}∪{CCA,CC ,CCC}. We
give in the appendix an independent specification for each calculus of the prismoid.
Among the eight calculi of the prismoid we can distinguish the λ∅-calculus,
known as λ-calculus, which is defined by means of the →∅-reduction relation on
∅-terms. Another language of the prismoid is the λcsw-calculus, a variation of
λlxr [KL07], defined by means of the →{c,s,w}-reduction relation on {c, s, w}-
terms. A last example is the λw-calculus given by means of →w-reduction, that
is, →{β,LW,AWl,AWr}∪{WWC}.
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Equations :
(CCA) C
x|z
w (C
y|p
x (t)) ≡ C
x|y
w (C
z|p
x (t)) c+
(CC) C
y|z
x (t) ≡ C
z|y
x (t) c+
(CCC) C
b|c
a (C
y|z
x (t)) ≡ C
y|z
x (C
b|c
a (t)) x 6= b, c & a 6= y, z c+
(WWC) Wx(Wy(t)) ≡ Wy(Wx(t)) w
+
(SSC) t[x/u][y/v] ≡ t[y/v][x/u] y /∈ fv(u)&x /∈ fv(v) s
+
Rules :
(β) (λx.t) u → t{x/u} s−
(B) (λx.t) u → t[x/u] s+
(V) x[x/u] → u s+
(SGc) t[x/u] → t x /∈ fv(t) s+& w−
(SDup) t[x/u] → t
x
+
❀y
[x/u][y/u] |t|+x > 1 & y fresh s
+& c−
(SL) (λy.t)[x/u] → λy.t[x/u] s+
(SAL) (t v)[x/u] → t[x/u] v x /∈ fv(v) s
+
(SAR) (t v)[x/u] → t v[x/u] x /∈ fv(t) s
+
(SS) t[x/u][y/v] → t[x/u[y/v]] y ∈ fv+(u) \ fv(t) s+
(SW1) Wx(t)[x/u] → Wfv(u)\fv(t)(t) (sw)
+
(SW2) Wy(t)[x/u] → Wy\fv(u)(t[x/u]) x 6= y (sw)
+
(LW) λx.Wy(t) → Wy(λx.t) x 6= y w
+
(AWl) Wy(u) v → Wy\fv(v)(u v) w
+
(AWr) u Wy(v) → Wy\fv(u)(u v) w
+
(SW) t[x/Wy(u)] → Wy\fv(t)(t[x/u]) (sw)
+
(SCa) C
y|z
x (t)[x/u] → C
∆|Π
Γ (t[y/R
Γ
∆(u)][z/R
Γ
Π(u)])


y, z ∈ fv+(t)
Γ := fv(u)
∆,Π are fresh
(cs)+
(CL) C
y|z
w (λx.t) → λx.C
y|z
w (t) c+
(CAL) C
y|z
w (t u) → C
y|z
w (t) u y, z /∈ fv(u) c+
(CAR) C
y|z
w (t u) → t C
y|z
w (u) y, z /∈ fv(t) c+
(CS) C
y|z
w (t[x/u]) → t[x/C
y|z
w (u)] y, z ∈ fv+(u) (cs)+
(SCb) C
y|z
w (t)[x/u] → C
y|z
w (t[x/u]) x 6= w& y, z /∈ fv(u) (cs)+
(CW1) C
y|z
w (Wy(t)) → R
z
w(t) (cw)
+
(CW2) C
y|z
w (Wx(t)) → Wx(C
y|z
w (t)) x 6= y, z (cw)+
(CGc) C
y|z
w (t) → Rzw(t) y /∈ fv(t) c
+& w−
Figure 5.2: The reduction rules and equations of the prismoid
In order to show that well-formed terms are stable by reduction we first need
the following property.
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Lemma 5.1.18 (Preservation of Well-Formed Terms by Substitution). Let Γ B t
and ∆ B u and x /∈ ∆. If (x ∈ fv
+(t) or w ∈ B) and (Γ )B x) ⊎B ∆ is defined,
then (Γ )B x) ⊎B ∆ B t{x/u}. Otherwise, Γ )B x B t{x/u}.
Proof. By induction on 〈ox(t), size(t)〉.
• If |t|+x = 0 and (|t|x = 0 or w /∈ B) then we are done by Lemma 5.1.13.
• If |t|+x = 0 and |t|x 6= 0 and w ∈ B then t{x/u} = Wfv(u)\fv(t)(delx(t)). By
hypothesis Γ B t and by Lemma 5.1.13, Γ )B x B delx(t). By definition,
Γ)B x; (∆ \Γ) B Wfv(u)\fv(t)(delx(t)). If c ∈ B, then Γ∩∆ = ∅ so that the
left part of the last statement is exactly Γ )B x ⊎B ∆ and thus we are done.
Otherwise c /∈ B, then we trivially conclude since Γ)Bx; (∆\Γ) = Γ)Bx⊎B∆.
• If |t|+x = n+ 1 with n ≥ 1 then we have ⊎B = ∪ and :
[hyp]
·
·
·
Γ B t
x1 . . . xn fresh
Γ, x1, . . . , xn B t
x
+
❀x1...xn i.h.
Γ, x2, . . . , xn ∪∆ B t
x
+
❀x1...xn
{x1/u}
i.h.
...
i.h.
Γ ∪∆ ∪ . . . ∪∆ B t
x
+
❀x1...xn
{x1/u}...{xn/u}
i.h.
(Γ ∪∆ ∪ . . . ∪∆) )B x ∪∆ B t
x
+
❀x1...xn
{x1/u}...{xn/u}{x/u}
We conclude since the last set of variables is equal to (Γ)Bx)∪∆ with Γ)Bx
well defined since |t|+x = n + 1. We can use the i.h. in the first three cases
since oxi(tx+❀x1...xn
{x1/u}...{xi−1/u}) < ox(t) and in the last case because
ox(t
x
+
❀x1...xn
{x1/u}...{xn/u}) < ox(t).
• Now we analyse all interesting cases where |t|+x = 1 :
– t = x, then Γ = x and t{x/u} = u so that ∆ B t{x/u} by hypothesis.
– t = λy.t′, so that y 6= x by α-conversion. We have Γ = Γ′ )B y (so that
Γ′ B t
′), thus (λy.t′){x/u} = λy.delx(t
′){{x/u}} = λy.t′{x/u} and
We conclude since (Γ′ )B x ⊎B ∆) )B y = Γ )B x ⊎B ∆ as desired.
– t = v w. We have Γ = Γv ⊎B Γw , Γv B v and Γw B w. Suppose
|v|+x = 1 (the case where |w|
+
x = 1 is symmetric). Thus (v w){x/u} =
delx(v){{x/u}} delx(w){{x/u}} = v{x/u} w and :
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[hyp]
·
·
·
Γv B v
i.h.
Γv )B x ⊎∆ B v{x/u}
[hyp]
·
·
·
Γw B w
(Γv )B x ⊎B Γw) ⊎B ∆ B v{x/u} w
We can conclude since Γv \ x ⊎B Γw = Γ \ x
– t = C
y|z
x (t′). By hypothesis we have x; Γ′ )B {y, z} B C
y|z
x (t′)
(so that Γ′ B t
′) with Γ = x; Γ′ )B {y, z}. Definition of sub-
stitution gives t{x/u} = delx(C
y|z
x (t′)){{x/u}} = C
y|z
x (t′){{x/u}} =
C
∆′|∆′′
∆ (t
′{y/u′}{z/u′′}), where ∆ = fv(u),
If oy(t
′) > 0 and oz(t
′) > 0
[hyp]
·
·
·
Γ′ B t
′
i.h.
Γ′ )B y ⊎B ∆
′
B t
′{y/u′}
i.h.
Γ′ )B {y, z} ⊎B ∆
′ ⊎B ∆
′′
B t
′{y/u′}{z/u′′}
Γ′ )B {y, z} ⊎B ∆ B C
∆′|∆′′
∆ (t
′{y/u′}{z/u′′})
The first (resp. second) application of the i.h. is valid since oy(t
′) < ox(t)
(resp. oz(t
′{y/u′}) < ox(t)). We can conclude since Γ)Bx = Γ
′)B{y, z}.
Finally, suppose oy(t
′) = 0 and w /∈ B (otherwise, the proof is similar to
another detailed case). Then,
[hyp]
·
·
·
Γ′ B t
′
i.h.
Γ′ )B y B t
′{y/u′}
i.h.
Γ′ )B {y, z} ⊎B ∆
′′
B t
′{y/u′}{z/u′′}
(Γ′ )B {y, z} ⊎B ∆
′) )B ∆
′ )B ∆
′′; ∆ B C
∆′|∆′′
∆ (t
′{y/u′}{z/u′′})
We can conclude since (Γ′ )B {y, z} ⊎B ∆
′) )B ∆
′ )B ∆
′′; ∆ is exactly
Γ′ )B {y, z} ⊎B ∆ ()B = \ since w /∈ B and ;= ⊎B since c ∈ B.
– The case t = w[y/v] is similar to lambda and application together.
For instance, suppose x c C
x1|x2
x (x1 x2) and y c y. In this case, we have )c =
\ and ⊎B is the disjoint union. (x)x)⊎c y = y is defined and C
x1|x2
x (x1 x2){x/y} =
C
y1|y2
y (y1 y2) so that y c C
y1|y2
y (y1 y2).
As expected, substitution enjoys the following property.
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Lemma 5.1.19 (Substitution Permutation). Let t, u, v ∈ TB s.t. x /∈ fv(v) and
y /∈ fv(u). Then:
1. t{x/u}{y/v} ≡B t{y/v}{x/u}
2. t{{x/u}}{{y/v}} ≡B t{{y/v}}{{x/u}}
Proof. We prove both statements simultaneously by induction on the tuple
〈o{x,y}(t), size(t)〉.
1. • First, we treat cases where |fv+(t)|x ≥ 2 or |fv
+(t)|y ≥ 2. Let us
suppose |fv+(t)|x ≥ 2 and |fv
+(t)|y ≥ 2, the other cases being similar.
Then |fv+(t)|x = n+ 1 and |fv
+(t)|y = m+ 1 so that:
t{x/u}{y/v}
= t
x
+
❀x1...xn
{xn/u}{x/u}
y
+
❀y1...ym
{y1/v}...{yn/v}{y/v}
where {xn/u} = {x1/u}...{xn/u}
= t
x
+
❀x1...xny
+
❀y1...ym
{xn/u}{x/u}{y1/v}...{yn/v}{y/v}
≡B (i.h.) t
x
+
❀x1...xny
+
❀y1...ym
{y1/v}...{yn/v}{y/v}{xn/u}{x/u}
= t{y/v}{x/u}
• If |t|+x = 0 and (|fv(t)|x = 0 or w /∈ B) then
t{x/u}{y/v} = delx(t){y/v} =L. 5.1.17:3 delx(t{y/v}) = t{y/v}{x/u}
• If |t|+x = 0 and |fv(t)|x 6= 0 and w ∈ B then
t{x/u}{y/v} =Wfv(u)\fv(t)(delx(t)){y/v}
There are two interesting cases :
– |t|+y = 0 and |fv(t)|y > 0
t{x/u}{y/v} =
= Wfv(v)\fv(u)\fv(t)(dely(Wfv(u)\fv(t)(delx(t))))
= Wfv(v)\fv(u)\fv(t)(Wfv(u)\fv(t)(dely(delx(t))))
=L. 5.1.17:2 Wfv(v)\fv(u)\fv(t)(Wfv(u)\fv(t)(delx(dely(t))))
= Wfv(u)\fv(v)\fv(t)(delx(Wfv(v)\fv(t)(dely(t))))
= Wfv(v)\fv(t)(dely(t)){x/u}
= t{y/v}{x/u}
– |t|+y = 1
t{x/u}{y/v}
= dely(Wfv(u)\fv(t)(delx(t))){{y/v}}
= Wfv(u)\fv(t)\fv(v)(dely(delx(t)){{y/v}})
=L. 5.1.17:2 Wfv(u)\fv(v)\fv(t)(delx(dely(t){{y/v}}))
= dely(t){{y/v}}{x/u}
= t{y/v}{x/u}
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• We now consider the case where |t|+x = |t|
+
y = 1. We proceed by case
analysis on t.
– The case t = z is impossible by hypothesis.
– t = λw.t′.
(λw.t′){x/u}{y/v}
= delx(λw.t
′){{x/u}}{y/v}
= (λw.delx(t
′){{x/u}}){y/v}
=L. 5.1.17:4 λw.dely(delx(t
′)){{x/u}}{{y/v}}
≡B (i.h.) λw.dely(delx(t
′)){{y/v}}{{x/u}}
=L. 5.1.17:2 λw.delx(dely(t
′)){{y/v}}{{x/u}}
=L. 5.1.17:4 λw.delx(dely(t
′){{y/v}}){{x/u}}
= (λw.t′){y/v}{x/u}
– t = w w′.
t{x/u}{y/v}
= w{x/u}{y/v} w′{x/u}{y/v}
≡B (i.h.) w{y/v}{x/u} w
′{y/v}{x/u}
= t{y/v}{x/u}
– The case t = s[z/w] is similar to the application case.
– The case t =Wx(t
′) is impossible by hypothesis.
– The case t =Wz(t
′) with z 6= x, y is straightforward by induction.
– t = C
b|c
a (t′). We only consider the case where a = x
t{x/u}{y/v}
= C
∆|Π
Γ (t
′{b/RΓ∆(u)}{c/R
Γ
Π(u)}){y/v}
= C
∆|Π
Γ (t
′{b/RΓ∆(u)}{c/R
Γ
Π(u)}{y/v})
≡B (i.h.) C
∆|Π
Γ (t
′{y/v}{b/RΓ∆(u)}{c/R
Γ
Π(u)})
= C
b|c
a (t′{y/v}){x/u}
= C
b|c
a (dely(t
′){{y/v}}){x/u}
= t{y/v}{x/u}
2. This statement can be proved in a similar way.
Lemma 5.1.20 (Preservation of Well-Formed Terms by Reduction).
If Γ B t and t→B u, then there exists a set ∆ s.t. ∆ ⊆ Γ and ∆ B u. Moreover
if w ∈ B, ∆ = Γ.
Proof. By induction on size(t) using Lemma 5.1.18.
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Lemma 5.1.21. Let t ∈ TB and Γ ⊆ fv(t) s.t. |t|
+
Γ = 0. Then t →
∗
B
delΓ(t) if
w /∈ B, and t→∗
B
WΓ(delΓ(t)), if w ∈ B.
Proof. By induction on size(t).
For instance C
y|z
x (w) →CGc w = delx(C
y|z
x (w)) and Wy(z) Wz(a) →AWl→AWr
Wy(z Wz(a)) =Wy(dely(Wy(z) Wz(a))).
Lemma 5.1.22 (Full Composition). Let t[y/v] ∈ TB be a term having independent
substitutions [y/v]. Then t[y/v]→∗
B
t{y/v}.
Proof. By induction on 〈oy(t), size(t)〉, where oy(t) = Σi∈{1...n}oyi(t). Let
[y/v] = [x/u][x/u]. We first show t[x/u] →∗
B
t{x/u}, so that t{x/u}[x/u] →∗
B
t{x/u}{x/u} = t{y/v} by the i.h. since independence of [y/v] imply ox(t{x/u}) <
oy(t).
• If x /∈ fv(t), then t[x/u]→SGc t = t{x/u}.
• If |t|+x = n+1 ≥ 2, then we can apply n times the rule SDup in such a way that
each reduction step only replaces one occurrence of the truly free variable x of
t. This gives the following, where we can apply the i.h. since the substitutions
are independent:
t[x/u] →SDup
t
x
+
❀zn
[x/u][zn/u] →SDup
...
t
x
+
❀z1...zn
[x/u][z1/u] . . . [zn/u] ≡SSC
t
x
+
❀z1...zn
[z1/u] . . . [zn/u][x/u] →
∗
B
(i.h.)
t
x
+
❀z1...zn
{z1/u} . . . {zn/u}{x/u} = t{x/u}
• If |t|+x = 0 and |fv(t)|x > 0, we consider the case where w ∈ B, as the one
where w /∈ B is similar to the case where x /∈ fv(t):
t[x/u] →∗L. 5.1.21
Wx(delx(t))[x/u] →SW1
Wfv(u)\fv(delx(t))(delx(t)) =
Wfv(u)\(fv(t)\{x})(delx(t)) = (x /∈ fv(u))
Wfv(u)\fv(t)(delx(t)) = t{x/u}
• Now, consider the case where |t|+x = 1. We proceed by case analysis on t:
– t = x. Then x[x/u]→V u = t{x/u}.
– t = λy.t′. Then t[x/u]→SL λy.t
′[x/u]→∗
B
(i.h.)λy.t′{x/u} = t{x/u}.
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– t = v w.
If x ∈ fv+(v) (so that x /∈ fv+(w)) and x ∈ fv(w):
(v w)[x/u] →∗
B
(L. 5.1.21)
(v Wx(delx(w)))[x/u] →AWr
(v delx(w))[x/u] →SAL
(v[x/u] delx(w)) →
∗
B
(i.h.)
(v{x/u} delx(w)) =
(delx(v){{x/u}} delx(w)) =L. 5.1.17:5
delx(v){{x/u}} delx(w){{x/u}} = (v w){x/u}
If x ∈ fv+(v) (so that x /∈ fv+(w)) and x /∈ fv(w):
(v w)[x/u] →SAL
v[x/u] w →∗
B
(i.h.)
v{x/u} w =
delx(v){{x/u}} w = (v w){x/u}
If x ∈ fv+(w), then the proof is similar but uses rules AWl and SAR.
– t = v[y/w]. Similar to the previous case using SW and SSC in the first
case; SW2 and SS in the second case.
– t =Wy(v).
The case y = x is impossible by hypothesis so that y 6= x and we have:
Wy(v)[x/u] →SW2
Wy\fv(u)(v[x/u]) →
∗
B
(i.h.)
Wy\fv(u)(v{x/u}) =
Wy(delx(v){{x/u}}) =
Wy(delx(v)){{x/u}} =Wy(v){x/u}
– t = C
y1|y2
y (v). We consider the case where y = x, the other one is
straightforward. Let Γ = fv(u). Then,
C
y1|y2
x (v)[x/u] →SCa
C
∆|Π
Γ (v[y1/R
Γ
∆(u)][y2/R
Γ
Π(u)]) →
∗
B
(i.h.)
C
∆|Π
Γ (v{y1/R
Γ
∆(u)}{y2/R
Γ
Π(u)}) =
C
y1|y2
x (v){x/u}
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For instance, if Γ = fv(u), Π,∆ are fresh, u1 = R
Γ
∆(u) and u2 = R
Γ
Π(u), then
C
y1|y2
y (Wy1(Wx(y2)))[x/v][y/u] ≡SSC
C
y1|y2
y (Wy1(Wx(y2)))[y/v][x/v] →SCa
C
∆|Π
Γ (Wy1(Wx(y2))[y1/u1][y2/u2])[x/v] →SW1
C
∆|Π
Γ (Wfv(u1)(Wx(y2))[y2/u2])[x/v] →SW2
C
∆|Π
Γ (Wfv(u1)(Wx(y2)[y2/u2]))[x/v] →SW2
C
∆|Π
Γ (Wfv(u1)(Wx(y2[y2/u2])))[x/v] →V
C
∆|Π
Γ (Wfv(u1)(Wx(u2)))[x/v]
This is correct since:
C
y1|y2
y (Wy1(Wx(y2)))[x/v]{y/u} =
C
y1|y2
y (Wy1(Wx(y2)))[x/v]{{y/u}} =
C
∆|Π
Γ (Wy1(Wx(y2)){y1/u1}{y2/u2})[x/v] =
C
∆|Π
Γ (Wfv(u1)(Wx(u2)))[x/v]
5.2 Adding Resources
This section is devoted to the simulation of the λ∅-calculus into richer calculi having
more resources. We consider the function ARA( ) : T∅ 7→ TA for A ⊆ R which
enriches a λ∅-term in order to fulfill the constraints needed to be an A-term. Adding
is done not only on a static level (the terms) but also on a dynamic level (the
reduction).
Definition 5.2.1 (Adding function).
ARA(x) := x
ARA(λx.t) :=
{
λx.Wx(ARA(t))
λx.ARA(t)
w ∈ A & x /∈ fv(t)
otherwise
ARA(t u) :=
{
C
∆|Π
Γ (R
Γ
∆(ARA(t))R
Γ
Π(ARA(u)))
ARA(t) ARA(u)
{
c ∈ A & Γ := fv(t)∩ fv(u)
∆,Π are fresh
otherwise
For example, adding resource c (resp. w) to t = λx.yy gives λx.C
y1|y2
y (y1y2)
(resp. λx.Wx(yy)), while adding both of them gives λx.Wx(C
y1|y2
y (y1y2)).
Lemma 5.2.2. Let t ∈ T∅, then we have
1. fv(t) = fv(ARA(t)) = fv
+(ARA(t)).
2. delΓ(ARA(t)) = ARA(t).
Proof. By induction on size(t).
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Point 1 says that ARA() only adds useful (i.e. positive) variables; thus deleting
any non positive free variable in ARA(t) will leave the term unchanged as stated by
Point 2.
We now establish the relation between ARA() and well-formed substitution; this
is a technical key lemma of the chapter.
Lemma 5.2.3. Let t, u ∈ T∅ and A ⊆ R. Then
• If c /∈ A then ARA(t){x/ARA(u)} = ARA(t{x/u}).
• If c ∈ A then C
∆|Π
Γ (R
Γ
∆(ARA(t)){x/R
Γ
Π(ARA(u))})→
∗
A
ARA(t{x/u}) where Γ =
(fv(t) \ x) ∩ fv(u) and ∆,Π are fresh sets of variables.
Proof. By induction on size(t), using the simplified definition of substitution for
∅-terms in Section 5.1.2. By Lemma 5.2.2:1, x cannot be a free variable of t which
is not positive so that we can use the simplification notion of substitution given by
Lemma 5.1.16. The case c /∈ A can be easily done by i.h. so we only consider
c ∈ A.
First suppose x /∈ fv(t). Then,
C
∆|Π
Γ (R
Γ
∆(ARA(t)){x/R
Γ
Π(ARA(u))}) =
C
∆|Π
Γ (R
Γ
∆(ARA(t))) →CGc
R∆Γ (R
Γ
∆(ARA(t))) =
ARA(t) =
ARA(t{x/u})
Otherwise, x ∈ fv(t) (and in particular, x ∈ fv+(t) by Lemma 5.2.2:1). We
consider different cases.
• The case t = x is similar to the case where c /∈ A.
• t = λy.t′.
– y /∈ fv(t′) and w ∈ A.
C
∆|Π
Γ ((R
Γ
∆(ARA(λy.t
′))){x/RΓΠ(ARA(u))}) =
C
∆|Π
Γ ((λy.Wy(R
Γ
∆(ARA(t
′)))){x/RΓΠ(ARA(u))}) =
C
∆|Π
Γ (λy.Wy(R
Γ
∆(ARA(t
′)){x/RΓΠ(ARA(u))})) →CL
λy.C
∆|Π
Γ (Wy(R
Γ
∆(ARA(t
′)){x/RΓΠ(ARA(u))})) →CW2
λy.Wy(C
∆|Π
Γ (R
Γ
∆(ARA(t
′)){x/RΓΠ(ARA(u))})) →
∗
A
(i.h.)
λy.Wy(ARA(t
′{x/u})) =
ARA(λy.t
′{x/u}) =
ARA((λy.t
′){x/u})
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– Otherwise
C
∆|Π
Γ ((R
Γ
∆(ARA(λy.t
′))){x/RΓΠ(ARA(u))}) =
C
∆|Π
Γ (λy.(R
Γ
∆(ARA(t
′))){x/RΓΠ(ARA(u))}) →CL
λy.C
∆|Π
Γ (R
Γ
∆(ARA(t
′)){x/RΓΠ(ARA(u))}) →
∗
A
(i.h.)
λy.ARA(t{x/u}) =
ARA((λy.t
′){x/u})
• t = v w. Then by α-equivalence we can suppose x /∈ fv(u). Let us consider the
following names for the sets of free variables of the terms under consideration.
Λ
Σ
Ξ
Ψ
Θ
fv(v) fv(w)
fv(u)
Note that Φ = fv(t) ∩ fv(u) is a permutation of Σ,Λ,Ψ.
Also note that fv(v) ∩ fv(w) is a permutation of Σ,Ξ and hence
ARA(t) ≡ C
Σ3,Ξ3|Σ4,Ξ4
Σ,Ξ (R
Σ,Ξ
Σ3,Ξ3
(ARA(v))R
Σ,Ξ
Σ4,Ξ4
(ARA(w)))
We then have:
C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (R
Σ,Λ,Ψ
Σ1,Λ1,Ψ1
(ARA(t)){x/R
Σ,Λ,Ψ
Σ2,Λ2,Ψ2
(ARA(u))})
= C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (C
Σ3,Ξ3|Σ4,Ξ4
Σ1,Ξ
(v′w′){x/RΣ,Λ,ΨΣ2,Λ2,Ψ2(ARA(u))})
= H
where v′ = RΛ,Σ,ΞΛ1,Σ3,Ξ3(ARA(v)) and w
′ = RΨ,Σ,ΞΨ1,Σ4,Ξ4(ARA(w)).
– If x ∈ fv(v) ∩ fv(w), then x is in Ξ (since x /∈ fv(u)), so Ξ is a per-
mutation of Ξ′;x for some list Ξ′. Hence C
Σ3,Ξ3|Σ4,Ξ4
Σ1,Ξ
() is equivalent by
CCC to C
Σ3,Ξ′3|Σ4,Ξ
′
4
Σ1,Ξ′
(C
x3|x4
x ()), where Ξ′3;x3 and Ξ
′
4;x4 are the correspond-
ing permutations of Ξ3 and Ξ4, respectively. Noticing that fv(u) is a
permutation of Θ,Σ,Λ,Ψ, so that
H ≡CCC C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (C
Σ3,Ξ′3|Σ4,Ξ
′
4
Σ1,Ξ′
(C
x3|x4
x (v′w′)){S})
where
S = x/RΣ,Λ,ΨΣ2,Λ2,Ψ2(ARA(u))
Performing substitution S gives :
C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (C
Σ3,Ξ′3|Σ4,Ξ
′
4
Σ1,Ξ′
(C
Θ5,Σ5,Λ5,Ψ5|Θ6,Σ6,Λ6,Ψ6
Θ,Σ2,Λ2,Ψ2
(H1)))
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where H1 is equal to:
(v′w′){x3/R
Θ,Σ,Λ,Ψ
Θ5,Σ5,Λ5,Ψ5
(ARA(u))}{x4/R
Θ,Σ,Λ,Ψ
Θ6,Σ6,Λ6,Ψ6
(ARA(u))}
= v′{x3/R
Θ,Σ,Λ,Ψ
Θ5,Σ5,Λ5,Ψ5
(ARA(u))} w
′{x4/R
Θ,Σ,Λ,Ψ
Θ6,Σ6,Λ6,Ψ6
(ARA(u))}
Now we rearrange the contractions:
C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (C
Σ3,Ξ′3|Σ4,Ξ
′
4
Σ1,Ξ′
(H2))
where H2 := C
Θ5,Σ5,Λ5,Ψ5|Θ6,Σ6,Λ6,Ψ6
Θ,Σ2,Λ2,Ψ2
(H1)
≡CCC C
Θ5|Θ6
Θ (C
Ξ′3|Ξ
′
4
Ξ′ (C
Λ1|Λ2
Λ (C
Λ5|Λ6
Λ2
(C
Ψ1|Ψ2
Ψ (C
Ψ5|Ψ6
Ψ2
(H3))))))
where H3 := C
Σ1|Σ2
Σ (C
Σ3|Σ4
Σ1
(C
Σ5|Σ6
Σ2
(H1)))
≡CCA C
Θ5|Θ6
Θ (C
Ξ′3|Ξ
′
4
Ξ′ (C
Λ2|Λ6
Λ (C
Λ1|Λ5
Λ2
(C
Ψ5|Ψ2
Ψ (C
Ψ1|Ψ6
Ψ2
(H4))))))
where H4 := C
Σ1|Σ2
Σ (C
Σ3|Σ5
Σ1
(C
Σ4|Σ6
Σ2
(H1)))
≡CCC C
Θ5,Ξ′3,Λ2,Ψ5,Σ1|Θ6,Ξ
′
4,Λ6,Ψ2,Σ2
Θ,Ξ′,Λ,Ψ,Σ (C
Λ1,Σ3|Λ5,Σ5
Λ2,Σ1
(H5))
where H5 := C
Ψ1,Σ4|Ψ6,Σ6
Ψ2,Σ2
(H1)
This term can be reduced by CAL and then by CAR to
H ′ := C
Θ5,Ξ′3,Λ2,Ψ5,Σ1|Θ6,Ξ
′
4,Λ6,Ψ2,Σ2
Θ,Ξ′,Λ,Ψ,Σ (PQ)
P := C
Λ1,Σ3|Λ5,Σ5
Λ2,Σ1
(v′{x3/R
Θ,Σ,Λ,Ψ
Θ5,Σ5,Λ5,Ψ5
(ARA(u))})
= RΘ,Ξ
′,Λ,Ψ,Σ
Θ5,Ξ′3,Λ2,Ψ5,Σ1
(C
Λ1,Σ3|Λ5,Σ5
Λ,Σ (R
Λ,Σ
Λ1,Σ3
(Rxx3(ARA(v)))){SP })
and where
SP = x3/R
Σ,Λ
Σ5,Λ5
(ARA(u))
Q := C
Ψ1,Σ4|Ψ6,Σ6
Ψ2,Σ2
(w′{x4/R
Θ,Σ,Λ,Ψ
Θ6,Σ6,Λ6,Ψ6
(ARA(u))})
= RΘ,Ξ
′,Λ,Ψ,Σ
Θ6,Ξ′4,Λ6,Ψ2,Σ2
(C
Ψ1,Σ4|Ψ6,Σ6
Ψ,Σ (R
Ψ,Σ
Ψ1,Σ4
(Rxx4(ARA(w)))){SQ})
and where
SQ = x4/R
Σ,Ψ
Σ6,Ψ6
(ARA(u))
We can now apply the i.h. to both subterms and we get:
P →∗
A
P ′ = RΘ,Ξ
′,Λ,Ψ,Σ
Θ5,Ξ′3,Λ2,Ψ5,Σ1
(ARA(v{x/u}))
Q →∗
A
Q′ := RΘ,Ξ
′,Λ,Ψ,Σ
Θ6,Ξ′4,Λ6,Ψ2,Σ2
(ARA(w{x/u}))
So H ′ reduces to
C
Θ5,Ξ′3,Λ2,Ψ5,Σ1|Θ6,Ξ
′
4,Λ6,Ψ2,Σ2
Θ,Ξ′,Λ,Ψ,Σ (P
′Q′)
which is ARA(v{x/u}w{x/u}) = ARA((v w){x/u}).
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– If x ∈ fv(v) et x /∈ fv(w), the term H can be transformed to:
C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (C
Σ3,Ξ3|Σ4,Ξ4
Σ1,Ξ
((v′ w′){x/Sx}))
with Sx = R
Σ,Λ,Ψ
Σ2,Λ2,Ψ2
(ARA(u))
= C
Σ1,Λ1,Ψ1|Σ2,Λ2,Ψ2
Σ,Λ,Ψ (C
Σ3,Ξ3|Σ4,Ξ4
Σ1,Ξ
(v′{x/Sx} w
′))
≡CCA,CCC C
Σ1,Ψ2,Ξ3|Σ4,Ψ1,Ξ4
Σ,Ψ,Ξ (C
Σ3,Λ1|Σ2,Λ2
Σ1,Λ
(v′{x/Sx} w
′))
→CAL C
Σ1,Ψ2,Ξ3|Σ4,Ψ1,Ξ4
Σ,Ψ,Ξ (C
Σ3,Λ1|Σ2,Λ2
Σ1,Λ
(v′{x/Sx}) w
′)
= C
Σ1,Ψ2,Ξ3|Σ4,Ψ1,Ξ4
Σ,Ψ,Ξ (R
Σ,Ψ,Ξ
Σ1,Ψ2,Ξ3
(V ) RΣ,Ψ,ΞΣ4,Ψ1,Ξ4(ARA(w)))
= H ′
where
V := C
Σ3,Λ1|Σ2,Λ2
Σ,Λ (R
Λ,Σ
Λ1,Σ3
(ARA(v)){x/R
Σ,Λ
Σ2,Λ2
(ARA(u))})
which reduces by the i.h. to ARA(v{x/u}). Hence,
H ′ →∗A C
Σ1,Ψ2,Ξ3|Σ4,Ψ1,Ξ4
Σ,Ψ,Ξ (R
Σ,Ψ,Ξ
Σ1,Ψ2,Ξ3
(ARA(v{x/u}))R
Σ,Ψ,Ξ
Σ4,Ψ1,Ξ4
(ARA(w)))
which is exactly ARA(v{x/u}w) = ARA((vw){x/u}).
– If x ∈ fv(v) et x /∈ fv(w) the proof is symmetric.
– The case x /∈ fv(v) and x /∈ fv(w) cannot happen since we assumed
x ∈ fv(t).
For instance if c ∈ A, t = (z x) z and u = z, then:
C
z3|z4
z (Rzz3(ARA((z x) z)){x/z4}) =
C
z3|z4
z (C
z1|z2
z3 ((z1 x) z2){x/z4}) =
C
z3|z4
z (C
z1|z2
z3 ((z1 z4) z2)) ≡
C
z3|z2
z (C
z1|z4
z3 ((z1 z4) z2)) →CAL
C
z3|z2
z (C
z1|z4
z3 (z1 z4) z2) =
C
z3|z2
z (Rzz3(ARA(z z)) z2) =
ARA((z z) z))
Theorem 5.2.4 (Simulation (i)). Let t ∈ T∅ such that t→∅ t
′. Let A ⊆ R.
• If w ∈ A, then ARA(t)→
+
A
Wfv(t)\fv(t′)(ARA(t
′)).
• If w /∈ A, then ARA(t)→
+
A
ARA(t
′).
Proof. By induction on the reduction relation →β using Lemma 5.2.3.
• The root case t = (λx.t1) u→β t1{x/u} = t
′ is done using Lemmas 5.2.2 and
5.2.3:
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– A = {w}
∗ x ∈ fv(t1)
ARA(t) =
λx.ARA(t1) ARA(u) →β
ARA(t1){x/ARA(u)} =L. 5.2.3 ARA(t1{x/u})
∗ x /∈ fv(t1)
ARA(t) =
λx.Wx(ARA(t1)) ARA(u) →β
Wx(ARA(t1)){x/ARA(u)} =
Wfv(ARA(u))\fv(ARA(t1))(ARA(t1)) =(L. 5.2.2)
Wfv(u)\fv(t1)(ARA(t1)) =
The statement is then true since
fv((λx.t1) u) \ fv(t1{x/u}) =
(fv(t1) \ x ∪ fv(u)) \ fv(t1) =
fv(u) \ fv(t1) =
– A = {c}.
Let Γ = fv(λx.t1) ∩ fv(u).
ARA(t) =
C
∆|Π
Γ (R
Γ
∆(ARA(λx.t1)) R
Γ
Π(ARA(u))) =
C
∆|Π
Γ (R
Γ
∆(λx.ARA(t1)) R
Γ
Π(ARA(u))) =
C
∆|Π
Γ (λx.R
Γ
∆(ARA(t1)) R
Γ
Π(ARA(u))) →β
C
∆|Π
Γ (R
Γ
∆(ARA(t1)){x/R
Γ
Π(ARA(u))}) →
∗
A
(L. 5.2.3)
ARA(t1{x/u})
– A = {c, w}
∗ The case x ∈ fv(t1) is the same as A = c.
∗ x /∈ fv(t1)
ARA(t) =
C
∆|Π
Γ (R
Γ
∆(ARA(λx.Wx(t1))) R
Γ
Π(ARA(u))) =
C
∆|Π
Γ (R
Γ
∆(λx.Wx(ARA(t1))) R
Γ
Π(ARA(u))) =
C
∆|Π
Γ (λx.Wx(R
Γ
∆(ARA(t1))) R
Γ
Π(ARA(u))) →β
C
∆|Π
Γ (Wx(R
Γ
∆(ARA(t1))){x/R
Γ
Π(ARA(u))}) = (x /∈ Γ)
C
∆|Π
Γ (R
Γ
∆(ARA(Wx(t1))){x/R
Γ
Π(ARA(u))}) →
∗ (L. 5.2.3)
ARA(Wx(t1){x/u}) =
ARA(Wfv(u)\fv(t1)(t1)) =
Wfv(u)\fv(t1)(ARA(t1)) =
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The statement is then true since
fv((λx.t1) u) \ fv(t1{x/u}) =
(fv(t1) \ x ∪ fv(u)) \ fv(t1) =
fv(u) \ fv(t1)
• If λx.u ⇒β λx.u
′ with u ⇒β u
′, then we only consider the case w ∈ A as the
other ones are straightforward.
– If x /∈ fv(u), then
ARA(λx.u) = λx.Wx(ARA(u))
→+
A (i.h.) λx.Wx(Wfv(u)\fv(u′)(ARA(u
′)))
= λx.Wx(Wfv(λx.u)\fv(λx.u′)(ARA(u
′)))
≡WWC λx.Wfv(λx.u)\fv(λx.u′)(Wx(ARA(u
′)))
→∗LW Wfv(λx.u)\fv(λx.u′)(λx.Wx(ARA(u
′)))
– If x ∈ fv(u), then
ARA(λx.u) = λx.ARA(u)
→+
A (i.h.) λx.Wfv(u)\fv(u′)(ARA(u
′))
= λx.Wfv(λx.u)\fv(u′)(Wx\fv(u′)(ARA(u
′)))
= λx.Wfv(λx.u)\fv(λx.u′)(Wx\fv(u′)(ARA(u
′)))
→∗LW Wfv(λx.u)\fv(λx.u′)(λx.Wx\fv(u′)(ARA(u
′)))
• If uv ⇒β u
′v with u ⇒β u
′, we only consider the case where c ∈ A as the
other is straightforward.
Let consider the following names:
Σ = fv(u′) ∩ fv(v)
Λ = fv(u′) \ (fv(u′) ∩ fv(v))
Ψ = (fv(u) ∩ fv(v)) \ fv(u′)
Ξ = (fv(u) \ fv(u′)) \ fv(v)
Note in particular that fv(u) ∩ fv(v) is a permutation of Σ,Ψ. Correspond-
ingly, let Σl,Ψl and Σr,Ψr be fresh variables.
We have:
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ARA(u v)
≡ C
Σl,Ψl|Σr,Ψr
Σ,Ψ (R
Σ,Ψ
Σl,Ψl
(ARA(u)) R
Σ,Ψ
Σr,Ψr
(ARA(v)))
→+
A (i.h.) C
Σl,Ψl|Σr,Ψr
Σ,Ψ (R
Σ,Ψ
Σl,Ψl
(Wfv(u)\fv(u′)(ARA(u
′))) RΣ,ΨΣr,Ψr(ARA(v)))
≡WWC C
Σl,Ψl|Σr,Ψr
Σ,Ψ (R
Σ,Ψ
Σl,Ψl
(WΞ,Ψ(ARA(u
′)))RΣ,ΨΣr,Ψr(ARA(v)))
= C
Σl,Ψl|Σr,Ψr
Σ,Ψ (WΞ(WΨl(R
Σ
Σl
(ARA(u
′))))RΣ,ΨΣr,Ψr(ARA(v)))
→∗AWl C
Σl,Ψl|Σr,Ψr
Σ,Ψ (WΞ\RΣ,ΨΣr,Ψr (fv(v))
(t′))
where t′ =W
Ψl\R
Σ,Ψ
Σr,Ψr
(fv(v))
(RΣΣl(ARA(u
′))RΣ,ΨΣr,Ψr(ARA(v)))
= C
Σl,Ψl|Σr,Ψr
Σ,Ψ (WΞ(WΨl(R
Σ
Σl
(ARA(u
′))RΣ,ΨΣr,Ψr(ARA(v)))))
→∗CW2 WΞ(C
Σl,Ψl|Σr,Ψr
Σ,Ψ (WΨl(R
Σ
Σl
(ARA(u
′))RΣ,ΨΣr,Ψr(ARA(v)))))
→∗CW1 WΞ(C
Σl|Σr
Σ (R
Ψr
Ψ (R
Σ
Σl
(ARA(u
′))RΣ,ΨΣr,Ψr(ARA(v)))))
= WΞ(C
Σl|Σr
Σ (R
Σ
Σl
(ARA(u
′))RΣΣr(ARA(v))))
Then it suffices to notice that Ξ = fv(uv) \ fv(u′v).
• The case uv ⇒β uv
′ is similar to the previous one.
For instance, if t = (λz.y) w →β y = t
′ then ARA(t) = (λz.Wz(y)) w →β
Ww(y) =Wfv(t)\fv(t′)(ARA(t
′)).
Since meta-level substitution can also be simulated by the explicit one by
Lemma 5.1.22, then we obtain a more general simulation result.
Corollary 5.2.5 (Simulation (ii)). Let t ∈ T∅ such that t→∅ t
′. Let B = A ∪ {s},
where A ⊆ R.
• If w ∈ A, then ARA(t)→
+
B
Wfv(t)\fv(t′)(ARA(t
′)).
• If w /∈ A, then ARA(t)→
+
B
ARA(t
′).
For instance, if t = (λz.y) w →β y = t
′ then ARw(t) = (λz.Wz(y)) w →sw
Ww(y) =Wfv(t)\fv(t′)(ARw(t
′)).
While Corollary 5.2.5 states that adding resources to the λ∅-calculus is well
behaved, this does not necessarily hold for any arbitrary calculus of the prismoid.
Thus for example, what happens when the λs-calculus is enriched with resource
w? Is it possible to simulate each s-reduction step by a sequence of sw-reduction
steps? Unfortunately the answer is no: suppose the function ARA( ) is extended
to s-terms in a natural way; then we have t1 = (x y)[z/v] →s x y[z/v] = t2 but
ARw(t1) =Wz(x y)[z/v] 6→sw x Wz(y)[z/v] = ARw(t2).
5.3 Removing Resources
In this section we give a mechanism to remove resources, that is, to change the
status of weakening and/or contraction from explicit to implicit. This is dual to
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the operation adding resources to terms presented in Section 5.2. Whereas adding is
only defined within the implicit base, removing is defined in both bases. As adding,
removing is not only done on a static level, but also on a dynamic one. Thus
for example, removing translates any csw-reduction sequence into a B-reduction
sequence, for any B ∈ {s, cs, sw}.
Definition 5.3.1 (Collapsing function). We first define the collapsing function
SΓz ( ) of a well-formed term t without contractions s.t. z /∈ fv(t) as follows:
SΓz (w) :=
{
w if w /∈ Γ
z if w ∈ Γ
SΓz (uv) := S
Γ
z (u)S
Γ
z (v)
SΓz (λw.u) := λw.S
Γ
z (u), if w /∈ Γ
SΓz (u[w/v]) := S
Γ
z (u)[w/S
Γ
z (v)], if w /∈ Γ
SΓz (Ww(v)) :=
{
SΓz (v) S
Γ
z (w) ∈ fv(S
Γ
z (v))
WSΓz (w)(S
Γ
z (v)) otherwise
The collapsing function renames the variables of a term by removing also the
weakened ones that do not respect well-formedness. Indeed, if Wx(u) appears in
the image term, then x /∈ fv(u). Thus for example Sy,zx (Wy(Wz(x))) = x.
Lemma 5.3.2. Let c /∈ B and t ∈ TB. Then,
1. SΓz (t) = t if Γ ∩ fv(t) = ∅.
2. Sx,yz (t) = R
x
z (t) if y /∈ fv(t).
3. delx(S
x1,x2
x (t)) = S
x1,x2
x (delx1,x2(t)).
4. Sx,x3z (S
x1,x2
x (t)) = S
x1,x2,x3
z (t).
5. Sx3,x4z (S
x1,x2
x (t)) = S
x1,x2
x (S
x3,x4
z (t)) if x 6= x3, x4.
6. SΓz (t)x+❀y
= SΓz (tx+❀y
) if x, y /∈ Γ, z.
Proof. All the statements are straightforward by induction on size(t).
Definition 5.3.3. A well-formed term t is said to be well-signed iff for every vari-
able x ∈ fv(t), x ∈ fv+(t) implies |t|x = |t|
+
x .
Thus for example, Wx(y)Wx(z) and x(yx) are well-signed while Wx(y)x does
not.
Lemma 5.3.4. Let c /∈ B. Suppose t, u ∈ TB are well-signed. Then,
1. delΓ(t) = t if x ∈ Γ implies x ∈ fv
+(t).
2. SΓ,yz (t) = R
y
z(S
Γ
z (t)) if y ∈ fv
+(t).
3. delx(S
Γ
z (t)) = S
Γ
z (delx(t)) with x /∈ Γ and x 6= z.
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4. Sy,zx (t){x/u} = t{{y/u}}{{z/u}} if (|t|
+
y ≥ 1 or |t|
+
z ≥ 1) and fv(t)∩fv(u) = ∅.
5. Sx,yz (t{w/u}) = S
x,y
z (t){w/S
x,y
z (u)} if fv(t)∩fv(u) = ∅ and x, y cannot be both
in t or in u.
6. If t→B t
′, then SΓz (t)→B S
Γ
z (t
′).
Proof. All the properties can be shown by induction on size(t), except the last one
which can be shown by induction on the reduction relation.
The function RRA( ) : TB 7→ TB\A removes A ⊆ R from a B-term.
RRA(x) := x
RRA(λx.t) := λx.RRA(t)
RRA(t u) := RRA(t) RRA(u)
RRA(t[x/u]) := RRA(t)[x/RRA(u)]
RRA(Wx(t)) :=
{
Wx(RRA(t))
RRA(t)
if w /∈ A
if w ∈ A
RRA(C
y|z
x (t)) :=


C
y|z
x (RRA(t))
Sy,zx (dely,z(RRA(t)))
Sy,zx (RRA(t))
if c /∈ A
if c ∈ A & x ∈ fv+(C
y|z
x (t))
if c ∈ A & x /∈ fv+(C
y|z
x (t))
It is worth noticing that RRA(t) is always a well-signed term when c ∈ A.
For example, RRc(C
x1|x2
x (C
y1|y2
y (Wy1(Wy2(x1)))[y/x2)) = Wy(x)[y/x] and
RRw(Wx(z1) Wy(z2)) = z1 z2. More interestingly, RRc(C
x1|x3
y2 (Wx1(y1)x3)) is y1y2
and not Wy2(y1)y2. This is because when projecting contractions, we do not want
to leave negative variables whose positive occurrences come from the image of the
projection. This is particularly useful when projecting a SCa-reduction step. Indeed,
let us suppose
t0
=
C
y1|y2
x (C
x1|x3
y2 (Wx1(y1)x3))[x/z] →SCa C
z1|z2
z (C
x1|x3
y2 (Wx1(y1)x3)[y1/z1][y2/z2])
=
t1
Then, projecting contractions gives
RRc(t0) = (xx)[x/z]→SDup (y1y2)[y1/z][y2/z] = RRc(t1)
Remark that the removing function RRA( ) is the identity if the resources A to
be removed are not in the term, i.e. RRA(t) = t if t ∈ TB\A.
The operation RRA( ) enjoys the following properties:
Lemma 5.3.5. Let t ∈ TB. Then, for all A ⊆ R
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1. RΓ∆(RRA(t)) = RRA(R
Γ
∆(t)).
2. fv+(RRA(t)) = fv
+(t).
3. fv(RRA(t)) = fv(t) if w ∈ B \A, fv(RRA(t)) ⊆ fv(t) otherwise.
4. RRA(t)
x
+
❀y1...yn
= RRA(t
x
+
❀y1...yn
) if c /∈ B.
5. delΓ(RRA(t)) = RRA(delΓ(t)).
Proof. By induction on size(t).
Lemma 5.3.6. Let t, u ∈ TB and A ⊆ R. If t{x/u} ∈ TB, then RRA(t{x/u}) =
RRA(t){x/RRA(u)}.
Proof. If x /∈ fv(t) then the property is straightforward so that suppose x ∈ fv(t).
We first prove RRA(t{x/u}) = RRA(t){x/RRA(u)} when |t|
+
x ≤ 1. Now, to prove in
the general case that RRA(t{x/u}) = RRA(t){x/RRA(u)} we proceed by induction on
|t|+x .
• If |t|+x = n+ 1 ≥ 2, then c /∈ B. We have
RRA(t{x/u}) =
RRA(t
x
+
❀x1...xn
{x1/u} . . . {xn/u}{x/u}) =i.h.
RRA(t
x
+
❀x1...xn
){x1/RRA(u)} . . . {xn/RRA(u)}{x/RRA(u)} =L. 5.3.5:4
RRA(t)
x
+
❀x1...xn
{x1/RRA(u)} . . . {xn/RRA(u)}{x/RRA(u)} =
RRA(t){x/RRA(u)}
We now show RRA(t{x/u}) = RRA(t){x/RRA(u)} when |t|
+
x ≤ 1. We proceed
by induction on 〈ox(t), size(t)〉.
• If |t|+x = 0 we have three cases.
– If |fv(t)|x = 0 or w /∈ B then: RRA(t{x/u}) = RRA(delx(t)) =L. 5.3.5:5
delx(RRA(t)) = RRA(t){x/RRA(u)}.
– If |fv(t)|x > 0 and w ∈ B and w /∈ A then:
RRA(t{x/u}) =
RRA(Wfv(u)\fv(t)(delx(t))) =
Wfv(u)\fv(t)(RRA(delx(t))) =L. 5.3.5:5
Wfv(u)\fv(t)(delx(RRA(t))) =L. 5.3.5:3
Wfv(RRA(u))\fv(RRA(t))(delx(RRA(t))) = RRA(t){x/RRA(u)}
– If |fv(t)|x > 0 and w ∈ B and w ∈ A then:
RRA(t{x/u}) =
RRA(Wfv(u)\fv(t)(delx(t))) =
RRA(delx(t)) =L. 5.3.5:5
delx(RRA(t)) = RRA(t){x/RRA(u)}
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• We now consider the case where |t|+x = 1
– If t = x then RRA(x){x/RRA(u)} = RRA(u) = RRA(x{x/u}).
– The case t = λy.v is straightforward by induction.
– t = v w.
If x ∈ fv+(v) (so that x ∈ fv+(RRA(v))), then
RRA(v w){x/RRA(u)} =
(RRA(v) RRA(w)){x/RRA(u)} =
RRA(v){x/RRA(u)} delx(RRA(w)) =i.h.
RRA(v{x/u}) delx(RRA(w)) =L. 5.3.5
RRA(v{x/u}) RRA(delx(w)) =
RRA(v{x/u} delx(w)) =
RRA((v w){x/u})
The case x ∈ fv+(w) is symmetric.
– t = v[y/w]. This case is similar to the previous one.
– t =Wy(v).
If y 6= x & b 6= w, then
RRA(Wy(v)){x/RRA(u)} =
Wy(RRA(v)){x/RRA(u)} =
Wy(delx(RRA(v))){{x/RRA(u)}} =
Wy\fv(RRA(u))(delx(RRA(v)){{x/RRA(u)}}) =L. 5.3.5
Wy\fv(u)(delx(RRA(v)){{x/RRA(u)}}) =L. 5.3.5
Wy\fv(u)(RRA(delx(v)){{x/RRA(u)}}) =i.h.
Wy\fv(u)(RRA(delx(v){{x/u}})) =
RRA(Wy\fv(u)(delx(v){{x/u}})) =
RRA(Wy(v){x/u})
If y 6= x & b = w, then
RRA(Wy(v)){x/RRA(u)} =
RRA(v){x/RRA(u)} =i.h.
RRA(v{x/u}) =
RRA(delx(v){{x/u}}) =
RRA(Wy\fv(u)(delx(v){{x/u}}))
RRA(Wy(v){x/u})
– t = C
y1|y2
y (v).
Most of the cases are done using the i.h. and Lemma 5.3.5 except the
one where y = x & c ∈ A. We use the following notations: Γ = fv(u),
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∆,Π are sets of fresh variables, Γ1 = {x ∈ Γ||Γ|
+
x ≥ 1}, Γ0 = Γ \ Γ1,
∆1,Π1,∆0,Π0 are similarly defined.
RRc(C
y1|y2
x (v)){x/RRc(u)} =
Sy1,y2x (dely1,y2(RRc(v))){x/RRc(u)} =L. 5.3.4:4
dely1,y2(RRc(v)){{y1/RRc(u)}}{{y2/RRc(u)}} =L. 5.1.17:7
RRc(v){y1/RRc(u)}{y2/RRc(u)} =
RRc(v){y1/R
∆
Γ (R
Γ
∆(RRc(u)))}{y2/R
Π
Γ (R
Γ
Π(RRc(u)))} =L. 5.3.5:1
RRc(v){y1/R
∆
Γ (RRc(R
Γ
∆(u)))}{y2/R
Π
Γ (RRc(R
Γ
Π(u)))} =L. 5.3.2:2
RRc(v){y1/S
∆,Π
Γ (RRc(R
Γ
∆(u)))}{y2/S
∆,Π
Γ (RRc(R
Γ
Π(u)))} =L. 5.3.4:5&L. 5.3.2:1
S
∆,Π
Γ (RRc(v){y1/RRc(R
Γ
∆(u))}{y2/RRc(R
Γ
Π(u))}) =i.h.
S
∆0,Π0
Γ0
(S∆1,Π1Γ1 (RRc(v{y1/R
Γ
∆(u)}{y2/R
Γ
Π(u)}))) =L. 5.3.4:1
S
∆0,Π0
Γ0
(S∆1,Π1Γ1 (del∆1,Π1(RRc(v{y1/R
Γ
∆(u)}{y2/R
Γ
Π(u)})))) =
RRc(C
∆|Π
Γ (v{y1/R
Γ
∆(u)}{y2/R
Γ
Π(u)})) =
RRc(C
y1|y2
x (v){x/u})
To illustrate Lemma 5.3.6, let us consider the terms t = C
y|z
x (Wy(z)) and u =
Wa(λw.w). Then t{x/u} = C
a1|a2
a (Wa1(Wa2(λw.w))). We thus have:
RRc(t{x/u}) = S
a1,a2
a (Wa1(Wa2(λw.w))) =Wa(S
a1,a2
a (λw.w)) =Wa(λw.w)
and
RRc(t){x/RRc(u)} = x{x/Wa(λw.w)} =Wa(λw.w)
Calculi of the prismoid include rules/equations to handle substitution but also
other rules/equations to handle resources {c, w}. Moreover, implicit (resp. explicit)
substitution is managed by the β-rule (resp. the whole system s). We can then
split the reduction relation →B in two different parts: one for (implicit or explicit)
substitution, which can be strictly projected into itself, and another one for weak-
ening and contraction, which can be projected into a more subtle way given by the
following statement.
Theorem 5.3.7 (Projection). Let A ⊆ R such that A ⊆ B ⊆ S and let t ∈ TB. If
t ≡B u, then RRA(t) ≡B\A RRA(u). Otherwise:
• If s /∈ B:
– If t⇒β u, then RRA(t)→
+
β RRA(u).
– If t⇒B\β u, then RRA(t)→
∗
B\β\A RRA(u) and RRB(t) = RRB(u).
• Otherwise,
– If t⇒s u, then RRA(t)→
+
s RRA(u).
– If t⇒B\s u, then RRA(t)→
∗
B\s\A RRA(u).
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Proof. By induction on the reduction relation. For the points involving RRA( ), one
can first consider the case where A is a singleton. Then the general result follows
from two successive applications of the simpler property.
We only show here the following interesting cases where c ∈ A.
• Let t = C
y|z
x (t1)[x/u] →SCa C
∆|Π
Γ (t1[y/R
Γ
∆(u)][z/R
Γ
Π(u)]) = t
′, with y, z ∈
fv+(t1), Γ = fv(u) and Π,∆ fresh. Then,
RRA(t) =
Sy,zx (dely,z(RRA(t1)))[x/RRA(u)] =L. 5.3.4:1
Sy,zx (RRA(t1))[x/RRA(u)] =L. 5.3.4:2
Rzx(R
y
x(RRA(t1)))[x/RRA(u)] →SDup
RRA(t1)[y/RRA(u)][z/RRA(u)] =
RRA(t1)[y/R
∆
Γ (R
Γ
∆(RRA(u)))][z/R
Π
Γ (R
Γ
Π(RRA(u)))] =L. 5.3.2:2
RRA(t1)[y/S
∆0
Γ0
(S∆1Γ1 (RRA(R
Γ
∆(u))))][z/S
Π0
Γ0
(SΠ1Γ1 (RRA(R
Γ
Π(u))))] =L. 5.3.2:1
S
∆0,Π0
Γ0
(S∆1,Π1Γ1 (RRA(t1)[y/RRA(R
Γ
∆(u))][z/RRA(R
Γ
Π(u))])) =L. 5.3.4:1
S
∆0,Π0
Γ0
(S∆1,Π1Γ1 (del∆1,Π1(RRA(t1)[y/RRA(R
Γ
∆(u))][z/RRA(R
Γ
Π(u))]))) = RRA(t
′)
• t = C
y|z
x (t1) →CGc R
y
x(t1) = t
′ with z /∈ fv(t1). We first notice that z /∈
fv(RRA(t1)) by Lemma 5.3.5:3. Also, w /∈ B, otherwise z would be in fv(t1)
so that RRA(t1) does not contain weakening nor contractions. There are two
cases to consider:
– y is positive
RRA(t) =
Sy,zx (dely,z(RRA(t1))) =
Sy,zx (RRA(t1)) =L. 5.3.4:1
Sy,zx (dely(RRA(t1))) =L. 5.3.2:2
Ryx(RRA(t1)) =L. 5.3.5:1
RRA(R
y
x(t1)) = RRA(t
′)
– y is not positive
RRA(t) =
Sy,zx (RRA(t1)) =L. 5.3.2:2
Ryx(RRA(t1)) =L. 5.3.5:1
RRA(R
y
x(t1)) = RRA(t
′)
• t = v[x/u]→SDup v[y]x [x/u][y/u] = t
′, if |v|+x > 1 & y fresh .
By Lemma 5.3.5:2 |fv+(RRA(v))|
+
x > 1. Then,
RRA(t) =
RRA(v)[x/RRA(u)] →SDup
RRA(v)[y]x [x/RRA(u)][y/RRA(u)] =L. 5.3.5:4
RRA(v[y]x)[x/RRA(u)][y/RRA(u)] =
RRA(t
′)
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• t = C
x|z
w (C
y|p
x (t1)) ≡CCA C
x|y
w (C
z|p
x (t1)) = t
′ with p ∈ fv+(t1). Then,
RRA(t) =
RRA(C
x|z
w (C
y|p
x (t1))) =
Sx,zw (delx,z(RRA(C
y|p
x (t1)))) =
Sx,zw (delx,z(S
y,p
x (dely,p(RRA(t1))))) =
Sx,zw (delx(delz(S
y,p
x (dely,p(RRA(t1)))))) =L. 5.3.4:3
Sx,zw (delx(S
y,p
x (delz(dely,p(RRb(t1)))))) =
Sx,zw (delx(S
y,p
x (delz,y,p(RRb(t1))))) =L. 5.3.2:3
Sx,zw (S
y,p
x (dely,p(delz,y,p(RRb(t1))))) =
Sx,zw (S
y,p
x (delz,y,p(RRb(t1)))) =L. 5.3.2:4
Sy,p,zw (delz,y,p(RRb(t1))) =
Sx,yw (delx,y(S
z,p
x (delz,p(RRb(t1))))) = RRb(t
′)
• t = C
y′|z′
x′ (C
y|z
x (t1)) ≡CCC C
y|z
x (C
y′|z′
x′ (t1)) = t
′. Then,
– Both contracted variables are positive. Then,
RRA(t) =
RRA(C
y′|z′
x′ (C
y|z
x (t1))) =
S
y′,z′
x′ (dely′,z′(S
y,z
x (dely,z(RRA(t1))))) =L. 5.3.4:3
S
y′,z′
x′ (S
y,z
x (dely′,z′,y,z(RRA(t1)))) =L. 5.3.2:5
Sy,zx (S
y′,z′
x′ (dely′,z′,y,z(RRA(t1)))) =L. 5.3.4:3
Sy,zx (dely,z(S
y′,z′
x′ (dely′,z′(RRA(t1))))) = RRA(t
′)
– Both contracted variables are negative. Then,
RRA(t) =
RRA(C
y′|z′
x′ (C
y|z
x (t1))) =
S
y′,z′
x′ (S
y,z
x (RRA(t1))) =L. 5.3.2:5
Sy,zx (S
y′,z′
x′ (RRA(t1))) = RRA(t
′)
– One contracted variable is positive, the other one is negative. Then,
RRA(t) =
RRA(C
y′|z′
x′ (C
y|z
x (t1))) =
S
y′,z′
x′ (S
y,z
x (dely,z(RRA(t1)))) =L. 5.3.2:5
Sy,zx (S
y′,z′
x′ (dely,z(RRA(t1)))) =L. 5.3.4:3
Sy,zx (dely,z(S
y′,z′
x′ (RRA(t1)))) = RRA(t
′)
• The other root cases use Lemmas 5.3.2, 5.3.4, 5.3.5, and 5.3.6.
• Cases of internal reductions use Lemma 5.3.4:6. In particular, the case t =
C
y|z
x (t′) also uses Lemma 5.3.2.
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For instance, the reduction t = C
y|z
x (y z)[x/a]→SCa C
a1|a2
a ((y z)[y/a1][z/a2]) = t
′
is projected into RRc(t) = (x x)[x/a] →SDup (x y)[x/a][y/a] =α (y z)[y/a][z/a] =
RRc(t
′).
It is now time to discuss the need of positive conditions (conditions involving
positive free variables) in the specification of the reduction rules of the prismoid. For
that, let us consider a relaxed form of the SS1-rule: t[x/u][y/v]→ t[x/u[y/v]] if y ∈
fv(u) \ fv(t) (instead of y ∈ fv+(u) \ fv(t)).
The need for the condition y ∈ fv(u) is well-known [Blo97], otherwise PSN does
not hold. The need for the condition y /∈ fv(t) is also natural if one wants to
preserve well-formed terms. Now, the reduction step t1 = x[x/Wy(z)][y/y
′] →SS1
x[x/Wy(z)[y/y
′]] = t2 in the calculus with sorts {s, w} cannot be projected into
RRw(t1) = x[x/z][y/y
′] →SS1 x[x/z[y/y
′]] = RRw(t2) since y /∈ fv(z). Similar exam-
ples can be given to justify positive conditions in rules SDup, SCa and CS.
Lemma 5.3.8. Let t ∈ T∅ and let A ⊆ R. Then RRA(ARA(t)) = t.
Proof. By induction on size(t).
• t = x
RRA(ARA(x)) = x
• t = λx.t′
– w ∈ A and x /∈ fv(t′)
RRA(λx.Wx(ARA(t
′))) = λx.RRA(ARA(t
′)) =i.h. λx.t
′
– Otherwise, we are easily done by i.h.
• t = v w
– c ∈ A
RRA(ARA(t)) =
RRA(C
∆|Π
Γ (R
Γ
∆(ARA(v)) R
Γ
Π(ARA(w)))) =
S
∆,Π
Γ,Γ (RRA(R
Γ
∆(ARA(v)) R
Γ
Π(ARA(w)))) =
S
∆,Π
Γ,Γ (RRA(R
Γ
∆(ARA(v))) RRA(R
Γ
Π(ARA(w)))) =L. 5.3.2
S
∆,Π
Γ,Γ (R
Γ
∆(RRA(ARA(v))) R
Γ
Π(RRA(ARA(w)))) =
S
∆,Π
Γ,Γ (R
Γ
∆(RRA(ARA(v)))) S
∆,Π
Γ,Γ (R
Γ
Π(RRA(ARA(w)))) =L. 5.3.2
S∆Γ (R
Γ
∆(RRA(ARA(v)))) S
Π
Γ (R
Γ
Π(RRA(ARA(w)))) =L. 5.3.2
R∆Γ (R
Γ
∆(RRA(ARA(v)))) R
Π
Γ (R
Γ
Π(RRA(ARA(w)))) =
RRA(ARA(v)) RRA(ARA(w)) =i.h. t
– Otherwise, we are easily done by i.h.
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The following property states that administration of weakening and/or contrac-
tion is terminating in any calculus.
Lemma 5.3.9. If s /∈ B, then the reduction relation →B\β is terminating. If
s ∈ B, then the reduction relation →B\s is terminating.
Proof. The reduction relation →B\β is contained in →B\s so it is sufficient to
show termination of the biggest relation. We show that w →B\s w
′ implies
〈S(w′), I(w′), L(w′)〉 <lex 〈S(w), I(w), L(w)〉 where S(t) , I(t) and L(t) are defined
by induction as follows :
S(x) := 1
S(λx.t) := S(t)
S(v w) := S(v) + S(w)
S(Wx(t)) := S(t)
S(C
y|z
x (t)) := S(t)
S(t[x/u]) := S(t) + Mx(t).S(u)
L(x) := 1
L(λx.t) := L(t)
L(t u) := L(t) + L(u)
L(Wx(t)) := L(t)
L(C
y|z
x (t)) := L(t) + 1
L(t[x/u]) := L(t).(L(u) + 1)
I(x) := 2
I(λx.t) := 2.I(t) + 2
I(t u) := 2.(I(t) + I(u)) + 2
I(Wx(t)) := I(t) + 1
I(C
y|z
x (t)) := 2.I(t)
I(t[x/u]) := I(t).(I(u) + 1)
with Mx(t) defined as follows :
If x /∈ fv(t) then Mx(t) := 1, otherwise :
Mx(x) := 1
Mx(λy.t) := Mx(t)
Mx(t u) :=


Mx(t)
Mx(u)
Mx(t) + Mx(u)
if x ∈ fv(t) \ fv(u)
if x ∈ fv(u) \ fv(t)
if x ∈ fv(t) ∩ fv(u)
Mx(Wy(t)) :=
{
1
Mx(t)
if x = y
if x 6= y
Mx(C
y1|y2
y (t)) :=
{
1 + My1(t) + My2(t)
Mx(t)
if x = y
if x 6= y
Mx(t[y/u]) :=


Mx(t) + My(t).(Mx(u) + 1)
My(t).(Mx(u) + 1)
Mx(t)
if x ∈ fv(u) ∩ fv(t)
if x ∈ fv(u) \ fv(t)
otherwise
We also have to show that w →B\s w
′ implies Mz(w) = Mz(w
′). If z /∈ fv(w), we
have Mz(w) = Mz(w
′). So suppose z ∈ fv(w).
We show properties for the equation SSC (other are straightforward), and some
interesting cases for the rules:
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• t[x/u][y/v] ≡SSC t[y/v][x/u] with x /∈ fv(v) and y /∈ fv(u).
– Multiplicity (suppose y, x ∈ fv(t) (other cases are similar))
∗ z ∈ fv(t) ∩ fv(u) ∩ fv(v)
Mz(w) =
Mz(t[x/u]) + My(t).(Mz(v) + 1) =
Mz(t) + Mx(t).(Mz(u) + 1) + My(t).(Mz(v) + 1) =
Mz(t[y/v]) + Mx(t).(Mz(u) + 1) = Mz(w
′)
∗ z ∈ fv(t) ∩ fv(u) \ fv(v)
Mz(w) =
Mz(t[x/u]) =
Mz(t) + Mx(t).(Mz(u) + 1) =
Mz(t[y/v]) + Mx(t).(Mz(u) + 1) = Mz(w
′)
∗ z ∈ fv(u) ∩ fv(v) \ fv(t)
Mz(w) =
Mz(t[x/u]) + My(t).(Mz(v) + 1) =
Mx(t).(Mz(u) + 1) + My(t).(Mz(v) + 1) =
Mz(t[y/v]) + Mx(t).(Mz(u) + 1) = Mz(w
′)
∗ z ∈ fv(v) \ fv(t) \ fv(u)
Mz(w) =
My(t).(Mz(v) + 1) =
Mz(t[y/v]) = Mz(w
′)
– Complexity
S(w) =
S(t) + Mx(t).S(u) + My(t[x/u]).S(v) =
S(t) + Mx(t).S(u) + My(t).S(v) =
S(t) + My(t).S(v) + Mx(t[y/v]).S(u) = S(w
′)
– Interpretation
I(w) = I(t).(I(u) + 1).(I(v) + 1) = I(w′)
– Last
L(w) = L(t).(L(u) + 1).(L(v) + 1) = L(w′)
• Wy(u)v →AWl Wy\fv(v)(uv)
– Multiplicity
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∗ z 6= y, z ∈ fv(u) ∩ fv(v) (other cases are similar),
Mz(w) = Mz(u) + Mz(v) = Mz(w
′)
∗ z = y
· y ∈ fv(v)
Mz(w) = 1 + Mz(v) > Mz(v) = Mz(w
′)
· y /∈ fv(v)
Mz(w) = 1 = Mz(w
′)
– The complexity is obviously the same.
– Interpretation
I(w) =
2.(I(Wy(u)) + I(v)) + 2 =
2.(I(u) + 1 + I(v)) + 2 >
2.(I(u) + I(v)) + 2 + 1 = I(w′)
• C
x1|x2
x (t)[x/u] →SCa C
∆|Π
Γ (t[x1/R
Γ
∆(u)][x2/R
Γ
Π(u)]) with x1, x2 ∈ fv
+(t), Γ =
fv(u), ∆,Π fresh
– Multiplicity
∗ z /∈ fv(u)
Mz(w) = Mz(t) = Mz(w
′)
∗ z ∈ fv(u) (and thus z /∈ fv(t))
Mz(w) =
(Mx1(t) + Mx2(t) + 1).(Mz(u) + 1) >
Mx1(t).(Mz(u) + 1) + Mx2(t).(Mz(u) + 1) + 1 =
Mz1(t[x1/R
Γ
∆(u)][x2/R
Γ
Π(u)]) + Mz2(t[x1/R
Γ
∆(u)][x2/R
Γ
Π(u)]) + 1 =
Mz(w
′)
– Complexity
S(w) =
S(t) + (My(t) + Mz(t) + 1).S(u) >
S(t) + My(t).S(u) + Mz(t).S(u) = (z /∈ fv(R
Γ
∆(u)))
S(t[y/RΓ∆(u)]) + Mz(t[y/R
Γ
∆(u)]).S(u) =
S(t[y/RΓ∆(u)][z/R
Γ
Π(u)]) = S(w
′)
– Interpretation
• C
a1|a2
a (t[x/u])→CS t[x/C
a1|a2
a (u)] with a1, a2 ∈ fv
+(u)
– Multiplicity
∗ z 6= a
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· z /∈ fv(u) (and thus z ∈ fv(t))
Mz(w) = Mz(t) = Mz(w
′)
· z ∈ fv(u) (and thus z /∈ fv(t))
Mz(w) = Mx(t).(Mz(u) + 1) = Mz(w
′)
∗ z = a
Mz(w) =
Ma1(t[x/u]) + Ma2(t[x/u]) + 1 =
Mx(t).(Ma1(u) + 1) + Mx(t).(Ma2(u) + 1) + 1 =
Mx(t).(Ma1(u) + Ma2(u) + 1) + Mx(t) + 1 >
Mx(t).(Ma1(u) + Ma2(u) + 1) + Mx(t) =
Mx(t).((Ma1(u) + Ma2(u) + 1) + 1) =
Mx(t).(Ma(C
a1|a2
a (u)) + 1) =
Mz(w
′)
– Complexity
S(w) = S(t) + Mx(t).S(u) = S(w
′)
– Interpretation
I(w) = 2.I(t).(I(u) + 1) > I(t).(2.I(u) + 1) = I(w′)
• The inductive cases are easy. Let consider the interesting one : t[y/u] →
t[y/u′] with z ∈ fv(u) ∩ fv(t).
– Multiplicity. By induction hypothesis we get Mz(u
′) ≤ Mz(u)
∗ z ∈ fv(u′)
Mz(t[y/u]) =
Mz(t) + My(t).(Mz(u) + 1) ≥
Mz(t) + My(t).(Mz(u
′) + 1) = Mz(t[y/u
′])
∗ z /∈ fv(u′)
Mz(t[y/u]) = Mz(t) + My(t).(Mz(u) + 1) > Mz(t) = Mz(t[y/u
′])
– Complexity is straightforward (as the other cases) since Mx(t) = 1 when
x /∈ fv(t).
– Interpretation is also straightforward.
We conclude this section by relating adding and removing resources :
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Lemma 5.3.10. Let ∅ 6= A ⊆ R. If t ∈ TA is in A-normal form then w ∈ A implies
t ≡A Wfv(t)\fv(RRA(t))(ARA(RRA(t))) and w /∈ A implies t ≡A ARA(RRA(t)).
Proof. By induction on size(t).
• If t = x, then x = ARA(RRA(x)) and fv(t) \ fv(RRA(t)) = ∅
• If t = λx.u, then we reason by cases.
– w ∈ A. We know u ≡A Wfv(u)\fv(RRA(u))(ARA(RRA(u))) by the i.h. But
t is in A-normal form, so fv(u) \ fv(RRA(u)) ⊆ {x}, otherwise it can
be reduced by LW. Now, if fv(u) \ fv(RRA(u)) = ∅, then also fv(t) \
fv(RRA(t)) = ∅ and the claim t ≡A ARA(RRA(λx.u)) immediately holds.
Otherwise, fv(u) \ fv(RRA(u)) = {x} and t ≡A λx.Wx(ARA(RRA(u))) =
ARA(RRA(t)).
– w /∈ A. Then λx.u ≡A (i.h.) λx.ARA(RRA(u)) = ARA(RRA(λx.u)).
• If t = u v, then we reason by cases.
– w ∈ A. Then,
t ≡A Wfv(u)\fv(RRA(u))(ARA(RRA(u))) Wfv(v)\fv(RRA(v))(ARA(RRA(v)))
by the i.h. But t is an A-normal form, thus fv(u) \ fv(RRA(u)) = fv(v)\
fv(RRA(v)) = ∅, (otherwise it could be reduced by AWl or AWr). Hence,
fv(t) = fv(RRA(t)) and t ≡A ARA(RRA(u))ARA(RRA(v)). If c ∈ A then
t ≡A ARA(RRA(t)) since RRA(u) and RRA(v) have no variable in common.
If c /∈ A then t ≡A ARA(RRA(t)) by definition of the function ARA( ).
– w /∈ A. Then, t ≡A ARA(RRA(u)) ARA(RRA(v)) by i.h. We have t ≡A
ARA(RRA(t)) since RRA(u) and RRA(v) have no variable in common.
• If t =Wx(u), then t ≡A Wx(Wfv(u)\fv(RRA(u))(ARA(RRA(u)))) by the i.h. This
last term is equal to Wfv(t)\fv(RRA(t))(ARA(RRA(t))) since x ∈ fv(t) but x /∈
fv(RRA(t)).
• If t = C
y|z
x (u), then t ≡A C
y|z
x (Wfv(u)\fv(RRA(u))(ARA(RRA(u)))) by the i.h. We
know also that y, z ∈ fv+(u) since otherwise t could be reduced by CW2 or
CW1. We now reason by cases.
– w ∈ A. Since t is in A-normal form, we have fv(u) \ fv(RRA(u)) = ∅,
otherwise t could be reduced by CW2 or CW1. Thus we get t ≡A
C
y|z
x (ARA(RRA(u))). But t is well-formed, so that y, z ∈ fv(u) and
x /∈ fv(u). Since y, z ∈ fv+(u), then y, z ∈ fv+(RRA(u)) ⊆ fv(RRA(u))
and also x /∈ fv(RRA(u)).
Since c ∈ A, then by definition RRA(t) = S
y,z
x (dely,z(RRA(u))), so that
x ∈ fv(RRA(t)) and we get fv(t) = fv(RRA(t)).
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Notice that RRA(u) can be neither a variable (otherwise t would
not be well-formed) nor an abstraction (otherwise t could be re-
duced by CL), so that RRA(u) = w v, and thus ARA(RRA(u)) =
C
Υ|Ψ
Φ (R
Φ
Υ(ARA(w)) R
Φ
Ψ(ARA(v))) for Φ = fv(w) ∩ fv(v) and Υ and Ψ
fresh sets of variables.
Hence, t ≡A C
y|z
x (C
Υ|Ψ
Φ (R
Φ
Υ(ARA(w)) R
Φ
Ψ(ARA(v)))).
Now it would suffice that y ∈ fv(w) \ fv(v) and z ∈ fv(v) \ fv(w) (the
symmetric case is similar) to prove that this term is in fact:
C
y|z
x (C
Υ|Ψ
Φ (R
Φ
Υ(ARA(w)) R
Φ
Ψ(ARA(v)))) =
C
y|z
x (C
Υ|Ψ
Φ (ARA(R
Φ,x
Υ,y(R
y
x(w))) ARA(R
Φ,x
Ψ,z(R
z
x(v))))) =
C
y|z
x (C
Υ|Ψ
Φ (R
Φ,x
Υ,y(ARA(R
y
x(w))) R
Φ,x
Ψ,z(ARA(R
z
x(v))))) =
ARA(R
y
x(w) R
z
x(v)) =L. 5.3.2:2
ARA(S
y,z
x (RRA(u))) =L. 5.3.4:1
ARA(S
y,z
x (dely,z(RRA(u)))) =
ARA(RRA(t))
By well-formedness we know that y, z ∈ fv(w v).
Suppose that one of them, say y, is both in w and in v. Then y ∈ Φ, so
that
t ≡A C
y|z
x (C
(Υ′,y′)|(Ψ′,y′′)
Φ′,y (R
Φ
Υ(ARA(w))) R
Φ
Ψ(ARA(v)))
which we can rearrange using ≡CCA into
t ≡A C
y|y′′
x (C
(Υ′,y′)|(Ψ′,z)
Φ′,y (R
Φ
Υ(ARA(w)) R
Φ
Ψ(ARA(v))))
if z ∈ fv(w) \ fv(v), or into
t ≡A C
y|y′
x (C
(Υ′,z)|(Ψ′,y′′)
Φ′,y (R
Φ
Υ(ARA(w)) R
Φ
Ψ(ARA(v))))
if z ∈ fv(v) \ fv(w), or into
t ≡A C
y|z
x (C
(Υ′′,y′,y′′)|(Ψ′′,z′,z′′)
Φ′′,y,z (R
Φ
Υ(ARA(w)) R
Φ
Ψ(ARA(v))))
if z ∈ fv(v) ∩ fv(w).
In the first (resp. second and third) case, t can be CAL (resp. CAR and
(CAL or CAR))-reduced on C
y′|z
y () (resp. C
z|y′′
y () and (C
y′|z′
y () or C
y′′|z′′
z ())).
In both cases, it contradicts the fact that t is in A-normal form. Hence,
y /∈ Φ (and similarly z /∈ Φ).
Now suppose that both y and z are on the same side, say in w. Then t
can be CAL-reduced on C
y|z
x (). Similarly, they cannot be both in v. Hence
one of them is only in w, and the other is only in v, as required.
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– w /∈ A. Then, we have y, z ∈ fv(u), otherwise t could be reduced by
CGc. The reasoning is then similar to the previous case except that here
RRA(u) cannot be a variable otherwise it would be CGc-reducible; and
y, z ∈ RRA(u) by the i.h. and the fact that ARA() preserves free variables.
To illustrate Lemma 5.3.10 let us consider the term t = Ww(λx.C
y|z
x (y z)).
Then, RR{c,w}(t) = λx.x x, AR{c,w}(RR{c,w}(t)) = λx.C
y|z
x (y z). We can conclude
since fv(t) \ fv(RR{c,w}(t)) = w.
Corollary 5.3.11. Let ∅ 6= A ⊆ R. Then, the unique A-normal form of t ∈ TA is
ARA(RRA(t)) if w /∈ A, and Wfv(t)\fv(RRA(t))(ARA(RRA(t))) if w ∈ A.
Proof. Suppose w ∈ A. Termination of →A (Lemma 5.3.9) implies that there
is t′ in A-normal form such that t →∗
A
t′. By Lemma 5.1.20, fv(t) = fv(t′)
and by Theorem 5.3.7, RRA(t) = RRA(t
′). Since t′ is in A-normal form, then
t′ ≡A Wfv(t′)\fv(RRA(t′))(ARA(RRA(t
′))) by Lemma 5.3.10 and thus we have that
t′ ≡A Wfv(t)\fv(RRA(t))(ARA(RRA(t))). To show uniqueness, let us consider two A-
normal forms t′1 and t
′
2 of t. By the previous remark, both t
′
1 and t
′
2 are congruent
to the termWfv(t)\fv(RRA(t))(ARA(RRA(t))) which concludes the case. The case w /∈ A
is similar.
5.4 Untyped Properties
We first show PSN for all the calculi of the prismoid. The proof will be split in two
different subcases, one for each base. This dissociation comes from the fact that
redexes are erased by β-reduction in base BI while they are erased by SGc and/or
SW1-reduction in base BE .
Theorem 5.4.1 (PSN). Let B ⊆ S and A = B \ {s}. If t ∈ T∅ & t ∈ SN ∅, then
ARA(t) ∈ SNB.
Proof. There are three cases, one for BI and two subcases for BE .
• Suppose s /∈ B. We first show that u ∈ TB & RRB(u) ∈ SN ∅ imply u ∈ SNB.
For that we apply Theorem 2.1.6 with R1 =→β , R2 =→B\β, R =→β and
g = RRB( ), using Theorem 5.3.7 and Lemma 5.3.9. Take u = ARB(t). Then
RRB(ARB(t)) =L.5.3.8 t ∈ SN ∅ by hypothesis. Thus, ARB(t) ∈ SNB.
• Suppose B = {s}. The proof of ARs(t) = t ∈ SNs is given in Chapter 3 using
a modular proof technique to show PSN of calculi with full composition.
• Suppose s ∈ B. Then B = {s} ∪ A. We show that u ∈ TB & RRA(u) ∈ SNs
imply u ∈ SNB. For that we apply Theorem 2.1.6 with R1 =→s, R2 =→B\s,
R =→s and g = RRA( ), using Theorem 5.3.7 and Lemma 5.3.9.
Now, take u = ARA(t). We have RRA(ARA(t)) =L.5.3.8 t ∈ SN ∅ by hypothesis
and t ∈ SNs by the previous point. Thus, ARA(t) ∈ SNB.
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t
xc(RRA(t))
t1 xc(RRA(t1)) xc(RRA(t2)) t2
xc(t1) t3 xc(t2)
WΓ1 (ARA(RRA(xc(t1)))) WΓ2 (ARA(RRA(xc(t2))))
WΓ1∪∆1 (ARA(t3)) ≡B WΓ2∪∆2 (ARA(t3))
∗
β
∗
β
∗
β
∗
β
∗
B
∗
B
B ∗ ∗ B
A ∗ ∗ A
Figure 5.3: Confluence diagram
Confluence of each calculus of the prismoid is based on that of the λ∅-
calculus [Bar84]. For any A ⊆ R, consider xc : T{s}∪A 7→ TA which replaces
explicit by implicit substitution.
xc(y) := y xc(Wy(t)) := Wy(xc(t))
xc(t u) := xc(t) xc(u) xc(C
y1|y2
y (t)) := C
y1|y2
y (xc(t))
xc(λy.t) := λy.xc(t) xc(t[y/u]) := xc(t){y/xc(u)}
Lemma 5.4.2. Let t ∈ TB. Then t→
∗
B
xc(t).
Proof. By induction on size(t) using Lemma 5.1.22.
Lemma 5.4.3. Let t ∈ TB. Then RRB\s(xc(t)) = xc(RRB\s(t)).
Proof. By induction on size(t) using Lemma 5.3.6.
Lemma 5.4.4. Let t ∈ Ts. If t→s u, then xc(t)→
∗
β xc(u).
Proof. By induction on t →s u using the simplified (but equivalent) notion of
substitution on s-terms given in Section 5.1.
Theorem 5.4.5 (Confluence). Every calculus λB of the prismoid is confluent mod-
ulo ≡B.
Proof. The proof is diagrammatically described in Figure 5.3.
Let t →∗
B
t1 and t →
∗
B
t2. We remark that B = A or B = {s} ∪ A, with
A ⊆ R. We have RRA(t) →
∗
B\A RRA(ti) (i=1,2) by Theorem 5.3.7. Further-
more xc(RRA(t)) →
∗
β xc(RRA(ti)) (i=1,2) by Lemma 5.4.4 and xc(RRA(ti)) →
∗
β t3
(i=1,2) for some t3 ∈ T∅ by confluence of the λ-calculus [Bar84]. We also have
ARA(RRA(xc(ti))) =L. 5.4.3 ARA(xc(RRA(ti)))→
∗
A
W∆i(ARA(t3)) for some ∆i (i=1,2)
by Theorem 5.2.4.
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x : T ⊢B x : T
Γ ⊢B t : U
Γ )B x : T ⊢B λx.t : T → U
Γ ⊢B u : U ∆ ⊢B t : T
(s ∈ B)
Γ ⊎B (∆ )B x : U) ⊢B t[x/u] : T
Γ ⊢B t : T → U ∆ ⊢B u : T
Γ ⊎B ∆ ⊢B tu : U
Γ ⊢B t : T
(w ∈ B)
Γ;x : U ⊢B Wx(t) : T
Γ ⊢B t : T
(c ∈ B)
x : U ; (Γ )B {y : U, z : U}) ⊢B C
y|z
x (t) : T
Figure 5.4: Typing rules
Lemmas 5.4.2 and Corollary 5.3.11 give ti →
∗
B
xc(ti)→
∗
A
WΓi(ARA(RRA(xc(ti))))
for some Γi (i=1,2). Then we get WΓi(ARA(RRA(xc(ti)))) →
∗
A
WΓi∪∆i(ARA(t3))
(i=1,2). Now, →∗
A
⊆ →∗
B
so in order to close the diagram we reason as follows.
If w /∈ B, then Γ1 ∪∆1 = Γ2 ∪∆2 = ∅ and we are done. If w ∈ B, then →B pre-
serves free variables by Lemma 5.1.20 so that fv(t) = fv(ti) = fv(WΓi∪∆i(ARA(t3)))
(i=1,2) which gives Γ1 ∪∆1 = Γ2 ∪∆2.
5.5 Typing
We now introduce simply typed terms for all the calculi of the prismoid, and show
that they all enjoy strong normalisation.
Definition 5.5.1 (Prismoid typing rules). Typing rules described in Figure 5.5
extend the inductive rules for well-formed terms (Section 5.1) with type annotations.
Thus, typed terms are necessarily well-formed and each set of sorts B has its
own set of typing rules. A term t ∈ TB with type T is written t ∈ T
T
B
.
Lemma 5.5.2. If Γ ⊢B t : T , then
1. fv(t) = dom(Γ),
2. Λ;R
dom(Π)
S (Π) ⊢B R
dom(Π)
S (t) : T , where Γ = Λ;Π and S is a fresh set of
variables.
3. RRA(t) ∈ T
T
B\A, for every A ⊆ R.
Proof. By induction on Γ ⊢B t : T .
Theorem 5.5.3 (Subject Reduction). If t ∈ T T
B
& t→B u, then u ∈ T
T
B
.
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Proof. By induction on the reduction relation using Lemma 5.5.2. The proof is very
similar to that of Lemma 5.1.20.
We consider interesting cases when the reduction/equivalence relation is at the
root:
• C
y|z
x (s)[x/v] →SCa C
∆|Π
Γ (s[y/R
Γ
∆(v)][z/R
Γ
Π(v)]), with Γ = fv(u) & ∆,Π fresh.
Since c ∈ B we know that ⊎B is disjoint union so that the type derivation of
t looks like:
Γ ⊢ v : C
Λ ⊢ s : T
x : C; Λ )B {y : C, z : C} ⊢ C
y|z
x (s) : T
Γ; (Λ )B {y : C, z : C}) ⊢ C
y|z
x (s)[x/v] : T
We then construct the following type derivation:
Γ ⊢ v : C
Π ⊢ RΓΠ(v) : C
Γ ⊢ v : C
∆ ⊢ RΓ∆(v) : C Λ ⊢ s : T
∆; (Λ )B y : C) ⊢ s[y/R
Γ
∆(v)] : T
Π;∆; ((Λ )B y : C) )B z : C) ⊢ s[y/R
Γ
∆(v)][z/R
Γ
Π(v)] : T
=============================================
Γ; (Λ )B y : C )B z : C) ⊢ C
∆|Π
Γ (s[y/R
Γ
∆(v)][z/R
Γ
Π(v)]) : T
We conclude since Λ )B {y : C, z : C} = Λ )B y : C )B z : C.
• C
y|z
w (t)[x/u]→SCb C
y|z
w (t[x/u]), with x 6= w & y, z /∈ fv(u).
Γ ⊢ u : C
∆ ⊢ t : T
∆ )B {y : B; z : B};w : B ⊢ C
y|z
w (t) : T
Γ ⊎B ((∆ )B {y : B; z : B};w : B) )B x : C) ⊢ C
y|z
w (t)[x/u] : T
Γ ⊢ u : C ∆ ⊢ t : T
Γ ⊎B (∆ )B x : C) ⊢ t[x/u] : T
(Γ ⊎B (∆ )B x : C)) )B {y : B; z : B};w : B ⊢ C
y|z
w (t[x/u]) : T
We conclude since
Γ ⊎B ((∆ )B {y : B; z : B};w : B) )B x : C) = (x 6= w)
Γ ⊎B (∆ )B {y : B; z : B} )B x : C;w : B) = (w /∈ Γ)
Γ ⊎B (∆ )B x : C )B {y : B; z : B});w : B = (y, z /∈ Γ)
(Γ ⊎B (∆ )B x : C)) )B {y : B; z : B};w : B
• C
y|z
w (Wy(t))→CW1 R
z
w(t).
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Γ ⊢ t : T
Γ; y : B ⊢ Wy(t) : T
w : B; Γ )B z : B ⊢ C
y|z
w (Wy(t)) : T
Then Lemma 5.5.2 allows to conclude Γ )B z : B;w : B ⊢ R
z
w(t) : T .
• C
x|z
w (C
y|p
x (s)) ≡CCA C
x|y
w (C
z|p
x (s)).
Γ ⊢ s : T
Γ )B {y : B; p : B};x : B ⊢ C
y|p
x (s) : T
Γ )B {y : B; p : B} )B z : B;w : B ⊢ C
x|z
w (C
y|p
x (s)) : T
Γ ⊢ s : T
Γ )B {z : B; p : B};x : B ⊢ C
z|p
x (s) : T
Γ )B {z : B; p : B} )B y : B;w : B ⊢ C
x|y
w (C
y|p
x (s)) : T
We conclude since Γ)B {y : B; p : B})B z : B = Γ)B {z : B; p : B})B y : B
• C
y′|z′
x′ (C
y|z
x (t)) ≡CCC C
y|z
x (C
y′|z′
x′ (t)), with x 6= y
′, z′ & x′ 6= y, z.
Γ ⊢ t : T
Γ )B {y : B; z : B};x : B ⊢ C
y|z
x (t) : T
Γ )B {y : B; z : B} )B {y
′ : C; z′ : C};x : B;x′ : C ⊢ C
y′|z′
x′ (C
y|z
x (t)) : T
Γ ⊢ t : T
Γ )B {y
′ : C; z′ : C};x′ : C ⊢ C
y′|z′
x′ (t) : T
Γ )B {y
′ : B; z′ : B} )B {y : B; z : B};x : B;x
′ : B ⊢ Cy|zx (C
y′|z′
x′ (t)) : T
We conclude since Γ )B {y : B; z : B} )B {y
′ : C; z′ : C} = Γ )B {y
′ : C; z′ :
C} )B {y : B; z : B}.
• s[x/u][y/v] ≡SSC s[y/v][x/u], with y /∈ fv(u) & x /∈ fv(v).
Γ ⊢ v : B
Π ⊢ u : C ∆ ⊢ s : T
Π ⊎B (∆ )B x : C) ⊢ s[x/u] : T
Γ ⊎B ((Π ⊎B (∆ )B x : C)) )B y : B) ⊢ s[x/u][y/v] : T
Π ⊢ u : C
Γ ⊢ v : B ∆ ⊢ s : T
Γ ⊎B (∆ )B y : B) ⊢ s[y/v] : T
Π ⊎B ((Γ ⊎B (∆ )B y : B)) )B x : C) ⊢ s[y/v][x/u] : T
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We conclude since y /∈ Π and x /∈ Γ imply
Γ ⊎B ((Π ⊎B (∆ )B x : C)) )B y : B) = Γ ⊎B Π ⊎B (∆ )B x : C )B y : B) =
Π ⊎B ((Γ ⊎B (∆ )B y : B)) )B x : C).
Now, we consider the reduction/equivalence relation is not at the root. We just
consider one case as all the other ones are similar.
If t = uv ⇒B1 u
′v, with u⇒B1 u
′, then we have
Γ ⊢B u : B → T ∆ ⊢B v : B
Γ ⊎B ∆ ⊢B uv : T
The i.h. gives Γ′ ⊢B u
′ : B → T with Γ′ ⊆ Γ. Then Γ′ ⊎B ∆ ⊆ Γ ⊎B ∆ and we
thus conclude.
Corollary 5.5.4 (Strong Normalisation). Let t ∈ T T
B
, then t ∈ SNB.
Proof. Let A ⊆ R so that B = A or B = A ∪ {s}. It is well-known that (sim-
ply) typed λ∅-calculus is strongly normalising (see for example [Bar84]). It is also
straightforward to show that PSN for the λs-calculus implies strong normalisation
for well-typed s-terms (see for example [Kes07]). By Theorem 5.3.7 any infinite B-
reduction sequence starting at t can be projected into an infinite (B \A)-reduction
sequence starting at RRA(t). By Lemma 5.5.2 RRA(t) is a well-typed (B \ A)-term,
that is, a well-typed term in λ∅ or λs. This leads to a contradiction.
5.6 Appendix
The λ∅-calculus
Rules :
(β) (λx.t) u → t{x/u}
The λc-calculus
Equations :
(CCA) C
x|z
w (C
y|p
x (t)) ≡ C
x|y
w (C
z|p
x (t))
(CC) C
y|z
x (t) ≡ C
z|y
x (t)
(CCC) C
y′|z′
x′ (C
y|z
x (t)) ≡ C
y|z
x (C
y′|z′
x′ (t)) x 6= y
′, z′ & x′ 6= y, z
Rules :
(β) (λx.t) u → t{x/u}
(CL) C
y|z
w (λx.t) → λx.C
y|z
w (t)
(CAL) C
y|z
w (t u) → C
y|z
w (t) u y, z /∈ fv(u)
(CAR) C
y|z
w (t u) → t C
y|z
w (u) y, z /∈ fv(t)
(CGc) C
y|z
w (t) → Rzw(t) y /∈ fv(t)
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The λs-calculus
Equations :
(SSC) t[x/u][y/v] ≡ t[y/v][x/u] y /∈ fv(u) & x /∈ fv(v)
Rules :
(B) (λx.t) u → t[x/u]
(V) x[x/u] → u
(SGc) t[x/u] → t x /∈ fv(t)
(SDup) t[x/u] → t[y]x [x/u][y/u] |t|x > 1 & y fresh
(SL) (λy.t)[x/u] → λy.t[x/u]
(SAL) (t v)[x/u] → t[x/u] v x /∈ fv(v)
(SAR) (t v)[x/u] → t v[x/u] x /∈ fv(t)
(SS) t[y/v][x/u] → t[y/v[x/u]] x /∈ fv(t) & x ∈ fv(v)
The λw-calculus
Equations :
(WWC) Wx(Wy(t)) ≡ Wy(Wx(t))
Rules :
(β) (λx.t) u → t{x/u}
(LW) λx.Wy(t) → Wy(λx.t) x 6= y
(AWl) Wy(u)v → Wy\fv(v)(uv)
(AWr) uWy(v) → Wy\fv(u)(uv)
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The λcs-calculus
Equations :
(CCA) C
x|z
w (C
y|p
x (t)) ≡ C
x|y
w (C
z|p
x (t))
(CC) C
y|z
x (t) ≡ C
z|y
x (t)
(CCC) C
y′|z′
x′ (C
y|z
x (t)) ≡ C
y|z
x (C
y′|z′
x′ (t)) x 6= y
′, z′ & x′ 6= y, z
(SSC) t[x/u][y/v] ≡ t[y/v][x/u] y /∈ fv(u) & x /∈ fv(v)
Rules :
(B) (λx.t) u → t[x/u]
(CL) C
y|z
w (λx.t) → λx.C
y|z
w (t)
(CAL) C
y|z
w (tu) → C
y|z
w (t)u y, z /∈ fv(u)
(CAR) C
y|z
w (tu) → tC
y|z
w (u) y, z /∈ fv(t)
(CGc) C
y|z
w (t) → Rzw(t) y /∈ fv(t)
(V) x[x/u] → u
(SGc) t[x/u] → t x /∈ fv(t)
(SL) (λy.t)[x/u] → λy.t[x/u]
(SAL) (tv)[x/u] → t[x/u]v x /∈ fv(v)
(SAR) (tv)[x/u] → tv[x/u] x /∈ fv(t)
(SS) t[x/u][y/v] → t[x/u[y/v]] y /∈ fv(t) & y ∈ fv+(u)
(SCa) C
y|z
x (t)[x/u] → C
∆|Π
Γ (t[y/R
Γ
∆(u)][z/R
Γ
Π(u)])


y, z ∈ fv+(t)
Γ = fv(u)
∆,Π fresh
(CS) C
y|z
w (t[x/u]) → t[x/C
y|z
w (u)] y, z ∈ fv+(u)
(SCb) C
y|z
w (t)[x/u] → C
y|z
w (t[x/u]) x 6= w & y, z /∈ fv(u)
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The λcw-calculus
Equations :
(CCA) C
x|z
w (C
y|p
x (t)) ≡ C
x|y
w (C
z|p
x (t))
(CC) C
y|z
x (t) ≡ C
z|y
x (t)
(CCC) C
y′|z′
x′ (C
y|z
x (t)) ≡ C
y|z
x (C
y′|z′
x′ (t)) x 6= y
′, z′ & x′ 6= y, z
(WWC) Wx(Wy(t)) ≡ Wy(Wx(t))
Rules :
(β) (λx.t) u → t{x/u}
(LW) λx.Wy(t) → Wy(λx.t) x 6= y
(AWl) Wy(u)v → Wy\fv(v)(uv)
(AWr) uWy(v) → Wy\fv(u)(uv)
(CL) C
y|z
w (λx.t) → λx.C
y|z
w (t)
(CAL) C
y|z
w (tu) → C
y|z
w (t)u y, z /∈ fv(u)
(CAR) C
y|z
w (tu) → tC
y|z
w (u) y, z /∈ fv(t)
(CW1) C
y|z
w (Wy(t)) → R
z
w(t)
(CW2) C
y|z
w (Wx(t)) → Wx(C
y|z
w (t)) x 6= y, z
(CGc) C
y|z
w (t) → Rzw(t) y /∈ fv(t)
The λsw-calculus
Equations :
(WWC) Wx(Wy(t)) ≡ Wy(Wx(t))
(SSC) t[x/u][y/v] ≡ t[y/v][x/u] y /∈ fv(u) & x /∈ fv(v)
Rules :
(B) (λx.t) u → t[x/u]
(LW) λx.Wy(t) → Wy(λx.t) x 6= y
(AWl) Wy(u)v → Wy\fv(v)(uv)
(AWr) uWy(v) → Wy\fv(u)(uv)
(V) x[x/u] → u
(SGc) t[x/u] → t x /∈ fv(t)
(SDup) t[x/u] → t[y]x [x/u][y/u] |t|
+
x > 1 & y fresh
(SL) (λy.t)[x/u] → λy.t[x/u]
(SAL) (t v)[x/u] → t[x/u] v x /∈ fv(v)
(SAR) (t v)[x/u] → t v[x/u] x /∈ fv(t)
(SS) t[y/v][x/u] → t[y/v[x/u]] x /∈ fv(t) & x ∈ fv(v)
(SW1) Wx(t)[x/u] → Wfv(u)\fv(t)(t)
(SW2) Wy(t)[x/u] → Wy\fv(u)(t[x/u]) x 6= y
(SW) t[x/Wy(u)] → Wy\fv(t)(t[x/u])
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The λcsw-calculus
Equations :
(CCA) C
x|z
w (C
y|p
x (t)) ≡ C
x|y
w (C
z|p
x (t))
(CC) C
y|z
x (t) ≡ C
z|y
x (t)
(CCC) C
y′|z′
x′ (C
y|z
x (t)) ≡ C
y|z
x (C
y′|z′
x′ (t)) x 6= y
′, z′ & x′ 6= y, z
(WWC) Wx(Wy(t)) ≡ Wy(Wx(t))
(SSC) t[x/u][y/v] ≡ t[y/v][x/u] y /∈ fv(u) & x /∈ fv(v)
Rules :
(B) (λx.t) u → t[x/u]
(V) x[x/u] → u
(SDup) t[x/u] → t[y]x [x/u][y/u] |t|
+
x > 1 & y fresh
(SL) (λy.t)[x/u] → λy.t[x/u]
(SAL) (tv)[x/u] → t[x/u]v x /∈ fv(v)
(SAR) (tv)[x/u] → tv[x/u] x /∈ fv(t)
(SS) t[x/u][y/v] → t[x/u[y/v]] y /∈ fv(t) & y ∈ fv+(u)
(SW1) Wx(t)[x/u] → Wfv(u)\fv(t)(t)
(SW2) Wy(t)[x/u] → Wy\fv(u)(t[x/u]) x 6= y
(LW) λx.Wy(t) → Wy(λx.t) x 6= y
(AWl) Wy(u)v → Wy\fv(v)(uv)
(AWr) uWy(v) → Wy\fv(u)(uv)
(SW) t[x/Wy(u)] → Wy\fv(t)(t[x/u])
(SCa) C
y|z
x (t)[x/u] → C
∆|Π
Γ (t[y/R
Γ
∆(u)][z/R
Γ
Π(u)])


y, z ∈ fv+(t)
Γ = fv(u)
∆,Π fresh
(CL) C
y|z
w (λx.t) → λx.C
y|z
w (t)
(CAL) C
y|z
w (tu) → C
y|z
w (t)u y, z /∈ fv(u)
(CAR) C
y|z
w (tu) → tC
y|z
w (u) y, z /∈ fv(t)
(CS) C
y|z
w (t[x/u]) → t[x/C
y|z
w (u)] y, z ∈ fv+(u)
(SCb) C
y|z
w (t)[x/u] → C
y|z
w (t[x/u]) x 6= w & y, z /∈ fv(u)
(CW1) C
y|z
w (Wy(t)) → R
z
w(t)
(CW2) C
y|z
w (Wx(t)) → Wx(C
y|z
w (t)) x 6= y, z
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In this Chapter we present two different works which remind us that explicit
substitutions were originally created by a need in the formal design of functional
programming languages, and that was only afterwards that questions such as PSN
or metaconfluence were raised.
In the first section, we try to give ideas to answer the following question: if
the calculi with explicit substitutions are closer to practical implementations, then
to what extent are they closer compared to the λ-calculus? To achieve this, we
conjecture bounds on the lengths of reduction for a simple calculus with explicit
substitutions.
In the second section, we present a formalisation of the λj-calculus in Coq,
explain why it is so complex.
6.1 Complexity
Exact bounds for lengths of reductions are known for the simply typed λ-calculus.
In the case of typed λ-calculi with explicit substitutions, the cost of the reduction is
not constant w.r.t. the β-reduction and thus the bound rises. We conjecture both
lower and upper bounds depending on the degree and the size of the term from the
point of view of maximal strategies.
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It is interesting to quantify the cost brought by the explicitation of the substi-
tution, as it is more realistic. To quantify it, we will consider bounds for lengths
of reductions. Following works of Schwichtenberg ([Sch82], [Sch91]), based on ideas
from [How80], Beckmann [Bec01] showed exact bounds (upper and lower) for lengths
of reductions in the case of λ-calculus, which depend on the size and the degree of
a term. By bound, we actually mean given a set of terms having same degree and
same size (or height), we pick up a term with a longest reduction (there can be sev-
eral terms with the same length of reduction) and give bounds on this reduction.
For a term t with degree n and size N , the bound is an exponential tower of 2 of
height n and N at the top, namely 2.
..2N
.
Beckmann’s proof for upper bound proceeds as follows: embed a term t in a tree
structure, according to its size and its degree; rewrite the tree into an another one
using a simpler grammar. In this simple tree, the number of its nodes is a bound
of the longest reduction.
In this section, we will proceed as for the λ-calculus and give upper and lower
bounds for a calculus with explicit substitutions. We will use maximal strategies
which can be described by inductive definitions on terms choosing which redex to
fire in order to have the longest reduction. They are well known and immediately
give constructions needed to naturally extend Beckmann’s proof and thus keep the
same scheme for the upper bound proof. However, we will have to deal with the
complexification induced by the number of rules. In our case, the bound will still
be an exponential tower of same height but with 4 instead of 2.
Related works: Upper bounds weaker than Schwichtenberg’s were also found
by [Loa98]. Miranda gave in [dM03] an historical overview and made clearer the link
between expanded head trees and maximal strategies. In [Sch01] the complexity of
the decision problem, whether a term t reduces to a term t′, was studied for levels
ranging from 1 to 3. In [Xi99], a bound similar to the one in [Sch91] was found,
using bounds extracted from a standardisation theorem proof. In [BW00] bounds
for Go¨del System T were ginve using the same technique as in [Bec01]. Beckman’s
result was strengthened in [AJ05] using continuous normalisation.
6.1.1 The calculus with explicit substitutions
We will consider the λx−-calculus with the simple typing system given in Defini-
tion 2.3.3. From now one, we will only consider well-typed terms. We introduce
the key notion, the maximal strategy, F x∞():
Definition 6.1.1. Let CJ K be a head-context of the shape [x/u] v where v =
v1 ... vm, t[x/u] := t[x1/u1]...[xn/un]; and DJ K a head-context of the shape v. If
t is a λx− term, then F∞(t) is inductively defined on t, provided that t is not in
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normal form:
F x∞(DJ(λx.t) uK) := DJt[x/u]K
F x∞(CJ(λy.t)[x/u]K) := CJλy.t[x/u]K
F x∞(CJ(v w)[x/u]K) := CJv[x/u] w[x/u]K
F x∞(CJx[x/t]K) := CJtK
F x∞(CJz[x/u]K) :=
{
CJz[x/F x∞(u)]K
CJzK
if u /∈ NFλx−
otherwise
x 6= z
F x∞(λx.t) := λx.F
x
∞(t)
F x∞(xt1...tn) := xt1...F
x
∞(tj)...tn ∀i < j, ti ∈ NFλx−
Using the context C instead of D in F x∞(DJ(λx.t) uK) would lead to per-
form the step ((λx.t)u)[y/v] →B t[x/u][y/v] instead of ((λx.t) u)[y/v] →SApp
(λx.t)[y/v] u[y/v] whereas only the last one is maximal.
6.1.2 Upper bounds
We are interested in giving bounds on the following functions:
dln(N) := max{ηλx−(t) : t a term, g(t) ≤ n, |t| ≤ N}
dhn(N) := max{ηλx−(t) : t a term, g(t) ≤ n, h(t) ≤ N}
i.e. given a set of λx−-terms with same degree and same size (or height), we
pick up a term with a longest reduction and we give bounds on this reduction.
In [Bec01], the exact bounds for the λ-calculus are dh(N) = 2
Θ(N)
n+1 and dl(N) =
2
Θ(N)
n where Θ(N) is the usual notion to compare functions growth [CLRS01] and
2mn is inductively defined by 2
m
n+1 = 2
2mn and 2m0 = m.
We want to embed each term in a tree representing its longest reduction in the
sense that it is possible to define a route in the tree that mimics choices of the
maximal reduction. Such trees will be called expanded head tree or more simply
eht. Then we count the number of nodes in this tree, and deduce the longest possible
reduction. However, we cannot embed a term directly in this kind of tree because
doing so, we do not know how to guess the height of the resulting tree whereas this
is an indispensable information to estimate the number of nodes.
Therefore we use another kind of trees (associated binary trees, abt) , via an
embedding depending on the degree and the size of the term.
Both kinds of trees are defined by induction. Associated binary trees use one
more rule than expanded head trees, namely the (Cut)-rule. As cut-elimination in
logic, we will remove cuts level by level, quantifying the increase of nodes in this
operation. When all cuts have been removed, we obtain an eht and we have the
desired property i.e. the number of nodes is a bound. Since we know how many
nodes we have when we embed, and how many we add when we eliminate cuts,
then we finally deduce the number of nodes and conclude.
The general scheme of the proof can be graphically summarised as:
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term abt eht bound
embedding
Lemma 6.1.16
cut-elim
Lemma 6.1.15
estimation
Lemma 6.1.17
To show the connection between the trees we are going to use and maximal
strategies, we first define both of them for the λ-calculus. We give the definition of
an associated binary tree as in [Bec01].
Definition 6.1.2 (Associated Binary Tree for the λ-calculus). An abt ⊢
α
ρ t for the λ-
term t with α, ρ ∈ N is inductively defined (in a bottom-up fashion) by the following
rules:
(β) If ⊢
α
ρ t{x/u} v and ⊢
α
ρ u, then ⊢
α+ 1
ρ (λx.t)u v
(Lam) If ⊢
α
ρ t, then ⊢
α+ 1
ρ λx.t
(V ar) If ⊢
α
ρ t1, ...,⊢
α
ρ tn (n ≥ 0), then ⊢
α+ n
ρ xt1...tn
(Cut) If ⊢
α
ρ t with lv(t) ≤ ρ and ⊢
α
ρ u, then ⊢
α+ 1
ρ t u
With rule (Var)we have ⊢
α
ρ x for any x, α, ρ.
In ⊢
α
ρ t, α corresponds to the height of the tree and ρ to the level up to which
it is allowed to use the rule (Cut). In the sequel, we will often use the following
rule, admissible thanks to the particular case of (Var)where we have ⊢
α
ρ x for any
α, ρ and variable x: if ⊢
α
ρ t and α ≤ α
′, ρ ≤ ρ′, then ⊢
α′
ρ′ t.
We could also have defined binary rules, like for instance β, if ⊢
α
ρ t{x/u} v and
⊢
β
ρ v, then ⊢
max(α, β) + 1
ρ (λx.t)u v. Doing so, we remove the need of this admissible
rule, but it is less convenient to use.
We specify an equivalent definition of F β∞( ) for the λ-calculus:
Definition 6.1.3. The maximal strategy F β∞( ) on a λ-term t s.t. t /∈ NFλ is the
following:
F β∞(DJ(λx.t) uK) :=
{
DJ(λx.t) F β∞(u)K if x /∈ fv(t) and u /∈ NF
DJt{x/u}K otherwise
F β∞(λx.t) := λx.F
β
∞(t)
F β∞(x t1 ... tn) := x t1 ...F
β
∞(ti) ... tn∀i < j, ti ∈ NFβ
A condition giving two cases in the strategy will give a binary node in the
associated binary tree, to keep track of all possibilities.
In general, all rules used to build the abt which are underlined (for example β
in Definition 6.1.2) are the ones performed by F∞( ), reading downward in the tree.
Rules (Lam)and (Var)are looking for a leftmost-outermost redex to contract, as in
F∞( ) except that rules in the strategy do not deconstruct. Rules (Lam), (Var)and
(Cut)will be the same in our case, and would be also the same for other systems with
explicit substitutions. The underlined rules are specific to the maximal strategy in
the system considered. Due to the fact that the (Cut)-rule overlaps rules β and
(Var), for any term t, there can be several abts.
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Example 6.1.4. Two different abts for the term (Iy) (Iz) where I ≡ λx.x are:
⊢
2
1 (Iy) (Iz)
⊢
1
1 Iy
⊢
0
1 y ⊢
0
1 y
⊢
1
1 Iz
⊢
0
1 z ⊢
0
1 z
(Cut)
β β
⊢
3
0 (Iy) (Iz)
⊢
2
0 y ⊢
2
0 y (Iz)
⊢
1
0 Iz
⊢
0
0 z ⊢
0
0 z
β
(Var)
β
In the tree on the left, as ρ = 1, we can use the rule (Cut)to obtain (Iy) (Iz) (since
lv((Iy)) = 1 as I y is of type α → α) but not to obtain Iy from I and y (since
lv(I) = 2).
Example 6.1.5. The shape of a term in head normal form is like:
⊢
α+ n
ρ xt1...tn
pp
pp
p
NN
NN
NN
N
⊢
α
ρ t1 .
pp
pp
pp
pp
p
<
<
<
⊢
α
ρ t2 .



⊢
α
ρ tn
The (Var)rule is designed with ⊢
α+ n
ρ x t1...tn and not ⊢
α+ 1
ρ xt1...tn because it is
easier to count nodes in trees with a fixed number of children, as in Lemma 6.1.17.
We now give the definition of associated binary trees, which is adapted from
F x∞( ) to the case of λx
−.
Definition 6.1.6 (Associated Binary Tree). An abt ⊢
α
ρ t for the λx
− term t with
α, ρ ∈ N is inductively defined by the following rules where CJ K and DJ K are as
defined for F x∞( ):
B If ⊢
α
ρ DJt[x/u]K, then ⊢
α+ 1
ρ DJ(λx.t)uK
SLam If ⊢
α
ρ CJλy.t[x/u]K, then ⊢
α+ 1
ρ CJ(λy.t)[x/u]K
SApp If ⊢
α
ρ CJv[x/u] w[x/u]K, then ⊢
α+ 1
ρ CJ(v w)[x/u]K
SV ar If ⊢
α
ρ CJtK, then ⊢
α+ 1
ρ CJx[x/t]K
SGc If ⊢
α
ρ CJzK and ⊢
α
ρ u, then ⊢
α+ 1
ρ CJz[x/u]K
λ If ⊢
α
ρ t, then ⊢
α+ 1
ρ λx.t
(V ar) If ⊢
α
ρ t1, ...,⊢
α
ρ tn, then ⊢
α+ n
ρ xt1...tn
(Cut) If ⊢
α
ρ t with lv(t) ≤ ρ and ⊢
α
ρ u, then ⊢
α+ 1
ρ t u
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Notice that B, unlike β in λ-calculus, does not erase its argument and thus B is
unary. However SGc does and SGc is binary to keep a copy of the erased subterm
in the tree. As for the λ-calculus, underlined rules correspond to the maximal
strategy.
Example 6.1.7. Two different ABT for the term (Iy) (Iz), as in Example 6.1.4:
⊢
3
1 (Iy) (Iz)
⊢
2
1 Iy
⊢
1
1 x[x/y]
⊢
0
1 y
⊢
2
1 Iz
⊢
1
1 x[x/z]
⊢
0
1 z
(Cut)
B
SVar
B
SVar
⊢
5
0 (Iy) (Iz)
⊢
4
0 x[x/y] (Iz)
⊢
3
0 y (Iz)
⊢
2
0 Iz
⊢
1
0 x[x/z]
⊢
0
0 z
B
SVar
(Var)
B
SVar
Definition 6.1.8 (Expanded Head Tree). An abt ⊢
α
0 t associated to t is called its
expanded head tree.
An expanded head tree does not use the rule (Cut)and thus is unique, unlike an
arbitrary abt.
Definition 6.1.9 (Number of nodes). The number of nodes #t of an expanded head
tree ⊢
α
0 t is defined by induction on t:
#DJ(λx.t)uK := #DJt[x/u]K+ 1
#CJ(λy.t)[x/u]K := #CJλy.t[x/u]K+ 1
#CJ(v w)[x/u]K := #CJv[x/u] w[x/u]K+ 1
#CJx[x/u]K := #CJuK+ 1
#CJz[x/u]K := #CJzK+#u+ 1
#λx.t := #t+ 1
#(x t1...tn) :=
∑n
i=1#ti
We easily notice that for a given eht ⊢
α
0 t we have that for each maximal step
performed on t there is a corresponding edge (and thus a node) in the tree. Actually
for most of the steps in the strategy, we just go down in the tree. If t = CJz[x/u]K
we have all the nodes of the subtree associated to u for the maximal reduction of u
and nodes of CJzK for the rest of the remaining steps.
Lemma 6.1.10. Let t be a λx−-term such that ⊢
α
0 t. Then #t is a bound on the
longest reduction from t.
Notice that without a proof of maximality for F x∞( ) we would have had to do
like in [Bec01] with its main lemma: if t→λx− t
′ then #t′ < #t by case analysis on
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the reduction rule. However we could not deduce a proof of maximality for F x∞( )
from this lemma since F x∞( ) only visits a subset of the tree.
We now want to embed each λx− term in an abt. To do this, we need some
technical lemmas:
We conjecture this lemma
Conjecture 6.1.11 (Explicit Renaming). If ⊢
α
ρ t, then ⊢
3α+ 1
ρ t[y/z].
We are not able to prove it by induction on the derivation of ⊢
α
ρ t. Indeed, in
the case where we have ⊢
α+ 1
ρ DJ(λx.v)uK coming from ⊢
α
ρ DJv[x/u]K. We write the
context DJv[x/u]K[y/z] like (v[x/u] t1...tn)[y/z]. We cannot apply the rule B since
we do not have a D context anymore and are thus stuck.
Example 6.1.12. Consider an expanded head tree ⊢
1
0 x0 x1. We have for instance
⊢
4
0 (x0 x1)[y/z] Notice that, as the tree is filiform, then the height itself bounds the
longest reduction.
Lemma 6.1.13 (Appending). If ⊢
α
ρ t and t y is a typable term, then ⊢
3α
ρ t y.
Proof. By induction on ⊢
α
ρ t. We detail less as the reasoning is quite similar to the
previous one.
• B: By induction ⊢
3α
ρ DJv[x/u]K y and then by B, ⊢
3α+ 1
ρ DJ(λx.v) uK y which
concludes since 3α+ 1 ≤ 3α+ 3.
• Rules SLam,SApp, SV ar and SGc are straightforward by induction.
• (Lam): By Lemma 6.1.11, ⊢
3α+ 1
ρ t
′[x/y], then by the rule B, ⊢
3α+ 2
ρ (λx.t
′) y.
• (Var): By hypothesis, ⊢
α
ρ t1, ..., ⊢
α
ρ tn. With the rule (Var), we also have ⊢
α
ρ y
and we conclude by a last application of (Var)⊢
α+ n+ 1
ρ xt1...tny.
• (Cut): ⊢
α+ 1
ρ t u comes from ⊢
α
ρ t with lv(t) ≤ ρ and ⊢
α
ρ u. We have that
lv(tu) ≤ ρ since lv(tu) ≤ lv(t). With (Var), we have ⊢
α+ 1
ρ y and we can apply
the rule (Cut)to get ⊢
α+ 2
ρ t u y.
We now extend the implicit substitution to λx−-terms: t[x/u]{y/v} :=
t{y/v}[x/u{y/v}].
Lemma 6.1.14 (Implicit Substitution). If ⊢
α
ρ t and ⊢
β
ρ v and lv(v) ≤ ρ, then ⊢
α+ β
ρ
t{y/v}. We restrict ourselves to the case where there is no node generated by SGc
with CJyK as a left premise in the tree of t.
Proof. By induction on ⊢
α
ρ t. Let t
∗ := t{y/v}.
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• B: By induction hypothesis ⊢
α+ β
ρ D
∗Jt∗[x/u∗]K, hence by the B-Rule we have
⊢
α+ β + 1
ρ DJ(λx.t
∗) u∗K.
• Rules SLam,SApp and SV ar are straightforward by induction.
• For the case SGc we have ⊢
α+ 1
ρ CJz[x/u]K coming from ⊢
α
ρ u and ⊢
α
ρ CJzK with
z 6= y. By induction hypothesis ⊢
α+ β
ρ C
∗JzK and ⊢
α+ β
ρ u
∗ . We have ⊢
α+ β + 1
ρ
C∗Jz[x/u∗]K by SGc that is ⊢
α+ β + 1
ρ (CJz[x/u]K)
∗ thanks to our restriction.
• (Lam): By induction hypothesis ⊢
α+ β
ρ t
∗ and ⊢
α+ β + 1
ρ λx.t
∗ by the (Lam)-
Rule.
• (Var): By induction hypothesis ⊢
α+ β
ρ t
∗
i hence ⊢
α+ β + n
ρ x t
∗
1...t
∗
n by (Var), if
x 6= y. Otherwise, we can weaken the hypothesis and get ⊢
α+ β
ρ v. Then we
can apply n cuts and get ⊢
α+ β + n
ρ v t
∗
1...t
∗
n
• (Cut): By induction hypothesis, ⊢
α+ β
ρ t
∗ and ⊢
α+ β
ρ u
∗. As lv(t) ≤ ρ we have
lv(t∗) ≤ ρ and we can apply (Cut)and get ⊢
α+ β + 1
ρ t
∗u∗.
Lemma 6.1.15 (Cut Elimination). If ⊢
α
ρ+1 t, then ⊢
4α
ρ t.
Proof. All cases are easy by induction except (Cut). Suppose we have ⊢
α+ 1
ρ+1 t u
coming from ⊢
α
ρ+1 t and ⊢
α
ρ+1 u. Then, by induction hypothesis, ⊢
4α
ρ t and ⊢
4α
ρ u with
lv(t) ≤ ρ + 1, hence lv(u) ≤ ρ. By Lemma 6.1.13, ⊢
3 · 4α
ρ t x with x /∈ fv(t) so we
can apply Lemma 6.1.14 and get ⊢
4 · 4α
ρ t u i.e. ⊢
4α+1
ρ t u.
We now have all necessary lemmas to embed each λx− term:
Lemma 6.1.16 (Embedding Lemma). Let t be a λx− term. If g(t) ≤ ρ, then ⊢
4|t|
ρ t.
Proof. By induction on t.
• t = x, ⊢
4|x|
ρ x by (Var)and weakening.
• t = λx.u, ⊢
4|t|−1
ρ u by induction hypothesis and thus ⊢
4|t|−1 + 1
ρ t by (Lam). We
can conclude since 4|t|−1 + 1 ≤ 4t (as |t| ≥ 2).
• t = u v, ⊢
4|t|−1
ρ u and ⊢
4|t|−1
ρ v by induction hypothesis. By (Cut), ⊢
4|t|−1 + 1
ρ u v
and we conclude as in previous item.
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• t = u[x/v], ⊢
4|t|−2
ρ u and ⊢
4|t|−2
ρ v by induction hypothesis. By Lemma 6.1.11,
⊢
3 · 4|t|−2 + 1
ρ u[x/y] with y /∈ fv(u). Thus, as lv(v) ≤ ρ (since v is a subterm
of t and g(t) ≤ ρ) we can apply Lemma 6.1.14 and get ⊢
4 · 4|t|−2 + 1
ρ u[x/v] i.e.
⊢
4|t|−1 + 1
ρ u[x/v]. We can conclude since 4
|t|−1 + 1 ≤ 4|t| (since |t| ≥ 3).
Since our tree is binary and we know its height, we can immediately estimate the
number of nodes:
Lemma 6.1.17 (Estimate Lemma). If ⊢
α
0 t then #t ≤ 2
α.
Theorem 6.1.18 (Upper bound). dln(N) ≤ 2
4
|t|
n and dhn(N) ≤ 2
24
|t|
n .
Proof. Using the three key lemmas (embedding, cut elimination, estimation), we
get that the height of a tree is such that: height ≤ 4
|t|
n . As the tree is binary we
have: #t ≤ 2
4
|t|
g(t) . Hence by Lemma 6.1.10,
dln(N) ≤ 2
4
|t|
n
As previously noticed, we can derive dhn(N) since for any term, |t| ≤ 2
h(t):
dhn(N) ≤ 2
24
|t|
n
This result seems reasonable compared to the λ-calculus. However it could be
much stronger with a lower bound closed to it.
6.1.3 Lower bounds
Since λx− simulates the λ-calculus, the lower bound for the λ-calculus is also a valid
lower bound for λx−. We briefly give terms used in [Bec01] to show optimality.
Let ι be a ground type. For n ∈ N, let o(n) be a type s.t. o(0) = ι and
o(n+1) = o(n)→ o(n). Notice that lv(o(n)) = n. Let [u]k(v) be the term denoting
the k-fold iteration of u applied to v, i.e. u(...(u v)...) with k u s. Let σ be a type
and N
σ
be the generalized Church numeral λfσ→σλx.[f ]N (x). Fix some variable 0
of type ι, and d of type ι → ι → ι. Let I = λxι.x and D = λxι.dxx. Let Tk(u) be
a tree-like term of height k defined as T0(u) = u and Tk+1 = d Tk(u) Tk(u).
We adapt a lemma from [Bec01]:
Lemma 6.1.19. Let k be a natural number. Then,
• [2
σ
]k (u) v →∗λx− [u]
2k (v)
126 Chapter 6. Towards Real Life
• [D]k(u)→λx− Tk(u)
• Tk(I0)→
2k+1
λx− Tk(0)
Proof. By induction on k.
Let 2
o(−1)
be D and 2
o(−2)
be I0. Then we can define AnN with degree n + 1
and size O(N) [CLRS01], independently of n. Using Lemma 6.1.19 we have:
AnN := [2
o(n−1)
]N 2
o(n−2)
2
o(n−3)
...2
o(−2)
→∗λx− [2
o(n−2)
]2
N
2
o(n−3)
...2
o(−2)
→λx− ...
→∗λx− [D]
N
2n(I0)→
∗
λx− T2n(N)(I0)
→
2Nn+2
λx− T2n(0)
Thus we have dln(N) ≥ 2
N
n+1 i.e. the bound for λ-calculus with one more
floor. We can have the same reasoning for dhn(N) and find a similar bound
dhn(N) ≥ 2
N
n+2. Both bounds are really under the upper bound. We conjecture
that both upper and lower bounds can be improved. However, with the approach
with terms ANn there is no hope in improving the lower because 2
N
n is not significant
wrt exponential towers of 4 or even 3. The main difficulty comes from the fact that
the maximal strategy for AnN+1 or A
n+1
N does not share many reductions with A
n
N
and thus it is difficult to find an induction hypothesis.
To investigate, we developed a program which performs the maximal reduction
for λx−. We analyse the size of the terms during reduction and conjecture that the
optimal bound is a tower of 3 of height n. it is possible to find shapes of AnN graph
in those of AnN+1 or A
n+1
N in groups of three.
In Figures 6.1.3, 6.1.3 and 6.1.3, we reproduce interesting graphs where the
x-coordinates correspond to the number of steps, y-coordinates to the size of the
term.
Notice that in the Figure 6.1.3, it is only the beginning of the reduction, and the
last part on the right may indicate that it is only a small part. It was impossible
to investigate more in this direction due to the fact that reductions take definitely
too much time (several days), even for terms AnN with N,n ≤ 3.
To compare, we also reproduce a graph in Figure 6.1.3 for the case of the λ-
calculus. Notice that peaks appear here group by 2.
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Figure 6.1: Entire reduction of A11
Figure 6.2: Entire reduction of A12
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Figure 6.3: First steps of reduction of A31
Figure 6.4: Entire reduction of A12 (λ-calculus)
6.2. Formalisation 129
6.2 Formalisation
In this section, we formalise λj in Coq. The formalisation in its own is interesting
since λj has been defined in its original version with names and not with indexes,
and the non-deterministic replacement operation of λj has not been mathematically
defined in [AK10].
The implementation in Coq has been developped in collaboration with Ste´phane
Zimmermann. Certain technical details are omitted here for a better comprehen-
sion. The full development can be browsed or downloaded at https://www.pps.
jussieu.fr/˜renaud/coq.
6.2.1 Representation of Bound Variables
When studying the theory of calculi with explicit substitutions we have the choice
between calculi with indexes or names, because there is not a major influence on the
properties that a calculus can enjoy. However, when dealing with implementations,
it is quite unrealistic to have simply names and α-conversion. Nevertheless, we still
have the choice between several representation of binders.
1. The first possibility is of course to use De Bruijn indexes or levels [Cre´07,
LRD95]. It removes the need of α-conversion, but it is difficult to manipulate
them since indexes or levels have to be shifted when they cross a binder.
Both levels and indexes notations are unique for a given term. An advantage
of indexes over levels are is that they are context-independant i.e. no index
update is required when embedding a term in another. However, when the
context is fixed, updates of levels are easier.
2. Another possibility is to use nominal logic [GP02]. It is mainly available for
the proof assistant Isabelle [Isa], even if an approach with the Coq assistant
has been tried [ABW07].
3. The locally nameless representation [Cha11, Gor93], based itself on the lo-
cally named representation [MP93] is a good compromise between names and
indexes. Neither α-conversion nor indexes shifting is needed. This is done
using the following grammar of preterms:
t ::= trm bvar i | trm fvar x | trm abs t | app t t | sub t t
Free and bound variables have now their own constructors. Bound variables
are handled as for De Bruijn indexes and free variables are represented using
names, also called atoms, as done in the usual theory. Atoms can be im-
plemented with any datatype which supports a comparison function and a
generator. We will thus use natural numbers in our implementation. For the
sake of clarity, we will however use names in the sequel.
Furthermore, it seems that the induction principles obtained with this tech-
nique are stronger than those obtained automatically with the nominal ap-
proach of Isabelle [ACP+08].
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Given the familiarity of the author with Coq, and the advantages of the locally
nameless representation, we choose this combination.
There exist some attempts to generate and prove all the infrastructure related
to the technicalities of the locally nameless representation directly from simple
specifications (such as those of Ott [SNO+10]) containing a grammar for terms and
a set of rewriting rules. However, as those softwares are still under development
([AW10, SNO+10]), we will thus not use them. Instead, we will adapt all the lemmas
needed for the locally nameless infrastructure of the λ-calculus [Cha11].
6.2.2 Preterms, and their Operations
The formal grammar of preterms is the following:
Inductive pterm : Set :=
| pterm_bvar : nat -> pterm
| pterm_fvar : var -> pterm
| pterm_abs : pterm -> pterm
| pterm_app : pterm -> pterm -> pterm
| pterm_sub : pterm -> pterm -> pterm.
We will use the notation t[u] to represent pterm sub t u.
We can define the notion of free variables on preterms:
Fixpoint fv (t : pterm) : vars :=
match t with
| pterm_bvar i => {}
| pterm_fvar x => {{x}}
| pterm_abs t1 => (fv t1)
| pterm_app t1 t2 => (fv t1) \u (fv t2)
| pterm_sub t1 t2 => (fv t1) \u (fv t2)
end.
where {} is the empty set, and {{x}} the singleton {x}.
Even if there is no need to update indexes, there are still several operations to
be formally defined. In particular, when a proof needs to consider a subterm, there
is some work to do. Indeed, if for the named case we can manipulate the subterm
t of λx.t, it is not the case for locally nameless terms. For instance, if we take the
subterm trm bvar 0 of trm abs trm bvar 0 (representing λx.x), we have a preterm
which does not correspond to any λ-term. We would indeed like to have trm fvar x
instead.
We will later only consider the subset of locally nameless terms satisfying a
certain predicate, in order to have a bijection between locally nameless terms and
λ-terms equivalence classes. In a first time, to be the most general possible, we will
define operations on preterms.
To look to the subterm t under an abstraction (or a substitution), we thus
need to transform the references to the binder into a fresh free variable x. This
is the purpose of the variable opening operation. Formally, we need to replace all
trm bvar i with i equal to the number of binders enclosing the bound variable.
To be more general, we directly define the open operation extended to preterms,
and not only to variables:
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Definition open t u := open_rec 0 u t.
with open rec being the generalisation of open to any depth, not only 0:
Fixpoint open_rec (k : nat) (u : pterm) (t : pterm) : pterm :=
match t with
| pterm_bvar i => if k = i then u else ( pterm_bvar i)
| pterm_fvar x => pterm_fvar x
| pterm_abs t1 => pterm_abs ( open_rec (S k) u t1)
| pterm_app t1 t2 => pterm_app ( open_rec k u t1)
( open_rec k u t2)
| pterm_sub t1 t2 => pterm_sub ( open_rec (S k) u t1)
( open_rec k u t2)
end.
We will use the following notations:
Notation "{ k ˜> u } t" := open_rec k u t.
Notation "t ˆˆ u" := open t u.
Notation "t ˆ x" := open t ( pterm_fvar x).
Symmetrically, we can define the close operation:
Fixpoint close_rec (k : nat) (x : var) (t : pterm) : pterm :=
match t with
| pterm_bvar i => pterm_bvar i
| pterm_fvar x’ => if x’ = x then
pterm_bvar k
else
pterm_fvar x’
| pterm_abs t1 => pterm_abs ( close_rec (S k) x t1)
| pterm_app t1 t2 => pterm_app ( close_rec k x t1)
( close_rec k x t2)
| pterm_sub t1 t2 => ( close_rec (S k) x t1)[ close_rec k x t2]
end.
Definition close t x := close_rec 0 x t.
As expected we have:
Lemma close_open_var : f o r a l l x t, x \notin fv t -> close (tˆx) x = t.
We can also define the implicit substitution on preterms:
Fixpoint subst (z : var) (u : pterm) (t : pterm) : pterm :=
match t with
| pterm_bvar i => pterm_bvar i
| pterm_fvar x => if x = z then u else ( pterm_fvar x)
| pterm_abs t1 => pterm_abs (subst z u t1)
| pterm_app t1 t2 => pterm_app (subst z u t1) (subst z u t2)
| pterm_sub t1 t2 => pterm_sub (subst z u t1) (subst z u t2)
end.
Notation "[ z ˜> u ] t" := (subst z u t).
Notice that the implicit substitution can be defined by means of the closing and
opening operations:
Lemma subst_as_close_open : f o r a l l t x u, term t ->
[x ˜> u] t = (close t x) ˆˆ u.
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6.2.3 Locally Closed Terms and Bodies
The grammar of preterms contains much more objects than those in λj. We will
thus restrict preterms to locally closed terms, or simply terms. The idea is to
have for any bound variable trm bvar i deep inside a preterm at least i binders
above it. There are several ways to perform this restriction. The simplest one is to
define a term, for instance in the case of the abstraction, by using a statement like
”trm abs t is a term if there exists a free variable x such that t ˆx is a term”. We will
however follow the method suggested in [Cha11] which uses cofinite quantification.
The idea is to change the previous definition into: trm abs t is a term if for any
set of variables, there exists a free variable x which is not in this set such that t
ˆx is a term. Doing so, we have stronger induction principles which facilitates the
development.
Inductive term : pterm -> Prop :=
| term_var : f o r a l l x,
term ( pterm_fvar x)
| term_abs : f o r a l l L t1 ,
( f o r a l l x, x \notin L -> term (t1 ˆ x)) ->
term ( pterm_abs t1)
| term_app : f o r a l l t1 t2 ,
term t1 ->
term t2 ->
term ( pterm_app t1 t2)
| term_sub : f o r a l l L t1 t2 ,
( f o r a l l x, x \notin L -> term (t1 ˆ x)) ->
term t2 ->
term ( pterm_sub t1 t2).
We have now for each trm bvar i in a term t, at least i binders above it, and
thus the operation open is the identity on a term:
Lemma open_rec_term : f o r a l l t u, term t -> f o r a l l k, t = {k ˜> u}t.
We also need the predicate body on preterms, stating that if we open a preterm
t (at level 0) with a fresh variable, we obtain a locally closed term:
Definition body t := exists L, f o r a l l x, x \notin L -> term (t ˆ x).
For instance, trm bvar 0 is a body since (trm bvar 0)ˆ x = trm fvar x
which is a term. In the same way, trm abs trm bvar 1 is also a body
since (trm abs trm bvar 1)ˆ x = {0 ∼> trm fvar x}(trm abs trm bvar 1) =
trm abs ({1 ∼> trm fvar x}trm bvar 1) = trm abs trm fvar x. Of course, every
term is also a body by Lemma open rec term.
6.2.4 Number of Occurrences of Variables
As the λj-calculus is based on the notion of multiplicity, we need to be able to
count the number of free variables:
Fixpoint fv_occ (x: var) (t: pterm) : nat :=
match t with
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| pterm_bvar k => 0
| pterm_fvar z => if z = x then 1 else 0
| pterm_abs t’ => fv_occ x t’
| pterm_app t1 t2 => fv_occ x t1 + fv_occ x t2
| pterm_sub t1 t2 => fv_occ x t1 + fv_occ x t2
end.
We can now wonder if this notion is enough to express for instance the dereliction
rule, stated in the original system as t[x/u] →w t{x/u} when |t|x = 1. With our
approach, this gives t[s] → t ˆˆ s with a condition now a little bit more complex.
There are two options:
• The first one, which only uses the number of occurrences of free variables,
needs to introduce a fresh variable x and is:
f o r a l l L, f o r a l l x \notin L, fv_occ x t = 1
• As it is not convenient to manipulate fresh variables, and furthermore not
necessary, we count the number of bound variables. The condition simply
becomes bv occ t = 1.
The idea of bv occ is to count the number of trm bvar 0 (modulo the fact that
they are under abstractions). For instance bv occ(trm abs trm bvar 1) = 1, and
bv occ(app (trm bvar 0)(trm bvar 0)) = 2. Once again, we have to generalize this
notion to any level. We thus have the general definition:
Fixpoint bv_occ_k (k : nat) (t : pterm) : nat :=
match t with
| pterm_bvar i => if k = i then 1 else 0
| pterm_fvar x => 0
| pterm_abs t1 => bv_occ_k (S k) t1
| pterm_app t1 t2 => ( bv_occ_k k t1) + ( bv_occ_k k t2)
| pterm_sub t1 t2 => ( bv_occ_k (S k) t1) + ( bv_occ_k k t2)
end.
and the particular case (corresponding to bv occ), when we consider the number
of bound occurrences at the root of a term:
Definition bv_occ (t : pterm) : nat := bv_occ_k 0 t.
6.2.5 The Non-deterministic Replacement
The non-deterministic replacement in the contraction rule
t[x/u]→c t[y]x [x/u][y/u] with |t|x ≥ 2
is defined in [AK10] as ”we write t[y]x for the non-deterministic replacement of i
(1 ≤ i ≤ n− 1) occurrences of x in t by a fresh variable y”.
This definition is not satisfying since there are several notions which need to be
precisely defined from a mathematical point of view. We propose to first define a
relation ndr n t x y t’ n which means that t′ is obtained from t by renaming n
occurrences of x in y. For practical reasons, the relation is defined on preterms.
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Inductive ndr_n : pterm -> var -> var -> pterm -> nat -> Prop :=
| ndr_bvar : f o r a l l x y z,
ndr_n ( pterm_bvar z) x y ( pterm_bvar z) 0
| ndr_varnone : f o r a l l x y z,
ndr_n ( pterm_fvar z) x y ( pterm_fvar z) 0
| ndr_varsome : f o r a l l x y,
ndr_n ( pterm_fvar x) x y ( pterm_fvar y) 1
| ndr_abs : f o r a l l t t’ x y n, ndr_n t x y t’ n ->
ndr_n ( pterm_abs t) x y ( pterm_abs t’) n
| ndr_app : f o r a l l t t’ u u’ x y n n’ n’’, n’’ = n + n’ ->
ndr_n t x y u n -> ndr_n t’ x y u’ n’ ->
ndr_n ( pterm_app t t’) x y ( pterm_app u u’) n’’
| ndr_sub : f o r a l l t t’ x y u u’ n n’ n’’, n’’ = n + n’ ->
ndr_n (t) x y (t’) n -> ndr_n u x y u’ n’ ->
ndr_n (t[u]) x y (t’[u ’]) n’’.
Notice that the non-determinism is only apparent on free variables, and then
propagated by the context.
We can now restrict ourselves to the case where there is the right number of
replacements, that is at least one, and strictly less than the number of occurrences
of the variable to be replaced:
Definition ndr t x y t’ := exists n, (1 <= n) /\
(n < fv_occ x t) /\
ndr_n t x y t’ n.
We can illustrate the notion of this non-deterministic replacement with what
would be the replacement (x x[z/x])x❀y = y x[z/y] in the original version of λj.
In our case, we have to check:
ndr (( pterm_app ( pterm_fvar x) ( pterm_fvar x))[ pterm_fvar x])
x y
(( pterm_app ( pterm_fvar y) ( pterm_fvar x))[ pterm_fvar y])
This is true since it exists 2 such that:
The non-deterministic replacement preserves the well-formed terms:
Lemma ndr_preservation_term : f o r a l l t x y t’,
term t -> ndr t x y t’ -> term t’.
6.2.6 The Rules of λj
We first introduce rewriting definitions independently of λj, so our development is
as generic as possible.
6.2.6.1 General Rewriting Rules
First of all we define general definitions for rewriting. Given a relation Red over
preterms (of type p term -> p term -> Prop), we define how to build the contex-
tual closure, and the reflexive and transitive closure:
Inductive contextual_closure Red : pterm -> pterm -> Prop :=
| redex : f o r a l l t s, Red t s -> contextual_closure Red t s
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| beta_app_left : f o r a l l t t’ u, term u ->
contextual_closure Red t t’ ->
contextual_closure Red ( pterm_app t u) ( pterm_app t’ u)
| beta_app_right : f o r a l l t u u’, term t ->
contextual_closure Red u u’ ->
contextual_closure Red ( pterm_app t u) ( pterm_app t u’)
| beta_abs : f o r a l l t t’ L, ( f o r a l l x, x \notin L ->
contextual_closure Red (tˆx) (t’ˆx)) ->
contextual_closure Red ( pterm_abs t) ( pterm_abs t’)
| beta_subst_left : f o r a l l t t’ u L, term u ->
( f o r a l l x, x \notin L -> contextual_closure Red (tˆx) (t’ˆx))
-> contextual_closure Red ( pterm_sub t u) ( pterm_sub t’ u)
| beta_subst_right : f o r a l l t u u’, body t ->
contextual_closure Red u u’ ->
contextual_closure Red ( pterm_sub t u) ( pterm_sub t u ’).
Inductive star_closure Red : pterm -> pterm -> Prop :=
| reflexive_reduction : f o r a l l t, star_closure Red t t
| one_step_reduction : f o r a l l t u, Red t u -> star_closure Red t u
| transitive_reduction : f o r a l l t u v, Red t u ->
star_closure Red u v -> star_closure Red t v.
6.2.6.2 Rules of λj
We redefine the rules of λj, using the locally nameless representation. Since our
goal is to show Full Composition, it is enough to restrict ourselves to the rule B
where the list of substitutions is empty i.e. (λx.t) u →B t[x/u]. As usually done,
we split the rules of λj into B and the rules j.
Inductive B_red : pterm -> pterm -> Prop :=
| rule_B : f o r a l l t s, body t -> term s ->
B_red ( pterm_app ( pterm_abs t) s) (t[s]).
Notation "t ->B u" := (B_red t u).
Definition B_ctxt_red t u := ( contextual_closure B_red) t u.
Notation "t -->B u" := ( B_ctxt_red t u).
We then define all the rules of j, depending on the number of occurrences:
Inductive j_red : pterm -> pterm -> Prop :=
| rule_w : f o r a l l t s, body t -> bv_occ t = 0 -> term s ->
j_red (t[s]) t
| rule_d : f o r a l l t s, body t-> term s -> bv_occ t = 1 ->
j_red (t[s]) (tˆˆs)
| rule_c : f o r a l l t s x y t’, body t -> term s ->
bv_occ t >= 2 ->
x \notin fv t ->
y \notin fv t ->
ndr (tˆx) x y t’ ->
j_red (t[s]) (( close (( close t’ x)[s]) y) [s]).
Notation "t ->j u" := (j_red t u).
Definition j_ctxt_red t u := ( contextual_closure j_red) t u.
Notation "t -->j u" := ( j_ctxt_red t u).
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As we have mentioned before, we use the notion of bv occ 0 instead of fv occ
in the dereliction rule.
Of course, we have preservation of well-formed terms:
Lemma preservation_terms_after_B : f o r a l l t t’, term t -> t -->B t’
-> term t’.
Lemma preservation_terms_after_j : f o r a l l t t’, term t -> t -->j t’
-> term t’.
The contraction rule deserves some attention. First of all, it is important to
notice that as we have chosen to consider the inductive definition ndr n t x y t’
with x a free variable in t, we need to open the body t with a fresh variable x to
state the relation between tˆ x and t′.
6.2.6.3 Examples
We can illustrate the contraction rule with the reduction which is (z λa.z)[z/b]→c
(z′ λa.z)[z/b][z′/b] in the original system. We thus want to have a relation
between the terms (app (trm bvar 0)(trm abs trm bvar 1))[trm fvar b] and
(app (trm bvar 1)(trm abs trm bvar 1))[trm fvar b][trm fvar b]. In the contrac-
tion rule , t is (app (trm bvar 0)(trm abs trm bvar 1)). If we open it with x we
thus have (app (trm fvar x)(trm abs trm fvar x)) (don’t forget to add one under
a binder). Then we can show that the relation
ndr ( pterm_app ( pterm_fvar x) ( pterm_abs pterm_fvar x))
x y
( pterm_app ( pterm_fvar y) ( pterm_abs pterm_fvar x))
holds. Indeed, there exists 1 such that |t|x > 1 and
ndr_n ( pterm_app ( pterm_fvar x) ( pterm_abs pterm_fvar x))
x y
( pterm_app ( pterm_fvar y) ( pterm_abs pterm_fvar x)) 1
which easily holds.
Now, if we close (app (trm fvar y)(trm abs trm fvar x)) with x this
gives (app (trm fvar y)(trm abs trm bvar 1)). The last step is to close
(app (trm fvar y)(trm abs trm bvar 1))[trm fvar b] with y which gives
(app (trm bvar 1)(trm abs trm bvar 1))[trm fvar b][trm fvar b] and we can thus
conclude.
6.2.7 The Full Composition Proof
We first give the statement and the proof of Full Composition as stated in the
original article:
Theorem 6.2.1 (Full Composition). Let t, u be terms. Then t[x/u]→∗j t{x/u}
Proof. By induction on the number of free occurrences of x in t.
• If |t|x = 0, then t[x/u]→w t = t{x/u}
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• If |t|x = 1, then t[x/u]→d t{x/u}
• If |t|x ≥ 2, then
t[x/u] →c
tx❀y[y/u][x/u] →
∗
j (i.h.)
tx❀y{y/u}[x/u] →
∗
j (i.h.)
tx❀y{y/u}{x/u} = t{x/u}
The structure of the proof in our development will be the same. The statement
of the Full Composition theorem is of course not the same, but still very simple,
thanks to the opening operation which is the equivalent of the substitution operation
in the original system on bound variables:
Theorem full_composition : f o r a l l t u, term (t[u]) ->
(t[u]) -->j* (tˆˆu).
As it is the most complex proof of our development, we will give a sketch of the
proof. We will proceed by an induction on the number of bound variables at level
0 in t. Let n be this number.
• If n = 0, we have to show that tˆ ˆu = t to apply the weakening rule. This is
possible using Lemma open rec term, at the condition that t is a term. This
is indeed the case since n = 0 (and that t is a body by hypothesis) as stated
by the following lemma:
Lemma bv_occ_body_term : f o r a l l t, body t -> bv_occ t = 0 ->
term t.
Notice that this lemma is not true if t is not a body (take for instance
trm bvar 1).
• If n = 1, we can immediately apply the dereliction rule.
• If n > 1,
We can now split the number n of bound variables at level 0 in t into two
numbers n1 and n2. The number n1 will represent the number of variables
replaced, and n2 those unchanged.
Before showing properties about the non-deterministic replacement, we need
to show that for every term t, there always exists a t′ which is its non-
deterministic replacement:
Lemma ndr_n_exists : f o r a l l t x y n, n <= fv_occ x t ->
exists t’, ndr_n t x y t’ n.
Thus if we pick-up two fresh variables a and b, we can obtain t′ s.t. the
relation ndr n (tˆ a) a b t′ n1 holds.
We then go through several steps, using the transitive composition:
138 Chapter 6. Towards Real Life
Lemma transitive_closure_composition : f o r a l l Red t u v,
star_closure Red t u -> star_closure Red u v ->
star_closure Red t v.
– t[u]→ j (close (close t′ a[u]) b[u])
In this subcase, we simply apply the contraction rule which easily holds.
– (close (close t′ a[u]) b[u]) → j (close (close t′ a[u]) b)ˆ uˆ In this
subcase, can apply the induction hypothesis which states:
IHn1 : f o r a l l t : pterm , bv_occ t = n1 -> f o r a l l u : pterm ,
term (t [u]) -> (t [u]) -->j* (t ˆˆ u)
We thus have to show:
bv_occ (close (close t’ a [u]) b) = n1
and
term (close (close t’ a [u]) b [u])
Those two goals are automatically solved using tactics which saturate the
context with all the informations which can be obtained using lemmas
concerning free variables and the non-deterministic replacement such as:
Lemma ndr_n_fv_occ : f o r a l l t t’ x y n, ˜(x = y) ->
ndr_n t x y t’ n ->
fv_occ y t’ = fv_occ y t + n.
Lemma ndr_n_fv_occ_x : f o r a l l t t’ x y n, ˜(x = y) ->
ndr_n t x y t’ n ->
fv_occ x t’ = fv_occ x t - n.
and lemmas relating the number of free variables and the number of
bound variables such as
Lemma bv_occ_close_decompose : f o r a l l t y,
bv_occ t + fv_occ y t = bv_occ (close t y).
– (close (close t′ a[u]) b)ˆ uˆ = close ([b ∼> u]t′) a[u]) This subcase is
done using Lemma subst as close open and some lemmas concerning
the implicit substitution:
Lemma subst_fresh : f o r a l l x t u, x \notin fv t ->
[x ˜> u] t = t.
Lemma subst_close : f o r a l l t x y u,
x \notin fv u -> y \notin fv u ->
x <> y -> [y ˜> u] (close t x) = close ([y ˜> u]t) x.
– close ([b ∼> u]t′) a[u]) → j (close ([b ∼> u]t′) a)ˆ uˆ Once again, we
apply an induction hypothesis dealing with n2 (the number of variables
not replaced) and not n1 (the number of variables replaced). We thus
have to show that:
bv_occ (close ([b ˜> u]t’) a) = n2
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and
term (close ([b ˜> u]t’) a [u])
The tactics which we have defined can handle those goals automatically,
using the same principle of context saturation with the lemmas defined
previously.
– (close ([b ∼> u]t′) a)ˆ uˆ = ([a ∼> u]([b > u]t′)) This step is straight-
forward using Lemma subst as close open.
– ([a ∼> u]([b > u]t′)) = tˆ ˆu This last step proceeds like that:
[a ˜> u]([b ˜> u]t’)
is transformed into
[b ˜> u]([a ˜> u]t’)
thanks to the following lemma:
Lemma fv_subst_commute : f o r a l l t x y u v, x <>y ->
x \notin fv v ->
y \notin fv u ->
([y˜>v][x˜>u]t) = ([x˜>u][y˜>v]t).
Then
t ˆˆ u
is transformed into
[a ˜> u]t ˆ a
thanks to the following lemma:
Lemma subst_intro : f o r a l l x t u,
x \notin (fv t) ->
t ˆˆ u = [x ˜> u](t ˆ x).
The last lemma allows us to conclude:
Lemma ndr_subst : f o r a l l t t’ u x y n,
x <>y ->
y \notin fv t ->
y \notin fv u ->
ndr_n t x y t’ n ->
[x˜>u]t = [y˜>u]([x˜>u]t ’).

Chapitre 7
Conclusion
Lors de cette the`se nous avons aborde´ diffe´rents aspects autour des substitutions
et ressources explicites, ainsi que de la re´e´criture. Nous proposons de conclure et
d’e´voquer des perspectives de recherches en cours ou a` venir selon quatre grand
the`mes de la the`se.
Re´e´criture et logique Nous avons a` travers le prisme des ressources e´tabli un
cadre homoge`ne pour de´finir des λ-calculs capable de controˆler l’affaiblissement, la
contraction, et la substitution line´aire. Le comportement ope´rationnel du prisme des
ressources n’est pas seulement base´ sur la propagation structurelle, mais e´galement
sur la de´croissance de la multiplicite´ des variables affecte´es par les substitutions.
Tous les calculs ont les proprie´te´s de simulation de la β-re´duction, de confluence,
de PSN, ainsi que de normalisation forte des termes (simplement) type´s. Diverses
directions de recherche sont envisageables pour poursuivre le travail sur le prisme
des ressources.
• La premie`re est bien entendu la question de la me´taconfluence pour l’en-
semble des calculs du prisme. Avec une approche comme celle propose´e au
chapitre 4.2, qui consiste a` spe´cifier les formes normales par rapport a` la
duplication des substitutions explicites, nous conjecturons qu’il soit possible
d’obtenir une re´ponse positive. L’utilisation de cette me´thode permettrait
d’ailleurs de mieux la comprendre, pour en arriver a` une simplification.
• On peut e´galement conside´rer ce que deviendrait le prisme si l’on remplac¸ait
λs par un autre calcul, tel λj. En particulier, il serait inte´ressant d’e´tudier
les liens entre λj avec affaiblissement et contraction explicite et le formalisme
graphique de λj [AG09] ou` contractions et affaiblissements sont par nature,
de´ja` explicites. On pourrait ainsi espe´rer une simplification de l’ensemble du
prisme. D’autre part, la de´marche permettant d’atteindre l’e´quilibre entre les
diffe´rents calculs, les simulations et les proprie´te´s serait facilite´e. En effet, le
fait que cet e´quilibre fuˆt si difficile a` obtenir pour le prisme est du en grande
partie au fait que la propagation e´tait aussi structurelle, contrairement a` λj
ou` la propagation est a` distance par multiplicite´.
• Une autre possibilite´ est de changer la logique ou bien encore sa pre´sentation.
On pourrait par exemple obtenir un prisme en ayant un calcul des se´quents
intuitionniste avec affaiblissement et contraction explicite lλGtz [GILv09]
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(e´galement appele´ λGtzR© dans [GILL11], ou` un syste`me avec types intersec-
tion est propose´). De la meˆme manie`re, on pourrait utiliser le calcul classique
∗X [Zˇ07] ou` affaiblissements et contractions sont explicites.
• Un exercice difficile serait de transformer le prisme des ressources en un cube.
Rappelons que notre formalisme prend la forme d’un prisme car il comporte
deux bases (selon le fait que la substitution soit explicite ou non) et que la
projection ne permet pas de passer de l’une a` l’autre. Le but serait d’avoir des
ope´rations d’enrichissement et d’appauvrissement a` partir de n’importe quel
sommet du cube vers n’importe quel autre.
• Nous avons privile´gie´ lors du de´veloppement du prisme mettre l’accent sur les
relations d’enrichissement et d’appauvrissement entre tous les calculs. De ce
fait, nous avons mis de coˆte´ un certain aspect de la logique car nous n’avons pas
aborde´ la question de la projection des re´ductions de chaque calcul du prisme
dans celles d’un formalisme graphique tel que les re´seaux de preuves [Gir87],
ou les λj-dags [AG09]. Bien que cet exercice soit facile a` re´aliser pour certains
calculs, comme par exemple le λ-calcul ou le λcsw-calcul, il l’est impossible
pour d’autres, comme par exemple λs. Pour atteindre cet objectif, un moyen
possible serait de transformer le prisme en cube (ainsi la projection dans un
formalisme graphique passerait par le λcsw-calcul) meˆme si on peut e´galement
imaginer d’autres approches.
Re´e´criture
• Dans le chapitre 3 nous avons e´tudie´ la PSN pour le calcul λs graˆce a` une
technique modulaire qui se´pare les proprie´te´s communes a` tous les calculs et
celles spe´cifiques a` chacun d’entre eux. Dans un cadre plus ge´ne´ral, on peut se
poser la question de la PSN pour des calculs d’ordre supe´rieur (exprime´s graˆce
au formalisme des ERS [Kha90] par exemple) avec substitutions explicites. En
effet, il est possible pour tout syste`me de re´e´criture d’ordre supe´rieur, ou` la
substitution est implicite, de la rendre explicite. De`s lors, on doit ajouter un
ensemble de re`gles qui vont propager les substitutions explicites par rapport
a` tous les constructeurs de ce calcul. Cette ide´e a de´ja` e´te´ e´tudie´e [Blo97]
mais la caracte´risation des syste`mes d’ordre supe´rieur pour lesquels PSN est
ve´rifie´e est tre`s restrictive. La version plus e´volue´e pour montrer PSN avec la
technique qui utilise les e´tiquettes [AK10] serait une bonne piste de de´part
pour obtenir PSN pour une plus large classe de syste`mes.
• Du coˆte´ des substitutions explicites seules, de nombreuses possibilite´s existent.
Pour continuer l’e´tude de la confluence axiomatique faite au chapitre 4, on
pourrait l’e´tendre a` la me´taconfluence. Celle-ci ne pourrait pas facilement en-
glober l’ensemble des calculs de´crits dans cette the`se, car il faut caracte´riser la
structure des formes normales. Or il apparaˆıt qu’elles peuvent eˆtre fortement
diffe´rentes selon le fait que l’on conside`re un calcul avec propagation selon
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la structure des termes, la multiplicite´, ou un me´lange des deux. On pourrait
dans un premier temps se concentrer sur les calculs plus traditionnels avec pro-
pagation selon la structure. Par la suite, nous pourrions ge´ne´raliser le travail
sur la me´taconfluence de λj re´alise´ au chapitre 4 qui illustre bien le com-
portement des calculs propageant les substitutions explicites a` distance selon
la multiplicite´. Ainsi nous aurions une preuve axiomatique pour ce genre de
calculs qui pourraient s’adapter a` divers formalismes [Mil07, O´ Conchu´ir06].
• Un autre proble`me apparemment simple, mais qui re´siste depuis longtemps,
est de montrer la normalisation du calcul de propagation des substitutions
de λex graˆce a` un argument donne´ simplement par une mesure arithme´tique.
La difficulte´ vient de la combinaison de plusieurs facteurs. Premie`rement on
propage des substitutions meˆme si elle sont inutiles (dans le sens ou` elles ne
lient pas de variable). De ce fait, on ne peut pas se reposer sur une cer-
taine de´croissance du nombre de variables affecte´es par une substitution.
Deuxie`mement, il faut de´finir des mesures qui soient stables par rapport a`
l’e´quation permutant les substitutions inde´pendantes. Dernie`rement, on du-
plique des substitutions. Ce comportement est similaire a` beaucoup de calculs,
mais dans le cas de λex cela implique de parfois dupliquer une substitution
pour en cre´er une autre inutile (dans la re`gle de composition notamment).
• Malgre´ l’abondance d’articles traitant des substitutions explicites dans la
litte´rature, il existe ne´anmoins encore plusieurs aspects non explore´s.
La standardisation [CF58] fait partie des the´ore`mes classiques et bien connus
en λ-calcul mais qui n’a pas son penchant du coˆte´ des calculs avec substitutions
explicites. Il existe des approches [Mel05] mais celles-ci reposent principale-
ment sur la standardisation meˆme du λ-calcul. Une direction inte´ressante se-
rait de s’affranchir de toute notion du λ-calcul afin de donner des re´ductions
standards qui seraient plus spe´cifiques aux calculs avec substitutions expli-
cites. Le λj-calcul, par sa propagation a` distance, semble un bon candidat.
La re´duction line´aire de teˆte [DR03] pourrait permettre de de´finir une telle
notion de standardisation, qui fonctionnerait pour un calcul avec substitution
explicite, mais pas pour le λ-calcul.
De la meˆme manie`re, les strate´gies normalisante de´finies pour les calculs avec
substitutions explicites (comme celle du chapitre 6.1 pour λx−) reproduisent
ce qui est fait en λ-calcul, c’est a` dire de toujours contracter le redex externe le
plus a` gauche. On pourrait de la meˆme manie`re que pour la standardisation,
essayer de de´finir une approche plus spe´cifique aux calculs avec substitutions
explicites. Une fois encore, il semble que la re´duction line´aire de teˆte pourrait
eˆtre a` la base d’une telle strate´gie normalisante.
Complexite´ Dans le chapitre 4.2 nous avons e´tudie´ la complexite´ du λx−-calcul,
plus pre`s des imple´mentations que le λ-calcul. Nous avons ainsi conjecture´ l’e´cart
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se´parant la complexite´ de ces deux calculs. Ici encore, de nombreuse directions de
recherche sont possibles.
• La premie`re est bien e´videmment de montrer cette conjecture. Pour cela,
plusieurs voies sont possibles. La premie`re consiste a` de´tourner le proble`me
en trouvant un autre calcul qui se preˆte mieux a` l’exercice que λx−. Des essais
non concluant ont e´te´ fait avec λj. Une autre possibilite´ serait de conserver
λx− mais d’ajouter une re`gle donnant a` la substitution explicite le meˆme
statut que le Cut. Cette re`gle permettrait de cre´e directement une substitution
explicite sans effectuer la propagation maximale. Il faudrait par la suite bien
e´videmment e´liminer cette re`gle, comme on l’a fait avec la re`gle Cut.
• Nous n’avons pas encore parle´ de la duplication et de son couˆt. La fac¸on la
plus na¨ıve de l’imple´menter dans la re`gle (t v)[x/u] →SApp t[x/u] v[x/u], est
de re´ellement dupliquer le terme u et avoir deux occurrences de celui-ci en
me´moire. Cette ope´ration e´tant en O(|u|) cela ne changerait pas tellement
la borne de´ja` e´norme, la passant au carre´ approximativement. Au lieu de
dupliquer na¨ıvement, on pourrait aller dans l’autre direction et conside´rer
le partage, voire meˆme le partage optimal [Le´v78]. Bien que cela e´tant bien
e´tudie´ pour le λ-calcul (a` la fois d’un point de vue type´ et non type´), et meˆme
du point de vue de la complexite´ [ACM04], il n’existe actuellement pas de
travail pour les substitutions explicites.
• Comme nous sommes concerne´s par les descriptions d’imple´mentations, nous
pourrions nous restreindre au cas faible, celui ou` il n’y a pas de re´duction
sous les abstractions, ainsi qu’au cas ou` il n’y a pas de variables libres. Nous
pourrions e´galement combiner cette restriction avec le partage, comme c’est
fait pour le λ-calcul [BLM05] ou certains calculs avec substitutions expli-
cites [BLR96]. Il serait ainsi inte´ressant de comparer les re´sultats obtenus avec
les bornes extraites des machines a` environnement utilise´es dans les langages
tel OCaml.
• D’un point de vue plus the´orique, il serait inte´ressant de connaitre les bornes
d’un calcul avec composition totale comme λex. Une autre direction pourrait
eˆtre de ge´ne´raliser les re´sultats a` n’importe quel calcul. Par exemple, e´tant
donne´ un langage et sa strate´gie maximale, la notion d’arbre binaire associe´
pourrait eˆtre obtenu. Les lemmes menant de la notion d’arbre binaire a` la
borne maximale semblent e´galement ge´ne´ralisables. De ce fait, on pourrait
obtenir une proce´dure qui, e´tant donne´ un calcul et une strate´gie maximale,
donnerait une borne maximale de re´duction.
• Un autre exercice serait de s’inte´resser a` la complexite´ implicite. Plutoˆt que de
chercher la borne de tel ou tel calcul, il est inte´ressant de se fixer une classe de
complexite´ re´aliste (polynomiale ou simplement exponentiel) et de chercher
alors a` pouvoir exprimer uniquement des programmes ayant cette complexite´.
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On peut y arriver en restreignant la grammaire des termes, ou bien le syste`me
de types.
Formalisation Dans le chapitre 6.2 nous avons de´veloppe´ une formalisation de
λj ainsi que montre´ la proprie´te´ de composition totale.
• Une premie`re direction de recherche conduite actuellement est de simplifier
l’ope´ration de remplacement non-de´terministe en l’effectuant directement sur
les variables lie´es, et non sur les variables libres. Ainsi, non seulement la re`gle
de contraction se simplifie, mais e´galement toute la bureaucratie ne´cessaire
pour faire le lien entre le nombre de variables libres et celui de variables lie´es
lorsque l’on fait un renommage non-de´terministe.
• Dans un second temps, il semble inte´ressant de ge´ne´raliser la re`gle B qui
de´clenche le calcul afin de pouvoir conside´rer une liste de substitutions entre
l’abstraction et l’argument, c’est a` dire (λx.t)L u→ t[x/u]L ou` L est une liste,
comme de´fini dans [AK10]. Bien que cela ne soit pas ne´cessaire pour obtenir
la proprie´te´ de composition totale, il faut conside´rer cette ge´ne´ralisation pour
capturer les λj-dags [AG09] et l’ensemble de leurs proprie´te´s. Les notions
de super-de´veloppement [vR93], ou encore de XL-de´veloppement [AK10] ont
notamment besoin de la re`gle B a` distance.
• Il est inte´ressant de noter que la certification du calcul prend une forme py-
ramidale, la base e´tant constitue´e de nombreux lemmes techniques rendus
ne´cessaires par le besoin de spe´cifier en de´tail le comportement de toute
ope´ration par rapport a` toute autre. Par dessus, se trouvent de nombreux
lemmes un peu plus haut niveau, notamment a` propos du remplacement non-
de´terministe. Et finalement tout au sommet la preuve de composition totale.
De ce fait, il serait maintenant beaucoup plus rapide de montrer d’autres
proprie´te´s telles que la confluence et la PSN (car la preuve de cette dernie`re
proprie´te´ se fait simplement par induction, contrairement aux preuves de PSN
pour la plupart des calculs avec substitutions explicites dits structurels). La
suite du de´veloppement serait e´galement facilite´e par l’usage des tactiques
de´ja` disponibles permettant de savoir si un terme est bien forme´.
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Les ressources explicites vues par la the´orie de la re´e´criture
Cette the`se s’articule autour de la gestion de ressources explicites dans les langages fonction-
nels, en mettant l’accent sur des proprie´te´s de calculs avec substitutions explicites raffinant
le λ-calcul. Dans une premie`re partie, on s’inte´resse a` la proprie´te´ de pre´servation de la
β-normalisation forte (PSN) pour le calcul λs. Dans une seconde partie, on e´tudie la pro-
prie´te´ de confluence pour un large ensemble de calculs avec substitutions explicites. Apre`s
avoir donne´ une preuve ge´ne´rique de confluence base´e sur une se´rie d’axiomes qu’un calcul
doit satisfaire, on se focalise sur la me´taconfluence de λj, un calcul ou` le me´canisme de
propagation des substitutions utilise la notion de multiplicite´, au lieu de celle de structure.
Dans la troisie`me partie de la the`se on de´finit un prisme des ressources qui ge´ne´ralise de
manie`re parame´trique le λ-calcul dans le sens ou` non seulement la substitution peut eˆtre
explicite, mais e´galement la contraction et l’affaiblissement. Cela donne un ensemble de
huit calculs re´partis sur les sommets du prisme pour lesquels on prouve de manie`re uni-
forme plusieurs proprie´te´s de bon comportement comme par exemple la simulation de la
β-re´duction, la PSN, la confluence, et la normalisation forte pour les termes type´s. Dans
la dernie`re partie de la the`se on montre diffe´rentes ouvertures vers des domaines plus pra-
tiques. On s’inte´resse a` la complexite´ d’un calcul avec substitutions en premier lieu. On
pre´sente des outils de recherche et on conjecture des bornes maximales. Enfin, on finit en
donnant une spe´cification formelle du calcul λj dans l’assistant a` la preuve Coq.
Mots cle´s : Substitutions explicites, ressources, me´taconfluence, complexite´, formalisation
Explicit resources from the rewriting theory point of view
This thesis deals with the management of explicit resources in functional languages, stressing
on properties of calculi with explicit substitutions refining the λ-calculus. In the first part,
we are concerned with the preservation property of β-strong normalisation (PSN) for the λs-
calculus, a language among the eight calculi of the prismoid of resources defined thereafter.
In the second part, we study the confluence property for a large set of calculi with explicit
substitutions. After having given a generic proof of confluence based on a series of axioms
that a calculus must fulfill to verify this property, we focalise on the metaconfluence of λj, a
calculus where the propagation mechanism of substitutions uses the notion of multiplicity,
whereas the traditional way is the structural propagation. In the third part, we define a
prismoid of resources which generalise in a parametric way the λ-calculus in the sense that
not only the substitution can be explicit, but also the contraction and the weakening. This
gives a set of eight calculi spread over the vertices of the prismoid for which we prove in
a uniform way several properties of good behavior as the simulation of β-reduction, PSN,
confluence, and strong normalisation for typed terms. In the last part of the thesis we
show different opening up to more practical domains. First, we are concerned with the
complexity of a calculus with substitutions. We present research tools and conjecture on
maximal bounds for reductions of the λx−-calculus . Finally, we give a formal specification
of the λj-calculus within the proof assistant Coq.
Keywords: Explicit substitutions, resources, metaconfluence, complexity, formalisation
