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Abstract
Increasing water scarcity and growing demand for food have made better management of
land and water resources essential to maintaining the sustainability of irrigated agriculture.
Policies designed to improve environmental quality and irrigated production need to be
analyzed in an integrated framework. We present a catchment-scale hydrologic-economic
model of irrigated agriculture which is dynamic and spatially distributed. It can be used to
evaluate land and water policies designed to manage irrigation-induced salinization.
The model incorporates hydrologically realistic representations of groundwater flow and
soil salinization into an economic optimization framework. The sum of discounted net
revenues from irrigation over the planning horizon is maximized by choosing annual ar-
eas planted to each crop in each of the economic subregions. The groundwater system is
represented using a linear state-space model derived from a finite-difference approximation of
the groundwater flow equation. The number of groundwater states is substantially reduced
using balanced truncation, a technique used in control engineering. A simple representation
of the salinization process is derived from detailed numerical simulations of unsaturated zone
flow and salt transport. These detailed simulations include realistic meterological forcing,
crop root extraction, and the effect of shallow, saline watertables.
The use of the model for policy analysis is demonstrated in a case study of the Lower
Murrumbidgee Catchment. The study area is in the Murray-Darling Basin of Australia and
includes a major irrigation district threatened by salinization from rising watertables. We
first simulate socially optimal management over a 15-year planning horizon. The socially
optimal solution internalizes the externalities of the common-pool groundwater system and
allows redistribution of water allocations to different areas. This solution is compared to
scenarios which include the common-pool externality and policy options in various combina-
tions. The policy options considered are a restriction on the amount of cropland planted to
rice and the trading of surface water allocations. We find the rice area restriction decreases
economic net benefits while water trading increases net benefits. There is little difference
between the social optimum and the common-pool scenarios suggesting that the cost of the
common-pool externality is small.
Thesis Supervisor: Dennis B. McLaughlin
Title: H.M. King Bhumibol Professor of Water Resource Management
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Chapter 1
Introduction
Land under irrigation produces over one-third of the global food supply while occupying
only around 17% of the world's cropland [Hillel, 1991]. Irrigated agriculture will clearly
serve a very significant role in feeding the growing human population. Its sustainability is an
important issue which has been considered in several recent works for both general audiences
[e.g., Postel, 1999; Hillel, 1991] and for academics [e.g., Letey, 1994; van Schilfgaarde, 1996;
Rhoades, 1997]. These works have brought attention to the many threats to the sustainability
of irrigation. However, they all conclude that the technical means exist to sustain irrigation as
long as we better manage our land and water resources. One of the most serious issues which
requires management is soil salinization. In this thesis we develop a model of soil salinization
at a regional scale which can be used to analyze both the economic and hydrologic effects of
management policies.
1.1 Irrigation-Induced Soil Salinization
The extent of irrigation-induced salinization has been examined in several studies, but is
known only very roughly. The World Bank [1992] estimated that salinization caused by
irrigation affects about 60 million ha worldwide. This corresponds to 24% of all irrigated
land. The problem mainly occurs in arid and semi-arid regions. On the country scale, it is
estimated that in Australia 20 percent of irrigated land is affected by salinity; in Pakistan,
14 percent; in Israel, 13 percent; in China, 15 percent; in Egypt, 30 percent; and in Iraq, 50
percent [Gleick, 1993; Ghassemi et al., 1996].
1.1.1 Physical Process of Salinization
Salinization is an increase of soluble salt concentrations in soil water, surface waters or
groundwaters. We focus our attention on soil salinization, which is particularly a concern
in agricultural areas where crop yields can be reduced by soil salinity levels above certain
thresholds. Plants have different levels of tolerance to soil salinity, but at high enough levels
all plants will be affected. Saline soils occur naturally in many regions, but their effect on
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plants is often exacerbated by irrigation, which dramatically changes the water and salt
balance in the soil and groundwater.
The salt balance of the rootzone is what determines the extent of salinity damage to crops
[Marshall et al., 1996]. All irrigation waters contain dissolved salts. When this irrigation
water is applied to the soil, the water is removed by evapotranspiration (ET) leaving the
salt behind in the rootzone. Salt may also originate from soil weathering or be transported
by rain or dust. In order for irrigation to continue, this salt must be leached down from the
rootzone by water in excess of the crop requirements. If it is not, salt will build up in the
rootzone. See Figure 1.1. This is not an issue in humid regions because natural rainfall is
sufficient to provide leaching. In more arid areas, however, this leaching must be done using
irrigation water.
Applied ETWater
Root
S a 
lt 
Z o n 
e
profileDeep Capillary
Percolation Rise
Figure 1.1: Conceptual Rootzone Salt Balance
Applied water contains salt, but ET does not. To prevent salt accumu-
lation in the rootzone, the downward salt flux in the deep percolation
must exceed the upward flux from capillary rise.
Salt that is leached from the rootzone is stored in the lower soil profile or in the ground-
water. If there is more than several meters of unsaturated zone separating the rootzone and
the stored salts, the salt can never travel upwards back into the rootzone as long as the
groundwater levels do not rise. In many cases, however, deep percolation from irrigation
results in a rise in groundwater levels. When groundwater levels are close to the ground
surface, there are two effects which have a tendency to increase rootzone salinity levels: 1)
salt stored in the lower soil profile and groundwater can now be pulled into the rootzone
by evapotranspiration, and 2) the hydraulic head gradient driving water downward during
leaching events is reduced so that leaching is less effective. As a general guideline, once the
watertable rises to within 2 meters of the ground surface, there is a danger of salinization.
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1.1.2 Engineering Solutions to Salinization
The groundwater system has a certain natural capacity to dissipate deep percolation water.
While some amount of leaching is required to maintain crop yields, leaching beyond this
may be harmful if it exceeds the groundwater system capacity and causes watertables to rise
too high. In semi-arid regions, this capacity is often quite small under natural conditions.
It can be increased, however, through the installation of expensive surface or subsurface
drainage systems. Drainage systems remove excess rain or irrigation water before it has
a chance to enter the groundwater system. In addition, the drainage system can remove
enough groundwater to prevent watertables from rising high enough to endanger crops.
The installation of artificial drainage may not be economically feasible for protecting low-
value crops or pastures. In addition, there may be environmental problems disposing of the
drainage water [National Research Council, 1989].
Excess leaching can also be reduced through better irrigation management and the use
of modern pressurized irrigation systems. Other engineering approaches for drainage control
or disposal include lining canals to reduce leakage, building evaporation basins for drainage
disposal, and reusing drainage water on salt tolerant crops.
1.1.3 Economic Analysis of Salinization
There are often also economic causes of salinization. These arise because two essential
resources, irrigation water and the assimilative capacity of the groundwater system, are not
priced or allocated correctly to reflect their scarcity values and opportunity costs [Wichelns,
1999]. Irrigation water is typically priced well below its economic value and farmers can
discharge drainage water to the groundwater system with no charge or restriction. These
factors provide incentives for farmers to over-irrigate and under-invest in efficient irrigation
and drainage systems.
These economic causes of salinization can be addressed through policy changes which
correct the economic incentives. For example, by raising the price of water to its true
economic price or introducing water trading schemes, farmers have an incentive to use water
more efficiently. Other policies may rely on regulations which restrict groundwater recharge
or crop choice. In many cases, implementing these policy changes may be less expensive
than large engineering works.
1.2 Previous Work
There is an extensive literature concerned with the environmental impacts of agriculture.
Only a few of these studies combine a physically realistic representation of environmental
processes with an economically realistic description of the production process at regional
scales. The resulting models (which we call "hydrologic-economic" models) are typically
formulated as optimization problems [Taylor and Howitt, 1993]. In these models farmers are
assumed to be profit maximizing as a first approximation, so profit or net revenue is the
objective function of the optimization.
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One of the first large-scale hydrologic-economic models was a model of the San Joaquin
Valley in California, described in California Department of Water Resources [1982]. The
focus of this model was to assess the impact on agriculture of groundwater depletion; it did
not consider salinity. A more recent model of the San Joaquin which includes salinity is the
Westside Agricultural Drainage Economics (WADE) model [Hachett et al., 1991]. Unlike
the earlier model, it maximizes short-run rather than long-term revenue.
Another early large-scale model was a linear programming model of the Indus Basin in
Pakistan developed by the World Bank and described in Bisschop et al. [1982]. This model
was used to evaluate proposed water projects and agricultural policies in what is now the
world's largest contiguous surface distribution system. The Indus Basin model considers
agricultural production and consumption, irrigation infrastructure, and groundwater quality
and depth. The model was recently revised and used to analyze waterlogging and salinity
problems in the Indus Valley [Ahmad and Kutcher, 1992].
Lefkoff and Gorelick [1990] developed a "Hydrologic-Economic-Agronomic" model which
accounts explicitly for water quality degradation related to salinization. The model was used
to evaluate the benefits of a water rental market in a stream-aquifer system in southeast
Colorado. By maximizing the short-run profits of each farm individually, it represents the
externality effects of saline drainage. It considers groundwater flow, transport of dissolved
solids, stream-aquifer interactions, and irrigation with saline water. It does not consider
soil salinity. Groundwater flow and salt transport are described with simplified constraints
derived using a response matrix approach.
Lee and Howitt [1996] used a basin-scale model to evaluate policies which address salinity
externalities from irrigated agriculture in the Colorado River. This model considers crop
activities in multiple regions and it includes a detailed set of hydrologic constraints and an
objective function which accounts for agricultural returns, salinity control costs, and water
quality benefits. It does not consider groundwater. The hydrologic portions of the model
are described in Lee et al. [1993].
Shah et al. [1995] examine the difference between optimal and common property solutions
to agricultural drainage problem using an exhaustable resource framework. Their approach
is similar to ours in that they use a dynamic and integrated framework, but it is not spatially
distributed.
The agricultural production aspects of a hydrologic-economic model are typically de-
scribed by production functions which relate crop yield to inputs and other factors, such as
the quantity and quality of applied irrigation water, irrigation technology, and environmen-
tal conditions. Crop production functions can be classified as seasonal or transient [Letey
et al., 1990]. Seasonal production functions relate seasonal applied water quantity and qual-
ity to seasonal yield. Letey et al. [1990] and Letey and Dinar [1986] describe seasonal models
which include salinity. Transient production functions are derived from detailed simulation
models of the unsaturated zone and crop growth based on Richard's equation with a root
extraction term.
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1.3 Need For an Integrated Framework
In this research, we focus our analysis on land and water policies as a means of managing
regional-scale salinization. This analysis requires an integrated framework including both the
biophysical and economic systems. A change in the price of irrigation water or the imposition
of cropland use restrictions will change the crop mix and water use over the region. How the
farmers in each part of the region respond will depend on the specific characteristics of that
part. These characteristics would include the depth to groundwater and the predominant
soil types. Farmers can respond to rising watertables by altering their crop mix and investing
in more efficient irrigation technologies.
Through the groundwater system, the cropping decisions of farmers in different parts of
the region are linked. We need to model the economic response of farmers to know how reg-
ulations will influence economic decisions such as crop choice. At the same time, we need to
model the hydrologic response since this influences the economic response through ground-
water levels. These linkages are the motivation for developing an integrated hydrologic-
economic modeling framework.
To illustrate the framework, we apply it to the salinization issues of a major irrigated area
in semi-arid Australia: the Lower Murrumbidgee Catchment. Before European settlement,
the semi-arid climate and natural vegetation kept areal recharge to an insignificant level.
The clearing of native deep-rooted vegetation and its replacement with intensively irrigated
crop species led to a large increase in recharge to groundwater. A mound was created under
the irrigation areas with watertable depths in many areas of less than 2 meters. These high
watertables have caused crop yield reductions.
Past efforts to control high watertables have emphasized landuse restrictions. In par-
ticular, rice areas have been targeted in order to reduce recharge. Another policy issue is
the effect of a recently introduced system of trading of surface water allocations. We will
investigate these policy issues using our integrated framework.
1.4 Research Issues
The main research issues addressed in this thesis are:
" We develop an integrated, hydrologic-economic model of irrigated agriculture which is
dynamic and spatially distributed. The model can be used to investigate the regional-
scale effects of alternative land and water management policies on crop production,
groundwater levels, and economic returns to irrigation.
" We develop hydrologically accurate and computationally feasible representations of
deep percolation and crop yields under different watertable depths and salinities. We
use a systems analysis technique to reduce the computation cost of representing ground-
water flow.
" We use the model to evaluate policy options for managing soil salinity in a case study
of the Lower Murrumbidgee Catchment, a major irrigation area in Australia. We
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analyze the economic and hydrologic effects of land-use restrictions and water entitle-
ment trading under optimal management and a common-property arrangement for the
groundwater system.
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Chapter 2
Lower Murrumbidgee Catchment
Study Area
In this chapter we give a general description of the case study area including a summary of
agriculture, water resources, and indicators of salinization. We then describe the existing
institutions concerned with land and water management. The chapter concludes with a
description of the policy issues which we will examine using our hydrologic-economic model.
2.1 General Description
The Murrumbidgee Catchment is part of Murray-Darling River Basin, one of the most pro-
ductive agricultural areas in Australia. The Murray-Darling Basin covers 1 million square
kilometers (14% of Australia), and most of Australia's irrigated agriculture is produced there.
The Murrumbidgee Catchment covers around 84,000 km 2. Annual irrigated agricultural out-
put in the catchment averages about AUS$400 million, which is around one-third of the total
agricultural production. The major irrigated enterprises are rice, wheat, citrus, wine grapes,
peaches, vegetables, prime lambs, wool and beef cattle.
The case study focuses on the area surrounding the Murrumbidgee Irrigation Areas and
Districts (MIA), one of the oldest and most productive of Australia's irrigated areas. Fig-
ure 2.1 shows the Lower Murrumbidgee Catchment, including the location of our study area
and the irrigation district boundaries. The MIA includes the Yanco and Mirrool Irrigation
Areas (centered around the towns of Leeton and Griffith) and the Benerembah, Tabbita and
Wah Wah Irrigation Districts. Large-scale irrigation first began in the Yanco Irrigation Area
following the construction of Burrinjuck Dam in 1912.
In addition to the MIA, our study area includes nearby irrigated farms outside of the
designated irrigation districts. These farms rely on water from the Murrumbidgee diverted
through privately constructed irrigation canals and groundwater. Our analysis does not
include the Coleambally Irrigation Area and the Lowbidgee Flood Control and Irrigation
District due to data and resource limitations. Future work may extend the analysis to the
entire Lower Murrumbidgee Catchment.
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Figure 2.1: Lower Murrumbidgee Valley and Study Area
The largest town in the study area is Griffith with a population of 21,000. Other smaller
towns include Leeton, Narrandera and Hay. The total population in the study area is around
36,000 [MIA LWMP Taskforce, 1998]. The regional economy is based around agriculture.
The study area is in geological transition zone. To the east, the landscape becomes
increasingly hilly and Paleozoic outcrops become more common. To the west, the topography
is basically flat open plains. Rock outcrops rise over 300 meters above the plains but only
occur on the north-eastern edge of the study area. The elevation varies from 135 m ASL in
the east to 70 m ASL in the west. Surface elevations are shown on Figure 2.2.
The climate is semi-arid with periods of flooding. The average monthly rainfall and pan
evaporation at Griffith is shown in Figure 2.3. Monthly rainfall is approximately uniform
over the year with an annual average of 409 mm [Australian Bureau of Meterology, 1988].
Average monthly pan evaporation varies from a low of 44 mm/month in June to a high of
297 mm/month in December. The average annual evaporation is 1,827 mm/year. Average
monthly temperatures range from 8.5 C in July to 24.1 C in February. The mean daily high
temperatures during the summer (December to February) are around 30 to 33 C, although
temperatures in the summer may exceed 38 C. In the winter, the high temperature averages
from 14 to 17 C, and the low temperatures average from 2 to 4 C.
2.2 Agriculture
Irrigated farms in the study area are served by an extensive system of irrigation supply and
drainage canals, which are shown in Figure 2.2. Farms in the MIA have access to off-farm
drainage facilities, while farms outside of the MIA generally must retain their drainage on
the farm. The drainage from farms in the upstream or eastern half of the MIA (including the
Mirrool and Yanco Irrigation Areas and the Benerembah and Tabbita Irrigation Districts)
flows into Barren-Box Swamp (see Figure 2.2). After blending with better quality water
from the Murrumbidgee River, this drainage water becomes the irrigation supply for the
downstream or western half of the MIA (Wah Wah Irrigation District).
There are generally two types of farms in the study area: mixed farms, which are larger
and produce both field crops and livestock; and horticulture and vegetable farms, which are
smaller and produce higher value tree crops, vine crops and vegetables. Agricultural land
use for a typical year is shown in Table 2.1. The major mixed-farms crops are rice, wheat
and pasture, which are usually grown in rotation. Horticulture crops such as wine grapes
and citrus and other fruit trees are perennial and may take several years before reaching
maximum production potential.
The traditional rotation sequence in the study area is a rice-wheat-pasture rotation with
a period of about six years. For example, on a particular field a six-year rotation cycle would
start with growing rice for two summers (one crop per year), then wheat for two winters
and then pasture for two years. Then the cycle would be repeated. There is considerable
variability in rotation schedules among different farms and even within a farm on different
fields. The benefits of crop rotation are improved weed and disease control, and reduced
need for fertilizers. Legume crops and pastures build up residual nitrogen in the soil that
reduces the need for nitrogen fertilizer in the next phase of the rotation sequence.
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Figure 2.2: Study Area Surface Topography and Irrigation Canals
300
250 -~ Pan Evaporation
200-
0
E 150-
E
100-
50- Average Rainfall
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Figure 2.3: Average Monthly Rainfall and Class A Pan Evaporation
Source: Australian Bureau of Meterology [1988]
Although this study focuses on irrigated agriculture, there are extensive areas of dryland
wheat and pasture production. In all of the irrigation areas and districts in the Lower
Murrumbidgee, dryland production takes place on approximately 309,000 ha. Outside of
the irrigation areas and districts, there is about 190,000 ha devoted to dryland cropping
[Hall et al., 1993]. As shown on Table 2.1, within the MIA there is at least 78,600 ha of
non-irrigated cropland.
The MIA comprises approximately 700 mixed farms with an average size of 250 ha, 1000
horticulture farms with an average size of 20 ha and 50 vegetable farms with an average
size of 100 ha [NSW Department of Land and Water Conservation, 1998a]. Farm size in the
irrigation areas was originally regulated by the government. These regulations are no longer
in force, but they are a major reason that farm size is small in the area.
2.3 Soils
At the eastern edge of the study area, the Murrumbidgee River leaves the foothills at Nar-
randera and flows out to the Riverine Plain, a vast plain covering much of south-eastern
Australia. The Riverine Plain is a relic landform from a previous geologic period when the
streams were subject to extensive flooding. During these times the Murrumbidgee broke into
many distributaries which spread over the study area in all directions [Langford-Smith and
Rutherford, 1966]. Flooding from these prior stream channels gradually built up a vast plain
of riverine deposits which merged with the former flood plains of the Murray River to the
south and the Lachlan River to the north. The present Murrumbidgee has only one distribu-
tary, Yanco Creek, which only flows regularly because of the weir near Leeton. The present
floodplains are restricted to the area of the Lowbidgee Irrigation district, considerably west
of the study area (see Figure 2.1).
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Table 2.1: Typical Land Use in the Study Area by Region
Upstream Downstream Outside
MIAa MIAb MIAc
Farm Type and Crop [ha] [ha] [ha]
Irrigated Mixed Farming
Rice 36,200 3,000 10,000d
Wheat/Winter Grains 35,000 2,500 0
Annual Pasture 40,000 15,000 35,000
Soybeans/Summer Grains 2,800 2,000 0
Lucerne/Perennial Pasture 4,000 2,500 0
Fallow/Not Currently Irrigated 13,500 3,000 5,000
Total Land Laid Out for Irrigation 131,000 28,000 50,000
Non-Irrigated Mixed Farming
All Non-Irrigated Crops and Pasture 41,000 37,600e 95,000
Total Mixed-Farm Cropland 172,000 65,600 145,000
Horticultural and Vegetable Farming
Citrus 6,100 0 0
Wine Grapes 9,600 0 0
Stone Fruit 300 0 0
Vegetables 5,000 0 300
Total Horticulture/Vegetable Cropland 21,000 0 300
a Includes Yanco, Mirrool, Benerembah and Tabbita Irrigation Areas and Dis-
tricts. Data adapted from NSW Department of Land and Water Conservation
[1998a].
b Includes Wah Wah Irrigation District. Data adapted from NSW Department
of Land and Water Conservation [1998b].
c Includes the part of the study area not in a formal irrigation area or district.
Data estimated from Hall et al. [1993] assuming Outside MIA region accounts
for 50% of total Lower Murrumbidgee production outside of irrigation areas and
districts.
d Estimated from aerial photographs.
e Does not include dryland cropland in the western part of Wah Wah Irrigation
District.
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Figure 2.4: Soil Types
The soil types of the mixed-farming areas are shown in Figure 2.4. General soil type
data was digitized from a map showing physiographic units of the eastern half of the study
area [Stannard, 1966]. No comparable soil data were available for the western half, but since
there is little intensive irrigation in this area the soil data were not essential.
The locations of the prior streams are not readily apparent today. The area appears
quite uniformly flat with homogeneous clayey soils. There are, however, different soil types
which are largely determined by the pattern of prior stream systems. Prior stream deposits
are characterized by sand and gravel laid down by the more energetic prior streams. Near
the prior streams the soils are often clayey near the surface, becoming more sandy at depth.
Sand dune systems are also associated with prior streams.
The soils in the higher plains and low-gradient slopes adjoining the foothills are called
transitional red-brown earths. These are duplex soils with a clay-loam A-horizon of around
5-10 cm and a clay B-horizon of low permeability [Olsson and Rose, 1978]. The lower flood
plains soils are self-mulching and non-self-mulching clays. These soils are characterized by
a heavy texture and a uniform clay profile. Self-mulching means that when the soil surface
is dry, extensive cracking occurs breaking the soil into small aggregates. This self-mulching
property is good for seedling establishment.
These flood-plain soils generally have poor physical characteristics, low infiltration and
internal drainage, and a tendency for the subsoil to disperse. Low soil permeability prevents
irrigation water from penetrating very deeply. Since the soil has little capacity to store
water, more frequent irrigation is necessary. A more serious problem is that drainage of the
profile is so slow that the rootzone remains waterlogged after rain or irrigation. The extent
to which waterlogging affects crop production depends on the permeability of the subsoil,
the slope of the land, root distribution and the crop tolerance to waterlogging.
The type of crop that can be grown is constrained by the soil type. The most successful
agricultural enterprises on the heaviest soils have been rice and pastures which are not as
adversely affected by poor soil properties. The locations of the rice fields are shown in
Figure 2.5. The areas with self-mulching clays (around 20% of the MIA) are suitable for
a wider range of crops, including vegetables and soybeans. The deeper, lighter soils of the
prior stream beds and levees are used for citrus, lucerne and some vegetables which need
deep soil and good drainage.
Along the hill slopes colluvial soils are commonly found. These soils tend to be more
permeable and have better physical characteristics due to the presence of an aeolian clay.
The more permeable of these soils near Griffith and Leeton have been developed for irri-
gated horticulture. The location of horticultural areas is shown in Figure 2.5. Horticultural
crops require good drainage, so that almost all of the horticulture farms use deep subsuface
drains to protect the crops against waterlogging and salinization. The drains are typically
perforated or slotted plastic pipe installed at a depth of 1.6 to 2 meters with a horizontal
spacing of 20 to 30 meters [Muirhead et al., 1996].
It is not feasible to use subsurface drainage on the heavier soils. On these soils, surface
drainage is used to reduce the amount of time water is ponded on the soil surface which
results in less deep percolation. The fields can be laser leveled to make surface drainage
more effective. Another possibility is to plant the crops on raised beds. This essentially
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provides shallow surface drains in the furrows between the beds.
2.4 Water Resources
2.4.1 Surface Water
The Murrumbidgee is a regulated river for most of its length. Upstream of the study area,
water is supplied from two major storage dams: Burrinjuck, with a capacity of 1,026 Gi-
galiters (GL), and Blowering, with a capacity of 1,628 GL. Water can also be delivered from
storages that are part of the extensive Snowy Mountains Scheme. The average annual flow
of the Murrumbidgee River entering the study area at Narrandera is 4,000 GL/year and the
flow leaving the study area at Hay is 2,300 GL/year [Jolly et al., 1997]. Diversions from
within the study area average 2,200 GL per year, of which 98% is used for irrigation. Some
of these diversions supply the Coleambally Irrigation Area and individual farms outside of
the study area which are not included in our analysis.
About 1000 GL of water per year is diverted from the Murrumbidgee River at Berembed
and Gogeldrie weirs. These diversions supply the portion of the MIA upstream of Barren Box
Swamp (Yanco, Mirrool, Tabbita and Benerembah) as well as the urban centers of Griffith
and Leeton. Except for a portion of the Yanco area which drains back to the Murrumbidgee,
returns flows drain to Mirrool Creek and then to Barren Box Swamp (BBS). Benerembah
Irrigation District partially reuses the drainage flows before they reach Barren Box Swamp.
As mentioned previously, the drainage water stored in the BBS provides a majority of
the supply for the downstream MIA (Wah Wah). BBS now covers an area of 2,800 ha and is
permanently filled with water impounded by a levy. Prior to the development of irrigation,
it was a natural depression which held water only when local runoff caused Mirrool Creek
to flow. Beyond Barren Box Swamp, Lower Mirrool Creek is a series of ephemeral streams
and depressions which only reach the Lachlan River during extreme floods.
Approximately 165 GL of the water diverted is used outside of the MIA but within the
study area. This water is pumped from the river into private irrigation supply channels.
The remainder of the diverted water is used outside of the study area in the Coleambally
Irrigation Area and by private irrigators.
2.4.2 Groundwater
Hydrogeology
The study area is in the Riverine Province of the Murray geologic basin. The Murray Basin
is a low-lying, saucer-shaped basin of about 300,000 km 2 covering much of southeastern
Australia. It is a closed groundwater basin, containing 200-600 m of Cenozoic unconsolidated
sediments and sedimentary rocks which form a number of aquifer systems. For the most part,
groundwater is trapped in the basin and can only discharge to the surface where it is removed
by evaporation and leakage into the river system [Brown, 1989].
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Figure 2.5: Soils Type and Rice Fields
The study area is underlain by unconsolidated alluvium up to 400 meters thick. There
are a number of regional aquifer systems. A large fan-shaped area of 6,500 km 2 extending
about 120 kilometers downstream of Narrandera is underlain by thick, high-yielding sand
and gravel formations, with interbedded silt, clay, peat and brown coal. Groundwater flows
from east to west down valley under gentle gradients. Estimated rates of flow in the deep
aquifers are 2 to 3 cm/day [Lawson and Webb, 1998]. A more detailed description of the
hydrogeology of the study area is given in Section 4.2.
Groundwater Usage
The pattern of groundwater usage in the study area is largely determined by groundwater
salinity and potential yields. Within the irrigation areas, groundwater use is minimal due
to the availability of lower cost surface water. The best quality groundwater and highest
yielding aquifers are in the Murrumbidgee alluvial fan area in the eastern part of the study
area near the Murrumbidgee River. This is where most of extraction is taking place, mainly
from deeper aquifers which start from 50 to 70 m below the ground surface. Shallower aquifers
generally have lower yields and higher salinities. Groundwater usage has been increasing in
recent years, as shown on Figure 2.6.
Groundwater Regulation
Groundwater use for irrigation is regulated through a well licensing system. Users are granted
an entitlement to pump a nominal volume of water per year. The amount the user is allowed
to pump in a given year depends on an announced allocation which is set by the NSW
Department of Land and Water Conservation. If the announced allocation is 100%, then the
user can pump the amount of their entitlement. From 1991 to 1998, an announced allocation
of 150% was in place. Since July 1998, the allocation has been 100%. Figure 2.6 shows the
amounts allocated assuming a 100% announced allocation.
A groundwater management plan for the Lower Murrumbidgee Groundwater Manage-
ment Area is being prepared. This Management Area is approximately the same as the
area shown in Figure 2.1. The groundwater system was identified as being at high risk
for over-allocation, well interference and the transport of saline groundwater into regions of
good quality groundwater. The current level of use may be close to average recharge rate.
While the plan is prepared, there is a moratorium on the issuing of new pumping allocations
beyond the current total of 494,000 ML [Lawson and Webb, 1998].
2.5 Salinization
2.5.1 Watertable Depths
Groundwater levels were greater than 20 meters below the land surface when irrigation be-
gan. Clearing of the native vegetation and large-scale irrigation led to substantially larger
recharge rates, particularly in areas where sandy aquifer systems occur close to the surface.
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Figure 2.6: Annual Groundwater Usage and Allocation
Source: Lawson and Webb [1998]
Watertables began to rise and threaten agricultural productivity with more frequent water-
logging and salinization. Current areas with high watertables are shown in Figure 2.7. In
the MIA, it is estimated that watertables are within 2 m of the surface in over 70% of the
area [MIA LWMP Taskforce, 1998]. Areas outside of the formal irrigation areas and districts
do not currently have problems with high watertables.
2.5.2 Land and Water Management Plan
There is a great deal of concern among farmers and resource managers in the Murrumbidgee
about the economic effects of high watertables. A Land and Water Management Plan for
the MIA is currently being negotiated in order to deal with this and other issues. According
to the plan, the costs of soil salinization to agriculture will be $26.2 million over the next
30 years [MIA LWMP Taskforce, 1998]. It is estimated in the Plan that 18% of the MIA
experiences some degree of crop yield reduction due to salinization. Approximately two and a
half percent of the MIA experiences total crop loss. Based on extrapolations of groundwater
levels, crop losses are expected to occur on up to 28% of the MIA after 30 years if no action
is taken.
The Plan recommends reducing groundwater recharge in order to allow watertables to
drop. There are many specific recommendations which include reducing losses from the
irrigation delivery system, encouraging better on-farm water management and the adoption
of best management practices.
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Figure 2.7: Current High Watertable Areas
2.6 Land and Water Management Policies
2.6.1 Recharge Management Under Rice
The New South Wales Department of Land and Water Conservation (DLWC) is responsible
for regulating agricultural water and land use. This regulation has focused on rice growing
from the very beginning. The history of rice regulation is described in Humphreys et al.
[1994]. A brief summary is given in this section.
Rice was first grown in the MIA in 1924, although the MIA was opened in 1912. The
construction of Burrinjuck Dam on the Murrumbidgee River in 1928 and Blowering Dam on
the Tamut River in 1968 lead to a large increase in irrigation in the Murrumbidgee Valley. A
predecessor to DLWC, the Water Conservation and Irrigation Commission, was responsible
for rural water projects. It actually sponsored the first commercial rice plantings. Rice areas
were restricted by supply channel capacity and the size of the domestic market. From 1933
to 1943, only 33 ha of rice were allowed per farm.
During World War II, the federal government requested additional rice production, which
lead to more farmers growing rice, but still under regulation. It was during this time that
waterlogging problems developed in parts of the Yanco Irrigation Area, particularly in areas
where rice was grown on or near land underlain by shallow aquifers. In response to this,
rice growing was restricted to areas where previous water use was less than 27 ML/ha (2.7
m) and the watertable was more than 1.8 m deep. In addition, each farmer could only crop
24 ha of his farm if it was underlain by shallow aquifers and 40 ha if it was not [Muirhead
et al., 1990]. These regulations were relaxed in the late 1960s. Total rice area remained at
about 15,000 ha from the end of the war until the early 1970s.
A rapid increase in MIA rice area began in mid-1970s when the regulation was changed to
allow 73 ha of rice per farm. The change was a result of strong lobbying by the rice industry.
By the early 1980s, around 40,000 ha was sown to rice. There have been fluctuations, but
the area has remained about at this level since then. In 1996, about 42,000 ha was planted
to rice which yielded 361,000 metric tons. The value of this production is AUS$65 million
[MIA LWMP Taskforce, 1998].
Starting in 1989, rice growing has been allowed outside of the irrigation areas and districts.
However, the environmentally-based restrictions were gradually tightened. The present reg-
ulations went into effect in 1993 and are based on the "hydraulic loading" concept. The
focus is on the amount of land growing rice as opposed to the irrigation water use or deep
percolation from the rice. Each farm in the MIA is allowed to grow rice on 30% of the rice
approved land or 65 ha, whichever is greater. For farms outside of the MIA, 100 ha of rice
is allowed for every 972 ML of surface water or groundwater that is licensed.
As part of its compliance monitoring of the rice acreage restriction, the NSW Department
of Land and Water Conservation takes aerial photographs of the Lower Murrumbidgee Valley
every year. The photos are taken in November or December after the rice fields have been
flooded, which makes it easier to distinguish rice from other crops. The outlines of the rice
fields are digitized and the area of rice within each farm's boundaries is determined using a
GIS. Farmers who have grown more than the allowed acreage are fined. Figure 2.5 is based
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on the DLWC's work but it includes all rice fields used in the past six years as opposed to a
single year [NSW Department of Land and Water Conservation, 1998c].
Land is approved for rice growing based on an analysis of the soil profile based on soil
borings. If there is at least 2 m of medium to heavy clay within the top 3 m of the profile,
then the land is approved for rice growing. All of the flood plain soils (transitional red-brown
earths, self-mulching and non-self-mulching clays) can be approved for rice. There is also
a guideline that rice only be grown on fields which use less than 16 ML/ha for a rice crop.
This is based on the assumption that 12 ML/ha is consumed in evapotranspiration and the
remaining 4 ML/ha becomes surface drainage and deep percolation. Only 100 ha in the MIA
has been prohibited from growing rice based on the water use guideline.
2.6.2 Water Allocation System and Water Trading
Prior to the recent introduction of water trading, the water available to irrigators was deter-
mined by an administrative system of water allocations. The allocations were based on the
nominal quantities of water that are specified on the licenses held by irrigators. During each
irrigation season, the Department of Land and Water Conservation made judgments about
the amount of water available, and formally allocated this to irrigators. Some irrigators
were consistently allocated as much water as they were likely to use, while others generally
received the balance of available water on a pro-rated basis.
As demand for water in the Murrumbidgee and other basins increased, the need for a
more efficient and flexible approach to allocating water resources became apparent. Studies
of the impact of making rights to water in the basin tradable indicated annual net benefits
to irrigators of around $50 million for the Murray-Darling Basin as a whole [Hall et al.,
1993]. The results of these studies suggested that water management agencies did not always
allocate water resources to the irrigators or regions that valued them highest. In general,
holders of rights to water in the Murray Darling Basin are now able to trade water on both a
permanent and temporary basis, although various constraints and limits on transfers apply.
In the Murrumbidgee region, rights to water are granted in two main forms: high se-
curity licenses and general security licenses. At present, holders of high security licenses
are guaranteed 100 percent of their licensed water right or entitlement in all but the most
serious drought events. The percentage allocation offered to general security license hold-
ers is based on the amount of water available after high security licenses (and the needs of
other priority water users) are taken into account. In the past, the proportion of entitlement
offered to general security license holders has varied from well above 100 percent, to less
than 100 percent. With growing demand for water in the region (including the demand for
water for environmental and recreational uses), along with significant amounts of unused
water licenses, future allocations are expected to remain below 100 percent. Additional "off-
allocation" water is sometimes also available. This is extra water from flood flows and dam
releases which can be purchased when it is available but that is not counted as part of the
allocation.
Starting in 1994, temporary trading of surface water allocations has been significant. This
trade has been driven by a combination of factors: 1) the imposition of a cap in 1996 on new
31
diversions from the Murray-Darling River Basin, 2) the reduction of "off-allocation" water
due to a series of drought years, and 3) the marketing of allocations which were previously
rarely or never used (known as sleeper and dozer licenses). In the 1997 season, 68,000 ML
was traded within the MIA and 98,000 ML was traded from the MIA to other areas including
a small volume of water to areas outside of the catchment [NSW DLWC, 1999]. Permanent
trade of surface water and both permanent and temporary trade of groundwater has been
very limited due to uncertainty about future government policy.
2.6.3 Salinization Policy Issues
Current policies to reduce the impacts from soil salinity focus on regulation of the land
planted to rice and the amount of water used by rice. These policies were established many
years ago and may not be appropriate given the current situation. In addition, there has no
been integrated analysis of the interactions between the economic and hydrologic systems.
Both the rice-area restrictions and water trading can affect the crop distribution in the
study area. This crop mix largely determines the amount of deep percolation which will
end up recharging the groundwater system. If there is more recharge in the future in high
watertable areas, then the salinization problem may become worse. We will analyze the
effects of these two policies on the long-term crop choices and watertable depths using the
hydrologic-economic model formulated in the next chapter.
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Chapter 3
Hydrologic-Economic Model
3.1 Introduction
This chapter begins with a discussion of the how externalities and common property resource
use is modeled in an economic framework. We then present a general formulation of our
hydrologic-economic model of irrigated agriculture. The model is formulated as a dynamic
optimization or optimal control problem in which regional net benefits of agriculture are
maximized subject to a set of hydrologic and economic constraints. The main hydrologic
constraint is a simple state equation which represents the response of the groundwater system
to agricultural production. The main economic constraints are production functions which
give total crop yield and deep percolation as a function of shallow groundwater conditions.
3.2 Economic Modeling of Externalities
3.2.1 What is an Externality?
An externality is a form of market failure that occurs because there are no markets for
many environmental resources or pollution. These effects, which can be either positive or
negative, are external to the market system. In order for a system of competitive markets to
achieve a (Pareto) efficient allocation, there can be no externalities. A market failure means
that resources may not allocated efficiently and some form of intervention to correct the
misallocation may be beneficial. However, the existence of externalities does not necessarily
lead to inefficiency. The parties involved may privately negotiate a solution without any
involvement by the government. In cases where an externality leads to inefficient resource
allocation (e.g., too much pollution), it may be in society's interests to try to correct the
misallocation.
Policies that address externality problems can be categorized into two groups: command-
and-control instruments and economic-incentive instruments. Command-and-control regu-
lations attempt to directly dictate the production process. This is the most commonly used
approach and it includes the setting of technology and performance standards. Economic-
incentive, or market-based, instruments work indirectly through the influence of market
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signals on farmer behavior. Examples include tradeable permits and pollution charges. This
category also includes policies which encourage the creation of missing markets through the
assignment or reassignment of property rights. Resource use and pollution generation are
not directly under the control of the government as is the case with command-and-control in-
struments. This means that if the policy-making agency does not exactly know the costs and
benefits functions faced by the farmers, the result of the policy will be uncertain. Economists
have extensively analyzed the theoretical merits and practical limitations of these different
policies [e.g. Weitzman, 1974; Baumol and Oates, 1988; Hahn and Stavins, 19921.
In this study we are concerned with production or technological externalities, specifically,
the effect of high water tables on crop production. The drainage water that farmers discharge
to the groundwater system is not priced by any market. But the drainage water of one farmer
contributes to the high watertables in the region, which affects many other farmers. Note
that this externality is not always negative. Higher watertables may lead to lower irrigation
water requirements, which means lower production costs. Only farmers in the area can
discharge drainage to the groundwater system, but there is no mechanism for these farmers
to compensate each other for the effects on other farmers. Therefore, we can consider the
drainage capacity of the groundwater system as a common pool resource.
Externalities are also classified as stock or flow externalities. The effect of high waterta-
bles is an stock or intertemporal externality because the external damages occur in a future
period once the resource stock (watertable depth) has reached a low enough level. A flow
externality, in contrast, causes external damages immediately. We do not consider any flow
externalities in our analysis, but this is the type considered in most economic studies of
externalities. Stock externalities are much more difficult to model because we must rep-
resent the dynamics of resource use. The fact that groundwater recharge from one farm
affects watertables on all other farms in the future is why we have to use a dynamic and
spatially-distributed framework.
3.2.2 Quantifying the Cost of Externalities
The inefficiencies caused by externalities lead to a reduction in social welfare. In our case,
we focus our attention on agricultural production in the study area; therefore, our measure
of social welfare is the total return to irrigated agriculture in the region. There are many
other potential contributions to social welfare which we do not consider.
A socially optimal resource allocation is the one that maximizes social welfare. We can
quantify the effect of the externality by estimating the loss of total welfare resulting from
the inefficiencies. If this loss is large compared to the costs of correcting the externality,
then intervention is justified on economic grounds. Our goal in this study is to estimate the
potential benefits to addressing the externality problem. We do not attempt to estimate
the costs of potential interventions, although these must also be taken into account when
deciding on a policy. However, if the potential benefits are small, then intervention will
not significantly increase social welfare and may actually decrease it. Our approach to
quantifying the effect the drainage externality is to construct a mathematical model of the
combined hydrologic-economic system. We use the model to simulate different scenarios and
then compare the social welfare estimates of the scenarios.
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When using a common-pool resource such as a groundwater aquifer, farmers pay only
their own private costs and ignore the costs to others of increased scarcity. The additional
cost is referred to by economists as a user cost or a scarcity rent. The end result is that the
resource may be used at a higher rate than is socially optimal. The common-pool resource
issue can also be considered a stock externality.
3.2.3 Models of Behavior Under Common Property Arrangement
There are two main models of behavior which can be assumed under a common prop-
erty regime. The first is that the farmers ignore the state of the groundwater system
and decide on their production using myopic, open-loop policies. This approach is the
most straight-forward to implement and is used in most applied analyses of both ground-
water extraction [e.g. Gisser and Sanchez, 1980; Feinerman and Knapp, 1983; Allen and
Gisser, 1984; Nieswiodomy, 1985; Worthington et al., 1985] and agricultural recharge [Shah
et al., 1995]. The other potentially more realistic approach is to assume that the users of
the groundwater resource develop closed-loop policies, which depend on the current state
of the system [e.g. Negri, 1989]. This type of model is more difficult to solve numerically,
so it is mainly used in theoretical work. Resources under the open-loop models are likely
to be depleted faster than with closed-loop models. Therefore, simulating the myopic case
provides a worse-case scenario which can be compared to the best-case scenario of socially
optimal resource use.
3.3 Hydrologic-Economic Model Formulation
Our mathematical model of the hydrologic-economic system is formulated as a discrete-time
optimal control problem. The objective function is the discounted sum of total returns from
agriculture. This will be maximized subject to constraints which describe the groundwater
system, the unsaturated system and the economic system.
Due to data and resource constraints, we have not included the Coleambally Irrigation
Area in the model. Since the characteristics of the CIA are sufficiently similar to the MIA
it is likely that expanding the scope of the model to include the CIA would not significantly
change the results.
3.3.1 Major Assumptions
We assume that the prices of crops and production inputs are exogenous and unchanged
by the policies we are analyzing. This is referred to as a partial equilibrium analysis in
economics. We are considering only one sector of the economy, agricultural production, and
ignoring any secondary effects outside of this sector. If the production levels change signifi-
cantly, there will be some secondary effects in sectors which are closely linked to agriculture,
such as the agricultural labor or agricultural chemical sectors. Since our results do not
predict large changes in the production levels, it is reasonable to neglect secondary effects.
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Our analysis is limited to the mixed-farming areas. We do not include the horticultural
areas since they are protected from salinization by subsurface drainage systems. We assume
that there will be no radical changes in crop production in the region.
The effects of economic and hydrologic uncertainty are neglected in our analysis. Eco-
nomic uncertainty includes our lack of knowledge about future prices and the rate of techno-
logical innovation. Significant improvements in crop yields or changes in crop prices would
undoubtedly change the results. Sources of hydrologic uncertainly include the spatial vari-
ability of hydrologic parameters and the stochastic nature of river flow and meteorology.
Ignoring these uncertainties in our model will tend to predict resource use that is very ag-
gressive with no "hedging" behavior. If uncertainty were accounted for, the resulting model
would tend to use resources more conservatively in order to reduce the possibility of large
losses.
3.3.2 Economic Units and Hydrologic Cells
The model area is divided into 37 economic units within which agricultural production
conditions are similar. Shown in Figure 3.1, the economic units are the scale on which the
economic decisions are made. In our model, there is only one decision: the annual crop mix
for each economic unit. The control variables u are the areas planted to crop j in economic
unit i during year t. For each time we collect all the control variables into a control vector
Ut,
Ut = [u I U 12 .. rj.. JT t = 1),..., T, (3.1)
where i = 1,..., I is an index over the economic units, j = 1,. .. , J is an index over the
crops, and t is the time index. The control vector has a total length M = IJ. The time
horizon of the model is divided into annual time periods t = 1,..., T. We also define the
vector of control variables for each economic unit and time
Ut, = [Uf u . . .2 Uf .... U FT t = 1, ." . . T; i = 1, . 1 . (3.2)
The hydrologic conditions at a given time and region are represented by the state variables
4k. The scale of the groundwater model is smaller than the economic units so that the
groundwater response can be modeled more accurately. The hydrologic cells are the smaller
squares shown in Figure 3.1. For each time t, the state of the groundwater system is specified
by the state vector Xt,
Xt = [x IX 2 .. . xk ... xN]T, t = 0, ... T, (3.3)
where k = 1, ... , N is the index over states. Note that there are fewer states than hydrologic
grid cells because we used a model order reduction technique. This is described in Chapter 4.
3.3.3 Crop Production and the Unsaturated Zone Model
From our simulation experiments of the unsaturated zone, we estimated three nonlinear func-
tions which describe the interaction between crop production and the groundwater system.
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Figure 3.1: Economic Unit Numbers and Zones
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The functions give crop yield per unit area y , groundwater recharge per unit area r , and
irrigation requirement per unit area w for each crop in each unit at each time. The details
are described in Chapter 5, but the form of the equations is
Yty (d (3.4)
r' = fr(d', ) (3.5)
W/ = f(d' , 7 (3.6)
where depth to groundwater d' is the independent variable and a3 is a vector of parameters
describing the economic unit and crop characteristics.
The yield function given in Eqn. 3.4 only represents the effects of salinization on crop
yields at the field scale with no interactions among crops. There are also other factors which
affect yields at the economic unit scale, such as heterogeneous land quality and crop rotations.
These factors result in a large-scale yield functions which exhibit decreasing returns to land
[Howitt, 1995]. This means that as the land planted to a particular crop increases, the yield
per unit area decreases. We represent this effect by multiplying the field-scale yield from
Eqn. 3.4 by a factor -y(ut), which is between zero and one. The large-scale yield is then
P = yP -Y(U?), Vt,i,j (3.7)
We specify -y(ut ) by fitting a polynomial function to observations of yield dependence on
planted areas. This is described in Section 5.6.2.
The large-scale yield function for each economic unit can be written as a diagonal matrix
Y(d', Ut) = diag[g'f. .. ... g), i=1,...,I (3.8)
Similarly, we define a matrix of irrigation requirements for each economic unit
W'(d') = diag[w?1 w 2 ... w ... w U], i = 1,... ,I (3.9)
We also define Dt as the vector of groundwater depths averaged over the economic units
at time t,
Dt = [dt' dt . di .. dM] t = 1, ...,7 T. (3.10)
3.3.4 Groundwater Flow State-Space Model
The form of the groundwater state-space model is
Xte = AXt + BR(Xt)Ut (3.11)
Dt = CXt + ) (3.12)
where A is the N x N state transition matrix, B is the N x I input matrix, and C is
the M x N output matrix. The nominal depth to groundwater D depends on the nominal
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groundwater heads and the ground surface elevation. The I x M matrix R(Xt) organizes
the recharge per unit area values as
r r ... rj 0 ... 0 ... 0 ... 0
0 0 ... 0 r l ... ri2J ... 0 ... 0
R(Xt)= . . . ... (3.13)
0 0 ... 0 0 ... 0 ... rt ... rft
We organize R(Xt) in this way so that when it premultiplies Ut the result is an I x 1 vector
of the total groundwater recharge for each economic unit at time t. In view of Eqn. 3.12, we
use Xt instead of Dt as the argument for R. In the future, we will also write Y'(Xt, Ut) and
W(Xt) to reflect their dependence on the groundwater states.
3.3.5 Land and Water Resource Constraints
Irrigable Land Constraint
The land cropped in each unit must be non-negative and less than the maximum land
available, UNax. In addition, the area of rice grown must be less than the area of rice-
approved land, U'axrice-
; V t, i, j (3.14)
ZU < Uiax Vt,i (3.15)
utr < U-maxrice Vt i (3.16)
We use the rice GIS data shown in Figure 2.5 to estimate where the irrigable land in each
economic unit is located. The figure shows the union of the fields where rice was grown over
the past six years (1993-1998). We assume that the area of this union is the total amount
of rice-approved land. These rice areas also give a good estimate of the location of potential
land which can grow other irrigated broadacre crops as well as rice. Most farmers follow
a rotation based around rice so this is a reasonable assumption. The amount of irrigable
land for the three irrigation zones (Upstream MIA, Downstream MIA, and Outside MIA) is
also known. We increase the irrigable area estimates based on the rice GIS data so that it
is consistent with the data for the three zones. Table 3.1 shows the data and estimates by
zone.
Riceland Restriction Policy Constraint
For model scenarios in which the riceland restriction policy is in effect, the maximum land
available for rice, UNaice, is reduced to 30% of the rice-approved land.
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Table 3.1: Modeled Areas, Irrigable Areas, and Rice Area by Zone
Econ. Non-rice Number Irrigable
Unit Irrigable Ricefield Irrigable of Econ. Area Added
Area Area Area Area Units per Unit
Irrigation Zonea [1000 hal [1000 ha] [1000 ha [1000 ha] [-] [1000 ha]
Upstream MIA 265.0 131.65 102.3 28.7 19 0.271
Downstream MIA 62.5 28.0c 8.6 19.4 4 0.778
Outside MIA 265.0 50.0d 32.9 17.1 14 0.161
All Zones 592.5 209.0 143.7 65.3 237
a Irrigation Zones are shown in
b Source: NSW Department of
C Source: NSW Department of
d Estimate based on Hall et al.
Figure 3.1.
Land and Water Conservation
Land and Water Conservation
[1993].
Water Constraint Without Water Quasi-Market
The form of the water constraint depends on whether there is a water market or not. If the
water allocation is fixed to the economic unit and can not be traded to another unit, then
the constraint is
W (Xt)U -S' Wmax Vt,i (3.17)
Water Constraint With Water Quasi-Market
If there is a market for water within the region, then there is only one constraint for the
entire region
Wi(Xt)J Wmax Vt (3.18)
where Wmax Ei W 1jx..
The availability of water summarized by economic unit zone is shown in Table 3.2. We
assume that the current levels of water use will apply over the planning horizon. There
is some uncertainty over the future allocations of both surface and groundwater. Surface
water allocations to agriculture may be reduced in order to increase river flows for ecological
reasons. Groundwater use will probably increase in the future which will at a minimum
compensate for reduced surface water supplies. We make the conservative assumption that
the total amount of water available will not change significantly.
Resource Constraint Set
These constraints define a convex set Ut which the optimal controls must belong to. We can
summarize these constraints as
Ut E Ut c RM (3.19)
40
[1998a]
[1998b]
Table 3.2: Irrigation Water Availability by Source and Zon
Upstream Downstream Outside
MIA MIA MIA
Water Source [GL] [GL] [GL]
Murrumbidgee Rivera 860 100 275
DeeD Groundwaterb 27 0 146
a Source: MIA LWMP Taskforce [19981; Hall
b Source: Lawson and Webb [19981
where Ut is defined by the equations
Gt(Xt, Ut) < 0.
et al. [1993]
3.3.6 Objective Function
The net revenues for each economic unit i at each time t is
wr(Xt, Ut) = [PcYz(Xt, U) - P.Wt(X)) - PV]U
(3.20)
(3.21)
where the first term in brackets is the revenue per unit area from crop production, the
second term is the cost per unit area of irrigation water, and the third term is the variable
cost per unit area except for irrigation water. The 1 x J vectors Pc, P" and P, are the crop
prices, water prices and variable costs per unit area. Values for these parameters are given in
Tables 3.3 and 3.4. The J x J diagonal matrices Y'(Xt, Ut) and W2 (Xt) are the previously
defined yield per unit area and irrigation requirement per unit area. The dimensions are
defined so that 7r' is a scalar giving the total net revenues for economic unit i at time t.
Crop
Rice
Wheat
Annual Pasture
Table 3.3: Crop Prices and Gross Margins
Average Average Var. Cost Irrigation
Yield Price Income W/O Irrig. Usage
ton/ha] [$/ton] [$/ha] [$/ha] [ML/ha]
8.3 160 1,328 410 15.3a
3.0 123 369 250 4.0
9 0 17 149 50 5.0
a Assuming typical irrigation requirement.
Source: NSW Department of Land and Water Conservation [1998a]
The best outcome from society's point of view is to maximize the total revenues over
all of the regions. If there were a social planner who could dictate the production in each
region, he or she would internalize any externalities and use the following objective function
to find the socially optimal outcome
(3.22)Je =~ a~tir(Xt, Uti) + aTII(XT)
t,i
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Gross
Margin
[$/ha]
753
76
45
.
e
[
Table 3.4: Water Price By Source and Irrigation Zone
Upstream Downstream Outside
MIA MIA MIA
Water Source [$/ML) [$/ML] [$/ML]
Murrumbidgee Rivera 11 11 8
Deep Groundwaterb 11 11 8
a Source: NSW Department of Land and Water Conserva-
tion [1998a]; Hall et al. [1993]
b Estimated.
where II = E I1 is the total residual value of the stock in the economic units at the final
time and at is a discount factor. We use the discrete-time version of the standard exponential
discount factor
1
at = p , t = 0, ... ,T (3.23)(1 + p t
where p is the discount rate.
Under a common pool regime, the farmers in each economic unit will try to maximize
only their own net revenues ignoring the effects of their actions on other economic units.
In addition, since the economic units cannot be sure they will be able to enjoy the benefits
of a lower watertable in the future, they will simply optimize for the present ignoring the
effect of their actions on the future. Essentially, this means they ignore the state equation
when optimizing. The farmers may understand groundwater dynamics but it is better for
them to ignore this in their decision-making since the depth to groundwater is a common
pool resource. Since each economic unit will optimize its own profits over each time, this
gives rise to IT coupled optimization problems. The objective functions for each of these
problems is
Jt,= irZj(Xt ,U), Vi,t (3.24)
We are assuming that there is cooperation within economic units. This is equivalent to
assuming that the units represent very large farms each having a single owner.
When we want to simulate the socially optimal resource use, we will maximize Jpt from
Eqn. 3.23 subject to the constraints specified in the previous sections. This will be compared
to the solution under the common pool regime found by simultaneously maximizing the
objectives of Eqn. 3.24.
3.4 Optimality Conditions
In this section, we examine the optimization problem analytically using optimal control
theory to gain some insight into the issues. In Chapter 6 we will examine the numerical
solutions.
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3.4.1 Social Optimum
The social optimum models the best-case scenario where all externalities have been internal-
ized and the future effects of production are taken into account (intertemporal efficiency).
The social planner's problem is
max Jet = atr(Xt, Ut) + arYT(XT) (3.25)
Ut ti
subject to the state equation (3.11) and resource constraints (3.20). We begin by deriving the
optimality conditions using a Hamiltonian formulation. The current-value (undiscounted)
Hamiltonian for this problem is
= Z r(X, Ut) + A[AXt + BR(Xt)Ut] (3.26)
where A = [A' ... A ... A ] is the vector of current-value adjoint variables.
From the maximum principle, the first-order necessary conditions for an optimal solution
are
U= arg max lt (Xt, Ut, At+), t = 0, .. ., T - 1 (3.27)
Ut EUt
A = VxtNt (Xt, IU+At1), t = 1, ... , T - 1 (3.28)
AT = VxTI(XT) (3.29)
At+1 = AX + BR(X)Ut, t = 0, . . , T - 1 (3.30)
X0 : given (3.31)
where Xt, Ut and &t+1 are the state, control and adjoint variables on the optimal trajectory
[Bertsekas, 1999]. This system of equations defines a discrete-time, two-point boundary-value
problem. Eqn. 3.28 is called the adjoint equation and its boundary condition Eqn. 3.29 is
called the transversality condition. The state equation (3.30) moves forward in time from
its initial condition (3.31) while the adjoint equation moves backwards in time from its
transversality condition.
The maximum principle can be given an economic interpretation [Dorfman, 1969]. The
first term of Rt is the profit resulting from the crop mix Ut. In the second term, [AXt +
BR(Xt)Ut] = Xt+1 is future state resulting from crop mix Ut. The adjoint variable At+1 can
be interpreted as the shadow price of the resource stock or state. When this shadow price
is multiplied by the state it gives the value of the remaining resource stock at that time.
Thus when we examine the Hamiltonian for different crop mixes, the first term represents
the current-profit effect of Ut and the second term represents the future-profit effect of Ut.
By choosing the Ut which maximizes the Hamiltonian at each time, we can find the crop
mix which gives us the highest total profits over the planning horizon. The transversality
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condition gives the shadow price of the resource at the final time. This can be derived from
the salvage value or total price the resource could be sold for at time T.
In order to incorporate the constraints on the controls, we augment the Hamiltonian with
Eqn. 3.20 and apply the Kuhn-Tucker conditions. The augmented Hamiltonian is
nht (Xt, Ut, At+1 , Ot) =-Ht + OtGt(Xt, Ut) (3.32)
where Ot is a vector of Lagrange multipliers for the control constraints at time t. The complete
first-order optimality conditions using the augmented Hamiltonian are
Vutit, U, A+1, It) = 0 (3.33)
At = VxSWt (Zt,7 UtI At+1, 7 t) (3.34)
AT VXTF,(XT) (3.35)
Xt+1= AXt + BR(X)Ut (3.36)
o: given (3.37)
Gt(it, Ut) < 0 (3.38)
t ;> 0, STGt(itC t) = 0 (3.39)
where t = 0,..., T - 1.
We will examine the first-order condition for Vujit (Eqn. 3.33) in more detail. First, we
substitute in the expression for the augmented Hamiltonian given in Eqn. 3.32. With this
substitution and dropping the hats for clarity, we have
Vut7th = VUy 7r + AT 1VuBR(Xt)Ut + O[VutGt(Xt, Ut) = 0, Vt (3.40)
If we break the gradient operator VUt into separate components for each economic unit i,
we have
Vn 1 = r t+ AI VUt E B2R2(Xt)U + V (6)TG|(Xt, Uf)
i i i (3.41)
= Vui7r, + A[+1BzRt(Xt) + (02)TVutG(Xt, Ut)
-0
where i = 1,..., I and t = 0,..., T - 1. We use B to refer to the ith column of the N x I
matrix B, and R(Xt) to refer to the ith row and J nonzero columns of the I x M matrix
R(Xt). Similarly, G'(Xt, Ut) is a vector of control constraints that apply to Uj and 0' is the
vector of corresponding Lagrange multipliers. As before Ut is the J x 1 vector of crop areas
for economic unit i during year t.
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3.4.2 Common Pool
Now we examine the case when the groundwater system is treated as a common pool resource.
Instead of maximizing the sum of profits for all of the economic units, each unit's profits are
maximized separately subject to the resource constraints but not the state equation. The
optimization problems are
max Jt = r (Xt, Uf) (3.42)
subject to (3.20). The Hamiltonians only contain the current profit term, since under a
common property arrangement the farmers are assumed to ignore the future effects of their
actions. For each economic unit, the current-value Hamiltonian is
Mt (Xt, Ut') =t gr(Xt, Ut'), Vt, i (3.43)
The augmented Hamiltonian is simply
'I(Xt, Ut, 0) = 7r,(Xt, U +)  (o6) T G(Xi, U) (3.44)
The first-order conditions for the common pool case are
VUtn(Xt, Ut, 01) = 0 (3.45)
kte = AXt + BR(Xt)Ut (3.46)
X0 : given (3.47)
G'(X, Ut) < 0 (3.48)
(9|)T ;> 0, (5) TG|(it, ) = 0 (3.49)
where t = 0, . . ., T-1 and i = 1,. . . , I. Note that the state equation is still part of the system
of equations to be solved even though it is ignored by the farmers during the optimization.
Also, we see that the resource constraint in Eqn. 3.48 and the corresponding Kuhn-Tucker
conditions in Eqn. 3.49 are the same as in the social planner's problem.
The only difference between the social planner and common property solutions comes
about through the first-order condition for Vu,!i- in Eqn. 3.45. When we substitute in the
definition of the Hamiltonian, the condition becomes
Vu u= YVu7r' + (oi)TVu2G|(Xt, U) = 0 (3.50)
By comparing Eqn. 3.50 with Eqn. 3.41 we see that they differ by the amount At+iBZR(Xt).
This is the benefit (or cost) per unit of Ut of the externality caused by treating the ground-
water system as a common property resource. It is perhaps more intuitive to express the
externality in terms of groundwater recharge. The benefit (or cost) per unit of recharge is
ATBi.
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A major policy question is how big is the cost of the externality? If the cost is significant,
then some type of intervention to correct the externality may be justified. Theoretically,
the externality could be eliminated by levying a tax on groundwater recharge equal to the
marginal cost of the recharge, -A',B. This tax would be different for each economic unit
and also would change with time. Both of these characteristics would make the tax quite
impractical to actually implement. An even more impractical command-and-control measure
would be to directly specify the optimal crop mix or recharge rate for each economic unit
at each time. More practical alternatives are a uniform tax on recharge or more uniform
restrictions on land use.
3.4.3 Solution Method
The mathematical model we specified in the this chapter is a discrete-time optimal control
problem. There are three main approaches for solving it: 1) numerical optimal control,
2) dynamic programming, 3) non-linear programming. We choose non-linear programming
because it is capable of dealing with arbitrary constraints on the state and control variables.
We use the standard optimization modeling language Gains [Brooke et al., 1997] and solve
it using the non-linear programming solver Conopt2 [Drud, 1996].
In order to maintain computational feasibility, we must develop simplified representations
of the hydrologic dynamics which still retain the most relevant details. The following two
chapters describe our representations of the unsaturated zone and groundwater systems.
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Chapter 4
State-Space Model of Groundwater
Flow
4.1 Introduction
In this chapter we present a state-space model of groundwater flow in the Lower Mur-
rumbidgee study area which can be used in the hydrologic-economic model of the previous
chapter. We begin by describing our conceptual model of the hydrogeology. Next, starting
from the governing partial differential equation, we derive a linear, time-invariant state-
space model. We then describe our upscaling and model reduction procedure which is used
to reduce the number of states in the optimization model while maintaining an accurate
representation of groundwater flow. Finally, we present the spatial discretization grids and
parameter values such as hydraulic conductivity and aquifer thickness.
4.2 Conceptual Model of Study Area Hydrogeology
In the Riverine Province, the sediments can be divided into three formations. Starting at
surface, they are the Shepparton Formation, the Calivil Formation and the Renmark Group.
4.2.1 Shepparton Formation
The Shepparton Formation is a composite aquifer-aquitard system which is generally 40-70
meters thick, but in some areas is up to 100 meters thick. The formation is a complex
system of fluvio-lacustrine sediments with significant horizontal and vertical heterogeneity.
It is characterized by yellow and brown sands and variegated clays. The discontinuous nature
of the sands, unlike in underlying systems, discourages significant groundwater extraction.
Some useful irrigation or stock supplies are obtained from shallow spear-point systems which
tap the coarser shoestring sand bodies. In many places the unit is so clayey that little
horizontal connection between sand layers exists and vertical flow dominates [Evans and
Kellett, 1989].
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Water quality is highly variable and is a complex function of conductivity, depth to
water table and the history of land and groundwater use. Recharge to the Shepparton is
from infiltration of rainfall and irrigation water and percolation from surface water bodies.
Most of the recharge occurs in the coarser sands of the fan-head environment where the
Murrumbidgee and Lachlan Rivers enter the Murray Basin. In this recharge zone, the
salinity is a few hundred mg/L TDS, rising to 20,000 mg/L in other areas. Some of the
observed variation in salinity may be due to the remobilization of unsaturated-zone salts by
rising water tables [Arad and Evans, 1987].
4.2.2 Calivil Formation and Renmark Group
Underlying the Shepparton Formation, the Calivil Formation sediments were deposited by
the ancestral Murray River drainage system. In the highland valleys, the sediments consist
of coarse sands and gravels which are incised into the underlying thin Renmark Group sedi-
ments. On the downstream plains, the sediments become progressively finer grained with a
steady increase in silt and clay the farther from the highlands. The Calivil is generally con-
fined by the low-permeability clays at the base of the Shepparton, although in some areas the
basal Shepparton is as coarse as the Calivil. Near the highland valleys the hydraulic conduc-
tivity of the Calivil is very high, up to 6500 m 3/day/m [Woolley and Williams, 1978]. The
proportion of clay to sand increases to the west, with an associated reduction in conductivity.
Recharge to the Calivil is from downward leakage from the overlying Shepparton Forma-
tion. Using radiocarbon dating, Drury et al. [1984] concluded that recharge to the Calivil is
from the Murrumbidgee River via the Shepparton. Most of this recharge occurs where the
Murrumbidgee emerges from its highland valley.
The basal Renmark Group aquifer is a confined aquifer which is virtually continuous
over the study area. It consists of fluvial clay, silt, sand and minor gravel with frequent
carbonaceous deposits. Within the study area, most groundwater recharge occurs in the
upstream area of the alluvial fan as leakage from the Murrumbidgee River. As a result of
this recharge, the groundwater salinity is lowest near the river at Narrandera and increases
toward the west and away from the river.
4.3 Derivation of the Reduced-Order State-Space Model
The groundwater state equation which will be used in the optimization model is derived in
the following steps: 1) we derive a continuous time state equation from the groundwater
flow governing equation, 2) we discretize in space on a regular grid, 3) we define the scaling
of the input and output variables, 4) we apply a model order reduction technique to reduce
the number of states, and 5) we discretize in time.
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4.3.1 Governing Equation
We model each stratigraphic layer in the system as a 2D leaky aquifer. If the aquifer is
confined, the governing differential equation for groundwater flow is [de Marsily, 1986]
axT --) + T ) S A -r+qL (4.1)19x ( x ay ( y at
The terms on the left-hand side of Eqn. 4.1 represent horizontal flow where h = h(x, y, t)
is the hydraulic head [L] and T is the transmissivity [L2T- 1], which we have assumed to
be isotropic but not homogeneous. On the right-hand side, S is the storage coefficient [-],
r = r(x, y, t) is a source or sink [LT-1] (positive for aquifer recharge), and qL = qL (x, y, t) is
the leakage from the aquifer into a stream or another aquifer (positive for aquifer discharge).
We must also specify appropriate initial and boundary conditions.
The source or sink flux r represents recharge from infiltration or discharge from ground-
water pumping; it is exogenous to the groundwater model. The leakage, on the other hand,
depends on the head in the aquifer through the relation
qL = -L(href - h) (4.2)
where hrei is the reference head in the stream or adjacent aquifer and L is the leakage
conductance [T- 1]. If the leakage is to another aquifer, href is the head in the adjacent
aquifer; if the leakage is to a stream, hrej is the stream stage. Once we have coupled the
different aquifers, the adjacent aquifer head will be endogenous, but the stream stage is
always specified as a parameter. The leakance factor can be defined as
L = Ks/b (4.3)
where Kz is the vertical conductivity [LT-'] of the aquitard or riverbed and b is its thickness
[L].
If the aquifer we are modeling is unconfined, Eqn. 4.1 can still be applied but now the
transmissivity depends on h, and S is set equal to the specific yield Sy. The result is the
nonlinear Boussinesq equation [de Marsily, 1986]
a Kh 1 + - Kh = SY - r + qL (4.4)
Ox !x ay O/y at
where K is the horizontal hydraulic conductivity [LT- 1]. We have assumed that the elevation
of the bottom of the aquifer is zero so that h is the same as the saturated thickness. When
the variations in h do not cause significant changes in the transmissivity, we can linearize
this equation around a nominal transmissivity T = Kho, where ho is a nominal saturated
thickness. In our application, this approximation is justified so we can use Eqn. 4.1 as
our governing equation. In future sections, we assume that when we apply Eqn. 4.1 to an
unconfined aquifer, T represents a nominal transmissivity and S has been set equal to the
specific yield.
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4.3.2 Spatial Discretization
We discretize the governing equation (Eqn. 4.1) in space (but not time) using the standard
finite-difference approximation. Each variable and parameter is defined in space only at
the N finite-difference nodes, which are arranged in a regular grid. The governing equation
becomes a matrix equation
dh
Mh(t) = S - r(t) + L[h(t) - href] (4.5)dt
where M is the N x N finite-difference transmissivity matrix, S is a N x N diagonal matrix
of storage coefficients, h(t) is a N x 1 vector of nodal heads, r(t) is a N x 1 vector of nodal
recharges, L is a N x N diagonal matrix of leakage conductances, and hef is a N x 1
vector of nodal heads in the adjacent aquifer or stream [de Marsily, 1986]. The elements of
the finite-difference matrix M are proportional to the average transmissivities in the finite-
difference cells and inversely proportional to the areas of the cells. Rearranging, we get a
spatially-discrete, continuous-time state equation for groundwater head
h = S-(M - L)h + S- 1(r + Lhref) (4.6)
where h is a vector of head time derivatives and the time arguments have been dropped for
clarity.
There will be a state equation of this form for each aquifer in the groundwater system.
The state equations for the different aquifers are coupled through the leakage term. Instead
of writing a system of equations, we maintain a simplified notation by assuming that the
heads for all the aquifers are concatenated into a single head vector h and that the leakage
conductances relating the heads in different aquifers have been incorporated into the trans-
missivity matrix M. This means that the only nonzero elements left in the leakage matrix
L correspond to leakage to streams and not to aquifers.
By rewriting the equation in terms of deviations, we can eliminate the constant term. We
define h to be the equilibrium head that results from a nominal recharge F. Setting h = 0
and r = f, we find the equilibrium head
h = -(M - L)- 1 (f + Lhref) (4.7)
Using the definitions h = h - h and f = r - f, the state equation (4.6) becomes
h = S 1 (M - L)(h + h) + S- 1(f + f + Lhref)
= S- 1 (M - L)[h - (M - L)- 1 (i + Lhref)] + S-f + S1 (f + Lhref) (4.8)
= S- (M - L)h + S-
We are also interested in quantities besides the heads, such as the leakage to a river
or other boundary. These quantities of interest are modeled in the output equation. The
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leakage is
qL = L(h - href)
= L(h+ h - href)
(4.9)
- Lh - L(M - L-(r + Lhref) - Lhref
If we define the equilibrium leakage
qL = -L(M - L)- 1 (r + Lhref) - Lhre5 (4.10)
then we write the equation for leakage as a deviation from equilibrium
qL = qL - qL = Lh (4.11)
In standard form, our linear state-space model is
x = Ax + Bu (4.12)
y = Cx (4.13)
where
x = A = S (M - L) (4.14)
u = f B S (4.15)
Y = C= (4.16)
qL. _L
In systems terminology, Eqn. 4.12 is called the state equation and Eqn. 4.13 is the output
equation; the variables x, u and y are called the state, input and output variables.
4.3.3 Input/Output Scaling
The state-space model derived in the previous section has state, input and output vectors
of equal dimension. That is, if there are N nodes in our finite-difference grid, there will be
N states (heads), N inputs (recharges) and N of each type of output (heads and leakages).
However, one of the advantages of a state-space formulation is that we have the flexibility
to define inputs and outputs at different scales or of different dimensions than the states.
In our hydrologic-economic model this will be very useful since the inputs and outputs
of economic significance are defined over larger scales than those that are appropriate for
modeling hydrologic responses. We can deal with this situation within our state-space model
framework by defining the states (hydraulic heads) on a finer grid than the inputs and
outputs. The inputs and outputs are defined on the economic unit scale while the states are
defined on the smaller hydrologic scale. The correspondence between these scales is shown
in Figure 3.1.
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This difference in scales means that the inputs have to be downscaled and the outputs
upscaled. The scaling is done through simple linear operations defined by upscaling and
downscaling matrices. To upscale the outputs, we use a weighted average of the hydrologic
cells in each economic units. To downscale the inputs, we perform the inverse operation. As
an illustration, suppose there are six states in the system, x = [xi .2 X3 X4 £5 x 6 ]T, and two
economic units which correspond to {x1, X2} and {£3, X4}. The states £5 and X6 are not part
of any economic unit. There are two inputs ue - je (T and two outputs ye -- [ T,
where the superscript e indicates that they are defined on the economic unit scale. We define
the downscaling matrix D, so that
U = Due (4.17)
where u is at the
cells (nh), and as
the outputs
hydrologic cell scale. There are as many rows in D as there are hydrologic
many columns as economic units (ne). The upscaling matrix U is used for
y = Uy
where y is at the
related by
(4.18)
hydrologic cell scale and U has dimension ne x nh. The two operations are
1.. nh, j -- 1...ne (no sum over j)
where cj is
To give
the scaling
the number of hydrologic cells in economic unit j.
a concrete example, we write out all
matrices. Downscaling through Eqn.
U1
U2
U3
U4
Ls5
_U6_
1.2
0.8
0
0
0
0
the components and use
4.17 becomes
0
0
1
1
0
0
sample values for
UE
e
(4.20)
and upscaling using Eqn. 4.18 would be
Y[ [0. 6 0.4
ye 0 0
0 0
0.5 0.5
0
0
01
0]
Yi
Y2
y3
y4
y5
-Y6_
(4.21)
In this case both ci and c2 are 2 since there are two hydrologic cells in each of the economic
units. Note that the mean of nonzero elements of each column of D in Eqn. 4.20 must equal
one, and the the sum of each row of U in Eqn. 4.21 must equal one.
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(4.19)
We redefine the system variables and matrices originally given in Eqns. 4.14 through 4.16
to give the inputs and outputs at the economic unit scale
x = h A= S-1 (M - L) (4.22)
u = f B= S1 D (4.23)
Y = C = (4.24)
The actual weighting factors that define D and U are based on the amount of arable land
in each hydrologic cell. The details of this are given in Section 4.4.4.
4.3.4 Model Reduction
We use a standard technique from linear systems theory to reduce the number of states in
the model without significantly changing the input-output response. This is necessary so
we can model the groundwater system in sufficient detail without excessive computational
cost. When we are finished, the reduced number of states in the system will no longer
correspond to groundwater heads, although the definitions of the inputs and outputs will
not have changed.
The state-space model which we derived in the previous sections is not unique; it is only
one possible realization which gives the correct input-output response. In particular, our
state-space model has more states than are necessary to adequately model the system. These
extra states are a computational burden. We can reduce the number of states by choosing
new states which are linear combinations of the most important original states. Original
states which are not significantly affected by the inputs or outputs can be eliminated. In
systems theory, the amount of coupling between inputs and states is called reachability and
between outputs and states is called observability. Our goal is to eliminate the states which
are the least reachable and observable.
One method of doing this is known as balanced truncation, originally described by Moore
[1981]. In this approach, the states of the system are transformed so that the new states are
equally reachable and observable. This transformed system is called a balanced realization.
Then the states which are the least reachable or observable can be truncated (deleted). The
degrees of reachability and observability can be measured by the reachability Gramian
P = f eABBT e rAT d (4.25)
30
and the observability Gramian
Q = f eT^ CTCeT^dT (4.26)30
If the state transition matrix A is stable1 , then P and Q can be found by solving the algebraic
'A linear, time-invariant dynamical system is stable if all the eigenvalues of A are in the open left half
plane; that is, Re eig(A) < 0.
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Lyapunov equations
AP+ PAT + BBT 0 (4.27)
ATQ+QA+CTC =0 (4.28)
We apply a balancing transformation T to the system matrices to give the balanced
system
A= T-1AT (4.29)
$= T 1 B (4.30)
= CT (4.31)
The reachability and observability Grammians of the transformed system are
P = T-P(T-l)T = diag(Ei, E 2, 0, 0) (4.32)
Q = T TQT = diag(E 1 , 0, E 3 , 0) (4.33)
where E1 , E 2 , E 3 are positive definite diagonal matrices and
Ei = diag(o-1,. . ., om .). (4.34)
The zeros on the diagonal of the controllability (observability) Grammian indicate that the
the corresponding states are uncontrollable (unobservable).
The or are the singular values of PQ, which are defined by
o-2 = eig(PQ)1/2  (4.35)
These are called the Hankel singular values of the system, and they indicate the importance
of the corresponding states to the input-output response. If the system has order n (i.e.,
there are n states), then there will be n singular values
91 >_ 2 2 - -_ -Om > Om+1 = ' -- = n = 0 (4.36)
If m < n, then n - m of the states in the system are unnecessary 2 and can be eliminated
without changing the input-output response. We can eliminate even more states by exam-
ining the magnitudes of the singular values. The states which are least observable-reachable
correspond to the smallest o-. To obtain a kth-order model (k < m), we partition the system
matrices
A [ Au A 12 ] f [- 1 , c=[ 1 02] (4.37)
LA 2 1 A 2 2 ] B2.
where A is k x k, A 22 is (n-k) x (n-k) and the other matrices have appropriate dimensions.
After truncation, the reduced model is defined by the system submatrices Au, B1 and C1.
2 1n this case, the realization is said to be nonminimal. A minimal realization would not include the
uncontrollable or unobservable states and would have order m.
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Moore [1981] proved that this reduced model is stable and balanced with observability and
reachability Grammians are both equal to diag(o, . . , Ok).
The theoretical error bound for the kth-order model is
e||2 =|Y- ||2< 2 o] |ill2 (4.38)
\i=k+1
where || - 12 is the standard Euclidean norm [Glover, 1984].
To carry out the model reduction, we used the code in the Matlab Robust Control Toolbox
[Chiang and Safonov, 1998]. The numerical algorithm, described by Safonov and Chiang
[1989], uses a Schur decomposition of PQ is used to avoid problems with ill-conditioning. In
Section 4.6 we examine how good an approximation of groundwater response the reduced-
order model provides.
4.3.5 Time Discretization
At this point our reduced-order state-space model is in continuous time. In order to embed
it in the optimization model, we must discretize it in time. We do this by solving the state
equation analytically. The solution to the homogeneous part of Eqn. 4.12 is
x(t) = eA(t-to)x(to) (4.39)
where x(to) is the known initial state and eA(t-to) is the state transition matrix defined using
a matrix exponential. 3 The particular solution is
x(t) = e^A(t~to) X(to) + f e^(t--r)Bu(rF) dr (4.40)
If we assume u(t) is constant over the interval [to, t),4 we can integrate to get
x(t) = eA(t-to)x(to) + [eA(tto) - I]A- 1 But (4.41)
where I is the identity matrix and ut is the value of u(t) over [to, t).
If we discretize in time using a constant timestep At, we have
xt+1 = eAAt Xt + [eAAt - I]A- But (4.42)
where xt+1 are the states at time t + 1, xt are the states at time t, and ut are the inputs
which are constant over [t, t + 1). The output equation (Eqn. 4.13) is easily discretized as
Yt = CXt. (4.43)
3The matrix exponential e^* is defined by [Rugh, 1996]
eAt = Aktk.
k=O
4 1n systems terminology, this is called zero-order hold.
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4.4 Specification of Model Parameters
We base our specification of the model parameters on a numerical model of the entire Lower
Murrumbidgee which was developed by NSW Department of Land and Water Conservation
(DLWC). The original model was documented in Punthakey et al. [1994]. Recently, the
DLWC updated the model by extending the calibration period and switching to a monthly
timestep. The model is solved using the numerical code MODFLOW-96 [Harbaugh and
McDonald, 1996].
The most recent version of the DLWC model has a gridcell size of 7.5 km x 7.5 km
and three vertical layers. The model layers represent the three layers in the conceptual
model: the Shepparton Formation, the Calivil Formation and the Renmark Group. The
model simulates actual groundwater conditions in the Lower Murrumbidgee from 1975 to
1990 using a monthly timestep. Figure 4.1 shows the relationship between the DLWC model
and our study area. The top layer is modeled as an unconfined aquifer and so gives rise to
a nonlinear governing equation. The lower two layers are modeled as confined aquifers.
The DLWC model was constructed over the entire Lower Murrumbidgee watershed using
a 7.5 km square grid. Our model is focused on the area surrounding the MIA with a finer
grid. In addition, the DLWC model has three layers representing the Shepparton, the Calivil
and the Renmark units. We have combined the Calivil and Renmark units into one model
layer since they have similar hydraulic properties and small vertical gradients between them.
In order to adapt the parameters of the DLWC model to our model we must deal with
two main issues: 1) interpolating model parameters to the new model domain, grid size and
timestep, and 2) linearizing the governing equation parameters and boundary conditions.
The follow sections describe how we derived the parameters.
4.4.1 Model Domain and Discretization
Since the study area is focused on the MIA, we can use a smaller model domain than the
DLWC model. We also use different finite-difference (FD) cell sizes. For the top layer,
representing the Shepparton Formation, we use a grid size of 5 km x 5 km in order to
more accurately represent the depth to groundwater. This depth is critical to our model
application. The heads in the lower formations are not as important, so we use a significantly
coarser discretization than in the DLWC model. Instead of two vertical layers and 7.5 km
x 7.5 km cell size, we use only one layer and a cell size of 10 km x 10 km.
The model grid for the top layer of the DLWC model is shown in Figure 4.1. The top
layer corresponds to the top layer of our model. The middle and bottom layer of the DLWC
model is shown in Figures 4.2 and 4.3. These two layers were combined into one layer in our
model.
4.4.2 Hydraulic Conductivity and Storativity
We use bilinear interpolation to define the hydraulic properties at the new grid scale. Since
the DLWC model assumes the top layer is unconfined, the parameters specified are the
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Figure 4.1: Top Layer of the DLWC Modflow Model Grid Showing Cell Type
I -~~
Figure 4.2: Middle Layer of the DLWC Modflow Model Grid Showing Cell Type
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Cell Type Study Area
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Constant Head Rim
Head-Dependent Flux
Cell Type Study Area
Varie Head Irrigation Distdct
Consta d River
Head-Dependent Flux
Figure 4.3: Bottom Layer of the DLWC Modflow Model Grid Showing Cell Type
hydraulic conductivity and the elevation of bottom of the Shepparton Formation. We in-
terpolate these parameters onto the new grid. We calculate the saturated thickness of the
top layer using the observed heads in 1990. By multiplying the saturated thickness by the
conductivity, we get the transmissivities. To find the transmissivities for the bottom layer,
we simply add the transmissivities for Calivil Formation and the Renmark Group and then
interpolate onto the new grid. The resulting transmissivities for the top layer (5 km x 5 km
cells) are shown in Figure 4.4 and for the bottom layer (10 km x 10 km cells) in Figure 4.5.
To estimate the vertical leakance factor between the two layers, we simple interpolate the
vertical leakance from the DLWC model's top two layers. The result is shown in Figure 4.6.
It has the scale of the top layer (5 km x 5 km) since it is the most detailed. We are not
simulating vertical flow between the Calivil and Renmark, so the vertical leakance between
these layers in the DLWC model is not used.
The specific yield from the Shepparton Formation is simply interpolated onto the new
grid as shown in Figure 4.7. The storage coefficients for the Calivil and Renmark layers were
averaged using the layer thicknesses as weighting factors. The result was interpolated onto
the new grid. Figure 4.8 shows the final bottom layer storativities.
4.4.3 Linearization of the River Boundary Condition
In the DLWC Modflow model, river-aquifer interaction is represented using the MODFLOW-
96 River Package. This package implements a head-dependent flux condition which is non-
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Figure 4.4: Transmissivity [m2/day] of the Top Model Layer
Transmissivity [sq m/day] 4560- 6450 Study Area
D 520 -1920 U 45 - MIA Boundary
1920-4560 8840-12940
Figure 4.5: Transmissivity [m2/day] of the Bottom Model Layer
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Figure 4.6: Vertical Leakance [1/day] Between the Top and Bottom Model Layers
StoratMty [- Study Area
D] 0.188 - 0.219 MIA Boundary
0.219 - 0.25
Figure 4.7: Storativity [-] of the Top Model Layer
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Figure 4.8: Storativity [-] of the Bottom Model Layer
linear [Harbaugh and McDonald, 1996]. The flux into the river q,, is given by
f L(hstage - haquifer) if haquie,. > hbotto,(
L(hstage - hottom) if haquifer ; hottom. (
where L is the leakance factor, hstage is the river stage, hboonm is the elevation of the bottom
of the river sediments and haqifE,. is the head in the underlying aquifer.
We linearize this boundary condition by dividing the river cells into two categories: 1)
specified flux and 2) linear head-dependent flux. If the aquifer head always remains below
the river sediment bottom then the cell is converted to specified flux. Otherwise, the cell
remains as a head dependent flux but without the cutoff. Since the heads in the model do
not fluctuate a great deal, this change does not affect the model response significantly.
The area covered by the cells representing the Murrumbidgee River covers 29% less area
in our model than in the DLWC model. To correct for this, we increase the leakance by 29%.
For the Lachlan River, the areas representing the river in the two model are approximately
the same so no correction is necessary.
4.4.4 Input and Output Scaling
In this section, we describe the procedure for finding the input/output variable scaling ma-
trices U and D which were discussed in general in Section 4.3.3. For each economic unit, the
upscaling matrix U performs a weighted average of the groundwater heads in the hydrologic
cells which comprise the unit. The weighting factors for each hydrologic cell are found by
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Storativity [-] 0.00007 - 0.00009 D Study Area
I] 0.00002 - 0.00004 0.00009 - 0.00014 MIA Boundary
0.00004 - 0.00007 0.00014 -0.00022
Figure 4.9: Top Model Layer Grid
Figure 4.10: Bottom Model Layer Grid
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Figure 4.11: Input and Output Variables Scaling Weights
dividing the amount of arable area in each cell by the total arable area in the economic unit.
We use this weighting approach since the heads in the most intensively cultivated areas have
the most effect on the aggregate yields and groundwater recharge. The weighting factors for
the upscaling matrix are shown in Figure 4.11. The corresponding downscaling factors are
found from Eqn. 4.19.
4.5 Nominal Recharge
We assume a nominal recharge rate in areas outside of the economic units. In the top layer,
we use a positive areal recharge rate of .01 mm/day for the nominal forcing outside of the
economic units. Within the economic units in the top layer the nominal recharge is zero. The
nominal forcing for the bottom layer is from groundwater pumping. Since the groundwater
pumping decisions are exogenous to the model, we assume pumping rates are constant over
time. The nominal pumping for the bottom layer is shown in Figure 4.12. These pumping
rates are shown as positive values, but represent negative recharge rates.
4.6 Model Reduction Results
After reducing the model order, we were left with a model with 150 states down from an orig-
inal model with 904 states. A minimal realization would have 198 states. An additional 48
states were eliminated which have little effect on the input-output response. The theoretical
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Figure 4.12: Nominal Pumping From the Bottom Layer
error bound as given by Eqn. 4.38 for our reduced order model is
||Y - Q112 < 10- (4.45)
where we have assumed that the inputs (groundwater recharges for each economic unit)
are on the order of 0.1 mm/day. We can see that the sum of squared errors in the output
(average heads in the economic units) is quite small. This means the reduced-order model
of groundwater flow is a very good approximation of the full-order model.
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Chapter 5
Model of the Unsaturated Zone
System
5.1 Introduction
In this chapter, we describe the simple representation of crop production and unsaturated
zone hydrology that is embedded in the optimization model described in Chapter 3. The
chapter begins with a description of our general modeling approach. We then present a
detailed mathematical model of the unsaturated zone system followed by a description of
the model parameters applicable to the study area. This model is solved numerically for
the different soil types and crops found in the study area, and the results of these detailed
simulations provide the basis for estimating the simpler representations used in the optimiza-
tion model. The final result is three nonlinear functions for net recharge, relative yield and
irrigation water use which are specified for each crop in each economic unit. The main in-
dependent variable for these functions is depth to the piezometric surface of the Shepparton
formation.
5.2 Modeling Approach
The unsaturated zone system plays a crucial role in our integrated model of salinization since
crop yields and the partitioning of water fluxes are determined by complex unsaturated zone
dynamics. The depth and salinity of a shallow watertable affects the soil salinity levels in
the rootzone. This salinity affects the rate of crop transpiration, which is related to yield.
The watertable also affects the other components of the unsaturated zone water balance:
irrigation, deep percolation, and runoff. Not all of these quantities are important for the
purposes of our regional-scale hydrologic-economic model. For example, we do not need to
know the actual level of soil salinity. We are only interested in its effect on crop yields,
groundwater recharge and irrigation water use averaged over each economic unit.
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5.2.1 Simulation Experiments
We need to know these three quantities for every combination of crop, soil type, and ground-
water depth and salinity. Since it is not practical to conduct field experiments for each
combination, we use a detailed simulation model to provide the data for estimating sim-
pler unsaturated zone system representations. The mathematical formulation of this model
is given in Section 5.3. We conduct the simulation experiments over a thirty-year horizon
using actual daily meterological forcing from 1962-1992.
5.2.2 Unsaturated Zone System Definition
There is an unsaturated zone system associated with each of the economic units. It is
essentially a one-dimensional Darcy column with a top boundary at the ground surface and
a bottom boundary seven meters below the surface. Below seven meters, the groundwater
system begins. Through the clay soils of the unsaturated zone we are assuming vertical flow.
Below this in the sandier deposits of the Shepparton Formation, the flow is assumed to be
horizontal. See Figure 5.1.
Top Boundary
(Ground Surface)
7m Near-Surface System
(Vertical Flow)
, Bottom Boundary
Shallow Groundwater
System
(Horizontal Flow)
Figure 5.1: Unsaturated Zone System
5.2.3 System Inputs and Outputs
Following a systems approach, we define the inputs and outputs of our unsaturated zone
system. A summary of the inputs and outputs is shown in Table 5.1. As part of the
simulation experiments we vary each of the inputs in turn to determine its effect on the
outputs. The inputs are kept constant throughout the 30-year simulation horizon, and the
outputs are averaged over the 30-year horizon. These averaged results are then fit with simple
functional forms. It is these simple representations which are used in the optimization model.
66
There are four unsaturated zone inputs, two of which are endogenous and change with
time and two of which are exogenous and static. The endogenous dynamic inputs are the
depth to the shallow groundwater piezometric surface (based on the state variables) and the
crop mix (based on the control variables). The exogenous static inputs, which describe the
characteristics of each economic unit, include the area of each soil type and the groundwater
salinity of the shallow aquifer. We assume that groundwater salinity does not change signifi-
cantly with time but it varies in space. This assumption is supported by shallow groundwater
salinity measurements in the upstream MIA which showed little change from 1980 to 1998
[van der Lely, 1998].
The unsaturated zone outputs are crop yield, net groundwater recharge, and irrigation
requirement. These outputs reflect the average effect of salinization on a crop over 30 years
for a given set of inputs. Even though soil salinity does not appear in the system model, the
salinization process is represented implicitly. We average the results over the 30 year horizon
in order to represent the effect of temporal variability in meterology on salinization. This is
so the system model will give results representing an average over wet and dry years. We
can neglect the dynamics of salt accumulation in the unsaturated zone because it happens
quickly compared with the annual timestep of our model. Figure 5.2 in Section 5.5 shows
the dynamic soil salinity response. Equilibrium is reached after only a few years.
Through the optimization model, the unsaturated zone system is linked to the ground-
water and crop production systems. The output for net groundwater recharge becomes the
input for the groundwater system. Crop yield and irrigation requirement outputs become
inputs into the economic optimization model.
Table 5.1: Unsaturated Zone System Inputs and Outputs
Name Symbol Note
Exogenous Inputs
Soil Type Mix W From soil map
Shallow Groundwater Salinity c Assumed static, spatially variable
Endogenous Inputs
Groundwater Depth D From groundwater system
Crop Areas U Control variables
Outputs
Relative Crop Yield Y Salinization effect on yield
Net Recharge Per Area R Input to groundwater system
Irrigation Requirement Per Area W Variable for rice only
5.3 Mathematical Model of Irrigated Crop Production
Models of irrigated crop production generally fall into two categories: crop-based models and
soil-based models [Cardon and Letey, 1992]. Crop-based models have detailed descriptions of
crop physiology, but use very simple methods of calculating water flow and solute transport.
Soil-based models, on the other hand, use sophisticated descriptions of unsaturated zone flow
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and transport, but typically neglect plant growth dynamics. Existing crop-based models are
reviewed by Jones and Richie [1990] and soil-based models by Molz [1981].
Since an accurate representation of the hydrology of crop production is essential to mod-
eling salinization, we use a soil-based model. The hydrology of the surface and root zones
was simulated with the one dimensional water flow and solute transport code Hydrus 5.0
[Vogel et al., 1996]. Water flow is simulated using Richards' equation with a root-extraction
term, and solute transport using the convection-dispersion equations. The model neglects all
the factors that influence crop yield except for water stress and salinity stress. The Hydrus
code solves the governing equations subject to the initial and boundary conditions using a
Galerkin finite-element method using linear basis functions [Vogel et al., 1996].
5.3.1 Governing Equation for Water Flow
Water flow in variably saturated soil under isothermal conditions can be described by
Richards' equation [de Marsily, 1986]. The form of the equation solved by Hydrus is
- =- 
-K(h) 1 S(h, c, z) (5.1)
at az I z
where 0(h) is the volumetric water content [L3L- 3], h is the pressure head [L], S is the
root water uptake rate [T'], c is the salinity concentration [ML- 3], z is the spatial coordi-
nate which is positive downward [L], t is time [T], and K(h) is the unsaturated hydraulic
conductivity function [LT- 1].
Soil Hydraulic Properties
The unsaturated soil hydraulic properties which must be specified are K(h), the hydraulic
conductivity function, and 0(h), the soil water retention function. We assume that hysteresis
can be neglected. Different functional forms have been used including those of Brooks and
Corey [1966] and van Genuchten [1980]. We use a modified version of the van Genuchten
relationships that have more flexibility in the description of hydraulic properties near sat-
uration [Vogel and Cislerova, 1988]. This flexibility improves numerical performance when
we simulate heavy soils. The soil water retention and hydraulic conductivity functions are:
0, + "' - O h < 00(h) = (1 + Ioh|") m  (5.2)
0O h > 0
and
K(h) = (5.3)Ks h > 0
where
Kr = (5.4)
Os -, Or 1-F(6s)_
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F(O) = 1 - or (5.5)(Om - Or)
m =1-1/n, n > 1 (5.6)
These hydraulic functions require the specification of the five standard van Genuchten pa-
rameters (Or, 0s, a, n, and K,) and an additional parameter (Om) which is set slightly larger
than 0,.
Crop Root Water Uptake
The root water uptake rate depends on the potential transpiration rate and the amount
of water and salinity stress the plant is experiencing. The potential transpiration rate T,
is established by the climate and crop being grown. It is an input to the model. The
root-extraction term was defined by Feddes et al. [1978] as
S(h, c, z) = a(h, c)Sp(z), 0 < a(h, c) < 1 (5.7)
where a(h, c) is the water and salinity stress function [-] and Sp(z) is the potential root water
uptake rate [T-]. The distribution of the potential uptake over the root zone is given by
b(z), so that
S,(z) = b(z) Tp (5.8)
where f b(z) over the soil column is one. Combining these definitions gives the actual root
water uptake,
S(h, c, z) = a(h, c) b(z)T,. (5.9)
Water and salinity stress are assumed to be multiplicative effects so that
a(h, c) = a,(h)a,(c) (5.10)
where a,(h) is the water stress function and a,(c) is the salinity stress function. Water stress
is given by
1
aw(h) = (5.11)1 + (h/h5o)p1
where h50 is the pressure head at which the extraction rate is reduced to 50% of the potential
rate and pi is an empirical parameter. There was no data available on appropriate values
for these parameters. We assumed that pi = 3 and h50 = -5000 so that water stress would
have an insignificant effect on the results.
Similarly, salinity stress is given by
1
a. (h) = )P2 (5.12)1 + (c/cso0p
where c5o and P2 are empirical parameters. When Equation 5.12 was fit to crop salt tolerance
data for a large number of crops, P2 was found to be approximately 3 [van Genuchten and
Hoffman, 1984; van Genuchten and Gupta, 1993]. The values for c50 for each crop are
described in Section 5.4.3.
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5.3.2 Initial and Boundary Conditions for Water Flow
In order to solve Eqn. 5.1 the initial distribution of pressure head is specified:
h(z,t) = hj(z), t = to (5.13)
The effect of an arbitrary initial condition is minimized by running the simulation for 10
years in order to calculate a realistic initial condition.
In addition to the standard specified pressure head (Dirichlet type) and specified flux
(Neumann type) boundary conditions, we also used a system-dependent atmospheric bound-
ary condition at the soil-atmosphere interface. This atmospheric boundary condition was
used at the top boundary for all simulations except during the rice growing season. Rice is
grown under flooded conditions, so we used a specified pressure head boundary condition set
at the ponding depth of 15 cm.
The potential flux of the atmospheric boundary is controlled only by atmospheric con-
ditions; however, the actual flux depends also on the prevailing soil moisture conditions.
During a numerical simulation, the boundary condition may change between specified-head
and specified-flux depending on the state of the system. This atmospheric-type boundary
condition satisfies the following conditions [Neuman et al., 1974]:
|ql < |Ep| (5.14)
hA < h(z, t) < 0, z = 0 (5.15)
where Ep is the maximum potential rate of infiltration or evaporation under the current
atmospheric conditions, h is the pressure head at the soil surface, and hA is the minimum
pressure head allowed. While the pressure head is within the limits of 5.15, the flux is
specified and is equal to the potential flux. When one of limits of 5.15 is reached, a specified-
head condition is applied with the head equal to the limit. The minimum pressure head hA
can be determined from the equilibrium conditions between soil water and atmospheric water
vapor [Feddes et al., 1974]. In our simulations, hA was fixed at -10,000 cm. The maximum
pressure head was set at 0. This is equivalent to assuming that water cannot pond on the
soil surface; instead, there is instantaneous runoff.
At the bottom boundary we always apply a specified head condition. The pressure head
specified is equal to the computational domain length (7 meters) minus the depth to the
Shepparton (upper layer) groundwater piezometric surface.
5.3.3 Governing Equations for Salt Transport
Solute transport is described by the standard convection-dispersion equation (CDE). We
assume that the salt is an inert, nonadsorbing solute. The CDE for this case is
&Oc ( c _qc
__ = - OD - SCs (5.16)
at Oz Oz ) z
where c is the solute concentration in solution [ML-3 ], D is the dispersion coefficient [L2T-1],
q is the Darcy fluid flux density [LT-'], 0 and S are the same as in Equation 5.1, and Cs is
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the concentration of soil solution extracted by the roots [ML-3]. The dispersion coefficient
D is defined as
D =ejql/6 + D0 T (5.17)
where c is the dispersivity [L] of the soil, D0 is the ionic or molecular diffusion coefficient
in free water [L2T-1], and T is a tortuosity factor. We use the tortuosity relationship of
Millington and Quirk [1961]:
07/3
T = -2 (5.18)
where 0 is the volumetric water content and 0, is the volumetric water content at saturation.
5.3.4 Initial and Boundary Conditions for Salt Transport
Equation 5.16 is solved subject to the initial condition
c(z, to) = ci(z) (5.19)
The boundary condition at the soil surface is a third-type condition:
( DOc + gc O {o o (t) qo > 0
OZ )z=0 0 go < 0
where co is the salt concentration of the infiltrating water and qo is the Darcian flux density
at the soil surface. Note that q is taken as positive into the soil domain, and so at the
surface it is positive downward. During periods of upward water flux, the salt flux is zero.
At the bottom boundary, we modified the Hydrus code to implement the following boundary
condition:
__ 1 = -0 q(11 t) > 0 ( .1
c(l, t) = cj(t) q(l, t) > 0 (5.21)
where cl is the salt concentration of groundwater flowing into the soil domain. Equa-
tion 5.21 describes a zero-gradient boundary condition during downward flow and a specified-
concentration condition during upward flow.
5.4 Simulation Parameters for the Study Area
In this section we specify the values of the model parameters which we used to describe the
study area.
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5.4.1 Soil Types and Hydraulic Properties
In the study area there are four type of soils which are used for cropping: 1) transitional red-
brown earth, 2) self-mulching clay, 3) non-self-mulching clay, and 4) prior stream deposits.
The distribution of these soil types is shown on Figure 2.4. As described above, we will
simulate each soil type separately and then create the unsaturated zone transfer functions
for each economic unit as linear combinations of the functions for the soil types. In this
section, we describe the hydraulic properties used in the simulations of each of the soil
types.
There have been several studies measuring the hydraulic conductivity of transitional
red-brown earths (TRBE). Beecher [1991] described a TRBE at the CSIRO's field station in
Whitton, in the middle of the MIA. The soil at this site is Mundiwa clay loam, an alkaline soil
with 10 cm of clay loam topsoil overlying a heavy clay B horizon. It is typical of TRBE soils
used for growing rice. The infiltration under flooded rice was measured during late March
at 5.6 mm/day. The regional water table under the site was between 3.5 and 4 m below the
surface. Total water consumption over the rice season was about 18 ML/ha. This suggests
a B horizon saturated conductivity of about 6.5 mm/day. Sides et al. [1993] measured the
saturated hydraulic conductivity of another TRBE soil (Willbriggie clay loam) under a rice
field in Willbriggie, 12 km south of Griffith. The saturated hydraulic conductivity of a 1.5
m deep soil profile ranged from 4.8 mm/day to 21.7 mm/day, increasing with depth. The
recharge rate was estimated as 0.7 mm/d with a depth to watertable of 0.8 m. Meyer et al.
[1990] estimated the saturated conductivity of Mundiwa clay loam as 100 mm/day in the A
horizon (0-30 cm) and 2 mm/day in the B horizon.
Other studies have only reported infiltration rates under different crops. van der Lelij
[1990] estimated average percolation under rice in the region as 400 mm/season in areas
with deep watertables and less than 100 mm/season in areas with shallow watertables. Self-
mulching clay soil had an infiltration rates of 3.5 mm/day and TRBE had an infiltration
rate of 0.9 mm/day. With a watertable at a depth of 0.85 m, upward movement during the
wheat growing season was 1 to 3 mm/day with self-mulching clay and 0.3 to 1.5 mm/day
for TRBE.
Our approach has been to adjust the saturated hydraulic conductivity values in order to
match reported measurements and infiltration rates. We divide the soil profile into A, B,
and C horizons and assign the conductivities given in Table 5.2. In addition, the bottom 2
meters of the column represents the top 2 meters of the Shepparton Formation, the shallow
groundwater system. We assume this portion of the Shepparton Formation has a saturated
conductivity of 0.1 m/day. For the other hydraulic properties, we use only two sets of
properties, one corresponding to a sandy-loam soil and the other to a clay soil. The values
are shown in Table 5.3.
5.4.2 Potential Evapotranspiration and Precipitation
Potential evapotranspiration (ET) rates are required to provide boundary conditions for the
numerical simulations. This is the rate of ET which would occur with no limit on water
availability. We follow the approach of Doorenbos and Pruitt [1977] and estimate ET, the
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Table 5.2: Saturated Hydraulic Conductivity of Soil Horizons
Saturated Hydraulic Conductivity [mm/day]
A horizon B horizon C horizon
Soil Type (0-30 cm) (30-200 cm) (200-500 cm)
Non-Self-Mulching Clay 20 2 2
Transitional Red-Brown Earth 20 3 3
Self-Mulching Clay 50 5 5
Prior Stream Deposits 20 10 100
Simulated soil column for all soil types also includes 2 meters of the Sheppar-
ton formation below the C horizon with a conductivity of 100 mm/day.
Table 5.3: Modified van Genuchten Soil Parametersa
Soil Texture Or Os Om a n
Sandy-Loamb 0.068 0.4100 0.4100 0.075 1.89
Clay' 0.068 0.3800 0.3803 0.008 1.09
a See Table 5.2 for hydraulic conductivity values.
b Used for A horizon of all soil types, C horizon of
prior stream deposits, and the Shepparton forma-
tion.
Used for B and C horizon of all soil types, except
for C horizon of prior stream deposits.
potential ET for a particular crop or non-cropping land use, as
ETc = KCETo (5.22)
where Kc is the crop/land-use factor and ETO is reference ET. During a simulated crop
growing season, the potential ET is used to specify the potential transpiration rate T,, and
the measured precipitation is used to specify the potential top flux Ep. Outside of the
growing season, the potential transpiration rate is zero, and the potential ET is subtracted
from precipitation to specify the potential top flux.
The reference ET for the case study area is calculated from pan evaporation measurements
taken by the Australian Bureau of Meteorology at a weather station in Griffith for the period
1962-1992. Precipitation measurements from this period were also used. Monthly crop/land-
use factors were taken from Wu et al. [1998] and are given in Table A.1.
5.4.3 Crop Salinity Tolerance and Applied Water Salinity
Irrigation water and soil water salinity is commonly measured using electrical conductivity
meters. These measurements are reported in deci-Siemens per meter (dS/m) or micro-
Siemens/cm (pS/cm). The later is also referred to as electrical conductivity or EC units.
For water of moderate salinity and typical chemical composition, EC units can be converted
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Table 5.4: Soil Salinity Yield Loss Parameters
Salinity Thresholda Yield Lossa C5 0 b
Crop [dS/m] 1-] [mg/L]c
Rice 4.0 0.12 5227
Wheat 2.9 0.13 4318
Annual Pasture 1.3 0.15 2965
a D AT t 4- f L A WTi+ ti nservtinfSource: IN ec Ipar1n11 o an anU a e
[1998a].
b Salinity which reduces yield by 50%, calculated from previous
columns for use in Hydrus simulations.
c 1 mg/L = 640 dS/m
to mg/L total dissolved solids (TDS) by multiplying by 0.64. At salinities greater than or
equal to 1500 EC (or 960 mg/L TDS), options for consumptive use of the water become
restricted. The upper limit for irrigation water under normal conditions is 2300 EC (1472
mg/L TDS). The recommended limit for drinking water is 800 EC.
The water supplied to farms in the MIA for irrigation is of very good quality, around 100
to 200 EC. For the simulation we assume it is 150 EC or 96 mg/L. Rainfall is assumed to
have a negligible salinity.
The salt tolerance of crops is typically reported using the linear-threshold model of Maas
and Hoffman [1977]. Crop salinity tolerance data adjusted to the conditions of the MIA were
collected and are summarized in Table 5.4. Hydrus requires as an input c50, the concentration
which reduces yield by 50%. We convert the electrical conductivity units into mg/L TDS
and calculate the 50% yield concentration using the linear-threshold model. The resulting
value of c50 is given as the final column in Table 5.4.
5.4.4 Other Parameters
Other parameters used in the simulations are shown in Table 5.5.
Table 5.5: Hydrus Simulation Parameters
Parameter Symbol Value
Computational domain depth - 500 cm
Finite element size - 1 cm
Timestep - 0.001-0.1 day
Molecular diffusion coefficient Do 0.5 cm 2 /day
Dispersivity E 4 cm
Max. concentration of root extraction Cs 0.002 mg/L
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5.5 Detailed Dynamic Modeling Results
In this section, we show some of the results of the Hydrus simulations in order to illustrate
the unsaturated zone dynamics. These dynamic effects are averaged out in the static system
model of the unsaturated zone.
In Figure 5.2, we see a simulated time series for rootzone soil salinity under 20 years of
rice cultivation for different groundwater depths. We can clearly see the salinization process
occuring. When the groundwater depth is less than 1 meter, the rootzone salinity levels
begin to rise from their initial values. After around 15 years, the levels reach an approximate
equilibrium. For the deeper groundwater depths, no salinization occurs because the water
and salt flux from the bottom of profile is sufficient to prevent any accumulation of salt in
the rootzone.
Figures 5.3 and 5.4 show typical profiles of soil salinity and pressure head while growing
rice with a shallow groundwater head of 50 cm below the groundsurface. The first figure
shows profiles during the rice growing season when the top boundary has a specified head
of 10 cm to simulate ponded conditions. The second figure shows profiles during the fallow
season when the top boundary is an atmosperic type. In both cases, the bottom boundary
has a specified pressure head of 50 cm, and the groundwater salinity is 3,840 mg/L.
C/)
C
00
0 1 I I I I
0 2 4 6 8 10
Year
12 14 16 18 20
Figure 5.2: Dynamic Soil Salinity Response Under Rice With Different Watertable Depths
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Figure 5.3: Salt Concentration and Pressure Head Profiles During Rice Growing Season
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Figure 5.4: Salt Concentration and Pressure Head Profiles During Rice Fallow Season
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5.6 Unsaturated Zone Transfer Function Model
Our model of the unsaturated zone system comprises the three equations relating the system
inputs to the three outputs. The same functional form is used for all three equations, but
the parameters vary depending on the output, the economic unit and the crop.
5.6.1 Estimation of Transfer Function Parameters For Each Soil
Type
We run Hydrus simulations of each crop on each soil type at different groundwater depths and
salinities to generate data describing the response of the unsaturated zone system outputs
to the unsaturated zone system inputs. Each simulation was run for 40 years using actual
meterological forcing. The first 20 years of data were not used in order to allow the system
to reach an equilibrium soil salinity. The final 20 years were averaged so that each simulation
provided one data point for each system output.
The transfer functions were fit using nonlinear least squares to the following equation
ZS = (#1 + #4 c'05) exp(# 2D) + 33 (5.23)
where z, is the dependent variable (recharge, relative yield, or irrigation) for soil type s, #3 are
the fitted parameters, c is the groundwater salinity concentration and d is the groundwater
depth. The production function for recharge from fallow has 34 and 3 set equal to zero
since the groundwater concentration has no effect. The simulation data and fitted curves
are shown in Appendix A.2.
5.6.2 Upscaling the Transfer Functions to the Economic Units
To find the transfer functions for each economic unit, we calculate a weighted average of
the functions for each soil type using the percentages of the soil types in the units as the
weighting factor. Mathematically, this can be written
Z wz, oW = 1, Vi (5.24)
S S
where Zi is the transfer function for economic unit i, and w' is the fraction of the area of
economic unit i which has soil type s.
Up to this point we have assumed that the yield per hectare is constant over each economic
unit. In reality, yields may decline as more land is planted to a given crop due to land
heterogeneity [Howitt, 1995]. The best land will be used first, so that the average yield will
decrease as more of the lower quality land comes into production. At the same time, the
costs of production may increase as more land is planted due to restricted management or
machinery capacity. The result is that the net revenue per hectare or gross margins decline
as more land is put into production.
We model this effect by using a factor which reduces yields as more of each crop is grown.
The factor is based on a study of rice productivity across the MIA done by Harrison and
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Chapman [1999]. We assume the results can be applied in the same way to each economic
unit and to crops other than rice. The yield of each crop is multiplied by
(ii) = 1 - 0.6(u' /Unax) 3  (5.25)
where uo is the land planted to each crop and Utax is the maximum land available in the
economic unit i. The expression for y is used in the definition of large-scale yield in Eqn. 3.7.
5.6.3 Groundwater Salinity
The groundwater salinity input which enters into the unsaturated zone transfer functions
is from the formation immediately below the column defining the unsaturated zone system.
There are extensive measurements from shallow piezometers of salinities within the MIA,
but not many measurements outside it. Due to this lack of data, we assign the groundwater
salinities to the economic units by zone. The best quality groundwater is in the Outside
MIA zone due to the flushing effect of recharge from the river. The next best quality is in
the Upstream MIA zone and the worst in the Downstream MIA zone. The values assigned
are given in Table 5.6. See Figure 3.1 for the zone locations.
Figures 5.5 and 5.6 show shallow groundwater salinities in EC units for 1980 and 1998.
Although there is some redistribution of salinity concentrations between the two years, there
does not appear to be either an upward or downward trend over time. The spatially averaged
salinity concentration was 6200 pS/cm in 1980 and 5950 pS/cm in 1998. This data supports
our assumption that groundwater salinities can be treated as constant over the planning
horizon of the case study.
Table 5.6: Shallow Groundwater Salinity by Zone
Salinity
Economic Unit Zone [mg/L]
Outside MIA 1,280a
Upstream MIA 3,840b
Downstream MIA 6,400b
a Source: Lawson and Webb
[1998]
b Source: van der Lely [1998]
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Figure 5.5: Upstream MIA Shallow Groundwater Salinity 1980
Adapted from van der Lely [1998]
79
In
LO
11
'U
a,
0
z
Figure 5.6: Upstream MIA Shallow Groundwater Salinity 1998
Adapted from van der Lely [1998]
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Chapter 6
Results
6.1 Introduction
In this final chapter, we present the results of the scenario runs of our hydrologic-economic
model of the Lower Murrumbidgee. We begin with a description of the scenarios. We then
examine the cost of the common-pool externality and the benefits of the two policy options:
the rice restriction and the water market. Finally, we examine the long-term behavior of the
system and implications for sustainability.
6.2 Scenario Summary
The 10 scenario runs are summarized in Table 6.1. They can be divided into three groups:
15-year runs comparing the social optimum with the common pool (Scenarios 1-4), 30-year
runs examining policy options (Scenarios 5-8), and 150-year runs exploring the long-term
system behavior (Scenarios 9-10).
6.2.1 Scenarios 1-4: Social Optimum vs. Common Pool
In order to quantify the cost of the externality caused by the common pool groundwater
system, we compare runs for the social optimum and common pool scenarios defined earlier.
As explained in Chapter 3, the social optimum scenario represents the case in which cropping
decisions are made in a socially optimal way such that the regional returns to agriculture are
maximized. The common pool scenario represents the case in which each economic unit acts
both myopically and selfishly, maximizing current revenues without regard for the future
or other economic units. Due to the computational cost of simulating the social optimum
solution, we use a time horizon of 15 years.
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Table 6.1: Hydrologic-Economic Model Scenario Runs
Scenario Social Optimum (SO)/ 30% Rice Water Length
Number Common Property (CP) Restriction? Market? [years]
1 so no yes 15
2 CP no yes 15
3 so no no 15
4 CP no no 15
5 CP yes yes 30
6 CP yes no 30
7 CP no yes 30
8 CP no no 30
9 CP yes no 150
10 CP no yes 150
6.2.2 Scenarios 5-8: Policy Options Under Common Pool
We are interested in evaluating two policy options: the 30% rice area restriction and the
surface water market. All four combinations of these policy options are run. We do this under
the common-pool arrangement because this is the situation that requires policy intervention
due to potential market failures. Since the model of the common pool is computationally
much less costly, we use a planning horizon of 30 years.
The case with the rice restriction and a water market is the closest scenario to the present
situation. The scenario with the rice restriction and no water market represents the situation
before 1996 when trading of water began. A potential future arrangement is the case with
the water market and no rice restriction.
6.2.3 Scenarios 9-10: Long-term Behavior
In the final two scenario runs, we examine how the system approaches steady-state. Low
groundwater transmissivities lead to a groundwater system with a large time constant. It
takes well over 100 years for the system to reach a steady state. We use the common pool
regime and compare the most constrained case (with the rice restriction and no water market)
to the least constrained case (without the rice restriction and with a water market).
6.3 Cost of the Common-Pool Externality
In the first set of scenario runs, we estimate the cost of the externality caused by the common
pool property arrangement for the groundwater system. We do this by comparing the total
benefits of the social optimum scenario with the total benefits of the common pool scenario.
The difference is the cost of the common-pool externality. If the cost is significant, then
this would provide a justification for some sort of government intervention, such as the rice
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restriction. To isolate the effect of the externality, we do not include the rice restriction in
these scenarios. We examine the externality cost in two cases: with and without a water
market.
6.3.1 Results With Water Market
We begin with the case which includes a quasi-market for surface water. The results show
little difference between the net revenues of the social optimum scenario and the common
pool scenario. Figure 6.1 shows the total net revenues over time. This is a very conservative
analysis because it only allows changes in crop mix. If other economic adjustments were
included in the model, we would expect even less of a difference between the two cases.
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Figure 6.1: Total Net Revenues With Water Market (Scenarios 1 and 2)
The total levels of crop production are shown in Figure 6.2 and crop areas in Figure 6.3.
The spatial distribution of crop areas in the economic units for the social optimum case is
shown in Figures 6.4, 6.5 and 6.6. The distributions for the common pool case are not shown
since they are very similar.
The average depth to groundwater under the social optimum and common pool regimes
is shown in Figure 6.7. This figure also shows the difference in depths between the social
optimum and common pool scenarios. A plot of the spatial distribution of watertable depths
at selected times for the social optimum case in shown in Figure 6.8.
The spatial distribution of the shadow price of groundwater recharge is shown for four
times in Figure 6.9. This is the shadow price for the social optimum; the shadow price for the
common pool case will always be zero since the future valu e ofmteresource is ignored. The
marginal cost or benefit of the common-pool externality is given by the difference between
the shadow prices in the social optimum case and those in the common-pool case. Since the
common-pool shadow prices are zero, Figure 6.9 also shows this difference.
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Figure 6.3: Total Crop Areas With Water Market (Scenarios 1 and 2)
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Figure 6.7: Mean Watertable Depth by Zone With Water Market (Scenarios 1 and 2)
We see that there are both positive externalities (shown in red) and negative externalities
(shown in blue) resulting from the common pool groundwater arrangement. The negative
externality stems from the decrease in yields due to salinization from high watertables. The
positive externality stems from the reduction in rice irrigation demand which also results
from high watertables. Which effect is largest depends on the current watertable depth and
to a lesser degree on the properties of the economic unit. The reduction in recharge effect
is felt over a much larger range of depths, so it is dominant when the watertable is deeper
than 3 meters. When the watertable is very high, the yield effect becomes more dominant.
At the final time, the shadow prices are zero since we have assumed there is no residual or
salvage value to the groundwater resource at the end of the planning horizon.
The shadow price of irrigation water is shown in Figure 6.10. In all years, the shadow
price is above the actual price of $11 per ML. This suggests that the current price is too low
and that more water is being used for irrigation than is economically efficient. The shadow
price is falling over most of the horizon indicating that water is becoming less scarce. More
water becomes available as groundwater heads rise and less water per hectare is needed for
rice irrigation.
88
Downstream MIA Upstream MIA Outside MIA
Year I 
Year 5
Year 10 Year 15
Watertable Depth [m] 2.3 - 3.1 10.7 - 14
0-0.3 L 3.1-4.9 14-18.1
0.3- 1.4 4.9-6.9
1.4-2.3 6.9-10.7
Figure 6.8: Watertable Depth Distribution (Scenario 1)
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Figure 6.10: Shadow Price of Irrigation Water (Scenario 1)
6.3.2 Results Without Water Market
The results for the scenarios without the quasi-market for water are similar. There is little
difference between the social optimum and common pool cases, which means that the cost
of the common-pool externality is small. Net benefits are shown in Figure 6.11. Total crop
production and crop areas for all economic units are shown Figures 6.12 and 6.13. The
spatial distributions of these quantities are very similar to the scenarios with a water market
so the spatial plots are not shown.
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Figure 6.11: Total Net Revenues Without Water Market (Scenario 3 and 4)
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Figure 6.13: Total Crop Areas Without Water Market (Scenarios 3 and 4)
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Figure 6.14: Mean Watertable Depth by Zone Without Water Market (Scenarios 3 and 4)
93
-9-E
8
ca 7.
6
25-
0
4
-3
a)
02Q 2
01
C/)
0
O
.
6.4 Common-Pool Policy Option Scenarios
In this section, we present the results of the 30-year common pool scenarios under different
combinations of the two policy options. By examining the total discounted revenues of
simulations with and without each policy option, we can determine the benefits to society of
implementing it. We first show the results of all four scenarios and then analyze the benefits
of the rice restriction and the water market.
The annual net revenues of each of the four policy option scenarios are shown in Fig-
ure 6.15. The figure also gives the total discounted net revenues in the legend. Total annual
crop production and crop areas for the policy scenarios are shown in Figures 6.16 and 6.17.
Watertable depths averaged over all of the economic units are shown in Figure 6.18.
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Figure 6.15: Total Annual Net Revenues of Policy Option Scenarios 5-8
In the legend, RR = rice restriction, NRR = no rice restriction, WM =
water market, NWM = no water market. The numbers in parentheses are
the total discounted net revenues.
6.4.1 Benefits of Rice Restriction
In Section 6.3, we examined the cost of the common pool externality predicted by our
modeling framework. The estimated cost was not very large suggesting that it may not be
beneficial to regulate land or water use in order to correct it. Given the assumptions of our
model, the current restriction on the rice areas may in fact lead to a reduction rather than
an increase in net benefits. In this section, we quantify the cost of maintaining this rice area
restriction over a 30 year horizon. There are two cases to consider, the case with a water
market and the case without a water market.
When there is a water market, we see from Figure 6.15 that the total discounted net
revenue without the rice restriction is $1,196 million and with the rice restriction is $1,047
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Figure 6.16: Total Annual Crop Production of Policy Option Scenarios 5-8
million. The difference of $149 million is the cost over 30 years of maintaining the rice area
constraint. This is a decrease in revenue of 12%. The results are similar when there is no
water market. The total discounted net revenue without the rice restriction is $1,129 million
and with the restriction is $1,000 million. The cost of maintaining the restriction over 30
years is $129 million, equivalent to an 11% reduction in revenues.
The rice restriction is clearly a binding constraint on production levels. This can be
seen in both the production levels shown in Figure 6.16 and the crop areas shown in Fig-
ure 6.17. We do not consider potential marketing and processing capacity constraints on
rice production. The results indicate, however, a significant economic incentive to increase
rice production.
As shown in Figure 6.18, the rice area restriction does maintain deeper watertables but the
effect is fairly small. With the water market in place, the rice restriction maintains a greater
average watertable depth until year 28. At this point the depth with the rice restriction
becomes smaller than the depth without the restriction. The maximum difference in average
depths occurs around year 21.
The rice restriction is more effective in the case without the water market. The average
watertable depth is always greater with the rice restriction. The maximum different occurs
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near the final time, and is around one-fourth of a meter. In both the water market and no
water market cases, farmers adjust to the rice restriction by growing more of the other crops.
The groundwater recharge produced by these crops is almost the same as the recharge from
the rice crops they replace making the effectiveness of the rice restriction minimal.
6.4.2 Benefits of Water Market
In contrast to the policy restricting rice areas, the water market appears to provide a net
benefit to the region. We can estimate these benefits in the case with the rice restriction
and the case without it. Starting with the case of no rice restriction, from Figure 6.15,
the total revenue with the water market is $1,196 and without the water market is $1,129.
The difference of $67 million is the approximate net benefit of implementing the market.
Similarly, the benefit in the case of the rice restriction is $47 million. Since we have modeled
the water market in a very simple way, these benefits are only rough approximations. In
particular, we have ignored the transaction costs of trading water. Taking these into account
would reduce the net benefits from trading. However, the fact that fairly extensive trading
is currently taking place suggests that the market is actually providing a net benefit.
The presence of a water market does not significantly change the crop mix when there is
no rice restriction. It only leads to a small increase in rice production. This can seen from
the plots in the left-hand column of Figures 6.16 and 6.17. When there is a rice restriction,
the water market leads to the production of significantly more pasture. This is shown in
the plots in the right-hand column of the same figures. When there is no water market, not
all of the available water is used. In some economic units applying all of the allotted water
would cause the watertable to rise too far. Since the water cannot be transferred to another
unit, it goes unused.
This reduction in total water use in the absence of the water market also explains the
difference in the average watertable depths in Figure 6.18. The water market allows water
to be transferred to areas where rice production could be profitably expanded. This leads
to an increase in deep percolation and consequently the watertable rises faster with a water
market than without.
6.4.3 Spatial Distribution of Watertable Depth and Crop Areas
We show the spatial distribution of the watertable depth and crop areas for the case with
the rice restriction and without a water market (Scenario 6). The distributions for the other
scenarios are fairly similar. The watertable depth is shown in Figure 6.19. Crop areas are
shown in Figures 6.20, 6.21 and 6.22.
6.5 Long-term Response
In this final section, we investigate the long-term behavior of the groundwater system. Sce-
narios 9 and 10 are identical to Scenarios 6 and 7 except they are run for 150 years. Scenario
9 has a water market and no rice restriction and Scenario 10 has no water market but does
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Figure 6.19: Watertable Depth Distribution (Scenario 6)
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Figure 6.20: Rice Area Distribution at Selected Times (Scenario 6)
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Figure 6.24: Total Annual Crop Production (Scenarios 9-10)
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have the rice restriction. These were chosen because they represent least constrained and
the most constrained cases and so will provide the biggest contrast.
The mean groundwater depths are shown in Figure 6.23, and the corresponding levels
of crop production are shown in Figure 6.24. After around 100 years the system is close
to a steady-state, although the depth to groundwater is still slowly decreasing. The final
mean watertable elevation is very high, just under 2 m below the ground surface. For both
scenarios, this situation appears sustainable since crop production continues at reasonable
steady-state levels.
There are other considerations which are not captured in our modeling framework which
could also be important to sustainability. These include both questions of equity within the
study area and potential effects on conditions outside of the study area. In addition, the large
space and time scales of our analysis necessarily average out important small-scale processes.
Some of these limitations are noted in the next chapter as areas for future research.
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Chapter 7
Conclusions
In this final chapter, we provide a summary of the contributions of this research and areas
for future work.
7.1 Summary of Original Contributions
The research described in this thesis has made original contributions in three main areas.
We have: 1) developed a hydrologic-economic modeling framework which can be used for
policy analysis of regional salinization issues; 2) demonstrated how a model order reduction
technique can be used to reduce the computational cost representing groundwater flow in an
optimization problem; and 3) applied our integrated modeling framework to a case study of
land and water management policies in the Lower Murrumbidgee Catchment of Australia.
7.1.1 Hydrologic-Economic Model of Salinization
We formulated a dynamic and spatially-distributed model of the hydrology and economics
of irrigation-induced salinization. The model is unique because it provides an realistic rep-
resentation of hydrologic processes in an economic framework that is both dynamic and
spatially-distributed. It is designed to provide regional-scale analyses of land and water
management policies relating to salinization. The model can be solved using standard non-
linear programming software with a modest computational cost.
The model uses a simplified representation of unsaturated zone dynamics derived from
a detailed physically-based model. This approach captures the complex dynamics of the
unsaturated zone while maintaining computational feasibility.
7.1.2 Model Order Reduction of Groundwater System
Groundwater flow was represented in a computationally efficient way by using the model
reduction algorithm of balanced truncation. We are not aware of the algorithm being used
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in this application previously. It provides an viable alternative to the response matrix and
related methods.
7.1.3 Policy Analysis of Salinization in Murrumbidgee Catchment
As part of the case study of the Murrumbidgee Catchment, we estimated the cost of the
groundwater common-pool externality and the benefits of the rice area restriction and the
water market.
Cost of Common-Pool Externality
Our results showed that the cost of the externality caused by having a common-pool ar-
rangement for the groundwater system is small. This was true both with and without a
simple representation of a water market.
Benefits of Rice Area Restriction and Water Market
Within our modeling framework, the rice restriction brings about negative benefits to the
region with or without the presence of a water market. The restriction may still be beneficial
if it corrects externalities which are not represented in our model. In particular, the model
does not consider externalities relating to risk aversion or meterological and hydrological
uncertainty. There may also be externalities which are not captured because they act over
scales smaller than the model resolves. We find that the water market yields positive ben-
efits independent of the rice restriction. This is expected since there is a successful water
market operating currently. The model also predicts that neither of the policy options will
significantly affect the watertable depth trajectory over the longer term.
Long-term Response
We examined the response of the system over a 150-year horizon and found it reaches an
approximate steady-state after 100 years. Final average groundwater levels are just under
two meters below the ground surface.
7.2 Recommendations for Future Research
7.2.1 Uncertainty and Variability
The current framework is entirely deterministic: it assumes all parameters and inputs are
known with certainty. In particular, it ignores the considerable uncertainty in soil and aquifer
parameters and of future meteorology and surface water availability. If these uncertainties
were present in the model, the results would probably show more conservative hedging
behavior with the watertable depth. In other words, the optimal watertable position would
probably be deeper than in the deterministic model.
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7.2.2 Representation of Crop Dynamics and Yield Functions
The representation of crop growth we used was very simple. Future work could include
the effect of waterlogging and sensitivity of the plant to salinity at different growth stages.
Wheat and pasture irrigation depths should be determined by water deficits instead of being
constant. The component of the production function representing decreasing returns to land
should be estimated for each economic unit from actual yield and crop mix data.
The yield response to groundwater depth should be verified against field data. In partic-
ular, the rice yield function appears unrealistically insensitive to high watertables until the
shallow groundwater head is almost at the ground surface.
7.2.3 Representation of Groundwater Flow and Salt Transport
Further work should be done to test the adequacy of our representations of groundwater flow
and salt transport. We assumed that there is only one-dimensional vertical flow in the near-
surface zone (0-7 m) and two-dimensional horizontal flow in the deeper zone (>7 m). We
ignore the dynamics of salinization of the root-zone and potential changes in groundwater
salinity. The groundwater model is run on an annual timestep which disregards potentially
important seasonal head changes. There may also be important effects occuring on spatial
scales smaller than we currently resolve. Significant hydrogeological features, such as prior
stream deposits, are not represented in the groundwater mode. Including these features may
be necessary to accurately estimate the magnitude of the common-pool externality. Some of
these assumptions could be tested with two-dimensional flow and transport simulations of
cross sections which include both the near-surface and deeper zones. This simulation would
ideally be validated against field measurements from the study area.
7.2.4 Extension of Lower Murrumbidgee Model
Groundwater Pumping as Control Variable
Currently, groundwater pumping is fixed at current rates. The model would be more realistic
if pumping rates in each economic unit were control variables along with the crop choice.
This would allow the exploration of the interaction between watertable depths and pumping.
Extend Scope of Murrumbidgee Case Study
The current model could be extended to include all of the Lower Murrumbidgee Catchment.
Most of the necessary data describing the Coleambally Irrigation Area has already been
collected by the CSIRO in Griffith. In addition, the number of crops simulated could be
expanded to include other crops grown in the region, such as lucerne, perennial pasture, and
soybeans.
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Appendix A
Unsaturated Zone Simulation
Parameters and Transfer Functions
A.1 Unsaturated Zone Simulation Parameters
Table A.1: Monthly Crop Factors
Perennial Annual
Rice Wheat Soybean Pasture Pasture Lucerne Fallow
Sow Datea 15-Oct 15-May 30-Nov 1-Sep 25-Mar 1-Oct NA
Growing Periodb 150 200 140 365 230 334 0
Crop Factorsc
Jan 1.10 0.20 0.75 0.85 0.20 1.30 0.20
Feb 1.10 0.20 1.05 0.85 0.20 1.30 0.20
Mar 1.00 0.20 1.00 0.85 0.20 1.20 0.20
Apr 0.40 0.30 0.50 0.85 0.40 1.20 0.30
May 0.20 0.40 0.30 0.80 0.60 1.00 0.30
Jun 0.20 0.60 0.40 0.80 0.70 0.65 0.40
Jul 0.20 0.90 0.40 0.80 0.80 0.65 0.40
Aug 0.30 1.05 0.40 0.80 0.80 0.65 0.40
Sep 0.40 1.05 0.30 0.80 0.80 0.90 0.30
Oct 1.00 0.80 0.30 0.85 0.60 1.20 0.20
Nov 1.10 0.50 0.30 0.85 0.40 1.30 0.20
Dec 1.10 0.20 0.45 0.85 0.20 1.30 0.20
Source: Wu et al. [1998]
a Approximate day crop is planted.
b Approximate length of growing season in days.
c Crop factor is multiplied by the reference ET to give potential crop ET.
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A.2 Unsaturated Zone Transfer Functions
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Figure A.1: Rice Recharge Transfer Function
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Figure A.2: Rice Relative Yield Transfer Function
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Figure A.4: Wheat Recharge Transfer Function
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