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HOLOMORPHIC MAPS OF REAL SUBMANIFOLDS IN
COMPLEX SPACES OF DIFFERENT DIMENSIONS
BERNHARD LAMEL
Abstract. We define a new local invariant (called degeneracy) associated to
a triple (M,M ′, H), where M ⊂ CN and M ′ ⊂ CN
′
are real submanifolds of
CN and CN
′
, respectively, and H : M → M ′ is either a holomorphic map,
a formal holomorphic map, or a smooth CR-map. We use this invariant to
find sufficient conditions under which finite jet dependence, convergence and
algebraicity results hold.
1. Introduction and statement of results
In this paper, we discuss mappings of generic real submanifolds in complex spaces
of different dimensions. We address the following specific problems:
• Give conditions which ensure that a mapping depends on its finite jet.
• Give conditions under which a formal mapping between real-analytic generic
submanifolds is convergent.
• Give conditions under which a map between algebraic submanifolds is alge-
braic.
The first two questions have attracted considerable attention in the equidimen-
sional case, and quite complete results have been obtained for the class of finitely
nondegenerate manifolds (see [2], [4]), and more recently, for target manifolds of
finite type in the sense of D’Angelo ([9]) in [3]. Whether similar results hold for
mappings of generic submanifolds of spaces of different dimension is an intriguing
problem which leads to some new geometric notions. The third question has also
been answered in terms of characterizing the algebraic manifolds on which every
holomorphic map is algebraic (see especially [18] and [1], [6], [7], [11], [17], [13],
[16], [14]). We give a new sufficient condition, which can be checked using finitely
many derivatives.
Our starting point is the notion of (k0, s)-degeneracy. This is a local invariant
associated to the triple (M,M ′, H), where M ⊂ CN and M ′ ⊂ CN
′
are generic
C∞-submanifolds of CN and CN
′
, respectively, through 0, and H : M → M ′ is
a map (for example, C∞-CR) which in loose terms measures how “flat” H(M) is
as a submanifold of M ′ ⊂ CN
′
. The numbers k0 and s can be defined (at 0) as
follows: If ρ′1, . . . ρ
′
d′ are defining functions for M
′, L1, . . . , Ln is a local basis for
the CR-vector fields on M , and H(0) = 0, then
N ′ − s = max
k
dimC spanC
{
Lαρ′j,Z′(H(Z), H(Z))
∣∣
Z=0
: |α| ≤ k, 1 ≤ j ≤ d′
}
,(1)
where for a multiindex α ∈ Nn we write Lα = Lα11 · · ·L
αn
n , and k0 is the least integer
k for which the maximum dimension on the right hand side of (1) is realized. Here
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we write N = n + d, where d is the codimension of M . An extension of this
definition is given in Section 2 in the context of formal submanifolds and formal
maps, which allows us a unified treatment of real-analytic and C∞-manifolds. This
new notion is related to the notion of finite nondegeneracy of a real submanifold
(first introduced in [6]), and we explore this relationship further in 2.4.
Particularly satisfying is the situation for mappings for which s = 0. We call
such mappings “nondegenerate”, or more specifically, k0-nondegenerate. These
maps fulfill a sufficient condition to give a positive answer to all three points above.
The other maps allowing for a further treatment are the ones which are of constant
degeneracy (to be defined in Section 2 as well).
Let us recall that a formal holomorphic map H = (H1, . . . , HN ′) : C
N → CN
′
at a point p0 is an N
′-tuple of formal power series Hj(Z) =
∑
α c
j
α(Z − p0)
α, and
if H(p0) = p
′
0 ∈ C
N ′ , we write H : (CN , p0) → (C
N ′ , p′0) for such a map. If
p0 ∈M , p
′
0 ∈M
′ then we say that H : (CN , p0)→ (C
N ′ , p′0) mapsM intoM
′ if the
following property is satisfied: If ρ′ = (ρ′1, . . . , ρ
′
d′) is a defining function of M
′ and
ρ = (ρ1, . . . , ρd) is a defining function of M (where d and d
′ are the codimensions
of M and M ′, respectively), then there is a d′ × d matrix A of formal power series
such that ρ′(H(Z), H¯(ζ)) = A(Z, ζ)ρ(Z, ζ). (Here we are abusing notation: this
equation shall hold in the sense of Taylor series.)
Let us recall that we say thatM is of finite type at p (in the sense of Kohn-Bloom-
Graham) if the CR and the anti-CR vectors together with their commutators of
all lengths span the complexified tangent space of M at p. We prove the following
theorems. If not stated explicitly otherwise, all submanifolds are assumed to be
smooth and connected.
Theorem 1. Let M , M ′ be generic real-analytic submanifolds of CN and CN
′
, re-
spectively, p0 ∈M ,M of finite type at p0, p
′
0 ∈M
′, and let H : (CN , p0)→ (C
N ′ , p′0)
be a formal holomorphic map which maps M into M ′ and is k0-nondegenerate at
p0. Then there exists a neighbourhood U of p0 in C
N on which H is convergent.
For the next theorem, we denote by jkp0f the k-jet of f at p0.
Theorem 2. Let M , M ′ be generic real submanifolds of CN and CN
′
, respectively,
p0 ∈ M , and M of finite type at p0. There exists an integer K such that if H :
M →M ′ and H ′ : M → M ′ are C∞-CR mappings which are k0-nondegenerate at
p0 ∈M and j
Kk0
p0
H = jKk0p0 H
′, then jlp0H = j
l
p0
H ′ for all l.
Theorem 3. Let M , M ′ be generic real submanifolds of CN and CN
′
, respectively,
p0 ∈ M , such that M is of finite type at p0. There exists an integer K such that
if H : U → CN
′
is a holomorphic map defined on some neighbourhood U of p0 with
H(U ∩M) ⊂ M ′ and such that H is k0-nondegenerate at p0, and H
′ is another
holomorphic map defined on some neighbourhood U ′ of p0 with H
′(U ′ ∩M) ⊂ M ′
with
∂αH
∂Zα
(p0) =
∂αH ′
∂Zα
(p0), |α| ≤ Kk0,(2)
then H = H ′.
Theorem 3 is an immediate consequence of Theorem 2. The proof of Theorem 1
and Theorem 2 is given in Section 3. Theorem 3 together with the reflection
principle in [12] yields the following.
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Corollary 4. Let M , M ′ be generic real-analytic submanifolds of CN and CN
′
,
respectively, p0 ∈ M , and M of finite type at p0. There exists an integer K such
that if H : M → M ′ and H ′ : M → M ′ are CKk0-CR mappings which are k0-
nondegenerate at p0 ∈ M and j
Kk0
p0
H = jKk0p0 H
′, then both extend to holomorphic
mappings and H = H ′.
Note that the notion of nondegeneracy makes sense even for maps which are
a priori only smoothed to a finite order, so that the statement of this corollary
makes sense. The last result we prove about nondegenerate maps is an algebraicity
theorem.
Theorem 5. Let M and M ′ be algebraic generic submanifolds of CN and CN
′
,
respectively, H a holomorphic map defined on some connected neighbourhood U of
M with H(M) ⊂ M ′ and such that H is k0-nondegenerate at some point of M .
Then H is algebraic.
Our next results are for hypersurfaces. They are valid either in the setting where
N ′ = N+1, and the hypersurfaces are assumed to be Levi-nondegenerate, or, where
the target hypersurface is strictly pseudoconvex and the source hypersurface is of
finite type (and there are no restrictions on N ′). In the case of Levi-nondegenerate
hypersurfaces, we will consider maps H which are (CR) transversal (the formal
definition of this property is given in Definition 19). We will refer to the following
properties in the theorems below:
(P1) M ′ is strictly pseudoconvex at p′0.
(P2) N ′ = N+1 andM and M ′ are Levi-nondegenerate at p0 and p
′
0, respectively,
and H is transversal at p0.
Theorem 6. Let M , M ′ be real-analytic hypersurfaces in CN and CN
′
, respec-
tively, p0 ∈ M , p
′
0 ∈ M
′, M of finite type at p0, and let H : (C
N , p0)→ (C
N ′ , p′0)
be a formal holomorphic map of constant degeneracy which maps M into M ′. Then
there exists a neighbourhood U of p0 in C
N on which H is convergent given that
either (P1) or (P2) holds.
Note that the case N ′ = N + 1 is very special, as the following example shows.
Example 1. Let M ⊂ CN be given by Imw =
∑n
j=1 |zj|
2, and M ′ ⊂ CN+2
be given by Imw′ = |zn+2|
2 −
∑n+1
j=1 |z
′
j |
2 (“adding a black hole”). Then the map
(z1, . . . , zn, w) 7→ (z1, . . . , zn, f(z, w), f(z, w), w) mapsM intoM
′ for every (formal)
holomorphic map f : CN → C.
This example also shows that in general, algebraicity and dependence on jets
of finite order for Levi-nondegenerate hypersurfaces can only be expected in the
case N ′ = N + 1 (without further restrictions on the mappings, as for example
nondegeneracy as introduced above).
Theorem 7. Let M , M ′ be real hypersurfaces in CN and CN
′
, respectively, p0 ∈
M , and M of finite type at p0. If H : M → M
′ and H ′ : M → M ′ are C∞-CR
mappings which are constantly (k0, s)-degenerate at p0 ∈ M with j
2k0
p0
H = j2k0p0 H
′,
then jlp0H = j
l
p0
H ′ for all l, provided that either (P1) or (P2) holds.
Theorem 8. Let M , M ′ be real hypersurfaces in CN and CN
′
, respectively, p0 ∈
M , and M of finite type at p0. If H : U → C
N ′ is a holomorphic map defined
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on some neighbourhood U of p0 with H(U ∩M) ⊂ M
′ which is constantly (k0, s)-
degenerate at p0, and H
′ is another holomorphic map defined on some neighbour-
hood U ′ of p0 with H
′(U ′ ∩M) ⊂M ′ with
∂αH
∂Zα
(p0) =
∂αH ′
∂Zα
(p0), |α| ≤ 2k0,(3)
then H = H ′, provided that either (P1) or (P2) holds.
We also have the following algebraicity result. Case (i) below is actually con-
tained in the results in [18].
Theorem 9. Let M and M ′ be algebraic hypersurfaces in CN and CN
′
, respec-
tively, H a holomorphic map defined on some connected neighbourhood U of M
with H(U ∩M) ⊂ M ′. Then H is algebraic, provided that either of the following
additional properties hold:
(i) There exists a point p0 in M where M is of finite type and M
′ is strictly
pseudoconvex at H(p0);
(ii) N ′ = N + 1, and there exists a point p0 ∈ M at which H is transversal, and
M and M ′ are Levi-nondegenerate at p0 and H(p0), respectively.
Theorem 8 is again an immediate consequence of Theorem 7. In the case N ′ =
N + 1, with the assumptions of the theorem, s = 0 or s = 1 (see Lemma 20);
the case s = 0 is covered by Theorems 2 and 3. The proofs of Theorems 6, 9
and 7 in the Levi-nondegenerate case are given in Section 4. The proof for strictly
pseudoconvex hypersurfaces is given in section 5.
2. Formal holomorphic maps of constant degeneracy
2.1. Some definitions. In this section we want to give a short review of some
fundamental notions, focusing on the parts which we shall need later on. For a
more thorough discussion of the notions introduced here, see for example [3].
2.1.1. Formal Submanifolds and Formal Maps. Consider the ring of formal power
series C[[Z, ζ]] in the 2N indeterminates (Z, ζ) = (Z1, . . . , ZN , ζ1, . . . , ζN ). A formal
generic submanifold M ⊂ CN of codimension d is an ideal I ⊂ C[[Z, ζ]] which can be
generated by d formal power series ρ1(Z, ζ), . . . , ρd(Z, ζ) such that ρ¯j(ζ, Z) ∈ I, 1 ≤
j ≤ d and ρ1Z(0)∧· · ·∧ρdZ(0) 6= 0 (where for φ ∈ C[[Z, ζ]], φZ = (φZ1 , . . . , φZN ), and
φ¯ denotes the power series with barred coefficients). A formal holomorphic change
of coordinates Z˜ = F (Z) is the ring isomorphism between C[[Z˜, ζ˜]] and C[[Z, ζ]]
induced by Z˜j = Fj(Z), ζ˜j = F¯j(ζ), where F = (F1, . . . , FN ) with Fj ∈ C[[Z]] and
these satisfy
det
(
∂Fj
∂Zk
(0)
)
1≤j≤N
1≤k≤N
6= 0.(4)
A formal holomorphic map H : CN → CN
′
is an N ′-tuple of formal power
series in Z, H = (H1, . . . , HN ′) where Hj ∈ C[[Z]]. This formal holomorphic map
induces a ring homomorphism H♯ : C[[Z ′, ζ′]] → C[[Z, ζ]] by H♯(Z ′j) = Hj(Z),
H♯(ζ′j) = H¯j(ζ). Given two formal submanifolds M ⊂ C
N and M ′ ⊂ CN
′
, of
codimension d and d′ respectively, represented by their ideals I ⊂ C[[Z, ζ]] and
I ′ ⊂ C[[Z ′, ζ′]] we say that H maps M into M ′ (we will be writing H :M →M ′ to
indicate that we are in this situation) if H♯(I ′) ⊂ I. This is the case if and only if
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for any generators ρ = (ρ1, . . . , ρd) of I and generators ρ
′ = (ρ′1, . . . , ρ
′
d′) we have
that
ρ′(H(Z), H¯(ζ)) = A(Z, ζ)ρ(Z, ζ),(5)
where A(Z, ζ) is a d′ × d matrix of formal power series in (Z, ζ). If in addition
d = d′ and H is a formal holomorphic change of coordinates, then detA(0, 0) 6= 0,
so that A is an invertible matrix of formal power series.
We work with formal power series since if we want to handle C∞-submanifolds,
then they are a convenient way of keeping track of all equations which we arrive
from by repeated differentiation. This brings us to the subject of formal vector
fields. A formal vector field X is an operator of the form
X =
N∑
j=1
aj(Z, ζ)
∂
∂Zj
+
N∑
j=1
bj(Z, ζ)
∂
∂ζj
.(6)
One checks that the formal vector fields are exactly the derivations of the C-algebra
C[[Z, ζ]]. X is of type (1, 0) if bj(Z, ζ) = 0, 1 ≤ j ≤ N , and of type (0, 1) if
aj(Z, ζ) = 0, 1 ≤ j ≤ N , and this distinction is invariant under formal holomorphic
changes of coordinates. A formal vector field is tangent to M if (as above, I denotes
the ideal representing M) XI ⊂ I.
A formal CR-vector field tangent to M is a formal vector field of type (0, 1)
tangent to M . We write D0,1M for the formal CR-vector fields tangent to M . This
is a C[[Z, ζ]]-module. Finally, we say that L1, . . . , Ln (where n = N − d) is a basis
of the formal CR-vector fields tangent to M if they generate the quotient module
D0,1M /ID
0,1
M . For the anti-CR-vector fields tangent to M (that is, the formal vector
fields of type (1, 0) tangent to M) we write D1,0M , and set DM = D
0,1
M ⊕ D
1,0
M . For
the Lie algebra generated by DM , we write g. We say that M is of finite type (at
0) if dimC g(o) = 2n+ d.
2.1.2. Formal normal coordinates. Let M be a generic formal submanifold of codi-
mension d. Then after a formal holomorphic change of coordinates we can assume
Z = (z, w) = (z1, . . . , zn, w1, . . . , wd) ∈ C
n × Cd (for the corresponding ζ we write
ζ = (χ, τ)) and that I is generated by d functions wj − Qj(z, χ, τ), j = 1, . . . , d,
where Qj ∈ C[[z, χ, τ ]] fulfills
Qj(z, 0, τ) = Qj(0, χ, τ) = τj , j = 1, . . . , d.(7)
In that case, another useful set of generators is given by τj = Q¯j(χ, z, w), j =
1, . . . , d. We shall call such coordinates formal normal coordinates. We can use them
in order to parametrize M : Under this, we will understand the ring isomorphism
C[[z, w, χ, τ ]]/I → C[[z, χ, τ ]], z 7→ z, w 7→ Q(z, χ, τ), χ 7→ χ, τ 7→ τ,(8)
or
C[[z, w, χ, τ ]]/I → C[[χ, z, w]], z 7→ z, w 7→ w, χ 7→ χ, τ 7→ Q¯(χ, z, w).(9)
Note that a basis of CR-vector fields tangent to M is given by
Lk =
∂
∂χk
+
d∑
j=1
Q¯jχk (χ, z, w)
∂
∂τj
, k = 1, . . . , n.(10)
For a multiindex α = (α1, . . . , αn) ∈ N
n we write Lα = Lα11 · · ·L
αn
n . Let now
φ(z, w, χ, τ) be a formal power series. We want to relate the image of φ in the
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parametrization ofM given by (9) with its derivatives along CR-directions. Expand
φ as a series in C[[z, w]][[χ]]:
φ(z, w, χ, Q¯(χ, z, w)) =
∑
α∈Nn
sα(z, w)
α!
χα.(11)
Now the sα are obtained by partial differentiation:
sα(z, w) =
∂|α|
∂χα
φ(z, w, χ, Q¯(χ, z, w))
∣∣∣
χ=0
= Lαφ(z, w, 0, w).(12)
The last equality is proved by induction on |α| and its proof is left to the reader.
2.1.3. Segre-mapppings and a finite type criterion. Again, we are considering a
generic formal submanifold M ⊂ CN of codimension d. Assume that formal nor-
mal coordinates (z, w) as in 2.1.2 have been chosen, along with the corresponding
(vector valued) function Q(z, χ, τ) ∈ C[[z, χ, τ ]]d, fulfilling (7), such that I (the ideal
associated to M) is generated by wj −Qj(z, χ, τ), j = 1, . . . , d (or, equivalently, by
τj − Q¯j(χ, z, w)). The Segre mappings are the formal mappings v
k : Ckn → CN ,
for any integer k, defined by
v0 = (0, 0), v1(z) = (z, 0),(13a)
v2j(z, χ1, . . . , zj−1, χj) =
(
z,Q(z, χ1, Q¯(χ1, z1, . . . , Q(zj−1, χj, 0) · · · ))
)
,(13b)
v2j+1(z, χ1, . . . , χj , zj) =
(
z,Q(z, χ1, Q¯(χ1, z1, . . . , Q¯(χj , zj , 0) · · · ))
)
.(13c)
We will write (z, χ1, z1, . . . ) = (z, ξ), where ξ = (χ1, z1, . . . ) ∈ C(k−1)n. These
mappings have the property that for every k ≥ 0, and for every f ∈ I,
f(vk+1(z, ξ), v¯k(ξ)) = 0.(14)
We shall need the finite type criterion of Baouendi, Ebenfelt and Rothschild, which
we state here for reference; see e.g. [3] or [5]. For a formal mapping F , rkF is the
rank of the Jacobian matrix of F over the quotient field of the ring of formal power
series involved.
Theorem 10. Let M be a formal generic submanifold of CN of codimension d.
Then, M is of finite type at 0 if and only if there exists a k1 ≤ d + 1 such that
rk(vk) = N for k ≥ k1. Moreover, if M is real-anlaytic and of finite type at 0,
then there exists (z0, ξ0) ∈ C
n × C(2k1−1)n arbitrarily close to the origin such that
v2k1(z0, ξ0) = 0 and the rank of the Jacobian matrix of v
2k1 at (z0, ξ0) is N .
Note the following consequence for real-analytic submanifolds: There are (z0, ξ0) ∈
Cn × C2k1 , arbitrarily close to 0, such that the function v2k1 has a holomorphic
right inverse ψ : CN → Cn×C2k1 defined in a neighbourhood of 0 ∈ CN , such that
ψ(0) = (z0, ξ0) and v
2k(ψ(Z)) = Z. This follows from the inverse function theorem
and Theorem 10.
2.2. Constant-rank submodules. We are now considering a free module of rank
k over C[[Z, ζ]]. Let E ⊂ C[[Z, ζ]]k be a submodule and I ⊂ C[[Z, ζ]] an ideal.
Definition 11. The submodule E ⊂ C[[Z, ζ]]k is of constant rank l = dimCE(0)
over I if for all e1, . . . , el, el+1 ∈ E, where ej = (e
1
j , . . . , e
k
j ), every subminor of
length l+ 1 of the matrix (enm)1≤m≤l+1,1≤n≤k is an element of I.
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Definition 11 is motivated by the following observation. Consider a C∞-submanifold
M ⊂ CN . By taking the Taylor series of the defining functions of M at a point,
one obtains a formal submanifold represented by some ideal I. Consider a vector
bundle of rank l over M , embedded in Ck. Its sections will be a submodule of
Γ(M,Ck) ∼= C∞(M)k (the isomorphism is determined by a choice of coordinates).
Taking the Taylor expansion of the components, we get a submodule E ⊂ C[[Z, ζ]]k
which fulfills the condition of Definition 11 over I.
We may refer to a submodule of constant rank l as a formal vectorbundle over
M . This is also highlighted by the following Lemma, which can be thought of as a
characterization of the bases of sections of a formal vectorbundle.
Lemma 12. Suppose that E is a submodule of C[[Z, ζ]]k, with dimCE(0) = l. Then
E is of constant rank l over I ⊂ C[[Z, ζ]] if and only if E has the following property:
If v1, . . . , vl ∈ E are vectors such that v1(0), . . . vl(0) form a basis of E(0), then
v1, . . . , vl generate E up to vectors all of whose components are elements of I.
Proof. The “if” direction is trivial; so assume that E is of constant rank l. After
reordering, we can assume that if we write vj = (v
1
j , . . . , v
k
j ), the matrix (v
n
m)1≤m,n≤l
is invertible. Hence, given any e = (e1, . . . , ek) ∈ E, we can find a1, . . . , al ∈ C[[Z, ζ]]
such that
∑l
m=1 anv
j
m = e
j, j = 1, . . . , l. Now consider e′ = e−
∑
j ajvj ∈ E. We
want to show that the components of this vector are elements of I; this is clear for
the first l components (which are 0, after all). Taking a subminor of length l+1 of
the matrix 

v11 . . . v
l
1 . . . v
k
1
...
...
...
v1l . . . v
l
l . . . v
k
l
e′
1
. . . e′
l
. . . e′
k

(15)
which contains the first l columns and developing it along the last row, by assump-
tion we have that
±
∣∣∣∣∣∣∣
v11 . . . v
l
1
...
...
v1l . . . v
l
l
∣∣∣∣∣∣∣ e
′j ∈ I, l + 1 ≤ j ≤ k(16)
which implies e′
j
∈ I since the determinant in (16) is a unit in C[[Z, ζ]].
2.3. Degeneracy of a Formal Holomorphic Map. Let H : M → M ′ be a
formal holomorphic map between the formal submanifolds M ⊂ CN and M ′ ⊂
CN
′
. Choose a basis of formal CR-vector fields L1, . . . , Ln tangent to M and
generators ρ′1(Z
′, ζ′), . . . , ρ′d′(Z
′, ζ′) of the ideal I ′ representing M ′. The formal
series ρ′1(H(Z), H¯(ζ)), . . . , ρ
′
d′(H(Z), H¯(ζ)) are then elements of I (since H :M →
M ′). For ρ′j(Z
′, ζ′), we denote by ρ′j,Z′(Z
′, ζ′) the complex gradient
ρ′j,Z′(Z
′, ζ′) =
(
∂ρ′j(Z
′, ζ′)
∂Z ′1
, . . . ,
∂ρ′j(Z
′, ζ′)
∂Z ′N ′
)
(17)
and we usually think of it as a row vector. So ρ′j,Z′(Z
′, ζ′) ∈ C[[Z ′, ζ′]]N
′
, and
ρ′j,Z′(H(Z), H¯(ζ)) ∈ C[[Z, ζ]]
N ′ . We define an ascending chain of submodules Ek ⊂
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C[[Z, ζ]]N
′
by
(18) Ek = spanC[[Z,ζ]]{L1 · · ·Lrρ
′
j,Z′(H(Z), H¯(ζ)) :
L1, . . . , Lr formal CR-vector fields tangent to M, 0 ≤ r ≤ k, 1 ≤ j ≤ d
′}.
The chain Ek(0) of subspaces of C
N ′ will stabilize, say at the index k0, that is,
Ek(0) = Ek0(0) for k ≥ k0, and Ek0−1(0) 6= Ek0(0). So will the chain of submod-
ules Ek ⊂ C[[Z, ζ]]
N ′ , since C[[Z, ζ]]N
′
as a free module over a Noetherian ring is
Noetherian itself; say E = ∪kEk, and there is some k
′
0 ≥ k0 such that Ek = E for
k ≥ k′0.
Definition 13. With Ek0 defined above, let s = N
′ − dimCEk0(0). We then say
that H has formal degeneracy (k0, s) (at 0) or shortly, that H is (k0, s)-degenerate
(at 0). If E is of constant rank N ′−s over I, we say that H has constant degeneracy
s and that H is constantly (k0, s)-degenerate. Furthermore, if s = 0, we say that
H is k0-nondegenerate. Since in that case, E = C[[Z, ζ]]
N ′ , H has automatically
constant degeneracy 0.
Note that if H is of constant degeneracy, then the submodule Ek0 will actually
generate E up to vectors whose components are in I (this follows from matrix
manipulations, see Lemma 12). However, in general, we do not know whether
k0 = k
′
0. Clearly, the degeneracy s fulfills the inequality 0 ≤ s ≤ N
′ − d′. Without
further restrictions on M , M ′ and H , this is the best we can hope for, as the
example of a Levi-flat submanifold as the target shows: If M ′ is defined by the
equations Imw′1 = · · · = Imw
′
d = 0, where Z
′ = (z′, w′) = (z′1, . . . , z
′
n, w
′
1, . . . , w
′
d)
are coordinates in CN
′
, then every map H which maps into this manifold has
constant degeneracy N ′ − d′.
We will now show that Definition 13 is actually independent of choices of for-
mal coordinates and generators. First consider a different set of generators ρ˜′ =
(ρ˜′1, . . . , ρ˜
′
d′). Then there is an invertible d
′ × d′ matrix A = (ajk) of formal power
series in C[[Z, ζ]] such that ρ˜′(Z ′, ζ′) = A(Z ′, ζ′)ρ(Z ′, ζ′). Taking the complex gra-
dient, we obtain
ρ˜′j,Z′ =
d′∑
k=1
ρ′kajk,Z′ +
d′∑
k=1
ajkρ
′
k,Z′ , 1 ≤ j ≤ d
′.(19)
Now the first sum in (19) is a vector whose entries are elements of I ′. We write
φj(Z, ζ) = ρ
′
j,Z′(H(Z), H¯(ζ)), φ = (φ1, . . . , φd′), use the same notation for ρ˜
′
Z′ , and
set B(Z, ζ) = A(H(Z), H¯(ζ)); note that B is an invertible d′ × d′ matrix of formal
power series in C[[Z, ζ]]. Then pulling (19) to M via H , we see that
φ˜j = vj +Bjφ, 1 ≤ j ≤ d
′,(20)
where vj is a vector in IC[[Z, ζ]]
N ′ . (20) implies that E˜k = Ek modulo IC[[Z, ζ]]
N ′
for each k, which implies that dim E˜k(0) = dimEk(0) = e and that E˜k is of constant
rank e if and only if Ek is. This shows that the choice of defining function does not
matter.
Note that Definition 13 is independent of the choice of formal holomorphic coor-
dinates in CN ; that follows easily from the fact that such a biholomorphic change
of coordinates F pushes formal CR-vector fields tangent to M to formal CR-vector
fields tangent to F (M). The independence from choice of formal holomorphic co-
ordinates in CN
′
is proved in the next Lemma.
HOLOMORPHIC MAPS OF REAL SUBMANIFOLDS 9
Lemma 14. Suppose M ⊂ CN , M ′ ⊂ CN
′
are generic formal submanifolds of CN
and CN
′
, respectively, and that H :M →M ′ is a formal holomorphic map. When
we change formal holomorphic coordinates in CN
′
by Z˜ ′ = F (Z ′), and denote the
space defined by (18) in the Z˜ ′-variables by E˜k, then
E˜k
(
∂F
∂Z ′
(H(Z))
)
= Ek.(21)
Proof. We choose generators ρ˜′ for the ideal I˜ ′ representing M ′ in the coordinates
Z˜ ′. Then we can choose ρ′ = F ♯ρ˜′ as generators for I ′ ⊂ C[[Z, ζ]]. We now take the
complex gradient, and use the chain rule to obtain
ρ′j,Z′(Z
′, ζ′) =
(
ρ˜j(F (Z
′), F¯ (ζ′)
)
Z′
= ρ˜j,Z˜′(F (Z
′), F¯ (ζ′))
∂F
∂Z ′
(Z ′).(22)
Pulling (22) to M and applying CR-vector fields tangent to M , we obtain (21),
since all (0,1)-vector fields annihilate the entries of the matrix ∂F
∂Z′
(H(Z)).
Now the transformation v = (v1, . . . , vN ′) 7→ vA, where A is an invertible N
′ ×N ′
matrix of formal power series in (Z, ζ), is a module isomorphism of C[[Z, ζ]]N
′
which
maps IC[[Z, ζ]]N
′
into itself. So Definition 13 is in fact independent of all the choices
made there. The next Lemma, the proof of which we leave to the reader, gives a
means of actually computing with Definition 13.
Lemma 15. Suppose M ⊂ CN , M ′ ⊂ CN
′
are generic formal submanifolds of CN
and CN
′
, respectively, and that H : M → M ′ is a formal holomorphic map. Let
L1, . . . , Ln be a basis of the CR-vector fields tangent to M (that is, a set of gen-
erators of D0,1M /ID
0,1
M , see 2.1.1). For a multiindex α ∈ N
n, let Lα = Lα11 · · ·L
αn
n .
Furthermore, let generators ρ′ = (ρ′1, . . . ρ
′
d′) of I
′ be chosen. Define the submodules
Fk = spanC[[Z,ζ]]{L
αρ′j,Z′(H(Z), H¯(ζ)) : |α| ≤ k, 1 ≤ j ≤ d
′}(23)
of C[[Z, ζ]]N
′
. Let Ek be defined by (18). Then Ek(0) = Fk(0), and Ek is of constant
rank over I if and only if Fk is; hence, in order to determine the degeneracy of H,
it suffices to consider the Fk.
We now want to give a different characterization of the degeneracy s in the
case of constant degeneracy. For that, we will formulate the conditions of Defini-
tion 13 in terms of formal normal coordinates (see 2.1.2). So I ′ is generated by the
functions ρ′j = w
′
j − Q
′
j(z
′, χ′, τ ′), j = 1, . . . , d′, and we will write H = (f, g) =
(f1, . . . , fn′ , g1, . . . , gd′) for H in these normal coordinates. The complex gradient
is easily computed to be
ρ′j,Z′ = (−Q
′
jz1
, . . . ,−Q′jzn′ , ej), 1 ≤ j ≤ d
′,(24)
where ej is the jth unit vector in C
d′ . In particular, the last d′ entries of any
CR-derivative of length bigger than 0 of any ρ′j,Z′(H(Z), H¯(ζ)) will be 0. We
will write Q′jz′
k
(f(z, w), f¯(χ, τ), g¯(χ, τ)) = φkj (Z, ζ). So H is of constant degener-
acy s if and only if after reordering the z’s, we have that there exist t = n′ − s
multiindeces α1, . . . , αt, and integers l1, . . . , lt, 1 ≤ lj ≤ d
′ such that the vectors
(Lα
j
φ1lj , . . . , L
αjφtlj ), 1 ≤ j ≤ t, evaluated at 0, form a basis of C
t, and for all
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multiindeces β, all k, t+ 1 ≤ k ≤ n′, and all l, 1 ≤ l ≤ d′, the determinant∣∣∣∣∣∣∣∣∣
Lα
1
φ1l1 . . . L
α1φtl1 L
α1φkl1
...
. . .
...
...
Lα
t
φ1lt . . . L
αtφtlt L
αtφklt
Lβ φ1l . . . L
β φtl L
β φkl
∣∣∣∣∣∣∣∣∣
∈ I.(25)
More specifically, if H is constantly (k0, s)-degenerate, one of the αt must have
length k0. We can use this to formulate the following technical result:
Lemma 16. Assume that normal coordinates (z, w) and (z′, w′) have been chosen
for M and M ′, respectively, that L1, . . . , Ln is a basis for the CR-vector fields
tangent to M , that w′j − Q
′
j(z
′, χ′, τ ′) are generators of I ′ as in 2.1.2, and that
H : M → M ′ is of constant degeneracy s. Let t = n′ − s, and write H♯Q′jz′
k
=
φkj . We can choose t multiindeces α
1, . . . αt, and integers l1, . . . , lt, such that after
reordering the z′’s the vectors (Lα
j
φ1lj , . . . , L
αjφtlj ), 1 ≤ j ≤ t, evaluated at 0, form
a basis of Ct. Then
∆φkl −
t∑
m=1
∆mkφ
m
l ∈ I, 1 ≤ l ≤ d
′, t+ 1 ≤ k ≤ n′,(26)
where
∆(z, w) =
∣∣∣∣∣∣∣
Lα
1
φ1l1 . . . L
α1φtl1
...
. . .
...
Lα
t
φ1lt . . . L
αtφtlt
∣∣∣∣∣∣∣ (z, w, 0, w), ∆(0) 6= 0,(27)
and
∆mk(z, w) = (−1)
t+m
∣∣∣∣∣∣∣∣
Lα
1
φ1l1 . . . L̂
α1φml1 . . . L
α1φkl1
...
...
...
Lα
t
φ1lt . . . L̂
αtφmlt . . . L
αtφklt
∣∣∣∣∣∣∣∣
(z, w, 0, w),(28)
and where the ̂ means that this column has been dropped. More specifically, if H is
constantly (k0, s)-degenerate, then the α
j fulfill 1 ≤ |αj | ≤ k0, and the same choice
for αj is possible for every map H ′ : M → M ′ (of constant degeneracy) agreeing
with H up to order k0.
Proof. We will be using the parametrization of M as in 2.1.2. Note that by (7), for
a formal series φ(z, w, χ, τ) ∈ I, φ(z, w, 0, w) = 0. We use this in (25). Developing
the resulting determinant along the last row, we see that for every β ∈ Nn, for
every l, 1 ≤ l ≤ d′, and for every k, t+ 1 ≤ k ≤ n′
∆(z, w)Lβφkl (z, w, 0, w)−
t∑
m=1
∆mk(z, w)L
βφml (z, w, 0, w) = 0,(29)
where ∆ and ∆mk are defined by (27) and (28), respectively. Recalling (12) we
conclude that
∆(z, w)φkl (z, w, χ, Q¯(χ, z, w))−
t∑
m=1
∆mk(z, w)φ
m
l (z, w, χ, Q¯(χ, z, w)) = 0.(30)
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This immediately implies (26). The last statement follows from the construction.
We are now going to characterize the degeneracy s of a mapping of constant degen-
eracy in terms of certain formal holomorphic vector fields. These results generalize
some results about holomorphic nondegeneracy (defined in [15]) contained in e.g.
[5].
Definition 17. Let M ⊂ CN , M ′ ⊂ CN
′
be formal submanifolds of CN and CN
′
,
respectively, H : M →M ′ a formal holomorphic map. A formal holomorphic vector
field X in CN
′
tangent to M ′ along H(M) is an operator of the form
X =
N ′∑
j=1
aj(Z)
∂
∂Z ′j
,(31)
where aj ∈ C[[Z]] (called the coefficients of X), with the property that for every
φ ∈ I ′,
∑N ′
j=1 aj(Z)φZ′j (H(Z), H¯(ζ)) ∈ I. We say that a set {X1, . . . , Xl} of such
formal holomorphic vector fields is linearly independent if their coefficients evaluated
at 0 form a linearly independent set of vectors in CN
′
.
This terminology is motivated by thinking about H as parametrizing a copy
of CN in CN
′
, for which Z acts as a coordinate function. In the special case of
an immersion, one can associate to X a formal holomorphic vector field in CN
′
in the following way. If H is an immersion, H(M) can be regarded as a formal
submanifold (not generic) of CN
′
by taking as its ideal (H♯)−1(I) ⊃ I ′. In this
case, H has a right inverse G, so H♯ has a left inverse G♯. Hence, an expression
of the form X =
∑N ′
j=1 aj(Z)
∂
∂Z′
j
gives rise to a formal holomorphic vector field
X ′ =
∑N ′
j=1G
♯aj(Z
′) ∂
∂Z′
j
in CN
′
, and X is tangent to M ′ along H(M) if and only
if H♯(X ′f) ∈ I for all f ∈ I ′.
Also note that it is enough to check the condition in Definition 17 on a set of
generators of I, and that the space of all holomorphic vector fields tangent to M ′
along H(M) can be identified with a submodule of the free module C[[Z]]N
′
.
Example 2. Consider the standard linear injection of the boundary of the N -ball
|Z1|
2 + · · · + |ZN |
2 = 1 into the boundary of the N ′-ball |Z1|
2 + · · · + |ZN ′ |
2 = 1,
(Z1, . . . , ZN ) 7→ (Z1, . . . , ZN , 0, . . . , 0). This map is of constant degeneracy N
′−N
everywhere and there are N ′ − N linearly independent holomorphic vector fields
tangent to M ′ along H(M) given by ∂
∂Z′
N+1
, . . . , ∂
∂Z′
N′
.
The situation in Example 2 is typical in the following sense:
Proposition 18. Assume that M ⊂ CN , M ′ ⊂ CN
′
are generic formal submani-
folds of CN and CN
′
, respectively, and H : M → M ′ is of constant degeneracy s.
Then
(32) s = dimC{X(0) : X formal holomorphic vector field
tangent to M ′ along H(M)}.
Proof. Let s˜ denote the dimension of the space on the right hand side of (32).
From Lemma 16 we see that there are at least s linearly independent holomorphic
vector fields along H tangent to M ′ along H(M), so that s ≤ s˜. On the other
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hand, assume that {X1, . . .Xs˜} are linearly independent holomorphic vector fields
tangent to M ′ along H(M); say Xk =
∑N ′
j=1 a
k
j (Z)
∂
∂Z′
j
, and let ρ′ = (ρ′1, . . . , ρ
′
d′)
be a set of generators for I ′. We have that
N ′∑
j=1
akj (Z)ρ
′
lZ′
j
(H(Z), H¯(ζ)) ∈ I, 1 ≤ l ≤ d′.(33)
Applying CR-vector fields L1, . . . , Lr tangent to M to (33), we see that
N ′∑
j=1
akj (Z)L1 · · ·Lrρ
′
lZ′
j
(H(Z), H¯(ζ)) ∈ I, 1 ≤ l ≤ d′.(34)
Evaluating (34) at 0, we conclude that dimCEk(0) ≤ N
′− s˜ for all k. Hence, s˜ ≤ s,
and the proof is complete.
Note that the second part of the proof of Proposition 18 shows that if we denote
the dimension of the space on the right hand side of (32) by s˜, then the degeneracy
s of a formal map H always satisfies s˜ ≤ s, whether the degeneracy is constant or
not.
We now want to relate our notion of nondegeneracy of a map with the notion of
finite nondegeneracy of manifolds. In particular, we give a bound on the degeneracy
for a certain class of maps between finitely nondegenerate manifolds.
2.4. Finitely nondegenerate manifolds. The notion of finite nondegeneracy
was introduced in [6], and has proved very useful. We say that a generic submanifold
is finitely nondegenerate (or, more specifically, ℓ0-nondegenerate) if its identity map
is ℓ0-nondegenerate in the sense of Definition 13. For the original definition, see
e.g. [5], Chapter IX. By the chain rule we see that if there is a k0-nondegenerate
map into some generic formal submanifold M ′ ⊂ CN
′
, then M ′ is ℓ0-nondegenerate
for some ℓ0 ≤ k0. In fact, we also see that every formal biholomorphism between
generic formal submanifoldsM ⊂ CN andM ′ ⊂ CN of the same codimension which
are ℓ0-nondegenerate is in fact ℓ0-nondegenerate.
In order to use finite nondegeneracy of submanifolds to put bounds on the de-
generacy, we need the mapping to fulfill another crucial property, which we will
introduce next.
Definition 19. Let M ⊂ CN , M ′ ⊂ CN
′
be formal generic submanifolds in CN
and CN
′
, respectively, H :M →M ′ a formal holomorphic map. We say that H is
transversal if for one (and hence every) set of generators ρ′ = (ρ′1, . . . , ρ
′
d′) of I
′,
H♯ρ′ generates I.
Note that in particular, if H : M →M ′ is transversal, then d ≤ d′. Transversal-
ity is most easily expressed after choosing normal coordinates (z, w) ∈ Cn ×Cd for
M and (z′, w′) ∈ Cn
′
×Cd
′
for M ′. Write H = (f, g) in these coordinates. Then H
is transversal if and only if the matrix ∂g
∂w
(0) has maximal rank d.
Lemma 20. Let M ⊂ CN , M ′ ⊂ CN
′
be formal generic submanifolds of CN and
CN
′
, respectively, with M being ℓ0-nondegenerate, and H : M → M
′ a transversal
mapping. Then the degeneracy s of H fulfills 0 ≤ s ≤ N ′ −N .
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Proof. Let ρ′ = (ρ′1, . . . , ρ
′
d′) generate I
′. We can assume that (H♯ρ′1, . . . , H
♯ρ′d)
generate I. Now using the chain rule it follows that
(
ρ′j(H(Z), H¯(ζ))
)
Z
= ρ′j,Z′(H(Z), H¯(ζ))
∂H
∂Z
(Z), j = 1, . . . , d.(35)
Applying CR-vector fields L1, . . . Lr tangent to M to (35), we see that
(36) L1 · · ·Lr
(
ρ′j(H(Z), H¯(ζ))
)
Z
=(
L1 · · ·Lrρ
′
j,Z′(H(Z), H¯(ζ))
) ∂H
∂Z
(Z), j = 1, . . . , d.
By hypothesis, if evaluated at 0, the dimension of the space spanned by the vectors
on the right hand side of (36) is N . On the other hand, the span of the vectors
L1 · · ·Lrρ
′
j,Z′(H(Z), H¯(ζ)) evaluated at 0 has dimension N
′ − s, where s is the
degeneracy of H . Hence, (36) implies that N ≤ N ′ − s, which is the inequality
claimed.
2.5. Real-analytic and C∞ Submanifolds. We now want to apply the theory
developed above to concrete submanifolds of CN and CN
′
. First, let M ⊂ CN and
M ′ ⊂ CN
′
be generic C∞-submanifolds of CN and CN
′
of codimension d and d′,
respectively. Assume that p0 ∈ M , p
′
0 ∈ M
′, and H is a holomorphic mapping
(or, more generally, a C∞-CR-mapping) defined in a neighbourhood U of p0, with
H(p0) = p
′
0 and H(U ∩M) ⊂ M
′. We write V(M) for the CR-bundle of M , i.e.
the bundle with V(M)p = CTpM ∩CT
(0,1)
p C
N .
To M andM ′ we associate formal submanifolds of CN and CN
′
, respectively, by
choosing holomorphic coordinates Z and Z ′ in CN and CN
′
, respectively, in which
p0 = 0 and p
′
0 = 0 and assigning them the ideals I ⊂ C[[Z, ζ]] and I
′ ⊂ C[[Z ′, ζ′]]
which are generated by the Taylor series of their defining functions. H corresponds
to a formal holomorphic map—by its Taylor expansion, if it is holomorphic, and
by its formal holomorphic power series (see [5], §1.7.) if it is C∞-CR. Also, a local
basis L1, . . . Ln of the CR-vector fields tangent toM gives rise (by taking the Taylor
expansion of the coefficients) to a basis for the formal CR-vector fields tangent to
the formal manifold M.
Abusing notation, we shall always use the same letters to denote the formal
object associated to a concrete object; this will cause no confusion, since the oper-
ations done on them clearly distinguish the two classes.
Choose defining functions ρ′ = (ρ′1, . . . , ρ
′
d′) for M
′ and a local basis L1, . . . , Ln
for C∞(M,V(M)). As above, for a multiindex α ∈ Nn, we write Lα = Lα11 . . . L
αn
n .
After possibly shrinking U , we can define the vector subspaces
E′k(p) = spanC{L
αρ′j,Z′(H(Z), H(Z))
∣∣
Z=p
: |α| ≤ k, 1 ≤ j ≤ d′} ⊂ CN
′
(37)
for p ∈ U . Let s(p) = N ′ − maxk dimCE
′
k(p). We can then say that H is of
degeneracy s(0) at 0, and that H is of constant degeneracy s at 0 if s(p) is con-
stant on a neighbourhood of 0 in M . By taking k0 to be the least integer for
which E′k(0) = E
′
k0
(0) for k ≥ k0, we can also define the finer invariant of (k0, s)-
degeneracy, like in Definition 13. Just as in the case of formal degeneracy, one sees
that this definition is in fact independent of the choices made, and invariant under
biholomorphic changes of coordinates in both CN and CN
′
.
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Finally, as noted above, the notion of k0-nondegeneracy makes sense for map-
pings which are a priori only assumed to be Ck0 . This was used in [12] to prove a
reflection principle, and is used in the statement of Corollary 4.
In the case of real-analytic submanifolds, we can give generic bounds on both k0
and s (under some additional assumptions), which we want to do now.
Definition 21. Let M and M ′ be connected, real-analytic, generic submanifolds of
CN and CN
′
, respectively, and H a holomorphic mapping defined on an open set
U ∈ CN containing M with H(M) ⊂M ′. For all p ∈M , let s(p) be the degeneracy
of H at p. The generic degeneracy s(H) is defined as s(H) = minp∈M s(p).
The following Lemma implies that the set of points where H is of constant
degeneracy s(H) is an open, dense subset of M .
Lemma 22. Let M , M ′, H be as in Definition 21. The set {p ∈M : s(p) > s(H)}
is real-analytic.
Proof. We only prove the the statement locally; a standard connectedness argu-
ment gives the global statement. After choosing local defining functions, the points
where the degeneracy of H is strictly bigger than s(H) is given by the vanishing of
determinants with real-analytic entries; see the arguments before (25).
The inequality 0 ≤ s(H) ≤ N ′− d′ holds trivially. The upper bound corresponding
to Lemma 20 is sharper:
Lemma 23. Let M , M ′ and H be as in Definition 21 and assume in addition that
M ′ is holomorphically nondegenerate and that H is transversal. Then 0 ≤ s(H) ≤
N ′ −N .
The proof is immediate from Lemma 20 and e.g. Theorem 11.5.1. in [5]. For
a bound on k0, assume for simplicity that 0 ∈ M , 0 ∈ M
′, and that H(M) ⊂ M ′
with H(0) = 0. Also let normal coordinates (z, w) for M and (z′, w′) for M ′ with
corresponding real-analytic functions Q : C2n+d → Cd and Q′ : C2n
′+d′ → Cd
′
(each defined and convergent in a neighbourhood of 0 ∈ C2n+d and 0 ∈ C2n
′+d′)
be chosen. That is, both Q and Q′ fulfill (7), M is given by w = Q(z, z¯, w¯)
in a neighbourhood of 0, and M ′ is given by w′ = Q′(z′, z¯′, w¯′). As in 2.3, we
write H = (f, g) and set Q′jz′
k
(f(z, w), f(z, w), g(z, w)) = φkj (z, w, z¯, w¯). If H is of
constant degeneracy s at 0, say H is (s, k0)-degenerate at 0, then after reordering
we may assume that (writing e = n′ − s) the vector valued functions
φj = (φ
1
j , . . . , φ
e
j , ej), 1 ≤ j ≤ d
′,(38)
where ej is the jth unit vector in C
d′ , are real-analytic at 0 ∈ CN ; they are clearly
linearly independent at 0, and furthermore, if we choose the basis of CR-vector
fields tangent to M
Lk =
∂
∂z¯k
+
d∑
j=1
Q¯jz¯k(z¯, z, w)
∂
∂w¯j
, 1 ≤ k ≤ d,(39)
and let Lα = Lα11 · · ·L
αn
n , then the set {L
αφj
∣∣
0
: α ∈ Nn, 1 ≤ j ≤ d′} spans CN
′−s.
Now we can complexify all of these statements. So we let M = {(z, w, χ, τ) ∈ U ⊂
Cn × Cd × Cn × Cd : τj = Q¯j(χ, z, w)} where U is a neighbourhood of 0 on which
Q is convergent be the complexification of M ; M is a holomorphic submanifold
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of codimension d in C2N . We also need the submanifold M0 of dimension n de-
fined by M0 = {(χ, τ) ∈ C
n × Cd : τj = Q¯j(χ, 0, 0)} = {(χ, 0): χ ∈ C
n}. The
complexifications of the Lk are
Lk =
∂
∂χk
+
d∑
j=1
Q¯jχk(χ, z, w)
∂
∂τj
, 1 ≤ k ≤ d,(40)
and if we denote the complexification of φj again by φj , then we have that the set
{Lαφj
∣∣
0
: α ∈ Nn, 1 ≤ j ≤ d′}, spans CN
′−s. Now note that we can restrict our
attention to M0 in this statement, since none of the Lk differentiates in z or w;
hence, we have that
spanC
{ ∂|α|
∂χα
φj(0, 0, χ, 0)
∣∣∣
χ=0
: α ∈ Nn, 1 ≤ j ≤ d′
}
= CN
′−s.(41)
We now apply e.g. Lemma 11.5.4. in [5] to conclude that generically, the derivatives
of order ≤ N ′−s−d′ suffice; which in turn implies that generically, k0 ≤ N
′−d′−s.
We summarize:
Lemma 24. Let M and M ′ be connected, real-analytic, generic submanifolds of
CN and CN
′
, respectively, and H a holomorphic mapping defined on an open set
U ∈ CN containing M with H(M) ⊂ M ′. Then there exists numbers s ≤ N ′ − d′
and k0 ≤ N
′ − d′ − s such that outside some proper real analytic subvariety of M ,
H is (k0, s)-degenerate.
3. Nondegenerate Mappings
In this section we shall discuss nondegenerate mappings. We start with the
“basic identity”, and in the next subsection, prove Theorems 1, 2, and 5.
3.1. The Basic Identity. We write K(t) = |{α ∈ NN : |α| ≤ t}| for the number
of all multiindeces of length less than t. For a multiindex α, ∂α let denote the
operator ∂
|α|
∂Zα
. The following proposition is our starting point.
Proposition 25 (Basic Identity for nondegenerate maps). Let M ⊂ CN , M ′ ⊂
CN
′
be generic formal submanifolds, H :M →M ′ a formal holomorphic map which
is k0-nondegenerate. Then there exists a formal function Ψ : C
N×CN×CK(k0)N
′
→
CN
′
(that is, if we write W for the coordinates in CK(k0)N
′
, Ψ ∈ C[[Z, ζ,W ]]N
′
)
with the property that
H(Z)−Ψ(Z, ζ, (∂βH¯(ζ)− ∂βH¯(0))0≤|β|≤k0) ∈ I
N ′ ;(42)
furthermore, Ψ depends only on M , M ′, and on the values of ∂βH(0) for β ≤ |k0|,
such that if H ′ : M → M ′ is another formal map with ∂βH(0) = ∂βH ′(0) for
|β| ≤ k0, then (42) holds with H
′ in place of H. If M and M ′ are real-analytic, Ψ
is convergent on a neighbourhood of the origin. If M and M ′ are algebraic, so is
Ψ.
Proof. Choose a basis L1, . . . , Ln of the CR-vector fields tangent to M and defin-
ing functions ρ′ = (ρ′1, . . . , ρ
′
d′). By Lemma 15, we can choose N
′ multiinde-
ces α1, . . . αN
′
and integers l1, . . . , lN
′
with 0 ≤ |αj | ≤ k0, 1 ≤ l
j ≤ d′ for all
j = 1, . . . , N ′ such that
det
(
Lα
j
ρ′lj ,Z′
k
(H(Z), H¯(ζ))
∣∣
0
)
1≤j≤N ′
1≤k≤N ′
6= 0.(43)
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We write Φj(Z, ζ,H(Z), H¯(ζ), (∂
βH¯(ζ))1≤|β|≤k0) = L
αjρ′
lj
(H(Z), H¯(ζ)) ∈ I for
1 ≤ j ≤ N ′; using the chain rule, we see that Φj ∈ C[[Z, ζ,X, Y ]][W ] where
X = (X1, . . . , XN ′) represents the Hj , Y stands for H¯ and W are variables in
C(K(k0)−1)N
′
. We make a change of variables by replacingW byW+∂βH¯(0)0≤|β|≤k0
and write again Φj in these new variables; hence, Φj(Z, ζ,H(Z), H¯(ζ), (∂
βH¯(ζ) −
∂βH¯(0))1≤|β|≤k0) ∈ I, and Φj ∈ C[[Z, ζ,X, Y ]][W ]; also, Φj depends only on M ,
M ′, and on the values of ∂βH(0) for |β| ≤ k0.
Now consider the equations
Φj(Z, ζ,X, Y,W ) = 0, 1 ≤ j ≤ N
′.(44)
We claim that this family of equations has a unique solution in X . In fact, if
we compute the Jacobian of (44) with respect to X at 0, by the definition of Φj
and using (43), we see that the Jacobian matrix (
∂Φj
∂Xk
(0))j,k is nonsingular. Hence,
by the formal implicit function theorem, there exist unique formal power series Ψj ∈
C[[Z, ζ, Y,W ]], j = 1, . . . , N ′, with Φj(Z, ζ,Ψ1(Z, ζ, Y,W ), . . . ,ΨN ′(Z, ζ, Y,W ), Y,W ) =
0.
We recall that Φj(Z, ζ,H(Z), H¯(ζ), (∂
βH¯(ζ) − ∂βH¯(0))1≤|β|≤k0) ∈ I; if we re-
place Z and ζ by a parametrization (as for example in 2.1.2) of I, say Z(x) and ζ(x),
we conclude that Φj(Z(x), ζ(x), H(Z(x)), (∂
β H¯(ζ(x)) − ∂βH¯(0))1≤|β|≤k0) = 0. It
follows that Hj(Z(x)) = Ψj(Z(x), ζ(x), H¯(ζ(x)), (∂
βH¯(ζ(x)) − ∂βH¯(0))1≤|β|≤k0),
1 ≤ j ≤ N ′. Passing back to the ring C[[Z, ζ]], we conclude that Ψ = (Ψ1, . . . ,ΨN ′)
fulfills (42).
By construction, the map Φ depends only on M , M ′, and ∂βH(0), 0 ≤ |β| ≤ k0.
The same choice of α1, . . . , αN
′
and l1, . . . lN
′
works for every other map H ′ with
∂βH ′(0) = ∂βH(0), |β| ≤ k0. Finally, if M and M
′ are real analytic or algebraic,
we can choose the defining functions and the basis of CR-vector fields to be real-
analytic (or algebraic, respectively) and the last two claims of Proposition 25 follow
since those classes of maps are closed under application of the implicit function
theorem.
We shall need some formal vector fields tangent to M , which will help us to
exploit (42). Let ρ = (ρ1, . . . , ρd) be a real-analytic defining function for M . After
renumbering, we may assume that ρζˆ =
(
∂ρj
∂ζk
)
1≤j,k≤d
is invertible; set
Sj =
∂
∂Zj
− ρZj (ρζˆ)
−1 ∂
∂ζˆ
, j = 1, . . . , N,(45)
where ∂
∂ζˆ
= ( ∂
∂ζ1
, . . . , ∂
∂ζd
)t. Then Sj is a (formal) vector field tangent to M , and
its coefficients are convergent, if M is assumed to be real-analytic, and algebraic
functions ifM is assumed to be algebraic. If for α ∈ NN we write Sα = Sα11 · · ·S
αN
N ,
then for H ∈ C[[Z]], SαH = ∂αH . Applying these vector fields repeatedly to (42)
and using the chain rule we get the following Corollary to Proposition 25.
Corollary 26. Under the assumptions of Proposition 25, the following holds: For
all α ∈ NN , there is a formal function Ψα : C
N ×CN ×CK(k0+|α|)N
′
→ CN
′
which
is polynomial in its last (K(k0 + |α|)−K(k0))N
′ entries such that
∂αH(Z)−Ψα(Z, ζ, (∂
βH¯(ζ)− ∂βH¯(0))0≤|β|≤k0 , (∂
βH¯(ζ))k0<|β|≤k0+|α|) ∈ I;
(46)
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Ψα depends only on M , M
′, and on the values of ∂βH(0) for |β| ≤ k0, such that
if H ′ : M →M ′ is another formal map with ∂βH(0) = ∂βH ′(0) for |β| ≤ k0, then
(46) holds with H ′ in place of H. If M and M ′ are real-analytic, Ψα is convergent.
If M and M ′ are algebraic, so is Ψα.
The next step is to repeatedly use (46) on the Segre sets. Recall (13a) and
(14). Hence, choosing normal coordinates Z = (z, w), ζ = (χ, τ), we have that
f(z, 0, 0, 0) = 0 for all f ∈ I. Applying this fact to (46), we conclude that
∂αH(z, 0) = Ψα(z, 0, 0, 0, 0, (∂
βH¯(0))k0<|β|≤k0+|α|).(47)
Note that the evaluation occuring causes no problems, since by Corollary 26, Ψα
is a polynomial with respect to these variables. Hence the right hand side of (47)
defines a formal map Cn → CN
′
, is convergent if M and M ′ are real-analytic,
and algebraic, if M and M ′ are algebraic. This is the case k = 0 of the following
Corollary (we are using the notation introduced before (14)):
Corollary 27. For all α ∈ NN , there exists a formal function Υk,α : C
kn → CN
′
which depends only on M , M ′, and the derivatives ∂βH(0) for |β| ≤ (k+1)k0+ |α|
such that
∂αH(vk+1(z, ξ)) = Υk,α(z, ξ).(48)
The dependence on the derivatives is as in Proposition 25: If H ′ : M → M ′ is
another formal mapping with ∂βH(0) = ∂βH ′(0) for |β| ≤ (k + 1)k0 + |α|, then
(48) holds with H ′ instead of H. If M and M ′ are real-analytic, Υk,α is convergent
on a neighbourhood of 0 ∈ Ckn. If M and M ′ are algebraic, so is Υk,α.
Proof. We note that (47) is just the case k = 0. By induction, assume the Corollary
holds for k < k′. By (46),
∂αH(vk
′+1(z′, ξ′)) = Ψα(v
k′+1(z′, ξ′), v¯k
′
(ξ′), (∂βH¯(v¯k
′
(ξ′))− ∂βH¯(0))0≤|β|≤k0 ,
(∂β(H¯(vk
′
(ξ′)))k0<|β|≤k0+|α|).
(49)
Note that the compositions occuring on the right hand side are all well defined. We
now plug the induction hypothesis (48) for k = k′−1 into (49). In fact, baring (48)
and replacing (z, ξ) by (ξ′), we get that
∂βH¯(v¯k
′
(ξ′)) = Υk′−1,β(ξ
′).(50)
Now the highest order derivative we need is |β| = k0 + |α|, which by assumption
depends on the derivatives of H of order up to (k′ + 2)k0 + |α|, which finishes the
induction.
3.2. Proof of Theorems 1, 2, and 5. We start with Theorem 1. We use Corol-
lary 27 for k = 2k1 − 1, where k1 is the integer given by Theorem 10. Since the
manifolds are assumed to be real-analytic, Υ2k1,0 is convergent in a neighbourhood
of the origin. By Theorem 10, we can choose (z0, ξ0) in this neighbourhood with
v2k1(z0, ξ0) = 0 and such that the rank of v
2k1 is N at (z0, ξ0). As in the remark
after Theorem 10, this implies that there is a holomorphic function ψ defined in a
neighbourhood of 0 ∈ CN such that ψ(0) = (z0, ξ0) and v
2k(ψ(Z)) = Z. Hence,
H(Z) = H(v2k(ψ(Z)) = Υ2k1−1,0(ψ(Z)).(51)
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Since the right hand side of (51) is convergent, so is the left hand side. This
completes the proof of Theorem 1.
Now assume that H is C∞-CR and that M and M ′ are smooth. Its associated
formal holomorphic power series is then a formal holomorphic map between the
formal submanifolds associated to M and M ′ (see the remarks in 2.5). We use
Corollary 27 for k = k1 − 1, where k1 is the integer given by Theorem 10. Now set
K = k1. Then Corollary 27 implies that
H(vk1(z, ξ)) = Υk1−1,0(z, ξ) = H
′(vk1(z, ξ)).(52)
But rk(vk) = N , which by e.g. Proposition 5.3.5. in [5] implies that H = H ′ in the
sense of equality of formal power series, which finishes the proof of Theorem 2.
Theorem 5 follows from Corollary 27 exactly like Theorem 1; we just note that
it is enough to check that H is algebraic on some open set U containing the point
p0 where H is assumed to be k0-nondegenerate.
4. Levi-nondegenerate hypersurfaces
The case N ′ = N + 1
In this section, we will assume that M and M ′ are Levi-nondegenerate (at our
distinguished points). We start with a couple of general facts.
4.1. Levi-nondegeneracy. In normal coordinates, which we choose at our distin-
guished points p0 and p
′
0, M being Levi-nondegenerate means that we can assume
Qzjχk(0, 0, 0) = δjkǫk, 1 ≤ k ≤ n,(53)
where every ǫk is either +1 or −1, and likewise for M
′. Here is an easy technical
result about the pullback of the Leviform by a map H in normal coordinates, which
we will use in the proof of Proposition 30.
Lemma 28. Let M ⊂ CN , M ′ ⊂ CN
′
be given in normal coordinates by w =
Q(z, z¯, w¯) and w′ = Q(z′, z¯′, w¯′), respectively. Assume that H = (f, g) : (CN , 0)→
(CN
′
, 0) is a formal holomorphic map, and H(M) ⊂M ′. Then
gw(0)Qzj z¯k(0) =
n′∑
r,s=1
Q′z′r z¯′s(0)frzj(0)fszk(0), 1 ≤ j, k ≤ n.(54)
To prove this, set in g(z, w) = Q′(f(z, w), f¯(χ, τ), g¯(χ, τ) τ = 0, w = Q(z, χ, 0)
to obtain g(z,Q(z, χ, 0)) = Q′(f(z,Q(z, χ, 0)), f¯(χ, 0), g¯(χ, 0)). Differentiation with
respect to zj and χk and evaluating at z = χ = 0 yields (54). This has the following
consequence:
Corollary 29. Suppose that M ⊂ CN and M ′ ⊂ CN
′
are (formal) real hypersur-
faces which are Levi-nondegenerate at p0 and p
′
0, respectively, and H : (C
N , p0)→
(CN
′
, p′0) is a (formal) holomorphic map which takes M into M
′ and is transversal
at p0. Then H is immersive.
This is easy to see using normal coordinates (which we shall choose in a way such
that p = 0 and p′ = 0). Since gzα(0) = 0, the differential of H has the following
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form:
∂H(0) =


f1z1(0) . . . f1zn(0) f1w(0)
...
...
...
fn′z1(0) . . . fn′zn(0) fn′w(0)
0 . . . 0 gw(0)

(55)
and H is immersive if this matrix has rank N . Hence, if H is transversal, H is
immersive if and only if the matrix
∂f(0) =


f1z1(0) . . . f1zn(0)
...
...
fn′z1(0) . . . fn′zn(0)

(56)
has rank n. But by (54),
gw(0)
(
Qzj z¯k(0)
)
1≤j,k≤n
= ∂f(0)
t
(
Q′z′rz¯′s(0)
)
1≤r,s≤n′
∂f(0).(57)
This implies that if H is transversal, the rank of ∂f(0) is at least n, which proves
the corollary.
4.2. The basic identity for 1-degenerate maps. From now on we shall assume
that N ′ = N + 1. Note that in the Levi-nondegenerate case,
LkQz′
j
(f(z, w), f(z, w), g(z, w))(0) = ǫ′jfjzk(0), 1 ≤ k ≤ n, 1 ≤ j ≤ n+ 1.
(58)
By Lemma 20, if N ′ = N + 1 and H is transversal, the degeneracy s of H at
p0 is either 0 or 1. In the case s = 0, we can apply Theorem 1 and 2 to obtain
Theorem 6 and 7, since by Theorem 10 we see that K ≤ 2 if the source manifold is
a hypersurface. Hence, from now on we will assume that s = 1. In this subsection,
we will develop a basic identity for 1-degenerate maps between Levi-nondegenerate
hypersurfaces. From (58) we see that in Lemma 16 we can choose αj to be the
multiindex with a 1 in the i-th spot and 0 elsewhere and reorder the z′’s, to get
that after barring (26),
∆¯(χ, τ)Q¯′χ′
n+1
(f¯(χ, τ), f(z, w), g(z, w))) −
n∑
m=1
∆¯m(χ, τ)Q¯
′
χ′m
(f¯(χ, τ), f(z, w), g(z, w))) ∈ I,
(59)
where now
∆(z, w) =
∣∣∣∣∣∣
L1Q
′
z′
1
(f, f¯ , g¯) . . . L1Q
′
z′n
(f, f¯ , g¯)
. . . . . .
LnQ
′
z′
1
(f, f¯ , g¯) . . . LnQ
′
z′n
(f, f¯ , g¯)
∣∣∣∣∣∣ (z, w, 0, w),(60)
∆¯(0) =
∣∣∣∣∣∣∣
ǫ′1f1z1(0) . . . ǫ
′
nfnz1(0)
...
...
ǫ′1f1zn(0) . . . ǫ
′
nfnzn(0)
∣∣∣∣∣∣∣ 6= 0,(61)
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∆¯m(0) = (−1)
n+m
∣∣∣∣∣∣∣∣
ǫ′1f1z1(0) . . .
̂ǫ′mfmz1(0) . . . ǫ
′
n′fn′z1(0)
...
...
...
ǫ′1f1zn(0) . . .
̂ǫ′mfmzn(0) . . . ǫ
′
n′fn′zn(0)
∣∣∣∣∣∣∣∣ .(62)
Since H maps M into M ′, the chain rule implies that we have formal functions
Φ1, . . . ,Φn such that Φj(Z, ζ,H(Z), H¯(ζ), ∂H¯(ζ)) = LjQ
′(f(z, w), f¯(χ, τ), g¯(χ, τ))
which are convergent if M and M ′ are, and are polynomial in the derivatives of H¯.
As in the proof of Proposition 25 we obtain functions Φj ∈ C[[Z, ζ,X, S,W ]] where
X,S ∈ CN+1, W ∈ C(N+1)
2
, such that
Φj(Z, ζ,H(Z), H¯(ζ), ∂H¯(ζ) − ∂H¯(0)) ∈ I.(63)
From (59) we conclude that there is a formal function Υ ∈ C[[Z, ζ,X, S, T,W ′]] such
that
Υ(Z, ζ,H(Z), H¯(ζ), H(ζ), ∂H(0, τ) − ∂H(0)) ∈ I.(64)
Φ1, . . . ,Φn,Υ only depend on M , M
′ and the derivative of H evaluated at 0, will
agree for H and H ′ with ∂H(0) = ∂H ′(0), are convergent if M and M ′ are real-
analytic, and algebraic ifM andM ′ are algebraic. Consider the system of equations
Φj(Z, ζ,X, S,W ) = 0, 1 ≤ j ≤ n,
Υ(Z, ζ,X, S, T,W ′) = 0,
XN+1 = Q
′(X ′, S),
(65)
in C[[Z, ζ,X, S, T,W,W ′]], where X = (X ′, XN+1) is the splitting corresponding to
H = (f, g). We claim that we can apply the implicit function theorem to (65) to see
that this system admits a unique solution in X . In order to compute the Jacobian
of (65) with respect to X , first note that since ΥXN+1(0, 0, 0, 0, 0) = 0 and XN+1
does not appear in any of the Φj , it is enough to show that the determinant
D =
∣∣∣∣∣∣∣∣∣
Φ1X1(0) . . . Φ1XN (0)
...
...
ΦnX1(0) . . . ΦnXN (0)
ΥX1(0) . . . ΥXN (0)
∣∣∣∣∣∣∣∣∣
(66)
is nonzero. Note that ΦkXj = ǫ
′
jfjzk(0), that ΥXj (0) = −ǫ
′
j∆¯j(0) for 1 ≤ j ≤ n
and ΥXN (0) = ǫ
′
N ∆¯(0). To simplify notation in the following argument, we write
∆(0) = −∆N(0) for ease of notation. Developing D along the last row and using
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(61) and (62) we see that
(67) D = ±

ǫ′1
∣∣∣∣∣∣∣
f2z1 . . . fn′z1
...
...
f2zn . . . fn′zn
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
f2z1 . . . fn′z1
...
...
f2zn . . . fn′zn
∣∣∣∣∣∣∣
+ ǫ′2
∣∣∣∣∣∣∣
f1z1 f3z1 . . . fn′z1
...
...
...
f1zn f3zn . . . fn′zn
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
f1z1 f3z1 . . . fn′z1
...
...
...
f1zn f3zn . . . fn′zn
∣∣∣∣∣∣∣+ . . .
· · ·+ ǫ′n′
∣∣∣∣∣∣∣
f1z1 . . . fn−1z1 fnz1
...
...
...
f1zn . . . fn−1zn fnzn
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
f1z1 . . . fn−1z1 fnz1
...
...
...
f1zn . . . fn−1zn fnzn
∣∣∣∣∣∣∣


We apply the Cauchy-Binet Formula to (67) to see that ±D is equal to the deter-
minant of

f1z1 f2z1 . . . fn′z1
...
...
...
f1zn f2zn . . . fn′zn




ǫ′1 0 . . . 0
0 ǫ′2 . . . 0
...
...
. . .
...
0 0 . . . ǫ′n′




f1z1 . . . f1zn
f2z1 . . . f2zn
...
...
fn′z1 . . . fn′zn

(68)
Now apply Lemma 28 to see that the determinant of (68) is just ±gw(0) which
we assume to be nonzero. Hence, the claim is proved, and summarizing, we have
proved the following.
Proposition 30. Let M ⊂ CN and M ′ ⊂ CN+1 be Levi-nondegenerate formal real
hypersurfaces. Let H : M →M ′ be a formal holomorphic map which is constantly
1-degenerate and transversal. Let Z = (z, w), ζ = (χ, τ) be normal coordinates for
M . Then there exists a formal function Ψ : CN ×CN ×CN+1×CN+1×CN(N+1)×
CN(N+1) → CN+1 such that
H(Z)−Ψ(Z, ζ, H¯(ζ), H(ζ), ∂H¯(ζ)− ∂H¯(0), ∂H(0, τ)− ∂H(0)) ∈ IN+1.(69)
Furthermore, Ψ depends only on M , M ′ and the first derivative of H at 0, such
that if H ′ is another map fulfilling the assumptions of the proposition with ∂H(0) =
∂H ′(0) then (69) holds with H replaced by H ′. If M and M ′ are real-analytic, Ψ is
convergent on a neighbourhood of the origin. If M and M ′ are algebraic, so is Ψ.
Differentiating this identity as in the proof of Corollary 26 we obtain the follow-
ing.
Corollary 31. Under the assumptions of Proposition 30, the following holds: For
all multiindeces α ∈ Nn, there is a formal function Ψα : C
N×CN×CN+1×CN+1×
C(K(1+|α|)−1)(N+1) × CK(|α|) × C(K(1+|α|)−1)(N+1) → CN+1 which is polynomial in
its 6th, 7th and 9th variable such that
∂αH(Z)−Ψα(Z, ζ, H¯(ζ), H(ζ), ∂H¯(ζ)− ∂H¯(0), (∂
βH¯(ζ))2≤|β|≤1+|α|,
(∂βH(ζ))1≤|β|≤|α|, ∂H(0, τ)− ∂H(0), (∂
βH(0, τ))2≤|β|≤1+|α|) ∈ I
N+1;
(70)
Ψα depends only on M , M
′, and on the first derivative of H at 0 such that if
H ′ : M → M ′ is another formal map fulfilling the assumptions of Proposition 30
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with ∂H(0) = ∂H ′(0) then (70) holds with H replaced by H ′. If M and M ′ are real
analytic, Ψα is convergent. If M and M
′ are algebraic, so is Ψα.
The main difference between (46) and (70) is that in (70) the argument (0, τ)
appears. This means that we can only iterate (69) once, and hence we can determine
H from its 2-jet at 0 only on the 2nd Segre set. This is the main reason why we
have to restrict to hypersurfaces here.
Corollary 32. Under the assumptions of Proposition 30, for all α ∈ NN there is
a formal function Υα : C
n × Cn → CN+1 such that
∂αH(z,Q(z, χ, 0)) = Υα(z, χ).(71)
Υα depends only on M , M
′ and ∂βH(0) for |β| ≤ 2 + |α| such that if H ′ is
another map fulfilling the hypotheses of Proposition 30 with ∂βH(0) = ∂βH ′(0)
for |β| ≤ 2 + |α|, then (71) holds with H replaced by H ′. If M and M ′ are real-
analytic, then Υα is convergent on a neighbourhood of 0 ∈ C
n ×Cn. If M and M ′
are algebraic, so is Υα.
The proof of this corollary is by induction just as in Corollary 26 and left to the
reader. Theorem 7 in the case s = 1 follows from Corollary 32 just as Theorem 2
follows from Corollary 26. Theorem 9 also follows easily from Corollary 32 since
by Lemma 22 we can always pass to a point where H is of constant degeneracy.
However, since we can only work on the second Segre set, we have to work a little
harder for Theorem 6. We are basically following the argument given in [2].
4.3. Proof of Theorem 6. From Corollary 32 we conclude that
H(z, w) =
∞∑
j=1
Hj(z)wj(72)
where Hj(z) = 1
j!Hwj (z, 0) is convergent. We now want to solve the equation
w = Q(z, χ, 0) for χ in w. Choose a χ0 such that the function φ(z, t) = Q(z, χ0t, 0),
which is defined in a neighbourhood of the origin in Cn × C, has a derivative in t
which is not constantly vanishing. We write
φ(z, t) =
∞∑
j=1
φj(z)t
j(73)
and define a convergent power series ψ(z, t) = t +
∑∞
j=2 Cj(z)t
j where Cj(z) =
φj(z)φ1(z)
j−2 for j ≥ 2. By the implicit function theorem, the equation w = ψ(z, t)
has a solution t = θ(z, w) which is convergent in a neighbourhood of the origin in
Cn × C. Then t = φ1(z)θ(z,
w
φ1(z)2
) solves w = Q(z, χ0t, 0). By changing θ, we can
assume that φ1(z) = A(z) is a Weierstrass polynomial. Hence we conclude that
H(z, w) = F (z,
w
A(z)2
)(74)
where F is now a function which is convergent in a neighbourhood of the origin
in CN . We expand F in the following way: F (z, t) =
∑∞
j=1 Fj(z)t
j . Comparing
coefficients in (74), we conclude that Hj(z) = Fj(z)A(z)
−2j . We now apply the
division theorem to see that
Fj(z) = Bj(z)A(z)
2j + rj(z)(75)
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where rj(z) is a (C
N+1-valued) Weierstrass polynomial of degree less than 2jp
where p is the degree of the Weierstrass polynomial A(z). Furthermore, we have
the inequality
‖Bj(z)‖ ≤ C
j‖Fj(z)‖(76)
which holds for z in a neighbourhood of the origin, with some constant C (see
e.g. [10], Theorem 6.1.1.). Since Hj is convergent, we conclude that rj is the zero
polynomial. So Hj(z) = Bj(z) and from (76) we finally conclude that H(z, w) is
convergent in a neighbourhood of the origin.
5. Strictly pseudoconvex targets
We will just indicate how to derive a basic identity in this case; the proof is
then finished by exactly the same arguments as in the Levi-nondegenerate case. By
the Chern-Moser normal form ([8]), we can in particular assume that the target
hypersurface is given in normal coordinates (z′, w′) by w′ = Q′(z′, χ′, τ ′), where
Q′(z′, χ′, τ ′) = 〈z′, χ′〉+
∑
α,β,γ
|α|,|β|≥2
cα,β,γz
′αχ′
β
τ ′
γ
.(77)
In this equation, 〈z′, χ′〉 =
∑n′
j=1 z
′
jχ
′
j = (z
′)tχ′. It follows that
LαQ′Z′(f(z, w), f¯(χ, τ), g¯(χ, τ))
∣∣
0
= Lαf¯(0).(78)
Hence, if H is constantly (k0, s) degenerate at 0, we can choose t = n
′ − s multiin-
deces α1, . . . , αt, αj ∈ Nn, |αj | ≤ k0, such that the vectors ξj = L
αj f¯(0), 1 ≤ j ≤ t
are linearly independent in Cn
′
. We extend this set to a basis ξ1, . . . , ξn′ of C
n′ . By
the Gram-Schmidt orthogonalization process, we obtain vectors v1, . . . , vn′ which
are orthonormal with respect to the standard hermitian product on Cn
′
, and a
lower triangular invertible matrix C such that V = CE, where V denotes the uni-
tary matrix with rows v1, . . . , vn′ , and E denotes the matrix with rows ξ1, . . . , ξn′ .
We change coordinates by z˜ = V z, w˜ = w. Since V is unitary, the defining func-
tion still has the form (77); in particular, (78) holds with f replaced by f˜ , and
Lαf˜(0) = V¯ Lαf¯(0). Since V¯ E = (Ct)−1 is upper triangular, it follows that we can
assume ξkj = (L
αj f¯(0))k = 0 for j > k. Note that the same change of coordinates
works for every other map whose k0-jet at the origin agrees with the k0-jet of H , if
k0 > 1.
We now start as in the proof of Proposition 25 and obtain formal functions
Φj(Z, ζ,X, Y,W ) ∈ C[[Z, ζ,X, Y,W ]], defined by Φj(Z, ζ,H(Z), H¯(ζ), (∂
βH¯(ζ) −
∂βH¯(0))|β|≤k0) = (L
αjQ′(f, f¯ , g¯))(Z, ζ), which are convergent if M and M ′ are
real-analytic and algebraic if M and M ′ are algebraic. Also note that Φj does not
depend on XN ′ .
The missing equations are supplied by Lemma 16. So we define formal functions
Υk(Z, ζ,X, Y, S, T,W
′), 1 ≤ k ≤ s, by
(79) Υj−t(Z, ζ,H(Z), H¯(ζ), H(ζ), H(0, τ), (∂
βH(0, τ)− ∂βH(0))1≤|β|≤k0) =
∆¯(χ, τ)Q¯χ′
j
(f¯(χ, τ), f(z, w), g(z, w))−
t∑
m=1
∆¯m(χ, τ)Q¯χ′m(f¯(χ, τ), f(z, w), g(z, w))
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for t + 1 ≤ j ≤ n′, and where we let ∆¯ be defined by (27) and ∆¯m be defined by
(28). Recall that the functions Υk are convergent if M and M
′ are real-analytic
and algebraic if M and M ′ are algebraic. We now claim that we can apply the
implicit function theorem to solve the system
Φj(Z, ζ,X, Y,W ) = 0, 1 ≤ j ≤ t,
Υk(Z, ζ,X, Y, S, T,W
′) = 0, 1 ≤ k ≤ s,(80)
XN ′ = Q
′(X ′, S),
uniquely in X = (X ′, XN ′). First note that ΦjXN′ (0) = ΥkXN′ (0) = 0 for
1 ≤ j ≤ t, and 1 ≤ k ≤ s. So we only need to consider the Jacobian of
(Φ1, . . . ,Φt,Υ1, . . . ,Υs) with respect to X
′ = (X1, . . . , Xn′). Now ΦjX′ (0) = ξj ,
and ΥkX′(0) = (∆¯1(0), . . . , ∆¯t(0), 0, . . . ∆¯(0), . . . , 0), where the ∆(0) appears in the
(t + k)-th spot, 1 ≤ k ≤ s. Recall that ξkj = 0, j > k, by our choice of co-
ordinates. Writing out the determinant we see that indeed the implicit function
theorem applies. This gives the desired basic identity.
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