Erlang processes run independently of each other, each using separate memory and communicating with each other by message passing. These processes, while executing different code, do so following a number of common patterns. By examining different examples of Erlang-style concurrency in client/server architectures, we identify the generic and specific parts of the code and extract the generic code to form a process skeleton. In Erlang, the most commonly used patterns have been implemented in library modules, commonly referred to as OTP behaviours. They contain the generic code framework for concurrency and error handling, simplifying the complexity of concurrent programming and protecting the developer from many common pitfalls.
Introduction
Processes in Erlang systems run concurrently in separate memory, and communicate with each other by message passing. Processes can be used for a wealth of applications, including as gateways to databases, as handlers for protocol stacks, and to manage the logging of trace messages from other processes. Although these processes handle different requests, there will be similarities in how these requests are handled. We call these similarities design patterns.
In these lecture notes, we will look at the particular example of the client/server process design pattern, abstracting out generic principles from specific examples. An experienced Erlang programmer will recognize these patterns in the design phase of the project, and so will use libraries and templates that are part of the OTP framework. Section 1 gives a brief introduction to Erlang, providing the necessary background to the rest of the chapter. Section 2 of these lecture notes introduces the concept of an Erlang process skeleton, a pattern followed by most processes irrespective of their behaviour or function. Section 3 introduces client/server behaviours in Erlang processes, using an example taken from mobile telephony. Section 4 takes this example, and re-implements it using the gen server OTP behaviour library. These lecture notes are based on the authors' book Erlang Programming, ISBN: 978-0-596-51818-9 published in 2009 by O'Reilly Media.
Erlang
This section gives a brief overview of those aspects of Erlang covered in these notes; more details of these and other aspects of Erlang and the OTP library can be found in the online documentation for the language as well as in our book.
Erlang is at basis a functional language, with no side-effects due to assignment since Erlang contains single assignment: each (instance of a) variable can only be assigned to once, so that variables assignments play the role of definitions in other languages. An example module is given now -module(factorial).
-export([fac/1]). fac(0) -> 1; fac(N) when N>0 -> Prev = fac(N-1), n*Prev.
This contains an assignment to Prev, as well as a simple case of definition by pattern matching. The clauses of the function definition are separated by semicolons, and the first head matching the argument is used. In this example, the first clause gives the factorial of zero, the second factorials of positive numbers. The body of each clause is a sequence of expressions, and the result of that clause is the final expression in the body.
Within the module functions are called in the usual way; outside, the name of the module is prepended as in factorial:fac(3). It is possible to define functions with the same name but different numbers of arguments this is called their "arity". In the export directive in the factorial module the fac function of arity one is denoted by fac/1. Erlang contains tuples (or product types) and lists. Tuples are enclosed in curly brackets, as in {ok,37}; lists in square brackets [23, 34] . The notation [X|Xs] matches a non empty list with head X and tail Xs. Identifiers beginning with a lower case letter denote atoms, which simply stand for themselves; the 'ok' in the tuple {ok,37} is an example of an atom. Atoms used in this way are often used to distinguish between different kinds of function result: as well as 'ok' results, there might be results of the form {error, ''Error string''}.
Erlang concurrency is by message passing between processes, each executing in a separate memory space. Processes are identified by process identifiers, called 'Pid's, but processes can also be registered under a name; this should only be used for long-lived, "static" processes. A message Msg is sent to a process with process id Pid thus: Pid ! Msg. A process can find out its pid by calling the
