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This paper deals with the spectral analysis of a class of selfadjoint unbounded
Jacobi matrices J with modulated entries. The entries have the form of smooth
sequences that increase to infinity multiplied by proper periodic sequences. For this
class criteria for pure absolute continuity of the spectrum or its discreteness, and
the asymptotics of generalized eigenvectors of J, are given. Some examples illus-
trating the stability zones of spectral structure are presented. © 2002 Elsevier Science (USA)
1. INTRODUCTION
Let {en}n ¥N be the canonical orthonormal basis in l2. This paper deals
with a class of tridiagonal matrices which induce densely defined operators
J acting in l2 by the formula
Jen=ln−1en−1+lnen+1+qnen, n=1, 2, ...,
where weights {ln}n ¥N and diagonal (potential) {qn}n ¥N are sequences of
real numbers and l0=0. Let S be the unilateral shift in l2 and Den=lnen,
Qen=qnen be the associated diagonal operators. We always assume that
; l−1n =+. (Carleman condition). Then J=(SD+DSg+Q). The main
goal of the payer is the spectral analysis of a sufficiently rich class of J’s
with modulated entries. Namely, we assume ln=cnmn, qn=bnrn, where
{cn}n ¥N is a periodic sequence of nonzero numbers with smallest period N,
{bn}n ¥N is also a periodic sequence of real numbers with smallest periodM,
and {mn} and {rn} are smooth sequences of real numbers with
limn mn=+., mn ] 0. The class of J’s induced by the above sequences
{ln}, {qn} provides (as will become clear) many interesting and new
examples of operators with complicated spectral behaviour with respect to
perturbation of parameters {bn}, {cn} and the parities of M and N. Our
interest in this class was partially inspired by noticing very particular but
nice examples of Jacobi matrices with linear (in n) entries discussed from
the point of view of group theory by Masson and Repka in [9] and
Edward in [8]. Unbounded Jacobi matrices also appear in recent works on
quantum optics devoted to the Jaynes–Cumming model with counterro-
tating terms [20, 21]. The paper [16] was devoted to the very special case
when M=1, mn=na, a ¥ (0, 1], rn=dmn. To some extent we continue here
considerations started in [16] and for this reason the notations used below
are close to those employed in [16]. In the present paper we try to under-
stand the results of the above articles from our point of view, i.e., the
asymptotic analysis of the transfer matrix. The mail goal of the preceding
paper was the presentation of some explicit examples of spectral phase
transition. In this paper we try to develop a sort of spectral analysis of a
sufficiently rich class of Jacobi matrices with modulated entries ln, qn.
Actually the spectral theory of selfadjoint Jacobi matrices is a vast field
which has developed rapidly in recent years. Let us mention here only a few
works related to the above mentioned topics [1, 4, 6, 7, 13–19, 29]. In this
paper we deal with spectral phase transition of the first type, i.e., in which
the space of parameters can be decomposed into separate regions where the
spectrum of a given operator is either purely absolutely continuous or
discrete. In turn, according to physical terminology spectral phase transi-
tion of the second type refers to situations with mixed spectra and the exis-
tence of mobility edges, and is even more interesting. Studies of spectral
phase transition have required applications of modern methods of spectral
analysis of J’s and elaborating new ones. For example, a sort of discrete
version of the semiclassical method (WKB asymptotics, Levinson-type
theorem) has been used. As is well known the spectral analysis of J due to
the Gilbert–Pearson theory [17] is strongly related to the study of the
asymptotic behaviour of solutions of the infinite system of equations
ln−1un−1+lnun+1+qnun=lun, n=2, 3, ..., (1.1)
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where l ¥ R. Let un :=( un−1un ) and
Bn :=1 0−ln−1l−1n 1(l−qn) l−1n 2 . (1.2)
Then (1.1) can be written as:
un+1=Bnun, n=2, 3, ... .
The matrix Bn is called the transfer matrix of (1.1). The asymptotic analysis
of the product BnBn−1 · · ·B2 was already essentially exploited in several
papers; e.g., [13–16, 27], and others.
In what follows it will always be assumed that mn, rn satisfy among
others the following conditions limn mn+1m
−1
n =1 and limn rnm
−1
n =d is
finite. Then for n=lK+j, where K=MKN is the least common multiple
of M and N, 1 [ j [K is fixed, there exist liml BlK+j :=Fj. The next func-
tion we need to describe briefly the results of the paper is defined by
PK(b, c; d) :=Tr(FK · · ·F1), where b :=(b1, ..., bM), c :=(c1, ..., cN). Note
that the parameter d is somehow redundant (being nonzero it could be
absorbed by the b −ns) but it is useful below for better understanding. Let
{b˜s} (resp. {c˜s}) be the K-periodic extension of {bs} (resp. {cs}). Denote by
Cper (resp. Bper) the diagonal matrix defined by {c˜s} (resp. db˜s}). Let us
introduce the periodic Jacobi matrix
Jper=SCper+CperSg+Bper.
Observe that PK(b, c; d) defined above is strongly related to the character-
istic polynomial dJper (l) of Jper. In fact, since (c0 :=cN)
dJper (l) :=Tr D
K
s=1
1 0
−cs−1c
−1
s
1
(l−bsd) c
−1
s
2
we have
dper(0)=PK(b, c; d).
A special case of this relation was first used in [16]. It is well known that
sac(Jper) consists of exactly K intervals [aj, bj], j=1, ..., K which can have
common end points, (in degenerate cases); see [25]. However, this does not
happen in generic situations [12]. Letting Int sac(Jper)=1 j (aj, bj), the
main result of Section 3 (Theorem 3.1) states if 0 ¥ Int sac(Jper) then J has a
pure absolutely continuous spectrum covering R under the smoothness
conditions (2.7). Moreover in Theorem 3.1 an asymptotic formula for gen-
eralized eigenvectors (solutions un of (1.1)) is given. Here in Theorem 4.2
we show that s(J) is discrete provided 0 does not belong to sac(Jper). The
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asymptotic formula of the eigenvectors of J is also given. Denote by
{rk}k ¥N the set of all eigenvalues of J ordered with respect to increasing
modulus. In Theorem 4.3 estimates of Cesaro averages of {rk} are proved.
In the particular case mn £ na, a ¥ (0, 1), we have rn £ mn. This result was
not found in [16] even in the case mn=na. Note that the point spectrum of
J can be semibounded or not semibounded depending mainly on b and c.
Finally in Section 5 we give some explicit examples illustrating various
types of spectral phase transition and stability of spectra under small
perturbations of the b −ns or c
−
ns and the periods. The methods we use in this
work are based on three main ideas.
(i) Gilbert–Pearson theory reduces the spectral analysis of J to the
asymptotic behaviour of the products Bn · · ·B2, as nQ..
(ii) The asymptotic analysis is obtained by proper application of a
discrete version of WKB asymptotics for Bn · · ·B2.
(iii) In turn K-periodicity forces us to employ the WKB approach for
K different subsequences (n=lK+j, j=1, ..., K) of the above products
which appear to be smooth in l (not in n). This means that we collect the
products into blocks of length K.
2. PREPARATORY FACTS AND CONDITIONS
In this section we discuss some conditions imposed on weights and
diagonals. These conditions are expressed in a unified form giving us the
possibility to extend the results of the present paper to a larger class of
Jacobi matrices. In what follows we shall use the class Dk of bounded
sequences (or m×m matrices) with bounded variation introduced by Stolz
in [27]. For a sequence {A(n)}n ¥N=A of m×m matrices, let DA(n)=
A(n+1)−A(n), DSA=D(D s−1A), s=2, 3, ..., and D0A=A. We say that
A ¥Dk iff ||D jA(·)|| ¥ lk/j, j=1, ..., k. Given a sequence A(s) of m×m
matrices the product <n2s=n1 A(s) is understood as A(n2) · · ·A(n1). This is
the so-called chronological product.
Recall that {cs} is a periodic sequence of nonzero real numbers of
minimal period N, and {bs} is also a periodic sequence of real numbers of
minimal period M. The K-periodic extension of the sequence {bs} (resp.
{cs}) is denoted by {b˜s} (resp. {c˜s}). For any integer 1 [ j [K the 2×2
matrix Fj is given by
Fj=1 0−c˜j−1 c˜−1j 1−db˜j c˜−1j 2 ; (2.1)
here c˜o :=c˜K.
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Let
Gs :=1 0−c˜s−1 c˜−1s 102 , Es :=100 0−db˜s c˜−1s 2 i.e., Fj=Gj+Ej.
In what follows the principal role will be played by the matrix C. :=
<Kj=1 Fj. The naturalness character of the notation will be clarified below.
In the next sections we shall need the following elementary result.
Proposition 2.1 (On the interplay between the parities ofM and N). Let
b=(b1, ..., bM) and c=(c1, ..., cN). With the above notations the function
PK(b, c; d) :=TrC. (2.2)
can be written in the following form (depending on the parities ofM and N)
(a) M arbitrary, N even:
PK(b, c; d)=Po(c)+d2P2(b, c)+· · ·+dKPK(b, c), (2.3)
where Po(c)=(−1)K/2 (a
K/N
N +a
−K/N
N ), aN :=cN−1 · · · c3c1(cN · · · c4c2)
−1, and
P2s(b, c) are homogeneous polynomials of degree 2s in b1, ..., bM.
(b) M odd, N odd:
PK(b, c; d)=dP1(b, c)+d3P3(b, c)+· · ·+dKPK(b, c), (2.4)
where P2s+1(b, c) are homogeneous polynomials of degree 2s+1 in b1, ..., bM.
(c) M even, N odd:
PK(b, c; d)=(−1)K/2 2+d2P2(b, c)+· · ·+dKPK(b, c), (2.5)
where P2s have the same meaning as above.
Proof. (a) By definition
PK(b, c; d)=Tr D
K
j=1
(Gj+Ej). (2.6)
The term Tr<Kj=1 Gj can be computed explicitly and is equal to Po(c) as K
is even. Observe that the product of an odd number of antidiagonal 2×2
matrices and any number of diagonal 2×2 matrices is again antidiagonal.
This can be checked easily because the product of antidiagonal and
diagonal matrices is again antidiagonal.
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Hence
d2s+1P2s+1(b, c)=Tr C
t2s+1 > · · · > t1
(X · · ·Et2s+1 · · ·Et1 · · ·Y)=0,
where all matrices X, ..., Y except Et2s+1 , ..., Et1 are antidiagonal. Indeed,
since K is even so K−2s−1 is odd and the above products we always mul-
tiply an odd number of antidiagonal matrices Gr by (2s+1) diagonal
matrices Eti .
(b) Since both M and N are odd, so K is also odd. Therefore K−2s
is odd.
Now
P2s(b, c)=Tr C
t2s > · · · > t1
(X · · ·Ft2s · · ·Et1 · · ·Y),
where again all matrices except Et2s , ..., Et1 are antidiagonal. Since we
multiply K−2s matrices Gr by 2s diagonal matrices Eti the products in
the above sum are again antidiagonal and so P2s(b, c)=0.
(c) By repeating the reasoning given in the proof of (a) we check that
P2s+1(b, c)=0. In turn
Po(c)=Tr 5DK
j=1
Gj6=(−1)K/2 [aK+a−1K ],
where aK=c˜K−1 c˜K−3 · · · c˜N c˜N−2 · · · c3c1(c˜K c˜K−2 · · · c˜N+1 c˜N−1 · · · c4c2)−1.
Since K is even for each c˜j from the numerator of aK one can find c˜j+N
from the denumerator of aK (the number of factors in numerator and
denumerator is the same) and so aK=1. L
As was mentioned in the Introduction the class of Jacobi matrices
considered in this paper is given by weights ln=cnmn, where {cn} is
an N-periodic sequence of nonzero, real numbers, and the diagonal
qn=bnrn, where {bn} is an M-periodic sequence of real numbers. In what
follows we always assume that mn and rn satisfy the assumptions:
(i) (mn+1mn−1)1/2 m
−1
n −1 is in D
1,
(ii) m−1n belongs to D
1
(iii) rnm
−1
n ¥D1
(iv) lim mn=+.
(2.7)
(v) lim mn+1m
−1
n =1
(vi) ;n m−1n =+. (the Carleman condition; see [3]).
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The above assumptions will play an essential role in the analysis of the
spectral properties of J.
Remark 2.2. We could avoid (iv) below. However, then the spectral
parameter l would appear in the limit matrix Fj and so PK(b, c; d) would
also depend on l. We may (and will) always assume that all ck > 0.
This results in no loss of generality since it can be achieved by a suitable
diagonal unitary equivalence of J with JŒ possessing positive c −k.
Remark 2.3. (a) If en :=mn−1m
−1
n −1 is in D
1 then {mn} satisfies (i).
(b) In turn if m−1n ¥ l2 and en ¥ l2, then {mn} satisfies (ii).
(c) If mn is increasing then (ii) holds.
Denote by (iŒ) (a stronger version of (i)) the condition (mn+1mn−1)1/2 m−1n−1
−1 is in l1. In particular condition (iŒ) implies that there exists a finite
nonzero limit d=limn mn+1m
−1
n . Next (iv) implies that d \ 1, and using (vi)
one has d=1. In other words (v) is in this case derived from the other
conditions.
Remark 2.4. The weights mn=na(1+Dn), a > 0, limn Dn=0 considered
in [12] satisfy (i) iff
C
n
|D2(Dn)+Dn+1Dn−1−D
2
n | <.
and (ii) is equivalent to the convergence of ;n |D(Dn)| n−a ; here D(Dn) :=
Dn+1−Dn and D2(Dn) is the second difference.
3. ABSOLUTELY CONTINUOUS SPECTRUM AND ASYMPTOTICS
OF GENERALIZED EIGENVECTORS
In this section we shall establish pure absolute continuity of J for the
above defined class of weights and diagonals. The results will depend in an
essential way on the parities of the periods M and N as well as on the
regularities of the weights and diagonal expressed by assumptions (i)–(vi).
The method of proof uses a reduction of the transfer matrix Bn for J to a
matrix B˜n which resembles the transfer matrix of a discrete Schrödinger
operator. The advantage of this reduction is clear because it helps to
extract the main part in the principal term of the asymptotics of the chro-
nological product of transfer matrices. It can be applied in discrete and
pure absolutely continuous cases as well.
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The first step of our analysis of products<nk=1 is based on the following
procedure relating Bk with the matrix B˜k defined as
B˜k=1 0−c˜k−1 c˜−1k m−1k (mk+1mk−1)1/2 1(mk+1m−1k )1/2 (l−qk)(c˜kmk)−12 .
The matrix B˜k resembles the transfer matrix of a discrete Schrödinger
operator (which has the form ( 0−1
1
l−qn )). This allows us (recall that
limk(mk+1m
−1
k )=1) to avoid condition mn−1m
−1
n ¥D1 for the left lower entry
of Bn and replace it by the less restrictive (i) (mn+1mn−1)1/2 m
−1
n ¥D1 ; see
Remark 2.3. Let Vk=diag(m
1/2
k−1, m
1/2
k ).
We have
Bk=V
−1
k+1B˜kVk. (3.1)
Since Vk has the obvious asymptotics Vk ’`mk ( 10 01) it is clear that (3.1)
reduces the analysis of <nk=2 Bk to the corresponding <nk=2 B˜k. This fact
will be exploited below in the proof of the following.
Theorem 3.1. Let J be a Jacobi matrix with weights ln and diagonal qn
satisfying conditions (i)–(vi). If d :=lim rnm
−1
n then J has a pure absolutely
continuous spectrum and sac(J)=R provided |PK(b, c; d)| < 2, where
PK(b, c; d)=Tr<Kj=1 Fj; see (2.1). Moreover, the generalized eigenvectors
un of (1.1) have the asymptotics
un+1=m
−1/2
n FtFt−1 · · ·F1T diag 1Dl
k=1
m+(k), D
l
k=1
m−(k)2 (I+o(1)) e,
(3.2)
where n=lK+t tends to infinity for fixed entire t ¥ [1, K], m±(s) are eigen-
values of the matrix<Kj=1 B˜sK+j,
B˜r :=diag(m
1/2
k , m
1/2
k+1) Bk diag(m
−1/2
k−1 , m
−1/2
k ),
T is the invertible 2×2 matrix diagonalizing C.=:<Kj=1 Fj, T−1C.T=
diag(m+(.), m−(.)), and e is a vector in C2.
Proof. As usual the proof is based on the Gilbert–Pearson theory
of subordinacy [17]. Observe that B˜s can be written as the sum of the
K-periodic matrix Fs and the matrix Hs given by
1 0
c˜s−1 c˜
−1
s [1−(ms+1ms−1)
1/2 m−1s ]
0
(l−b˜srs)(c˜sms)−1 (ms+1m
−1
s )
1/2+db˜sc
−1
s
2 .
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We claim that
Cl :=D
K
j=1
B˜(l−1) K+j, l=1, 2, ...
can be expressed in the form
Cl=D
K
j=1
Fj+H˜l, (3.3)
where H˜l ¥D1. This can be checked by induction on K. Let us examine the
case K=2. Assume that n is an odd number n=2(l−1)+1 (the case of
even n is similar). Then we have
Cl=B˜n+1B˜n=(F2+Hn+1)(F1+Hn), Cl+1=(F2+Hn+3)(F1+Hn+2).
By the definition of Hs it is easy to verify that ||Hn+2−Hn || belongs to l1 (by
using (ii) and (iii)). It follows that ||Cl+1−Cl || is also summable and this
proves our claim. The induction step KQK+1 is based on a similar
argument.
Now for n=(l−1) K+j, det B˜n=c˜n−1 c˜
−1
n (1+rjl), where {rjl} ¥D1 in l
by (i) and limlQ. rjl=0 by (v), j=1, ..., K. Hence (by the K-periodicity
of c˜n)
det Cl=D
K
j=1
(1+rjl)=: 1+Rl, {Rl} ¥D1 and lim
l
Rl=0. (3.4)
For the same reason C. :=<Kj=1 F(l−1) K+j does not depend on l.
Due to our assumption |TrC. |=|PK(b, c; d)| < 2, the eigenvalues m+(.)
and m−(.) of C. must be different because det C.=1. On the other hand
TrCl=TrC.+TrH˜l, where Dl :=TrH˜l ¥D1 and limlQ. Dl=0.
Therefore the eigenvalues
m±(l)=
1
2
(TrC.+Dl)±5(TrC.+Dl)24 −det Cl61/2 (3.5)
of Cl are also different and are complex conjugates for l sufficiently large
(Dl Q 0, as lQ.). By a proper choice of m+(l), m−(l) and of the corre-
sponding eigenvectors e1(l), e2(l) of Cl one can check that m±(l) ¥D1 and
es(l) ¥D1, due to the following lemma.
Lemma 3.2. Let Ml ¥Dk be a sequence of m×m matrices. Suppose that
there exists limlQ. Ml=M, where the matrix M is invertible and has a
simple spectrum. Then for a proper choice of eigenvalues m1(l), ..., mm(l) and
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the corresponding eigenvectors e1(l), ..., em(l) ofMl, for l± 1 we have
(a) ms(·) ¥Dk, s=1, ..., m.
(b) limlQ. es(l)=es, whereMes=mses and ms=limlQ. ms(l).
(c) es(·) ¥Dk coordinatewise.
Proof. We use the following fact (see [16]): if {gs(l)}
.
l=1, s=1, ..., m
belong to Dk and the function f(x1, ..., xm) belongs to Ck in a neigh-
bourhood of the point (gs, ..., gm), where gs=limlQ. gs(l) (provided these
limits exist), then the sequence f(g1(l), ..., gm(l)) also belongs to the scalar
class Dk.
Due to the formula for the eigenvalues of Ml it is clear that they are C.
functions in the entries of Ml in suitable domains by the simplicity of
s(M). From this follows immediately the statement (a), since all entries of
Ml are in Dk. Because s(M) is simple we can suppose, thatM is a diagonal
matrix without loss of generality. Now choose es(l) (for l sufficiently large)
such that its sth coordinate is identically 1. Then the spectral equation
Mles(l)=ms(l) es(l), after substituting (es(l))s=1, can be reduced to a
(m−1)×(m−1) system of linear equations for the rest of m−1 coordi-
nates, with determinant different from zero, for l± 1. This guarantees a
unique solution for the vector es(l), l± 1. The procedure can be
performed separately for s=1, ..., m. In turn, Cramer’s formulae for the
solutions and elementary facts, DkDk …Dk (put above f(x1, x2)=x1x2)
and Dk/Dk …Dk for nonzero scalar limit of the denumerator (put above
f(x1, x2)=x1x2, |x2 | \ e > 0), prove (c). Finally the construction of es(·)
gives statement (b).
A special case of Lemma 3.2 can be found in our preprint [16]. L
Diagonalization of C.+H˜l gives
C.+H˜l=Tl diag(m+(l), m−(l)) T
−1
l ; (3.6)
here Tl :=(e1(l), e2(l)) and the eigenvectors are understood as columns,
and we choose lo so large that m+(l) ] m−(l) for l \ lo. For any L=l·K
and n0=l0K we have
D
L
n=no
B˜n=D
l
k=lo
Ck=D
l
k=lo
(C.+H˜k)
=1Tl 3 Dl
k=lo+1
[diag(m+(k), m−(k)) T
−1
k Tk−1]4
×diag(m+(lo), m−(lo)) T
−1
lo
2 . (3.7)
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Now
T−1k Tk−1=(Tk−1+DTk−1)
−1 Tk−1=I+Ck, and {||Ck ||} ¥ l1
because {Tk} ¥D1. Therefore the last product in (3.7) can be written as
Tl 3 Dl
k=lo+1
[diag(m+(k), m−(k))(I+Ck)]4 diag(m+(lo), m−(lo)) T−1lo
=1 Dl
s=lo
|m+(s)|2 Tl 5Dl
k=lo
(Uk+C˜k)6 T−1lo , (3.8)
where Uk=diag(m+(k) |m+(k)|−1, m−(k) |m−(k)|−1) (as m+(k)=m−(k)), and
{||C˜k ||} ¥ l1. By an easy version of Levinson’s theorem [5, 16] we have
identically
D
l
k=lo
(Uk+C˜k)=1Dl
i=lo
Ui 2 5Dl
k=lo
31 Dk
s=lo
Us 2−1 (Uk+C˜k) 1 Dk−1
m=lo
Um 246
=1Dl
i=lo
Ui 2 5Dl
k=lo
(I+C (1)k )6 ,
where
||C (1)k ||=||C˜k ||.
Hence changing in (3.8) the factor < ls=lo |m+(s)| back to < lk=lo (Uk+C˜k)
we have
D
l
k=lo
(C.+H˜k)=Tl diag 1 Dl
k=lo
m+(k), D
l
k=lo
m−(k)2 5Dl
k=lo
(I+C (1)k )6 .
(3.9)
Finally writing Tl=T.+o(1) the asymptotics of < lk=lo (C.+H˜k) is given
by
T−1. 3diag 1 Dl
k=lo
m+(k), D
l
k=lo
m−(k)24 C(I+o(1)), (3.10)
where C is a fixed invertible matrix (depending on lo). From formulae (3.7),
(3.1), and the definition of Bn it is clear that m±(l) ] 0 for any l=1, 2, ....
Therefore we may replace l0 in (3.10) by 1.
The above asymptotics provides us formula (3.2) only for a special
sequence of natural members (L=l ·K), but due to the uniform boundness
of ||B−1k || it can be extended to arbitrary natural numbers (we leave the
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details to the reader). Finally (3.2) obviously implies that (1.1) has no
subordinated solutions because |m+(k)|=|m−(k)|, k± 1. This completes
the proof. L
4. DISCRETE SPECTRUM: ASYMPTOTICS OF PRINCIPAL AND
SUPPLEMENTARY SOLUTIONS
It turns out that the asymptotics of solutions to (1.1) described by
formula (3.2) (see Theorem 3.1) can be extended also to the case
|PK(b, c; d)| > 2. As a consequence of this asymptotics the discreteness of
s(J) will be shown provided |TrC. | > 2. Below we shall need the following
discrete version of the Levinson theorem [5, 16].
Proposition 4.1 (N. Levinson). Let A, An, Vn, and Rn be sequences of
2×2 matrices with real entries such that
(1) A is a constant, invertible matrix with two different eigenvalues
l1 ] l2 and Aei=liei ] 0 i=1, 2.
(2) {||Vn+1−Vn ||} ¥ l1 and ||Vn ||Q 0, as nQ.,
(3) {||Rn ||} ¥ l1.
Consider the infinite system of recurrence equations
xn+1=(A+Vn+Rn) xn. (4.1)
Then there exist two nonzero solutions x (1)(n), x (2)(n) of (4.1) such that
x (i)(n)=5Dn
k=p
li(k)6 (ei+o(1)), as nQ., i=1, 2, (4.2)
for some p sufficiently large. Here li(n) are the eigenvalues of A+Vn chosen
such that limnQ. li(n)=li, i=1, 2.
Actually Proposition 4.1 is only a special case of a more general result in
which condition (2) of D1 type is replaced by a more general condition of
Dk type. This will be considered in another paper. Here we only mention
that this generalization has one essential difference from Proposition 4.1.
The asymptotics in (4.2) will contain, besides the spectrum of the right
hand side of (4.1), information on the eigenvectors of (A+Vn).
In what follows we will apply Proposition 4.1 to the matrices Cl=
C.+H˜l. More precisely, we apply it in the case A=C., Vk=H˜k, Rk — 0
because H˜k ¥D1 (see Section 3). Since in our case det Cl ] 0 for all l we
can replace p in formula (4.2) by 1. Recall that the eigenvalues of
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(C.+H˜l) are m±(l). They are given by formula (3.5) in the nonelliptic case
too. According to standard terminology [11] m+(.)=m−(.) in the elliptic
case and m±(.) ¥ R in the nonelliptic (hyperbolic) situation. But now
m+(l) > 1 and m−(l) < 1 for l sufficiently large, because here |TrC. | > 2 and
det C.=1. Let C.e1=m−(.) e1 and C.e2=m+(.) e2. Using (4.2) we can
write for n=(l−1) N+j the asymptotic formula for two linearly inde-
pendent solutions u (i)n+1 of (1.1) as:
u (i)n+1=V
−1
n+1Fj · · ·F1 5Dl
k=1
m±(k)6 (ei+o(1)); (4.3)
here Fs are given by (2.1). We choose in (4.3) m−(k) for i=1 and m+(k) for
i=2. Invoking the definitions of Vn and Fj we can rewrite (4.3) as
u (i)n+1=m
−12
n D
l
k=1
m±(k) 1 0−c˜j−1 c˜−1j 1−db˜j−1 c˜−1j 2
×1 0
−c˜0 c˜
−1
1
1
−db1 c˜
−1
1
2 (ei+o(1)). (4.4)
The asymptotics of solutions given by (4.4) allows us to obtain estima-
tions of the Green matrix G(k, n; l0)=((J−l0)−1 ek, en), where l0 ¨ R and
k, n ¥N. These estimates permit us to show the compactness of (J−l0)−1.
Let uD(· , l0), uN(· , l0) be two Weyl solutions to (1.1) with l=l0 and
boundary conditions given by uD(0)=0, uD(1)=1, respectively uN(0)=1,
uN(1)=0. Denote by jN+(n, l0) the unique (by the Carleman condition)
Jost [11] solution which belongs to l2,
jN+(n, l)=u
D(n, l0)+m(l0) uN(n, l0),
where m(l) is the well-known Weyl function [2]. The Green matrix
G(k, n, l0) can be written as usual as
C(l0) uD(k< , l0) j
N
+(k> , l0), (4.5)
where K<=min(k, n), k>=max(k, n); see [2].
Using (4.4) we know that
jN+(n, l0)=O 1m−1/2n Dn
k=1
m−(k)2 , nQ.. (4.6)
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Surely uD(n, l0) must grow (l0 ¨ s(J)) and therefore again by 4.4
uD(n, l0)=O 1m−1/2n Dn
k=1
m+(k)2 , nQ.. (4.7)
Indeed, invoking the definition of Cl and using the K periodicity of c˜j we
have
D
m
l=2
m+(l) m−(l)=D
m
l=2
det Cl=D
m
l=2
1DK
j=1
det B˜(l−1) K+j 2
=D
m
l=2
5DK
j=1
c˜j−1 c˜
−1
j (m(l−1) K+j+1m(l−1) K+j+1)
1/2 m−1(l−1) K+j6
= D
mK
s=K+1
[(ms+1ms−1)1/2 m
−1
s ]
=(mmK+1m
−1
mKmkm
−1
K+1)
1/2. (4.8)
By (v) the above equalities prove the desired convergence of the left hand
side of (4.8). Using (4.5)–(4.8) we have
|G(k, n; l0)| [ C(mnmk)−1/2 D
n
s=k+1
m−(s), (4.9)
where C=C(l0) > 0 and n \ k but k is sufficiently large (here for k=n the
product<ns=k+1 m−(s) is understood to be equal to 1).
Since m−(s) [ r < 1, for s± 1 (4.9) implies that
|G(k, n; l0)| [ C1(mnmk)−1/2 r |k−n| (4.10)
for n \ k and k sufficiently large, say k \ k0. Surely the estimation (4.10)
also holds for k < k0 and k < n.
The case n < k follows by symmetry in (4.5) and so (4.10) holds for all k, n.
The estimation (4.10) implies that G(k, n; l0) can be written in the form
G(k, n; l0)=m
−1/2
k [F(k, n; l0) r
|n−k|] m−1/2n , (4.11)
where |F(k, n; l0)| [M for someM> 0 and all k, n ¥N.
It follows that the operator G induced by the matrix {G(k, n; l0)}k, n ¥N
can be expressed as the product
G=ABA, (4.12)
where A is the diagonal operator with the diagonal {m−1/2n }n ¥N and B is the
operator defined in l2 by the matrix {F(k, n; l0) r |n−k|}.
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Note that
C
k
|F(k, n; l0)| r |n−k| [ 2M(1−r)−1, n ¥N
and
C
n
|F(k, n; l0)| r |n−k| [ 2M(1−r)−1, k ¥N.
Therefore B is bounded in l2 (and ||B|| [ 2M(1−r)−1) [10].
Since A is compact (mn Q+., as nQ.) G must also be compact and
the spectrum of J is discrete.
Summing up the above considerations we have proved.
Theorem 4.2. If the weights ln and diagonal qn satisfy assumptions (2.7)
and |PK(b, c; d)| > 2 then
(a) the spectrum of J is discrete,
(b) there exist two nonzero solutions x (1)(n), x (2)(n) of the system (1.1)
such that
x (i)(n)=m−1/2n Fj · · ·F1 5Dl
s=1
m±(s)6 (ei+o(1)),
where n=lK+j, 1 [ j [K, m±(s) are the eigenvalues of Cs :=<Kj=1 B˜sK+j
and ei are the eigenvectors of C. :=limlQ. Cl.
Let {rk}k ¥N be the sequence of all the eigenvalues of J enumerated
according to increasing order of their modulus. It will be shown in
Theorem 4.3 that |rk | can be estimated from below and the Cesaro average
of the sequence {|rk |−1}, k ¥N is proportional to the Cesaro average of
{mˆk}k ¥N; here {mˆk}k ¥N stands for the increasing rearrangement of {mk}k ¥N.
Theorem 4.3. Let J be the Jacobi matrix with weights and diagonal
satisfying (2.7).
Suppose that |PK(b, c; d)| > 2. Let s(J)={rk}k ¥N, |rk | [ |rk+1 |. Then
(a) there exists a constant c > 0 such that |rk | \ cmˆ[k2]−1, k=3, ...
(b) there are positive constants c1, c2 such that
c1 C
n
k=1
mˆ−1k [ C
n
k=2
|rk |−1 [ c2 C
n
k=1
mˆ−1k , n=2, 3, ... . (4.13)
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Proof. Fix l0 ¨ R. Employing the notation given above in Theorem 4.2
we know that G=(J−l0I)−1=ABA ; see (4.12). Let {sk(A)}k ¥N, {sk(J)}k ¥N
be the sequences of singular numbers of A and J. Elementary properties of
singular numbers of operators imply that for m > 1 (r2 ] 0 since J has
simple spectrum)
|rm |−1=sm(J)−1 [ Csm((J−l0I)−1)
=Csm(ABA) [ C ||B|| s[m2]−1(A
2)=C ||B|| mˆ−1[m2]−1;
here [r] stands for the integer part of r ¥ R. This proves (a).
The proof of (b) is more complicated. First observe that for any compact
operator A1 and bounded operator B1 we have
C
m
k=1
sk(A1B1A1) [ ||B|| C
m
k=1
sk(A1)2. (4.14)
Inequality (4.13) is a simple consequence of Horn’s inequality for the
product of two operators and general inequalities for cross-norms [9].
Applying (4.14) to A1=A and B1=B we get
C
n
k=2
|rk |−1 [ ||B|| C
n
k=1
mˆ−1k . (4.15)
Formally speaking in most cases Cesaro-type estimation (4.14) is worse
than inequality (a). Let Pn be the orthogonal projection on the subspace
spanned by eigenvectors {ets}
n
s=1 (chosen from the canonical basis in l
2)
corresponding to the first singular numbers s1(A), ..., sn(A). A particular
choice of indices ts corresponds to the monotonic rearrangement of {mn}.
Then applying Theorem 5.1 [9, Chap. 2] we have
C C
n
k=2
|rk |−1 \ C
n
k=1
sk((J−l0I)−1) \ Tr[Pn(J−l0I)−1 Pn]=C
n
k=1
G(tk, tk; l0).
(4.16)
The last sum can be estimated from below by const. ;nk=1 m−1tk . Indeed,
using (4.4), (4.5), (4.8), and the invertibility of Fj, j=1, ..., K, we can write
for t± 1
G(t, t ; l0)£ m−1t ,
because Dt :=< tl=1 m+(l) m−(l) is convergent. Combining (4.15) and (4.16)
we obtain the desired estimation (;nk=1 m−1tk =;nk=1 mˆ−1k by definition). The
proof is complete. L
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As a consequence of Theorem 4.3 one can show using elementary
estimations
Corollary 4.4. If mk £ ka, a ¥ (0, 1) then |rk |£ ka.
Proof. It is easy to check that mˆk £ ka. Theorem 4.2(a) implies the
lower bound estimate |rk | \ d˜1mˆk=d1ka, d1, d˜1 > 0. Using (4.13) for any
G ¥ (0, 1) we have
C
n
k=2
|rk |−1= C
[nG]−1
k=2
|rk |−1+ C
n
k=[nG]
|rk |−1
[ (n−[nG]+1) |r[Gn] |−1+c2 C
[nG]−1
k=2
mˆ−1k .
Applying again (4.13) and mˆk £ ka we get (with the same c1, c2)
(n−[nG]+1) |r[Gn] |−1 \ c1 C
n
k=1
m−1k −c2 C
[nG−1]
k=2
mˆ−1k \ c3n1−a−c4([nG])1−a
(4.17)
for sufficiently small c3 > 0 and large c4 independent on G. For G° 1 it is
clear that the left hand side of (4.17) is greater than or equal to c5n1−a,
c5=c3−c4G1−a > 0.
Therefore
|r[Gn] | [ c−15 (n+1) na−1.
Since G has been chosen independently on n we obtain the desired
estimation. L
From the above considerations it is actually possible to obtain asympto-
tics of rn. We hope to do so in a later publication.
Note that we could not remove the modulus sign from |rk | in all the
above estimations because the sequence {rk}k ¥N can have accumulation
points at+. and −. simultaneously. This is illustrated by the following
example.
Example 4.5 (a. Nonsemiboundedness). Let mn=rn=na, a ¥ (0, 1),
bn=(−1)n, cn — 1. Recall that J=B+Q, where B=SL+LSg and
Q=diag(bnna). Choose the sequence fN=(1, ..., 1, 0, 0, ...)T, where all
coordinates with indices greater than N are equal to zero. Easy computa-
tions show that (BfN, fN) ||fN ||−2 ’ 2Na(a+1)−1 and (QfN, fN) ||fN ||−2=
O(Na−1), and so (JfN, fN) ||fN ||−2Q+., as nQ..
334 JANAS AND NABOKO
In turn for f˜N=(1, −1, 1, −1, ..., 1, −1, 0, 0, ...)T (zero coordinates for
k > N) we have (Bf˜N, f˜N) ||f˜N ||−2 ’ −2Na(a+1), (Qf˜N, f˜N) ||f˜N ||−2=
O(Na−1).
Therefore (Jf˜N, f˜N) ||f˜N ||−2Q −., as nQ..
(b. Semiboundedness). Choosing the same mn, rn, cn, and 2-periodic
sequence bn with b1b2 > 4 one can prove using the Cauchy inequality that J
is semibounded from below provided b1, b2 > 0. Actually using subordina-
tion of operators in Kato’s sense (like in [16, Sect. 4]) it is easy (again
using only the Cauchy inequality) to check that s(J) is discrete. Therefore
in the case of a discrete spectrum J can be either semibounded or not
semibounded. Recall that in the case of absolutely continuous spectrum
(see Theorem 3.1) J is never semibounded. Concerning the question of
semiboundedness of J there is an explicit answer (in the generic case) in
terms of the characteristic polynomial dJper (l). We hope to come back to
this topic in a future paper.
Remark 4.6. (Case d=0). Note that for any weights satisfying (2.7)
Proposition 2.1, Theorem 3.1, and Theorem 4.1 imply that the spectrum of
J is purely absolutely continuous and covers R provided K is odd (hence
M=1 and N odd). Really PK(b, c; 0) — 0. In turn if K is even and N is
also even (the additional condition depending on M) s(J) is discrete under
anextra (generic type) condition:c1 · · · cN−1 ] c2 · · · cN.Actually |Pk(b, c; 0)|=
aK/NN +a
−K/N
N > 2; see (2.3).
Example 4.7. Take mn=na, rn=nb, 0 < b < a [ 1. Then d=0 and
surely (2.7) is satisfied and we can easily apply Remark 4.6 by choosing
various periods ofM and N.
5. EXAMPLES OF CURVES AND SURFACES OF SPECTRAL PHASE
TRANSITION, AND STABILITY OF THEIR TOPOLOGY
In this section we present some examples illustrating the geometric
complexity of domains (zones of stable spectral structure in the space of
parameters of modulation) with fixed phase states: s(J) discrete or purely
absolutely continuous in our case. We introduce this space because the
spectral structure of J depends only on the parameters of modulation (see
(2.6)) a.e. except the phase transition points. The boundaries of these
domains correspond to the first type spectral phase transition (in suitable
regions) under small perturbation of bn’s or cn’s. The spectral situation on
the boundaries of the domains (phase transition points in the space of
parameters (b, c, d) ¥ RM×RN×R) is rather complicated and very interest-
ing. Its study requires finding new tools and we hope to consider this in a
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future paper. In what follows we always assume (except in the last
example) that the numbers M and N are fixed. The next general assump-
tion is that the diagonal {qn} does not dominate the weights ln (we say that
{qn} dominates {ln} if lim inf q
2
n(l
2
n+l
2
n−1)
−1 > 2). Otherwise, as it is easy
to prove, s(J) is discrete; see [16, Theorem 4.1]. In Proposition 5.1 we fix
all parameters of J except the bn’s, which are supposed to be small. Using
Proposition 2.1, Theorem 3.1, and Theorem 4.2 one easily proves:
Proposition 5.1. Under our assumptions (2.7) we have the following
possibility for types of spectra of J.
(a) If M is arbitrary and N is even then s(J) is discrete for the bn’s
sufficiently small (as the term P0(c) dominates the remaining ones in formula
(2.3) for PK(b, c; d)) if c1c3 · · · cN−1 ] c2c4 · · · cN
(b) if both M and N are odd then s(J) is purely absolutely continuous
for sufficiently small bn’s;
(c) ifM is even, N is odd, and d ] 0 then s(J) can be either discrete or
purely absolutely continuous depending on whether the value of
(−1)K/2 P2(b, c)=(−1) C
i < j
[b˜i(b˜j)(c˜i c˜j)−1 (c˜j−1 · · · c˜i+3 c˜i+1)
×(c˜j−1 · · · c˜i+4 c˜i+2)−1 (c˜i−2 · · · c˜j+1)(c˜i−1 · · · c˜j+2)−1]
(5.1)
is positive or negative, respectively, provided the bn’s are sufficiently small.
Again the term P2(b, c), being nonzero, dominates the remaining ones in
formula (2.5) for PK(b, c; d).
The above proposition displays the interplay between parities of M
and N. We describe in Table I the spectral structure of J in the generic
case, i.e., for almost all values of the parameters bn’s, cn’s, d provided N and
M are fixed. It happens that the answer does not depend on mn, rn under
assumptions (2.7) outside the spectral phase transition points. Recall
that the modulation of the diagonal bn’s is supposed to be sufficiently
small. The last condition is needed to dominate the higher terms in the
polynomials in d in P(b, c; d).
In order to illustrate the geometry of the regions of the stable spectrum
of J with fixed phase state we give a few simple examples.
Example 5.2. LetM=N=2, ln=cnna, a ¥ (0, 1], and qn=bnna. Then
K=2, d=1, and P2(b, c; 1)=−[c1c
−1
2 +c2c
−1
1 ]+b1b2(c1c2)
−1. For reasons
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TABLE 1
M-Period of Diagonal
Even Odd
Even
Discrete Discrete
(in generic case) (in generic case)
N-period
of Either discrete or
weights absolutely continuous
Purely absolutely
Odd (depending on the
continuous
sign of the expression
in (5.1))
of symmetry we assume below that the sign of c1 can be arbitrary and
c2=1. Let c1=t, b1b2=v. Then
P2(b, c; 1)=
v
t
−1 t+1
t
2 .
We have in the (t, v)-plane two different unbounded simply connected
domains W1 and W2 of the discrete spectrum of J corresponding to the
inequality |vt−(t+
1
t )| > 2 and two unbounded simply connected domains W˜1
and W˜2 of a purely absolutely continuous spectrum in the case
|vt−(t+
1
t )| < 2. Note that all Wk are symmetric with respect to the v-axis
(tQ −t) and “Wk are piecewise parabolic curves,
W1={(t, v): v ¥ (1,+.), |t| < (`v−1)},
so it starts from the point (0, 1) and extends to infinity becoming wider with
respect to the growing parameter v. W2 contains the whole open lower half
plane <− and the parts of <+ around (0, 0), given by {(t, v), v ¥ [0, 1),
|t| < 1−`v} and two unbounded pieces {(t, v), v ¥ [0,+.), |t| >`v+1}.
In turn W˜1 2 W˜2=R20(W¯1 2 W¯2) has the form of two symmetric pipes in
<+ extending to infinity. Additionally the vertical axis t=0 which was
formally excluded from consideration (c1=0) reduces J to the trivial case
of an infinite orthogonal sum of 2×2 matrices ( b1r2n−1m2n
m2n
b2r2n ), and therefore
s(J) is a pure point and actually discrete. From this picture we see that for
any horizontal line {(t, v0), t ¥ R}, v0 > 0 we have the following pattern: for
any v0 ] 1, s(J) is discrete for |t| sufficiently large or small and purely
absolutely continuous in the intermediate case. This is clear because for
small |t|, J becomes close to the above mentioned orthogonal sum or 2×2
matrices with a discrete spectrum. The same holds true for |t| sufficiently
large because |t|−1, J has a similar behaviour, only the numeration of 2×2
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matrices is changed. For v0=1 we have an interesting phenomenon: s(J) is
never discrete for |t| arbitrary small (except t=0) in contradistinction to
the cases where v0 ¥ R+0{1}. Recall that for v0 < 0 the spectrum of J is
always discrete. In other words if the signs of the diagonal modulation
b1, b2 are different s(J) is discrete independent of the modulation of
weights. This can be explained in a way: due to the evenness of N for t ] 1
and zero diagonal we always have a discrete spectrum, by Remark 4.6.
Therefore it is not surprising that the spectrum of J remains discrete in
most cases (except the two pipes), and also in the presence of the diagonal.
More unusual seems to be its discreteness for t=1, when s(J) is purely
absolutely continuous for zero diagonal, for arbitrary modulation of the
diagonal with different signs andM=2.
Example 5.3. An even more interesting picture of spectral phase tran-
sition appears in higher dimensional parameter space (b, c). Let M=3,
N=2, and b=(v, w, 0), c=(1, t). Suppose that mn=rn=na, a ¥ (0, 1).
Direct computation gives P6(b, c) :=Tr(F6F5 · · ·F1)=−t3+tvw+(w2+v2) t−1
+(vw−1) t−3. The above formula shows that P6(b, c)=P6(v, w, t) is an
odd function of t and so in the analysis of domains where |P6(v, w, t)| < 2
(or > 2) we can assume that t > 0.
(a) Take w=av, a > 0. Straightforward computation shows that
|P6(v, av, t)| < 2 if and only if
|t3−1| (at4+t2+a2t2+a)−1/2 < |v| < (t3+1)(at4+t2+a2t2+a)−1/2. (5.2)
Denoting the function on the right (resp. left) hand side of (5.2) by v2(t)
(resp. v1(t)) one can check that
lim
tQ 0+
v2(t)= lim
tQ 0+
v1(t)=a−1/2, (5.3)
lim
tQ.
[v2(t)−v1(t)]=0, (5.4)
but limtQ. v2(t)=limtQ. v1(t)=..
Since P6(−v, −w, t)=P6(v, w, t) we may assume that v \ 0, and so
varying a we see that in the octant v \ 0, w \ 0, t > 0 one has one
unbounded domain of parameters (v, w, t), where s(J) is purely absolutely
continuous. Due to (5.3) and (5.4) this domain shrinks as tQ 0+ or as
tQ.. Since for the point (0, 0, 1) s(J) is purely absolutely continuous
(use [16, Corollary 3.3] or [7]) the plane t=1 is special because for (v, w)
arbitrary but |v| and |w| sufficiently small (0 < (v+w)2 < 4) s(J) is always
purely absolutely continuous. This does not contradict Proposition 5.1(a)
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because c1=c2=1. Observe that the curves (v1(t), av1(t), t) and (v2(t),
av2(t), t) never intersect (v1(t) < v2(t), t > 0) and the functions v1(t), v2(t)
are monotonic in two suitable intervals.
(b) If w=av but a < 0 the picture looks different. Assume that
−1 < a < 0 (the case a < −1 can be treated similarly). Then |P6(v, av, t)| < 2
iff
(t3−1)2 < pa(t) v2 < (t3+1)2 (5.5)
and pa(t) :=at4+(1+a2) t2+a > 0. One can easily check that pa(t) > 0 iff
t ¥ ((−a)1/2, (−a)−1/2). Therefore for t ¥ (0, (−a)1/2] or t ¥ [(−a)−1/2,.),
s(J) is always discrete for w=av. In other words the situation in the
second octant {(v, w, t), v > 0, w < 0, t > 0} looks different than in the first
one. This is not so surprising because P6(v, w, t) is neither an even nor an
odd function of w. Write (5.5) in the form
|t3−1| pa(t)−1/2 < |v| < (t3+1) pa(t)−1/2 t ¥ ((−a)1/2, (−a)−1/2). (5.6)
Let
fa(t) :=|t3−1| pa(t)−1/2, ga(t) :=(t3+1) pa(t)−1/2.
We have
lim
tQ (−a)1/2+
[ga(t)−fa(t)]=+. (5.7)
and
lim
tQ (−a)−1/2
[ga(t)−fa(t)]=+.. (5.8)
Since fa(t) < ga(t), t ¥ ((−a)1/2, (−a)−1/2) it is clear that (5.6) describes in
the second octant one unbounded domain which is contained in the layer
between the two planes t=(−a)1/2, t=(−a)−1/2. Moreover, this domain
approaches the set given by |t2− 1t | < |v| < t
2+1t , as aQ 0− . Again the
functions fa(t), ga(t) are monotonic in suitable intervals and the above
domain shrinks when t tends to the critical values (−a)1/2, (a)−1/2. Observe
that for a=−1 and t ] 1, P6(v, −v, t) < −2 and s(J) is always discrete.
Note also that ((−a)1/2, (−a)−1/2)Q {1}, as aQ −1+.
Finally, in the case a=−1, t=1 we do not know the answer because
P6(v, −v, 1)=−2 (the border situation). As was mentioned above this
situation requires a new approach. Summing up we have for t ¥ R
four simply connected zones in the (v, w, t) plane where s(J) is purely
absolutely continuous and four zones where s(J) is discrete.
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The following comments seem to clarify the geometry of the domains
from the point of view of perturbation theory. First, if v2+w2 tends to {.}
then s(J) should be discrete since the diagonal dominates the weights.
Second, if tQ 0 (or tQ {.}) s(J) also becomes discrete because J is close
to the infinite orthogonal sum of diagonal matrices (see Example 5.2). In
turn in a neighborhood of (t, v, w)=(t, 0, 0) an absolutely continuous
spectrum can appear only for t=±1, because of dominating weights
and the evenness of N=2. Therefore the appearance of sac near (±1, 0, 0)
has a resonance character. This seems to be even more reasonable
for the appearance of sac near (t, v, w)=(0, a−1/2, a 1/2). Actually for
small t and v=a−1/2 the modulation of the diagonal with w=−a1/2−
(a−1/2+a3/2) t2+O(t3) (see formula for P6(b, c)) gives sac due to resonance
interplay between modulations of the weights and the diagonal. Surely the
above reasoning gives only a rough explanation of the whole picture; a
precise answer requires a detailed but elementary analysis of the character-
istic polynomials.
Remark 5.4. It is clear that 2M is a new period (not the smallest) along
with M and by a slight change of bn’s it becomes the smallest one. Hence
the odd case for the period is not stable in contrast with the even case. The
following example shows also the instability of the spectral structure of J
relative to changes of the parity of M. Actually instability due to changing
of periods is a well-known fact leading to the appearance of Cantor-like
spectra. It was a basis for the construction of almost periodic potential
theory [4, 22].
Example 5.5. Let M=3, N=1, mn=rn=na, 0 < a < 1. Take ck — 1
and e1, e2 such that e1e2 < 0. Define b=(1, −1, 0). Then Tr(F3F2F1)=0
and so by Theorem 4.2 the spectrum of J (defined for the above weights
and diagonal) is absolutely continuous. Now change M=3 to M=6, and
define the new
bŒ=(1, −1, 0, 1+e1, −1+e2, 0), c −k — 1, m −n — r −n — mn.
We have
Tr(F −6F
−
5 · · ·F
−
1)=−2+e1e2 < −2,
and applying Theorem 3.1 to the matrix JŒ corresponding to the above
{b −k}, {c
−
k}, {m
−
k}, {r
−
k} we know that s(JŒ) is discrete despite the small per-
turbation of {bk} and {ck}. Surely we can choose here e1 and e2 arbitrary
small but with different signs.
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