The regional frequency analysis is useful to estimate more accurate precipitation quantiles than the at-site frequency analysis, especially in case of regions with short record length like South Korea. In this study, the regionalization of annual maximum precipitation in South Korea was considered. The identification of homogeneous regions has a significant effect on quantile estimation in the regional frequency analysis. Various variables related to precipitation can be used to form regions. Since the type and number of variables may lead to improve the efficiency of partitioning, it is important to select those precipitation related variables, which represent most of the information from all candidate variables. Multivariate analysis techniques such as principal component analysis, factor analysis, and Procrustes analysis were used for this purpose. Finally, 33 variables were selected from the 42 candidate variables using multivariate techniques. A big loss of information due to dimension reduction was not found. Therefore, dimension reduction can promote the efficiency of cluster analysis. The selected variables can be successfully used to form regions for regional frequency analysis of annual maximum precipitation in South Korea.
accurate quantile for return periods more than 100 years. It is especially useful to South Korea with short record length. Several studies have used different type and number of variables to identify hydrologically homogeneous regions. For example, Guttman (1993) used 7 geographic and climatic variables while Mallants and Feyen (1990) did only daily precipitation data. There is no general guideline for delineating homogeneous regions.
Multivariate analysis techniques have applied to this field in recent. Zhang and Hall (2004) used some cluster analysis techniques. Dinpashoh et al. (2004) applied principal component analysis (PCA), Procrustes analysis (PA) and factor analysis (FA) to improve the effectiveness of identification of homogeneous regions.
The objective of the present study is selection of representative variables accounting for precipitation climate of South Korea by means of PCA, PA and FA.
MATERIALS AND METHODS

Study Area and station selection
The study area includes South Korea where the monsoon causes heavy rain mainly from June to September. The main rainfall is caused by typhoon and convection. Data from 60 stations over South Korea were gathered. There are 4 sites with record length less than 15 years and the data with at least one month of missing were excluded. Data from 39 climatological variables (Table 1 ) and 3 geographical ones including latitude, longitude and altitude, were obtained for 60 stations. Because the PA is an efficient method in selecting the most important variables, which preserve the configuration of whole data (Krzanowski, 1987) , it is used to find the best set of q variables.
The PA is based on PCA and singular value decomposition (SVD). . Suppose that X denotes the q n × reduced data matrix and Z is the corresponding k n × matrix of PCS. If the true dimensionality of the data is indeed k , then Y can be viewed as the true configuration , while Z is the corresponding approximate configuration based on only the q important retained variables.
Figure 1. Variable selection by Procustes analysis
The sum of squared differences between the two configurations is as follows:
In this formula, the prime ' represents transpose and is a diagonal matrix, obtained by SVD of the Y Z matrix as
where,
, I is a unit matrix. 
Factor analysis
RESULTS AND DISCUSSIONS
Selected variables
33 variables were selected by means of PA. 9 excluded variables were longitude, altitude, DP 3 , DP 4 , DP 8 , DP 9 , MDP 5 , MDP 9 and APM 9 . Eigenvalues were changed in accordance with adjustment of number of variables. Eigenvalues of 6 PCs exceeded one in using 33 variables selected by PA while those of 7 PCs did one in case of 42 variables. PC with maximum eigenvalue accounted for 32.7% of total variance before PA. The rate increased to 35.6% after PA. 6 PCs by means of PA accounted for 91.3% of total variance while 7 PCs without PA did for 89.9%. Table 2 shows eigenvalues and ratios of PCs with respect to total variance. 
Factor analysis
Representative factors should be selected by means of FA after selection of variables. At first, the number of factors is chosen by scree plot in usual. Scree plot shows the changes of eigenvales for each factor. In this study, 5 factors were found to be suitable by means of scree plot because 6 factors or more caused radical decrease in eigenvalues. Then relationship between factors and variables should be considered. Factor pattern can show which variables are represented by each factor. Table 3 shows relationship between factors and variables by factor pattern. Factor 1 has large loadings for variables from late fall to early spring. Factor 2 is related to variables corresponding to spring and early summer. Factor 3 accounts for variables for rainy season. Factor 4 is mainly close to the number of days with precipitation. Factor 5 is closely related to number of days with precipitation in May and June. Factor 5 DP 5 , DP 6
CONCLUSIONS
In this study, PA was applied to select variables for cluster analysis. 42 variables were reduced to 33 ones by means of PCA and FA. Despite of decrease in number of variables, it was found that a subset of variables preserved the information of whole data. The number of PCs could be also decreased by using a subset of variables. In cluster analysis, once the sample has been partitioned into clusters, the practitioner is often interested in identifying a small number of variables which can be used to describe cluster membership. The multivariate techniques in the present study such
