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1. Introduction
The ﬁrst deﬁnition of the fractional derivative was introduced at the end of the 19-th century by Liouville and Riemann,
but the concept of non-integer derivative and integral, as a generalization of the traditional integer order differential and
integral calculus was mentioned already in 1695 by Leibniz and L’Hospital. However, only in the late 1960s engineers started
to be interested in this idea when the fact that descriptions of some systems are more accurate in “fractional language”
appeared. Since that time fractional calculus is increasingly used to model behaviors of real systems in various ﬁelds of
science and engineering. Recently, the new results concerning the solutions for nonlinear fractional differential equations
can be found in [1–8].
One of the directions of this development is viability of fractional differential equations. The meaningful contribution in
that ﬁeld was done by J. Ciotir and A. Raˇs¸canu [9] who showed some viability results for multidimensional, time-dependent,
stochastic differential equations driven by fractional Brownian motion. They proved a type of the Nagumo Theorem on
viability inspired by the work of Nualart and Raˇs¸canu [10]. Also R.W. Ibrahim [11] established a kind of viability existence
theorems for a class of fractional differential inclusions of order n−1 < α  n in both, convex and nonconvex cases. He gave
suﬃcient conditions providing existing of at least one solution such that its values lie between values of the so-called upper
and lower solutions. The results of Ibrahim can be consider as a generalization of the work of S.M. Momani et al. [12]. The
authors investigated the analytical properties of solutions to a single-valued fractional differential equation, namely they
formulated suﬃcient conditions for existing of a solution satisfying similar condition as in Ibrahim’s work: to lie between
some solutions on a certain interval.
Another special case of viability that has been done already are results derived for positive fractional linear systems by
Kaczorek [13]. He establishes necessary and suﬃcient conditions for the positivity of fractional systems. Since the values of
these solutions are positive this is a kind of viability with the constant constrain set K deﬁned as K := Rn+ .
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[15] extend and complement the ones from [14]. The authors of [15] improve, in some sense, the results from [16]: they
applied the other method of proving as in [16] what allowed to omit the assumption of convexity of the right-hand side
of the equation in question. In [17] author considers nonlinear fractional boundary value problem with Riemann–Liouville
derivative and gives suﬃcient conditions for the existence and nonexistence of positive solutions for such a problem.
Another results in this area are due to Bai and Lü [18] who studied the existence and multiplicity of positive solutions
to nonlinear fractional differential equation boundary value problem.
It is known that classical viability theory has its origin in the statement of Nagumo [19] who solved in 1942 the viability
problem for differential equations. He formulated necessary and suﬃcient conditions guaranteeing that the solution to a
Cauchy problem will stay in a closed set. But the real expansion of the subject, involving set-valued analysis, started in
1980s and was caused mainly by such authors as J.P. Aubin [20], D. Bothe [21], T. Rzez˙uchowski, S. Plaskacz, H. Frankowska
[22], P. Cardaliaguet [23], M. Quincampoix [24], O. Cârjaˇ and I.I. Vrabie [25] and many others.
This paper studies viability properties of solutions to nonlinear fractional differential equations (with the Caputo frac-
tional derivative, see Deﬁnition 1)
c Dqt0x(t) = f
(
t, x(t)
)
, 0< q < 1, t ∈ (t0, T ], (1)
satisfying the initial condition
x(t0) = x0 ∈ Rn,
where T > t0, t0 ∈ I ⊂ R and I denotes an open interval in R. The paper is organized as follows. At the beginning we
gather some deﬁnitions and facts that are needed in the sequel. The main part of the paper concerns viability problems.
We recall a concept of a tangent cone and use it to formulate the main result of the paper, Theorem 9, that gives suﬃcient
condition for viability of a set K with respect to f from (1). Finally, we study an example, where the condition for viability
for fractional linear systems is formulated.
2. Viability problem
Deﬁnition 1. (See [26,27].) Let ϕ be deﬁned on the interval [t0, t1]. The left-sided Caputo derivative of order q and the lower
limit t0 is deﬁned through the following:
c Dqt0ϕ(t) =
1
Γ (n − q)
t∫
t0
ϕ(n)(τ )(t − τ )n−q−1 dτ , (2)
where n is a natural number satisfying n = [q] + 1 and [q] denotes the integer part of q.
Remark 2. Let q ∈ (0,1). For function ϕ given in the interval [t0, t1] the following expression
Dqt0ϕ(t) =
1
Γ (1− q)
t∫
t0
ϕ′(τ )(t − τ )−q dτ (3)
is called a left-sided fractional derivative of order q ∈ (0,1).
Let us recall that an open interval in R is denoted by I . Let us consider the fractional differential equation (with the
Caputo fractional derivative)
c Dqt0x(t) = f
(
t, x(t)
)
, 0< q < 1, t ∈ (t0, T ] ⊂ I, (4)
satisfying the initial condition
x(t0) = x0 ∈ Rn, (5)
where t0 ∈ I .
If x ∈ Cq([t0, T ],Rn) satisﬁes the initial value problem (4)–(5), it also satisﬁes the Volterra fractional integral
x(t) = x0 + 1
Γ (q)
t∫
t0
(t − s)q−1 f (s, x(s))ds, t0  t  T , (6)
and vice versa, see [28].
Similarly as for the ordinary differential equations (see [25]) one can deﬁne the viability of the subset with respect to
fractional differential equation (4).
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(t0, x0) ∈ I × K there exists T ∈ I , T > t0, such that (4) has at least one solution x : [t0, T ] → K , satisfying x(t0) = x0.
2.1. Tangent cone and its properties
The idea of viability of fractional differential equations can be expressed by use of a concept of a tangent cone. There
are many notions of tangency of a vector to a set, see for example [25, Section 2.3]. We will follow the concept of the
contingent vectors (see [29]).
Deﬁnition 4. The vector η ∈ Rn is contingent to the set K at the point x0 if
lim inf
h↓0
1
h
dist(x0 + hη; K ) = 0. (7)
The set of all vectors that are contingent to the set K at point x0 is a closed cone, see [25, Proposition 2.3.1]. This cone,
denoted by TK (x0), is called a contingent cone (Bouligand cone) to the set K at x0 ∈ K . From [25, Proposition 2.3.2] we know
that η ∈ TK (x0) if and only if for every ε > 0 there exist h ∈ (0, ε) and ph ∈ B(0, ε) such that x0 + h(η + ph) ∈ K , where
B(0, ε) denotes the closed ball in Rn centered at 0 and of radius ε > 0.
Moreover, we have the following characterization of vectors that are contingent to the set K :
Proposition 5. A vector η ∈ Rn belongs to the cone TK (x0) if and only if for every ε˜ > 0 there exist h˜ ∈ (0, ε˜) and ph˜ ∈ B(0, ε˜) with
the property x0 + h˜qΓ (q+1) · (η + ph˜) ∈ K .
Proof. Assume that η ∈ TK (x0). Then for every ε > 0 there exist h ∈ (0, ε) and ph ∈ B(0, ε) such that
x0 + h(η + ph) ∈ K . (8)
Let ε˜ > 0. Take ε = ε˜. Then there exists h ∈ (0, ε) such that (8) holds. Construct h˜ = [h ·Γ (q+1)] 1q . Since h < ε, h ·Γ (q+1) <
ε · Γ (q + 1) and consequently [h · Γ (q + 1)] 1q < [ε · Γ (q + 1)] 1q . Therefore h˜ < [ε · Γ (q + 1)] 1q < ε = ε˜. Hence h˜ < ε˜. Take
ph˜ = ph . Then ‖ph˜‖ = ‖ph‖ < ε˜. From (8) we get x0 + h˜
q
Γ (q+1) · (η + ph˜) ∈ K .
Now assume that for every ε˜ > 0 there exist h˜ ∈ (0, ε˜) and ph˜ ∈ B(0, ε˜) with the property
x0 + h˜
q
Γ (q + 1) · (η + ph˜) ∈ K . (9)
Let ε > 0. Take ε˜ = [ε · Γ (q + 1)] 1q > 0. Notice that by assumption there exist h˜ < ε˜ and ph˜ ∈ B(0, ε˜) such that (9) holds.
Put h = h˜q
Γ (q+1) . Observe that h˜ = [h ·Γ (q+ 1)]
1
q < ε˜. Then h ·Γ (q+ 1) < ε˜q and consequently h < ε˜q
Γ (q+1) = ε. Moreover, put
ph = ph˜ . Then ‖ph‖ = ‖ph˜‖ < ε˜ = [ε · Γ (q + 1)]
1
q < ε. 
Corollary 6. A vector η ∈ Rn belongs to the cone TK (x0) if and only if there exist two sequences (hm) in R+ and (pm) in Rn with
hm → 0+ and pm → 0, as m → ∞, and such that x0 + h
q
m
Γ (q+1) · (η + pm) ∈ K for each m ∈ N.
2.2. Solutions to fractional differential equations
From [7,28] and [8, Chapter 6] we know that Peano’s type local existence result holds for the initial value problem with
the Caputo fractional derivative, i.e.
Theorem 7. (See [28].) Let R0 = {(t, x): t ∈ [t0, t0 + a] ∧ ‖x− x0‖ b}. Assume that f ∈ C(R0,Rn) and ‖ f (t, x)‖ M on R0 . Then
the initial value problem (4)–(5) possesses at least one solution x(t) on t0  t  t0 + α, where α = min{a, [ bM Γ (q + 1))]
1
q }.
In order to formulate the main result of this section we need the following deﬁnition.
Deﬁnition 8. We say that a triple (σ , g, x) is an ε-approximate solution to the initial value problem (4)–(5) on the interval
[t0, T ] if for the ﬁxed ε ∈ (0,1), ρ > 0 and T > t0 there exist the nondecreasing function σ : [t0, T ] → [t0, T ], the integrable
function g : [t0, T ] → Rn and the continuous function x : [t0, T ] → Rn such that
(i) t − ε  σ(t) t for every t ∈ [t0, T ];
(ii) ‖g(t)‖ ε for every t ∈ [t0, T ];
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(iv) x(t) = x0 + 1Γ (q)
∫ t
t0
(t − s)q−1 · [ f (σ (s), x(σ (s))) + g(s)]ds for every t ∈ [t0, T ].
Let us now give the suﬃcient condition for viability of the set K . We mimic the ideas given in [25, Theorem 3.1.1].
Theorem 9. Let K ⊂ Rn be a nonempty and locally closed set and let f : I × K → Rn be a vector-valued continuous function. If
f (t0, x0) ∈ TK (x0) for every (t0, x0) ∈ I × K , then K is fractionally viable with respect to f .
Proof. Let (t0, x0) ∈ I × K be arbitrary and T ∈ I , T > t0. Since K is locally closed, there exists ρ > 0 such that B(x0,ρ) ∩ K
is closed. The continuity of f implies its boundedness on [t0, T ] × B(x0,ρ), so there exists M > 0 such that∥∥ f (t, x)∥∥ M, (10)
for every t ∈ [t0, T ] and x ∈ B(x0,ρ) ∩ K . Diminishing T > t0, if necessary, we have
(T − t0)q
Γ (q + 1) · (M + 1) ρ. (11)
Let ε ∈ (0,1). Since for every (t0, x0) ∈ I × K , f (t0, x0) ∈ TK (x0), from Proposition 5 there exist c ∈ (t0, T ], c − t0  ε and
p ∈ Rn with ‖p‖ ε such that
x(c) := x0 + (c − t0)
q
Γ (q + 1)
(
f (t0, x0) + p
) ∈ K .
Let us deﬁne the functions σ : [t0, c] → [t0, c], g : [t0, c] → Rn and x : [t0, c] → Rn by⎧⎪⎪⎨
⎪⎪⎩
σ(t) = t0, for t ∈ [t0, c],
g(t) = p, for t ∈ [t0, c],
x(t) = x0 + (t − t0)
q
Γ (q + 1)
(
f (t0, x0) + p
)
, for t ∈ [t0, c].
Note that for t ∈ [t0, c], x(σ (t)) = x0 ∈ B(x0,ρ) ∩ K and from assumption x(c) ∈ K . Let us prove that x(c) ∈ B(x0,ρ). By (10)
and (11) we get
∥∥x(c) − x0∥∥=
∥∥∥∥ (c − t0)qΓ (q + 1)
(
f (t0, x0) + p
)∥∥∥∥ (T − t0)qΓ (q + 1) (M + 1) ρ,
so x(c) ∈ B(x0,ρ) ∩ K . Therefore x satisﬁes (iii). Obviously, conditions (i), (ii) and (iv) are also satisﬁed so (σ , g, x) is an
ε-approximate solution to the initial value problem (4)–(5) on the interval [t0, c].
Now we prove the existence of an ε-approximate solution to the initial value problem (4)–(5) on the whole interval
[t0, T ]. The method and steps that we are using here are similar also to those presented in [7,8]. The difference herein
is that we prove the existence of ε-approximate solution to the initial value problem. For us it is important to check all
needed inequalities in details for this new deﬁnition concerning fractional differential equations.
Let S be the set of all ε-approximate solutions to the initial value problem (4)–(5) deﬁned on the interval [t0, c] with
c ∈ (t0, T ]. On S we deﬁne the relation “” by (σ1, g1, x1)  (σ2, g2, x2) if [t0, c1] ⊆ [t0, c2] and the two ε-approximate
solutions coincide on the common part of the domains.
Let ((σm, gm, xm))m be an increasing sequence deﬁned on [t0, cm], and let c∗ = limm cm . Clearly, c∗ ∈ (t0, T ]. Let us now
prove the existence of limm→∞ xm(cm). Note that for each m,k ∈ N, m k, we have σm(s) = σk(s), gm(s) = gk(s) and xm(s) =
xk(s) for all s ∈ [t0, cm]. Moreover, cm−ε  σm(cm) cm . Since xm(t) := x0+ 1Γ (q)
∫ t
t0
(t− s)q−1 · [ f (σm(s), xm(σm(s)))+ g(s)]ds,
we have
∥∥xk(ck) − xm(cm)∥∥= 1
Γ (q)
·
∥∥∥∥∥
ck∫
t0
(ck − s)q−1 ·
[
f
(
σk(s), xk
(
σk(s)
))+ g(s)]ds
−
cm∫
t0
(cm − s)q−1 ·
[
f
(
σm(s), xm
(
σm(s)
))+ g(s)]ds
∥∥∥∥∥
= 1
Γ (q)
·
∥∥∥∥∥
cm∫ [
(ck − s)q−1 − (cm − s)q−1
] · [ f (σm(s), xm(σm(s)))+ g(s)]ds
t0
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ck∫
cm
(ck − s)q−1
[
f
(
σk(s), xk
(
σm(s)
))+ g(s)]ds
∥∥∥∥∥
 M + ε
Γ (q)
·
∣∣∣∣∣
cm∫
t0
[
(ck − s)q−1 − (cm − s)q−1
]
ds +
ck∫
cm
(ck − s)q−1 ds
∣∣∣∣∣
= M + ε
Γ (q)
·
∣∣∣∣∣
ck∫
t0
(ck − s)q−1 ds −
cm∫
t0
(cm − s)q−1 ds
∣∣∣∣∣
= M + ε
Γ (q + 1) ·
∣∣(ck − t0)q − (cm − t0)q∣∣
for every k,m ∈ N. We know that limm cm = c∗ , so limm(cm − t0)q = (c∗ − t0)q . Then for |(ck − t0)q − (cm − t0)q| Γ (1+q)M+ε · ε1
we get ‖xk(ck) − xm(cm)‖ ε1, what proves the existence of limm→∞ xm(cm). Note that∥∥xm(cm) − x0∥∥ M + 1
Γ (q + 1) · (cm − t0)
q  M + 1
Γ (q + 1) · (T − t0)
q  ρ,
so xm(cm) ∈ B(x0,ρ) ∩ K . The set B(x0,ρ) ∩ K is closed, so limm→∞ xm(cm) ∈ B(x0,ρ) ∩ K .
Note that all the functions in the set {σm: m ∈ N} are nondecreasing with values in [t0, c∗] and satisfy σm(cm) σk(ck)
for every m,k ∈ N with m  k. Hence there exists limm→∞ σm(cm) and this limit belongs to [t0, c∗]. Therefore the triple of
functions (σ ∗, g∗, x∗) : [t0, c∗] → [t0, c∗] ×Rn ×Rn can be deﬁned by
σ ∗(t) =
{
σm(t), for t ∈ [t0, cm], m ∈ N,
limm→∞ σm(cm), for t = c∗, (12a)
g∗(t) =
{
gm(t), for t ∈ [t0, cm], m ∈ N,
0, for t = c∗, (12b)
x∗(t) =
{
xm(t), for t ∈ [t0, cm], m ∈ N,
limm→∞ xm(cm), for t = c∗. (12c)
One can see that (σ ∗, g∗, x∗) is an ε-approximate solution and for all m ∈ N
(σm, gm, xm)
(
σ ∗, g∗, x∗
)
.
Let us deﬁne the function M : S → R∪{+∞} by M((σ , g, x)) = c, where (σ , g, x) is deﬁned on [t0, c]. Then by the Brezis–
Browder Theorem1 S consists of at least one M-maximal element (σ¯ , g¯, x¯) deﬁned on [t0, c¯], i.e. for every (σ˜ , g˜, x˜) ∈ S
such that (σ¯ , g¯, x¯) (σ˜ , g˜, x˜) we have M((σ¯ , g¯, x¯)) = M((σ˜ , g˜, x˜)), what means that c¯ = c˜.
Assume that c¯ < T . Then taking into account the fact that x¯(c¯) ∈ B(x0,ρ) ∩ K we deduce that
∥∥x¯(c¯) − x0∥∥= 1
Γ (q)
∥∥∥∥∥
c¯∫
t0
(c¯ − s)q−1[ f (σ¯ (s), x¯(σ¯ (s)))+ g¯(s)]ds
∥∥∥∥∥
 1
Γ (q)
c¯∫
t0
(c¯ − s)q−1[∥∥ f (σ¯ (s), x¯(σ¯ (s)))∥∥+ ∥∥g¯(s)∥∥]ds
 M + ε
Γ (q + 1) (c¯ − t0)
q  M + 1
Γ (q + 1) (c¯ − t0)
q
<
M + 1
Γ (q + 1) (T − t0)
q  ρ. (13)
Since x¯(c¯) ∈ K and f (c¯, x¯(c¯)) ∈ TK (x¯(c¯)), there exist δ ∈ (0, T − c¯), δ  ε and p ∈ Rn such that ‖p‖ ε and
x¯(c¯) + δ
q
Γ (q + 1)
(
f
(
c¯, x¯(c¯)
)+ p) ∈ K .
1 Brezis–Browder Theorem. Let S be a nonempty set, a preorder on S and let M : S → R∪ {+∞} be a function. Suppose that: (a) for any increasing sequence
(ξk)k ∈ S, there exists some η ∈ S such that ξk  η for all k ∈ N; (b) the function M increasing.
Then for each ξ ∈ S there exists an M-maximal element ξ¯ ∈ S satisfying ξ  ξ¯ .
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(
f
(
c¯, x¯(c¯)
)+ p)− x0
∥∥∥∥ ρ.
Let us deﬁne the functions σˆ : [t0, c¯ + δ] → [t0, c¯ + δ] and gˆ : [t0, c¯ + δ] → Rn by
σˆ (t) =
{
σ¯ (t), for t ∈ [t0, c¯],
c¯, for t ∈ (c¯, c¯ + δ], (14a)
gˆ(t) =
{
g¯(t), for t ∈ [t0, c¯],
p, for t ∈ (c¯, c¯ + δ]. (14b)
Clearly, gˆ is integrable on [t0, c¯ + δ] and ‖gˆ(t)‖ ε for every t ∈ [t0, c¯ + δ]. Moreover, σˆ (t) ∈ [t0, c¯] for every t ∈ [t0, c¯ + δ].
Therefore x¯(σˆ (t)) is well deﬁned and x¯(σˆ (t)) ∈ B(x0,ρ) ∩ K . We can deﬁne xˆ : [t0, c¯ + δ] → Rn by
xˆ(t) = x0 + 1
Γ (q)
t∫
t0
(t − s)q−1[ f (σˆ (s), x¯(σˆ (s)))+ gˆ(s)]ds
for every t ∈ [t0, c¯ + δ]. Note that xˆ(t) = x¯(t) for t ∈ [t0, c¯] and xˆ, σˆ and gˆ satisfy conditions in (i) and (ii). Observe that
xˆ(t) =
{
x¯(t), for t ∈ [t0, c¯],
x¯(c¯) + (t−c¯)q
Γ (q+1) ( f (c¯, x¯(c¯)) + p), for t ∈ (c¯, c¯ + δ].
Then xˆ satisﬁes the equation in (iv). Since
xˆ
(
σˆ (t)
)= { x¯(σˆ (t)), for t ∈ [t0, c¯],
x¯(c¯), for t ∈ (c¯, c¯ + δ],
it follows that xˆ(σˆ (t)) ∈ B(x0,ρ) ∩ K . From the choice of δ and p we have both xˆ(c¯ + δ) = x¯(c¯) + δqΓ (q+1) [ f (c¯, x¯(c¯)) + p] ∈ K
and
∥∥xˆ(c¯ + δ) − x0∥∥=
∥∥∥∥x¯(c¯) + δqΓ (q + 1)
[
f
(
c¯, x¯(c¯)
)+ p]− x0
∥∥∥∥ ρ
and consequently xˆ satisﬁes (iii). Thus (σˆ , gˆ, xˆ) ∈ S . Since (σ¯ , g¯, x¯) (σˆ , gˆ, xˆ) and c¯ < c¯ + δ, it follows that (σ¯ , g¯, x¯) is not
M-maximal element, so we get the contradiction, which can be eliminated only if each maximal element in the set S is
deﬁned on [t0, T ]. Therefore the existence of an ε-approximate solution deﬁned on the whole interval [t0, T ] was proved.
Let (εk)k∈N be a decreasing sequence such that εk ∈ (0,1) and limk→∞ εk = 0. Let ((σk, gk, xk))k∈N be a sequence of
εk-approximate solutions deﬁned on the interval [t0, T ]. From (i) and (ii) we get the following uniform convergence on
[t0, T ]:
lim
k→∞
σk(t) = t, (15a)
lim
k→∞
gk(t) = 0. (15b)
From (iii) and (iv) and (11) we get∥∥xk(t)∥∥ ∥∥xk(t) − x0∥∥+ ‖x0‖
= 1
Γ (q)
·
∥∥∥∥∥
t∫
t0
(t − s)q−1 · [ f (σk(s), xk(σk(s)))+ g(s)]ds
∥∥∥∥∥+ ‖x0‖
 1
Γ (q)
·
t∫
t0
(t − s)q−1 · [∥∥ f (σk(s), xk(σk(s)))∥∥+ ∥∥g(s)∥∥]ds + ‖x0‖
 M + εk
Γ (q)
·
t∫
t0
(t − s)q−1 ds + ‖x0‖ M + 1
Γ (q + 1) · (t − t0)
q + ‖x0‖
 M + 1 · (T − t0)q + ‖x0‖ ρ + ‖x0‖
Γ (q + 1)
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we get∥∥xk(t1) − xk(t2)∥∥= ∥∥xk(t1) − x0 − xk(t2) + x0∥∥
= 1
Γ (q)
·
∥∥∥∥∥
t1∫
t0
(t1 − s)q−1 ·
[
f
(
s, xk(s)
)+ g(s)]ds −
t2∫
t0
(t2 − s)q−1 ·
[
f
(
s, xk(s)
)+ g(s)]ds
∥∥∥∥∥
= 1
Γ (q)
·
∥∥∥∥∥
t1∫
t0
[
(t1 − s)q−1 − (t2 − s)q−1
] · [ f (s, xk(s))+ g(s)]ds
−
t2∫
t1
(t2 − s)q−1
[
f
(
s, xk(s)
)+ g(s)]ds
∥∥∥∥∥
 M + εk
Γ (q)
·
∣∣∣∣∣
t1∫
t0
[
(t1 − s)q−1 − (t2 − s)q−1
]
ds +
t2∫
t1
(t2 − s)q−1 ds
∣∣∣∣∣
 M + 1
Γ (q + 1) ·
∣∣(t1 − t0)q − (t2 − t0)q + 2(t2 − t1)q∣∣
= M + 1
Γ (q + 1) · 2(t2 − t1)
q < 
provided |t2 − t1|  δ = [ Γ (q+1)2(M+1) ]
1
q . Hence the sequence (xk)k∈N is equicontinuous on [t0, T ]. Since the sequence (xk)k∈N
is bounded and equicontinuous, it has a uniformly convergent subsequence by the Arzelà–Ascoli Theorem. Hence (xki )ki
is uniformly convergent on [t0, T ] to a function x : [t0, T ] → Rn . Taking into account the fact that B(x0,ρ) ∩ K is closed,
xk(σk(t)) ∈ B(x0,ρ) ∩ K , xk(T ) ∈ B(x0,ρ) ∩ K and condition (15) we deduce that x(t) ∈ B(x0,ρ) ∩ K for every t ∈ [t0, T ].
Then for every t ∈ [t0, T ] we have
lim
ki→∞
xki (t) = limki→∞
(
x0 + 1
Γ (q)
·
t∫
t0
(t − s)q−1 · [ f (σki (s), xki (σki (s)))+ g(s)]ds
)
= x0 + 1
Γ (q)
·
t∫
t0
(t − s)q−1 · f (s, x(s))ds = x(t).
Therefore we show that there exists a solution to the initial value problem (4)–(5) on the interval [t0, T ] such that x(t) =
x0 + 1Γ (q) ·
∫ t
t0
(t − s)q−1 · f (s, x(s))ds ∈ K for all t ∈ [t0, T ] and by Deﬁnition 3 the set K is fractionally viable with respect
to f . 
3. Positive solutions
Observe that for K = Rn+: TK (x0) =Rn+ .
Corollary 10. Let K =Rn+ and f be continuous. If f (t0, x0) 0 for all (t0, x0) ∈ I × K , then there exists a positive solution on I .
Example 11. As we mentioned in the introduction it is possible to consider special application of viability for positive
systems. Such idea is considered in [30,31]. In this case we consider the continuous-time fractional linear system described
by the state space equation: c Dqt0x(t) = Ax(t) with q ∈ (0,1) and x(t) ∈ Rn as the state and with constant matrix A ∈ Rn×n .
Then the solution to the initial value problem with an initial condition x(0) = x0 is the following:
x(t) = Eq
(
Atq
) · x0,
where Eq(Atq) :=∑∞k=0 Ak tkqΓ (kq+1) is the Mittag–Leﬄer matrix function and Γ (x) = ∫ +∞0 e−ttx−1 dt is the gamma function.
The fractional system is called positive if and only if x(t) ∈ Rn+ for t  0 for any initial conditions x0 ∈ Rn+ . If f (t0, x0) =
Ax0 ∈ TK (x0) for every (t0, x0) ∈ I × K , then it is easy to show that A is a Metzler matrix, i.e. if its off-diagonal entries are
nonnegative: aij  0 for i = j. For that we need to take special initial conditions: x(t0) = ek the k-th column unit vector. Let
E. Girejko et al. / J. Math. Anal. Appl. 381 (2011) 146–154 153ε > 0. Then there exist h ∈ (0, ε) and ph ∈ B(0, ε) such that x0 + hqΓ (1+q) · (η + ph) ∈ K . Then we have that Ax0 is the k-th
column of A and for f (t0, x0) = Ax0 ∈ TK (x0) we need:
1+ h
q
Γ (q + 1) (akk + pk,h) 0, (16)
hq
Γ (q + 1) (aik + pi,h) 0, i = k. (17)
As from (17) and pi,h being small enough for any ε it holds that aik + pi,h  0. Hence it directly follows that aik  0,
i = k. Inequality (16) is also satisﬁed if akk  0. In the case when akk < 0 we need to take h  min{( Γ (q+1)−akk )
1
q , ε}. Then
h ( Γ (q+1)−akk )
1
q and then for any pk,h > 0 we have inequality (16) satisﬁed.
And oppositely if A is a Metzler matrix we can show that there exist h ∈ (0, ε) and ph ∈ B(0, ε) such that x0 + hqΓ (1+q) ·
(x0 + ph) ∈ K . Indeed for each k = 1, . . . ,n we have that x0k + hqΓ (1+q) · ((Ax0)k + pk,h)  x0k + h
q
Γ (1+q) · (akkx0k + pk,h).
And taking again h  min{( Γ (q+1)−akk )
1
q , ε} we get that for any nonnegative pk,h: x0k + hqΓ (1+q) · (akkx0k + pk,h)  0. Hence
x0 + hqΓ (1+q) · (Ax0 + ph) ∈ K . So we showed that A is a Metzler matrix if and only if f (t0, x0) = Ax0 ∈ TK (x0).
It is of course a special linear case in which the fractional type of the system is not important and we get also necessity
for K being fractionally viable. Moreover, from the theory of linear systems it follows that for t  t0 we have solutions
staying in K if A is a Metzler matrix. Thus we get that K = Rn+ is fractionally viable if and only if Ax0 ∈ TK (x0).
4. Conclusions
In the paper we proved the suﬃcient condition for the existence of viable solutions of nonlinear fractional differential
equations with the Caputo fractional derivative. Our future work will be devoted to formulate conditions that guarantee
existence of viable solutions for Riemann–Liouville fractional differential equations or sequential derivative as well as nec-
essary conditions of viability for fractional differential equations.
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