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Abstract
Process improvement in milling through improved understanding of machining
dynamics is an on-going research endeavor. The objective of this project is to advance
digital modeling of the milling process by incorporating tool-specific geometry in the
machining analysis. Structured light scanning is used to perform tool geometry
measurements and produce a three-dimensional (3D) model. The 3D model data includes
the spatial location of the cutting edges, as well as the rake and relief profiles from the
tool cross section. To obtain the mechanistic cutting force model, which relates the
commanded chip area to the force components, two approaches are used. First, milling
force data is measured and a linear regression is used to extract the model coefficients.
Second, the rake and relief profiles from the scanned 3D model are imported, together
with the work material flow stress model, into a finite element analysis of orthogonal (twodimensional, or 2D) cutting. The predicted forces are used to calculate the force model
coefficients. The force model coefficients and the location of the cutting edges, as well as
the tool-holder-spindle-machine structural dynamics, are incorporated in a time domain
simulation that is used to predict the milling forces. Cutting tests are performed to validate
the performance predictions for this digital modeling approach.
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Chapter One
Introduction
Advancements

in

machining

dynamics research

have

led

to

process

improvements and increased productivity. Milling, which makes up roughly 40% of
machining operations [1], has been a focus of this on-going research endeavor. To
determine optimal machining parameters for milling processes, the following must be
known:
•

structural dynamics of the tool-holder-spindle-machine system – describes the
vibration response at the cutting tool’s free end

•

force model (dependent on tool geometry and workpiece material) – describes
the relationship between the cutting forces and milling parameters.

•

tool geometry – describes the cutting edge locations that define the chip
thickness and width, which are required for the force model.

While the force and vibration response, and therefore the milling stability and
optimal machining parameters, can be modeled and predicted for standard geometry
endmills, this is not easily done for endmills with non-standard cutting edge geometries.
The locations of the cutting edges are required to accurately predict milling behavior. For
standard endmills, this information can be calculated from known tool specifications, such
as diameter, helix angle, and number of teeth. For non-standard geometry endmills with
variable helix angles and unequal teeth spacing, on the other hand, this information is not
easily determined or readily available.
The research objective is to advance the accuracy and capability of milling process
modeling by using structured light scanning to identify the cutting edge geometry. This
includes determining the location of the cutting edges and also the cross-sectional rake
and relief profiles for the cutting edges. To enable digital force prediction, the cutting force
model is also required. The mechanistic cutting force model, which relates the
commanded chip area to the force components, is identified using two approaches. First,
milling force data is measured and a fitting algorithm is used to extract the model
coefficients. Second, the rake and relief profiles from the scanned 3D model are imported,
1

together with the work material flow stress model, into a finite element analysis of
orthogonal (two-dimensional, or 2D) cutting. The predicted forces are used to calculate
the force model coefficients. The location of the cutting edges, force model, and structural
dynamics are incorporated into a time domain simulation that is used to predict the milling
forces. Cutting tests are performed for comparison with the predicted milling behavior.
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Chapter Two
Literature review
Modeling of machining operations has received continuous international attention
since the mid-20th century [2-4]. An important aspect of machining performance prediction
is modeling the cutting force. As described in [2], a mechanistic approach may be applied
where the cutting force components are predicted using the commanded chip area and
lumped parameter cutting force coefficients that capture the complicated chip formation
process. These cutting force coefficients are derived empirically through cutting tests and
are dependent on the tool geometry, workpiece material, and machining parameters. Two
methods for determining the cutting force coefficients are the average force, linear
regression method [2] and the instantaneous force, nonlinear optimization method [3].
Both methods were compared by Rubeo and Schmitz [3].
Because the force model depends on the end mill geometry, several researchers
have studied the influence of end mill geometry on machining performance. For example,
multiple authors have modeled the performance of indexable cutters, which are
considered in this study. Fu et al. predicted the forces in face milling for various cutting
conditions and cutter geometries [4]. Kim and Ehmann simulated the static and dynamic
cutting forces in face milling [5]. Zheng et al. modeled face milling as the simultaneous
action of multiple single point cutting tools [6]. Engin and Altintas presented a generalized
indexable cutter model for predicting cutting force, vibration, surface finish, and stability
in milling, where the cutting edge locations were defined mathematically [7-8].
Authors have also examined non-standard cutting edge geometries. Wang and
Yang [9] presented force models in the angle and frequency domains for a cylindrical
roughing endmill with sinusoidal cutting edges. Merdol and Altintas [10] modeled the
serration profile by fitting points along a cubic spline projected on the helical flutes. This
geometric model was used to generate a time domain milling model. Dombovari et al.
[11] used the semi-discretization method to analyze the stability of serrated endmills.
Later, he and others created general models for various tool geometries [12-13]. Koca
and Budak [14] used a linear edge-force model and the semi-discretization method for
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force and stability modeling and optimized the serration waveform shape to reduce milling
forces and increase stability. Grabowski et al. [15] extended their mechanistic model to
calculate the process forces of serrated endmills. Tehranizadeh and Budak [16] proposed
a genetic algorithm to optimize the design of serration shapes. No et al. used structured
light scanning to perform force and stability modeling for non-standard geometry endmills
[17-18].
Structured light scanning enables the geometric reconstruction of threedimensional (3D) shapes by projecting a (known) light pattern on the surface and imaging
the distorted pattern. In the projection method, a pattern of incoherent light (typically
equally spaced stripes produced by a liquid crystal display or digital light projector) is
transmitted to the surface under test and the reflected image is recorded by, typically, a
pair of CCD cameras positioned on opposite sides of the projector [19-29]. Structured
light scanning has been used for various tasks such as 3D facial recognition, cosmetic
surgery, and documentation of archaeological finds. In manufacturing, it is used to inspect
parts for quality assurance and also provides reverse engineering capabilities [30-32].
The use of the finite element method for machining modelling has been a valuable
tool for understanding and describing the material removal process. It is used to model
chip formations (e.g. continuous, discontinuous, segmented) and predict the forces,
temperatures, and stresses involved in various metal cutting operations; which greatly
reduces the time, materials, and energy need to perform trial-and-error cutting test [33].
Researchers have looked at different numerical formulations (e.g. Eulerian, Lagrangian,
Arbitrary Lagrangian-Eulerian), material models (e.g. Johnson-Cook, Oxley, ZerilliArmstrong), and cutting materials and parameters. While there are a variety of different
2D and 3D cutting simulations, 2D orthogonal cutting simulations have been a popular
choice for research and experiment due to its simplicity in describing and analysing the
metal cutting process. A comprehensive bibliography of finite element analysis for
machining simulation is presented by Mackerle [34-35].
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Chapter Three
Materials and methods
Structured light scanning
A primary challenge associated with modeling the performance of non-standard
edge geometry endmills is that the design details are not generally available from the
manufacturer (i.e., the design is considered proprietary). To overcome this obstacle, the
reverse engineering capabilities made possible by scanning metrology is leveraged here.
One strategy for collecting point clouds from complex surfaces to develop the
corresponding solid model is structured light, or fringe, projection. In this technique, a
common approach is to project a pattern of parallel lines onto the surface in question. The
reflected lines are distorted due to the surface geometry. The measurement system uses
the relative positions of the projector and one or more cameras (two cameras is typical)
together with the distorted lines to reconstruct the three-dimensional surface. While many
commercial options are available, GOM ATOS scanners and the companion software
were used for this research.
Structured light scanning measurements were completed in this study by first
preparing the endmill surface using a removable anti-glare coating and attaching
reference targets to the shank surface to enable multiple measurements to be stitched
together and generate the solid model. Multiple scans were then completed to obtain the
point cloud and 3D model.
The procedure used to extract the edge coordinates from the solid model included
four steps:
•

Using the best fit cylinder to the tool shank and the fluted end’s extreme point,
the origin was established on the tool’s centerline.

•

The points located on the cutting edges were selected. This step required
manual manipulation within the GOM software.

•

The radius r and angle ϕ for each edge point were calculated. The teeth angles
were normalized to a selected tooth and constrained to values between 0 and
360 deg; the z value was retained to obtain a triplet {r, ϕ, z} for each point.
5

•

Because the point density is generally higher than required for the time domain
simulation, linear interpolation was used to obtain the triplet for axial slices
located at discrete locations along the full flute length.

To determine the rake and relief profile of the cutting edge, planar cross-sections
were created along the z-axis of the tool. Each section contains the rake and relief profiles
of each tooth at the corresponding axial location. Results for the entire procedure are
provided in Chapter 4 for example endmills.

Mechanistic milling force model
Milling dynamics research can be divided into two primary categories: 1) force
modeling; 2) tool and workpiece vibrations modeling [2]. To predict milling behavior, it is
necessary to describe the cutting force that is required to shear away the workpiece
material in the form of thin slices, or chips. See Fig. 3.1. In mechanistic force models, the
force is defined as being proportional to the commanded chip area, where the area is the
product of the chip thickness (which depends on the feed per tooth and cutting angle) and
the chip width (which is set by the axial depth of cut). In milling, the teeth constantly enter
and exit the cut as the rotating end milling advances through the material. The force is
therefore discontinuous and repeats in time, i.e., it can be described as a periodic forcing
function.
The periodic force then acts on the dynamic system defined by the end mill, holder,
spindle, and machine assembly and, in some cases, the workpiece (in other words, the
workpiece flexibility may need to be considered). See Fig. 3.2. When this periodic force
excites the system’s structural dynamics, forced vibrations occur. These vibrations are
important because, as the tool is displaced from its nominal position, the chip thickness
changes. This means that the instantaneous chip thickness depends both on the
commanded chip thickness and the end mill’s vibration state.
Milling is further complicated because the surface left by one vibrating cutting edge
(or tooth) as it shears away the material is encountered by the next tooth. Therefore, the
force at any instant in time depends not only on the current vibration state, but also on
the vibration state earlier in time. This introduces a time delay into the system response.
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three axes to remove material [2].
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The result is that self-excited vibrations can occur in addition to the anticipated forced
vibrations. These self-excited vibrations are referred to as chatter in machining and lead
to large forces, large vibrations, unacceptable surface finish on the machined part, and
potential damage to the tool, workpiece, and machine. The stability information is
organized in a stability map, or stability lobe diagram, that separates stable combinations
of spindle speed and chip width (or axial depth) from unstable combinations. See Fig. 3.3.
A common assumption that is applied in milling operations is referred to as the
“circular tool path” approximation. The actual path followed by any point on the cutter’s
periphery as the tool rotates during translation is cycloidal in nature. However, because
the linear advance is generally small relative to the product of the rotational speed and
tool radius, the path may be approximated as a series of circles, each offset by the feed
per tooth, ft, so that the time dependent chip thickness can be expressed as:
ℎ = 𝑓𝑡 𝑠𝑖𝑛(𝜑),

(1)

where  is the tool’s rotational angle; see Fig. 3.4. The feed per tooth is described in terms
of the linear feed, f, spindle speed, , and number of teeth on the cutter, Nt, in Eq. 2.
Typical units for these variables are mm/tooth for feed per tooth, rpm for spindle speed,
mm/min for linear feed rate, and teeth/rev for number of teeth.
𝑓

𝑓𝑡 = Ω𝑁

𝑡

(2)

As Eq. 1 shows, the chip thickness in milling varies periodically. It is zero when
𝜑 = 0 and 180 deg and maximum (equal to ft) when 𝜑 = 90 deg. Figure 3.5 shows this
variation for both conventional, or up, and climb, or down, peripheral milling operations.
Note that the chip thickness increases during up milling and decreases in down milling.
In both cases, it is zero for 180 < 𝜑 < 360 deg because no cutting occurs between these
angles.

8

Figure 3.3. Example stability map for milling. Spindle speed-chip width combinations above the stability
limit give unstable, or chatter, conditions.

Figure 3.4. Cutter angle definition [2].

s = 90

s = 0
hs = 0

hs = ft

e = 90

r
a
he = ft

e = 180

a

he = 0

Up milling

Down milling

Figure 3.5. Chip thickness variation for up and down milling (a = r) [2].
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The entry, or start, angle for up milling is 𝜑𝑠 = 0, while the exit angle, 𝜑𝑒 , depends
on the radial depth of cut, a, and tool radius, r:
𝑟−𝑎

𝜑𝑒 = 𝑐𝑜𝑠 −1 (

𝑟

).

(3)

In down milling, the exit angle is 𝜑𝑒 = 180 deg. Similar to up milling, the start angle
is written as a function of the radial depth and tool radius. See Eq. 4 and Fig. 3.5.

𝜑𝑠 = 180 − 𝜃 = 180 − 𝑐𝑜𝑠 −1 (

𝑟−𝑎
𝑟

) (deg)

(4)

As the cutter rotates, the cutting force is not constant and is a function of the cutting
angle. The cutting force, F, on any cutting edge can be expressed as a function of the
chip area, A (which is the product of the chip width, b, and thickness, h), and specific
force, Ks:
𝐹 = 𝐾𝑠 𝐴 = 𝐾𝑠 𝑏ℎ.

(5)

The normal and tangential components can be written using Eqs. 6 and 7, as
demonstrated in Fig. 3.6:
𝐹𝑛 = 𝑐𝑜𝑠(𝛽) 𝐹 = 𝑐𝑜𝑠(𝛽) 𝐾𝑠 𝑏ℎ = 𝑘𝑛 𝑏ℎ and

(6)

𝐹𝑡 = 𝑠𝑖𝑛(𝛽) 𝐹 = 𝑠𝑖𝑛(𝛽) 𝐾𝑠 𝑏ℎ = 𝑘𝑡 𝑏ℎ.

(7)

Equations 6 and 7 may be extended to include both cutting (c) and edge effect
terms (e). The additional edge effect terms account for ploughing of the material, while
the cutting terms are related only to shearing.
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Figure 3.6. Cutting force geometry for milling [2].

11

𝐹𝑡 = 𝑘𝑡𝑐 𝑏ℎ + 𝑘𝑡𝑒 𝑏

(8)

𝐹𝑛 = 𝑘𝑛𝑐 𝑏ℎ + 𝑘𝑛𝑒 𝑏

(9)

Figure 3.6 shows the cutting force exerted on a single tooth, where the force is
described in a coordinate frame that rotates with the tool. For measurement purposes,
however, it is generally more convenient to express the force in a fixed frame. For
example, the workpiece may be mounted on a cutting force dynamometer and the x, y,
and z direction force components recorded during milling (Fig. 3.7). To describe these
forces analytically, the normal and tangential components must be projected into the x
and y directions using the cutter angle .
𝐹𝑥 = 𝐹𝑡 𝑐𝑜𝑠(𝜑) + 𝐹𝑛 𝑠𝑖𝑛(𝜑)

(10)

𝐹𝑦 = 𝐹𝑡 𝑠𝑖𝑛(𝜑) − 𝐹𝑛 𝑐𝑜𝑠(𝜑)

(11)

The forces in Eqs. 10 and 11 are periodic with  and, therefore, time because the
cutter is rotating as material is removed. This variable force excites the tool-holderspindle-machine structural dynamics and leads to vibration that can be detrimental to part
quality.
To determine the tool vibrations, the frequency response function (FRF) of the toolholder-spindle-machine assembly is required [2]. The FRF is measured by performing an
impact, or tap, test at the tool point (Fig. 3.8). An impact hammer is used to excite the
system across a broad range of frequencies and the vibration response is measured by
a low mass accelerometer. A signal analyzer converts the measured force and
acceleration into the frequency response function which is used to generate a
mathematical model to describe the vibrating system.
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Figure 3.7. Projection geometry for tangential and normal cutting force components into x and y directions
[2].

Figure 3.8. Impact testing setup to measure tool point FRF.
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There are two options for determining the force model coefficients in Eqs. 8 and 9.
First, cutting tests may be completed at prescribed machining parameters (e.g. axial
depth, radial depth, and feed per tooth) and the force components are measured for the
desired tool-work material pair using a cutting force dynamometer. A linear regression to
the average force values is used to derive the cutting force coefficients [2-3, 36]. In this
method, a series of cutting tests is performed at varying feed per tooth values while other
milling parameters are held constant. The force coefficients are functions of the slope and
intercept of the linear regression. The calculation of the cutting force coefficients using
the slope and intercept values is detailed in Appendix A.
Second, finite element simulation may be applied to predict the tangential and
normal direction cutting force components using the work material’s flow stress model
(e.g., Johnson-Cook [37]) and machining parameters. Finite element simulation was
implemented in this study using orthogonal (2D) cutting simulations via AdvantEdgeTM
from Third Wave Systems [38]. To calculate the cutting force coefficients, the following
procedure was followed:
1. The material model (archived or user-defined) was selected. The tool material
was set as carbide.
2. The cutting edge cross-sectional geometry was imported as a series of points
that defined the rake and relief surface profiles. These were obtained from the
structured light scans.
3. The orthogonal cutting parameters were specified including the cutting speed,
chip width, and chip thickness. The cutting speed was defined using the spindle
speed and endmill radius; the chip width was set to 1 mm. The instantaneous
chip thickness was set by the commanded feed per tooth and tooth angle for
the rotating end mill.
4. The simulations were completed and the mean tangential, Ft, and surface
normal direction, Fn, force values were recorded (initial transients at the cut
entry and final transients at the cut exit were excluded).
5. The force coefficients were calculated by dividing the force components by the
uncut chip area (i.e., the product of the chip width and thickness).
6. The chip thickness was modified and steps 4 and 5 were repeated.
14

Time domain simulation
Time domain simulation enables numerical solution of the coupled, second-order,
time-delay differential equations of motion for milling in small time steps [2]. It is well suited
to incorporating the inherent complexities of milling dynamics, including complicated tool
geometries (runout of the cutter teeth, non-uniform teeth spacing, variable helix, and
indexable geometries) and the nonlinearity that occurs if the tooth leaves the cut due to
large magnitude vibrations. As opposed to analytical or semi-analytical stability maps that
provide a global picture of the stability behavior, time domain simulation provides
information regarding the local cutting force and vibration behavior for the selected cutting
conditions. The simulation applied here is based on the regenerative force, dynamic
deflection model described by Smith and Tlusty [39].
The time domain simulation directly incorporates the measured tooth angles and
radius variation from the tool scan. For the tooth angles, the measured angles from the
scanned edge are arranged in an array, where the columns are the individual teeth and
the rows are the z locations. A row array of closely spaced tooth angles for use in the time
domain simulation is then defined. The resolution in this array is:  = 360/SR, where SR
is the number of steps per revolution in the simulation.
Once this array is defined, the measured tooth angles are specified in an index
array with each entry given by the ratio / rounded to the nearest integer, where  is
the measured angle of the tooth at the selected z location. This index array is then used
to specify the angle of any tooth at any z location by identifying the nearest preselected
value from the closely spaced tooth angle array for use in the simulation. The reason for
this approach is that the current chip thickness in milling depends not only on the
commanded chip thickness and current vibration, but also the surface left by the previous
teeth at the current tooth angle. To be able to do so conveniently, this information is
organized according to specified tooth angles.
The radius variation for each tooth is included as runout, RO. The z-dependent RO
values for each of the teeth is arranged in an array, where the columns are the individual
teeth and the rows are the z locations. All RO values are normalized to the maximum
radius from all teeth, which yields negative RO values. A negative RO value reduces the
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chip thickness for the current tooth, but leaves behind material that the next tooth must
remove (and therefore increases that chip thickness).
Two other data organization requirements are: 1) the surface that is left behind by
the current tooth; and 2) the commanded chip thickness. To keep track of the previously
machined surface, another array is defined that records the surface location in the tool’s
normal direction for each simulation time step. The columns of this matrix are the number
of steps per revolution and the rows are the z locations. The influence of runout on
subsequent chip thickness values are captured in this matrix. Because there are
variations in the tooth angles from one tooth to the next, the commanded chip thickness
is also modified to account for the actual tooth angle using the circular tooth path
approximation. As noted, this approximation calculates the nominal chip thickness from
the product of the feed per tooth and the sine of the tooth angle. Given this information,
the simulation proceeds as follows:

1. The instantaneous chip thickness, h(t), is determined using the commanded
chip thickness, runout, and vibration of the current and previous teeth at the
selected tooth angle for the current axial slice.

2. The cutting force components in the tangential, t, and normal, n, directions are
calculated at each axial slice using the cutting force coefficients obtained from
finite element analysis:
𝐹𝑡 (𝑡) = 𝑘𝑡𝑐 𝑏ℎ(𝑡) + 𝑘𝑡𝑒 𝑏

(12)

𝐹𝑛 (𝑡) = 𝑘𝑛𝑐 𝑏ℎ(𝑡) + 𝑘𝑛𝑒 𝑏

(13)

where b is the axial slice width and the cutting force coefficients are identified
by the subscripts t or n for direction and c or e for cutting or edge. These forces
are then summed over all axial slices engaged in the cut.
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3. The summed force components are used to find the new displacements by
numerical integration of the second-order differential equations of motion in the
x (feed) and y directions:
𝑚𝑥 𝑥̈ + 𝑐𝑥 𝑥̇ + 𝑘𝑥 𝑥 = 𝐹𝑡 (𝑡)cos + 𝐹𝑛 (𝑡)sin

(14)

𝑚𝑦 𝑦̈ + 𝑐𝑦 𝑦̇ + 𝑘𝑦 𝑦 = 𝐹𝑡 (𝑡)sin − 𝐹𝑛 (𝑡)cos

(15)

where m is the modal mass, c is the modal viscous damping coefficient, and k
is the modal stiffness. The subscripts (x or y) identify the direction. While these
equations include only a single degree of freedom in each direction, multiple
degrees-of-freedom in each direction can be accommodated by summing the
modal contributions (i.e., there is a separate pair of equations for each degree
of freedom represented in modal coordinates).

4. The tool rotation angle is incremented by adding one to each entry in the tooth
angle index array and the process is repeated.

A flowchart is provided in Fig. 3.9 to summarize the simulation steps.
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Figure 3.9. Time domain simulation flowchart. (Left) setup information. (Right) simulation steps.
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This dissertation builds on prior efforts by implementing scanning metrology to
measure the cutting edge macro-geometry and cross-sectional profile; determining the
force model coefficients using both experiments (fitting) and finite element analysis,
where the finite element analysis uses the measured edge rake and relief angle geometry;
measuring the structural dynamics at the tool tip; and including all three within a time
domain simulation to enable digital force prediction.
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Chapter Four
Results and discussion
Walter Tools non-standard geometry endmill analysis
The digital force modeling approach includes four key steps: 1) structured light
scanning to identify the edge geometry for the selected endmill; 2) determination of the
mechanistic force model coefficients; 3) measurement of the tool tip structural dynamics;
and 4) prediction of the time-dependent cutting force using time domain simulation [1718, 40]. Results for a Walter Tools (part number 3D1163-6768616) solid carbide, nonstandard geometry endmill are provided in the following sections.

Scanning metrology for edge geometry
As noted in Chapter 3, the structured light scanning measurements were
completed by first preparing the endmill surface using a removable anti-glare coating and
attaching reference targets to the shank surface to enable multiple measurements to be
stitched together and generate the solid model; a photograph is provided in Fig. 4.1.
Multiple scans were then completed (Fig. 4.2) to obtain the point cloud and 3D model
(Fig. 4.3). Mesh details are provided in Fig. 4.4. The scaled 3D model is displayed in Fig.
4.5 for the Walter Tools endmill.
The procedure used to extract the edge coordinates from the solid model included
four steps:
•

First, using the best fit cylinder to the tool shank and the fluted end’s extreme
point, the origin was established on the tool’s centerline.

•

Second, the points located on the cutting edges were selected. This step
required manual manipulation within the GOM software. In function, it was
analogous to updating the driving directions in Google Maps by dragging the
original route to new roads.
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Figure 4.1. Endmill preparation for structured light scanning: example endmill (left) and application of antiglare coating and reference targets (right).

Figure 4.2. Scanning metrology setup using the GOM ATOS Capsule system.
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Figure 4.3. Point cloud (left) and model (right) for the Walter Tools endmill obtained from scanning.

Figure 4.4. Model (left) and mesh details (right) for the Walter Tools endmill.

22

Figure 4.5. Scaled 3D model for the Walter Tool endmill to visualize edge geometry.
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•

Third, the radius r and angle ϕ for each edge point was calculated. The teeth
angles were normalized to a selected tooth and constrained to values between
0 and 360 deg; the z value was retained to obtain a triplet {r, ϕ, z} for each
point.

•

Fourth, because the point density was higher than required for the time domain
simulation, linear interpolation was used to obtain the triplet for axial slices
located every 0.1 mm over the full flute length (see Fig. 4.6), which shows the
origin, edge points, and axial slices for the Walter Tool endmill

To determine the rake and relief profile of the cutting edge, planar cross-sections
were created along the z-axis of the tool. Each section contained the rake and relief
profiles of each tooth at the corresponding axial location (Fig. 4.7). A simplified example
of rake and relief angles is displayed in Fig. 4.8.
To calculate the rake and relief angles, equidistant points were placed along the
rake and relief profiles (Fig. 4.9). The spacing between each point was 0.025 mm. Each
point had an x,y,z coordinate and unit normal vector. A reference vector was created by
connecting the origin of the section to the center of a best-fit circle at the tooth tip, where
the rake and relief profiles meet (Fig. 4.10). To measure the rake angles, the unit normal
vectors along the rake profile were rotated 90 deg clockwise to become unit tangent
vectors. The rake angle was the angle between the tangent vector and reference vector.
The same method was used to calculate the relief angles except the reference vector was
now perpendicular (rotated 90 deg) to the original.
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0.1 mm
Figure 4.6. Cutting edge points and axial slices (not to scale) for linear interpolation.

Figure 4.7. Planar cross-sections of 3D model (left) and z = -10 mm section (right).
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Figure 4.8. Example of rake and relief angles.

Figure 4.9. Rake and relief points for each tooth of the z = -10 mm section.
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Figure 4.10. Reference vector (top) and tip details (bottom) for tooth 1 of the z = -10 mm section.

27

Example radius and angle results are provided in Fig. 4.11. It is observed in the
left panel of Fig. 4.11 that the specialized tool geometry incorporates large radius variation
along the cutting edge and that these radius variations are phased from one tooth to the
next (120 deg spacing between the peaks for the three teeth). In the right panel of Fig.
4.11, it is seen that the angle variation from the nominal helix, , is less than ±1 deg.
The mechanism for increased stability with this design is, therefore, the segmentation of
the cutting edge into bands using the radius variation. This effectively reduces the axial
depth of cut, while simultaneously increasing the chip thickness. Also, the point cloud
data was used to determine the end mill’s macro-geometry: 8 mm shank radius, 28.3 deg
helix, and 2.785 mm bull nose radius.
Due to the manual manipulation in the second step, it was desired to determine
the sensitivity of the cutting edge coordinate identification and, by extension, the radius
and angle values used in the time domain simulation. To assess this sensitivity, the
manual manipulation used to identify the cutting edges was performed five times for each
edge (15 total data sets) for a single measurement. This isolated the contribution of the
edge identification from potential non-repeatability in the measurement (this uncertainty
was not evaluated in this study). The standard deviations in the radius, (r), and angle,
(), are displayed in Figs. 4.12 and 4.13. It is seen that the standard deviations are small
(less than 20 µm for radius and 0.25 deg for angle), so their influence was not included
in the time domain simulation for this study. Instead, the mean values were used for each
edge location (Fig. 4.11).
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Figure 4.11. Radius value (left) and deviations of teeth angles from nominal helix (right) at each axial slice
for all three endmill teeth.

Figure 4.12. Standard deviations in the radius, (r), from the manual edge identification step.
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Figure 4.13. Standard deviations in the teeth angles, (), from the manual edge identification step.
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Scanning metrology for rake and relief profiles
The rake and relief angles were plotted with respect to point distance, which is the
distance traversed along the rake or relief profile from tip to point. A point at the tip was
selected as the zero point so the distance of each subsequent point, moving away from
the tip, could be calculated based on the equidistant point spacing.
The rake and relief plots for tooth 1 are shown in Fig. 4.14. The rake angle is
positive at the tip but flattens out and becomes negative as it moves further along the
rake profile. The relief angle plot shows three angles corresponding to the three flat
sections along the relief profile.

Mechanistic force model
To calculate the cutting force coefficients, the following procedure was followed
using Third Wave Systems’ AdvantEdge™ finite element software:
1. The archived 7075-T6 aluminum material model was selected. This material
model included the flow stress model coefficients; these are proprietary and
are note available to the user. The tool material was set as carbide.
2. The cutting edge cross-sectional geometry was imported as a series of points
that defined the rake and relief surface profiles (see Fig. 4.10).
3. The orthogonal cutting parameters were specified including the cutting speed,
chip width, and chip thickness. For milling, the cutting speed defines the spindle
speed given the end mill radius, the chip width is the 0.1 mm slice width in the
modeling scheme, and the instantaneous chip thickness is set by the
commanded feed per tooth and tooth angle as the rotating end mill proceeds
through the cut.
4. The simulation was completed and the mean feed direction, Ft, and surface
normal direction, Fn, force values were recorded (initial transients at cut entry
and final transients at cut exit were excluded).
5. The force coefficients were calculated by dividing the force components by the
uncut chip area (i.e., the product of the chip width and thickness).
6. The chip thickness was modified and steps 4 and 5 were repeated.
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Figure 4.14. Tooth 1 rake angle measurements for the z = -10 mm section (top). Tooth 1 relief angle
measurements for the z = -10 mm section (bottom).
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The final step was included due to the dramatic change in rake angle near the cutting
edge radius. At this tip location (Fig. 4.10), the local rake angle transitions from positive
to highly negative at the chip thickness is decreased. Figure 4.15 displays the variation in
the cutting force coefficients with chip thickness.
These points were fit in a least-squares sense to define the final cutting force
coefficient functions provided in Eqs. 16 and 17. Within the time domain simulation, the
actual coefficient values were determined in each time step using the instantaneous chip
thickness, hm, to evaluate the functions in Eqs. 16 and 17.
𝑘𝑡 = 56.17ℎ𝑚 −0.7723 + 679.9 N/mm2

(16)

𝑘𝑛 = 43.40ℎ𝑚 −1.005 + 75.68 N/mm2

(17)

Cutting force comparison
The experimental setup for milling force measurement is shown in Fig. 4.16. Trials
were completed on a Haas TM-1 three-axis computer numerically controlled (CNC)
milling machine. The 7075-T6 aluminum workpiece was mounted on a cutting force
dynamometer (Kistler 9257B) and the endmill was clamped in a collet holder and inserted
in the CAT-40 spindle interface. Tests were performed at axial depths of cut from 4 mm
to 14 mm. The commanded feed per tooth for these down (climb) milling experiments was
75 µm/tooth, the spindle speed was 4000 rpm, and the radial depth of cut was 2 mm
(12.5% radial immersion).
The tool and workpiece frequency response functions, or FRFs, were measured
by impact testing, where an instrumented hammer is used to excite the structure and the
response is measured using a linear transducer (a low-mass accelerometer for this
research). The results are displayed in Fig. 4.17. Modal fitting was applied to extract the
modal parameters for the time domain simulation; see Table 1.
Using the Fig. 4.16 setup, milling tests and force measurements were completed.
The same spindle speed and radial depth were used, while the axial depth of cut was
varied between tests. Measured and predicted force values, Fx (feed direction) and Fy,
for b = {4, 6, 8, 12, and 14} mm are shown in Figs. 4.18 through 4.22. Good agreement
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Figure 4.15. Cutting force coefficient values (circles) for 7075-T6 work material and measured rake/relief
geometry for carbide end mill predicted by finite element analysis. The results are presented as a function
of commanded (or mean) chip thickness, hm. The data points were fit to obtain the kt and kn models (dashed
lines).
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Figure 4.16. Experimental setup for milling force measurement.

Figure 4.17. Measured FRFs for tool and workpiece.
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Table 1. Modal parameters for Walter Tool endmill force measurement setup.

Tool
Direction

m (kg)

k (N/m)

c (N-s/m)

x

0.756

2.50107

522

x

0.257

1.25107

179

x

0.381

4.95107

348

x

0.120

1.85107

75

x

0.209

6.00107

283

y

0.294

1.07107

105

y

1.101

6.65107

106

y

0.392

4.25107

684

y

27.774

4.00107

162

y

0.140

2.27107

2666

y

0.118

3.33107

142

Direction

m (kg)

k (N/m)

c (N-s/m)

x

0.373

3.37107

496

x

1.039

1.10108

363

x

0.466

6.00107

180

x

0.019

1.12107

232

y

95.576

1.67108

10612

y

73.651

1.77109

12276

y

21.054

2.03109

7856

y

2.780

4.32108

3258

y

3.203

7.67108

1983

y

1.616

5.87108

2279

Workpiece
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Figure 4.18. Cutting forces for 4 mm axial depth.

Figure 4.19. Cutting forces for 6 mm axial depth.
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Figure 4.20. Cutting forces for 8 mm axial depth.

Figure 4.21. Cutting forces for 12 mm axial depth.
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Figure 4.22. Cutting forces for 14 mm axial depth.
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is observed in all cases, where the dynamometer results were inverse filtered to remove
the influence of the dynamometer dynamics; see Appendix B.
It is seen that the force progresses from a smooth profile while engaged in the cut
for b = 4 mm to highly discontinuous at b = 14 mm. This is the result of the tool design
which cuts with “bands” of limited axial depth, where this depth is defined by the spatial
period of the radius variation along the tooth helix (Fig. 4.11). As the axial depth increases,
more bands are individually engaged and the force is subsequently increasingly
discontinuous.
In a second set of tests, the axial depth was held constant at 8 mm and the feed
per tooth was varied from 25 µm/tooth to 125 µm/tooth. Figures 4.23 through 4.27 display
measured and predicted Fx and Fy results for feed per tooth values of {25, 50, 75, 100,
and 125} µm/tooth. While the force levels grow with the increased chip thickness, they do
not become considerably more discontinuous. This is because the axial depth was fixed
at 8 mm for these tests.
Summary: This study provided force prediction results for a non-standard edge
geometry endmill where the cutting edge locations were not available from the
manufacturer and departed significantly from tradition endmill designs. The mechanistic
force model was identified using AdvantEdge™ finite element software and its proprietary
7075-T6 aluminum flow stress model. Force predictions agreed closely with in-process
dynamic force measurements.
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Figure 4.23. Measured and predicted forces for ft = 25 m/tooth.

Figure 4.24. Measured and predicted forces for ft = 50 m/tooth.
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Figure 4.25. Measured and predicted forces for ft = 75 m/tooth.

Figure 4.26. Measured and predicted forces for ft = 100 m/tooth.

42

Figure 4.27. Measured and predicted forces for ft = 125 m/tooth.
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Kennametal indexable endmill analysis
Scanning metrology for edge geometry
The digital force modeling steps were followed for an indexable endmill, where
carbide cutting inserts are clamped to a steel cutter body [41-42]. Structured light
scanning was applied to collect point clouds from the complex indexable endmill cutting
edges using the GOM ATOS Compact Scan system. Again, the measurements
proceeded by first preparing the indexable endmill surface using a removable anti-glare
coating and attaching reference targets to the shank surface to enable multiple
measurements to be stitched together and generate the solid model. Second, multiple
scans were completed to obtain the point cloud and 3D model [17-18]. The solid model
is displayed in Fig. 4.28, which displays the edge points for the Kennametal indexable,
square shoulder, helical endmill (part number 3746099, three teeth, 31.75 mm shank and
cut diameters, 111 mm overall length, and 44.8 mm maximum cut depth). The 15 inserts
(three “teeth” with five inserts each) were Kennametal EP1008 HD Grade KC725M
carbide milling inserts with a TiN/TiCN/TiN coating (part number 3641734, 3.8 mm
thickness, and 0.8 mm corner radius).
The procedure used to extract the edge coordinates from the solid model included
four steps. First, using the best fit cylinder to the tool shank and the inserted end’s extreme
point, the origin was established on the tool’s center line. Second, the points located on
the insert cutting edges were selected. This step required manual manipulation within the
GOM software. Third, the radius, r, and angle, , for each edge point was calculated in
the local coordinate system. The teeth angles were normalized to a selected tooth and
constrained to values between 0 and 360 deg; the z value was retained to obtain a triplet,
{r, , z} for each point. Fourth, because the point density was higher than required for the
time domain simulation, linear interpolation was used to obtain the triplet for axial slices
located every 0.1 mm over the full cutting length.
Example insert angle results are provided in Fig. 4.29. It is observed that the inserts
are equally spaced at nominally 120 deg around the endmill periphery and that the
angular offset between rows A and B (71 deg) differs from the offsets between rows B
and C, C and D, and D and E (46 deg). Radius results are displayed in Fig. 4.30. It is
seen that each insert has a characteristic “U” shape with a smaller radius at the center
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Figure 4.28. Scan and edge coordinates for one tooth on the indexable, square shoulder, helical endmill
(31.75 mm shank and cut diameters, three teeth, 15 inserts total).
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Figure 4.29. Insert angles, , for the three teeth calculated from the edge coordinates identified in Fig. 4.28.
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Figure 4.30. Insert radii obtained from the edge coordinates identified in Fig. 4.28.
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and higher radii at the ends. The total variation in radii (excluding the rounded edges)
across all 15 inserts is 135 µm. The runout contributes to the final force profile and must
be incorporated for accurate force predictions.
The helix angles are described in Fig. 4.31. There are three primary angles. First,
each insert is inclined with a mean helix angle of 14.7 deg. Second, two “global” helix
angles can be identified. The first is due to the 71 deg angular offset between rows A and
B. By unwrapping the cutter’s periphery into a planar representation, the associated helix
angle was obtained from the slope of a line that connected the tips of the two inserts. This
helix angle is 62.6 deg. The second helix angle is provided by the 46 deg angular offset
between the other pairs of insert rows and the corresponding best fit line’s slope. This
angle is 55.5 deg.

Scanning metrology for rake and relief profiles
Similar to the previous analysis, a coordinate system was established by fitting a
cylinder to the tool shank and defining a plane at the fluted end’s extreme point. The
intersection of the cylinder’s axis and the plane was set as the origin of the coordinate
system. Planar cross-sections were then created along the tool’s axis (z direction). Each
section contained the rake and relief profiles of the three inserts at the corresponding
axial location; an example section is displayed in Fig. 4.32.
To calculate the spatially-dependent rake and relief angles, equidistant points were
placed along the rake and relief profiles; see Fig. 4.33, where the spacing between each
point is 0.025 mm. Each point had an {x, y, z} coordinate and unit normal vector. A
reference vector was created by connecting the origin of the section to the center of the
best-fit circle at the tooth tip, where the rake and relief profiles meet (Fig. 4.34). To
measure the rake angles, the unit normal vectors along the rake profile were rotated 90
deg clockwise to become unit tangent vectors. The rake angle was the angle between the
tangent vector and reference vector. The same method was used to calculate the relief
angles except the reference vector was now perpendicular (rotated 90 deg) to the original.
The rake and relief angles were plotted with respect to point distance, which is the
distance traversed along the rake or relief profile from tip to point. A point at the tip was
selected as the zero point so the distance of each subsequent point, moving away from
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Figure 4.31. (a) Tip points on each insert were selected to calculate the global helix angles. The points are
shown for tooth 1. (b) Global helix angles; two are identified due to the different angular offsets between
rows A and B and the other pairs. (c) Mean helix angle for each insert.
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Figure 4.31 continued

Figure 4.32. (a) Planar cross-sections of 3D model. (b) z = -2 mm section showing rake and relief faces of
insert A for all three teeth.
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Figure 4.33. Rake and relief points on insert A of each tooth for the z = -2 mm section.
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Figure 4.34. Reference vector for rake and relief angles. (Inset) tip details of tooth 1, insert A for the z = -2
mm section.
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the tip, could be calculated based on the equidistant point spacing. The rake and relief
plots for tooth 1, insert A are shown in Figs. 4.35 and 4.36. The rake angle varies between
negative and positive as it wraps around the radius of the tip and moves along the
concave rake profile. The relief angle plot shows that the relief profile is initially curvilinear
and then becomes linear.

Force modeling
As noted, there are two options for determining the mechanistic force model
coefficients in Eqs. 8 and 9. First, cutting tests may be completed where the axial depth,
radial depth, and feed per tooth values are prescribed, the force components are
measured for the desired tool-work material pair using a cutting force dynamometer, and
a linear regression is completed to calculate the force coefficients [2-3, 36]. Second, finite
element simulation may be applied to predict the cutting force components using the work
material’s constitutive relationship (e.g., the Johnson-Cook model [37]) and machining
parameters. Both were implemented for this example, where the finite element orthogonal
cutting simulations were completed using AdvantEdgeTM from Third Wave Systems [38]
and a user-defined Johnson-Cook flow stress model.
The Johnson-Cook flow stress model has been widely studied in the literature. See
Eq. 18, where  is the equivalent stress,  is the equivalent plastic strain, 𝜀̇ is the strain
rate, T is the deformation temperature, and Tm is the melt temperature. The material
parameters are A, B, C, n, and m, where A is the yield strength of the material under
reference conditions, B is the strain hardening constant, C is the strain rate strengthening
coefficient, n is the strain hardening coefficient, and m is the thermal softening coefficient.
Also, 𝜀̇𝑟𝑒𝑓 and 𝑇𝑟𝑒𝑓 are the reference strain rate (typically set to 1) and the reference
deformation temperature (typically set to 20 deg C). Multiple authors report the Eq. 18
parameters for 6061-T6 aluminum [43-52], the workpiece material selected for this study.
A summary of these values is provided in Table 2.

𝜎 = (𝐴 + 𝐵𝜀 𝑛 ) (1 + 𝐶 ln (𝜀̇

53

𝜀̇
𝑟𝑒𝑓

)) (1 − (

𝑇−𝑇𝑟𝑒𝑓

𝑇𝑚 −𝑇𝑟𝑒𝑓

𝑚

) )

(18)

Figure 4.35. Tooth 1, insert A rake angle measurements for the z = -2 mm section.

Figure 4.36. Tooth 1, insert A relief angle measurements for the z = -2 mm section.
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Table 2. Johnson-Cook flow stress model parameters.

A (MPa)

B (MPa)

C

n

m

Ref.

324

114

0.002

0.42

1.34

24

250

79.7

0.0249

0.499

1.499 24

293.4

121.26

0.002

0.23

1.34

25

324.1

113.8

0.002

0.42

1.34

26

250

70

0.001

0.499

1

27

250

79

0.0249

0.499

1.499 27

250

137

0.0205

0.499

1.499 27

250

209

0.001

0.499

1.499 27

275

86

-

0.39

1

28

324

114

0.002

0.42

1.34

28

335

85

0.012

0.11

1

28

250

79.7

0.0249

0.499

1.499 28

324

114

0.002

0.42

1.34

29

236.7

41.2

0.0411

0.084

1.41

30

293.4

121.26

0.002

0.23

1.34

30

324

114

0.002

0.42

1.34

30

275

86

0.0031

0.39

1

31

324

114

0.002

0.42

1.34

31

324

114

0.002

0.42

1.34

32

164

211

0.00197 0.465

1.419 32

293

121.26

0.002

0.23

1.34

33

324

114

0.002

0.42

1.34

33

282.9

109.1

0.0081

0.3905 1.321 Mean

42.9

39.2

0.0114

0.1252 0.164 Std.
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The final two rows of Table 2 give the mean and standard deviation values for the
five parameters. To calculate the four cutting force coefficients in Eqs. 8 and 9, the
following procedure was followed:
1. Values for A, B, C, n, and m were randomly sampled from normal distributions
centered at the mean value with one standard deviation (Table 2).
2. The sampled 6061-T6 aluminum Johnson-Cook material model was defined
manually in AdvantEdgeTM. The tool material was set as carbide and the
AdvantEdgeTM carbide material model was used.
3. The cutting edge cross-sectional geometry was imported as a series of points
that defined the rake and relief surface profiles (see Figs. 4.35 and 4.36).
4. The orthogonal cutting parameters were specified including the cutting speed,
chip width, and chip thickness. The cutting speed was defined using the spindle
speed (4800 rpm) and endmill radius (15.88 mm); the chip width was set to 1
mm for scaling convenience. The mean chip thickness was selected to be
{0.13, 0.14, 0.15, 0.16, or 0.17} mm; 0.15 mm was the feed per tooth used in
the follow-on milling experiments. The Coulomb friction coefficient was left at
the default value of 0.5.
5. The five simulations at the five different chip thickness values were completed
and the mean tangential, Ft, and surface normal direction, Fn, force values were
recorded (initial transients at the cut entry and final transients at the cut exit
were excluded).
6. The ratio of the five cutting force values to the chip width, or F/b, were plotted
on the ordinate and the five chip thickness values were plotted on the abscissa.
The slope and intercept were determined from a linear regression to the five
data pairs. For each direction, the slope provided the c coefficient and the
intercept identified the e coefficient.
Steps 1-6 were repeated 25 times for 25 different {A, B, C, n, m} combinations
(zero correlation was assumed between the five parameters, which represents an
engineering solution and does not respect the actual flow stress behavior of the work
material). This required 125 total simulations given the five chip thickness values for each
combination; the execution time for each simulation was approximately one hour. The
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results from this exercise are summarized in Table 3. Note that these values are specific
to the tool/insert edge geometry (Figs. 4.35 and 4.36), Johnson-Cook material model
parameters and distributions (Table 2), and, to a lesser extent, the machining parameters.

Sensitivity analysis
To build on the previous finite element results, a sensitivity analysis was performed
to identify the relative contributions of the distributions in {A, B, C, n, and m} to variation
in the tangential and normal force components. To determine the individual contributions,
one parameter distribution was sampled while holding the other four parameters at their
mean values. The standard deviation in the predicted force components was then due
solely to variation in the selected Johnson-Cook parameter.
For this exercise, 25 samples were randomly sampled from a single parameter’s
normal distribution (see Table 2). Simulations were completed using the sampled
parameter and the remaining four mean parameters at five chip thickness values {0.13,
0.14, 0.15, 0.16, and 0.17} mm for a total of 125 simulations. The mean and standard
deviation for both force directions (tangential and normal) were calculated. The ratio of
the standard deviation to mean force was then plotted for each parameter in the two
directions. The results are displayed in Figs. 4.37 and 4.38. It is observed that B is the
most sensitive parameter for the tangential direction and A is the most sensitive
parameter for the normal direction.

Tool tip FRF
The Kennametal indexable endmill was inserted in a Techniks CAT40xER50 – 4”
collet holder with an extension length of 52.6 mm. The tool-holder was clamped in the
spindle of a Makino a51nx four-axis, horizontal spindle CNC milling machine and the tool
tip FRF was measured by impact testing. In this case, an instrumented hammer was used
to excite the assembly and the response was measured with a low-mass accelerometer.
Fitting was then performed to extract the modal parameters from the FRF. The tool tip
FRF is displayed in Fig. 4.39. The modal parameter fit (Table 4) was included in the time
domain simulation.
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Table 3. Cutting force model coefficients.

Coefficient Mean

Standard deviation

ktc

644.5 N/mm2

89.3 N/mm2

kte

33.2 N/mm

5.3 N/mm

knc

276.7 N/mm2

46.7 N/mm2

kne

48.9 N/mm

9.1 N/mm

Figure 4.37. Sensitivity analysis for tangential direction force. The ratio of the standard deviation in the force
when varying a single parameter to the mean force value is plotted on the vertical axis.
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Figure 4.38. Sensitivity analysis for normal direction force. The ratio of the standard deviation in the force
when varying a single parameter to the mean force value is plotted on the vertical axis.
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Figure 4.39. Tool tip FRFs for the (top) x and (bottom) y directions. The real and imaginary parts of the
complex-valued FRFs are presented for both directions.
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Table 4. Modal parameter fit for Kennametal indexable endmill tip FRF.

Direction

m (kg)

k (N/m)

c (N-s/m)

x

19.0

3.47107

4160

x

16.8

1.3108

1786

x

12.6

1.19108

1978

x

2.94

4.00107

1353

x

1.76

3.50107

532.0

x

5.90

2.40108

4853

x

1.77

2.23108

4599

x

1.41

2.35108

1612

x

0.97

3.65108

1181

x

0.47

2.19108

1370

x

0.12

8.66107

132.7

y

10.6

5.05107

2535

y

0.88

1.56107

681.5

y

4.19

8.42107

454.6

y

5.65

5.83108

2308

y

1.99

3.51108

2016

y

0.85

3.19108

1091

y

0.86

3.98108

1558

y

0.15

1.09108

141.5
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Uncertainty propagation
As noted, the Johnson-Cook model parameters were randomly sampled from
normal distributions defined by a literature review and these random samples were used
to identify the corresponding distribution in mechanistic force model coefficients by finite
element simulation; see Table 3. The milling time domain simulation was then embedded
within a Monte Carlo simulation, where the Table 3 force model coefficients were
randomly sampled and x (feed) and y direction time-dependent force profiles were
predicted for each set of coefficients (zero correlations was assumed between the four
coefficients when sampling). The tool tip FRFs were held constant. Example results from
1000 iterations are provided in Fig. 4.40, where the axial depth is 5 mm, the radial depth
is 3.18 mm (10% radial immersion), and the spindle speed is 4800 rpm for the down
(climb) milling operation.

Cutting force comparison
Cutting trials were completed on the Makino a51nx CNC milling machine. The
6061-T6 aluminum workpiece was mounted on a cutting force dynamometer (Kistler
9257B) and the endmill was clamped in the ER50 collet holder and inserted in the CAT40 spindle interface; see Fig. 4.41. Tests were performed at axial depths of cut from 5
mm to 20 mm. The commanded feed per tooth for these down (climb) milling experiments
was 0.150 mm, the spindle speed was 4800 rpm, and the radial depth of cut was 3.18
mm (10% radial immersion).
Measured and predicted x (feed) and y direction force values for b = {5, 10, 15,
and 20} mm are shown in Figs. 4.42 through 4.45, where the mean and 95% confidence
interval are presented for each prediction. Good agreement between the measurement
and mean is observed at all four axial depths for Fx. However, the measured Fy appears
at or below the confidence interval in each case. For the 5 mm axial depth, cutting occurs
with a single row of inserts (A in Fig. 4.28). Two revolutions of data are displayed, so six
peaks are observed – one for each of the three inserts for both revolutions. At 10 mm, the
second row of inserts (B in Fig. 4.29) just begins to engage so additional peaks begin to
emerge in the measured profiles. At 15 mm, insert row B is fully engaged so 12 peaks
are seen over the two revolutions of data. For the 20 mm axial depth, insert row C begins
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Figure 4.40. Monte Carlo simulation output for the (top) x direction force, Fx, and (bottom) y direction force,
Fy. The force profiles for 1000 iterations are shown by the thin green dotted lines. The mean value is given
by the heavy blue solid lines. The 95% confidence interval (mean ± two standard deviations) is identified
by the heavy blue dotted lines.

Figure 4.41. Experimental setup for milling tests.
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Figure 4.42. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 5 mm and the feed per tooth is 0.150 mm.

Figure 4.43. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 10 mm and the feed per tooth is 0.150 mm.
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Figure 4.44. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 15 mm and the feed per tooth is 0.150 mm.

Figure 4.45. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 20 mm and the feed per tooth is 0.150 mm
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cutting. The complicated, uneven force profiles in Figs. 4.42 through 4.45 are a product
of both the indexable endmill geometry and runout.
Finally, the axial depth was held constant at 5 mm and the feed per tooth value
was varied {0.050, 0.075, 0.100, 0.125, and 0.150 mm}. The first four results are displayed
in Figs. 4.46 through 4.49, while the 0.150 mm result was already shown in Fig. 4.42. As
expected, the force level grows with increasing chip thickness without changing the
overall profile (three peaks per revolution) since the axial depth is constant. As with the
varying axial depth experiments, the measured x direction force matches predicted mean,
while the measured y direction force is below the 95% confidence interval.
To conclude the force comparison, the four cutting force coefficients from Eqs. 8
and 9 were identified experimentally using the linear regression approach. Down milling
tests were completed at 4800 rpm, 3.18 mm radial depth, 5 mm axial depth, and five feed
per tooth values with the 6061-T6 workpiece mounted on a Kistler 9257B dynamometer.
The mean force in the x (feed) and y directions was plotted against the commanded feed
per tooth and linear regressions were completed to identify the slope and intercept values.
These were then used to determine the cutting force coefficients as detailed in [2, 36]. A
comparison between the experimental and digital coefficients is provided in Table 5. The
percent difference relative to the experimental results is also included.
The measured force profiles for the 5 mm axial depth, 0.150 mm feed per tooth
case are superimposed on the predicted force profiles using the cutting force coefficients
determined from: 1) the Johnson-Cook model/finite element simulation; and 2)
experimental mean force linear regression in Fig. 4.50. It is observed that the x direction
force is overpredicted by the experimental coefficients, while the y direction force matches
the measured force. Effectively, the errors have been reversed between the two force
models in Table 5 so it is not clear that either is more accurate.
Summary: This study provided force prediction results for an indexable endmill
where the cutting edge locations are defined when clamping the carbide inserts to the
steel tool body. The mechanistic force model was identified using: 1) AdvantEdge™ finite
element software and Johnson-Cook flow stress models for 6061-T6 aluminum from the
literature; and 2) experimental identification using a linear regression to mean force
values from tests competed over a range of feed per tooth values. Force predictions were
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Figure 4.46. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 5 mm and the feed per tooth is 0.050 mm.

Figure 4.47. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 5 mm and the feed per tooth is 0.075 mm.
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Figure 4.48. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 5 mm and the feed per tooth is 0.100 mm.

Figure 4.49. Comparison of measured (heavy red solid line) and predicted mean (thin blue solid line) and
95% confidence interval (thin blue dotted lines) for forces in the (top) x and (bottom) y directions; the axial
depth is 5 mm and the feed per tooth is 0.125 mm.
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Table 5. Comparison of cutting force model coefficients.

Coefficient

J-C model and

Experimental

FE simulation

Percent difference
relative to
experimental

ktc

644.5 N/mm2

874 N/mm2

-26.3%

kte

33.2 N/mm

18.6 N/mm

78.5%

knc

276.7 N/mm2

255 N/mm2

8.5%

kne

48.9 N/mm

1.57 N/mm

3015%

Figure 4.50. Comparison of measured (heavy red solid line) and predicted mean forces using cutting force
coefficients obtained from: 1) Johnson-Cook model/finite element simulation (thin blue solid line) with 95%
confidence intervals (thin blue dotted lines); and 2) experimental mean force linear regression (thin black
line). The top panel shows the x direction force, while the bottom panel displays the y direction force. The
axial depth is 5 mm and the feed per tooth is 0.150 mm.
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presented for both force models with in-process dynamic force measurements. Similar
levels of agreement were obtained between the two approaches although the trends were
different. The primary limitation for this approach is combining the wide range of JohnsonCook models available in the literature. An averaging approach was selected for each
parameter, but this does not respect the actual flow stress behavior for each individual
reference.

70

Iscar non-standard geometry endmill analysis
Scanning metrology for edge geometry
The digital force modeling steps were followed for an Iscar solid carbide endmill
with two standard geometry cutting edges and two non-standard geometry cutting edges
(FINISHRED™, part number 5622230). Structured light scanning was applied to collect
point clouds from the complex indexable endmill cutting edges using the GOM ATOS Q
system. Again, the measurements proceeded by first preparing the solid carbide endmill
surface using a removable anti-glare coating and attaching reference targets to the shank
surface to enable multiple measurements to be stitched together and generate the solid
model. Second, multiple scans were completed to obtain the point cloud and 3D model.
The endmill photograph and solid model is displayed in Fig. 4.51.
The edge radius values as a function of the z (axial) location are displayed in Figs.
4.52 and 4.53. The different radial profiles for the two different teeth geometries are
observed. The angle values are shown in Fig. 4.54.

Scanning metrology for rake and relief profiles
Similar to the previous analysis, a coordinate system was established by fitting a
cylinder to the tool shank and defining a plane at the fluted end’s extreme point. The
intersection of the cylinder’s axis and the plane was set as the origin of the coordinate
system. Planar cross-sections were then created along the tool’s axis (z direction). Each
section contained the rake and relief profiles of the three inserts at the corresponding
axial location; an example section is displayed in Fig. 4.55.

Force modeling
For this endmill, the four cutting force coefficients from Eqs. 8 and 9 were identified:
1) experimentally using the linear regression approach; and 2) using AdvantEdge™ finite
element software and the proprietary 6061-T6 aluminum flow stress model. For the
former, down milling tests were completed for: 3.18 mm radial depth, 5 mm axial depth,
and six feed per tooth values with the 6061-T6 workpiece mounted on a Kistler 9257B
dynamometer. The mean force in the x (feed) and y directions was plotted against the
commanded feed per tooth and linear regressions were completed to identify the slope
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Figure 4.51. Iscar endmill photo and solid model.
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Figure 4.52. Iscar endmill radius values for the four teeth as a function of the z location along the tool axis.

73

0
-1
-2
-3

z (mm)

-4
tooth 1

-5

tooth 2

tooth 3

-6

tooth 4
-7
-8
-9
-10
5.4

5.6

5.8
6
r (mm)

6.2

6.4

Figure 4.53. Magnified view of Iscar endmill radius values for the four teeth as a function of the z location
along the tool axis. The distinction between the two different tooth types is clear.
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Figure 4.54. Iscar endmill angle values for the four teeth as a function of the z location along the tool axis.
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Figure 4.55. (Left) Planar cross-section for 3D model. (Right) Section showing rake and relief faces for all
four teeth.
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and intercept values; see Fig. 4.56. These were then used to determine the cutting force
coefficients.
A comparison between the experimental (average force linear regression, AFLR)
and AdvantEdge™ (finite element, FE) coefficients is provided in Figs. 4.57 and 4.58. The
error bars on the AFLR values represent ± three standard deviations obtained from three
repeated trials where all six cutting tests were completed (at each feed per tooth value).

Tool tip and workpiece FRFs
The Iscar endmill was inserted in a collet holder and clamped in the spindle of a
Haas VF-4 CNC milling machine. The 6061-T6 aluminum workpiece was bolted to the
face of a Kistler 9257B cutting force dynamometer, which was clamped to the machine
table. The tool tip and workpiece FRFs were measured by impact testing. The FRFs are
displayed in Fig. 4.59. No significant vibration modes were identified by the workpiece.
The tool tip FRFs were fit and the modal parameters were used in the time domain
simulation.

Cutting force comparison
Cutting trials were completed on the Haas VF-4 CNC milling machine. The 6061T6 aluminum workpiece was mounted on a cutting force dynamometer (Kistler 9257B)
and the endmill was clamped in the collet holder and inserted in the CAT-40 spindle
interface; see Fig. 4.60. Down milling tests were performed at an axial depth of 5 mm,
radial depth of 3.18 mm, and feed per tooth values of {0.025, 0.050, 0.075, 0.100, 0.125,
and 0.150} mm/tooth. The predicted and measured x and y direction forces are displayed
in Fig. 4.61 through 4.66. Results for both force models are included: 1) the average force
linear regression results are represented by ± three standard deviation error bounds
(green filled range); and 2) the finite element-based force model predictions are
represented by the dotted blue line. No uncertainty intervals are provided the latter
because the proprietary flow stress model was applied in the finite element calculations
only. Therefore, no variation in the model was available because the model type and
coefficients were unknown. The experimental results are identified by the red dash-dot
line.
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Figure 4.56. Linear regressions to mean force for the x (feed), y, and z (axial) directions. The x and z
direction forces are negative due to the combination of the force direction and the dynamometer coordinate
system.

Figure 4.57. Cutting coefficients from Eqs. 8 and 9 obtained by average force linear regressions (AFLR)
and finite element (FE) analysis.
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Figure 4.58. Edge coefficients from Eqs. 8 and 9 obtained by average force linear regressions (AFLR)
and finite element (FE) analysis.

Figure 4.59. Tool tip and workpiece FRFs for the x and y directions. The (top) real and (bottom) imaginary
parts of the complex-valued FRFs are presented.
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Figure 4.60. Experimental setup for Iscar endmill cutting force measurement.
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Figure 4.61. 5 mm axial depth, 3.175 mm radial depth (25% radial immersion), 0.025 mm/tooth.
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Figure 4.62. 5 mm axial depth, 3.175 mm radial depth (25% radial immersion), 0.050 mm/tooth.

82

Figure 4.63. 5 mm axial depth, 3.175 mm radial depth (25% radial immersion), 0.075 mm/tooth.
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Figure 4.64. 5 mm axial depth, 3.175 mm radial depth (25% radial immersion), 0.100 mm/tooth.
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Figure 4.65. 5 mm axial depth, 3.175 mm radial depth (25% radial immersion), 0.125 mm/tooth.
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Figure 4.66. 5 mm axial depth, 3.175 mm radial depth (25% radial immersion), 0.150 mm/tooth.
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For the results shown in Figs. 4.61 through 4.66, it is seen that the measured force
profiles are contained within the ± three standard deviation error bounds from the linear
regression identification of the cutting force coefficients. The finite element-based
predictions agree for the x direction, but overpredict the force in the y direction.
A second set of tests was completed where the radial depth and feed per tooth
were held constant (6.35 mm and 0.075 mm/tooth), while the axial depth was varied from
2 mm to 8 mm in steps of 2 mm. The predicted and measured x and y direction forces
are displayed in Fig. 4.67 through 4.70. Results for both force models are again included:
1) the average force linear regression results are represented by ± three standard
deviation error bounds (green filled range); and 2) the finite element-based force model
predictions are represented by the dotted blue line. The experimental results are identified
by the red dash-dot line.
For the results shown in Figs. 4.67 through 4.70, it is seen that the measured force
profiles are again contained within the ± three standard deviation error bounds from the
linear regression identification of the cutting force coefficients. The finite element-based
predictions overpredict the force levels in both the x and y directions for the new radial
depth of cut (6.35 mm, 50% radial immersion).
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Figure 4.67. 6.35 mm radial depth (50% radial immersion), 0.075 mm/tooth, 2 mm axial depth.
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Figure 4.68. 6.35 mm radial depth (50% radial immersion), 0.075 mm/tooth, 4 mm axial depth.
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Figure 4.69. 6.35 mm radial depth (50% radial immersion), 0.075 mm/tooth, 6 mm axial depth.
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Figure 4.70. 6.35 mm radial depth (50% radial immersion), 0.075 mm/tooth, 8 mm axial depth.
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Chapter Five
Conclusions and future work
Digital modeling is increasingly the industry standard for part production by milling.
Three-dimensional computer-aided design (CAD)/computer-aided manufacturing (CAM)
is the norm, where component solid models are used to generate computer numerically
controlled (CNC) part programs by the part programmer. The corresponding M/G code
instructions define the machine motions required to remove material from the block,
forging, casting, or additively manufactured preform using the selected rotating endmill.
The end goal is a component with the desired geometry and surface finish obtained from
the first trial onward.
Digital modeling is also applied to aid in selection of operating parameters that
result in a process that repeatably produces in-tolerance parts at maximum profit. For
milling, this modeling includes the process dynamics, which encompasses both stability
(i.e., stable operation, which exhibits only forced vibration, versus unstable performance
that demonstrates self-excited vibration or period-n bifurcations and the corresponding
degradation in part quality) and surface location error, or part geometry errors that occur
due to the phasing between the tool-part relative motions and the instant the final surface
is generated. In both cases, the required modeling inputs are: 1) the tool geometry; 2) the
force model that relates the cutting force required to shear away the material to the
commanded chip area; and 3) the structural dynamics of the tool-holder-spindle-machineworkpiece combination.
In this research, a digital modeling framework was presented that includes:
•

structured light scanning to identify the endmill’s cutting edge macro-geometry
along the tool axis

•

structured light scanning to measure the rake and relief profiles of the cutting
edge

•

commercially-available finite element analysis of orthogonal cutting to
determine the mechanistic force model coefficients using the work material’s
flow stress model and tool’s rake and relief edge geometries
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•

linear regression to the average measured cutting forces over a range of feed
per tooth values to determine the mechanistic force model coefficients

•

measurement of the tool-holder-spindle-machine assembly dynamics using tap
testing

•

time domain simulation with inputs that include the cutting edge macrogeometry, force model, and tool point FRF.

Using three different endmill geometries, the ability to predict milling force by the
integrated digital approach was presented and validated. The approach is generic to any
endmill geometry and peripheral milling process.
While structured light scanning, finite element analysis, and time domain
simulation are all digital in nature, the linear regression approach for mechanistic force
model coefficients determination and tap testing for structural dynamics measurement
are inherently analog in nature. The next steps for this research are to:
•

advance the finite element approach to reduce or eliminate the need for cutting
tests

•

implement receptance coupling substructure analysis (RCSA) for tool point FRF
prediction.

In the RCSA approach, receptances (or FRFs) for tools and holders are modeled and
coupled to measurements of the spindle-machine receptances to predict tool point
receptances. This eliminates the need to measure each tool-holder-spindle-machine
combination and moves toward the desired digital solution for milling performance
prediction.
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Appendix
Appendix A: Average force, linear regression method
To enable experimental determination of the cutting force coefficients for the
milling force model, milling tests are carried out by prescribing a known feed per tooth
and axial depth and measuring the x (feed), y, and z (axial) direction cutting force
components in the cutting force dynamometer’s fixed coordinate frame.
The cutting force model for the normal (n), tangential (t), and axial (a) directions
are provided in Eqs. 1-3. Equations 1-3 include two coefficients: one is associated with
“cutting” (or shearing) and includes the chip thickness dependence; and the other is the
“rubbing” (or plowing) term, which is independent of chip thickness (denoted by the “e”
subscript extension that indicates an edge effect).
𝐹𝑛 = 𝑘𝑛 𝑏ℎ + 𝑘𝑛𝑒 𝑏

(1)

𝐹𝑡 = 𝑘𝑡 𝑏ℎ + 𝑘𝑡𝑒 𝑏

(2)

𝐹𝑎 = 𝑘𝑎 𝑏ℎ + 𝑘𝑎𝑒 𝑏

(3)

We determine the six coefficients via linear regression using the average cutting
forces measured by the dynamometer over a range of feed per tooth values. Projection
of the normal and tangential components into the x, y, and z directions for the square
endmill geometry gives Eqs. 4 through 6, where  is the tooth angle.
𝐹𝑥 = 𝑘𝑡 𝑏𝑓𝑡 𝑠𝑖𝑛(𝜑) 𝑐𝑜𝑠(𝜑) + 𝑘𝑡𝑒 𝑏 𝑐𝑜𝑠(𝜑) + 𝑘𝑛 𝑏𝑓𝑡 𝑠𝑖𝑛2 (𝜑) + 𝑘𝑛𝑒 𝑏 𝑠𝑖𝑛(𝜑)

(4)

𝐹𝑦 = 𝑘𝑡 𝑏𝑓𝑡 𝑠𝑖𝑛2 (𝜑) + 𝑘𝑡𝑒 𝑏 𝑠𝑖𝑛(𝜑) − 𝑘𝑛 𝑏𝑓𝑡 𝑠𝑖𝑛(𝜑) 𝑐𝑜𝑠(𝜑) − 𝑘𝑛𝑒 𝑏 𝑐𝑜𝑠(𝜑)

(5)

𝐹𝑧 = −𝑘𝑎 𝑏𝑓𝑡 𝑠𝑖𝑛(𝜑) − 𝑘𝑎𝑒 𝑏
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(6)

If we apply the double angle identities: 𝑠𝑖𝑛(𝜑) 𝑐𝑜𝑠(𝜑) =

𝑠𝑖𝑛(2𝜑)
2

and 𝑠𝑖𝑛2 (𝜑) =

1−𝑐𝑜𝑠(2𝜑)
2

, we obtain Eqs. 7 and 8. The z direction force equation is unchanged.

𝐹𝑥 = 𝑘𝑡 𝑏𝑓𝑡

𝐹𝑦 = 𝑘𝑡 𝑏𝑓𝑡

𝑠𝑖𝑛(2𝜑)
2

+ 𝑘𝑡𝑒 𝑏 𝑐𝑜𝑠(𝜑) + 𝑘𝑛 𝑏𝑓𝑡

(1−𝑐𝑜𝑠(2𝜑))
2

(1−𝑐𝑜𝑠(2𝜑))

+ 𝑘𝑛𝑒 𝑏 𝑠𝑖𝑛(𝜑)

(7)

− 𝑘𝑛𝑒 𝑏 𝑐𝑜𝑠(𝜑)

(8)

2

+ 𝑘𝑡𝑒 𝑏 𝑠𝑖𝑛(𝜑) − 𝑘𝑛 𝑏𝑓𝑡

𝑠𝑖𝑛(2𝜑)
2

To determine the mean cutting force per revolution, we must first augment the
previous equations with the summation that accounts for all teeth on the cutter and a
switching function that is nonzero only when the tooth angle is bounded by the cut start
and exit angles.

𝑁

𝑡
𝐹𝑥 = ∑𝑗=1
(𝑘𝑡 𝑏𝑓𝑡

𝑁

𝑡
𝐹𝑦 = ∑𝑗=1
(𝑘𝑡 𝑏𝑓𝑡

𝑠𝑖𝑛(2𝜑𝑗 )
2

+ 𝑘𝑡𝑒 𝑏 𝑐𝑜𝑠(𝜑𝑗 ) + 𝑘𝑛 𝑏𝑓𝑡

(1−𝑐𝑜𝑠(2𝜑𝑗 ))
2

(1−𝑐𝑜𝑠(2𝜑𝑗 ))

+ 𝑘𝑡𝑒 𝑏 𝑠𝑖𝑛(𝜑𝑗 ) − 𝑘𝑛 𝑏𝑓𝑡

2

𝑠𝑖𝑛(2𝜑𝑗 )
2

+ 𝑘𝑛𝑒 𝑏 𝑠𝑖𝑛(𝜑𝑗 )) 𝑔(𝜑𝑗 ) (9)

− 𝑘𝑛𝑒 𝑏 𝑐𝑜𝑠(𝜑𝑗 )) 𝑔(𝜑𝑗 ) (10)

𝑁

𝑡
𝐹𝑧 = ∑𝑗=1
(−𝑘𝑎 𝑏𝑓𝑡 𝑠𝑖𝑛(𝜑𝑗 ) − 𝑘𝑎𝑒 𝑏)𝑔(𝜑𝑗 )

(11)

The mean force per revolution in the x direction, for example, is then determined
1 𝜑
by 𝐹̄𝑥 = 2𝜋 ∫𝜑 𝑒 𝐹𝑥 𝑑𝜑. Because the integration limits are set between the start and exit
𝑠

angles, the switching function is always equal to one and is effectively removed from the
integral. Also, the summation is incorporated by the multiplication of the integral by Nt as
shown in Eq. 12. This equation is rewritten in Eq. 13.
(1−𝑐𝑜𝑠(2𝜑))
𝜑
𝑁
𝑠𝑖𝑛(2𝜑)
𝐹̄𝑥 = 2𝜋𝑡 ∫𝜑 𝑒 (𝑘𝑡 𝑏𝑓𝑡 2 + 𝑘𝑡𝑒 𝑏 𝑐𝑜𝑠(𝜑) + 𝑘𝑛 𝑏𝑓𝑡
+ 𝑘𝑛𝑒 𝑏 𝑠𝑖𝑛(𝜑)) 𝑑𝜑
2

(12)

𝑁𝑡 𝑏 𝜑𝑒
𝐹̄𝑥 = 4𝜋
∫𝜑 (𝑘𝑡 𝑓𝑡 𝑠𝑖𝑛(2𝜑) + 2𝑘𝑡𝑒 𝑐𝑜𝑠(𝜑) + 𝑘𝑛 𝑓𝑡 − 𝑘𝑛 𝑓𝑡 𝑐𝑜𝑠(2𝜑) + 2𝑘𝑛𝑒 𝑠𝑖𝑛(𝜑)) 𝑑𝜑

(13)

𝑠

𝑠
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1

1

By application of ∫ 𝑠𝑖𝑛(𝑎𝑥) 𝑑𝑥 = − 𝑎 𝑐𝑜𝑠(𝑎𝑥) and ∫ 𝑐𝑜𝑠(𝑎𝑥) 𝑑𝑥 = 𝑎 𝑠𝑖𝑛(𝑎𝑥), the integral in
Eq. 13 is determined to be:
𝜑𝑒

𝑁𝑡 𝑏
𝑘
𝑘
𝐹̄𝑥 = 4𝜋
[− 2𝑡 𝑓𝑡 𝑐𝑜𝑠(2𝜑) + 2𝑘𝑡𝑒 𝑠𝑖𝑛(𝜑) + 𝑘𝑛 𝑓𝑡 𝜑 − 2𝑛 𝑓𝑡 𝑠𝑖𝑛(2𝜑) − 2𝑘𝑛𝑒 𝑐𝑜𝑠(𝜑)] ,
𝜑𝑠

(14)

which can be rewritten as shown in Eq. 15.
𝜑𝑒

𝑁𝑡 𝑏𝑓𝑡
𝑁𝑡 𝑏
(𝑘𝑡𝑒 𝑠𝑖𝑛(𝜑) − 𝑘𝑛𝑒 𝑐𝑜𝑠(𝜑))]
𝐹̄𝑥 = [ 8𝜋
(−𝑘𝑡 𝑐𝑜𝑠(2𝜑) + 𝑘𝑛 (2𝜑 − 𝑠𝑖𝑛(2𝜑))) + 2𝜋

𝜑𝑠

(15)

Similarly, the y and z direction mean cutting forces per revolution are:
𝜑𝑒

𝑁𝑡 𝑏𝑓𝑡
𝑁𝑏
(𝑘𝑡 (2𝜑 − 𝑠𝑖𝑛(2𝜑)) + 𝑘𝑛 𝑐𝑜𝑠(2𝜑)) − 𝑡 (𝑘𝑡𝑒 𝑐𝑜𝑠(𝜑) + 𝑘𝑛𝑒 𝑠𝑖𝑛(𝜑))]
𝐹̄𝑦 = [ 8𝜋
2𝜋

𝜑𝑠

𝜑𝑒

𝑁𝑏
𝐹̄𝑧 = [ 𝑡 (𝑘𝑎 𝑓𝑡 𝑐𝑜𝑠(𝜑) − 𝑘𝑎𝑒 𝜑)] .
2𝜋

𝜑𝑠

(16)

(17)

If we select 100% radial immersion (slotting) for the cutting tests, then the cut start
angle is s = 0, the cut exit angle is e = 180 deg, and Eqs. 15 through 17 simplify to:
𝑁 𝑏𝑘
𝑁 𝑏𝑘
𝐹̄𝑥 = 𝑡 4 𝑛 𝑓𝑡 + 𝑡 𝜋 𝑛𝑒 ,

(18)

𝑁 𝑏𝑘
𝑁 𝑏𝑘
𝐹̄𝑦 = 𝑡4 𝑡 𝑓𝑡 + 𝑡 𝜋 𝑡𝑒 , and

(19)

𝑁 𝑏𝑘
𝑁 𝑏𝑘
𝐹̄𝑧 = − 𝑡 𝜋 𝑎 𝑓𝑡 − 𝑡 2 𝑎𝑒 .

(20)

Given these expressions, we complete linear regressions (over chip thickness) to
determine the six unknown cutting force coefficients: kn, kne, kt, kte, ka, and kae from
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measured (mean) force values. Note that the first term on the right hand side of the
average force expressions in Eqs. 18 through 20 is a function of the feed per tooth, while
the second term is not. These equations therefore match the (linear) slope-intercept form
if ft is the independent variable and the mean force is the dependent variable. In the x
direction, for example, the slope is

𝑁𝑡 𝑏𝑘𝑛
4

and the intercept is

𝑁𝑡 𝑏𝑘𝑛𝑒
𝜋

.

The form of the linear regression for the x direction is 𝐹̄𝑥,𝑖 = 𝑎0𝑥 + 𝑎1𝑥 𝑓𝑡,𝑖 + 𝐸𝑖 ,
where (𝑓𝑡,𝑖 , 𝐹̄𝑥,𝑖 ) are the data pairs, a0x is the intercept, a1x is the slope, and Ei is the error
between the measured 𝐹̄𝑥 values and the line a0x + a1xft. For n > 2 data pairs, the slope
and intercept are determined by minimizing the sum of the errors squared.
2
∑𝑛𝑖=1 𝐸𝑖 2 = ∑𝑛𝑖=1(𝐹̄𝑥,𝑖 − 𝑎0𝑥 − 𝑎1𝑥 𝑓𝑡,𝑖 )

The slope and intercept expressions obtained from this minimization are provided
in Eqs. 21 and 22.

𝑎1𝑥 =

𝑛
𝑛
̄
̄
𝑛 ∑𝑛
𝑖=1 𝑓𝑡,𝑖 𝐹𝑥,𝑖 −∑𝑖=1 𝑓𝑡,𝑖 ∑𝑖=1 𝐹𝑥,𝑖
2
𝑛
𝑛 ∑𝑛
𝑖=1 𝑓𝑡,𝑖 −(∑𝑖=1 𝑓𝑡,𝑖 )

1

2

1

𝑎0𝑥 = 𝑛 ∑𝑛𝑖=1 𝐹̄𝑥,𝑖 − 𝑎1𝑥 𝑛 ∑𝑛𝑖=1 𝑓𝑡,𝑖

(21)

(22)

To determine the quality of the linear fit to the data, we calculate the coefficient of
determination, r2, where r is the correlation coefficient. The r2 value describes how well
the original uncertainty is explained by the linear model. For example, if r2 = 0.95, then
the line captures 95% of the data behavior. (There are exceptions where a high r2 value
does not guarantee a successful fit, but a visual analysis of the data and line is sufficient
to identify these situations.) See Eq. 23, which is again specific to the x direction.

2

𝑟𝑥 =

2

1
𝑛

𝑛
𝑛
2
̄
̄
∑𝑛
𝑖=1(𝐹𝑥,𝑖 − ∑𝑖=1 𝐹𝑥,𝑖 ) −∑𝑖=1 𝐸𝑖
1
𝑛

𝑛
̄
̄
∑𝑛
𝑖=1(𝐹𝑥,𝑖 − ∑𝑖=1 𝐹𝑥,𝑖 )
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2

(23)

Once the slope and intercept values are determined from the linear regressions
for the x, y, and z direction mean force data (for slotting conditions), the cutting force
coefficients are determined from Eqs. 24 through 26. In these expressions, the first a
subscript denotes slope (1) or intercept (0), while the second subscript indicates the
measurement direction (x, y, or z) as shown in Eqs. 21 and 22.

𝑘𝑛 =

𝑘𝑡 =

4𝑎1𝑥
𝑁𝑡 𝑏

4𝑎1𝑦
𝑁𝑡 𝑏

𝑘𝑎 = −

𝜋⋅𝑎1𝑧
𝑁𝑡 𝑏
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𝑘𝑛𝑒 =

𝑘𝑡𝑒 =

𝜋⋅𝑎0𝑥
𝑁𝑡 𝑏

𝜋⋅𝑎0𝑦
𝑁𝑡 𝑏

𝑘𝑎𝑒 = −

2𝑎0𝑧
𝑁𝑡 𝑏

(24)

(25)

(26)

Appendix B: Dynamometer inverse filtering
To remove the effects of the dynamometer’s structural dynamics on the measured
force, the dynamometer force-to-force FRFs were measured by impact testing. The x, y,
and z direction FRFs are displayed in Fig. B.1. These FRFs were inverted and low pass
filtered (third-order Butterworth with 2000 Hz cutoff frequency) and subsequently used to
filter the measured cutting forces. The inverse filters are displayed in Fig. B.2.
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Figure B.1. Measured dynamometer FRFs.

Figure B.2. Inverse filters used to correct the effects of the dynamometer dynamics on the measured forces.
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