Diamond chip engineering
The diamond chip used in this study is the same as the one discussed in Ref. (6) . The diamond chip was a standard "electronic grade" single crystal with approximate dimensions of 2 × 2 × 0.5 mm 3 (ElementSix). The crystal had a (001) surface orientation and was received scaife polished by the manufacturer. The surface was briefly etched by ArCl plasma to remove a few hundred nanometers of material due to possible polishing damage. NV centers were formed by implantation with 15 N + ions using an energy of 5 keV and a fluence of 10 11 cm −2 and by subsequent annealing at 850 • C in high vacuum (p < 2 × 10 −7 millibars) for 2 h. These implantation parameters should lead to NV centers with an average depth of 8 nm and a straggling of ±3 nm according to stopping-range-of-ions-in-matter calculations (22) . The diamond was subsequently heated to ∼650 • C in ambient air to slowly remove about 10 nm of material by oxidation (6) . Before deposition of a proton-containing sample, the diamond was cleaned in an acid bath and by heating it in air to 450 • C. Surface analysis by atomic force microscopy revealed that air oxidation introduced a slight topography to the surface; as shown in Fig. S1 , the surface roughness increased from 0.12 nm-rms before air oxidation to 1.05 nm-rms after air oxidation.
NH 4 PF 6 application and proton formation
The inorganic salt ammonium hexafluorophosphate NH 4 PF 6 (99.99 % trace metals basis, Sigma Aldrich) was used as the proton-containing sample. The salt was compressed to a dense pellet of 5 mm diameter and thermally evaporated out of a molybdenum boat. Thermal evaporation was performed at a pressure of 10 −5 millibars. The NH 4 PF 6 film had a nominal thickness of 20 nm based on the quartz crystal reading of the evaporator. Inspection by optical microscopy showed that the film was discontinuous with patches of the surface uncovered by the salt. Moreover, there were indications that the film became less thick and vanished during the experiments. This can be expected from the volatile and hygroscopic nature of the salt. In particular for the NV center where a 19 F signal was observed (NV4), the peak reduced with time and the signal eventually disappeared entirely.
Surface characterization
Evidence of a chemical interaction of NH 4 PF 6 (and later of KPF 6 ) with the diamond surface was observed. Although most NV centers were still present after the deposition, some bleached during investigation and NV centers were generally less stable with decreased ODMR contrast and shorter T 2 . (No background fluorescence was seen from NH 4 PF 6 ). Depth calibration of one NV center before and after NH 4 PF 6 application by NV-NMR showed a reduction of the nominal depth from 5.2 to 2.6 nm, and an associated reduction by a factor of two in the spin coherence time T 2 (see Fig. S3 ). At the end of the study, the NH 4 PF 6 film was removed and replaced with a ∼ 150 nm thick thermally evaporated layer of (proton-free) KPF 6 . All previously investigated NV centers disappeared after KPF 6 deposition and only very few implanted NV centers were found remaining. Although we do not know the precise chemical reaction, we believe that the interaction of NH + 4 and PF − 6 ions (or their products) with the top diamond layer, combined with the atomic-scale surface topography introduced earlier, was essential for the formation of the isolated protons observed here.
Proton location
Given the isolated nature of detected single protons we have speculated whether the spins are located on the chip surface or whether they have been incorporated into the crystalline lattice of diamond. Since the diamond surface typically has a significant interface region (∼nm), consisting of varying hybridization (sp 2 , sp 3 ) of carbon atoms, varying surface groups, dangling bonds, adsorbate molecules, and atomic-scale topography, it is difficult to give a precise definition of the surface. Because the distinguishing feature of our protons is their isolated nature (no other hydrogen nuclei right nearby), we have focused our attention on possible mechanisms that could generate such isolated protons. These are briefly summarized below:
-Isolated protons were formed in pockets of the surface topography during NH 4 PF 6 deposition. The chemical reaction with NH 4 PF 6 created or enhanced pockets in the surface that were subsequently saturated by hydrogen. The protons are located at the bottom of the interface region. We believe that this is the most likely scenario.
-Protons were formed sub-surface (in the sp 2 or sp 3 region) through impinging NH + 4 ions. This scenario is unlikely since the kinetic energy of ions was far too low and likely insufficient to even penetrate the adsorbate layer.
-Protons were generated by a chemical reaction and subsequent diffusion into the sp 2 or sp 3 region.
A possible chemical reaction could be the decomposition of PF 
Experimental setup
The experimental apparatus was a home-built confocal microscope that operated under ambient conditions. Continuous-wave green laser light (CNI 532nm DPSS Laser, 200 mW) was passed through an acousto-optic modulator (Crystal Technology 3200-146, ∼ 50 ns rise time) in a double-pass arrangement, and spatially filtered using a single mode optical fiber (Thorlabs). The light was focused onto the diamond surface using a pair of scanning mirrors (Cambridge Technologies) and a high-NA air objective (Olympus UPLSAPO40X2, NA=0.95, 40×). A glass slide with a lithographically patterned Au microwave transmission line was inserted between the objective lens and the diamond chip. Red light emitted by the NV center was collected by the same objective and scanning mirrors, branched off by a dichroic mirror (Omega Optical), and band-pass filtered in the 630-800 nm wavelength range. A free-space single photon counter module (Perkin Elmer SPCM-AQRH-16) was used as the photodetector. A counter card (National Instruments, PCI-6602) was used to time-tag photon counts. Gating and binning of photons was carried out in software.
The microwave pulses were generated by an arbitrary waveform generator (Tektronix, AWG5002C, 600 MS/s) at a carrier frequency of 100 MHz and upconverted to the desired 2-3 GHz using an I/Q mixer (Marki Microwaves, IQ-1545) and a low-phase-noise synthesizer (Phasematrix, Quicksyn FSW-0020). Amplitude and phase modulation was done in software during numerical synthesis of the arbitrary waveform. The microwave signal was amplified by a linear power amplier (HD Communications, HD28271, 30 W) and delivered by passing current through the microwave transmission line in close proximity (< 10 µm) to the sample. Microwaves were terminated in a high-power 50 Ω load. The Rabi frequencies of pulses were typically around 30 MHz.
Static magnetic fields were applied by means of a NdFeB permanent magnet (KJ Magnetics, N52, 1/2" diameter × 1" length). Field magnitude and orientation were adjusted by mechanically moving the magnet using an automated translation stage. The magnetic field was aligned with the NV symmetry axis and its magnitude calibrated using optically detected magnetic resonance (ODMR) measurements of the NV center with different magnet positions. All investigated NV centers had the same crystallographic orientation. The uncertainty in the absolute magnetic field and the misaligment from the NV axis were not measured, but from experience we know that they are less than ±1 mT and ±1 • , respectively. Where the calibration uncertainty was important, reported errors assumed an uncertainty of ±1 mT and ±1 • , respectively. The typical fields used in our experiments were between 170-200 mT.
Signal detection protocol
NMR signals were measured using a Carr-Purcell-type decoupling sequence, similar to previous NV-NMR experiments (5, 6) . A pulse timing diagram is shown in Fig. S2 . A laser pulse (∼ 2 µs) was used to pump the NV center into the m S = 0 spin state. Next, a π/2 microwave pulse resonant with the m S = 0 to m S = −1 transition generated a coherent superposition of the two spin states. A series of evenly spaced π pulses were used for dynamical decoupling. The phases of pulses were varied according to the XY8 protocol (23) as indicated in Fig. S2 , and cosine-square pulse shaping was used. At the end of the decoupling sequence, a second π/2 pulse was applied to convert the coherence back into detectable polarization. Since the fluorescence of the NV center is reduced by about 30% when in m S = −1 compared to m S = 0, a second laser pulse (∼ 2 µs) can be used to probe the final spin state.
Reported in all our experiments is the transition probability p, which is the probability that the spin is found in state m S = −1 at the end of the sequence. We have measured p by simultaneously recording two references, 
Estimation of nuclear magnetic field
The transition probability depends on the phase ∆φ picked up during coherent evolution under the influence of a (fluctuating) magnetic field,
where the phase
is a convolution of the modulation function Y (t) with the magnetic field B z (t), and T is the duration of coherent evolution. The modulation function, plotted in Fig. S2 , is simply given by the periodic spin flips as
, where τ is the interpulse delay. The Fourier transform of Y (t) determines the associated "filter function"Ỹ (f ), also plotted in Fig. S2 . The filter function acts as a narrow band filter that passes signals at the center frequencies f = k/(2τ ), with k = 1, 3, 5, ..., and that has a filter bandwidth of ∆f = 1/T . For our experiments, we have always used the fundamental pass band k = 1 where f = 1/(2τ ). We have verified by scanning a wide range of f that detected signals indeed belonged to k = 1, and not to a higher order k.
Classical signals
NMR signals detected in reported experiments showed two different transition probability functions p(T ), which we denote as "classical" and "quantum" signals. Large ensembles of nuclear spins produce a classical response owing to the classical magnetic noise generated by spin noise. This noise has random phase and magnitude, and the magnitude has a Gaussian distribution. At resonance (that is, if f equals the nuclear Larmor frequency), the transition probability is
where B rms is the rms magnetic field (component along NV axis) produced by the nuclear spin precession at the location of the NV center. Importantly, for classical decoherence, the transition probability will always be p(T ) ≤ 0.5.
Quantum signals
A different evolution of p(T ) is seen for quantum coherent coupling to single proton spins. As discussed in the Supplementary Text as well as in Refs. (15, 17) , the transition probability for an NV center at resonance is
where a ⊥ is the transverse component of the hyperfine coupling. Simultaneously, the resonance frequency is shifted from the "bare" Larmor frequency γ n B 0 by a || /2, where a || is the parallel component of the hyperfine coupling. Here we assume that the interaction is dipolar, and that the external bias field is much stronger than the hyperfine interaction.
Correction for finite pulse lengths
Because the interpulse delay τ becomes very short at high detection frequencies, π pulses consume a significant fraction of the free evolution time. The phase pickup described by Eq. (2) becomes less efficient, and B rms and a ⊥ values are underestimated. Reported B rms and a ⊥ values have therefore been corrected to account for the less efficient phase accumulation.
Using a density operator simulation we have determined that phase pick-up during τ is slowed down by a factor x = 1−0.5t π /τ for square-shaped π-pulses, and by a factor x = 1−0.25t π /τ for cosine-square-shaped π-pulses (with equal peak amplitude), where t π is pulse duration. Using values typical for our experiments, τ = 60 ns, t π = 40 ns and cosine-square pulse shaping, the factor is x = 0.83. Reported values for B rms and a ⊥ are the fit values by Eq. (3) and Eq. (4), divided by x.
Estimation of proton positions
From the two components of the hyperfine interaction a || and a ⊥ , the distance r and internuclear angle θ between the NV center and the proton can be determined:
We again assume that the interaction is dipolar, and that the external bias field is much stronger than the hyperfine interaction. a || and a ⊥ have units of angular frequency. The angle θ and position r as a function of a || and a ⊥ are:
Supplementary Text
Simulation of quantum evolution
Hamiltonian
Density operator simulations were performed to calculate the quantum evolution of the transition probability p(T ) for different multi-spin systems. Simulations were all performed in a rotating frame resonant with the m S = 0 to m S = −1 transition. The Hamiltonian considered was (in units of angular frequency):
whereˆ S = (Ŝ x ,Ŝ y ,Ŝ z ) are the operators of the NV electronic spin,ˆ I i = (Î x,i ,Î y,i ,Î z,i ) are the operators of the nuclear spins, 1 ≤ i, j, ≤ n are the indices for the nuclear spins, and n is the number of nuclear spins. The first term is the nuclear Zeeman interaction, the second term is the hyperfine interaction with coupling tensors A i , and the third term is the nuclear-nuclear dipole coupling with coupling constants ω D,ij . For this analysis the coupling to 15 N or 13 C nuclei or a detuning of the microwave frequency was neglected. We have verified in separate simulations that those do not affect relevant spin dynamics. Relaxation was neglected for the simulation, but was considered as a phenomenological decay once the transition probability p(T ) had been calculated.
Simulations further took advantage of the fact that in our experiments, nuclear Zeeman frequencies are much larger than the hyperfine interaction (γ n B 0 ||A i ||), so that the hyperfine interaction can be separated into secular and nonsecular contributions,
Here a ||,i and a ⊥,i are the parallel and transverse components of the hyperfine coupling (see main text), respectively. (An appropriate rotation of the coordinate system was used such that a ⊥ is along x). Since we focused on the m S = 0 to m S = −1 transition, the Hamiltonian can be separated into the electronic and nuclear subspaces. The Hamiltonian in the nuclear subspace then takes on one of two forms, depending on whether the electronic spin is in the m S = 0 or the m S = −1 state, respectively,
(We have used lower caseĥ to distinguish the nuclear-spin-only Hamiltonian from the full Hamiltonian).
Transition probability
The transition probability p is given by
where |0 is the m S = 0 state and | − 1 is the m S = −1 state, andρ nuc is the density matrix of nuclear spins. U ±π/2 denotes the initial and final π/2 pulse required to create the coherent superposition between |0 and | − 1 and convert it back to detectable polarization.Û CP is the propagator of the XY8 detection sequence which consists of N spin echoes formed by a π rotation sandwiched between two τ /2 free evolution periods,
The basic building block of nuclear propagation,
can be expressed using the two subspaces with the propagatorŝ
where we have again used lower cases to emphasize that these are nuclear-spin-only operators. Combining equations, the transition probability p(T ) becomes
where the evolution time T is set by the number of π rotations N as T = N τ .
Performed simulations
Several scenarios were considered. For the simulations shown in Fig. 3 , the dipolar coupling between nuclei was neglected (ω D,i,j = 0 for all i, j) and nuclear spins were assumed to have the same hyperfine coupling parameters (a ||,i = a || and a ⊥,i = a ⊥ for all i). This scenario would be relevant for nuclear spin clusters with rapid internal motion, such as rotating CH 3 or NH 4 groups. We have also calculated p(T ) trajectories for other Hamiltonians that include inequivalent a ||,i and a ⊥,i as well as non-zero ω D,i,j . These Hamiltonians would all produce multiple peaks in the NMR spectrum and/or multifrequency oscillations of p(T ).
For Fig. 3 , a || and a ⊥ were chosen such that curves would fit the initial rise of p(T ) in the first approx. 50 µs.
A phenomenological exponential decay ∝ e −T /T 2 was superimposed on all plotted p(T ) curves to account for relaxation.
Control experiments
Other diamond substrates and other samples 1 H signals were measured on over 20 NV centers and on four different single crystal diamond substrates and three different surface coatings. Tested substrates included a δ-doped 12 C epilayer, the present nat C substrate (after oxygen etching), a second nat C substrate (after oxygen etching), and an as-grown 12 C substrate. NV centers in the latter three substrates were created by ion implantation. All surfaces were oxygen terminated. Tested surface coatings with measurable 1 H signals included microscope immersion oil, NH 4 PF 6 , and naturally present adsorbate molecules ("no coating"). We observed that only NH 4 PF 6 would show isolated proton peaks. We have not attempted to test a second NH 4 PF 6 -coated substrate due to the degrading effect of NH 4 PF 6 to the delicate diamond chip surface.
One NV center of the present study (NV3) was measured before and after NH 4 PF 6 deposition. Before deposition (and with immersion oil applied to the surface), the NV center showed a resonance at the expected 1 H frequency with a defect depth of 5.2±0.5 nm. After NH 4 PF 6 deposition, the same NV center shows two resonances (see Fig. 1D ) with a defect depth of 2.6±0.4 nm. Moreover, the coherence time T 2 was reduced from 26 µs to 11 µs (see Fig. S3 ).
As a further control, we have attempted to remove the single protons by replacing NH 4 PF 6 with proton-free KPF 6 , but found this procedure to eliminate all investigated near-surface NV centers in the substrate (see Materials and Methods).
Imperfections in the detection sequence
A number of tests were performed to verify that the observed NMR signals were due to protons and not due to imperfections in the microwave pulse sequence. In particular, we have recorded 1 H NMR signals using different π pulse amplitudes and durations and using different sampling frequencies and carrier frequencies for microwave generation. We have also measured 1 H signals on two different experimental setups, with different RF hardware, and found no discrepancies. A large window of NMR frequencies was further scanned to verify that observed peaks corresponded to the fundamental frequency of the filter function.
Possible couplings to 13 C and 15 N nuclei
Additional hyperfine couplings to the 15 N nucleus of the NV center and nearby lattice 13 C nuclei were occasionally observed as additional peaks in the NV-NMR spectrum. These peaks behave distinctly different from the 1 H resonances, and most importantly, do not follow the γ n = 42.6 MHz/T scaling with magnetic field B 0 . 13 C resonances were always present at low NMR frequencies (∼ 2 MHz). 15 N resonances were occasionally seen at low frequencies (< 3 MHz) when the magnetic field was not properly aligned with the NV symmetry axis.
Measuring the hyperfine interaction on the NV spin resonance
The question arose whether the hyperfine interaction between the NV spin and the nuclear spin in the order of several hundreds of kHz could also be observed on the resonance of the NV spin. In Fig. S4 the optical detected magnetic resonance (ODMR) measurements for NV3 to NV5 are shown. The resonance line is split by ∼3 MHz due to the 15 N hyperfine interaction and the residual linewidths for all three NV centers are rather large, of order 1 MHz, which makes it difficult to resolve the hyperfine interactions on the NV center resonance.
Detection of free nuclear precession
As a further test, we have attempted to detect the free nuclear precession (36) of protons by using two XY8-N sequences spaced by a variable delay time t, and looking for oscillations in the detected signal as a function of t. No oscillation was observed within experimental error. We attribute this to the poor efficiency of the sequence (with very short pulse delays), or to inhomogeneous broadening of the proton resonance.
Detection sensitivity
We have estimated the minimum detectable magnetic field using Eq. (22) provided with the Supplementary Material of Ref. (40):
Here, T is the evolution time, T 2 is the decoherence time under CP decoupling, is the optical contrast between m S = 0 and m S = −1 states, γ e = 2π × 28 GHz is the electron gyromagnetic ratio, T tot is the total time of the experiment, and R is the photon collection efficiency given as number of photons per probe laser pulse.
Current experiment
Taking the experimental parameters for NV4, T 2 = 200 µs, = 0.25, R = 0.015, and setting T = T 2 and T tot = 60 s, one obtains B min = 23 nT. This can be converted into a minimum detectable hyperfine coupling a ⊥ ≈ γ e B min = 640 Hz. Comparing this to the magnitude of a ⊥ at a certain distance r, one finds that r max ≈ 4 nm. Thus, the coupling of a single proton in 4 nm distance could be detected with unit SNR using one minute of averaging. This distance is approximate, since a ⊥ also depends on the angle θ.
Estimated future improvements
Improvements in photon collection efficiency will directly improve the magnetic field sensitivity. Using nanopillar waveguides, photon count rates as high as 1.5 MC/s have been reported [S. A. Momenzadeh et al., arXiv:1409.0027], which is about 30× higher than the count rate for our experiment. Repetitive readout via nuclear quantum storage (Ref. (35)) has shown a 10× improvement in readout efficiency. If combined, the two advances would yield a 300× improvement in the photon collection efficiency R, or equivalently, a 17× improvement in B min . The coupling of a single proton could then be detected at a distance of 10 nm. frequency f (Hz) Figure S3 : Proton NMR spectra of NV3 before and after application of NH 4 PF 6 . Before NH 4 PF 6 deposition, only a single peak is seen at the expected 1 H frequency (dashed vertical lines) that originates from an ensemble of more distant protons, such as those in terminating atoms and adsorbate molecules. After NH 4 PF 6 application, an additional peak at slightly higher frequency appears due to the generated single proton. . This model assumes a flat surface covered by an infinitely thick proton layer. Since our surface had topography (was not flat) and was likely only covered by a thin layer of adsorbate molecules and terminating groups, this nominal depth is overestimated and the NV centers actually lie substantially closer to the surface. Table S2 : Summary of peak shifts used for Fig. 2 . Expected 1 H frequency is γ n B 0 from Table S1 . Peak (1-3) frequencies are the respective peak frequency determined by a Gaussian fit. ∆ (i) represents the difference between the expected 1 H frequency and frequency of peak i. The frequency difference equals half the parallel hyperfine coupling parameter a (i)
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|| . Errors indicate 95% confidence interval from the fit, but do not include the global ±1 mT (±42.6 kHz) calibration uncertainty in B 0 . Table S3 : Summary of parameters for single protons used for Fig. 4 . Symbols represent peaks marked in Fig. 1C and 2A . Expected 1 H frequency is γ n B 0 from Table S1 . Peak frequency is center frequency of the single 1 H peak determined by a Gaussian fit. a || is the parallel component of the hyperfine interaction, given by twice the difference between expected 1 H frequency and peak frequency. a ⊥ is the vertical component of the hyperfine interaction, which was derived from on Fig. 3 for NV4 and on Fig. S5 for NV3 and NV5 using Eq. (4). Distance and polar angle are according to the relation between a || , a ⊥ , r and θ given in the Materials and Methods section. Frequency errors indicate 95% confidence interval from fits. Errors in r represent uncertainty in absolute field calibration (±1 mT, equivalent to ±2 · 42.6 kHz in a || ) rather than the (smaller) fit errors. Errors in θ represent propagated fit errors; here the absolute uncertainty is ±1 • . Error bars in Fig. 4 denote the fit error or calibration uncertainty, whichever is larger.
