Abstract-We generalize stochastic subgradient methods to situations in which we do not receive independent samples from the distribution over which we optimize, but instead receive samples that are coupled over time. We show that as long as the source of randomness is suitably ergodic-it converges quickly enough to a stationary distribution-the method enjoys strong convergence guarantees, both in expectation and with high probability. This result has implications for high-dimensional stochastic optimization, peer-to-peer distributed optimization schemes, and stochastic optimization problems over combinatorial spaces.
I. INTRODUCTION
In this paper, we analyze a new algorithm, Ergodic Mirror Descent, for solving a class of stochastic optimization problems. We begin with a statement of the problem. Let {F (·; ξ), ξ ∈ Ξ} be a collection of closed convex functions with common closed convex domain X ⊆ R d . Let Π be a probability distribution over the sample space Ξ and consider the convex function f : X → R defined by the expectation f (x) := E Π [F (x; ξ)] = Ξ F (x; ξ)dΠ(ξ).
(
We consider solving the following problem:
Though a wide variety of stochastic optimization methods for solving the problem (2) have been explored in an extensive literature [19] , [18] , [15] , [16] , many approaches have imposed the restrictive assumption that it is possible to obtain independent and identically distributed samples ξ from the distribution Π. We relax this assumption and instead assume that we receive samples ξ from a stochastic process P , indexed by time t, that converges to the stationary distribution Π. This is a natural relaxation, because in many circumstances-such as statistical applications-the distribution Π is unknown and we cannot receive independent samples. In other scenarios, it may be hard to even draw samples from Π efficiently, such as when Ξ is a highdimensional space or is a combinatorial space, but it is possible to design Markov chains whose stationary distribution is Π (e.g. [10] ). Further, in computational applications, it is often unrealistic to assume that one actually has access to a source of independent randomness, so studying the effect of correlation is natural and important [8] .
Our approach to solving the problem (2) is related to classical stochastic gradient algorithms [19] , [18] , where one assumes access to samples ξ from the distribution Π and performs gradient updates using ∇F (x; ξ). More generally, our problem belongs to the family of stochastic problems with exogenous correlated noise (see, e.g. [13] and the numerous references therein), where the goal is to minimize E Π [F (x; ξ)] as in the objective (2) but we have access only to samples ξ that are not independent over time. Classical results in this setting are asymptotic and generally do not provide finite sample or high-probability convergence guarantees. Our method borrows from stochastic gradient methods [17] , [16] , but we generalize them in that we receive samples not from the distribution Π but from an ergodic process ξ 1 , ξ 2 , . . . converging to the stationary distribution. In spite of the new setting, we do not need to modify prior algorithms. Consequently, as we show specifically in Section IV, our approach generalizes several recent works on stochastic and non-stochastic optimization, including randomized and Markov incremental subgradient methods [15] , [11] .
The main result of this paper is that performing stochastic gradient steps as described in the previous paragraph results in a provably convergent optimization procedure. The convergence is governed by problem-dependent terms (namely the radius of X and the Lipschitz constant of the functions F ) familiar from previous results on stochastic methods [15] , [16] as well as terms dependent on the rate at which the stochastic process ξ 1 , ξ 2 , . . . converges to the stationary distribution. Our two main theorems characterize the convergence rate of Ergodic Mirror Descent in terms of τ mix , which is the time it takes the process ξ t to converge to the stationary distribution Π (in a sense we make precise later), both in expectation and with high probability. In particular, we show that this rate is O τmix T
for a large class of interesting ergodic processes.
Notation: We collect our (mostly standard) notation here. A function f is G-Lipschitz with respect to a norm · if |f (x) − f (y)| ≤ G x − y . The dual norm · * to a norm · is defined by z * := sup x ≤1 z, x . A function ψ is strongly convex with respect to the norm · over X if For a matrix A ∈ R n×m , we let ρ i (A) denote its ith largest singular value, and when A ∈ R n×n is symmetric we let λ i (A) denote its ith largest eigenvalue. The all-ones vector is 1 1, and we denote the transpose of the matrix A by A . We let [n] denote the set {1, . . . , n}.
II. ASSUMPTIONS AND ALGORITHM
We now turn to describing our algorithm and the assumptions underlying it. Our main assumption is on the Lipschitz continuity properties of the functions F (·; ξ).
Assumption A: For Π-a.e. ξ, the functions F (·; ξ) are GLipschitz functions with respect to a norm · over X :
As a consequence of Assumption A, for any g ∈ ∂F (x; ξ) we have g * ≤ G (e.g., [7] ), and f is also G-Lipschitz.
Our algorithm is a generalization of the stochastic mirror descent algorithm [17] , [1] , [16] , which in turn extends gradient descent to elegantly address non-Euclidean geometry. The algorithm is based on a prox-function ψ, which is a differentiable convex function defined on X that is assumed (w.l.o.g. by scaling) to be strongly convex with respect to the norm · over X . The Bregman divergence D ψ (x, y) is defined as
; generally, the divergence D ψ can be viewed heuristically as a squared distance between points x and y.
Now we turn to a description of the method. The algorithm maintains a parameter x(t) ∈ X , which it iteratively updates using stochastic gradient information to form x(t + 1). Specifically, let P t denote the distribution of the stochastic process P at time t. We assume that we receive a sample ξ t ∼ P t at each time step t. Given ξ t , the Ergodic Mirror Descent (EMD) algorithm computes the update g(t) ∈ ∂F (x(t); ξ t ),
Here α(t) is a (time-dependent) stepsize. The algorithm (5) reduces to gradient descent with the choice ψ(x) = 
III. MAIN RESULTS
To state our main results, we must recall some standard definitions from probability theory (cf. [2] ). We measure the convergence of the stochastic process P with total variation. The total variation distance between distributions P and Q, defined on the same space S and with densities p and q with respect to an underlying measure µ, 1 is
1 This assumption is without loss, since P and Q are each absolutely continuous with respect to the measure P + Q. Now, define the σ-field F t = σ(ξ 1 , . . . , ξ t ). Let P , ) of the sampling distribution P conditioned on the σ-field of the initial s samples F s = σ(ξ 1 , . . . , ξ s ) is the smallest t ∈ N such that
Put another way, the mixing time τ mix (P [s] , ) is the number of steps required until the distribution of ξ t is close to the stationary distribution Π given the initial samples ξ 1 , . . . , ξ s .
We make the following uniformity assumption on the mixing times of our stochastic process with distribution P .
Assumption B: There exists a uniform mixing time τ mix (P, ) < ∞ such that with probability 1, for all > 0 and s ∈ N,
Assumption B is a weaker version of the common assumption of φ-mixing in the probability literature (e.g. [3] ); φ-mixing requires convergence of the process over the entire tail σ-field σ(ξ t , ξ t+1 , . . .) of the process ξ t . Any finite state-space Markov chain satisfies the above assumption, as do uniformly ergodic Markov chains on general state spaces [14] . It is possible to consider weakening this assumption, and we intend to do this in future work.
With Assumptions A and B in place, we can give our main convergence results. Our first result gives convergence in expectation of the EMD algorithm (5); we provide the proof in the long version of this paper [5] .
Theorem 1: Let Assumptions A and B hold and let x(t) be defined by the EMD update (5) with stepsize sequence α(t). In addition assume that D ψ (x * , x(t)) ≤ R 2 /2 for all t, where x * ∈ X is arbitrary. Taking the expectation with respect to the samples ξ 1 , . . . , ξ T ,
Applying Jensen's inequality to the convex function f , we obtain the following immediate corollary to Theorem 1:
Under the conditions of Theorem 1,
We can also show that the results of Theorem 1 and Corollary 1 hold with high probability (see [5] for a proof).
Theorem 2: Under the conditions of Theorem 1, we have with probability at least 1 − δ that
The rate of convergence guaranteed by Theorem 2 is identical to that obtained in Theorem 1 plus an additional term which arises as a result of the control of the deviation of the ergodic process around its expectation. Notably, the high probability guarantee provided by Theorem 2 on the deviation is O( τ mix (P, )/T ), up to logarithmic factors, and the dominant terms in the convergence rates also appear in the expected bounds in Theorem 1.
The bounds in the above results may appear somewhat complex, so we turn to a slight specialization to build intuition and attain a simplified statement of convergence rates. Theorems 1 and 2, as stated, hold for essentially any process that converges to the distribution Π. For a large class of processes, the convergence of the distributions P t to the stationary distribution Π is at a geometric rate [14] : there exists a constant κ(P ) such that τ mix (P, ) ≤ κ(P ) log(1/ ). We have the following corollary for this special case.
Corollary 2 (Geometric mixing): In addition to the conditions of Theorem 1, assume that τ mix (P, ) ≤ κ(P ) log(1/ ). The EMD update (5) with stepsize α(t) = α/ √ t satisfies
and with probability at least 1 − δ,
Proof: Use the integral bound
to see T t=1 α(t) ≤ 2α √ T ; apply Theorems 1 and 2. We make a few remarks on the corollary. First, the κ(P ) log(1/ )/T term is of smaller order than the other terms in the bounds, so we can essentially ignore it. Secondly, an appropriate choice of the mixing parameter and stepsize multiplier α yields a simplified convergence rate. In particular, choosing = T −1/2 and α = R/G κ(P ) log T in the corollary yields
in expectation and (modulo an additional log(κ(P ) log T ) factor) with high probability. In the classical setting [16] of i.i.d. samples ξ ∼ Π, stochastic gradient descent and its mirror descent generalizations attain convergence rates of O(RG/ √ T ). Since τ mix (P, 0) = 1 for an i.i.d. process, the rate (8) 
IV. EXAMPLES AND CONSEQUENCES
We now collect several examples using the convergence rates of Theorems 1 and 2 to provide insight into the theoretical statements. We begin with a concrete example and move toward more abstract principles in the following three, completing the section with finite sample rates for more slowly mixing processes and asymptotic convergence guarantees arbitrary processes satisfying Assumption B.
A. Peer-to-peer optimization and Markov incremental gradient descent
The Markov incremental gradient descent (MIGD) procedure due to Johansson et al. [11] is a generalization of Nedić and Bertsekas's randomized incremental subgradient method [15] . The motivation for the algorithm comes from a distributed optimization algorithm using a simple peer-topeer communication scheme. In this setting, we assume we have n processors or computers, each with a convex function f i : X → R, and the goal is to minimize
The procedure works as follows. A token i(t) moves among the processors in the network along with the current set of parameters x(t) ∈ X , with processor i(t) ∈ [n] being chosen at iteration t. The algorithm then computes the update g(t) ∈ ∂f i(t) (x(t)),
(This generalizes the paper [11] , who assume ψ(x) = .) Overloading notation, we view the token as evolving according to a Markov chain with doubly-stochastic transition matrix P . In this case,
We have that ξ t = i(t), and the total variation distance of the stochastic process initialized at i(0) = i to stationarity is 1 2 P t e i − 1 1/n 1 , where e i denotes the ith standard basis vector. Since P is doubly stochastic, we have P 1 1 = 1 1 so
where ρ 2 (P ) denotes the second singular value of the matrix P . From this spectral bound on the total variation distance, we see that if t ≥ 1 2 log(T n)
. In particular, in the notation of Assumption B,
. (10) The second inequality uses the concavity of the log. Consequently, we have the following result, similar to Corollary 2. Corollary 3: Let x(t) evolve according to the Markov incremental descent update (9) , where i(t) follows transition matrix P and α(t) = α/ √ t. Define x(T ) = 1 T T t=1 x(t) and choose stepsize multiplier α =
and, with probability at least 1 − δ,
.
Proof:
The proof is a consequence of Theorems 1 and 2 and Corollary 2. We use the uniform bound (10) on the mixing time of the random walk and algebra.
Examining the results in Corollary 3, we see that they are sharper and more powerful than the analysis in the original Markov incremental gradient descent paper [11] . First, our results allow us to use mirror descent updates, thus applying to problems with non-Euclidean geometry. Secondly, because we base our convergence analysis on mixing time rather than return times, we can give sharp high-probability convergence guarantees. Thirdly, our analysis does not require a fixed setting of the stepsize α(t) for all times (though our results also hold under such a setting), which gives us an "anytime" algorithm: the procedure does not need to know the number of iterations T that it will run. Finally, our expected convergence rates are tighter. As also discussed by Duchi et al. [6] , Johansson et al. show that MIGD-under the assumption that T is known and α is optimally chosen-has convergence rate O(RG max i nΓii T ), where Γ is the return time matrix Γ = (I − P + 1 11 1 /n) −1 . Since Johansson et al. assume P is symmetric, the eigenvalues of Γ are 1 and 1/(1 − λ i (P )) for i > 1, and
Thus, up to logarithmic factors, the bound from Corollary 3 is never weaker. For well-connected networks, the bound is substantially stronger; for example, random walks on expanders [4] have constant spectral gaps, so (1 − ρ 2 (P )) −1 = O(1), while the previous bound is n max i∈[n] Γ ii = Ω(n).
B. Optimization over combinatorial spaces
For our second example, we retain the general form of the objective (1), but we assume that Ξ is a combinatorial space from which it is difficult to obtain uniform samples but for which we can construct a Markov chain that converges to the uniform distribution over Ξ. See Jerrum and Sinclair [10] for an overview of such techniques.
As our concrete motivating example, consider the statistical problem of learning a ranking function for web searches. The statistician receives information in the form of clicks on particular search results, which impose a partial order on the results (since only a few are clicked on). We would like the resulting ranking function to be oblivious to the order of the remaining results, so we define Ξ to be the set of all total orders of the search results consistent with the partial order imposed by the user. The set Ξ is exponentially large; it is also challenging to draw a uniform sample from it.
It is nonetheless possible to develop a rapidly-mixing Markov chain whose stationary distribution is uniform on Ξ. Karzanov and Khachiyan [12] develop the following Markov chain. Let P be a partial order on the set [n], whose elements are of the form i ≺ j for i, j ∈ [n]. The states of the Markov chain are permutations σ of [n] respecting the partial order P, and the Markov chain transitions between permutations σ and σ by randomly selecting a pair i, j ∈ [n] and swapping their orders if this is consistent with P. Wilson [22] shows that the mixing time of this Markov chain is bounded by
As a consequence of the bound (11) on the mixing time of the Karzanov-Khachiyan Markov chain to a uniform sample from the set of permutations consistent with the partial order P, Theorem 2 gives the following result. In the corollary, we denote the set of permutations σ consistent with the partial order P by σ ∈ P, and the objective (1) thus has the form
Corollary 4: Let x(t) evolve according to the EMD update (5), where the sample space is the set of permutations {σ} consistent with the partial order P over [n] .
with probability at least 1 − δ.
C. Markov chains on general state spaces
In general, the statistical sample space Ξ may be uncountable or continuous, in which case standard (finitedimensional) Markov chain theory does not apply. Such situations commonly arise, for example, in physical simulations of natural phenomena or autoregressive processes [14] , as well as in many statistical learning applications, such as Monte Carlo-sampling based variants of the expectation maximization (EM) algorithm [21] . We assume now that we have a Markov chain over the sample space Ξ that is uniformly ergodic, which is defined as follows [14, Chapter 16] . Let P t (ξ, ·) denote the distribution of the tth sample ξ t from the Markov chain given that the initial sample ξ 0 = ξ. Then P is uniformly ergodic if there exist ρ ∈ [0, 1) and Given the definition of uniform ergodicity for general state space chains, it is clear that if
In particular, we have τ mix (P, ) ≤ 
D. Slowly mixing processes
Many ergodic processes do not enjoy the fast convergence rates of the previous three examples. Thus we turn to a discussion of more slowly mixing processes, which culminates in a result (Corollary 7) establishing asymptotic convergence of EMD for any process satisfying Assumption B.
Our starting point is an example of a continuous state space Markov chain that exhibits a mixing rate of the form
As an example, we consider a Metropolis-Hastings sampler [20] with the stationary distribution Π, assumed (for simplicity) to have a density π. Metropolis-Hastings algorithms are the backbone for a large family of MCMC sampling procedures [20] . The Metropolis-Hastings sampler uses a Markov chain Q as a "proposal" distribution, where Q(ξ t , ·) denotes the distribution of ξ t+1 conditioned on ξ t , and Q(ξ t , ·) is assumed to have density q(ξ t , ·). The Markov chain constructed from Q and Π transitions from a point ξ 1 to ξ 2 as follows: first, the procedure samples ξ according to Q(ξ 1 , ·); second, the sample is accepted and ξ 2 is set to ξ with probability min{ π(ξ2)q(ξ2,ξ1) π(ξ1)q(ξ1,ξ2) , 1}, otherwise ξ 2 = ξ 1 . In the case that Q generates independent samples-that is, q(ξ, ·) ≡ q(·) for all ξ-then the associated Markov chain is uniformly ergodic only when the ratio q(ξ)/π(ξ) is bounded away from zero over the sample space Ξ [14, Chapter 20] .
When the proposal and stationary distributions are illmatched and such a lower bound fails to exist, the mixing time may take the form (12). Jarner and Roberts [9] give an example where Π is uniform on [0, 1] and the density q(x) = (r + 1)x r for some r > 0. For this case, they show a polynomial mixing rate (12) with β = 1/r; other examples of similar rates include particular random walks on [0, ∞) or queuing processes in continuous time.
Corollary 6 (Sub-geometric mixing): Let x(t) evolve according to the EMD update (5), where the distribution P satisfies τ mix (P,
. Proof: By applying the bound in Corollary 1, we see that the expected convergence rate for the fixed setting of α(t) ≡ α in the statement of the corollary is
using the assumption T ≥ (R/G) 2 . We can choose arbitrarily, so set = (3βGM α/R) 1/(1+β) . Using the proposed stepsize α(t) ≡ (R/G)T −(β+1)/(β+2) , the last inequality becomes
, where we use 1 + β −β/(1+β) ≤ e. Noting that β ≥ 0 yields the first statement of the corollary.
With the step size choice α(t) = α/ √ t with multiplier α = R/G, we can apply Theorem 1, along with the bound (7) in the proof of Corollary 2, to see that with probability at least 1 − δ,
Noting that 2/T + 8/ √ T ≤ 9/ √ T , we turn to bounding
We are free to minimize over because it is independent of the algorithm; taking derivatives gives = (9M β/ √ T ) 1 β+1 . Since β 1/(β+1) ≤ e/2 and β −β/(β+1) ≤ e/2, inserting our choice of in the bound (14) yields
By inspection, this inequality and the convergence guarantee (13) give the second statement of the corollary. A weakness of the above bound is that the sharper rate of convergence requires knowledge of the mixing rate of P , and choosing the polynomial incorrectly can lead to significantly slower convergence. Nonetheless, Corollary 6 gives a finite sample convergence rate whose dependence on the slower mixing of the ergodic process is clear. In addition, the proof of Corollary 6 exhibits a simple technique demonstrating that the stepsize choice α(t) = α/ √ t yields convergence, both in expectation and with probability 1, for any process satisfying Assumption B. We show only probability 1 convergence as the result for expected convergence is similar.
Since the convergence guarantee of Theorem 2 holds irrespective of , we can choose to minimize the bound therein. Specifically, for any δ T > 0
GR + 4τ mix (P, )GR √ T + τ mix (P, )GR T + 6GR log 1 δT T · τ mix (P, ) log τ mix (P, ) with probability at least 1 − δ T . Fix an arbitrary γ > 0 and let E T denote the event that f ( x(T )) − f (x * ) > γ. Take the sequence δ T = 1/T 2 and choose some T 0 such that the right hand side of the bound (15) is less than γ. Then we have
As a consequence, the first Borel-Cantelli lemma [2] implies that P(f ( x(T )) − f (x * ) > γ i.o.) = 0 for any γ > 0. Thus Corollary 7: Define x(T ) = 1 T T t=1 x(t). Under the conditions of Theorem 1, the stepsize sequence α(t) = α/ √ t for any α > 0 yields f ( x(T )) → f (x * ) as T → ∞ both in expectation and with probability 1.
V. CONCLUSIONS
We have shown that stochastic subgradient and mirror descent approaches extend in an elegant way to situations in which we have no access to i.i.d. samples from the desired distribution. We gave several examples relying on our new analysis and believe that there are many more. In addition, our results give a relatively simple way to derive finite sample rates of convergence for statistical estimators with dependent data without requiring empirical process theory (e.g. [23] ). A natural extension of this work is to relax the assumptions on the uniformity of the mixing times in Assumption B, which would allow a wider range of applications of our results.
