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ABSTRACT
As the first paper in a series on the study of the galaxy-galaxy lensing from Sloan Digital Sky
Survey Data Release 7 (SDSS DR7), we present our image processing pipeline that corrects the sys-
tematics primarily introduced by the Point Spread Function (PSF). Using this pipeline, we processed
SDSS DR7 imaging data in r band and generated a background galaxy catalog containing the shape
information of each galaxy. Based on our own shape measurements of the galaxy images from SDSS
DR7, we extract the galaxy-galaxy (GG) lensing signals around foreground spectroscopic galaxies
binned in different luminosity and stellar mass. The overall signals are in good agreement with those
obtained by Mandelbaum et al. (2005, 2006) from the SDSS DR4. The results in this paper with
higher signal to noise ratio is due to the larger survey area than SDSS DR4, confirm that more lumi-
nous/massive galaxies bear stronger GG lensing signal. We also divide the foreground galaxies into
red/blue and star forming/quenched subsamples and measured their GG lensing signals, respectively.
We find that, at a specific stellar mass/luminosity, the red/quenched galaxies have relatively stronger
GG lensing signals than their counterparts especially at large radii. These GG lensing signals can
be used to probe the galaxy-halo mass relations and their environmental dependences in the halo
occupation or conditional luminosity function framework. Our data are made publicly available in
http://gax.shao.ac.cn/wtluo/weak_lensing/wl_sdss_dr7.tar.gz.
Subject headings: (cosmology:) gravitational lensing; galaxies: clusters: general
1. INTRODUCTION
The nature of dark matter remains a mystery
in the current paradigm of structure formation (see
Bertone et al. 2005, for a review). Although many exper-
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iments have been proposed to directly detect signatures
of dark matter, such as particle annihilation, particle de-
cay, and interaction with other particles (see Feng 2010,
for a review), the main avenue to probe the existence
and properties of dark matter is still through the gravi-
tational potentials associated with the structures in the
dark matter distribution.
One promising way to detect the gravitational effects
of dark matter structures is through their gravitational
lensing effect, in which light rays from distant sources
are bent by foreground massive objects such as galax-
ies or clusters of galaxies residing in massive dark matter
halos. In the case of galaxies, the multiple images predic-
tion was first observationally confirmed by Walsh et al.
(1979). Since then more and more strong lensing sys-
tems were found and analyzed (e.g. Oguri et al. 2002;
Kneib et al. 2004; Broadhurst et al. 2005; Treu et al.
2006; Cabanac et al. 2007; Bolton et al. 2008; Coe et al.
2013). In addition, smaller distortions in galaxy im-
ages have been detected in large surveys, such as SDSS,
CFHTLS, and SUBARU weak lensing surveys. These
are referred to as weak lensing effects and have been
studied very extensively in the past decade (Kaiser et al.
1995; Sheldon et al. 2004; Mandelbaum et al. 2005, 2006;
Wittman et al. 2006; Fu et al. 2008; Bernstein 2009;
Cacciato et al. 2009; Oguri et al. 2009; George et al.
2012; Li et al. 2013; Mandelbaum et al. 2013; Li et al.
2014).
Weak gravitational lensing studies are further sub-
divided into two categories: lensing effects based
on individual massive systems, such as clusters
of galaxies, galaxy-galaxy lensing, which relies on
the stacking of lensing signals around many galax-
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ies. For a deep survey such as CFHTLenS
(Heymans et al. 2012), DES (Jarvis et al. 2015), DLS
(Wittman et al. 2006), EUCLID (Refregier et al. 2010),
LSST (LSST Science Collaboration et al. 2009), KIDS
(Kuijken et al. 2015) and SUBARU weak lensing survey
(Kaifu 1998; Umetsu et al. 2007), the number density
of background galaxies around a single cluster is suffi-
cient to measure the weak lensing signals with high S/N
ratio, so that the mass and shape of the dark matter
distribution can be obtained (Oguri et al. 2010). For
shallower surveys and for less massive systems, such as
SDSS (York et al. 2000), stacking lensing signals around
many systems is the only way to measure the weak lens-
ing effects with sufficient S/N ratio. Although unable to
give dark matter distributions associated with individual
systems, galaxy-galaxy lensing provides a powerful tool
to estimate the average mass and profile of dark mat-
ter halos around galaxies with certain properties, as the
luminosity, stellar mass, etc.
In principle, weak gravitational lensing can provide
a clean measurement of the total mass distribution
of the lens system. However, the lensing signals
are weak and a number of effects need to be under-
stood and modeled accurately to obtain reliable results.
These include uncertainties in photometric redshifts, in-
trinsic alignment, source selection bias and mask ef-
fect (Yang et al. 2003; Mandelbaum et al. 2005, 2006;
Yang et al. 2006a; Mandelbaum et al. 2008, 2009a,b;
Li et al. 2009; Sheldon et al. 2009; Liu et al. 2015). In
addition, accurate image measurements are absolutely
essential in galaxy-galaxy lensing studies. Thus, for any
weak lensing survey, an image processing pipeline has
to be developed first and validated by a series of test
simulations, such as STEP (Shear TEsting Program)
(Heymans et al. 2006; Massey et al. 2007a), Great08
(Bridle et al. 2009), Great 10 (Kitching et al. 2010),
GREAT3 (Mandelbaum et al. 2014) or Kaggle – the dark
matter mapping competition17. Other independent soft-
wares, such SHERA (Mandelbaum et al. 2012, hereafter
M12), have also been designed for specific surveys.
Many groups have developed image process-
ing pipelines devoted to improving the accuracy
of shape measurements for weak lensing stud-
ies (Kaiser et al. 1995; Bertin & Arnouts 1996;
Maoli et al. 2000; Rhodes et al. 2000; van Waerbeke
2001; Bernstein & Jarvis 2002; Bridle et al. 2002;
Refregier 2003; Bacon & Taylor 2003; Hirata & Seljak
2003; Heymans et al. 2005; Zhang 2010, 2011;
Bernstein & Armstrong 2014; Zhang et al. 2015).
Among these, Lensfit (Miller et al. 2007, 2013;
Kitching et al. 2008) applies a Bayesian based model-
fitting approach; BFD (Bayesian Fourier Domain)
method (Bernstein & Armstrong 2014) carries out
Bayesian analysis in the Fourier domain, using the
distribution of un-lensed galaxy moments as a prior,
and the Fourier Quad method developed by (Zhang
2010, 2011; Zhang et al. 2015) uses image moments in
the Fourier Domain.
In this paper we attempt to develop an image process-
ing pipeline for weak lensing studies by combining the
Bernstein & Jarvis (2002, herefater BJ02) method (see
Appendix A for details) with the re-Gaussianization
17 Supported by NASA & the Royal Astronomical Society.
method introduced in Hirata & Seljak (2003, hereafter
HS03). We test the performance of our pipeline using
a number of commonly adopted simulations, and we
apply our method to the SDSS data. The structure
of the paper is as follows. In Section 2, we describe
the procedures used to construct our image processing
pipeline. The pipeline is tested using simulations
in Section 3. Section 4 presents the application of
our pipeline to the SDSS DR7 data, along with the
galaxy-galaxy lensing results obtained for galaxies of
different luminosities and colors. Finally, we summarize
our results in Section 5. In addition, some details
of our method are given in Appendix A, some tests
on systematic errors are made in Appendix B, and
our main results for the SDSS data are listed inTa-
bles presented in Appendix C. All the galaxy-galaxy
lensing data shown in this paper can be downloaded from
http://gax.shao.ac.cn/wtluo/weak lensing/wl sdss dr7.tar.gz.
2. IMAGE PROCESSING PIPELINE
The goal of our pipeline is to measure, for each ob-
served galaxy image Iobs(x), two ellipticity parameters
e1 and e2 (to be defined below) that describe the intrinsic
shape of the galaxy. However, the observed image is the
convolution between the intrinsic galaxy image Iint(x)
and the PSF P (x),
Iobs(x) = Iint(x) ⊗ P (x) , (1)
where Iint(x) stands for the intrinsic galaxy surface
brightness and P (x) is the PSF. Formally, the impact
of the PSF on the ellipticity parameters can be written
as
eobsi = (1 +m)e
int
i + c , (2)
where i = 1, 2. PSF anisotropy causes a non-zero addi-
tive error c, while PSF smearing causes a non-zero multi-
plicative errorm. The challenge is to develop a reduction
pipeline that minimize both |m| and |c|. Our pipeline
consists of the following steps:
• Create a kernel function K(x) to correct for the
PSF anisotropy (see §2.1 for details).
• Convolve both Iobs(x) and P (x) with the kernel
function K(x), so that we have I1(x) = Iobs(x) ⊗
K(x) and P1(x) = P (x)⊗K(x).
• Measure the sizes TI and TP , as well as the elliptic-
ity parameters e1 and e2, from the surface bright-
ness weighted second moments of I1 and P1, MI1
andMP1 , respectively, using the adaptive Gaussian
kernel method as described in §2.2.
• Re-Gaussianize P1 and I1 using the method of
HS03. This results in PRG = G(MP1) and IRG =
I1 −G(MI1)⊗ [P1 −G(MP1)]). Here G(MP1) and
G(MI1) are 2D Gaussian functions reconstructed
from the same second moments MP1 and MI1 ob-
tained from P1 and I1.
• Expand IRG and PRG in terms of the Quantum
Harmonic Oscillator (QHO) eigenfunctions, as de-
scribed in §2.1. Compute βI22 = bI22/bI00 and βP22 =
bP22/b
P
00, where b
I
ij and b
P
ij are the coefficients of the
QHO expansions of IRG and PRG, respectively.
Galaxy-Galaxy lensing in SDSS 3
• Calculate the resolution factor R, which is defined
as,
R = 1− TP (1− β
p
22)/(1 + β
p
22)
TI(1− βI22)/(1 + βI22)
, (3)
and correct the ellipticity parameters according to
ecorr1 = e1/R and ecorr2 = e2/R.
• Rotate (ecorr1 , ecorr2 ), which are measured with re-
spect to the coordinates of the CCD image (i.e., e1
is measured in the direction of CCD pixel rows),
such that e1 is aligned with the direction of in-
creasing right ascension. This is achieved by the
transformation:(
erot1
erot2
)
=
(
cos 2φ − sin 2φ
sin 2φ cos 2φ
)(
ecorr1
ecorr2
)
, (4)
where φ is the angle between the North and the
direction of the CCD columns, and is provided in
the header of each CCD image.
• Background noise of each galaxy is estimated
from both the sky and the dark current as in
Mandelbaum et al. (2005, hereafter M05),
σsky =
σI
RF
√
4πn (5)
where σI is the size of the galaxy in pixels, F is the
flux and n is the sky and dark current brightness
in photons per pixel.
The end result of our pipeline is a catalog listing for
each source image the values, erot1 , e
rot
2 , R, σsky, α, δ,
zphoto, where α, δ, zphoto are the RA, DEC and pho-
tometric redshift of the source (galaxy). Note that we
explicitly list R since it is a common practice in galaxy-
galaxy lensing measurements to only select images with
R exceeding some limiting value. Throughout this paper
we follow M05 and only use images with R > 1/3.
2.1. PSF anisotropy correction
There are two systematics associated with the PSF.
One is an isotropic smearing of the original image and
the other is an anisotropic effect which introduces ex-
tra shape distortion. Our image processing pipeline
is designed to correct for both effects. More specifi-
cally, we use the rounding kernel method of BJ02 for
the anisotropic correction and the re-Gaussianization
method of HS03 for the isotropic correction. The rea-
son for this combination is that, according to our test
with STEP2 data, the multiplicative error it produces
is the smallest among the other methods (e.g. BJ02
method alone, re-Gaussianization method alone, and the
KSB method). In this subsection, we focus on the PSF
anisotropy correction.
The basic idea of the rounding kernel method of BJ02
for PSF anisotropy corrections is to convolve the PSF
with a reconstructed kernel. In the ideal case, the Fourier
transformation of the kernel K is related to the PSF as
K˜ = 1/P˜ so that the convolution of K and P in real
space is a delta function. In that case we have:
K(x)⊗ P (x) = δ(x) , (6)
and
Iint(x) = Iobs(x)⊗K(x) , (7)
where Iobs is the observed image, Iint the intrinsic im-
age, and K(x) represents the reconstructed kernel [see
Eqs. (7.1) - (7.4) in BJ02]. In real applications, the PSF
is not modeled perfectly, a better kernel approximation
is needed to serve our purpose. To this end, we expand
the PSF with the Quantum Harmonic Oscillator (QHO)
eigenfunctions,
P =
∑
p,q
bpqφ
σ
pq(r, θ), (8)
and write its convolution with K as
K ⊗ P =
∑
p,q
b∗pqφ
σ
pq(r, θ), (9)
where
φσpq(r, θ) =
(−1)q√
πσ2
√
q!
p!
(r/σ)meimθe−r
2/2σ2Lmq (r
2/σ2) .
(10)
Lmq are the Laguerre polynomials obeying m = p− q and
σ is the size of the object in pixel units. If b∗pq satisfies
b∗pq = [(−1)p/
√
π]δpq (11)
up-to some order N = p+ q, the PSF anisotropy is then
ideally removed by the reconstructed kernel. Note that
b∗10 can be set to 0 if the PSF centroid is properly mea-
sured, and the dominant bias is introduced by b∗20, b
∗
31
and so on (see Appendix A for details).
2.2. Shape parameters
In this subsection, we outline a few parameters that are
important in galaxy-galaxy lensing shear measurements
as well as in our image processing pipeline. The shape
parameters, e1 and e2, are obtained from the surface
brightness-weighted second moment of the 2-dimensional
galaxy image (Kaiser et al. 1995),
Mij =
∑
G(x)I(x)(x − x0)i(x− x0)j∑
G(x)I(x)
(12)
where i, j = x, y and I(x) is the surface brightness at
the pixel located at x. The function G(x) is an adaptive
Gaussian kernel (see section 2.1 in HS03) used to avoid
divergent noise (Kaiser et al. 1995):
G(x) = exp
[−0.5 ∗ (x− x0)TM−1(x− x0)] , (13)
with x0 being the centroid vector:
x0 =
∫
xG(x)I(x)d2x∫
G(x)I(x)d2x
. (14)
Following convention, the ellipticity parameters e1 and
e2 are respectively defined as the compressions along a
fiducial direction (e.g. x) and along a direction rotated
45 degrees with respect to it. The size T is defined as
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the trace of the moment tensor. Thus,
e1=
Mxx −Myy
Mxx +Myy
e2=
2Mxy
Mxx +Myy
T =Mxx +Myy. (15)
2.3. Re-Gaussianization
PSF isotropic effect a.k.a smearing effect, dilutes the
value of ellipticity and therefore leads to shear under-
estimation. The method we adopt here to correct this
effect is the re-Gaussianization method from HS03. It
consists of applying a resolution factor R (Eq. 3) to
correct for the ellipticity parameters. Note, however, as
pointed out in HS03, Eq. 3 (Eq. 14 in HS03) is only valid
when both PSF and galaxy images are Gaussian, which
does not apply to real observations. HS03 reconstructed
a Gaussian PSF model using the second moments from
the PSF, and then corrected the galaxy image for the
effect of the residuals. We assume that, Eq. 3 is valid
after these treatments. The related processes are called
re-Gaussianization and carried out as follows.
We first construct a Gaussian PSF from the real PSF
P (x) using the second moment covariance matrix MP ,
G(x) =
1
2π
√
detMP
exp
(
−1
2
x
TM−1P x
)
, (16)
with the residual being,
ǫ(x) = P (x) −G(x) . (17)
The galaxy image Iobs(x) then satisfies
Iobs(x) = P (x)⊗Iint(x) = G(x)⊗Iint(x)+ǫ(x)⊗Iint(x) ,
(18)
where Iint(x) is the intrinsic brightness distribution of
the galaxy.
Next, we approximate the galaxy image also with a
Gaussian distribution from its second moments matrix,
M ′I ,
I0obs(x) =
1
2π
√
detM ′I
exp
(
−1
2
x
TM ′I
−1
x
)
, (19)
where M ′I = MI −MP denotes the galaxy second mo-
ments matrix once the PSF contribution has been sub-
tracted.
Finally, an image, corrected for the residual between
real PSF and Gaussian PSF, is obtained using
I ′obs(x) = Iobs(x)− ǫ(x)⊗ I0obs(x) . (20)
In our pipeline, we compute the β22 from I
′
obs(x) and
G(x).
2.4. Shear estimator
Once we have processed all the source images, we can
obtain the shear signals γ along any desired directions.
We first compute the responsiveness R¯ of our survey
galaxies which is defined as
R¯ ≡ 1− 1
N
N∑
i=1
(erot1 )
2 , (21)
where N is the total number of source images with R >
1/3. Next we compute the shear components γ1 and γ2
using all the images sampling the local shear field:
γl =
1
2R¯
∑
wie
rot
l∑
wi
, (22)
where l = 1, 2 and wi is a weighting function. Each
source image is weighted by
w =
1
σ2sky + σ
2
shape
, (23)
where σsky is the background noise estimated using Eq. 5
and σshape is the shape noise. For a sample of background
galaxies, the shape noise is defined as the variance of their
ellipticities.
Observationally, the tangential shear γT as a function
of radius around foreground lens galaxies is estimated as
γT(R) =
1
2R¯
∑
wieT∑
wi
, (24)
where eT is given by(
eT
e450
)
=
(
cos 2θ − sin 2θ
sin 2θ cos 2θ
)(
erot1
erot2
)
, (25)
with θ the angle between the line connecting the lens
and the source and the direction of increasing right as-
cension. So defined, eT is the shape parameter along the
tangential direction around the lens.
3. TESTING THE PIPELINE WITH SIMULATIONS
Before applying our pipeline to real data, we bench-
mark test it using simulated images. These contain in-
put shear signals as well as observational effects, such as
PSF, sky background noise and pixellization. The two
simulations catalogs used here are SHERA (SHEar Re-
convolution Analysis) developed by M12, and GREAT3
as described in (Mandelbaum et al. 2014).
3.1. Testing with SHERA
3.1.1. SHERA data
SHERA (M12) is designed to test the accuracy of shape
measurement pipelines for ground-based images. It uses
Cosmological Evolution Survey (COSMOS) images as in-
put. The output are low-resolution images expected from
a given ground-based observation. Parameters such as
pixel size, PSF size, and sky background, are set in ac-
cordance to SDSS data. The weak lensing shear signal is
added to each image using the following equation:(
xu
yu
)
=
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)(
xl
yl
)
, (26)
where (xu, yu) are the un-lensed coordinates, and (xl, yl)
the lensed ones. The input shear (γ1, γ2) are randomly
generated ranging from −0.05 to 0.05.
The input galaxy image catalog is constructed
from COSMOS ACS field (Koekemoer et al. 2007;
Scoville et al. 2007a,b) following the method described
in Leauthaud et al. (2007). The survey field is a 1.64
square degree region centered at 10:00:28.6+0.l2:12:21.0
(J2000). The images are corrected for charge transfer
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Fig. 1.— COSMOS image (left panel), SHERA simulated image (middle panel) and SDSS real image of the same galaxy (right panel).
inefficiency (Massey et al. 2010, CTI), geometric distor-
tion, sky subtraction and cosmic rays, and are further
dithered using multi-drizzle algorithm. The final pro-
duction is a co-added image of 7000 × 7000 pixels with
a scale of 0.03”/pixel. Further cuts are applied to fulfill
the special requirements of SHERA, as described in §4.1
of M12.
With the above criteria, 30,225 galaxies are selected.
To mimic the SDSS images, additional galaxies are dis-
carded either because these sources are undetectable in
SDSS or because their sizes are smaller than the SDSS
PSF, as detailed in M12. The final sample contains
26,113 galaxies.
3.1.2. PSF matching
The high resolution images obtained above are trans-
formed into low resolution ones by PSF matching, i.e.
by first de-convolving the images with the space PSF
and then convolving them with the ground-based PSF.
In Fourier space, this is mathematically given by
I˜g =
G˜g
G˜s
I˜s , (27)
where Ig and Gg are the ground-based brightness distri-
bution and PSF, respectively, whereas Is and Gs are the
corresponding space-based quantities. This PSF match-
ing works as long as the power spectrum of the space
PSF is larger than the one of the ground PSF for all k;
otherwise it leads to ringing effect in the new image. As
shown in Fig. 2 of M12, the power spectrum of SDSS PSF
is smaller than the one of COSMOS at all wave numbers,
and so the PSF matching can be done safely.
In addition to the PSF, the noise level at the position
of COSMOS in the SDSS imaging should also be taken
into account. Fig. 1 shows the COSMOS image of a
typical disk galaxy (left), the SHERA simulated SDSS
image (middle) and the real SDSS fpAtlas image (right)
of the same galaxy. The bulge and disk components can
be clearly identified from the original COSMOS image,
whereas in SDSS only a small number of pixels brighter
than the detection limit (22.0 in r band) can be identified.
We downgrade the high resolution COSMOS images to
low resolution SDSS images. During this process, we
miss 2.2 percent of the objects because of masking, which
leaves a total of 25,527 images.
3.1.3. SHERA testing results
Fig. 2.— Correlation between the true (input) and measured
shear components γ1 (upper left) and γ2 (lower left). The corre-
sponding residuals are plotted against the input values in the right
panels. The red lines are linear fits.
Using the mock SDSS images obtained above, we follow
M12 and rotate each image 90 degree in order to elimi-
nate the effect from intrinsic galaxy shape. In the spirit
of making a fair comparisons with the results of M12, the
sky background and Poisson noise are not added to the
simulation, so as to assess the performance of the PSF
correction alone. Due to the size cut, only about 11,700
(44%) galaxies are selected for the final shear measure-
ments.
We measured the two shear components γmeasure1 and
γmeasure2 , and compare them to the input signals in Fig.
2. The upper-left and low-left panels are the one-to-
one correlations for the two components, while the right
panels are the corresponding residuals plotted against
the input signals. The red lines are the linear fit to the
data points. We use the standard terminology of multi-
plicative error (including PSF smearing effect and other
unknown bias in the measurement method itself) and ad-
ditive error (mostly from PSF anisotropy) to relate the
input signal and the measured signal:
γmeasurei = (1 +mi)γ
input
i + ci (i = 1, 2) (28)
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wheremi and ci represent the two types of errors. In gen-
eral, our pipeline achieves < 1% in the multiplicative er-
ror, with m1 = 0.09%±0.0021 and m2 = 0.53%±0.0044,
and < 0.1% in the additive error, with c1 = 0.00017 ±
3.8 × 10−5 and c2 = 0.00082 ± 6.9 × 10−5. The fact
that the multiplicative error in γ2 is larger than the
one in γ1 is due to pixellization. In Mandelbaum et al.
(2012) the corresponding multiplicative errors are m1 =
−1.6% ± 0.001 and m2 = −2.7% ± 0.001, and the ad-
ditive errors are c1 = 0.00028 ± 1.0 × 10−5 and c2 =
−0.00011± 1.0 × 10−5. These values demonstrate that
the performances of the two pipelines are favorably com-
parable.
However, some shortcomings of our pipeline appear
during our tests. When strong sky background and
Poisson noise are added, our pipeline sometimes suffers
from non-convergence either during the calculation of the
adaptive moments or during the estimation of the coef-
ficients (see Eq. A1 in Appendix A). Thus, our pipeline
cannot provide shape measurements for images with too
low qualities. This reduces the number of sources that
can be used for lensing studies. Due to the fact that the
COSMOS image sample is small, we do not perform fur-
ther tests with noise as in M12. The convergence problem
is also not discussed further, because it is difficult to de-
termine whether it is caused by the iteration of adaptive
moments or by the procedure constraining the kij (see
Appendix A). Nevertheless, as we will show in next sub-
section, even with the reduced number of sources, our
pipeline provides lensing signals that are competitive to
other methods or implementations.
3.2. GREAT3
GREAT3 (GRavitational lEnsing Accuracy Test
03) (Mandelbaum et al. 2014) is the continuation
of the testing projects STEP (Shear TEsting Pro-
gram, Heymans et al. 2005), STEP2 (Massey et al.
2007a), GREAT08 (Bridle et al. 2009) and GREAT10
(Kitching et al. 2010). All of these code comparison
projects are designed to compare the performances of
different shape measurement methods in different obser-
vational conditions. From STEP to GREAT3, different
PSFs, pixel sizes, galaxy morphologies are adopted. In
particular, GREAT3 uses controlled galaxy morphologies
generated with Shapeless (Refregier 2003), real galaxy
morphologies obtained from COSMOS, co-added multi-
ply observed images, variable PSF, and variable shears.
Five major branches of simulations are generated using
GalSim (Rowe et al. 2015): (i) a controlled sample gen-
erated with parametric (single or double Se´rsic) galaxy
models; (ii) real galaxy sample with realistic morphology
from HST COMOS dataset; (iii) multiple-epoch sample
containing six images combined by dithering; (iv) sample
with variable PSF that is reconstructed from star images;
(v) a sample that includes all the above procedures. Each
major branch is further divided into ground versus space,
and constant versus variable shear sub-branches.
For the constant shear datasets, 10,000 galaxies with
shear are simulated. In order to cancel the effect of
galaxy intrinsic shape, GREAT3 applies the same rota-
tion method as in the STEP2 simulation (Massey et al.
2007a). The basic idea is to use the fact that the shape is
a spin-two quantity, meaning that the sum of the original
and 90-degree rotated ellipticity is zero.
Our pipeline participated in the controlled ground con-
stant, the controlled space constant, the real ground con-
stant and the real space constant tests. We labelled
our implementation as BJ02+HS03 within this project.
Overall, it ranks 15 among a total of 26 participating
pipelines. As mentioned earlier, our pipeline suffers from
a non-convergence problem. Together with the size cut
using the resolution factor in Eq. (3), only about 40%
galaxies are used in the competition. Among our sub-
missions, we found that the best weighting scheme for
our pipeline was to take the inverse of the shape noise
and errors from ellipticity as in Mandelbaum et al. (2015,
herefater M15). The more detailed information and re-
sults about the GREAT3 competition can be found in
M15.
4. APPLICATION TO THE SDSS DR7
Since our pipeline proved to be reliable, we processed
the SDSS DR7 (Abazajian et al. 2009) r band imaging
data. The SDSS (York et al. 2000) consists of three
imaging and spectroscopic surveys (Legacy, SEGUE, and
Supernova), using a 2.5m telescope at Apache Point Ob-
servatory in Southern New Mexico. The SDSS photo-
metric camera has two TDI (Time-Delay-and-Integrate)
CCD scanning arrays (Gunn et al. 1998). One is a 6× 5
CCD array, with each of the CCD having 2048 × 2048
pixels (24 µm ≈ 3arcseconds on the sky) for five-band
photometry, and the other is a 24 2048 × 400 CCD ar-
ray used for astrometry and focus monitoring. The DR7
imaging data, with u, g, r, i and z band, covers about
8423 square degrees of the LEGACY sky (∼230 million
distinct photometric objects) and about 3240 square de-
grees of SEGUE sky, (∼127 million distinct objects, in-
cluding many stars at low latitude). The total number
of objects identified as galaxies is around 150 million.
TABLE 1
Properties of the six lens samples created for this paper.
We indicate the number of galaxies in the equivalent
samples in Mandelbaum et al. (2005) NM05, to be compared
to our number Ngal
.
Sample Mr Ngal NM05 〈z〉 σ(z) 〈L〉/L∗
L1 (−18,−17] 18 614 6 524 0.029 0.007 0.071
L2 (−19,−18] 47 795 19 192 0.044 0.012 0.181
L3 (−20,−19] 138 988 58 848 0.069 0.020 0.450
L4 (−21,−20] 249 906 104 752 0.103 0.030 1.082
L5 (−22,−21] 164 653 63 794 0.140 0.038 2.364
L6 (−23,−22] 11 453 6 499 0.150 0.037 5.146
4.1. Source galaxies
Following Mandelbaum et al. (2005, hereafter M05),
we have only chosen galaxies defined as OBJC TYPE=3
from PHOTO pipe developed by Lupton et al. (2001).
They have to be detected both in r and i bands (with
r < 22 and i < 21.6 in model magnitudes). We first
created a preliminary catalog (further referred as Cat I)
from SDSS casjobs with 115,052,555 galaxies containing
positions (including run, rerun, camcol, field, obj, ra,
dec), and photometric redshifts.
Cat I was then processed to include; (i) the sky level
in unit of photon-electron using the information of gain
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Fig. 3.— The redshift distribution of lens samples binned in
luminosity (upper panel), and in stellar mass (lower panel).
value in r band, (ii) the position of each galaxy in terms
of CCD coordinates (in order to get the PSF from ps-
Field files), (iii) the SPA value denoting the angle be-
tween the camera column position with respect to north
from fpC files. We refer to this catalog as Cat II, it
contains 91,941,657 galaxies. A total of 23,110,898 ob-
jects have been discarded from Cat I either because they
contain no assigned (value -9999) zero-point extinction
coefficient, airmass or sky in r band, or because they
are not Flagged as BINNED1 (detected at ≥ 5), SAT-
URATED=0 (do not have saturated pixels), EDGE=0
(do not locate at the edge of the CCD), MAYBE-CR=0
TABLE 2
Properties of the 12 lens subsamples obtained from the
one in Table 1 after divided by color.
Sample Ngal 〈z〉 σ(z) 〈L〉/L∗
L1R 5 383 0.030 0.007 0.073
L1B 13 231 0.029 0.007 0.071
L2R 17 471 0.045 0.013 0.186
L2B 30 324 0.044 0.012 0.179
L3R 67 058 0.069 0.019 0.459
L3B 71 930 0.069 0.019 0.443
L4R 138 316 0.102 0.030 1.092
L4B 111 590 0.104 0.030 1.072
L5R 98 808 0.141 0.038 2.378
L5B 65 845 0.138 0.038 2.347
L6R 6 880 0.155 0.034 5.130
L6B 4 573 0.141 0.037 5.182
TABLE 3
Properties of our seven lens samples binned by stellar
mass. We compare the number of galaxies we use Ngal to
the one in Mandelbaum et al. (2006). M∗ is in units of
h−2M⊙.
.
Sample log(M∗) Ngal NM06 〈z〉 σ(z) 〈log(M∗)〉
sm1 [9.38, 9.69] 35 269 23 474 0.029 0.007 9.55
sm2 [9.69, 9.99] 62 742 40 952 0.044 0.012 9.85
sm3 [9.99, 10.29] 107 707 66 503 0.069 0.020 10.15
sm4 [10.29, 10.59] 153 787 90 019 0.103 0.030 10.45
sm5 [10.59, 10.89] 155 242 82 734 0.140 0.038 10.73
sm6 [10.89, 11.20] 73 048 39 729 0.150 0.037 11.01
sm7 [11.20, 11.50] 9 807 8 096 0.150 0.037 11.29
TABLE 4
Sub-samples binned in stellar mass and split into red and
blue. M∗ is in units of h−2M⊙.
Sample Ngal 〈z〉 σ(z) 〈log(M∗)〉
sm1r 7 447 0.038 0.010 9.56
sm1b 27 522 0.054 0.016 9.55
sm2r 19 604 0.051 0.015 9.87
sm2b 43 138 0.070 0.020 9.85
sm3r 48 669 0.069 0.019 10.16
sm3b 59 038 0.089 0.026 10.15
sm4r 85 839 0.090 0.025 10.45
sm4b 67 948 0.113 0.032 10.44
sm5r 102 360 0.120 0.036 10.74
sm5b 52 882 0.136 0.037 10.72
sm6r 57 063 0.149 0.037 11.01
sm6b 15 985 0.146 0.038 10.99
sm7r 8224 0.158 0.034 11.29
(not cosmic rays), MAYBE-EGHOST=0 (not electronic
ghost line) and PEAKCENTER=0 (centroiding algo-
rithm works well for this object).
This pipeline was then used to process the images from
fpAtlas and psField files in order to generate our final
catalog Cat III. Cat III contains the positions, redshift,
ellipticity, resolution factor and calibration errors of each
galaxy. The errors have been estimated from both sky
background and photon noise as described by Eq. 11 and
Eq. 12 in M05. Only objects with valid e1, e2 resolu-
tion factor were kept. As mentioned above, our pipeline
will discard galaxy images with in-convergent values of
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TABLE 5
Sub-samples binned in stellar mass and split into
star-forming galaxies and quenched galaxies. M∗ is in
units of h−2M⊙.
Sample Ngal 〈z〉 σ(z) 〈log(M∗)〉
sm1sf 29 460 0.053 0.016 9.55
sm1qu 5 809 0.038 0.011 9.56
sm2sf 46 544 0.068 0.020 9.85
sm2qu 16 198 0.051 0.016 9.87
sm3sf 66 138 0.086 0.027 10.15
sm3qu 41 569 0.069 0.019 10.16
sm4sf 73 606 0.109 0.031 10.44
sm4qu 80 181 0.090 0.026 10.45
sm5sf 50 107 0.137 0.034 10.72
sm5qu 105 135 0.119 0.034 10.74
sm6sf 11 151 0.157 0.033 10.98
sm6qu 61 897 0.147 0.038 11.01
sm7qu 8 219 0.157 0.034 11.29
ellipticity. From GREAT3 testing, about 40% galaxies
were excluded due to this effect, and we further require
that R > 1/3 which eliminates another 10%-30% (de-
pending on different simulation sets). Cat III has a final
number of galaxies of 41,631,361, which is ∼ 45% of the
original Cat II. The Irregularity image from SDSS photo-
pipe (∼4%), resolution cut (∼11%), and non-convergence
(∼40%) together reduce the number of the final catalog
by ∼55%.
4.2. Lens galaxies
We now focus on the lens galaxy sample used for
this study. Only galaxies spectroscopically observed in
the SDSS DR7 region (Abazajian et al. 2009) have been
used here. More specifically, we use the New York
University Value-Added Galaxy catalog (Blanton et al.
2005, NYU-VAGC) constructed from SDSS DR7. All
galaxies have been extinction-corrected, with magnitudes
brighter than r = 17.72, redshifts within the 0.01 ≤
z ≤ 0.2 and with a spectroscopic redshift completeness
Cz > 0.7. The completeness Cz is defined as the average
percentage of the galaxies that have spectroscopic red-
shift in their local sky coverage. The resulting galaxy
sample contains a total of 639,359 galaxies for a sky cov-
erage of 7,748 square degrees.
In modern galaxy formation paradigm, brighter/more
massive galaxies are believed to reside in higher mass
halos. This suggests that the galaxy-galaxy lensing
signals should vary with the lens galaxy luminosity
or stellar mass. Thus, a sample of brighter or more
massive lens galaxies should give a higher lensing sig-
nal. This expectation has been proved to be correct
in M05, Mandelbaum et al. (2006, herefater M06) and
Sheldon et al. (2009). In M05, lens galaxies in the SDSS
DR4 are divided into six luminosity samples. We have
used the same luminosity binning for our SDSS DR7
galaxies. The selection criteria and galaxy numbers of
our six lens galaxy samples are listed in Table 1. The
scatter of the redshift distribution, the ratio between the
mean luminosity and the characteristic luminosity L∗
(M∗ = −20.44, as given in Blanton et al. (2003)), and
the number of galaxies contained in each sample are also
listed in Table. 1. On average, the number of galaxies in
our sample is 2 to 3 times larger than the corresponding
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Fig. 4.— Upper panel: The distribution of lens galaxies in the
color-absolute magnitude plane represented by contours. The lu-
minosity bins used in the paper are shown as vertical dashed lines.
The solid line is the division between red and blue galaxies adopted
from Yang et al. (2008). Lower Panel: The distribution of lens
galaxies in the star formation rate (SFR)-stellar mass plane as
represented by contours. The stellar mass bins used in the paper
are shown as vertical lines and the solid line is the separation be-
tween star forming and quenched galaxies adopted from Luo et al.
(2014).
M05 sample, simply because DR7 covers a larger area
than DR4 (7748 v.s. 4783 square degrees). The mean
redshift from our lens sample is slightly lower than that
of M05, because M05 also used lenses at z > 0.2 while
the redshift range of our sample is between 0.01 and 0.2.
The redshift distributions of our lens samples are shown
in the upper panel of Fig. 3. The solid black line is for
the total sample, while the colored lines are for the six
luminosity samples.
We further divide galaxies in each luminosity bin into
blue and red sub-samples according to
0.1(g − r) = 1.022− 0.0652x− 0.0031x2 , (29)
where x = 0.1Mr− 5 logh+23.0 (Yang et al. 2008). The
upper panel of Fig. 4 shows the distribution of the lens
galaxies in the color-absolute magnitude plane, with the
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black dashed line showing the demarcation line (Eq. 29),
and the vertical lines marking the different luminosity
bins we use.
In M06, galaxy-galaxy lensing signals are measured for
lens galaxies binned in stellar masses. Here we make a
similar binning for our SDSS DR7 galaxies. Note, how-
ever, that the stellar masses in M06 are estimated from
galaxy spectra, as described in Kauffmann et al. (2003),
while the stellar masses in our sample are estimated using
the model described in Bell et al. (2003). Table 3 lists
the general properties of our samples in different stellar
mass bins, such as the number of galaxies in our samples
in comparison to that in M06, the mean redshift, the
scatter in redshift, and the mean stellar mass. Shown in
the lower panel of Fig. 3 are the redshift distributions of
our lens samples in different stellar mass bins. The solid
black line is for the total sample, while the colored lines
are for the seven stellar mass samples, as indicated.
We further divide galaxies in each stellar mass bin into
red and blue sub-samples using Eq. (29). Table 4 shows
the number, mean redshift, scatter in redshift, and the
mean stellar mass of the galaxies in each of the color
sub-samples. In general, the mean stellar mass of the
red sample is larger than that for the corresponding blue
sample by 0.01 to 0.02 dex.
In addition to the color separation, we also separate
galaxies in different stellar mass bins into star-forming
and quenched sub-samples. Here we use the scheme given
in Yang et al. (2013); Luo et al. (2014) to define the star-
forming and quenched populations, and the dividing line
is defined to be
logSFR = (logM∗ − 2 logh− 11.0)× 0.8 . (30)
The lower panel of the Fig. 4 shows the distribution of
galaxies in the SFR - stellar mass plane, with the black
line showing the division defined in Eq. 30. Note that
M∗ is presented in units of h−2M⊙. Table 5 lists the
number, the mean redshift, the scatter in redshift, and
the mean stellar mass of each subsample. For each mass
bin, the average stellar masses in the two subsamples are
similar, while the mean redshifts differ slightly, with the
quenched subsample has a slightly higher mean redshift
than the corresponding star-forming subsample.
4.3. Galaxy-galaxy lensing signals
From weak lensing shear measurements, we can esti-
mate the excess surface density (ESD) of the lens system,
which is defined as
∆Σ(R) = Σ(6 R)− Σ(R) . (31)
Here Σ(6 R) and Σ(R) are the mean surface mass den-
sity inside a certain radius R and at the radius R, respec-
tively. The tangential shear is related to this quantity via
a critical density,
γt(R)Σc = ∆Σ(R) , (32)
where the critical density in a lensing system is,
Σ−1c =
4πG
c2
DlDls(1 + zl)
2
Ds
, (33)
with Ds, Dl and Dls being the angular diameter dis-
tances of the source, the lens and between the lens and
the source, respectively.
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Fig. 5.— Excess surface density (ESD) of our lens galaxies in six
luminosity bins. The black dots are our measurements and the red
dots are results obtained by M05.
The mean excess surface density around a lens galaxy
is related to the line-of-sight projection of the galaxy-
matter cross correlation function,
ξgm(r) = 〈δ(x)gδ(x+ r)m〉, (34)
so that
Σ(R) = 2ρ
∫ ∞
R
ξgm(r)
r dr√
r2 −R2 , (35)
and
Σ(≤ R) = 4ρ
R2
∫ R
0
y dy
∫ ∞
y
ξgm(r)
r dr√
r2 − y2 (36)
where ρ is the average background density of the Uni-
verse. Note that in both equations, we have omitted the
contribution from the mean density of the universe, as it
does not contribute to the ESD.
In order to take into account source galaxy photometric
redshift errors, it is necessary to convolve the results with
the error distribution (see M05),
Σ−1c (zl, zp) =
∫
p(zs|zp)Σ−1c (zl, zs)dzs , (37)
where zl, zp, zs are the spectroscopic redshift of the lens
galaxy, the photometric redshift of the source galaxy and
the spectroscopic redshift of the source galaxy, respec-
tively. Since the spectroscopic redshifts are not available
for most source galaxies, the determination of p(zs|zp)
relies on other spectroscopic surveys. We follow M05
and use the error distribution obtained by cross identi-
fying the subsample of their source galaxies with other
spectroscopic surveys such as DEEP2, COMBO-17.
Fig. 5 shows the average excess surface density of our
lens galaxies divided into six luminosity bins. The black
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Fig. 6.— Covariance matrix of the data points for our six lumi-
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values are reflected on this covariance map. The values of the co-
variance map are provided in separate files.
dots are our measurements and the red dots shows the
M05 data (kindly provided by Rachel Mandelbaum). For
simplicity, the signals around each galaxy sample were
calculated in 10 equal logarithmic bins rather than 45
bin then re-binned as in M05. The error bars are esti-
mated using 2500 bootstrap resampling of the lens galaxy
samples. The covariance matrix of the data points shown
in Fig. 5 are given in Fig. 6. We rescaled the color so
that smaller values can be seen. Interested readers can
find the covariance values via the link provided at the
end of Section 1. The ESDs for lens galaxies in different
luminosity bins are also listed in Table 8 in Appendix C.
As in M05, we provide a detailed list of possible system-
atic errors in the measurements in Appendix B. The total
possible 2σ systematic error in terms of δγ/γ is about
[−9.1%, 20.8%]. This is roughly consistent with those
quoted in M05, about [−9.0%,+18.4%], as we are using
roughly the same selection criteria for source galaxies.
In addition, the redshift tests (using foreground galax-
ies as sources) and γ45 component tests are consistent
with zero. Note that these possible systematic errors are
mainly associated with the type of source galaxies that
are used, where a brighter magnitude cut will reduce the
systematics significantly. On the other hand, the total
number of galaxies that are used in our investigation im-
pacts the statistical errors. As one can see in Fig. 5, our
results are in good agreement with M05, however with
much smaller error bars, since we have larger number of
lens galaxies in our SDSS DR7 galaxy samples. There is
a clear trend that the amplitude of ∆Σ increases as the
luminosity increases.
For each of our luminosity bin, we also obtain the
galaxy-galaxy lensing signals separately for the red and
blue subsamples, and the results are presented in Fig.
7. The error bars here are larger due to the decreased
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Fig. 7.— The ESDs for red (red dots) and blue (blue dots) galax-
ies in different luminosity bins.
number of lens galaxies per subsample. For very faint
lens galaxies in the L1 bin, the red galaxies have larger
ESDs than blue galaxies especially at small radius. This
indicates that faint red galaxies tend to be located in rel-
atively more massive halos than their blue counterparts.
For brighter galaxies, especially in L2-L4 bins, the red
and blue galaxies show similar ESDs at small scales (with
the caveat that the error bars are big), but red galaxies
have much higher amplitudes than their blue counter-
parts at R > 200h−1kpc. The latter indicates that these
red galaxies are preferentially located in high density re-
gions.
We have also estimated the ESDs for galaxies in differ-
ent stellar mass bins, and the results are shown in Fig. 8
with black dots, in comparison with the results of M05
that are shown as the red dots. Here again our results
agree with those of M06, except in the sm5 bin where our
results at 200 < R < 1, 500 h−1kpc are significantly (by
a factor of about two) higher. Since our sample is larger
than that of M06 (SDSS DR7 v.s. DR4), this enhance-
ment indicates that a significant portion of the additional
galaxies in our sample may be located in or near massive
structures. Once again, we provide the ESDs for lens
galaxies in different stellar mass bins in Table 9 in the
Appendix C.
Finally, we also measure the ESDs for our star-
formation subsamples of color and of star formation in
stellar mass bins. Fig. 9 shows the results for red versus
blue galaxies. The color dependencies in different stellar
mass bins are quite similar to those in different luminos-
ity bins. In addition, as the color of a galaxy may be
related to the star formation history of the galaxy, the
dependence on star formation shown in Fig.10 is similar
to the color dependence.
The galaxy-galaxy lensing signals can be fitted to ob-
tain the average halo mass of the lens systems. With the
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Fig. 8.— ESDs for lens galaxies of different stellar masses. In
each panel we compare our results (black dots) with those of M06
(red dots).
−20
0
20
40
60
80
100
sm1 sm2
100
101
102
sm3 sm4
100
101
102
103 sm5 sm6
102 103
100
101
102
103 sm7
102 103
Red Galaxies
Blue Galaxies
R kpch−1
ES
D
 (M
⊙/
pc
2
)
Fig. 9.— ESDs for red (red dots) and blue (blue dots) lens galax-
ies in different stellar mass bins.
results we obtained here, we will be able to study how
galaxies of different properties (luminosity, stellar mass,
color and star formation) are linked to dark matter ha-
los. However, as pointed out in Yang et al. (2006a) and
found in Li et al. (2014) and Li et al. (2016), the central
and satellite galaxies have very different lensing signals.
It is thus important to separate samples into centrals and
satellites in order to model the observed ESDs in detail.
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Fig. 10.— ESDs for quenched (red dots) and star forming (blue
dots) lens galaxies in different stellar mass bins.
We will come back to this in a forthcoming paper.
5. SUMMARY AND DISCUSSION
In weak lensing studies, obtaining a reliable measure-
ment of the lensing signals requires highly accurate image
processing. In this paper, we build our image process-
ing pipeline to achieve accurate shape measurement for
weak lensing studies based on Bernstein & Jarvis (2002,
(BJ02)) and Hirata & Seljak (2003, (HS03)) methods.
This pipeline is then applied to SDSS DR7 to measure
the galaxy shapes, as well as the galaxy-galaxy lensing
signals for lens galaxies of different luminosities, stellar
masses, colors, and SFRs. The main results of this paper
are summarized as follows.
• We have developed a new image processing
pipeline, and tested it on SHERA and GREAT3
simulations. Our pipeline works well on PSF cor-
rection in the absence of sky background noise. The
corrected PSF multiplicative errors are far below
the 1% requirements (0.009% for γ1 and −0.053%
for γ2) for PSF correction only.
• An non-convergence problem occurs for ∼ 40%
galaxies when more realistic simulations with sky
background noise are being used. In addition, to
have a sufficient image resolutionR > 1/3 an addi-
tional 20% have to be discarded. Despite these, our
method achieves a lensing reconstruction accuracy
that is similar to other methods as shown in the
GREAT3 competition (Mandelbaum et al. 2015).
• Our pipeline was applied to the SDSS DR7 r
band imaging data and create a catalog contain-
ing 41,631,361 galaxies with information about po-
sition, photometric redshift, ellipticity and elliptic-
ity measurement error due to sky background and
Poisson noise.
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• Using these galaxy images, we calculated the
galaxy-galaxy lensing signals around foreground
lens galaxies binned in different luminosities and
stellar masses. Our results show good agreement
with the previous studies of Mandelbaum et al.
(2005, M05) and Mandelbaum et al. (2006, M06),
with significantly reduced error bars.
• We have also separate the galaxies in different
luminosity/ stellar mass bins into red/blue or
star-forming/quenched subsamples. The galaxy-
galaxy lensing signals show quite different scale
dependences among these subsamples. While red
and quenched galaxies show stronger galaxy-galaxy
lensing signals than their counterparts in the same
luminosity or stellar mass bins, the enhancement is
the strongest at relatively large separations.
As the first paper of our galaxy-galaxy lensing series,
here we have focussed on testing the reliability of our
image processing pipeline and presented some general re-
sults of the galaxy-galaxy lensing in the SDSS DR7. In
addition, we have performed a number of tests on possi-
ble systematics in our pipeline, using the γ45 component,
foreground sources, and random samples. Our pipeline
and the galaxy-galaxy lensing signals obtained prove to
be reliable against these tests.
Our data can be used to study the dark matter con-
tents associated with SDSS galaxies and the structures
they represent. In a forthcoming paper, we will use the
data to carry out a number of analyses. We will separate
galaxies into centrals and satellites so as to model the
mass distributions around them and their links to dark
matter halos. We will also obtain the mass distribution
around galaxy groups (Yang et al. 2007) to test the re-
liability of the mass assignments based on other mass
estimates, and to study how halo masses depend on the
intrinsic properties of galaxy groups, such as the colors
of members of galaxy groups. Finally we will stack the
lensing signals around groups with different X-ray prop-
erties (e.g. Wang et al. 2014) to test how X-ray gas in
galaxy groups is related to their dark matter contents.
As we have found, our pipeline is unable to fully deal
with images that are noisy. This limitation is the main
drawback of our pipeline and needs to be addressed.
Fourier space based methods seem to be superior in this
regard as they can process asymmetric systems and much
noisier images. For this reason, we intend to improve our
methodology by implementing the Fourier space method
of Zhang et al. (2015).
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APPENDIX
A. BJ02 METHOD
We use this first appendix to detail the mathematical derivation of the PSF anisotropy correction of the pipeline
presented in this paper. We follow BJ02 using the following eigenfunction expansion for our images,
K =
∑
kl
kklDkl, (A1)
where
Dkl=
(
∂
∂x
+ i
∂
∂y
)k (
∂
∂x
− i ∂
∂y
)l
=σ−(k+l)(aσ↓q − aσ↑p )k(aσ↓p − aσ↑q )l. (A2)
Note that k, l in Dkl are the index of matrix components, while on the right hand sides they represent power indices.
The operators a↓p and a
↑
p are the lowering and raising operators for the 2D QHO eigenfunctions, which have the
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properties that
a↓p=
1
2
[
x− iy
σ
+ σ
(
∂
∂x
− i ∂
∂y
)]
,
a↑p=
1
2
[
x+ iy
σ
− σ
(
∂
∂x
+ i
∂
∂y
)]
,
a↓q =
1
2
[
x+ iy
σ
+ σ
(
∂
∂x
+ i
∂
∂y
)]
,
a↑q =
1
2
[
x− iy
σ
− σ
(
∂
∂x
− i ∂
∂y
)]
. (A3)
The matrix Dkl defined above makes it easy to use the raising and lowering operators to determine how a given kernel
will act on an image. As we are dealing with discrete image data, the derivative along x and y axis can be treated as
convolving a 3× 3 matrix with the image I(x, y),
∂I
∂x
=

 0 0 0−1
2 0
1
2
0 0 0

⊗ I ,
∂I
∂y
=

0 12 00 0 0
0 −12 0

⊗ I ,
∂2I
∂x2
=

0 0 01−21
0 0 0

⊗ I ,
∂2I
∂y2
=

0 1 00−20
0 1 0

⊗ I ,
∂2I
∂x∂y
=

−14 0 140 0 0
1
4 0
−1
4

⊗ I . (A4)
These are all the components up to the Second Derivative in the Gradient Direction (SDGD) one can get from the
3× 3 discrete image pixels. The related Dkl in Eq. A2 are:
D10 =

 0 i(1/2) 0−1/2 0 1/2
0 i(−1/2) 0

 ;D01 = D10, (A5)
D20 =

i(−1/2) −1 i(1/2)1 0 1
i(1/2) −1 i(−1/2)

 ;D02 = D20, (A6)
D11 =

0 1 01 −4 1
0 1 0

 . (A7)
D10=

 0 i(1/2) 0−1/2 0 1/2
0 i(−1/2) 0

 = D01 ,
D20=

i(−1/2)−1 i(1/2)1 0 1
i(1/2) −1 i(−1/2)

 = D02 ,
D11=

0 1 01−4 1
0 1 0

 . (A8)
Note that D00 is the identical matrix, and D11 is actually a Laplacian operator. The components listed above contain
all the first and second order derivatives. Higher order derivatives can be obtained by convolving the above 3 × 3
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components. For instance, D22 = D20 ⊗ D02. Note that since Dij are complex, to end up as a real image, kij are
required to satisfy kij = kij .
Combining equations 8 and A1 we have
b∗ =
∑
ij
kijDijb, (A9)
where Dijb obeys the recursion:
D00b=b ,
D(i+1)jb=
1
σ
(a↓q − a↑p)Dijb ,
Di(j+1)b=
1
σ
(a↓p − a↑q)Dijb . (A10)
The final step is to constrain the coefficients kij by requiring b
∗ to meet the requirements,
b∗pq = 0, (m = p− q = 2). (A11)
We construct a 5 × 5 kernel to remove the anisotropy. For simplicity, however, we demonstrate the procedure by
reconstructing a 3× 3 kernel to an upper limit p+ q ≤ N = 4. Increasing to higher order expansion does not improve
our results significantly. The coefficient matrix used to constrain kij is then
b∗ =

b∗00 b∗01 b∗02b∗10 b∗11 b∗12
b∗20 b
∗
21 b
∗
22

 . (A12)
In the ideal case, we have
b∗ =


1√
pi
0 0
0 − 1√
pi
0
0 0 1√
pi

 . (A13)
Since b∗10 naturally goes to zero if the PSF’s centroid is measured accurately, this term does not have any constraining
power on kij . For the unspecified b
∗
pq, e.g. b
∗
31, b
∗
40, we set kpq = 0 as in BJ02 while still meet the kernel requirement
to remove the PSF anisotropy to some order. The components that remain are only b∗00, b
∗
11, b
∗
20 and b
∗
22. The linear
equation to calculate kij is then


D00b00 D01b00 D02b00 D11b00
D00b11 D01b11 D02b11 D11b11
D00b11 D01b20 D02b20 D11b20
D00b22 D01b22 D02b22 D11b22




k00
k10
k02
k11

 =


b∗00
b∗11
b∗20
b∗22

 =


1√
pi
− 1√
pi
0
1√
pi

 (A14)
Owing to the fact that kkl = k¯kl, the dimensions shrink dramatically while considering k01 and k02. Before solving
this linear equation, we have to calculate each elements of the coefficient matrix. Dklb denotes all the entries of the
coefficient vector when expanding the PSF image using elliptical Laguerre polynomials. In practice, for the pixellized
image data, Dklb can be written as follows,
D10b =
1
2
(Tz1b− T−z1b) + 1
2
i(Tz2b− T−z2b) (A15)
where z1 = 1/σ, z2 = i/σ. Tz is defined as the translation operator.
Tzf(x, y)= f(x− x0, y − y0) ,
z=(x0 + iy0)/σ . (A16)
So we have
Tz1f(x, y) = f(x− 1, y) ,
Tz2f(x, y) = f(x, y − 1) . (A17)
The functional form of Tz can be derived from the decomposition of PSF image, i.e. P =
∑
bpqψ
σ
pq and TzP =
∑
b
′
pqψ
σ
pq.
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We denote b
′
as the new coefficients after operation Tz
b
′
=Tzb ,
b
′
p′q′ =
∑
T pqp′q′bpq ,
Tzψ
σ
pq =
∑
T pqp′q′ψ
σ
p′q′ ,
T pqp′q′ =σ
2
∫
d2x(Tzψ
σ
pq)
¯ψσp′q′ . (A18)
This directly leads to the first term,
T 0000 = e
−|z|2/4. (A19)
The left terms can also be solved recursively with the following relation,
T pqp′q′ =h(p, p
′)h¯(q, q′) ,
h(p, 0)=
(−z/2)p√
p!
e−|z|
2/8 ,
h(p, p′ + 1)= [
√
ph(p− 1, p′) + 1
2
z¯h(p, p′)]/
√
p′ + 1 . (A20)
B. SYSTEMATIC CHECKS
We present, in this appendix, the main systematic errors relevant to our study and the test we performed to check
for additional systematics.
B.1. Systematic errors
There are five major systematics in weak lensing measurement as described in HS03 and M05. Table. 6 lists these
major biases in our work and compare them to M05. We give below a brief introduction for each of them.
TABLE 6
This table lists the five major systematics in our weak lensing measurements compared to M05.
Bias (per cent) M05 this work
Selection bias [0, 10.3] [0, 12.3]
PSF reconstruction bias ±2.1 to ±2.4 ±2.2
PSF dilution bias [-2.8, 4.0] *[-2.8, 4.0]
Shear responsivity error [0, 1.7] [0, 2.3]
Noise rectification error [-3.8, 0] [-4.08, 0]
Total 2σ δγ/γ(per cent) [-9.0,18.4] [-9.1,20.8]
B.1.1. Selection bias
The first selection bias is mainly caused by the asymmetries of the PSF, denoted as ‘PSF selection bias’ in Kaiser
(2000). More galaxies are selected if they are elongated in one direction. Secondly, the shear introduce asymmetries in
the same way as the PSF. Shear stretches galaxies along a certain direction and hence makes the major axes of galaxies
aligned with that direction more easily detected. In HS03, this is referred to as the ‘shear selection bias’. Finally,
many significance-based object detection methods preferentially select circular objects leading to underestimation of
the shear signal. M05 estimates the selection bias to be [0, 5.7]% for galaxies with r < 21, [0, 10.3]% for r > 21 and [0,
11.1]% for LRG samples. Both M05 and this work directly use the catalog from PHOTO pipeline, and the selection
bias from M05 and our catalog will not differ from each other significantly. Following Eq.19 in M05, the selection bias
is calculated as
δγ
γ
=
R¯min(1− R¯min)
R¯
e2rmsn(R¯min) (B1)
where R¯ is the shear responsiveness and n(R¯min) = 1.6, 2.4 and 2.8 for r < 21, r > 21 and LRG samples in M05,
respectively. We have used the value for r > 21 here, estimating n(R¯min) for our sample to be 2.4. The maximum
possible systematics can be induced by selection bias is 12.3% in our sample, slightly larger than those obtained by
M05.
B.1.2. PSF reconstruction bias
This bias arises from the process of reconstructing the PSF from the PHOTO PSF pipeline. This bias estimated
in M05 is ±2.1 to ±2.5 for SDSS sample. Since the PSF applied in M05 and this work are both from PHOTO PSF
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pipeline, we follow M05 and also use Eq. 20 in Hirata et al. (2004) to estimate this bias,
δγ
γ
= (R−1 − 1)δT
p
T p
. (B2)
As in H04 we fix δT
p
Tp to be 0.03. Due to the fact that the PSF reconstruction pipeline and the PSF size are fixed, T
varies very little. The estimated bias is ±2.2 per cent. That is consistent with M05 at ±2.1 per cent for r < 21 and
±2.4 per cent for r > 21. Our estimate is between these two values because we calculate the bias using all the galaxies
with r band model magnitude.
B.1.3. PSF dilution bias
The PSF blurs the image due to the convolution, which is a function of resolution R and brightness distribution.
An empirical formula of this bias from an ensemble of exponential and de Vaucouleurs distributions is given in M05
as a function of the fraction of exponential part and the fraction of de Vaucouleurs part,
δγ
γ
≥ −0.014fexp − 0.035fdeV . (B3)
Roughly, this value ranges from -2.8 to 3.9 percent. As both studies use PHOTO PSF pipeline and because this bias
is estimated in a model dependent method, we directly use M05’s estimation as shown in Table. 2 (the * symbol
indicates that we directly use M05’s results).
B.1.4. Shear responsivity error
The responsivity R¯ is calculated from the variance of ellipticity, indicating that this is related to the ellipticity
distribution. Once we use the cut R > 1/3, the distribution has been changed and an error on R¯ appears. It ranges
from 0 to 1.7% in M05. Our bias estimation using Eq. 25 in H04 is 2.3% with a fixed δerms = 0.02 as in H04.
B.1.5. Noise rectification bias
This noise, ranging from −3.8 to 0%, is caused by the image noise as described in HS03 (Eq.26 and Eq.27). The
quantification of this bias is,
δγ
γ
≈ Kv−2 = 4(1− 3R¯−12 + R¯−22 + 2e2rms)v−2 , (B4)
where v is the signal-to-noise ratio of the detection over bands v−2 = 2
v2r+v
2
i
. Our estimate of K at R = 1/3 is 5.7
bigger than 5.3 in M05 and 5.1 in H04. So the lower limit of this bias (2σ) in our sample is −4.08 per cent larger than
M05 and H04.
B.2. Systematic tests
In order to observationally estimate the systematics, three additional tests were carried out: a redshift test, a random
sample test and a 45 degree rotation test. Any systematics will cause a deviation from the expected zero.
B.2.1. Redshift test
The redshift test is performed first. The lens-source separation used for shear calculation is zl < zs + 0.1. This
criteria has been chosen to avoid cases where the source galaxy may be located in front of the lens galaxy. The value,
0.1 is chosen on the basis that the typical photometric redshift measurement error is 0.025 (Abazajian et al. 2009). If
we use zl > zs, no signal is expected, and non-zero value would be caused by unknown systematics. Fig. 11 shows this
systematic test using our SDSS DR7 data. The consistency with zero shows that the systematics in our work can be
neglected in comparison to the null lensing signals.
B.2.2. Random sample test
For this test, we have used the random catalog constructed in Yang et al. (2012), which was used to calculate the
two point correlation function. This random sample includes all the observational effects from SDSS DR7, i.e., the
same luminosity function, magnitude limit, redshift completeness and sky coverage due to SDSS mask (MANGLE by
Hamilton & Tegmark (2004)). The total number of random galaxies in the sample is 736,812, slightly larger than the
original sample we used. We binned the random sample into the same 6 luminosity ranges and measured the galaxy-
galaxy lensing signals around the random samples. Fig.12 shows the signals obtained around the random samples,
which are all consistent with null signals within the one sigma uncertainties.
B.2.3. 45 degree rotation test
Finally, we calculate the B mode signal using all the galaxies. As in M05, we calculated the 45 rotated signals with 4
distance bins, i.e., 30 < R < 100 h−1kpc, 100 < R < 600 h−1kpc, 600 < R < 2000 h−1kpc and 30 < R < 2000 h−1kpc.
Again, this systematic is consistent with zero within the one sigma error, as shown in the following table.
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Fig. 11.— Redshift systematic test. Shown in the plot are the ESDs estimated using sources galaxies that are in front of the lens galaxies.
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Fig. 12.— Random sample test, the ESDs estimated around random lens galaxies.
TABLE 7
This table shows the results of 45 degree rotation tests as in M05.
Radial range( h−1kpc) ∆Σ45(hM⊙pc−2) σ45
30 < R < 100 -0.46 1.42
100 < R < 600 0.02 0.24
600 < R < 2000 -0.01 0.10
30 < R < 2000 -0.11 0.12
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C. THE ESDS OF LENS GALAXIES
In this appendix we provide the ESD measurements for our SDSS DR7 lens samples in different luminosity and stellar
mass bins, in Tables 8 and 9, respectively. ESDs for galaxy subsamples separated by color and by star formation
rate, along with all the relevant covariance matrixes are provided in electronic files publicly available via the link
http://gax.shao.ac.cn/wtluo/weak_lensing/wl_sdss_dr7.tar.
TABLE 8
This table lists the ESDs of lens galaxies that are separated into different luminosity bins
.
R(Mpc/h) L1 L2 L3 L4 L5 L6
0.020 47.753 ± 51.318 22.722 ± 31.109 59.068± 21.041 85.001 ± 17.596 270.283 ± 19.675 395.426 ± 112.376
0.032 50.609 ± 29.971 29.589 ± 19.232 28.174± 13.808 59.956 ± 12.268 58.845 ± 15.307 199.987 ± 50.518
0.050 27.104 ± 18.650 6.401± 12.476 35.059 ± 8.693 33.181± 7.948 54.852 ± 12.084 96.381 ± 45.461
0.080 0.760± 11.775 8.969± 7.692 18.018 ± 5.313 27.231± 5.129 35.538± 8.089 111.051 ± 31.248
0.126 6.225 ± 7.465 8.183± 5.040 9.380± 3.491 12.053± 3.055 21.476± 4.981 105.765 ± 22.670
0.200 7.674 ± 4.772 6.517± 3.260 12.707 ± 2.162 11.417± 1.920 17.160± 3.042 54.225 ± 13.056
0.317 3.839 ± 3.063 3.512± 1.990 4.422± 1.381 8.229 ± 1.269 14.231± 1.957 38.240 ± 8.547
0.502 1.463 ± 1.929 5.645± 1.282 4.528± 0.860 4.891 ± 0.783 11.296± 1.183 18.851 ± 4.931
0.796 2.557 ± 1.266 4.166± 0.797 4.106± 0.551 3.616 ± 0.526 5.322 ± 0.758 17.179 ± 3.135
1.261 4.227 ± 0.773 3.990± 0.561 3.191± 0.358 2.979 ± 0.333 4.735 ± 0.499 10.577 ± 1.931
TABLE 9
This table lists the ESDs of lens galaxies that are separated into different stellar mass bins
.
R(Mpc/h) sm1 sm2 sm3 sm4 sm5 sm6 sm7
0.020 −4.333± 37.732 32.952 ± 31.256 82.383 ± 21.056 182.637 ± 21.271 335.980 ± 33.494 336.404 ± 30.651 115.285 ± 99.517
0.032 36.117± 25.027 −14.994± 19.186 41.799 ± 14.208 91.604 ± 15.367 43.176 ± 21.400 31.518 ± 22.789 256.227 ± 58.129
0.050 16.766± 15.203 30.626 ± 12.198 34.166 ± 9.904 44.174 ± 11.545 73.646 ± 18.962 66.753 ± 18.781 123.575 ± 45.973
0.080 21.305 ± 9.069 10.033± 7.549 20.878 ± 5.701 33.090 ± 7.798 52.717 ± 12.550 49.856 ± 13.153 113.419 ± 35.431
0.126 10.617 ± 5.837 13.010± 4.850 5.807 ± 3.915 23.703 ± 4.843 38.787 ± 8.170 40.202± 7.755 114.243 ± 25.088
0.200 7.286± 3.841 12.030± 3.186 14.715 ± 2.401 12.398 ± 2.847 24.732 ± 4.965 23.755± 4.770 65.843± 15.455
0.317 3.062± 2.413 3.039 ± 1.921 9.233 ± 1.482 9.110 ± 1.803 22.772 ± 3.356 22.250± 3.147 43.172 ± 9.255
0.502 3.836± 1.496 3.722 ± 1.273 5.069 ± 0.965 9.217 ± 1.174 15.316 ± 2.050 14.874± 1.904 22.356 ± 5.645
0.796 2.573± 0.975 3.312 ± 0.817 3.807 ± 0.605 4.872 ± 0.726 7.290± 1.218 7.172 ± 1.273 21.094 ± 3.776
1.262 2.929± 0.570 3.503 ± 0.497 3.155 ± 0.383 4.023 ± 0.480 5.760± 0.786 5.703 ± 0.749 12.316 ± 2.337
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