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α Auslöse-/Fallwinkel im Pendelschlagwerk ○
AS Ausgangsstab
B, BN Probendicke (mit Seitenkerben) mm
β Energieumsatzfaktor
β Steigwinkel im Pendelschlagwerk ○
BSE Rückstreuelektronen
C, C1, C2 Nachgiebigkeiten m/N
cB Wellenausbreitungsgeschwindigkeit im idealen Stab m/s
CDyn Dynamischer Kalibrierfaktor
CDyn,I Dynamischer Kalibrierfaktor, mit Impulserhaltung (Winkel) ermittelt
CDyn,L Dynamischer Kalibrierfaktor, mit Laser ermittelt
cL Geschwindigkeit der Longitudinalwelle m/s
COD Riss- bzw. Kerböffnungsverschiebung µm
CStat Statischer Kalibrierfaktor
cT Geschwindigkeit der Transversalwelle m/s
CT Compact tension = Kompaktzugprobe
CTOD Rissspitzenöffnungsverschiebung µm
d Probendurchmesser mm
δ Relative Verschiebung mm
E Elastizitätsmodul (E-Modul) GPa
E Energie J
ECD Äquivalenter Kreisdurchmesser µm
EDZ Ebener Dehnungszustand
ε Technische Dehnung %
εI Dehnung des einfallenden Impulses %
εR Dehnung des reflektierten Impulses %









f (a/W) Risslängenabhängiger Geometriefaktor
FB Mittels DMS an der Zugseite der Biegeprobe ermittelte Kraft kN
FE, FEM Finite-Elemente, Finite-Elemente-Methode
fN Nyquist-Frequenz (halbe Abstastrate) Hz
FRS Mittels DMS an der Rissspitze ermittelte Kraft kN
fV,Y Volumenanteil der Komponente Y Vol.-%
g Fallbeschleunigung m/s2
IF Impulsformer





κ Wärmeleitfähigkeit W/(m ⋅K)
K,L Maßzahl für die Schlankheit der Zugprobe
KV Verbrauchte Schlagenergie J
L Länge des Pendelarms m
L Probenlänge (Biegeprobe) mm
l0 Messlänge (Zugprobe) mm
λ Abstand zwischen nichtmetallischen Einschlüssen µm




NA Auf Fläche normierte Anzahl von Teilchen mm−2
NA,BF NA,BF aus Bruchflächenanalyse mm−2
NA,LM NA,BF aus lichtmikroskopischer Analyse des ebenen Schliffs mm−2
NM Normierungsmethode
ν Querkontraktionszahl




Q Thermische Energie, Wärme J
R Einschnürradius mm
Re Elastizitätsgrenze (allgemein), entspricht ReL oder Rp0,2 MPa
ReH, ReL Obere, untere Streckgrenze MPa
Rf Mittlere Fließspannung (= (Re + Rm)/2) MPa
ϱ (Massen-)Dichte kg/m3
ϱ Radius von Kerb- oder Rissspitze mm
Rm Zugfestigkeit MPa
Rp0,2 0,2 % Dehngrenze MPa
S Steifigkeit N/m
S0 Querschnittsfläche bei Versuchsbeginn mm2




SHPB Split Hopkinson Pressure Bar
σ Spannung MPa
σw Wahre Spannung MPa
S, Si, Sa Auflagerabstand (innen, außen) mm
s, sL Verschiebung; mit Laser bestimmt m/s
SZH Stretchzonenhöhe µm
SZW Stretchzonenbreite µm
T Temperatur °C, K
t Zeit s
τ Schwingungsdauer, Integrationsvariable s
U Elektrische Spannung V
V Volumen mm3
v0 Aufschlaggeschwindigkeit m/s
VBA Visual Basic for Applications (Skriptsprache)
v, vL Geschwindigkeit; mit Laser bestimmt m/s
W Mechanische Arbeit J
W Probenbreite mm
WLCT Wedge-loaded CT = durch Keil beanspruchte Kompaktzugprobe
xY Massenanteil der Komponente Y %
Z Brucheinschnürung %
Häufig verwendete Indizes
[X] Einheit der Größe X
∆X Differenz bzw. Schwingbreite der Größe X [X]
X0 Wert der Größe X bei Versuchsbeginn [X]
X̂ Ausschlagwert, Amplitude der Größe X [X]
Xc Kritischer Wert der Größe X [X]
Xd Dynamisch bestimmte Größe X [X]
Xel, Xpl Elastischer bzw. plastischer Anteil der Größe X [X]
Xend Werte der Größe X bei Versuchsende [X]
Xi Initiierungswert der Größe X [X]
X̄ Mittelwert der Größe X [X]
Xmax, Xmin Maximal- bzw. Minimalwert der Größe X [X]
X50 Median der Größe X [X]
Ẋ Rate der Größe X [X]s−1
Xr Wert der Größe X in Radialrichtung [X]
Xz Wert der Größe X in Axialrichtung [X]
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Nichtmetallische Einschlüsse entstehen in verschiedenen Prozessschritten während
der Stahlherstellung. Dazu zählen vor allem die Schritte der Entschwefelung und Des-
oxidation [1]. Die Reaktionsprodukte können jedoch nur unvollständig in die Schlacke
überführt werden. Das Ziel des Sonderforschungsbereichs (SFB) 920 „Multifunktio-
nale Filter für die Metallschmelzefiltration – Ein Beitrag zu Zero Defect Materials“
besteht darin, die verbliebenen Teilchen und noch gelösten Bestandteile durch die
Bereitstellung aktiver und reaktiver Oberflächen zu binden und so die Reinheit der
Metallschmelze deutlich zu erhöhen [2]. Da eine vollständige Entfernung dieser Ver-
unreinigungen jedoch wirtschaftlich nicht möglich ist, treten die Verunreinigungen im
abgegossenen Bauteil als nichtmetallische Einschlüsse auf [3].
Nichtmetallische Einschlüsse stellen Spannungskonzentrationsstellen im bean-
spruchten Bauteil dar. Dadurch werden die Gebrauchseigenschaften insbesondere
von Sicherheitsbauteilen deutlich eingeschränkt. Dazu zählt die Sicherheit gegen
Sprödbruch bei tiefen Temperaturen sowie der Risswiderstand gegen stabile Riss-
ausbreitung. Zudem kommt es aufgrund der zufälligen aber dennoch inhomogenen
Verteilung der nichtmetallischen Einschlüsse zu einer Streuung der mechanischen Ei-
genschaften Verformbarkeit und Zähigkeit, die eine mathematische Analyse erschwert
[4].
Bauteile werden im Betrieb nicht nur sich allmählich ändernden Beanspruchungen
ausgesetzt. Eine schlagartige Krafteinleitung ist insbesondere für Sicherheitsbauteile
von Relevanz, da gerade in Gefahrensituationen (z. B. Fahrzeugcrash) der Sprödbruch
ausgeschlossen werden muss. Da solche Bauteile durch eine vorherige Betriebsbe-
anspruchung rissartige Fehlstellen aufweisen können, muss neben der Festigkeit
und Verformbarkeit auch das Risswiderstandsverhalten unter schlagartiger Beanspru-
chung bekannt sein.
Es existieren bereits verschiedene Methoden zur Bestimmung des Widerstands ge-
gen Rissinitiierung bei hohen und sehr hohen Beanspruchungsraten, z. B. [5, 6]. Diese
wurden jedoch nur z. T. für Werkstoffe mit elastisch-plastischem Werkstoffverhalten
angewendet. Weiterhin ist die Analyse der tatsächlichen Werkstoffbeanspruchung
1
1 Einleitung
aufgrund dynamischer Effekte nicht immer zweifelsfrei möglich. Neben der Charak-
terisierung des Festigkeits-, Versagens- und Risswiderstandsverhaltens mit bereits
etablierten Methoden wird daher eine neue Methode zur bruchmechanischen Prüfung
unter hohen Beanspruchungsraten vorgestellt. Diese Methode nutzt das Prinzip des
geteilten Hopkinsonschen Stabes (Split Hopkinson Bar, Kolsky Bar) zur detaillierten
Analyse von Kräften und Verschiebungen während der schlagartigen Beanspruchung.
Es werden weitere berührungslos arbeitende Methoden (Laserinterferometrie, Hoch-
geschwindigkeitsphotographie) angewendet, um diese Analyse zu unterstützen.
Die experimentelle Bestimmung des Werkstoffverhaltens in Abhängigkeit von der
Einschlusscharakteristik dient dem vertieften Verständnis des Einflusses unterschied-
licher nichtmetallischer Einschlüsse, insbesondere Mangansulfide und Aluminiumoxi-
de. Der Zusammenhang zwischen Einschlusscharakteristik und dem temperatur- und
beanspruchungsratenabhängigen Festigkeits-, Verformungs- und Zähigkeitsverhalten
wird durch mathematische Modelle beschrieben.
Damit wird ein Beitrag zur Erforschung des Einflusses von nichtmetallischen Ein-
schlüssen bei unterschiedlichen Temperaturen und Beanspruchungsraten geleistet.
2
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2.1 Duktiles Versagen hochfester Stähle
2.1.1 Allgemeines
Duktiles Versagen an Metallen wurde bereits Mitte des 20. Jahrhunderts durch Tipper
[7], Rogers [8, 9] und Puttick [10] beobachtet. Es kann in Versagen durch Instabilität (I)
und in Versagen durch Hohlraumkoaleszenz (II) unterteilt werden [11]. Im Fall I wird
die Verformung in Scherbändern konzentriert und führt dort zu Hohlraumbildung,
Hohlraumwachstum und Hohlraumkoaleszenz [12]. Auch im Fall II führen die Pro-
zesse Hohlraumbildung, Hohlraumwachstum und Hohlraumkoaleszenz zum Bruch
[13]. Jedoch finden diese Prozesse hier, aufgrund der gleichmäßigeren Verformung, in
einem größerem Volumen statt [11].
2.1.2 Einfluss nichtmetallischer Einschlüsse
Entstehung während der Schmelzebehandlung Nichtmetallische Einschlüsse wer-
den in zwei mögliche Typen unterteilt. Exogene Einschlüsse gelangen durch die
Ausbrüche von Feuerfestmaterial in die Schmelze. Diese Einschlüsse weisen eine eher
kantige Form auf. Endogene Einschlüsse werden aufgrund der begrenzten Löslichkeit
von Verunreinigungen oder bewusst zugegebenen Elementen gebildet. Somit können
diese Einschlüsse bereits während der Schmelzebehandlung oder erst später während
der Abkühlung im flüssigen oder festen Zustand entstehen [1].
MnS-Einschlüsse können nach dem Abguss von niedrig legierten Stählen (0,12–
0,40 % C) in drei verschiedenen Formen vorliegen [14, 15]:
Typ I: Einzelne globulare Einschlüsse
Typ II: Dendritische oder kettenartige interkristalline Einschlüsse
Typ III: Einzelne kantige Einschlüsse
Die Form der MnS-Einschlüsse wird dabei durch den Al-Gehalt gesteuert. Geringe
Gehalte von Al führen zur Ausbildung von MnS-Einschlüssen vom Typ I. Durch eine
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vollständige Desoxidation durch höhere Al-Gehalte werden MnS-Einschlüsse vom
Typ II gebildet, die jedoch zu einer sehr niedrigen Duktilität und Zähigkeit führen.
MnS-Einschlüsse vom Typ III werden durch eine weitere Steigerung der Al-Zugabe
erreicht [14].
Neben den sulfidischen Einschlüssen entstehen während und nach der Schmelze-
behandlung auch oxidische Einschlüsse. Dazu zählen vor allem Al2O3, SiO2, MgO
und deren Verbindungen des Typs Spinell (MgAl2O4) und Mullit (3Al2O3 ⋅ 2SiO2).
Braun u. a. [16] und Yin u. a. [17] zeigen, dass die in sehr großer Zahl gebildeten Al2O3-
Einschlüsse kollidieren und aufgrund der verringerten Oberflächenenergie agglome-
rieren. Aktives Rühren unterstützt diese Agglomeration. Weidner u. a. [18] weisen
durch rasterelektronenmikroskopische Untersuchungen nach, dass diese Agglomerate
mehrphasig vorliegen können. Ein weiterer Effekt dieser Agglomeration ist die sehr
große effektive Größe (z. T. über 100 µm) dieser zusammenhängenden nichtmetalli-
schen Einschlüsse. Dekkers u. a. [19] zeigen, dass der O-Gehalt der Schmelze sowie
die Haltezeit nach der Zugabe des Desoxidationsmittels (Al, Si) die Morphologie der
Al2O3-Einschlüsse maßgeblich bestimmt. Oikawa u. a. [20] zufolge dienen einzelne
nicht agglomerierte Al2O3-Teilchen wiederum als Keimbildungsstellen für MnS.
Hohlraumbildung und -wachstum Nichtmetallische Einschlüsse sind die bevor-
zugten Keimstellen für die Hohlraumbildung. Weitere Keimbildungsstellen sind
erwünschte Zweitphasenteilchen (z. B. Carbide), Korngrenzen oder Kreuzungspunkte
von Gleitbändern. Weiterhin können bereits vorhandene Hohlräume (z. B. Lunker,
Gasporosität) das duktile Versagen beschleunigen. Hohlraumbildung an nichtmetalli-
schen Einschlüssen erfolgt entweder durch Ablösen des Einschlusses von der Matrix
(Grenzflächenversagen) oder durch Bruch des Einschlusses. Wichtige Kenngrößen zur
Beschreibung nichtmetallischer Einschlüsse sind deren Durchmesser, Abstand und
Volumenanteil [13].
Die Hohlraumbildung an nichtmetallischen Einschlüsse ist abhängig vom Span-
nungsfeld vor und während der mechanischen Beanspruchung, der Grenzflächen-
festigkeit zwischen Einschluss und metallischer Matrix sowie von der Festigkeit des
Einschlusses. Diese Punkte sind u. a. von der Einschlussgröße abhängig.
Das Spannungsfeld in der Umgebung von nichtmetallischen Einschlüssen wird
durch die Unterschiede der E-Moduln und der thermischen Ausdehnung zwischen
Einschluss und Matrix erzeugt. MnS weist einen relativ großen thermischen Ausdeh-
nungskoeffizienten gegenüber Stahl auf. Dadurch bilden sich Zugeigenspannungen
im Einschluss aus, die bereits während der Abkühlung nach der Erstarrung zum
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Ablösen von der Matrix und damit zur Hohlraumbildung führen können [21]. Al2O3
besitzt dagegen einen geringeren thermischen Ausdehnungskoeffizienten und einen
größeren E-Modul als Stahl. Somit bilden sich Zugeigenspannungen in der Stahlmatrix
aus.
Die Grenzflächenfestigkeit zwischen nichtmetallischem Einschluss und metalli-
scher Matrix ist grundsätzlich niedriger als die Matrixfestigkeit. Gegenüber Carbiden
haben Oxide und Sulfide eine geringere Grenzflächenfestigkeit. Hosseini u. a. [22]
stellen an langgestreckten MnS-Einschlüssen in 42CrMo4 fest, dass es bei Beanspru-
chung in Querrichtung bereits deutlich unterhalb der 0,2 %-Dehngrenze (ca. 20 %
Rp0,2) zur Ablösung kommt. Für diesen Mechanismus der Hohlraumbildung wird
eine Mindestgröße der MnS-Einschlüsse von etwas 10–15 µm beobachtet. Dagegen
zeigen in Längsrichtung beanspruchte Proben selbst bei hohen Zugspannungen von
etwa 1600 MPa kein Grenzflächenversagen. Es kommt statt dessen zum Bruch des
Einschlusses.
Sulfidische Einschlüsse können als unterschiedliche Verbindungen vorliegen. Nach
Bray u. a. [23] wird durch Abbindung von S in Form von Ti2CS statt MnS die Grenzflä-
chenfestigkeit gesteigert und somit die Hohlraumbildung verzögert. Dagegen werden
nach Iorio und Garrison [24] Hohlräume an CrS-Einschlüsse bei deutlich geringeren
Dehnungen gebildet als an MnS-Einschlüssen.
Die Einschlussgröße spielt eine entscheidende Rolle bei der Hohlraumbildung. Die
Hohlraumbildung beginnt an größeren Einschlüssen [13]. Agglomerate von Al2O3 und
langgestreckte MnS-Einschlüsse sind daher bevorzugte Hohlraumbildungsstellen.
Cox und Low [25] zeigen an zwei hochfesten Stählen (Vergütungsstahl AISI 43401
und Maragingstahl X2NiCoMo18-9-5), dass die Hohlraumbildungsrate in gekerbten
Zugstäben deutlich größer als in ungekerbten Zugstäben ist. Dieser Effekt wird nicht
auf die erhöhte Spannungsmehrachsigkeit sondern auf das höhere Spannungsniveau
im gekerbten Zugstab zurückgeführt. Damit findet die Hohlraumbildung in gekerbten
Zugstäben bei deutlich geringeren Dehnungen als im ungekerbten Zugstab statt. Eine
kritische Spannung zur Hohlraumbildung wird ebenso von Argon und Im [26] an
einem unlegierten Vergütungsstahl und einem Maragingstahl (entsprechen C45 bzw.
X2NiCoMo18-9-5) gefunden.
Die Hohlraumwachstumsrate ist vom Mehrachsigkeitsgrad des Spannungszustandes
abhängig. Nach Cox und Low [25] bewirken hydrostatische Zugspannungen eine
deutliche Beschleunigung des Hohlraumwachstums. Dieser Zusammenhang wird
ebenso durch die kontinuumsmechanische Betrachtung von Rice und Tracey [27]
1 Siehe Tab. 35 im Anhang A für die chemische Zusammensetzung.
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gefunden. Das Hohlraumwachstum ist dabei exponentiell von der hydrostatischen
Spannung abhängig.
Festigkeit Nach Edelson und Baldwin [28] besitzen Al2O3-Einschlüsse im Modell-
werkstoff Kupfer keine Auswirkung auf Rp0,2. Selbst große Anteile von ca. 25 Vol.-%
und unterschiedliche Teilchengrößen von ca. 9–90 µm haben keinen signifikanten
Einfluss. Die Untersuchungen mit anderen (metallischen) Einschlüssen zeigen, dass
eine hohe Grenzflächenfestigkeit und eine geringe mittlere freie Weglänge zwischen
den Einschlüssen entscheidend für einen festigkeitssteigernden Effekt sind. Unter-
suchungen von Dhua u. a. [29] an perlitischen Stählen für Eisenbahnschienen mit
C-Gehalten um 0,7 % zeigen ebenso keine Abhängigkeit der Festigkeitskennwerte
(Rp0,2, Rm) von der Art und dem Anteil an nichtmetallischen Einschlüssen. Es lagen
oxidische, sulfidische und in geringeren Anteilen auch nitridische Einschlüsse vor. Der
Anteil variiert dabei zwischen 0,23 und 0,45 Vol.-%. Ebenso weisen Ray u. a. [30] an
höherfesten Baustählen (Re ≥ 370 MPa) nach, dass die Probenorientierung relativ zur
Walzrichtung (= Streckungsrichtung der Sulfide, Richtung der Perlitbänder) keinen
Einfluss auf Streckgrenze und Zugfestigkeit besitzt.
Nach theoretischen Betrachtungen von Tanaka und Mori [31] wird die Verfestigung
dagegen mit zunehmendem Anteil von nichtmetallischen Einschlüssen erhöht. Dies
gilt aber nur, solange diese relativ klein sind (≲ 1 µm) und daher keine Hohlräume
gebildet werden. Dagegen bewirkt ein zunehmender Volumenanteil von größeren
nichtmetallischen Einschlüssen eine Verminderung der Verfestigung [28].
Verformbarkeit Durch die bereits angesprochene Hohlraumkoaleszenz tritt schließ-
lich das endgültige Versagen ein. Hohlraumkoaleszenz kann durch direktes Verbinden
benachbarter Hohlräume entstehen. Dies wird vorrangig in Werkstoffen mit einer
einzigen (hohlraumbildenden) Zweitphase mit geringer Breite der Größenverteilung
beobachtet [13]. In Werkstoffen mit verschiedenen Zweitphasenteilchen beginnt die
Hohlraumbildung wie oben beschrieben an den schwächsten Grenzflächen bzw. durch
Bruch der Partikel mit der niedrigsten Festigkeit. Erst bei größeren Verformungs-
graden bilden sich und wachsen Hohlräume an den dazwischenliegenden besser
angebundenen Einschlüssen. Die erst später gebildeten Hohlräume verbinden die
bereits vorliegenden Hohlräume. Da sich die zuerst gebildeten Hohlräume nicht in
einer Ebene senkrecht zur Zugachse befinden müssen, kann durch diesen Mechanis-
mus eine Verformungskonzentration und Scherbandbildung zwischen den genannten
Hohlräume entstehen [32].
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Die Verformbarkeit nimmt mit zunehmendem Anteil nichtmetallischer Einschlüsse
ab. Nach Edelson und Baldwin [28] ist bei geringen Einschlussgehalten die Abhän-
gigkeit der Verformbarkeit vom Gehalt nichtmetallischer Einschlüsse besonders hoch.
Dies wird mit dem geringeren notwendigen Hohlraumwachstum bis zur Hohlraum-
koaleszenz aufgrund des geringeren Einschlussabstandes erklärt [13]. Im Gegen-
satz zur in [28] aus der Brucheinschnürung ermittelten Verformbarkeit, stellen Dhua
u. a. [29] nur einen sehr geringen Einfluss des Gehalts nichtmetallischer Einschlüsse
( fV ≈ 0,23–0,45 Vol.-%) auf die Bruchdehnung eines perlitischen Schienenstahls fest.
Langgestreckte Einschlüsse (insbesondere MnS) führen zur Anisotropie der Verform-
barkeit [33]. Typ III-Einschlüsse senken das Duktilitätsniveau im Vergleich zu Typ I-
Einschlüssen kaum ab [14].
Die Größenverteilung der Einschlüsse ist entscheidend für die Verformbarkeit.
Durch eine größere Einschlussgröße wird bei gleichem Volumenanteil der Einschluss-
abstand erhöht. Dadurch werden die Prozesse Hohlraumbildung und -wachstum
am einzelnen Einschluss beschleunigt. Jedoch zeigt Garrison [34], dass durch die
Vergröberung der sulfidischen Einschlüsse in einem Vergütungsstahl (AISI 4340)
die Verformbarkeit zunimmt. Grund dafür ist der größere Abstand zwischen den
Einschlüssen, sodass der Prozess des Hohlraumwachstums verlängert wird. Im Ge-
gensatz dazu ist nach Cox und Low [25] die Reduzierung der Einschlussgröße (auch
bei gleichbleibendem Volumengehalt) entscheidend.
Unter bestimmten Umständen kann durch eine Erhöhung der Einschlusskonzen-
tration die Verformbarkeit gesteigert werden. Dies ist insbesondere dann der Fall,
wenn sich mehrere Effekte überlagern oder es zu einem Mechanismenwechsel kommt.
Nach Zhang u. a. [35] können TiN-Partikel in ferritisch-perlitischen und ferritisch-
bainitischen Baustählen das Austenitkornwachstum behindern und somit feinere
Ferrit-Körner bewirken. In diesem Fall sind die TiN-Partikel sehr klein (meist unter
0,5 µm), sodass die schädliche Wirkung als nichtmetallische Einschlüsse nicht zum
Tragen kommt.
Nach Leslie u. a. [36] und Raman und Kumar [37] bewirken Carbide bzw. Oxide
lokale plastische Verformungen, die wiederum zu erhöhten Bruchdehnungen führen.
Dies gilt bei tiefen Temperaturen (−196 °C), bei denen der Werkstoff ohne diese Aus-
scheidungen sprödes Versagen zeigt. Am Beispiel eines hochfesten Warmarbeitsstahls
AISI H13 (500–570 HV30) argumentiert Pacyna [38], dass bei einer sehr hohen Ma-
trixfestigkeit die Spannungskonzentration an einer rissartigen Fehlstelle nicht durch
plastische Verformung abgebaut werden kann. Durch einen geringeren Einschluss-
abstand würde Hohlraumbildung und Hohlraumwachstum an diesen Einschlüssen
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möglich sein, wodurch bevorzugt duktiler Bruch anstelle des Spaltbruchs hervorgeru-
fen wird. Ebenso zeigen Fernandino und Boeri [39], dass in Austempered Ductile Iron
(ADI) im Bereich der Tieflagenzähigkeit (T = −20 °C) noch Mechanismen des duktilen
Bruchs auftreten. Hohlraumbildung und Hohlraumwachstum werden hier ausgelöst
durch die sphärischen Graphitausscheidungen.
2.1.3 Einfluss von Temperatur und Beanspruchungsrate
Eine Temperaturerhöhung bewirkt i. A. eine Absenkung der Fließspannung und einen
Anstieg der Verformbarkeit. Dies gilt, solange Versetzungsgleiten und damit deren
thermische aktivierte Hindernisüberwindung der entscheidende Verformungsmecha-
nismus ist. Damit verbunden ist der Anstieg der Fließspannung bei zunehmender
Dehnrate. Der Einfluss der Temperatur und der Dehn- bzw. Stauchrate auf das Fließ-
spannungsverhalten von 42CrMo4 wurde bereits umfangreich untersucht [40–42].
Die Verformbarkeit ist ebenso abhängig von der Dehnrate. Wenn infolge einer hohen
Dehnrate die Fließgrenze die mikroskopische Spaltbruchspannung übersteigt, tritt
Spaltbruch auf. Während der plastischen Verformung wird nur ein Teil der von außen
zugeführten mechanischen Energie im Werkstoff z. B. in Form erhöhter Versetzungs-
dichte gespeichert [43]. Der überwiegende Anteil wird in Wärme umgewandelt und
kann zur Temperaturerhöhung im Werkstoff beitragen, wenn die Beanspruchungsge-
schwindigkeit ausreichend hoch ist. Somit kann sich die Verfestigung aufgrund der
hohen Dehnrate mit einer Entfestigung aufgrund der Temperaturerhöhung überlagern.
Analog gilt dies auch für die Verformbarkeit.
Festigkeit Die experimentell ermittelte Fließkurve (σw = f (εw, ε̇w, T)) kann empi-
risch durch verschiedene mathematische Modelle beschrieben werden. Entscheidend
ist hierbei die Identifizierung der Koeffizienten durch eine Regressionsanalyse. Hierbei
wird die Summe der Fehlerquadrate minimiert.
Die Fließkurve kann ohne Berücksichtigung eines Temperatur- und Dehnratenein-
flusses nach Hollomon [44] beschrieben werden:
σw = kεnw (1)
Demgegenüber ist insbesondere bei hochfesten Werkstoffen mit geringer Verformungs-
verfestigung die Beschreibung nach Ludwik [45] vorteilhafter:
σw = σ0 + kεnw (2)
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Johnson und Cook [46] erweitern diesen Ansatz der Fließkurvenbeschreibung um die
Abhängigkeit von Dehnrate und Temperatur:
σw = (A + Bεnw) (1+C ln
ε̇w
ε̇0





Hierbei sind A, B, C, n und m zu identifizierende Parameter dieses Modells. Typische
Werte dieser Parameter sind in Tab. 1 aufgeführt. Die Dehnrate ε̇w im Versuch wird
auf ε̇0 normiert. Nach Halle [47] wird dafür die niedrigste Dehnrate im Versuch
gewählt. Weiterhin sind TR eine Referenztemperatur und TS die Schmelztemperatur
des Werkstoffs.
Halle [47] weist darauf hin, dass in Gl. 3 eine logarithmische Dehnratenabhängigkeit
festgelegt ist. Weiterhin liegt mit Gl. 3 ein ungekoppeltes Modell vor, bei dem Dehnrate
und Temperatur keinen Einfluss auf die Verformungsverfestigung haben. Khan und
Huang [49] und Khan und Liang [50] modifizieren daher Gl. 5 und führen einen
Dehnrateneinfluss auf die Verformungsverfestigung ein:











Die Bezugsdehnrate ε̇0 muss hier mindestens der größten in den Versuchen gemes-
senen Dehnrate entsprechen [49] und kann z. B. mit 106 s−1 angenommen werden
[50].
Verformbarkeit Die wahre Bruchdehnung εwf wird phänomenologisch von Johnson
und Cook [51] modelliert:





)(1+ E T − TR
TS − TR
) (5)
Hierbei sind A bis E die zu identifizierenden Parameter. Die Definitionen von ε̇0, TR
und TS sind identisch zu Gl. 3. Weiterhin sind σm und σV die mittlere Hauptnormal-
spannung bzw. die Vergleichsspannung nach von Mises. Tab. 2 listet Literaturwerte
Tab. 1: Parameter A, B, C, n, m von Gl. 3 im Schrifttum.
Werkstoff A / MPa B / MPa C n m Quelle
4340 792 510 0,014 0,26 1,03 [46]
40Cr 905 226 0,03 0,21 0,83 [48]
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zu diesem Modell auf. Aus den Daten in Tab. 2 geht hervor, dass die Bruchdeh-
nung mit zunehmender Spannungsmehrachsigkeit, ausgedrückt durch σm/σV, mit
abnehmender Dehnrate und mit abnehmender Temperatur abnimmt.
Tab. 2: Parameter A bis E von Gl. 5 im Schrifttum.
Werkstoff A B C D E Quelle
4340 0,05 3,44 −2,12 0,002 0,61 [51]
42CrMo4 0,015 1,537 −3,186 0,267 0,483 [52]
Adiabatische Temperaturerhöhung Um die bereits genannte Erwärmung infolge
der plastischen Verformung zu quantifizieren, wird die Energiebilanz (pro Volumen-
einheit) betrachtet:
Ediss = Q +∆E bzw. Ėdiss = Q̇ +d(∆E)/dt (6)
∫ σwdεw = ϱC∆T +∆E (7)
Hierbei sind ∆T die Temperaturerhöhung im Werkstoff und ∆E die Erhöhung der
inneren Energie. Weiterhin sind ϱ und C die (Massen-)dichte bzw. die Wärmekapazität







Zehnder [53] untersuchte die zeitliche Ableitung dieses Verhältnisses unter adia-
batischen Bedingungen. Demnach ist der in Wärme umgewandelte Teil der Verfor-




n ( εwε0 )
n−1
n − 1




Die Dehnratenabhängigkeit ist in Gl. 9 durch die Dehnratenabhängigkeit des Verfesti-
gungsexponenten n gegeben, welcher aus der Fließkurvenbeschreibung εw ∼ (σw/σ0)n
ermittelt wird.
Rosakis u. a. [54] und Mason u. a. [55] stellen für einen AISI 4340 Stahl fest, dass β
max. 0,85–0,86 beträgt. Diese Werte wurden mit Hilfe eines Split Hopkinson Pressure
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Bar im Druckversuch (ε̇ = 2500 s−1) mittels Hochgeschwindigkeitstemperaturmes-
sung ermittelt. Eine vollständig adiabatische Versuchsführung wurde demnach bei
Versuchszeiten unter 800 µs erreicht [55].
Dixon und Parry [56] zeigen anhand von Druckversuchen an einem Druckbehäl-
terstahl (224 nach BS 1501; ähnlich P355 nach DIN EN 10028 [57]), dass für ε̇ > 4 s−1
der Versuch adiabatisch abläuft. Dagegen kann bei ε̇ < 10−2 s−1 von einer isothermen
Versuchsführung ausgegangen werden.
Hahn [58] schlägt eine einfache Formel zur Abschätzung des Energieumsatzfaktors
in Abhängigkeit von der Dehnrate vor:
β(ε̇) = βmax (1− exp(−(pε̇)q)) (10)
Für Torsionsversuche an einem 20MoCrS4 wurden in [58] βmax = 0,9; p = 1 und q = 0,3
ermittelt. Anhand von Druckversuchen am Vergütungsstahl C45 wurde βmax = 0,95
und ebenso p = 1 und q = 0,3 gefunden [59].
Krabiell und Dahl [60] stellten bei Zugversuchen an Baustählen verschiedener
Festigkeiten bereits bei ε̇ = 10−2 s−1 adiabatische Verhältnisse im Bereich der Gleich-
maßdehnung fest. Weiterhin wurde für ε̇ = 6 ⋅ 10−3 s−1 im Bereich der Einschnürung
eine starke Temperaturerhöhung von etwa 40 K gemessen. Demnach weist der Fein-
kornbaustahl P460N (StE 47) nur eine geringe Abhängigkeit der Verformbarkeitskenn-
werte von der Dehnrate auf. Grund ist die Überlagerung der (lokalen) Verformbarkeit
aufgrund der steigenden Temperatur und die versprödende Wirkung der erhöhten
Dehnrate.
Die kritische Dehnrate, ab der es zur Ausbildung von adiabatischen Scherbändern





Dabei sind κ die Wärmeleitfähigkeit, Cp die Wärmekapazität, ϱ die Dichte und R der
Radius der Probe. Weiterhin muss die kritische Dehnung εc überschritten sein, um
eine adiabatische Verformung zu erreichen. Für ε > εc ist die thermische Entfestigung





2 Die Wärmekapazität Cp wurde durch Cpϱ ersetzt, um die in dieser Arbeit verwendeten Einheitende-
finitionen nutzen zu können.
11
2 Kenntnisstand
Hierbei ist n der Verfestigungsexponent (σ ∼ εn). Für Gl. 11 und Gl. 12 wird wei-
terhin angenommen, dass die von außen zugeführte Energie vollständig in Wärme
umgewandelt wird (β = 1).
2.2 Risswiderstandsverhalten
2.2.1 Beanspruchung der Rissspitze
Infolge einer von außen angreifenden Spannung σ∞ bildet sich eine Spannungsüber-
höhung an der Rissspitze aus. Bei ideal-elastischem Werkstoffverhalten kann das
Spannungsfeld vor der Rissspitze durch das Spannungsintensitätskonzept (K-Kon-
zept) nach Irwin und Williams [62, 63] beschrieben werden3. Bei weiterer Zunahme
von σ∞ kommt es zur Plastifizierung an der Rissspitze, da aufgrund der Spannungs-
singularität an der Rissspitze das Fließspannungsniveau des Werkstoffs bis zu einem
bestimmten Abstand r vor der Rissspitze überschritten wird, siehe Abb. 1. Solange
diese plastische Zone klein gegenüber den Abmessungen des Bauteils bzw. der Probe




πa0 ⋅ f (13)
3 Im folgenden wird nur der Rissöffnungsmodus I betrachtet.









Abb. 1: Die Höhe der Spannungssingulari-
tät vor der Rissspitze wird durch
die Fließgrenze des Werkstoffs be-
grenzt. Lastspannung σ∞, rissöffnen-
de Spannung σy, Anfangsrisslänge
a0, Probenweite W, Ligamentlänge
W − a0, Probendicke B.
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Dabei ist a0 die (Anfangs-)Risslänge und f ein von den geometrischen Randbedingun-
gen abhängiger Faktor. Die Größe der plastischen Zone rpl kann unter Annahme eines













Die genaue Größe und Form der plastischen Zone wird durch das tatsächliche Ver-
festigungsverhalten des zu bewertenden Werkstoffs bestimmt. Die Kraftgrenze für
das Kleinbereichsfließen liegt nach Rice [65] bei etwa 50 % der Kraft für allgemeines
Fließen FGY, vgl. Gl. 17 unten.
Infolge einer weiteren Erhöhung von σ∞ stumpft die Rissspitze bei ausreichend
zähen Werkstoffzuständen weiter ab. Es liegt somit kein ideal scharfer Anriss mehr
vor. Zudem ist die plastische Zone im Vergleich zur Ligamentgröße nicht mehr klein.
Die Rissspitzenbeanspruchung wird folglich nicht mehr durch K beschrieben. Für
diesen Fall kann das J-Integral als Beanspruchungsgröße herangezogen werden. An-
stelle der in Abb. 1 gezeigten 1/
√
r-Abhängigkeit des Spannungsverlaufes vor der
Rissspitze ergibt sich ein vom Verfestigungsverhalten des Werkstoffs abhängiger
Spannungsverlauf (HRR-Feld nach Hutchinson [66] sowie Rice und Rosengren [67]):


















Das HRR-Feld besitzt ebenfalls nur eine begrenzte räumliche Gültigkeit. Die Gül-
tigkeitsgrenzen wurden von Shih und German [69] in Abhängigkeit vom Verfesti-
gungsexponenten N bestimmt, s. Tab. 3. Damit wird der Bereich der Gültigkeit des
HRR-Feldes von der plastischen Zone eingeschlossen, vgl. Abb. 2 (UR: ursprünglicher
Riss, AR: abgestumpfter Riss). Das HRR-Feld (HRR in Abb. 2) schließt wiederum die
Bruchprozesszone (BPZ) ein. Nur unter dieser Voraussetzung können die Vorgänge
an der Rissspitze durch das J-Integral beschrieben werden.
Eine weitere Erhöhung von σ∞ führt zur vollständigen Plastifizierung des Ligaments
(general yielding, GY). Für angerissene Charpy-Proben (B = W = 10 mm, a0/W = 0,5)
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Tab. 3: Gültigkeitsgrenzen des HRR-Feldes
Ausmaß der Verformung N rmax,HRR ⋅ σ0/J
Small scale yielding 3 5
(SSY) 10 3











Abb. 2: Beschreibung der Rissspit-
zenbeanspruchung (SSY)
[69–71].
ergibt sich nach ISO 26843 [72] folgender Zusammenhang zwischen der dabei auftre-






Hierbei ist BN die Nettoprobendicke und S der Auflagerabstand. Insbesondere bei
Werkstoffen, die einen Streckgrenzeneffekt aufweisen, äußert sich das Erreichen dieses
Nettoquerschnittsfließens durch eine deutliche Verminderung des Anstieges der Kraft-
Durchbiegungs-Kurve [73]. Gl. 17 gilt nur für eine Drei-Punkt-Biegebeanspruchung
mit einem Finnenradius von 2 mm. Für andere Randbedingungen ändert sich der von
der Dehnungsbehinderung im Ligament abhängige Faktor.
Bei zu starker plastischer Verformung des Ligaments verliert die Beschreibung
der Rissspitzenbeanspruchung durch das J-Integral seine Gültigkeit. Für die genorm-
ten Probenformen Kompaktzugprobe (CT-Probe) und einseitig gekerbte Biegeprobe
(SENB-Probe) ergibt sich das maximal mögliche J-Integral aus der Ligamentgröße:




In ISO 12135 [74] ist Jmax am stärksten reglementiert (Gl. 18). Nach ASTM E 1820 [75]
ist dagegen ein doppelt so großer Wert des J-Integrals zulässig.
2.2.2 Abstumpfungsverhalten der Rissspitze
Bei elastisch-plastischem Werkstoffverhalten mit begrenzter plastischer Verformbar-
keit kommt es zur oben genannten Abstumpfung der Rissspitze bis zu einem kritischen
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Punkt, der Rissinitiierung. Die auftretenden Verschiebungen sollen nun näher betrach-
tet werden. Die Abstumpfung hat eine Vorwölbung zur Folge, die als Rissverlängerung
∆a interpretiert werden kann, s. Abb. 3a. Weiterhin tritt eine Rissspitzenöffnungsver-
schiebung δ (crack tip opening displacement, CTOD) an der ursprünglichen Rissspitze
auf.
Aufgrund der intensiven plastischen Verformung vor der Rissspitze kommt es zur
duktilen Schädigung vor der Rissspitze. Die Abstumpfung der Rissspitze erfolgt so
lange, bis sich die gebildeten Hohlräume vereinigen und so zur Rissverlängerung
beitragen. Der auch bei weiterem Risswachstum verbleibende abgestumpfte Bereich
wird als Stretchzone bezeichnet. Die Größe der Stretchzone wird durch ihre Höhe
(SZH) und ihre Weite (SZW) bestimmt, s. Abb. 3b.
Übereinstimmend wird berichtet, dass die Größe der Stretchzone ein charakteris-
tisches Maß für die Zähigkeit eines Metalls ist. Dies gilt sowohl für technische reine
Legierungen [76, 77] als auch für Verbundwerkstoffe mit definierter Partikelverstär-
kung [78, 79]. SZH wird üblicherweise anhand von Höhenprofilen ermittelt, die durch
Stereoskopie der Bruchfläche gewonnen werden [80]. In Fällen, in denen die Riss-
spitzenabstumpfung nicht symmetrisch verläuft, müssen die gegenüberliegenden
Bruchflächen gemeinsam analysiert werden [80, 81]. SZW wird im Unterschied zu
SZH direkt an REM-Aufnahmen (SE- oder BSE-Kontrast) ermittelt [82–84].
Die Bestimmung der Stretchzonengröße ist mit einer relativ großen Streuung behaf-
tet. Selbst bei Ausschluss eines Benutzereinflusses treten kleine Werkstoffinhomogeni-
täten entlang der Anrissfront auf. Diese führen typischerweise zu einer Standardab-













Abb. 3: (a) Rissspitzenöffnungsverschiebung δ am abgestumpften Riss, der gegenüber
dem ursprünglichen Riss um ∆a gewachsen ist. (b) Rissinitiierung und Riss-
wachstum nach Abstumpfung und Vorwölbung der Rissspitze. Beschreibung
der Abstumpfung durch Stretchzonenweite SZW und Stretchzonenhöhe SZH
(entspricht CTOD bei Initiierung = δi).
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Die Form der Stretchzone ergibt sich aus dem Verhältnis SZW/SZH bzw. 2∆ai/δi. Für
dieses Verhältnis werden je nach Werkstoff Werte von 0,84 (Baustahl, Re = 300 MPa,
Rm = 430 MPa) [85] und 0,8 (versch. Stähle, Re = 240–480 MPa, Rm = 590–620 MPa) [86]
experimentell ermittelt. Diese Form der Stretchzone wurde bereits in [87] für einen
weiten Bereich des Festigkeitsverhaltens (E/σ0 = 100–300, N−1 = 0–0,2 (Gl. 16)) durch
eine numerische Analyse mittels finiter Elemente vorhergesagt.
Nach Shih [88] kann δ direkt aus der Rissspitzenbeanspruchung J bestimmt werden:
δ = dn J/Rf (19)
Hierbei ist dn ein von der Verfestigung und dem Spannungszustand abhängiger Pa-
rameter und Rf = (Re + Rm)/2. Weiterhin hängt der Parameter dn davon ab, wie groß
die Plastifizierung vor der sich abstumpfenden Rissspitze ist. Im Bereich des Kleinbe-
reichsfließens und bei ideal-plastischem Werkstoffverhalten wird dn = 1 ermittelt [65].
Weiterhin wird bei dieser analytischen Beschreibung der Rissspitzenabstumpfung der
ebene Spannungszustand angenommen. Robinson [89] zeigt experimentell für den
Vergütungsstahl En24 (entspricht 40NiCrMo8-4, Re = 1025 MPa, n = 0,08) die (ungefäh-
re) Anwendbarkeit von dn = 1. In dieser Untersuchung wurden die Messungen nach
Eintreten der stabilen Rissinitiierung und teilweise nach vollständiger Plastifizierung
des Ligaments durchgeführt.
Unter Annahme, dass δ während der Rissspitzenabstumpfung doppelt so groß ist
wie die Rissverlängerung ∆a, kann aus Gl. 19 die Rissabstumpfungsgerade (blunting
line) in der Form J = 2d−1n Rf∆a geschrieben werden. Schindler [90] leitet den Anstieg
der Rissabstumpfungsgeraden (d−1n ) aus Kennwerten der Fließkurve ab. Hierbei sind










Für einen hochfesten Stahl (Rp0,2 = 1300 MPa) wurde d−1n mit 0,98 (ESZ) bzw. 1,45
(EDZ) ermittelt. Ein höheres Verfestigungvermögen im Fall eines Feinkornbaustahls




Landes [91] schlägt die Definition der Rissabstumpfungsgerade anhand der Zugfes-
tigkeit Rm vor:
J = duRm∆a (21)
Der Parameter du ist wiederum abhängig von Re/E und Re/Rm und beträgt für ei-
nen hochfesten Stahl (Re/E = 0,005, Re/Rm = 0,92) etwa 3,57, d. h. d−1n = 1,79. Die
Berechnungen in [91] wurden für den EDZ durchgeführt und beziehen sich auf ein
festes Verhältnis δ/∆a. Die Abstumpfung wird in ISO 12135 [74] unter Verweis auf
[91], allerdings mit einem mittleren Anstieg von du = 3,75, beschrieben. Die Form
der Abstumpfung kann aus dem Verfestigungsvermögen nach δ = 1,87Rm/Rp0,2∆a
bestimmt werden.
Schwalbe u. a. [92] schlagen aufgrund ihrer Erfahrungen aus [93] die Rissabstump-




Hierbei ist d∗N ein festigkeits- und verfestigungsabhängiger Koeffizient. Die Form der





Nach ASTM E 1820 [75] ist die Form der Stretchzone dagegen unabhängig von
der Verfestigung des Werkstoffs (δ = 1,4∆a) und deutlich langgestreckter (in Rissaus-
breitungsrichtung) als die Stretchzone nach ISO 12135 bzw. als die experimentellen
Befunde (s. o.). Die Rissabstumpfungsgerade wird in ASTM E 1820 unterschiedlich
definiert. Zum einen wird die Geradengleichung J = 2Rf∆a verwendet. Zum ande-
ren wird Gl. 19 angenommen. Hier fließen noch der Spannungszustand über die
relative Risslänge a0/W und das Verfestigungsvermögen über Re/Rm ein. Für eine
normgerechte Probe (a0/W = 0,5) aus einem hochfesten Stahl (Re/Rm = 0,92) ergibt
sich d−1n = 1,73.
Die Rissabstumpfungsgerade ist somit sehr unterschiedlich definiert. Der Anstieg
aus ISO 12135 ist bspw. rund 1,8-fach größer als der Anstieg aus ASTM E 1820.
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2.2.3 Einfluss von Temperatur und Beanspruchungsrate
Der Widerstand gegen Rissinitiierung zeigt bei abnehmender Temperatur einen cha-
rakteristischen Verlauf, der durch Hochlage, Übergangsbereich und Tieflage gekenn-















Abb. 4: Abhängigkeit der Zähigkeit von Tem-
peratur und Beanspruchungsrate K̇:
Durch Zunahme von K̇ steigt die Über-
gangstemperatur TÜ und die Hochla-
genzähigkeit (HLZ). Schematisch nach
[94].
Krabiell und Dahl [94] zeigen für einen vergüteten Druckbehälterstahl 20MnMoNi5-
5, dass der duktil-spröde Übergangsbereich mit zunehmender Beanspruchungsrate
von 5 ⋅ 10−1 auf 5 ⋅ 105 MPa
√
m s−1 um etwa 70 K verschoben wird. Die Erhöhung der
Zähigkeit im Bereich der Hochlage wird durch die adiabatische Temperaturerhöhung
und die daraus folgende erhöhte Verformbarkeit erklärt. Unabhängig von der Bean-




Chaouadi und Puzzolante [95] ermitteln am nominell gleichen Stahl 20MnMoNi5-5
ein ähnliches Verhalten im Bereich der Hochlage. Zusätzlich weisen sie darauf hin, dass
bei quasi-statischen Versuchen die Zähigkeit (hier J0,2) im Bereich der Hochlage mit
zunehmender Temperatur abfällt, vgl. Abb. 4. Bei dynamischer Beanspruchung ( J̇ ≈
105 N mm−1 s−1, entspricht hier etwa 6 ⋅ 104 MPa
√
m s−1) sinkt die Zähigkeit dagegen
nur gering mit zunehmender Temperatur. Die erhöhte Zähigkeit bei dynamischer
Beanspruchung im Vergleich zur statischen Beanspruchung wird auf den Verlust der
Dehnungsbehinderung bei dynamischer Beanspruchung zurückgeführt, vgl. Abb. 4.
Chi u. a. [96] ermitteln eine deutliche Erhöhung der Bruchzähigkeit bei dynamischer
Beanspruchung (K̇ = 2 ⋅ 106 MPa
√
m s−1) im Vergleich zur statischen Beanspruchung
(100 MPa
√
m s−1) über einen weiten Temperaturbereich für verschiedene Anlassstu-
fen eines im Vakuum-Lichtbogenofen umgeschmolzenen AISI 4340 Stahls. In diesen
Untersuchungen wurde gegenüber [94] auch ein Einfluss von K̇ auf die Tieflagenzähig-
keit gefunden. In früheren Untersuchungen von Costin u. a. [97] wurde mit Hilfe der
gleichen Versuchsanordnung keine Abhängigkeit der Bruchzähigkeit eines AISI 4340
Stahls von K̇ festgestellt. Dieser Stahl weißt ein ähnliches Festigkeitsniveau wie der
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vorgenannte Stahl auf. Inwiefern die erhöhte Reinheit des Stahls in [96] einen Beitrag
zur Erhöhung der Bruchzähigkeit nur bei dynamischer, jedoch nicht bei statischer
Beanspruchung liefert, wird nicht diskutiert.
Giovanola [98] ermittelt für einen AISI 4340 Stahl (50 HRC) eine geringe Empfind-
lichkeit der Bruchzähigkeit gegenüber der Beanspruchungsrate im Bereich 100 bis
3 ⋅ 106 MPa
√
m s−1. Die dynamischen Bruchzähigkeiten (K̇ > 3,3 ⋅ 105 MPa
√
m s−1) sind
nur geringfügig kleiner als die statische Bruchzähigkeit (59 bzw. 64 MPa
√
m). Die
Messung der dynamischen Bruchzähigkeit erfolgte durch 1-Punkt-Biegeversuche. Der
dynamische Spannungsintensitätsfaktor wurde dabei anhand einer statischen Kali-
brierung des in der Nähe der Rissspitze befindlichen Dehnungsmessstreifens (DMS)
berechnet.
Nach Klepaczko [99] fällt die Bruchzähigkeit eines C45-Stahls mit zunehmender
Beanspruchungsrate bis etwa 104 MPa
√
m s−1 ab und steigt bei höheren Raten von K
wieder auf das Niveau bei statischer Beanspruchung. Die Bruchzähigkeit wurde hier
an durch einen Keil beanspruchten CT-Proben (WLCT) ermittelt.
Ein ähnliches Verhalten wird von Kalthoff [100] für einen Maragingstahl festgestellt.
Unterhalb einer Brucheinsatzzeit von etwa 10 µs (entspricht K̇ ≳ 4 ⋅ 106 MPa
√
m s−1)
wird ein starker Anstieg der dynamischen Bruchzähigkeit beobachtet. Dieser Effekt
wird in [100] durch eine Inkubationszeit erklärt. Der Werkstoff benötigt diese Zeit
nach Überschreiten eines kritischen Spannungsintensitätsfaktors bis zum tatsächli-
chen Bruch. Während der Inkubationszeit steigt die Beanspruchung weiter an, sodass
insbesondere bei hochdynamischer Beanspruchung der tatsächliche Spannungsin-
tensitätsfaktor bei Bruch deutlich vom o. g. kritischen Spannungsintensitätsfaktor
abweicht.
Wullaert u. a. [101] zeigen die Abhängigkeit der Bruchzähigkeit von Temperatur
und Beanspruchungsrate für den Stahl 20MnMoNi5-5. Demnach führt bei Tempe-
raturen unterhalb bzw. gleich der Nil Ductility Transition (NDT) Temperatur die
Erhöhung von K̇ zu einem stetigen Abfall der Bruchzähigkeit. Dagegen zeigt der
Werkstoff ein Minimum des KIc-K̇-Verlaufs bei Temperaturen von etwa 67 K oberhalb
der NDT-Temperatur und K̇ ≈ 104 MPa
√
m s−1. Diese Befunde sind z. T. von sehr
großen Streuungen überlagert. Dies wird auf nicht erkanntes stabiles Risswachstum
zurückgeführt, da das Kraftmaximum als Punkt der Rissinitiierung angenommen
wurde.
Xu und Li [102, 103] untersuchen die Abhängigkeit der Bruchzähigkeit von K̇ im
Bereich 1,1–1,8 ⋅ 106 MPa
√
m s−1 für die Vergütungsstähle 30CrMnSiA und 40Cr. Im
Fall des 30CrMnSiA wird eine abnehmende Bruchzähigkeit mit Erhöhung von K̇
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festgestellt, wohingegen beim 40Cr der gegensätzliche Verlauf ermittelt wird. Der
Bruchmechanismus ist jeweils Spaltbruch. Eine Zunahme der Bruchzähigkeit mit
Erhöhung von K̇ wird von Xu und Li angezweifelt, da Spaltbruch durch Überschreiten
eines kritischen Spannungsintensitätsfaktors ausgelöst wird. Die Verfestigung durch
eine höhere Beanspruchungsrate führt bei gleicher Beanspruchung zu einer kleineren
plastischen Zone und damit zu einer Versprödung. Zudem weisen diese Autoren
darauf hin, dass ein zu kleiner Untersuchungsbereich von K̇ keine gültigen Schlüsse
zulässt.
Meyers [104, S. 514] gibt eine weitere Ursache für die Erhöhung des Risswiderstan-
des mit zunehmender Beanspruchungsrate an. Ein Teil der eingebrachten Energie wird
in kinetische Energie des sich plastisch verformenden und damit in Bewegung befind-
lichen Werkstoffs in der Nähe der Rissspitze umgewandelt. Zehnder und Rosakis [105]
zeigen am Stahl AISI 4340, dass sich die Bruchzähigkeit für Rissgeschwindigkeiten
v ≳ 800 m/s stark erhöht.
Das Wachstum von Hohlräumen vor der Rissspitze ist stark vom Spannungszu-
stand bzw. vom Grad der Dehnungsbehinderung (constraint) abhängig. Neben der
plastischen Verformung an der Rissspitze kann auch die Beanspruchungsrate die
Dehnungsbehinderung beeinflussen und damit die Gültigkeitsgrenzen des J-Integrals
einschränken.
Koppenhoefer und Dodds [106] stellen für angerissene Charpy-Proben anhand
von Finite-Elemente-Analysen (FE-Analysen) fest, dass die Gültigkeitsgrenzen des
Kleinbereichsfließens bei einer Aufschlaggeschwindigkeit von 1 m/s um den Faktor
2,2 erweitert werden. Bei höheren Aufschlaggeschwindigkeiten steigt dieser Faktor
auf etwa 3 an. Zudem vergrößert sich der Gültigkeitsbereich mit höherer Dehnraten-
empfindlichkeit. Begründet wird dies mit der erhöhten Dehnungsbehinderung im
untersuchten Geschwindigkeitsbereich. Höhere Aufschlaggeschwindigkeiten wurden
nicht untersucht.
Jayadevan u. a. [107] zeigen anhand von FE-Analysen von angerissenen und durch
Drei-Punkt-Biegung beanspruchten SENB-Proben, dass es bei Beanspruchungsraten
K̇ zwischen 1 und 5 ⋅ 105 MPa
√
m s−1 einen Übergangsbereich gibt, der sich neutral
hinsichtlich der Dehnungsbehinderung auswirkt. Eine weitere Erhöhung von K̇ führt
hier zum Verlust der Dehnungsbehinderung. Als Ursache wird die Werkstoffträgheit
angesehen. Die Berechnungen wurden hier für einen „typischen mittelfesten Stahl“
durchgeführt.
Chao u. a. [108] ermitteln ebenfalls mittels FE-Analysen für einen Werkstoff ohne
Dehnratenempfindlichkeit (σ ≠ f (ε̇)) eine Verringerung der Dehnungsbehinderung
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bei erhöhten Beanspruchungsraten. Dagegen wird für einen Werkstoff mit Dehnraten-
empfindlichkeit (hier: Stahl 20MnMoNi5-5, dσ/dε̇ > 0) eine komplexe Abhängigkeit
von K̇ bzw. J̇ festgestellt. Die Werkstoffeigenschaften wurden so gewählt, dass der
duktil-spröde Übergangsbereich abgebildet wird. Demnach bilden sich bei mittleren
Beanspruchungsraten ( J̇ = 2–20 ⋅ 106 N mm−1 s−1) hydrostatische Zugspannungen aus.
Eine stärkere Dehnungsbehinderung und eine Versprödung sind die Folge. Eine weite-
re Erhöhung der Beanspruchungsrate ( J̇ = 193 und 770 ⋅ 106 N mm−1 s−1) bewirkt nach
geringer Beanspruchung (J ≈ 10 N mm−1) bzw. sofort eine verminderte Dehnungsbe-
hinderung.
Rokach [109] weist explizit darauf hin, dass sich eine Biegeprobe bei schlagartiger
Beanspruchung mit Hilfe eines Hopkinsonstabes nicht im ebenen Dehnungszustand,
sondern im ebenen Spannungszustand befindet und dies folglich bei der Modellierung
der dynamischen Effekte berücksichtigt werden muss.
2.2.4 Einfluss des Gefüges
Floreen [110] zeigt für mehrere hochfeste Stähle, dass KIc der Gussvarianten ca. 74
bis 114 % der Bruchzähigkeit der zugehörigen gewalzten Stähle beträgt. Für einen
AISI 4340 Stahl wurden 90 bzw. 98 MPa
√
m ermittelt. Im Gegensatz zum geringen
Unterschied bei der Bruchzähigkeit ist die verbrauchte Schlagarbeit (KV) für die
Gussvarianten deutlich geringer.
Dahl u. a. [111] weisen am Beispiel der Baustähle S235 und S355 nach, dass die
Übergangstemperatur mit zunehmender Korngröße ansteigt und der Werkstoff somit
versprödet. Nach Kamada u. a. [112] führt eine kleinere Austenitkorngröße in einem
niedrig legierten Ni-Mn-Stahl (0,28 % C; 4,85 % Ni; 0,54 % Mn) zu feineren Strukturen
des Martensits (Plattengröße, Paketgröße). Die Absenkung der Austenitkorngröße
von 140 auf 15 µm bewirkt eine Verringerung der Übergangstemperatur im Kerb-
schlagbiegeversuch um 30 K. Die Untersuchungen von Liang u. a. [113] am Stahl EA4T
(ähnlich 25CrMo4) zeigen ebenso, dass eine Verfeinerung der Mikrostruktur (hier:
feinere Martensitlanzetten) zu einer höheren Bruchzähigkeit führt.
2.2.5 Experimentelle Bestimmung des Rissinitiierungspunktes
Im Unterschied zu technischen Kennwerten der Rissinitiierung (z. B. JIc nach ASTM E
1820 [75], J0,2BL nach ISO 12135 [74]) dienen physikalische Rissinitiierungskennwerte
(z. B. Ji nach ISO 12135) der Beschreibung der mikrostrukturell basierten Rissinitiie-
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rung. Die physikalischen Kennwerte sind unabhängig von Probengröße und -form
[114].
Nach ISO 12135 wird Ji anhand von Stretchzonenmessungen bestimmt. Die Stretch-
zonenenweite SZW muss fraktographisch ermittelt werden [115]. Im folgenden wird
Ji daher als JiSZW bezeichnet. Die Ermittelung von SZW erfolgt am Rasterelektronen-
mikroskop mit einer vom Prüfpersonal abhängigen Unsicherheit [82]. Durch moderne
Rasterelektronenmikroskopie kann die Rissspitzenabstumpfung zudem dreidimen-
sional anhand der Bruchflächentopographie quantifiziert werden [116]. Um die auf-
wendige fraktographische Bestimmung von SZW zu ersetzen, wird die Abstumpfung
der Rissspitze bis zur Rissinitiierung mit einer Rissabstumpfungsgeraden in der Form
J ∼ ∆a beschrieben, vgl. Abschnitt 2.2.2. In ASTM E 1820 und ISO 12135 sind zwei
unterschiedliche Definitionen der Rissabstumpfungsgeraden ((Blunting Line (BL),





JISO = 3,75Rm∆a (25)
Landes zeigt in [117], dass die Blunting Line nach ASTM E 1820 die Messwerte
des Reaktordruckbehälterstahls 22NiMoCr3-7 besser beschreibt als die Blunting Line
nach ISO 12135. Der Anstieg der Blunting Line in Gl. 25 geht dabei auf Landes
[91] zurück. Nach [91] ist der Anstieg abhängig vom Festigkeitsniveau und von der
Verfestigung und beträgt für den untersuchten Stahl ca. 3,75. Der Anstieg der Blunting
Line nach ASTM E 1820, Gl. 24 wurde von Wells [118] etabliert und ist unabhängig
vom Festigkeitsverhalten des Werkstoffes.
Eine mögliche Definition der physikalischen Rissinitiierung ist somit der Schnitt-
punkt der Blunting Line mit der Risswiderstandskurve: JiBL [119–121].
Durch die Analyse akustischer Emissionen kann der Punkt der Rissinitiierung
ebenso bestimmt werden. Kietov u. a. [122] zeigen die Anwendbarkeit für einen
vergüteten 42CrMo4-Stahl bei statischer und dynamischer Beanspruchung. Hierfür ist
eine vorherige Kalibrierung mit Hilfe von Zugversuchen notwendig.
Neben der Rissinitiierung ist der Werkstoffwiderstand gegen stabile Rissausbreitung
bei einsinniger Beanspruchung von Interesse. Eine Kenngröße der stabilen Rissaus-








Durch die Normierung auf die mittlere Fließspannung (Rf = (Rp0,2 + Rm)/2 wird die
Temperaturabhängigkeit von dJ/da abgeschwächt.
2.2.6 Modellierung der Rissinitiierung
Der Widerstand gegen Rissinitiierung hängt aufgrund der o. g. Zusammenhänge vom
Festigkeits- und Versagensverhalten ab, das wiederum von der Menge und räumlichen
Verteilung der nichtmetallischen Einschlüsse geprägt ist. Der dafür charakteristische
Einschlussabstand λ wird in Abb. 5 erläutert.
Die folgenden Modellvorstellungen beziehen die Temperatur und Beanspruchungs-
geschwindigkeit nicht explizit ein. Diese Parameter fließen indirekt über die Fließspan-
nung, die Verfestigung bzw. die Verformbarkeit mit ein. Zudem setzen alle Modelle
eine monodisperse Einschlussverteilung vor der Rissspitze voraus.
Ohne auf mikrostrukturelle Kenngrößen einzugehen, geben Hahn und Rosenfield







Die Koaleszenz von Hohlräumen (Dehnung ε̄∗) wird dabei als kritisches Ereignis
betrachtet. Diese kritische Dehnung ε̄∗ ist wiederum stark vom Spannungszustand
abhängig. Im ebenen Dehnungszustand beträgt diese Dehnung ca. 1/3 der Bruch-
dehnung bei einachsiger Beanspruchung. Eine näherungsweise Beschreibung der







Abb. 5: Rissinitiierung durch Hohlraumkoaleszenz: a) Nichtmetallische Einschlüsse
haben einen relativ kleinen Abstand; b) Hohlraumkoaleszenz wird durch
Hohlräume an weiteren Teilchen (z. B. Carbiden) ermöglicht.
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Den im folgenden vorgestellten Modellen ist gemeinsam, dass auf einer bestimm-
ten charakteristischen Länge vor der Rissspitze die Verformbarkeit des Werkstoffs





Hierbei ist n der Verfestigungsexponent und dT der Abstand vor der Rissspitze an
dem εw = n gilt. Dieser Abstand kann als Größen von Zellen betrachtet werden, in
denen der duktile Bruch stattfindet. Bruchzähigkeitswerte eines hochfesten AISI 4340
Stahles können mit Gl. 28 näherungsweise beschrieben werden.
Schwalbe [126, 127] bezieht den Volumenanteil bzw. den Abstand nichtmetallischer













4,55(ε∗wf + 0,23)EReλ (30)
Dabei ist λ der mittlere Teilchenabstand und ε∗wf die wahre Bruchdehnung an der
Rissspitze. Diese ist aufgrund des mehrachsigen Spannungszustandes kleiner als die
wahre Bruchdehnung εwf unter einachsiger Beanspruchung: ε∗wf = εwf/3. Weiterhin
wird im Gegensatz zu [125] der Bruch des Werkstoffs (εw = ε∗wf) als kritischer Zustand
und nicht die Instabilität (εw = n) betrachtet [126]. Gl. 30 stellt eine vereinfachte Form
von Gl. 29 dar. Experimentelle Ergebnisse der Bruchzähigkeit für einen hochfesten
Stahl (0,45 % C, Rp0,2 ≈ 1460 MPa) aus [128] werden durch Gl. 29 überschätzt und
durch Gl. 30 leicht unterschätzt.
Sivaprasad u. a. [129] schlagen für zwei hochfeste niedrig legierte Stähle (Rp0,2 =
650–840 MPa, Rm = 715–884 MPa) folgende auf [124] basierende Gleichung zur Ab-
schätzung des J-Integrals bei Rissinitiierung vor:
Ji = 2Cm(εu)2εfσ0 (31)
Hierbei ist C = 0,0254 (Umrechnung von Zoll in Meter). Der Anstieg m wird mit 1,3
(Rp0,2/Rm = 0,91) bzw. 1,43 (Rp0,2/Rm = 0,95) angegeben. Die Werte für m wurden
anhand des Schnittpunktes der Blunting Line mit der Risswiderstandskurve (Riss-
initiierung) bestimmt. Sowohl die Blunting Line als auch die Risswiderstandskurve
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wurden dabei an die experimentell ermittelten Daten angepasst. Allerdings ist der
so bestimmte Widerstand gegen Rissinitiierung ca. 50–100 % größer als der aus der
Stretchzone bestimmte Widerstand. Dieser Unterschied wird auf das Vorhandensein
von Nebenrissen in der Stretchzone zurückgeführt. Der absolute Unterschied wird
durch eine plastische Vorverformung um bis zu 5 % abgesenkt. Es wird vermutet, dass
das J-Integral aufgrund einer sehr großen Plastifizierung des Ligaments (JiBL ≈ Jlimit
nach ASTM E 1820) keine sinnvolle Beanspruchungsgröße in dieser Studie darstellt.










Die bis zum Bruch geleistete Arbeit wird über die Fließkurvenbeschreibung nach Hol-
lomon [44] (σ = kεn) berechnet. Diese Arbeit wird auf die Oberflächenvergrößerung bis
zum Bruch bezogen. Die Beschreibung der nichtmetallischen Einschlüsse erfolgt durch
deren mittleren Durchmesser d und mittleren Abstand λ. Gl. 32 kann für duktiles
Gusseisen GJS-400 [131, 132] sowie für die Stähle X20CrMoV12-1, 20MnMoNi5-5,
10MnMoNi5-5 und deren arteigene Schweißverbindungen [133, 134] angewendet
werden.
Deimel u. a. [133] modifizieren Gl. 32 aufgrund der einfacheren experimentellen








Die Annahme einer Einschlussverteilung mit einer (mittleren) Einschlussgröße bleibt
bestehen.
In den genannten Modellvorstellungen zur Beschreibung der Zähigkeit bei Riss-
initiierung (KIc bzw. Ji) wird stets eine gleichmäßige Verteilung der hohlraumbilden-
den Partikel vorausgesetzt (monomodale Verteilung). Dadurch können die mittlere
Partikelgröße und der mittlere Partikelabstand als mikrostrukturelle Kenngrößen
verwendet werden.
Die Breite der in Wirklichkeit vorkommenden Verteilung beeinflusst ebenfalls die
Zähigkeit. Nach Schwalbe [126] führt eine schmale Größenverteilung zu den höchsten
Zähigkeiten. Thomason [135] ermittelt dagegen mit Hilfe einer numerischen Analyse
im Fall einer breiten Partikelgrößenverteilung höhere Zähigkeiten. Hohlräume, die
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an großen Einschlüssen gebildet werden, führen demnach erst dann zum Versagen,
wenn auch Hohlraumbildung an den kleinen Einschlüssen stattfindet. Dazu werden
höhere Verformungen benötigt.
Der Einfluss der örtlichen Verteilung von Hohlräumen vor der Rissspitze wurde
durch Needleman und Tvergaard [136] mit Hilfe numerischer Simulationen unter-
sucht. Eine ungleichmäßige Verteilung bewirkt demnach eine Erhöhung des Risswider-
standes. Begründet wird dies damit, dass aufgrund des großen Spannungsgradienten
vor der Rissspitze nur die Distanz zum nächsten Hohlraum entscheidend ist. Somit ist
der Risswiderstand in einem Bereich mit großem Hohlraumabstand deutlich größer
als der Risswiderstand bei gleichmäßiger Verteilung der Hohlräume.
Dass eine gleichmäßige Partikel- bzw. Einschlussverteilung nicht immer vorausge-
setzt werden kann, zeigen sowohl Untersuchungen zum Erstarrungsverhalten von
einschlussbehafteten Stählen [16, 17] als auch eigene Bruchflächenanalysen [137–139].
2.3 Besonderheiten bei dynamischer Beanspruchung
2.3.1 Trägheitseffekte
Infolge kurzer Versuchszeiten und hoher Prüfgeschwindigkeiten treten gegenüber
quasi-statischer Versuchsführung hohe Beschleunigungen der Probe auf, die Träg-
heitskräfte zur Folge haben. Diese Trägheitskräfte überlagern sich mit jenen Kräf-
ten, die aus dem Werkstoffwiderstand gegen Formänderung bzw. Rissausbreitung
resultieren [140]. Ziel ist jedoch die ausschließliche Ermittlung der letztgenannten
werkstoffbedingten Kräfte. Tab. 4 zeigt die Beanspruchungsratenbereiche in denen
mit Trägheitseffekten zu rechnen ist bzw. Trägheitseffekte unvermeidbar sind.
Je nach Prüfaufbau wird das eigentliche Prüfergebnis von Schwingungen überlagert.
Diese resultieren wiederum aus Trägheitseffekten der Probe, der Prüfvorrichtung (z. B.
Einspannung) und der Prüfmaschine (z. B. Kraftmessdose) [47]. Da das Frequenz-
spektrum der dynamischen Beanspruchung je nach Prüfvorrichtung unterschiedlich
breit ist, können bestimmte Schwingungen der Probe bzw. des Systems aus Probe und
Lasteinleitung angeregt werden. Diese Resonanz ist abhängig von der Steifigkeit des
anzuregenden Systems (und damit dessen Resonanzfrequenz) sowie der Breite und
der Amplitudenverhältnisse des Beanspruchungsspektrums.
Dynamische und hochdynamische Beanspruchungen führen zu Wellenausbrei-
tungseffekten. Die Zeit für die Ausbreitung der elastischen Wellenfront innerhalb der
Probe ist im Vergleich zur Versuchszeit nicht mehr vernachlässigbar klein. Mehrere
26
2.3 Besonderheiten bei dynamischer Beanspruchung
Tab. 4: Schematisches Beanspruchungsratenspektrum und mögliche Prüfeinrichtun-
gen (Überschneidungen sind möglich). Insbesondere bei dynamischer Bean-
spruchung müssen Effekte wie adiabatische Erwärmung (durch Wärmestau)
und Massenträgheit beachtet werden. Den Beziehungen zwischen t, K̇ und J̇
liegen keine festen Umrechnungen zu Grunde. Diese sind vom Werkstoffver-
halten abhängig [47, 140, 141].
Versuchsdauer t (s)
J (N mm-1 s-1)
K (MPa m0,5 s-1)


















Weitere Aspekte konst. Dehnrate Resonanz elast. Wellenausbreitung
Dehnungsbehinderung↓
Reflexionen der Wellenfront innerhalb der Probe sind nötig, um eine homogene Be-
anspruchung der Probe zu erzielen. Für Druckproben werden bspw. mindestens π
Reflexionen innerhalb der Probenhöhe benötigt [142].
2.3.2 Probenbeanspruchung im Pendelschlagwerk
Ein Pendelschlagwerk mit instrumentierter Hammerfinne kann für die bruchmechani-
sche Werkstoffcharakterisierung eingesetzt werden. Hierbei sind zwei verschiedene
Versuchsanordnungen möglich. Konventionell liegt die Probe am Widerlager auf und
wird durch die auftreffende Finne beansprucht. Weiterhin kann die Probe an der
Finne befestigt werden. Finne und Probe bewegen sich somit relativ zum Widerlager
(invertierte Schlaganordnung).
Bei der konventionellen Schlaganordnung wird die ruhende Probe durch die auf-
treffende Finne beschleunigt. Durch die instrumentierte Finne wird somit eine Überla-
gerung von Trägheitskräften und tatsächlicher Probenbeanspruchung gemessen [143].
Irland [144] und Server [145] stellen fest, dass für t > 3τ Trägheitskräfte vernachlässigt
werden können. Die Dauer einer Schwingungsperiode τ des Kraftsignals wird dabei
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aus der Proben- und Auflagergeometrie (W, B, S) und den elastischen Eigenschaften
der Probe (E, Schallgeschwindigkeit c0, Probennachgiebigkeit CPr) berechnet:











Nach Saxton [143] können die Trägheitskräfte durch eine Reduzierung der Aufschlag-
geschwindigkeit der Finne verringert werden, wenn dadurch die erforderliche Be-
anspruchungsrate nicht unterschritten wird. Folglich wird in ISO 26843 [72] eine
Mindestversuchszeit von 3τ zur Anwendung von quasi-statischen Berechnungsfor-







Dies entspricht somit einer Periodendauer des Feder-Masse-Systems (Probennach-
giebigkeit-Probenmasse). Beide Definitionen einer Mindestversuchszeit ergeben für
typische Abmessungen einer SENB-Probe (L/S = 1,25–1,375) ähnliche Werte. Für
L/S = 1,29 gilt 3τ = tw (vgl. Anhang F.3).
Seifert und Meyer [146] untersuchen systematisch den Einfluss der Probenlagerung
auf die mit der instrumentierten Finne gemessenen Trägheitseffekte. Die hier genutzte
Versuchsanordnung zeichnet sich durch die an der bewegten Finne angeklebte Probe
aus. Der Aufschlagimpuls kann durch diese invertierte Schlaganordnung nicht voll-
ständig unterdrückt werden. Jedoch wird die in der Probe wirkende Kraft aufgrund
der fehlenden Relativgeschwindigkeit zwischen Probe und Finne mit einer höheren
Genauigkeit bestimmt. Zudem schlagen die Widerlager an Punkten auf, die etwa
20 mm von der Rissspitze entfernt sind. Dadurch wird das Spannungsfeld in der Nähe
der Rissspitze weniger beeinflusst.
Rintamaa u. a. [147] nutzen eine invertierte Schlaganordnung, bei der die Probe an
einer festen Finne von einem am Pendelarm befestigten Widerlager getroffen wird.
Auch bei dieser Anordnung kommt es zu relativ geringen Trägheitseffekten. Zudem
führt die feststehende Finne zu einer relativ geringen Verschiebung der Rotationsachse
der Probe während des Versuchs.
Böhme und Kalthoff [148, 149] zeigen am Modellwerkstoff Araldit B, dass eine inver-
tierte Schlagbiegeanordnung insbesondere im Bereich 1,5 < t/τ < 3 zu einer genaueren
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Beschreibung der Rissspitzenbeanspruchung als die konventionelle Anordnung führt.
Die Autoren weisen darauf hin, dass dieser Vorteil nur dann nutzbar ist, wenn der
zeitliche Unterschied zwischen dem Auftreffen der beiden äußeren Auflager sehr
gering ist.
Ortmann u. a. [121] weisen eine Übereinstimmung der mittels Stop-Block- und Low-
Blow-Versuchsführung ermittelten J-∆a-Kurven nach. Hierbei wurde der Baustahl
StE 460 bei einer nicht näher definierten Beanspruchungsrate geprüft.
2.3.3 Statische und dynamische Kalibrierung
Für die dynamische Werkstoffprüfung können keine herkömmlichen Kraftmessdosen
aufgrund ihrer großen Massen und damit zu geringen Resonanzfrequenzen genutzt
werden [47]. Daher werden sich elastisch verformende Teile der Probe bzw. des Ham-
mers o. ä. mit Dehnungsmessstreifen instrumentiert. Durch eine statische Kalibrierung
kann von der elastischen Verzerrung auf die wirkende Kraft geschlossen werden
(F = CStatε).
Nach DIN EN ISO 14556 [150] und ASTM E 2298 [151] muss die Instrumentierung
der Hammerfinne im instrumentierten Pendelschlagwerk statisch kalibriert werden.
Die Kalibrierung soll mit eingebauter Finne durchgeführt werden. Diese Art der
Kalibrierung der Finne führt nach Winkler und Voß [152] zu einer kraftabhängigen
Empfindlichkeit. Dies wird auf die kraftabhängige Kontaktfläche zwischen Kalibrier-
körper bzw. Probe und Finne zurückgeführt.
Die statische Kalibrierung der Finneninstrumentierung hängt nach Lucon u. a. [153]
nicht von der Beanspruchungsrate ab. Hierfür wurde die Finne mit Hilfe einer ser-
vohydraulischen Prüfmaschine mit linear steigenden Kräften bei Raten von bis zu
3 ⋅ 106 N/s beansprucht4. Dagegen führen nach Kobayashi und Niinomi [154] klei-
ne Aufschlaggeschwindigkeiten von unter 1 m/s zu einer starken Abhängigkeit der
Proben- und Maschinennachgiebigkeit von v0. Dies deutet wiederum auf eine Ände-
rung der Empfindlichkeit der Kraftmessung hin.
Zusätzlich zur statischen Kalibrierung der Hammerfinne kann nach Ireland [155]
eine dynamische Kalibrierung auf Basis der dissipierten Energie erfolgen. Diese in
4 Entspricht v0 = 0,15 m/s bei einer Nachgiebigkeit von 50 µm/kN
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ASTM E 1820 [156] genormte Methode vergleicht die tatsächlich dissipierte Energie
des Hammers mit dem Energieumsatz in der Probe:






Hierbei wird angenommen, dass ein Teil (KV) der kinetischen Energie des Hammers
durch die Probenverformung bzw. das Risswachstum in der Probe dissipiert wird
(Wt). Durch Nutzung der dynamisch kalibrierten Kraft (FDyn,E = CDyn,E ⋅ F) wird
eine Äquivalenz zwischen KV und Wt erreicht. CDyn,E kann nicht explizit bestimmt
werden, da sowohl die Kraft als auch die Verschiebung (indirekt über die Kraft)
vom dynamischen Kalibrierfaktor abhängen. In ASTM E 1820 wird eine iterative
Vorgehensweise vorgeschlagen.
Nach ASTM E 1820 ist ein Unterschied zwischen KV und Wt von 15 % bzw. 1 J
zulässig. Sollten Unterschiede bis 25 % auftreten, wird die dynamische Kalibrierung
nach Gl. 38 durchgeführt.
Ein anderer Ansatz der dynamischen Kalibrierung der Hammerfinne beruht auf
dem Impulserhaltungssatz. Diese von Winkler u. a. [157] angewendete Methode ver-
gleicht die Impulsänderung des Hammers mit der Ursache der Impulsänderung, d. h.







In den Gln. 38 und 39 wird angenommen, dass die Kraft F bereits statisch kalibriert
vorliegt. Somit sind die dynamischen Kalibrierfaktoren CDyn,E und CDyn,I einheitenlos.
Nach Lucon [158] trägt die dynamische Kalibrierung anhand von Gl. 38 dazu bei, die
Streuung der Ergebnisse zu reduzieren. Dazu zählen die Kraft bei allgemeinem Fließen,
die Maximalkraft und die Referenztemperatur nach dem Master Curve Konzept
(ASTM E 1921 [159]). In [158] wurde für jeden Versuch eine separate dynamische
Kalibrierung durchgeführt.
Ursachen für einen von 1 abweichenden dynamischen Kalibrierfaktor werden nach
[155, 157, 160, 161] vorrangig in der nicht vollständigen Rückführung elastischer
Verzerrungsenergie zur Beschleunigung des Hammers gesehen. Diese Energie ist in
Form von Vibrationen im Belastungssystem sowie in elastischen Verformungen des
Hammers gespeichert. Kobayashi u. a. [162] zeigten, dass der Hammerarm zu Biege-
schwingungen neigt. Eine andere mögliche Ursache für einen Energieverlust sind die
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plastische Verformung der Kontaktstellen der Probe mit dem Auflager und der Finne
[155]. Nach [158] sind diese Ursachen jedoch nur von untergeordneter Bedeutung für
die praktische Anwendung des instrumentierten Kerbschlagbiegeversuchs.
Böhme [163] kritisiert die Vorgehensweise der pro Versuch angewendeten dyna-
mischen Kalibrierung. Grund für die Kritik ist die Konstanz dynamischer Effekte
bei der Beanspruchung der gleichen Probenform mit der gleichen Hammermasse
und -geschwindigkeit [164, 165]. Zudem besteht in der dynamischen Kalibrierung
pro Versuch die Gefahr, dass Versuche, in denen die oben genannten Ursachen für
einen Energieverlust nicht zu vernachlässigen sind, „schöngerechnet“ werden. Dies
kann z. B. durch geringe Probleme bei der Probenausrichtung verursacht worden sein.
Ein dynamischer Kalibrierfaktor sollte demnach eher durch Mittelwertbildung aus
mehreren dynamischen Versuchen gewonnen werden.
Neben der Abhängigkeit der Kalibrierung der Finne von dynamischen Vorgängen
zeigen Kobayashi u. a. [166], dass die Probennachgiebigkeit ebenso die Kalibrierung
der Finne beeinflusst. Demnach führt im Falle eines C-förmigen Hammers eine abneh-
mende Probennachgiebigkeit zu einer Erhöhung der Empfindlichkeit (Einheit kN/V)
der Finne.
2.3.4 Anwendung des Prinzips des Hopkinsonschen Stabes für
bruchmechanische Untersuchungen
Das Prinzip des Hopkinsonschen Stabes bzw. des geteilten Hopkinsonschen Stabes
(Kolsky Bar) kann für bruchmechanische Versuche angewendet werden. Die allge-
meine Funktionsweise dieses Prinzips ist z. B. in [47, 167] beschrieben. Eine weite
Verbreitung hat die Prüfung gekerbter und angerissener Biegeproben gefunden. Zum
einen werden Versuchsstände mit festen Widerlagern verwendet [168–171]. Zum
anderen existieren Versuchsstände mit geteiltem Hopkinsonstab, bei denen sich die
Widerlager im beweglichen Ausgangsstab befinden [6, 172–175]. Um einen großen
Auflagerabstand bei relativ dünnen Stäben zu erreichen, kann auch je ein Ausgangs-
stab pro Auflagerbolzen genutzt werden [176, 177]. Der Vorteil des geteilten gegenüber
dem ungeteilten Hopkinsonstab ist vor allem die zusätzliche Information über den
zeitlichen Verlaufs des Probenkontaktes bzw. der Kraft am Widerlager.
In der Mehrheit der im Schrifttum vorliegenden Untersuchungen werden zylindri-
sche Stäbe verwendet. In einigen Untersuchungen wurde davon abweichend ein Rohr
(Hohlzylinder) als Ausgangsstab genutzt. Tanaka und Kagatsume [172] nutzen ein
Rohr, dessen Vertiefungen an der Stirnseite als Widerlager für die Biegeprobe dienen.
Sutter u. a. [178] nutzen ein Rohr zur Befestigung von Schneidwerkzeugen, sodass
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das Spanverhalten eines Kohlenstoffstahls bei hohen Geschwindigkeiten untersucht
werden kann. In beiden Fällen wird die wirkende Kraft mittels Dehnungsmessstreifen
auf der äußeren Mantelfläche des Hohlzylinders (analog zum Vollzylinder) ermittelt.
Aufbauend auf Chen u. a. [179] analysieren Feng u. a. [180] das Wellenausbreitungs-
verhalten in einem Hohlzylinder mit Abdeckung einer Stirnfläche. Diese Abdeckung
dient der Lagerung einer Druckprobe am hohlen Ausgangsstab. Zum einen kommt es
zu einer höheren Dehnung und somit zu einer Signalverstärkung im Hohlzylinder.
Diese Signalverstärkung ist rein geometrisch mit der geringeren Querschnittsfläche
verknüpft. Zum anderen kommt es durch die zusätzliche Abdeckung und dem damit
verbundenen Impedanzsprung zu zusätzlichen Wellenreflexionen innerhalb der Ab-
deckung und folglich zu einem verzerrten Signal des Ausgangsstabes. Insbesondere
wird eine Verzerrung zu größeren Zeiten festgestellt.
Die Biegebeanspruchung der Probe kann sowohl durch Drei-Punkt-Biegung (3PB)
als auch durch Vier-Punkt-Biegung (4PB) erfolgen. Jiang und Vecchio [174] nutzen
einen 4PB-Aufbau und weisen auf die (nicht konkret genannten) Vorteile der Beanspru-
chung durch 4PB gegenüber 3PB hin. Rokach und Łabędzki [181] präzisieren diese
Behauptung. Demnach sind die Kontaktstellen mit den Auflagern gegenüber 3PB
weiter von der Rissspitze entfernt. Dies führt zu einer geringeren Beeinflussung des
Spannungsfeldes an der Rissspitze. Weiterhin wird der Bereich zwischen den inneren
Auflagern durch ein ortsunabhängiges Biegemoment ohne Querkräfte beansprucht.
Nach Weerasooriya u. a. [173] wird somit insbesondere bei spröden Werkstoffen durch
4PB die Streuung der Versuchsergebnisse verringert. Die Probenbeanspruchung durch
4PB ist nicht auf spröde Werkstoffe begrenzt, sondern ist auch zur Untersuchung der
stabilen Rissausbreitung geeignet [174, 182].
2.3.5 Gültigkeit quasi-statischer Annahmen
Die Auswertung bruchmechanischer Versuche mit schlagartiger Probenbeanspru-
chung unter quasi-statischen Aspekten ist möglich, wenn mehrere Bedingungen er-
füllt sind. Die bereits angesprochene Abschätzung einer Mindestversuchszeit (3τ bzw.
tw) wird vorrangig bei einer Versuchsführung mit Fallgewicht (Pendelschlagwerk,
Fallwerk) angewendet. Durch die Möglichkeit, den zeitlichen Verlauf der Probenbe-
anspruchung von Belastungs- und Auflagerseite her zu messen, können erweiterte
Methoden zur Abschätzung der Gültigkeit quasi-statischer Annahmen genutzt wer-
den.
Die Probenträgheit kann dann vernachlässigt werden, wenn (ab einer bestimmten
Zeit) nur eine geringe Beschleunigung der Probe auftritt. Nach Cheng u. a. [183] ist die
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Konstanz der Beanspruchungsrate dafür entscheidend. Wird die Beanspruchungsrate
(weitgehend) konstant gehalten, sind die Probenbeschleunigung und damit Träg-
heitseffekte zu vernachlässigen. Dies äußert sich im Kräftegleichgewicht zwischen
Belastungsseite und Auflagerseite. Nach Weerasooriya u. a. [173] ist die Einstellung
eines Kräftegleichgewichtes ein eindeutiges Zeichen für vernachlässigbare Trägheits-
effekte. Diese Bedingungen führen dazu, dass die äußere Belastung (z. B. F) und die
tatsächliche Probenbeanspruchung (z. B. KI) proportional zueinander sind und keine
Phasenverschiebung auftritt.
Nach [173, 183] sollte das Frequenzspektrum der von außen eingeleiteten Belastung
eine obere Grenzfrequenz aufweisen, die deutlich unterhalb der Resonanzfrequenz der
Probe liegt. Im Schrifttum wird die Eigen(Resonanz-)frequenz einer angerissenen Bie-
geprobe mit verschiedenen Modellen bestimmt. Unterschieden wird dabei zwischen
freien Schwingungen oder Schwingungen, die durch einen oder mehrere Kontakte zu
Auflagern gekennzeichnet sind. Weiterhin kann die Trägheit aufgrund von Rotation
und Scherverformung einbezogen oder vernachlässigt werden (Timoshenko-Balken
bzw. Euler-Bernoulli-Balken).
Aufbauend auf Nash [184] berechnen Kishimoto u. a. [185] die Eigenfrequenzen der








Dabei ist I = BW3/12 das Flächenträgheitsmoment und A = BW die Querschnittsfläche
























Analog dazu berechnet Marur [186] unter Verweis auf Kishimoto u. a. [187] die










Hierbei ist ni die ite Lösung von
0 = 1+ Ψ
(S/W)(b2i − a2i )
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; q2 = 2(1+ ν)(12+ 11ν)
10(1+ ν) r
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Rokach [188] bestimmt die Eigenfrequenzen mittels FE-Analyse und ermittelt dar-






































) (1,03− 0,1ν) (44c)
Hierbei wird die gesamte Probe (Probenlänge L), d. h. auch der über die Auflager-
punkte hinausgehende Bereich, betrachtet. Näherungen für Eigenfrequenzen höherer
Ordnung wurden nicht ermittelt, da diese für die Betrachtung der Probenbeanspru-
chung kaum relevant sind [188].
Die mit den Gln. 40, 42 und 44 ermittelten Eigenfrequenzen erster bis dritter Ord-
nung werden in Abb. 6 verglichen. Dabei gilt fi = ωi/2π. Unterschiede zwischen den
Modellen zur Berechnung von f1 werden auf die unterschiedlich starken Vereinfa-
chungen (s. o.) zurückgeführt. Die erheblichen Unterschiede bei f2 und f3 wurden z. T.
bereits in [188] festgestellt aber nicht bewertet.
Die FEM-Berechnung von ωi nach Rokach [188] ergibt im Gegensatz zu den an-
deren Modellen nicht nur eine Abhängigkeit von a/W sondern auch von L/W. Eine
größere Masse außerhalb der Auflager, und damit ein größeres L/W bei sonst kon-
stanten Abmessungen, führt zu geringeren Eigenfrequenzen ωi. Dies steht jedoch im
Widerspruch zu den Ergebnissen von Böhme und Kalthoff [189], die einen geringen
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Abb. 6: Eigenfrequenzen erster bis dritter Ordnung einer angerissenen Charpy-Probe
unter Anwendung der Euler-Bernoulli- bzw. Timoshenko-Balkentheorie sowie
einer FEM-Berechnung. W = 10 mm, B/W = 1, S/W = 4, L/W = 5,5; a/W = 0,5.
Zeitraum des Kontaktverlustes durch die Verlängerung der Probe (L/W = 4,1→ 5,5)
feststellen.
Die Eigenschwingungen der Probe führen dazu, dass der Spannungsintensitätsfak-
tor an der Rissspitze nicht mehr proportional zur von außen angreifenden Kraft ist.
Unter Beachtung der ersten drei Eigenschwingungen und möglichen Unterschieden
zwischen Kräften auf der Belastungs- und Auflagerseite (F1, F2) der Probe ergibt sich
der dynamische Spannungsintensitätsfaktor KdynI zu [181]:
KdynI (t) = K(1)I (t) +K(2)I (t) (45)
KdynI (t) = ∫ t0 F1(t′)h1(t − t′)dt′ +∫ t0 F2(t′)h2(t − t′)dt′ (46)
mit:




j ωj sin(ωj(t − t′))




j ωj sin(ωj(t − t′))
Hierbei sind k(1) und k(2) die Spannungsintensitätsfaktoren an der Rissspitze, die
durch die Kräfte F1 bzw. F2 hervorgerufen werden. Diese Spannungsintensitätsfak-
toren beschreiben jeweils nur den Fall der Zwei-Punkt-Biegung, vgl Abb. 7. Durch
deren Überlagerung (Superpositionsprinzip) ergibt sich der Spannungsintensitätsfak-
tor für Vier-Punkt-Biegung. Zudem handelt es sich um normierte Kenngrößen, d. h.
k(i) = K(i)I /Fi. Der Spannungsintensitätsfaktor für Zwei-Punkt-Biegung wird durch
Anwendung des Superpositionsprinzips aus den bekannten Spannungsintensitätsfak-
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Abb. 7: Superposition der Spannungsintensitätsfaktoren K(1)I und K
(2)
I , die durch die
Kräfte F1 bzw. F2 in einer Vier-Punkt-Biegeanordnung hervorgerufen werden
[181].
toren für Drei- und Vier-Punkt-Biegung (Gln. 79 und 105) sowie für Ein-Punkt-Biegung
[181, 188] ermittelt:
k1PB = 1,9+ 0,837√ aW
B
√
W(1− aW )3/2 (47)
k3PB = S√
BBNW3
3 ( aW )1/2




k4PB = (Sa − Si)√
BBNW3
3 ( aW )1/2




k2PB = k4PB − 2(k3PB − k1PB) (50)
Weiterhin sind η(1)j und η
(2)
j Wichtungsfaktoren, um die Wechselwirkungen zwi-
schen den Eigenschwingungen einzubeziehen:
η
(1)
1 = 0,834− 0,017Wa + 0,566 aW + WL (3,125− 0,199Wa − 3,173 aW ) (51a)
η
(1)
2 = −0,777+ 0,187Wa + 0,719 ( aW )3 +√ LW (0,397− 0,882Wa − 0,345 ( aW )2)+ (ν − 0,3)(−0,312+ WL (2,586− 2,686√ aW)) (51b)
η
(1)
3 = (−0,79+ 0,164 ( aW )2 − 1,398 aW + 2,023√ aW)⋅ (0,942− 0,289ν) (−5,484+ 15,27WL + 0,335 LW ) (51c)
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η
(2)
1 = 1,323− 0,34 aW + ( LW )3 (−0,0034+ 0,00368√ aW) (52a)
η
(2)




3 = LW (0,05787− 0,03105Wa − 0,01427 aW
+ ( LW )2 (−0,002427+ 0,001253Wa + 0,000705 aW ))+ (ν − 0,3) (0,275− 0,418 aW + LW (−0,0628+ 0,095 aW ))
(52c)
Die Wichtungsfaktoren sind zu normieren, da ∑∞j=0 η(1)j = ∑∞j=0 η(2)j = 1 gelten muss.
Guo u. a. [190] untersuchen systematisch das Phänomen des Ablösens der Probe
vom Auflager in einem 3PB-Hopkinson-Aufbau mit festem Auflager. Dabei wird die
verzögerte Belastung des Auflagers als Indiz für eine Probenablösung genutzt. In
Versuchen ohne Impulsformung (tRise ≈ 10 μs) wird gezeigt, dass es für Proben- bzw.
Auflagergeometrien mit
S/L ≤ 0,441+ 0,0116 ⋅W (53)
nicht zum Ablösen der Probe kommt. Die Anwendbarkeit von Gl. 53 ist auf Werkstoffe
mit
√
E/ ≈ 5100 m/s beschränkt. Zudem sind B = 10 mm und a0/W = 0,5 festgelegt.
Somit ist eine Bewertung des Kontaktverlustes von kleineren Proben (z. B. aus Unter-
suchungen von Jiang und Vecchio [174]) nicht möglich. Inwiefern Gl. 53 nur für die
untersuchte Beanspruchungsrate von etwa 106 MPa
√
m s−1 gilt, wird nicht erwähnt.
Dies ist zu erwarten, da die geometrieabhängige Eigenfrequenz größer als die Fre-
quenz des Aufschlages sein muss, um ein Ablösen zu verhindern. Gl. 53 suggeriert,
dass eine hinreichend lange Probe zur Vermeidung des Kontaktverlustes ausreicht.
Eine Beschränkung von L nach oben bzw. S/L nach unten scheint jedoch notwendig
zu sein.
Die Zweckmäßigkeit von Gl. 53 soll kurz anhand der bereits genannten Eigenfre-
quenz der Probe bewertet werden. Dafür werden zwei Probengeometrien aus [190]
in Tab. 5 analysiert. Die Anstiegszeit des nahezu rechteckigen Impulses beträgt et-
wa 10 μs. Unter der Annahme, dass der Anstieg ein Viertel einer Sinus-Schwingung
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Tab. 5: Analyse der Eigenfrequenz von Biegeproben aus [190]. a0/W = 0,5; B = 10 mm;
L = 100 mm; E = 209 GPa;  = 7,75 kg/m3
W / mm S / mm ω1/2π / kHz (Gl. 44a)
20 60 5,7
25 70 6,2
darstellt, beträgt die Frequenz dieses Anstiegs etwa 25 kHz. Demnach kann trotz
eines relativ hochfrequenten Aufschlagimpulses das Ablösen der Proben vom Auf-
lager unterdrückt werden. Die Ursache der Abweichung von den oben genannten
Zusammenhängen wird in [190] nicht geklärt.
2.3.6 Optimale Probenbeanspruchung
Zur Erzielung einer optimalen Probenbeanspruchung, die eine Auswertung nach
quasi-statischen Gesichtspunkten zulässt, muss der Eingangsimpuls an die jeweili-
ge Prüfaufgabe angepasst (d. h. geformt) werden. Die Impulsformung (engl. pulse
shaping) wird in vielen Fällen durch ein Plättchen aus einem duktilen Werkstoff (z. B.
Cu) erreicht [191, 192]. Dieses Plättchen wird an der Aufschlagstelle des Projektils
am Eingangsstab angebracht. Andere Möglichkeiten der Impulsformung stellen die
Impulseinleitung mittels eines zusätzlichen „pre-loading bar“ [193] und/oder die
Verwendung einer weiteren Probe („dummy specimen“) anstelle eines vorher genann-
ten Impulsformers dar [194]. Diese Möglichkeit der Impulsformung wird nicht für
Biegeversuche angewendet.
Der Aufschlag des Projektils auf den Eingangsstab erzeugt einen nahezu recht-
eckigen Impuls [195]. Durch die zusätzliche Verwendung eines Impulsformers wird
dieser zunächst elastisch und plastisch verformt und somit die Impulsübertragung
von Projektil zu Eingangsstab verzögert, vgl. Tab. 6.
Tab. 6: Schema zur Wirkung des Impulsformers (IF).
Projektil- Eingangsimpuls Ob. Grenzfrequ. Dispersions- t für
aufschlag ( f–6 dB) neigung Kraft-GG
ohne IF ↑ ↑ ↑
mit IF ↓ ↓ ↓
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Erst nach einer bestimmten Stauchung des Impulsformers kann von einer vollstän-
digen Übertragung des Impulses ausgegangen werden. Der Impulsformer wirkt somit
als Dämpfer und führt zu einer Vergrößerung der Anstiegszeit des Eingangsimpulses
[191]. Zudem werden hochfrequente Anteile des Impulses gedämpft. Die Folge ist eine
obere Begrenzung des Frequenzspektrums des Eingangsimpulses wodurch dieser eine
geringere Dispersionsneigung besitzt [196]. Weiterhin wird durch die Formung des
Eingangsimpulses eine zügige Einstellung des Kräftegleichgewichtes sowie K̇ ≈ konst.
ermöglicht [196].
2.3.7 Detektion der dynamischen Rissinitiierung
Der Zeitpunkt der dynamischen Rissinitiierung kann mittels verschiedener Verfahren
erkannt werden. Vorrangig sind hier elektrische, optische und mechanische Verfahren
zu nennen. Die Trennung eines oder mehrerer elektrisch leitfähiger Drähte (Rissgitter)
infolge der Rissausbreitung stellt eine einfache Möglichkeit dar. Dieses Verfahren wird
sowohl für duktile als auch für spröde Werkstoffe eingesetzt [169, 197–199]. Baer [199]
weist darauf hin, dass die plastische Verformung an der Rissspitze zum Ablösen des
Rissgitters und somit zu nicht reproduzierbaren Ergebnisse führen kann.
Optische Verfahren basieren dagegen auf der Erhöhung der Nachgiebigkeit der
Probe. Rintamaa und Zimmermann [200] sowie Viehrig u. a. [201] zeigen für Reaktor-
druckbehälterstähle bzw. für einen warmfesten Stahl, dass sich die Kerböffnungsge-
schwindigkeit (dCOD/dt) am Punkt der stabilen Rissinitiierung deutlich erhöht. Das
dafür genutzte Pendelschlagwerk weist eine invertierte Schlaganordnung auf, sodass
der gedachte Drehpunkt der Probe kaum verschoben wird [147]. Die Kerböffnungsver-
schiebung (hier als COD bezeichnet) wird optisch aus der Intensität des rückgestreuten
Laserlichts ermittelt. Nach Tronskar u. a. [202] kann der Punkt der Rissinitiierung auch
anhand des Verlaufs der Probendurchbiegung im Pendelschlagwerk (mit beweglicher
Finne) bestimmt werden. Hierzu wird eine Reflexionsfolie über dem Kerb angebracht
und mittels eines Laserinterferometers die Verschiebung dieser Reflexionsfolie in
Lastangriffsrichtung gemessen. Eine Erhöhung der Probennachgiebigkeit (ΔC/Cel)
wird mit der stabilen Rissinitiierung korreliert. Es zeigt sich, dass die mittels Laser
ermittelte Rissinitiierungszähigkeit dem J-Wert bei Δa = 0,2 mm entspricht.
Die Analyse des Spannungsfeldes in der Nähe der Rissspitze kann ebenso zur De-
tektion der Rissinitiierung genutzt werden. Hierfür werden Dehnungsmessstreifen an
verschiedenen Positionen und in verschiedenen Orientierungen relativ zur Rissspitze
verwendet [98, 176, 203, 204]. Typisch sind senkrecht zur Rissrichtung angebrachte
Dehnungsmessstreifen im Abstand von 2–4 mm [205], 3–5 mm [98], 6 mm [203] und
39
2 Kenntnisstand
10 mm [206] von der Rissspitze des eingebrachten Ermüdungsrisses. Bei sprödem
Werkstoffversagen korreliert ein starker Abfall des DMS-Signals mit der Rissiniti-
ierung [98, 176]. Dagegen wird die Rissinitiierung bei duktilem Werkstoffverhalten
durch eine Abweichung vom ursprünglichen Anstieg des DMS-Signals identifiziert
[207].
2.4 Zusammenfassung des Kenntnisstandes
Die Untersuchung der Wirkung nichtmetallischer Einschlüsse auf das Festigkeits-,
Verformungs- und Zähigkeitsverhalten ist Gegenstand zahlreicher experimenteller
und theoretischer Forschungsarbeiten. Für die Konstruktion von sicherheitsrelevanten
Bauteilen ist ebenso die Kenntnis über den Einfluss von Temperatur und Beanspru-
chungsrate entscheidend. Die überwiegende Zahl der bisherigen Arbeiten geht von
einer gleichmäßigen und monomodalen Einschlussverteilung einer bestimmten Teil-
chenart und -größe aus. Darauf aufbauend erfolgt die Beschreibung der Schädigungs-
entwicklung und schließlich des Zähigkeitsverhaltens durch mehrere Modellansätze.
Diese Modellansätze zur Beschreibung des Zähigkeitsverhaltens beinhalten keine
Temperatur- und Dehnratenabhängigkeit.
Das beanspruchungsratenabhängige Zähigkeitsverhalten wurde bisher vorwie-
gend für K̇ < 105 MPa√ms−1 untersucht. Die dafür eingesetzte Versuchsmethodik
(Pendelschlagwerk) weist prinzipbedingt Nachteile bei der Untersuchung des Zähig-
keitsverhaltens bei höheren Raten des Spannungsintensitätsfaktors auf. Fehlerquellen,
die durch dynamische Effekte im Versuchsaufbau entstehen, werden durch energe-
tische Betrachtungen benannt. Es wurden mehrere Lösungsansätze vorgestellt, die
zumeist auf dem Prinzip der (geteilten) Hopkinsonschen Stäbe beruhen. Die so ge-
wonnenen Erkenntnisse sind jedoch nicht durchweg konsistent. Inwiefern sich die
sprödbruchfördernden Mechanismen und die zähigkeitssteigernden Mechanismen
im Bereich K̇ ≈ 106 MPa√ms−1 überlagern, ist nicht abschließend geklärt.
Die Detektion der Rissinitiierung stellt bei hohen Beanspruchungsraten eine He-
rausforderung dar. Zum einen werden laserbasierte Verfahren zur Geschwindigkeits-
und Verschiebungsmessung eingesetzt. Zum anderen wird durch Dehnungsmessstrei-
fen die Spannungsverteilung in der Nähe der Rissspitze gemessen. Zum Zeitpunkt
der Rissinitiierung entsteht bei beiden Methoden eine charakteristische Signalände-
rung. Ob dieser Zeitpunkt der physikalischen oder der technischen Rissinitiierung
entspricht, ist nur z. T. ersichtlich.
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Bei der Verwendung von Split Hopkinson Pressure Bar Aufbauten ist die Verwen-
dung eines Rohrs als Ausgangsstab kaum etabliert. Insbesondere wurde bisher keine
umfassende Analyse der so gemessenen Signale durchgeführt. Nur durch Trennung
der einzelnen Effekte kann die Beanspruchung der zu prüfenden Probe gemessen
werden. Sich überlagernde Effekte werden durch Trägheitseffekte in der Probe, durch
Interaktion zwischen Probe und Prüfaufbau sowie durch Wellendispersion in den
Stäben hervorgerufen.
2.5 Zielstellung der Arbeit
Ziel dieser Arbeit ist die Erforschung des Festigkeits-, Verformungs- und Zähig-
keitsverhaltens des Vergütungsstahlgusses G42CrMo4 im vergüteten Zustand. Insbe-
sondere soll der Einfluss einer inhomogenen Einschlussverteilung in einem weiten
Bereich der Temperatur und Beanspruchungsrate identifiziert werden. Ausgewählte
Werkstoffvarianten, die im Rahmen des SFB 920 hergestellt und z. T. bewusst durch
nichtmetallische Einschlüsse verunreinigt worden sind, werden experimentell unter-
sucht. Ein Teil dieser Werkstoffe wurde unter Verwendung neuartiger Filterwerkstoffe
vergossen. Als Referenz werden zwei kommerziell erhältliche Stähle untersucht, um so
den Einfluss nichtmetallischer Einschlüsse auf das temperatur- und beanspruchungs-
ratenabhängige Festigkeit-, Verformungs- und Zähigkeitsverhalten zu erforschen.
Folgende Punkte sollen dabei eingehend untersucht werden:
• Mechanisches Werkstoffverhalten bei einsinniger und einachsiger Zugbeanspru-
chung in Abhängigkeit von der Einschlusscharakteristik, der Temperatur und
der Dehnrate
• Einflussgrößen bei der Modellierung der Fließspannung
• Energie- und Impulsbilanz bei der Low-Blow-Versuchsführung im Pendelschlag-
werk
• Anwendung des Prinzips Split Hopkinson Pressure Bar zur bruchmechanischen
Bewertung bei sehr hohen Raten des Spannungsintensitätsfaktors
• Detektion der Rissinitiierung bei schlagartiger Beanspruchung durch Analyse
von Kräften, Verschiebungen und Verformungen
• Risswiderstandsverhalten bei einsinniger Beanspruchung in Abhängigkeit von
der Einschlusscharakteristik, der Temperatur und der Beanspruchungsrate
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• Parameter der mittels Lichtmikroskopie und Fraktographie gemessenen Ein-
schlusscharakteristik zur Modellierung des Widerstands gegen Rissinitiierung
Die so gewonnenen Erkenntnisse zum mechanischen Werkstoffverhalten unter
Zugbeanspruchung und zum Risswiderstandsverhalten sollen zur umfassenden Be-
wertung der im Rahmen des SFB 920 angewendeten Filtersysteme beitragen. Zudem
soll die Modellierung des Zähigkeitsverhaltens auf Basis des mechanischen Werkstoff-
verhaltens und der Kenngrößen der Einschlussverteilung erfolgen, um die Qualität




Der Vergütungsstahlguss G42CrMo4 (1.7231) weißt nach DIN EN 10293 [208] Festig-
keitskennwerte von Rp0,2 ≥ 700 MPa und Rm = 850–1000 MPa sowie eine Bruchdeh-
nung A ≥ 10 % auf. Nach DIN EN 10293 sind Grenzgehalte von S- und P-Verunreini-
gungen von 0,02 % bzw. 0,025 % zulässig. Für die gewalzte Variante (42CrMo4) sind
dagegen höhere Grenzwerte für S-Verunreinigungen (0,035 %) genormt, vgl. Tab. 35
im Anhang A.
3.2 Herstellung und Wärmebehandlung
Die in dieser Arbeit untersuchte Stahlgusslegierung G42CrMo4 wurde im Sandguss-
verfahren (Edelstahlwerke Schmees, Pirna) hergestellt. Bei dieser Methode diente
ein lose mit Al2O3-Partikeln beschichteter Schaumkeramikfilter der gezielten Ver-
unreinigung der Stahlschmelze mit exogenen nichtmetallischen Einschlüssen, vgl.
Abb. 8. Details zur Größenverteilung dieser Al2O3-Partikel sind in Untersuchungen
von Emmel u. a. [209] zu finden. Ein weiterer im Angusssystem angebrachter funk-
tionalisierter Schaumkeramikfilter diente der Reinigung der Stahlschmelze. In Tab. 7
sind die Beschichtungen der funktionalisierten Filter aufgeführt. Die gereinigte Stahl-
Abb. 8: Schematische Darstellung des Gießsystems bestehend aus Angusssystem,
Gussplatte und Speiser. Die Filter 1 und 2 dienten der gezielten Verunreinigung









IG3.3 Al2O3 Al2O3-C + Al2O3 ⋅ SiO2
IG3.4 Al2O3 Al2O3-C + Al2O3
schmelze wurde dann in die Sandform geleitet. Bei den Stählen IG3.0 und IG3.A ist zu
beachten, dass das Fehlen eines oder mehrerer Filter im Angusssystem zu veränderten
Strömungsbedingungen gegenüber den anderen Stählen führt.
Als Vergleichsmaterialien diente 42CrMo4 in Form einer warmgewalzten Platte mit
einer Dicke von 25 mm und 42CrMoS4 in Form von Abschnitten aus warmgewalzten
Rundstäben mit einem Durchmesser von 90 mm. Diese (Referenz-)Stähle werden mit
R (42CrMo4) und RS (42CrMoS4) bezeichnet.
Die chemische Zusammensetzung der verschiedenen Stähle ist in Tab. 8 dargestellt.
Alle Stähle weisen die geforderten Gehalte der verschiedenen Legierungselemente
auf, vgl. Tab. 35 (S. 176). Der erhöhte Schwefelgehalt im Stahl RS liegt unterhalb der
Grenze von 0,035 %. Somit wäre auch die Bezeichnung 42CrMo4 zulässig. Der erhöh-
te Schwefelgehalt wird bei dieser Stahlsorte bewusst eingestellt, um die spanende
Bearbeitung zu erleichtern (Automatenstahl).
Nach dem Abguss wurden die geputzten und getrennten Gussplatten der Indus-
triegussversuche heiß-isostatisch gepresst (Bodycote, Haag-Winden). Dabei wird das
Bauteil unter hohen Temperaturen und hydrostatischem Druck verdichtet [211]. Durch
Überschreiten der Fließgrenze werden insbesondere für den Stahlguss typische Lun-
Tab. 8: Mittels Glimmentladungsspektroskopie bestimmte chemische Zusammenset-
zung (Masse-%) der unterschiedlichen Abgüsse. (Rest = Eisen)
Bezeichnung C Cr Mo Mn Ni Si Al S P
R 0,44 0,90 0,20 0,70 0,10 0,04 0,04 0,006 0,012
RS 0,41 1,03 0,19 0,77 n/a n/a 0,02 0,031 0,012
IG3.0 0,43 0,87 0,23 0,79 0,24 0,49 0,09 0,008 0,020
IG3.A 0,41 0,87 0,23 0,82 0,24 0,52 0,09 0,008 0,020
IG3.2 0,41 0,90 0,24 0,78 0,21 0,53 0,09 0,007 0,011
IG3.3 0,43 0,92 0,25 0,79 0,22 0,54 0,09 0,007 0,011
IG3.4 0,42 0,98 0,25 0,80 0,22 0,53 0,09 0,009 0,018
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Abb. 9: Lage der Zugproben und SENB-Proben in Platte aus Industriegussversuchen.
Die Probenentnahme aus den anderen beiden Vierteln erfolgte im TP C04.
ker geschlossen. Die Probenentnahme erfolgte anschließend anhand des Schemas in
Abb. 9.
Unabhängig von der Herstellungsart wurden die Proben vergütet (Stahlzentrum
Freiberg). Dafür erfolgte die Austenitisierung bei 840 °C für 20 min im Vakuum. Die
Proben wurden anschließend im He-Strom (entspricht Öl-Abschreckung) abgeschreckt.
Es wurde eine Härte von 56 HRC erreicht. Zur Erhöhung der Zähigkeit wurden die
Proben bei 560 °C für 1 h unter N2-Atmosphäre angelassen. Dadurch wurde die Härte
auf 37–37 HRC abgesenkt.
3.3 Gefüge
Mit Ausnahme des Stahls R wurden die Stähle nach der Erstarrung nicht gewalzt.
Abb. 10 zeigt das dendritische Primärgefüge am Beispiel der Stähle RS und IG3.0.
Die Primärgefüge der weiteren Stähle sind in Abb. 95 im Anhang B dargestellt. Die
Dendritenarmabstände (DAS) für alle Stähle (außer R) sind in Tab. 9 aufgeführt. Es ist
ersichtlich, dass der Dendritenarmabstand der IG-Stähle min. 3,5-fach größer als der
des Stranggussmaterials (RS) ist.
Tab. 9: Kenngrößen des Gefüges (Metallmatrix) der untersuchten Stähle. Dendriten-
armabstand DAS, ehemalige Austenitkorngröße dAust..
Werkstoff R RS IG3.0 IG3.A IG3.2 IG3.3 IG3.4
DAS / mm – 0,06 0,24 0,21 0,27 0,38 0,35




Abb. 10: Dendritisch erstarrtes Gefüge der Stähle RS (a) und IG3.0 (b). Makroätzung
nach Oberhoffer [212, S. 737].
a b
Abb. 11: Gefüge der Stähle R (a) und IG3.0 (b). Mikroätzung mit Pikrinsalzsäure [212,
S. 738].
Die Größe des (ehemaligen) Austenitkorns wirkt sich auf die Größe der Marten-
sitpakete und -platten und somit auch auf die Zähigkeit aus [112]. Abb. 11 zeigt das
mittels Pikrinsalzsäure kontrastierte Gefüge beispielhaft für die Stähle R und IG3.0.
Die weiteren Stähle sind in Abb. 96 im Anhang B abgebildet. Die mittels Linienschnitt-
verfahren bestimmten Austenitkorngrößen sind in Tab. 9 aufgelistet. Es ist ersichtlich,
dass die IG-Stähle deutlich größere Austenitkorngrößen aufweisen. Dies ist in der
Rekristallisation infolge des Warmumformens (Stahl R) bzw. im feineren Gussgefüge
(Stahl RS) begründet.
Das Gefüge besteht nach der Vergütung aus angelassenem Martensit, siehe Abb. 12.
Nur ein Teil des bewusst zugegebenen Al2O3 wurde am Filter abgeschieden. Daher
sind Al2O3-Einschlüsse im Gefüge zu finden. In den niedrig schwefelhaltigen Stählen
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Abb. 12: Typisches Gefüge der vergüteten Proben aus den Industriegussversuchen:
angelassener Martensit. Nichtmetallischer Einschluss bestehend aus Al2O3-
Kern (dunkelgrau) und MnS-Hülle (hellgrau). Hier: IG3.2. Mikroätzung mit
Nital.
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Abstand nächster Nachbar / μmb
Abb. 13: Statistische Verteilung nichtmetallischer Einschlüsse: (a) Kumulierte Anzahl
pro Fläche in Abhängigkeit vom äquivalenten Kreisdurchmesser (ECD), (b)
Kumulierte Häufigkeit des Einschlussabstandes. Legende gilt für beide Teil-
bilder.
werden ebenso MnS-Einschlüsse gefunden. Die Al2O3-Einschlüsse dienen dabei als
Keimstellen für die MnS-Einschlüsse.
Die Verteilung nichtmetallischer Einschlüsse für alle untersuchten Stähle ist in
Abb. 13 dargestellt. Charakteristische Größen der Einschlussverteilungen sind zudem
in Tab. 10 gelistet. Proben des Stahls RS weisen den höchsten Volumenanteil an nicht-
metallischen Einschlüssen auf, vgl. Tab. 10. Da die Einschlussdurchmesser ähnlich
groß wie die der anderen Stählen sind, ist die Einschlussdichte NA ebenfalls sehr
hoch, vgl. Abb. 13a. Stahl IG3.0 weist den niedrigsten Volumenanteil an Einschlüs-
sen auf. Stahl IG3.A, der ohne Reinigungsfilter vergossen wurde, zeigt geringere
Einschlussmengen als die Varianten (IG3.2–4), die mit unterschiedlich funktionali-
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Tab. 10: Anhand der lichtmikroskopischen Analyse bestimmte Charakteristika der
Einschlussverteilung.
Werkstoff d̄ d50 NA fV λ̄ λ50
μm μm mm−2 10−3 Vol.% μm μm
R 4,24 3,88 5,1 8,0 125 106
RS 2,81 2,66 62,2 42 53 48
IG3.0 2,24 1,97 9,5 4,8 108 84
IG3.A 2,31 2,01 11,9 6,2 102 78
IG3.2 2,00 1,81 13,1 5,0 88 62
IG3.3 1,98 1,79 13,5 5,5 87 58
IG3.4 2,09 1,86 14,6 6,4 87 60
sierten Reinigungsfiltern hergestellt wurden. Die Menge an bewusst zugegebenen
Verunreinigungen war in allen Fällen etwa gleich groß. Ein Vergleich des Filtrati-
onswirkungsgrades ist somit nur zwischen Abgüssen möglich, welche die gleichen
Strömungsbedingungen aufweisen. Unter den Stählen, die durch zwei Filter (Verunrei-
nigung und Reinigung) im Angusssystem gegossen wurden, zeigt IG3.2 die geringste
Einschlusskonzentration.
Unabhängig vom Verunreinigungs- oder Reinigungsfilter weisen die innerhalb des
SFB 920 abgegossenen Stähle eine charakteristische Anstiegsänderung der kumulierten
Häufigkeitsverteilung bei Einschlussabständen von etwa 10–15 μm auf, vgl. Abb. 13b.
Kleine Einschlussabstände treten somit im Vergleich zu den Stählen R und RS viel
häufiger auf. Dies wird mit der Agglomeration von kleinen Al2O3-Einschlüssen erklärt
[137].
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3.4 Physikalische Eigenschaften von 42CrMo4 und AISI
4340.
In Tab. 11 sind Kennwerte, die für die Abschätzung der Probenerwärmung genutzt
werden, aufgeführt.
Tab. 11: Physikalische Eigenschaften
Kennwert und Einheit Wert Werkstoff Quelle
Wärmekapazität Cp in J/(kg ⋅K) 470 42CrMo4 [213]
460 42CrMo4 [214]
423 42CrMo4 [215]
448 AISI 4340 [54]
Wärmeleitfähigkeit κ in W/(m ⋅K) 42,6 42CrMo4 [213]
45 42CrMo4 [214]
45,1 42CrMo4 [215]
34,6 AISI 4340 [54]
Dichte  in kg/m3 7720 42CrMo4 [213]
7830 42CrMo4 [215]
7834 AISI 4340 [54]






Die Zugbeanspruchung des Probenmaterials erfolgte bei quasi-statischer bis hin zu
dynamischer Lasteinleitung. In Tab. 12 sind die dabei verwendeten Temperaturen
aufgeführt.







ε = l − l0
l0
(55)
Der plastische Anteil der Gesamtdehnung ε ergibt sich zu:
εpl = ε − σE (56)
Tab. 12: Untersuchte Temperaturen und Dehnraten bei Zugbeanspruchung. (X): aus-
gewählte Werkstoffe.
ε̇ / s−1 T / °C−60 −40 −20 20
0,4–1 ⋅ 10−3 (X) X X X
1 ⋅ 100 X X
1 ⋅ 101 X
1 ⋅ 102 X
1 ⋅ 103 (X) (X)
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Aus technischer Spannung und Dehnung werden die wahre Spannung und Dehnung
berechnet [217]:
σw = σ(1+ ε) (57)
εw = ln(1+ εpl) (58)
Bei einer konstanten Abzugsgeschwindigkeit v verringert sich die wahre Dehnrate
kontinuierlich im Bereich der Gleichmaßdehnung:
ε̇w = dεwdt = d ln(1+ ε̇t)dt = ε̇1+ ε̇t = ε̇1+ ε ≈ ε̇(1− ε) (59)
Unter Annahme isochorer Bedingungen (V = konstant) können σw und εw auch aus
der während des Versuchs veränderlichen Querschnittsfläche berechnet werden:
σw = FS (60)
εw = ln(S0S ) = 2 ln(d0d ) (61)
Die Gln. 60 und 61 werden vorrangig im Bereich der Einschnürdehnung angewendet.
Da sich die Verformung auf einen immer kleineren Bereich der Probe beschränkt, steigt
die wahre Dehnrate kontinuierlich bis zum Bruch an. Aufgrund der Kerbwirkung bei
einer sich einschnürenden Probe wird Gl. 60 nach Bridgman [218] korrigiert:
σw = FS ⋅ 1(1+ 4Rd ) ⋅ ln (1+ d4R) (62)
Der Radius R beschreibt die Krümmung der Einschnürung im Bereich des gerings-
ten Querschnitts und wurde an optischen Aufnahmen (Stereomikroskop) mittels
geeigneter Software (Leica LAS oder ImageJ (Fiji) [219, 220]) gemessen, vgl. Abb. 14.
Die Beschreibung der Fließkurve erfolgt nach Johnson und Cook [46] (Gl. 3). Die
Änderung der Temperatur und Dehnrate während des Versuchs wird dabei mit
einbezogen. Die Temperaturerhöhung wird dabei aus der Wärmeentwicklung durch






Hierbei sind  die (Massen-)Dichte des Werkstoffs und CV die Wärmekapazität bei
konstantem Volumen. Der Energieumsatzfaktor η beschreibt den Anteil der Verfor-
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Abb. 14: Schematische Darstellung einer eingeschnürten Zug-
probe mit Krümmungsradius R und minimalem Durch-
messer d.
mungsarbeit, der zur Probenerwärmung beiträgt. Aufgrund der begrenzten Wärme-
leitfähigkeit der Probe ist η dehnratenabhängig und wird in [59] beschrieben mit:
η(ε̇) = Θ (1− exp (−(pε̇)q)) (64)
Bei adiabatischer Versuchsführung kann η mit 0,9 angenommen werden [43]. Die
Anwendbarkeit von Gl. 64 wird geprüft.
Quasi-statische Versuche wurden vorrangig an Rundzugproben B6x30 nach DIN
50125 [221] durchgeführt. Für dynamische Versuche kamen Schlagzugproben mit
integriertem Kraftmessglied (Dynamometerbereich) zum Einsatz. Diese weisen ein
Verhältnis l0/d0 = 3 im Gegensatz zu l0/d0 = 5 bei den B6x30-Proben auf. Die verwen-


























Um die Bruchdehnungswerte A von Proben mit unterschiedlichen Verhältnissen
K = l0/√S0 bzw. L = l0/d0 vergleichen zu können, wird die Umrechnung in Anlehnung
an DIN EN ISO 2566-1 [222] durchgeführt:















)a = ( L
L∗
)a (66)
In Gl. 65 sind A0 und a Werkstoffkonstanten [223]. Symbole ohne/mit Stern gehören je-
weils zu Proben mit unterschiedlichem Schlankheitsgrad (K bzw. K∗). Nach [222] liegt
der Gültigkeitsbereich bei Rm = 300–700 MPa. Der Exponent a beträgt 0,4. Im Schrift-
tum [224, 225] werden auch andere Werte (0,36 bzw. 0,14) für a genannt. Aufgrund
nicht genannter Randbedingungen (Rp0,2, Rm, Ag) sind keine Schlussfolgerungen für
die vorliegende Arbeit möglich.
Die Anwendbarkeit von Gl. 66 wird für die hier vorliegenden Stähle mit Festigkeiten
von über 700 MPa geprüft. Dazu wird die Probe mit mehreren Messlängen versehen,
sodass unterschiedliche Verhältnisse L (= l0/d0) eingestellt werden. Weiterhin kann die
Bruchdehnung einem Vorschlag von Reinders [226] folgend aus A und Ag berechnet










4.1.2 Quasi-statische und mittlere Verformungsgeschwindigkeit
Versuche mit ε̇ ≲ 1 s−1 wurden an einer elektromechanischen Universalprüfmaschine
(Typ Zwick 1476) durchgeführt. Für quasi-statische Versuche (ε̇ ≈ 10−3 s−1) kamen
Rundzugproben B6x30 nach DIN 50125 [221] zum Einsatz. Die Verlängerung des
Messbereichs wurde mit einem Ansatzwegaufnehmer (Typ MTS 634.25F) bestimmt.
Versuche bei zügiger Versuchsführung (ε ≈ 1 s−1) wurden mit Schlagzugproben durch-
geführt. Die Probeneinspannung mit Beschleunigungsstrecke gewährleistet eine kon-
stante Abzugsgeschwindigkeit.
Die in der Prüfmaschine eingebaute Kraftmessdose ist für diese Prüfgeschwindig-
keit ungeeignet, da die Messdatenerfassung zu langsam und die obere Grenzfrequenz
zu gering ist. Die Probenbeanspruchung wird folglich direkt an der Probe ermittelt.
53
4 Experimentelle Methoden
Der Dynamometerbereich der Schlagzugprobe ist mittels Dehnungsmessstreifen (Dia-
gonalbrücke) instrumentiert. Der Durchmesser dieses Bereichs ist so bemessen, dass
selbst bei Höchstkraft keine plastische Verformung auftritt. Aus der elastischen Deh-
nung des Dynamometerbereichs εDyn bzw. der Brückenspannung UB (Wheatstone’-
sche Brückenschaltung) kann somit auf die Kraft in der Probe geschlossen werden:
FDyn = KstatεDyn = K′statUDyn (68)
Kstat und K′stat sind Kalibrierfaktoren, die experimentell bei quasi-statischer Versuchs-
führung ermittelt werden. Dabei wird die auf die Probe wirkende Kraft nur soweit
erhöht, dass F/S0 < 0,5Rp0,2 bzw. 0,5ReL im Bereich der Messlänge gilt. Die analytische
Berechnung der Kalibrierfaktoren anhand der DMS-Empfindlichkeit, der Abmessun-
gen des Dynamometerbereichs und des E-Moduls des Probenwerkstoffs ist möglich,
wird jedoch in DIN EN ISO 26203-2 [217] nicht empfohlen.
Der Messbereich (MB, entspricht Messlänge) der Schlagzugprobe ist mit Dehnungs-
messstreifen instrumentiert, wenn kein anderes Längenänderungsmessverfahren (z. B.
Hochgeschwindigkeitskamera) zum Einsatz kommt. Die Dehnung εMB wird aus der
Brückenspannung UMB berechnet:
εMB = 4B ⋅ kVer ⋅ kDMS ⋅ UMBUS (69)
Dabei ist B die Anzahl der aktiven DMS (B = 2 für Diagonalbrücke), kVer der Verstär-
kungsfaktor des Messverstärkers, kDMS die Empfindlichkeit des DMS, sowie US die
Speisespannung der Messbrücke. Aufgrund der begrenzten Verformungsfähigkeit
der Klebeverbindung zwischen Probe und DMS, wird im Bereich großer Dehnungen
(εMB ≳ 5 %) die Dehnung aus der Traversenverschiebung abgeschätzt.
Die Probendehnung wurde zusätzlich mittels Analyse von digitalen Bildern ermit-
telt. Dabei werden charakteristische Punkte der Probe über die Versuchsdauer verfolgt
und deren relative Verschiebung berechnet. Dazu diente das Plug-in „TrackMate“
[227] in der Software ImageJ (Fiji) [219, 220]. Infolge der Probeneinschnürung vergrö-
ßert sich der Abstand zwischen dem Objektiv der Kamera und Probe. Dass dieser
Effekt einen vernachlässigbaren Einfluss auf die quantitative Bildanalyse besitzt, wird
in Anhang F.1 gezeigt.
Die durch die plastische Verformung hervorgerufene Probenerwärmung wurde mit
Hilfe einer Thermokamera (Typ InfraTec VarioCAM hr head 700) bei ausgewählten
Versuchen erfasst. Die thermische Auflösung der Kamera beträgt ca. 0,03 K. Aufgrund
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der maximalen Aufnahmefrequenz von 60 Hz kam die Kamera nur bei quasi-statischer
Versuchsführung zum Einsatz. Für Tieftemperaturversuche war diese Kamera ebenso
nicht anwendbar.
4.1.3 Dynamische Versuche
Dynamische Zugversuche bei Dehnraten von ca. 102 s−1 und 103 s−1 wurden im instru-
mentierten Fallwerk bzw. im Rotationsschlagwerk (Typ RSO, WPM Leipzig) durch-
geführt. Hierzu werden ebenso Schlagzugproben verwendet. Die Bestimmung der
Probenbeanspruchung erfolgt analog zur oben genannten Vorgehensweise.
Im Fallwerk dient ein inkrementelles magnetisches Längenmesssystem (Fa. Kübler,
Auflösung 10 μm) zum einen der Positionierung des Fallgewichts. Zum anderen
erfolgt dadurch die Geschwindigkeits- und Verschiebungsmessung des Fallgewichts
kurz vor bzw. während des Versuchs. Die Masse des Fallgewichts beträgt ca. 190 kg.
Der Energieinhalt des Fallgewichts für typische Fallhöhen von 55 mm beträgt somit
etwa 100 J.
Das Rotationsschlagwerk besitzt eine Schwungscheibe, die auf die gewünschte
Rotationsgeschwindigkeit (bzw. Umfangsgeschwindigkeit) beschleunigt wird. Die
tatsächlich erreichte Geschwindigkeit wird dabei mit Hilfe eines Generators ermit-
telt. Während der Beschleunigungsphase ist die Schlagkralle in der Schwungscheibe
eingeklappt. Bei Erreichen der gewünschten Geschwindigkeit wird diese Kralle ausge-
klappt und schlägt auf das am unteren Teil der Probe befindliche Joch. Der Aufschlag
wird durch ein Pb-Plättchen (D = 3 mm, h = 0,5 mm) gedämpft. Der obere Teil der
Schlagzugprobe ist in einen Hopkinsonschen Stab (Wellenleiter) eingeschraubt. Dieser
Stab dient der Ableitung der elastischen Welle, sodass störende Wellenreflexionen
weitgehend vermieden werden. Zudem kann mit diesem Stab der Kraftverlauf mit





Die bruchmechanische Charakterisierung des Untersuchungswerkstoffes erfolgte
in einem weiten Bereich der Beanspruchungsrate und der Temperatur, vgl. Tab. 13.
An dieser Stelle sollen zunächst wesentliche Punkte genannt werden, die von der
eigentlichen Versuchsdurchführung unabhängig sind.
Das Einbringen des Ermüdungsanrisses erfolgte mit Hilfe von Resonanzprüfma-
schinen. Für SENB-Proben mit B ×W × L = 10 × 20 × 120 mm3 wurde die Prüfma-
schine Rumul Mikrotron eingesetzt. Für die Charpy-Probengeometrie (B ×W × L =
10× 10× 55 mm3) wurde eine speziell angepasste Prüfmaschine genutzt. Die Regelung
wurde in beiden Fällen durch die risslängenabhängige Resonanzfrequenz gewähr-
leistet. Weiterhin kam eine mehrstufige Lastabsenkung zum Einsatz, sodass die beim
Einschwingen vorliegende Maximalkraft unterhalb der in ASTM E 1820 bzw. ISO
12135 geforderten Grenzen lag.
Ziel ist die Ermittlung des Zusammenhangs zwischen Risswiderstand J und stabiler
Rissausbreitung Δa. Aus dieser Risswiderstandskurve wird der Werkstoffwiderstand
gegen Rissinitiierung abgeleitet, vgl. Abb. 16. Der Werkstoffwiderstand gegen Rissin-
itiierung wird ebenso anhand der Rissspitzenabstumpfung (Stretchzonenweite SZW)
ermittelt (siehe Abschnitt 4.3.2).
Um die Gültigkeit der bruchmechanischen Ergebnisse zu bestimmen, werden (dehn-
ratenabhängige) Festigkeitskennwerte herangezogen [74]:
Jmax =min(a0; B; W − a0)Rp0,2 +Rm40 (70)
Tab. 13: Untersuchte Temperaturen und Beanspruchungsraten bei Bruchmechanikver-
suchen. (X): ausgewählte Werkstoffe.
K̇ / MPa
√
m s−1 T / °C−60 −40 −20 20
100 (X) X (X) X




Abb. 16: Risswiderstandskurve und zu-
gehörige Kennwerte: physika-
lische Rissinitiierung bei JiBL
bzw. JSZW , technische Rissiniti-
ierung bei J0,2BL.
bzw. nach [156]:
Jmax =min(B; W − a0)Rp0,2 +Rm20 (71)





Hierbei ist tf die Zeit bis zum Bruch bzw. bis zum Einsetzen plastischer Verformung.
Eine weitere mögliche Abschätzung nach Shoemaker [229] bezieht die Erhöhung
der Fließgrenze um den Faktor
√
3 aufgrund des ebenen Dehnungszustands vor der
Rissspitze ein. Diese Abschätzung wird nicht weiter betrachtet, da in ASTM E 1820 der
Zusammenhang Gl. 72 favorisiert wird und zudem die grundsätzliche Abhängigkeit
von ε̇ und tf nicht geändert wird.
Weiterhin wird die Gültigkeit der Risswiderstandskurve durch Δamax begrenzt.
Nach ASTM E 1820, ISO 12135 (Ausgabejahr 2016) und ISO 26843 gilt:
Δamax =min(0,25(W − a0); 1,5 mm) (73)
Dagegen ist in der Norm ISO 12135 (Ausgabejahr 2002) noch Δamax = 0,1(W − a0) für
J-kontrolliertes Risswachstum definiert.
Die experimentell ermittelten Wertepaare J-Δa werden durch folgenden Exponenti-
alansatz beschrieben:
J = A + B ⋅ (Δa)C (74)
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Die Parameter A, B und C werden durch Minimierung der Summe der Fehlerquadrate
ermittelt.
Die Rissspitzenabstumpfung wird durch die Geradengleichung nach Landes [91]
beschrieben:
J = 3,57RmΔa (75)
Aus dem Schnittpunkt der Risswiderstandskurve mit Gl. 75 ergibt sich JiBL. Analog
dazu wird aus dem Schnittpunkt der um 0,2 mm nach rechts verschobenen Rissab-
stumpfungsgeraden mit der Risswiderstandskurve der Wert der technischen Rissiniti-
ierung J0,2BL ermittelt. Im Fall einer schlagartigen Lasteinleitung wird dem Index ein
„d“ zugefügt, z. B. JdiBL.
Der Reißmodul TJ0,2–1 (tearing modulus) als Maß für den Widerstand gegen Rissaus-
breitung wird nach Pusch [230] (in Anlehnung an Gl. 26) berechnet:
TJ0,2–1 = ΔJΔa ⋅ 4E(Rp0,2 +Rm)2 (76)
Dabei wird der Anstieg ΔJ/Δa nur im Bereich Δa = 0,2–1,0 mm betrachtet.
4.2.2 Quasi-statische Versuche
Quasi-statische Versuche zur Bestimmung der Risswiderstandskurve wurden in einer
servohydraulischen Universalprüfmaschine (MTS 810) in Einprobentechnik (Teilent-
lastungsverfahren) durchgeführt. Als Probenform wurde die Biegeprobe (B = 10 mm)
nach ASTM E 1820 bzw. ISO 12135 gewählt, siehe Abb. 17a. Die Probenlänge L betrug
120 mm, sodass aus der gebrochenen Biegeprobe zwei weitere (kleinere) Biegeproben
gefertigt werden konnten, siehe Abb. 17b. Mit Hilfe der in Abb. 17b dargestellten
Bohrungen wurden Messschneiden befestigt, welche die Nutzung eines COD-Gebers
(Modell 632.02F-20, MTS) ermöglichen. Über die Nachgiebigkeit C bei den Teilentlas-
tungen wurde nach ISO 12135 auf die aktuelle Risslänge (a = a0 +Δa) geschlossen:
a
W
= 0,999748− 3,9504u + 2,9821u2 − 3,21408u3 + 51,51564u4 − 113,031u5 (77)
mit
u = ⎛⎝(BeWECS/4 )
1/2 + 1⎞⎠
−1





Abb. 17: (a) Angerissene und seitengekerbte Biegeprobe: W/B = 2; a0/W = 0,5;
BN/B = 0,8. (b) Schematische Entnahmeposition von Charpy-Proben aus
der Biegeprobe.
Der Spannungsintensitätsfaktor K wird berechnet nach:
K = FS√
BBNW3
3 ( aW )1/2







) = 1,99− ( aW ) (1− aW ) (2,15− 3,93 aW + 2,7 ( aW )2)
1+ 2 aW (80)
Das J-Integral für jeden Teilentlastungsschritt wird berechnet mit:
J = K2(1− ν2)
E
+ 1,9Upl
BN(W − a0) ⋅ (1− Δa2(W − a0)) (81)
4.2.3 Dynamische Versuche unter Drei-Punkt-Biegung
Dynamische Versuche unter Drei-Punkt-Biegung wurden am instrumentierten Pendel-
schlagwerk (Typ PSd 300, WPM Leipzig) durchgeführt. Zusätzlich zur Kraftmessung
durch die instrumentierte Finne kann der Winkel des Pendelarms erfasst werden. Das
Winkelsignal ist mittels definierter elektrischer Spannungssprünge kodiert und wird
in ein Winkelsignal mit der Genauigkeit 0,1○ umgewandelt. Zwischen den diskre-
ten Winkelschritten wurde linear interpoliert. Dieses Winkelsignal weist aufgrund
der diskreten Winkelmessung kleine Unstetigkeiten auf, sodass vor der Zählung der




Die statische Kraftkalibrierung des Pendelschlagwerkes erfolgte durch ein statt der
Probe in das Widerlager eingelegtes Kraftmessglied. Eine Zusatzvorrichtung drückte
dabei den Hammer bzw. die Finne gegen dieses Kraftmessglied. Die Kalibrierung
der Finne ist durch die gleichzeitige Messung von Finnensignal und Signal des kali-
brierten Kraftmessgliedes möglich. Diese Vorgehensweise wird von Winkler und Voß
[152] sowie in ASTM E 1820 empfohlen. Die zugehörigen Kalibrierkurven für Be- und
Entlastung sind in Anhang C.4 dargestellt. Es zeigte sich, dass die statische Kalibrie-
rung der Instrumentierung der Finne durch ein Polynom dritten Grades beschrieben
werden kann. Hystereseeffekte können vernachlässigt werden.
Die Probendurchbiegung s wird zunächst der Kraftangriffspunktverschiebung
gleichgesetzt und mit Hilfe der doppelten (numerischen) Integration des Kraft-Zeit-
Verlaufs bestimmt [151]:
s(t) = ∫ t
0
v(t′)dt′ = ∫ t
0
(v0 − 1m ∫ t0 F(t′′)dt′′)dt′ (82)
Die Äquivalenz von Probendurchbiegung und Kraftangriffspunktverschiebung gilt
unter der Annahme, dass die Finne als Punktmasse betrachtet wird und durch die
Kraft auf die Probe abgebremst wird. Da die Finne bei dieser Annahme keine Aus-
dehnung hat, tritt folglich auch keine Nachgiebigkeit zwischen Finne und Probe
auf.
Um die Durchbiegung der Probe unabhängig von der Kraftmessung zu bestimmen,
wurde die Verschiebung der Probe in der Lastangriffslinie mittels eines Lasers (Typ
Polytec OFV-525) bestimmt. In Abb. 18 ist die Versuchsanordnung schematisch darge-
stellt. Das Messprinzip der Lasermessung beruht auf dem Dopplereffekt [231]. Somit
a b
Abb. 18: Schematische Darstellung des Versuchsaufbaus mit Lasermessung. Der La-
serstrahl befindet sich in der Kraftwirkungslinie.
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sind die Frequenzverschiebung Δ f und die Phasenverschiebung ϕ proportional zu
der Geschwindigkeit bzw. der Verschiebung des Messobjekts in Strahlrichtung. Da
die Strahlrichtung des Lasers mit der Kraftwirkungslinie identisch ist, gilt:
vL = kWinkelkvUL,v ∼ Δ f (83)
sL = kWinkelksUL,s ∼ ϕ (84)
Die vom Controller ausgegebenen elektrischen Spannungen UL,v und UL,s werden
mit Hilfe der Kalibrierfaktoren kv (typ. 0,1 m/s/V) und ks (typ. 128 μm/V) umge-
rechnet. Zusätzlich wurde eine Winkelkorrektur (kWinkel ≈ 1) eingeführt, die geringe
Abweichungen von der idealen Ausrichtung des Laser ausgleicht.
Aufgrund der direkten Verschiebungsmessung mittels Laser wurde eine optimierte
Prozedur zur dynamischen Kalibrierung (vgl. Gl. 39) angewendet. Diese basiert auf
dem Impulserhaltungssatz und nutzt den F-t-Verlauf bis zum Stillstand des Hammers.
Dazu wird der Zeitpunkt der maximalen Durchbiegung (v = vL = 0) in die Kalibrierung
einbezogen:
CDyn,L = mv0∫ tvL=00 F(t)dt (85)
Damit stehen zusätzlich zur statischen Kalibrierung der Finne drei Methoden zur
dynamischen Kalibrierung der Finne bereit [232], siehe Tab. 14. Die Energie- und
Impulsbeiträge sind in Abb. 19 definiert.
Tab. 14: Angewandte Methoden zur Kalibrierung der Finne.
Typ Annahme Kalibrierung der Kraft Verschiebung
Statisch Elastizität F(= Fstat) = BU +CU2 +DU3 s = ∫ vdt
Dynamisch Energie FDyn,E = CDyn,EFstat sDyn,E = ∫ vDyn,Edt
E0 − Eend != ∫ send0 FDyn,E(s)ds





Dynamisch Impuls FDyn,L = CDyn,LFstat sDyn,L = ∫ vDyn,Ldt






Abb. 19: Schematischer Kraft-Zeit-Verlauf (a) und Kraft-Verschiebungs-Verlauf (b) zur
Definition der Impulsänderungen und Energiebeiträge.
4.2.3.1 Low-Blow-Versuche
Low-Blow-Versuche dienen der Erzeugung bestimmter Beträge der stabilen Rissaus-
breitung Δa. Bei dieser Versuchsführung kommt es prinzipbedingt zu einer Verrin-
gerung der Beanspruchungsrate während des Versuchs. Dennoch werden nach [121]
keine signifikanten Unterschiede zur Stopp-Block-Technik festgestellt. Aus dem F-
s-Verlauf kann auf die geleistete Arbeit und damit auf das J-Integral bei dieser Riss-
ausbreitung geschlossen werden. Das J-Integral bei dynamischer Beanspruchung (Jd)
setzt sich analog zum quasi-statischen Fall (Gl. 81) aus einem elastischen und einem
plastischen Teil zusammen:
Jd = K2(1− ν2)E + 2WplBN(W − a0) ⋅ (1− Δa2(W − a0)) (86)
mit:





C0 ist die Nachgiebigkeit bei Versuchsbeginn.
Für die Erzeugung bestimmter Beträge von Δa trifft der Pendelhammer aus gerin-
gen Höhen (E0 = 2,3–3,5 J, v0 = 0,48–0,59 m/s) auf die Probe. Im eigentlichen Versuch
wird der Hammer bis zum Stillstand abgebremst. Anschließend bewegt sich dieser
aufgrund der in Probe und Finne gespeicherten elastischen Verzerrungsenergie wie-
der in die entgegengesetzte Richtung. Infolge der Energiedissipation in der Probe
(plastische Verformung, Rissausbreitung) sind die Ablösegeschwindigkeit vend und
die Steigwinkel β geringer als v0 bzw. α.
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Die Finne löst sich mit der Geschwindigkeit vend von der Probe ab. Zudem wird
eine Bewegung der Probe weg vom Auflager beobachtet. Die Superposition von
Starrkörperbewegung und Vibration (Biegeschwingungen) der Probe wurde mittels
Laser (Typ Polytec OFV-525) analysiert. Die Resonanzfrequenz der Probe wurde
mittels Spektralanalyse ermittelt. Weiterhin wurden Schwingungen des Pendelarms
und der Hammermasse mittels Laser (Typ Polytec LSV-065) ermittelt. Dieser Laser-
typ erlaubt es, die Geschwindigkeit senkrecht zur Längsachse des Messkopfes zu
bestimmen. Abb. 20a zeigt die Messpunkte am Pendelarm. Die Schwingungen des
Maschinenrahmens parallel zur Lastangriffsrichtung wurden auf Höhe der Drehachse,
im Abstand von 450 mm zu dieser Achse und an der Basis der Prüfmaschine mittels
Laser (Typ Polytec OFV-525) gemessen. Um mögliche Bewegungen des Stativs relativ
zur Prüfmaschine während des Aufschlages zu analysieren, wurde zudem die Re-
lativgeschwindigkeit zwischen Lasermesskopf und einem praktisch unbeweglichen
Referenzobjekt (Außenwand des Gebäudes) ermittelt.
a b
Abb. 20: Ausgewählte Punkte zur laserbasierten Messung von Schwingungen des
Pendelarms (a) und des Maschinenrahmens (b). Maße in mm.
Neben der oben genannten Mehrprobentechnik wurden die Versuche zusätzlich mit
Hilfe der Normierungsmethode nach ISO 26843 [72] ausgewertet. Diese Methode setzt
die Bestimmung von a0, aend sowie der F-s-Kurve voraus. Dies ist im instrumentierten
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Pendelschlagwerk gegeben. Die normierte Kraft berechnet sich für jeden Datenpunkt
i nach:
FN,i = Fi
WBe (W−ab,iW )ηpl für i < i(Fmax) (88)
mit: ab,i = a0 + Ji2Rfd (89)
Ji = Jel,i + Jpl,i (90)
Jpl,i = Jpl(i−1) + 2 (Apl,i − Apl,i−1)(W − ai−1)BN (1− ai − ai−1W − ai−1) (91)
Die effektive Probendicke Be wird nach der bereits in Gl. 78 genannten Definition
berechnet. Weiterhin ist Rfd der Mittelwert aus der Fließgrenze und Zugfestigkeit bei
dynamischer Beanspruchung.
Damit entspricht diese Methode prinzipiell der in ASTM E 1820 [75] beschriebenen
„normalization data reduction technique“. Insbesondere wird η = 1,9 und der Anstieg
der „construction line“ aus ASTM E 1820 übernommen und entspricht damit nicht
durchgängig den Konventionen aus ISO 26843. Zudem wird in ISO 26843 bei der
Berechnung des J-Integrals (Gl. 90) nicht mit a0, sondern mit der um die Rissspitzen-
abstumpfung korrigierten Risslänge ab,i gerechnet.
Die normierte plastische Kraftangriffspunktverschiebung berechnet sich nach:
sN,pl,i =si − FiCiW (92)
mit: Ci = 1EBe ( SW − ai )
2
⋅ ((A0 . . . A4)((ab,i/W)0 . . . (ab,i/W)4)⊺) (93)
und (A0 . . . A4) =(1,193 −1,98 4,478 −4,443 1,739)
Ein Teil des aus Gln. 88 und 92 bestimmten FN-sN,pl-Verlaufs sowie der letzte Da-
tenpunkt des Versuchs (entspricht aend) in normierter Form werden durch folgende
Funktion angepasst:
FN = a + b ⋅ sN,pl + c ⋅ (sN,pl)2d + sN,pl (94)
Nach ISO 26843 werden Punkte mit sN,pl < 0,001 von der Anpassung ausgeschlos-
sen. Weiterhin wird der Berührungspunkt der Tangente an den FN-sN,pl-Verlauf, die
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durch den letzten Datenpunkt verläuft, bestimmt. Datenpunkte des FN-sN,pl-Verlaufs,
die sich zwischen diesem Berührungspunkt und dem letzten Datenpunkt befinden,
werden ebenso von der Anpassung ausgeschlossen.
Die eigentliche Ermittlung der Rissverlängerung erfolgt durch iterative Änderung
der Risslänge für jeden Datenpunkt, sodass FN für jeden Datenpunkt des Versuchs mit
FN aus Gl. 94 übereinstimmt. Diese iterative Bestimmung wurde mit Hilfe der Zielwert-
suche und eines VBA-Makros in Microsoft Excel implementiert. Um die Rechenzeit zu
minimieren, wurde die Anzahl der Datenpunkte um den Faktor 50 reduziert. Dadurch
erhält man ca. 20–30 J-Δa-Wertepaare, die für die weitere Auswertung relevant sind.
4.2.4 Dynamische Versuche unter Vier-Punkt-Biegung
4.2.4.1 Versuchsaufbau
In Abb. 21 ist die Stabanordnung1 des Split Hopkinson Pressure Bar Versuchsstandes
schematisch dargestellt. Eingangs- und Ausgangsstab weisen jeweils eine Länge von
1500 mm auf. Die Datenerfassung besteht aus Brückenergänzungsschaltungen mit
Speisespannung, Messverstärker (Typ Tektronix AM 502) und Transientenrekorder
(Typ Genesis 7t, LDS Nicolet (jetzt HBM Highspeed), mit Messkarten GN412 und
GN411). Die DMS (Typ HBM 1-LY41-1.5/350) wurden jeweils in Stabmitte mit kalt
aushärtendem Klebstoff (Typ HBM Z70) befestigt. Zur Erhöhung der Empfindlich-
keit wurden vier DMS in Reihenschaltung zu einem scheinbaren DMS mit einem
Widerstand von 1400 Ω kombiniert. Diese wurden entlang des Umfangs des jeweili-
1 Stab: eindimensionales Tragelement, das nur Kräfte in Axialrichtung übertragen kann [233].
Abb. 21: Schematische Darstellung der Stabanordnung des SHPB für 4-Punkt-Biege-
beanspruchung. Durchmesser des Eingangsstabes d = 30 mm, Außen- und
Innendurchmesser des Ausgangsstabes: da = 50 mm bzw. di = 40 mm, Aufla-
gerabstände: Si = 20 mm und Sa = 40 mm.
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gen Stabes geklebt, sodass die Messlänge des kombinierten DMS der Messlänge des
einzelnen DMS (1,5 mm) entspricht.
Die Kalibrierung der DMS auf den Stäben erfolgte mittels der dynamischen Kali-
brierung nach [195]. Das Projektil schlägt mit einer bekannten Geschwindigkeit vP auf
den Eingangsstab und erzeugt damit einen Impuls mit bekannter Intensität:
εI,max = vP2cB (95)
Dabei ist cB die Schallwellenausbreitungsgeschwindigkeit im Stab. Anhand des ge-
messenen elektrischen Spannungssignals der Messbrücke wird der Kalibrierfaktor
CES für den Eingangsstab festgelegt:
CES = εI,maxUI,max (96)
Die Kalibrierung der DMS des Ausgangsstabes kann aufgrund der Rohrgeometrie
nicht durch Projektilaufschlag erfolgen. Daher wurde die Geschwindigkeit der Stab-
oberfläche mittels Laser (Typ Polytec OFV-525) unter Nutzung des Doppler-Effektes





Der Kalibrierfaktor für die DMS des Ausgangsstabes ergibt sich dann analog zu
Gl. 96. Der Vorteil dieser Art der Kalibrierung ist zudem die Möglichkeit nicht nur
Maximalwerte, sondern den gesamten Signalverlauf zu vergleichen. Diese Art der
Kalibrierung kann auch für den Eingangsstab genutzt werden.
In diesen Kalibrierfaktoren sind Speisespannung der Messbrücke, Empfindlichkeit
der DMS, Verstärkung durch Messverstärker und evtl. Fehlausrichtung der DMS
enthalten. Es hat sich gezeigt, dass die Schlaggeschwindigkeit nur mit relativ großer
Streuung aus dem Ladedruck, der Beschleunigungsstrecke, der Projektillänge und
dem Projektilwerkstoff abgeschätzt werden kann, siehe Anhang F.4. Daher wird die
Schlaggeschwindigkeit experimentell mit Hilfe von zwei Lichtschranken (Sensor In-
struments, Typ FIA-F-d1,0-50/30-TC) im Abstand von 70 mm bestimmt. Die zweite
Lichtschranke befindet sich in unmittelbarer Nähe zum Aufschlagpunkt. Diese Licht-
schranken weisen eine Reproduzierbarkeit von 5 μm und eine Schaltfrequenz von
500 kHz auf [234]. Die Lichtschrankensignale werden daher mit 1 MHz abgetastet.
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Kurze Impulse bzw. steile Flanken sollen möglichst verzerrungsfrei durch die Mess-
kette abgebildet werden. Verschiedene Teile der Messkette wirken als Tiefpassfilter
und führen damit zu einer Veränderung des tatsächlichen Signals. Diese Teile sind vor
allem die DMS (Messgitterlänge), der Messverstärker (obere Grenzfrequenz) und der
Transientenrekorder (Abtastrate). Die DMS besitzen eine Messgitterlänge von 1,5 mm.
Bei einer Wellenausbreitungsgeschwindigkeit cB = 5086 m/s ergibt sich damit eine
minimal auflösbare Zeit von 0,3 μs. Es wird somit eine ähnliche Wirkung wie ein Tief-
passfilter (Butterworth, 1. Ordnung) mit einer oberen Grenzfrequenz f−3 dB = 2,5 MHz
erreicht. Der Messverstärker besitzt eine obere Grenzfrequenz von f−3 dB = 1 MHz.
Nach [155] kann eine minimale Anstiegszeit von ca. 0,35 μs abgeschätzt werden. Die
Abtastrate des Transientenrekorders (HBM Genesis) von 20 MSample/s ergibt eine
minimal auflösbare Zeit von 50 ns.
Der Messverstärker ist somit das Glied in der Messkette, welches die niedrigste
obere Grenzfrequenz aufweist. Frequenzkomponenten kleiner 200 kHz werden mit
einem Amplitudenfehler von unter 1 % abgebildet. Daher können versuchsrelevante
Frequenzkomponenten im Bereich bis ca. 100 kHz verzerrungsfrei abgebildet werden.
Das Probenverhalten wurde zusätzlich mit einer Hochgeschwindigkeitskamera (Typ
Photron Fastcam SA-Z) aufgenommen. Neben einer ausreichend hohen Framerate
ist vor allem eine möglichst kurze Belichtungszeit für die Auswertung des Versuches
entscheidend. Da sich die Probe relativ zur Kamera bewegt, wird durch eine kurze
Belichtungszeit die Bewegungsunschärfe minimiert. Die minimale Belichtungszeit
ist dabei nur von der Geschwindigkeit des elektronischen Verschlusses und der zur
Verfügung stehenden Beleuchtung abhängig. Eine Beziehung zur Framerate besteht
nicht. Die Bewegungsunschärfe Δx in Pixeln (px) wird abgeschätzt über:
Δx = vPrtBeld (98)
mit der Probengeschwindigkeit vPr relativ zur Kamera, der Belichtungszeit tBel und der
Auflösung d in Pixel/Längeneinheit. Für vPr = 10 m/s, tBel = 0,5 μs und d = 50 px/mm
ergibt sich eine Bewegungsunschärfe Δx von 0,25 px. Somit tritt nur eine geringe
Verschiebung innerhalb der Belichtungszeit auf.
Die Kamera wird ebenso wie die Erfassung der restlichen Messsignale durch die
Lichtschranke getriggert. Da die Registrierung der Lichtschranke und der tatsächliche
Beginn der Bildaufnahme nicht zeitgleich sind, wird zusätzlich der tatsächliche Beginn
der Bilderfassung („Record Signal“) aufgezeichnet.
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Die Bildfolgen wurden mit Hilfe der Software ImageJ (Fiji) [219, 220] und dem
Plug-in „TrackMate“ [227] analysiert. Die Bewegung mehrerer charakteristischer
Punkte des Sichtfeldes wurde dadurch verfolgt. Diese Analyse wurde durch die hohe
Graustufenauflösung von 12 bit (4096 Graustufen) erleichtert.
Neben der genauen zeitlichen Abbildung ist die Digitalisierung der analogen Ein-
gangssignale mit ausreichend kleinen Quantisierungsstufen wichtig. Es werden 65.536
Quantisierungsstufen (16 Bit) zur Digitalisierung der Signale genutzt. Dadurch können
Kraftunterschiede von 3 N aufgelöst werden.
Für die Berechnung der Probenbeanspruchung werden die Grenzflächen anhand
von Abb. 22 definiert. Die Kräfte in den Stäben und deren Verschiebungen werden
aus der elastischen Verzerrung der Stäbe und deren zeitrichtiger Addition bestimmt:
F1(t) = FI(t) + FR(t) = π4 d2EB (εI(t − tES) + εR(t + tES)) (99)
F2(t) = FT(t) = π4 (d2o − d2i )EBεT(t + tAS) (100)
z1(t) = cB∫ t
0
(εI(t′ − tES) − εR(t′ + tES))dt′ (101)
z2(t) = cB∫ t
0
εT(t′ + tAS)dt′ (102)
Hierbei sind tES und tAS die Zeitdifferenz zwischen der Messung des Impulses mittels
DMS in Stabmitte und tatsächlicher Wirkung an der jeweiligen Grenzfläche 1 bzw. 2.
Beide Stäbe bewegen sich während des Versuchs in die gleiche Richtung (nach rechts
in Abb. 22). Die für die Probenbeanspruchung maßgebliche relative Verschiebung
ergibt sich durch:
δ(t) = z1(t) − z2(t) = −2cB∫ t
0
εR(t′)dt′ (103)
Nur im Fall des Kräftegleichgewichts (F1 = F2) kann δ durch alleinige Betrachtung von
εR berechnet werden.




Die zeitliche Verschiebung der Signale ist durch die Abstände zwischen DMS-
Position und Grenzfläche gegeben. Gln. 99–101 gelten nur bei dispersionsfreier Wel-
lenausbreitung. In Abschnitt 4.2.4.2 wird die relative Verschiebung der einzelnen
Frequenzkomponenten der Signale dargestellt.
Die Bestimmung von J ist nach den Normen ISO 12135 [74] und ASTM E 1820
[75] an angerissenen Biegeproben nur unter Drei-Punkt-Biegung vorgesehen. Die
Anwendbarkeit der J-Integralberechnung nach
J = Jel + Jpl = K2(1− ν2)E + ηWplBN(W − a) (104)
mit
η = 2 (ISO 12135)
wurde durch FE-Analyse mit Hilfe der Software Abaqus (Version 6.13, Dassault
Systems) bestätigt [235]. Die Berechnung des Spannungsintensitätsfaktors K erfolgte
in Gl. 104 mittels [236]:
K = F(Sa − Si)√
BBNW3
3 ( aW )1/2
2 (1− aW )3/2 g4 (
a
W
) = KstatI (105)
mit
g4 ( aW ) = 1,9887− 1,326 aW − (3,49− 0,68 aW + 1,35( aW )2) aW (1− aW )(1+ aW )2 . (106)
Die Nachgiebigkeit der SENB-Probe unter 4PB wird nach Hübner und Schuhbauer
[237] mit Hilfe des Spannungsintensitätsfaktors (Gl. 105) und der Definition der
Energiefreisetzungsrate G nach Irwin [238] berechnet (vgl. Anhang F.6):
C ( a
W
) = C ( a
W
= 0) + 2(Sa − Si)2(1− ν2)
EBW2 ∫ a/W0 g′4(α)dα (107)









2(Sa + Si)) (108)
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Analog zur in ASTM E 1820 verwendeten Polynomdarstellung ergibt sich:
C ( a
W
) = (Sa − Si
W − a )2 ⋅ 1− ν2EB (2,0153− 2,947 aW + 3,94( aW )2 − 2,247( aW )3) (109)
Der maximale Fehler von Gl. 109 gegenüber Gl. 107 im Bereich 0,35 ≤ a/W ≤ 0,6 beträgt
0,004 % und ist somit gegenüber dem Fehler von 2 % von Gl. 106 vernachlässigbar
klein.
Der Zeitpunkt der Rissinitiierung wird mittels eines DMS (Typ HBM 1-LY41-0.6/120)
in der Nähe der Rissspitze bestimmt, vgl. Abb. 23. Dieser Zeitpunkt ist etwas spä-







Hierbei wird angenommen, dass sich die elastische Entlastungswelle, die durch die
Rissinitiierung hervorgerufen wird, mit der Transversalwellengeschwindigkeit des
Probenwerkstoffs ct ausbreitet.
Zusätzlich zur Kraftmessung anhand der Stabstauchungen (F1, F2) wird die elasti-
sche Verzerrung der Probe ausgewertet. Zum einen wird der DMS in der Nähe der
Rissspitze (FRS) und zum anderen werden zwei DMS auf der Zugseite des Biegebal-
kens (FB) statisch kalibriert und so als Kraftmessglieder genutzt, vgl. Abb. 23. Die
Anwendung der zweiten Variante wird in ASTM E 1820 zur Kraftmessung während
dynamischer Beanspruchung empfohlen. Die DMS auf der Druckseite des Biegebal-
kens wurden bei den vorliegenden Untersuchungen im Gegensatz zu den Empfeh-
lungen in ASTM E 1820 aufgrund der Kollision mit den zwei Lagern des ES nicht
genutzt.
Nach DIN EN ISO 26203-1 [240] kann eine Kraftmesseinrichtung für hohe Beanspru-
chungsraten auf zwei verschiedene Arten konstruiert sein. Zum einen kann das Kraft-
Abb. 23: Position der DMS auf einer Charpy-




messglied sehr kurz gestaltet sein, sodass eine hohe Eigenfrequenz gewährleistet ist.
Damit liegt kurze Zeit nach Einleitung des Impulses ein dynamisches Gleichgewicht
vor und die wirkende Kraft kann aus der elastischen Verformung des Kraftmessglie-
des ermittelt werden. Zum anderen kann das Kraftmessglied als Hopkinsonscher Stab
ausgeführt sein, bei dem die Stablänge so groß ist, dass es während der Messung
nicht zu einer Überlagerung zwischen Messsignal und dessen Reflexion vom freien
Stabende kommt. Nach Gray [195] erfolgt die Messung der elastischen Dehnung des
Stabes mit in der Mitte der Stablänge aufgeklebten Dehnungsmessstreifen. Die Länge
eines theoretischen Rechteckimpulses wird berechnet durch
Δttheor = 2LProj/cB (111)
Dabei ist LProj die Projektillänge. Voraussetzungen zur Anwendung dieser Gleichung
sind identische Werkstoffe, d. h. elastische Eigenschaften, und Querschnittsflächen
(Durchmesser) von Projektil und Eingangsstab. Der Eingangsstab muss demnach
mindestens doppelt so lang sein, wie das Projektil, vgl. Anhang F.5.
Durch Impulsformung wird die Länge des Eingangsimpulses verlängert. Eine zu-
sätzliche Messstelle auf dem Eingangsstab wurde mit Hilfe eines Laserinterferometers
(Typ Polytec OFV 525) realisiert, vgl. Abb. 21. Am Beispiel des SHPB für Druckver-
suche am IWT (siehe [241]) wurde die Anwendbarkeit einer zweiten Messstelle auf
dem Eingangsstab demonstriert. Die Möglichkeit einer unbegrenzten Messdauer im
Eingangsstab nach Zhao und Gary [242] wurde nicht genutzt. Diese Methode setzt
voraus, dass das Projektil nach der vollständigen Einleitung des Eingangsimpulses
keinen Kontakt mehr zum Eingangsstab hat. Diese Bedingung konnte im vorliegenden
Versuchsaufbau nicht sichergestellt werden.
Mit Hilfe einer zusätzlichen Kühlkammer und einem Verteiler für gasförmigen
Stickstoff wurden Tieftemperaturversuche bis −40 °C realisiert. Kalter gasförmiger
Stickstoff wird auf die der Kamera abgewandten Seitenfläche geleitet. Die Abkühlung
erfolgt geregelt mit Hilfe eines auf der Probe aufgeschweißten Thermoelements. Die
Probe wird unterkühlt, sodass der Stickstoffverteiler kurz vor dem Versuch zurückge-
zogen werden kann und erst dann der Versuch gestartet wird. Weiterhin wurde der
Temperaturregler ausgeschaltet, um störende Wechselwirkungen mit den Signalen
der Stab-DMS zu vermeiden. Zur Abschätzung der maximal möglichen Zeit zwischen
Abschaltung der Kühlung und Versuchsbeginn wurde die Probe in Vorversuchen
abgekühlt. Während der anschließenden Erwärmung wurde die Temperaturentwick-
lung sowie -verteilung mit aufgeschweißten Thermoelementen gemessen. Es zeigte
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sich, dass bei einer Unterkühlung um 5 K Zeiten von ca. 20 s (−60 °C) bzw. 30 s (−40 °C)
bis zum Versuchsstart verbleiben. Sowohl beim Halten auf Zieltemperatur als auch
beim Erwärmen auf Versuchstemperatur wurde eine maximale Temperaturdifferenz
von 1–2 K über die Probendicke (B) und 2–3 K über die Probenlänge (L/2) festgestellt.
Die höhere Temperatur an den Probenenden ist dabei durch die Wärmezufuhr durch
die Auflager zu erklären. Folglich wurde die Kühlung der Probe solange aufrecht
gehalten, bis auch die Stabenden merklich abgekühlt waren (Reifbildung). Damit
entspricht diese Vorgehensweise bei der Probenkühlung den üblichen Anforderungen
[74].
4.2.4.2 Axiale Wellenausbreitung im Stab
Die axiale Wellenausbreitung kann in schlanken zylindrischen Stäben als einachsig
angenommen werden, wenn die Impulslänge λ deutlich größer als der Stabradius r ist
(r/λ≪ 1) [104, 243]. Die Stabdehnung ist dann nahezu konstant über den Stabradius
[104]. Diese Erkenntnis gilt zunächst nur für einen idealen Aufschlag nach Skalak [244].
Merle und Zhao [245] untersuchten anhand realer Aufschlagimpulse den Einfluss
des Stabdurchmessers auf die radiale Spannungsverteilung im Stab. In Al-Stäben mit
relativ großem Durchmesser (d = 60 mm) wurde nur ein vernachlässigbarer Fehler
von unter 1 % gefunden. Die Spannung im Stab ist somit für den hier verwendeten
Versuchsaufbau unabhängig von der Messposition.
Bei ideal-einachsiger Wellenausbreitung in sehr dünnen Stäben wird die Wirkung
der Querkontraktion vernachlässigt. Die Wellenausbreitungsgeschwindigkeit im Stab




Im Allgemeinen besteht ein Impuls nicht nur aus einer Schwingungskomponente




An sin(2π fnt + ϕn) (113)
Hier ist A die Amplitude, f die Frequenz und ϕ die Phase der nten Schwingungs-
komponente. Die Frequenz jeder Schwingungskomponente kann als Vielfaches der
niedrigsten Frequenz ausgedrückt werden ( fn = n ⋅ω0/2π). Höherfrequente Schwin-
gungskomponenten erfüllen die Bedingung r/λ < 0,1 nicht zwangsläufig. Die Folge
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ist eine nicht vernachlässigbare Querkontraktion des Stabes bei der Ausbreitung des
Impulses. Diese Verschiebung bzw. Beschleunigung in radialer Richtung führt zu
Trägheitseffekten in radialer Richtung und damit zu einer frequenzabhängigen Pha-
sengeschwindigkeit der einzelnen Schwingungskomponenten (Dispersion). Ein aus
mehreren Frequenzkomponenten bestehender Impuls wird somit im Verlauf seiner
Ausbreitung verändert. Im Fall eines Hopkinsonschen Stabes als Wellenleiter ist da-
her der in Stabmitte gemessene Impuls gegenüber dem an der Probe auftreffenden
Impuls verschieden. Die Phasenverschiebung infolge der je Schwingungskomponente
verschiedenen Geschwindigkeit cn ist von der zurückgelegten Strecke x abhängig:
ϕ′n(x) = ϕn + nω0(x/cn − x/c0). (114)
Der Impuls kann damit im Abstand x von der Messstelle beschrieben werden mit:
F′(t,x) = ∑
n
An sin(2π fnt + ϕ′n(x)) (115)
Die Phasengeschwindigkeit als Funktion der Frequenz wird in Bancroft [247] für





1,104 ( dλn )4 + 2,069 ( dλn )3 − 0,875 ( dλn )2 + 0,526 ( dλn )1,5 + 1 (116)
mit cB = cT ⋅ √2(1+ ν) = √E/ (117)
Hierbei ist cT die Transversalwellengeschwindigkeit.
Im Falle eines Hohlzylinders ergibt sich davon abweichend keine fallende Phasen-
geschwindigkeit mit zunehmender Frequenz. Nach Mirsky und Herrmann [248] weißt
der Verlauf eine minimale Phasengeschwindigkeit auf. Die zugehörige Berechnung ist
mit Gl. 151 im Anhang E angegeben. Mit abnehmender Wanddicke des Hohlzylinders
wird dieses Minimum zu kleineren Frequenzen verschoben. Die Phasengeschwin-
digkeit nähert sich bei hohen Frequenzen sowohl für Voll- als auch für Hohlzylinder
einem gemeinsamen Wert an, siehe Abb. 24. Im Anhang D.2 befindet sich ein Skript
für die Software imc Famos zur Dispersionskorrektur (Gln. 113–115).
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d = 20 mm
c/
c T
d/  (Stab), (da   di)/  (Hohlzylinder)
 Stab
 Hohlzyl.
ν = 0,35 
di = 40 mm
da = 50 mm
0,935
Abb. 24: Phasengeschwindigkeit in Abhän-
gigkeit vom Verhältnis aus Durch-
messer und Wellenlänge der
Schwingungskomponenten (pro-
portional zur Frequenz). Vollzylin-
der (Stab): Gl. 116, Hohlzylinder:
Gl. 151
4.2.4.3 Berechnung des dynamischen SIF
Die Berechnung des Spannungsintensitätsfaktors mittels Gl. 105 kann nur unter An-
nahme einer quasi-statischen Beanspruchung erfolgen. Diese Annahme ist erfüllt,
solange ein Kräftegleichgewicht zwischen Belastungsseite und Auflagerseite vorliegt.
Die dynamische Rissspitzenbeanspruchung KdynI kann jedoch mit Hilfe des Superposi-
tionsprinzips aus den jeweiligen Kräfteverläufen von Eingangsstab und Ausgangsstab
bestimmt werden, vgl. Abschnitt 2.3.5.
4.3 Mikrostrukturelle Charakterisierung
4.3.1 Lichtmikroskopie
Die Einschlussverteilung wurde am ebenen Schliff charakterisiert. Dazu diente ein op-
tisches Mikroskop (Typ Olympus GX51) in Kombination mit einer halbautomatischen
Bildanalysesoftware (Particle Inspektor, Olympus). Mit Hilfe von Schwellenwerten für
Graustufen und einer vorherigen Kalibrierung anhand von bekannten Einschlüssen
konnten vorrangig oxidische aber auch sulfidische Einschlüsse anhand der Größe und
Lage vermessen werden.
Ausgewählte Proben wurden durch unterschiedliche Ätzmittel kontrastiert. Das
Oberhoffersche Ätzmittel diente der Sichtbarmachung des Primärgefüges [212, S.
737] und somit der Dendritenstruktur bei den Gusswerkstoffen. Nach dem Vergüten
liegt ein angelassener Martensit vor. Dieser wurde durch Nital (3 %) [212, S. 737]
kontrastiert. Das ehemalige Austenitkorn wird durch Ätzen mit Pikrinsalzsäure [212,
S. 738] sichtbar. Die kontrastierten Proben wurden im Auflichtmikroskop (Typ Carl




Die fraktographische Analyse erfolgte im Rasterelektronenmikroskop (REM, Typ
Tescan Mira 3 XMU). Eine dreidimensionale Abbildung der Bruchfläche wurde durch
das Kippen des Strahls ermöglicht. Durch die mathematische Analyse zweier, aus
unterschiedlichen Winkeln aufgenommenen, Bilder im Sekundärelektronenkontrast
wurde durch die Software Alicona MeX die Höheninformation für jeden Rasterpunkt
berechnet (Stereophotogrammetrie). Das charakteristische Profil der abgestumpften
Rissspitze und der nachfolgenden stabilen Rissausbreitung wird mit den Größen
Stretchzonenweite SZW und Stretchzonenhöhe SZH beschrieben. Die Anwendbarkeit
der Stretchzonencharakterisierung wurde bereits in [116] gezeigt. Zusätzlich wurden
an ausgewählten Proben gegenüberliegende Bereiche von Bruchflächen analysiert. So-
mit können Abweichungen von der idealen Rissausbreitung auf der Symmetrieebene
bewertet werden. Eine von Tarpani u. a. [83] vorgeschlagene Möglichkeit der Bestim-
mung von SZW aus REM-Bildern mit Rückstreuelektronenkontrast (Back scattered
electron, BSE) wurde nicht weiterverfolgt. Ein Grund war die fehlende Möglichkeit
der Bestimmung von SZH mit dieser Methode. Zudem wurde die Stretchzone auch
bei optimaler Kontrasteinstellung nicht sicherer erkannt.
Neben der Analyse der Bruchflächentopographie wurde die chemische Zusammen-
setzung ausgewählter schädigungsrelevanter nichtmetallischer Einschlüsse mittels
energiedispersiver Röntgenspektroskopie (EDS, Firma EDAX) ermittelt.
4.4 Statistische Bewertung
Die Abhängigkeit der Kennwerte aus den Zug- und den Bruchmechanikversuchen von
der Temperatur und Beanspruchungsrate wurde auf statistische Signifikanz geprüft.
Dafür kam der in der Software OriginPro 2015G implementierte Algorithmus [249] des
t-Tests zur Anwendung. Als Beispiel soll hier die T-Abhängigkeit der Fließspannung
σ herangezogen werden, vgl. z. B. Gl. 3:
σ ∼ 1− ( T − TR
TS − TR)m (118)
Die Abhängigkeit σ = f (T) wird durch den Koeffizienten m bestimmt. Sollte m = 0
sein, besitzt T keinen Einfluss auf σ. Die Wahrscheinlichkeit, dass m = 0 ist, wird
berechnet. Sollte diese Wahrscheinlichkeit kleiner als 0,05 sein, liegt ein statistisch
signifikanter Einfluss von T auf σ vor.
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5.1 Fließspannungs- und Verformungsverhalten
5.1.1 Einfluss der Probengröße
Das Fließspannungs- und Verformungsverhalten wurde im einachsigen Zugversuch
in Abhängigkeit von T und ε̇ gemessen. Da dafür Proben mit unterschiedlichem
Schlankheitsgrad l0/√S0 verwendet wurden, wird zunächst die Anwendbarkeit der
Gln. 65–67 überprüft.
Die Bruchdehnungen bei verschiedenen l0/√S0 sind in Abb. 25 dargestellt. Der
Exponent a beträgt 0,73 für den vorliegenden Stahl. Der in DIN EN ISO 2566-1 [222]
angegebene Exponent ist damit nicht anwendbar. Dennoch scheint ein ähnlicher
Zusammenhang zu bestehen. Die Umrechnung von Bruchdehnungswerten für ver-
schieden schlanke Proben soll daher verallgemeinert werden. Dafür wird die in An-
hang F.2 hergeleitete Gl. 67 graphisch für verschiedene L/L∗ und Ag/A dargestellt,
siehe Abb. 26.
Die Anstiege der Kurven in Abb. 26 können als Exponent a in Gl. 66 interpretiert wer-
den. In Abb. 27 sind daher die Anstiege der Kurven für 0,5 < L/L∗ < 2 dem Verhältnis
Ag/A gegenübergestellt. Es zeigt sich, dass der Exponent a direkt aus dem Verhältnis
Ag/A bestimmt werden kann. Der Exponent a entspricht damit näherungsweise dem
Verhältnis von Einschnürdehnung zu Bruchdehnung. Die Annahme von a = 0,4 ist
somit nur ein Sonderfall. Sonne u. a. [224] ermittelten an Flachzugproben aus Stäh-













A = 50,2 (l0/S00,5) 0,73
Gl. 65
Abb. 25: Bruchdehnung A für verschiede-
ne Schlankheitsgrade K = l0/√S0
(doppelt-logarithmische Auftra-
gung). Beschreibung mit Gl. 65
möglich. ε̇ = 1 s−1, T = 20 °C.
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Ag/A↑ Abb. 26: Nach Gl. 67 berechnete Verhältnis-
se der Bruchdehnung in Abhän-
gigkeit von L/L∗ für ausgewähl-
te Verhältnisse von Ag/A. Inner-
halb der eingezeichneten Grenzen
können die Verläufe näherungs-
weise durch eine Gerade beschrie-
ben werden.











Abb. 27: Umrechnung von Ag/A zu Expo-
nent a in Gl. 66. Der Exponent a
entspricht näherungsweise dem
Verhältnis Ae/A.
len verschiedener (nicht genannter) Festigkeitsniveaus a = 0,36. Eine systematische
Variation von Ag/A ist jedoch nicht erfolgt.
Die Beziehung zwischen a und Ag/A kann sehr gut durch einen linearen Zusam-
menhang beschrieben werden. Jedoch lassen sich die Kurven in Abb. 26 nur abschnitts-
weise mit Hilfe einer Geraden (in doppelt-logarithmischer Auftragung) beschreiben.
Innerhalb der gewählten Grenzen liegt der relative Unterschied zwischen Gl. 67 und
Gl. 66 bei maximal 22 % für Ag/A = 0,9 bzw. 7 % für Ag/A = 0,3. Auf die fehlerbehaftete
Umrechnung nach Gl. 66 wurde bereits in [224, 250] hingewiesen. Der Umrechnungs-
fehler konnte in [224] durch einen weiteren, von der Probengeometrie abhängigen
Term, verringert werden. In [250] wurde auf die Einbeziehung der Einschnürdeh-
nung in eine mögliche Umrechnung hingewiesen. Jedoch wurde keine Gleichung
vorgeschlagen. In der vorliegenden Arbeit wird aufgrund der zu stark vereinfachten
Umrechnung nicht mit Gl. 66 sondern mit Gl. 67 gearbeitet.
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Die Umrechnung der Bruchdehnung zwischen verschiedenen Schlankheitsgraden
ist nur ein Sonderfall. Gl. 67 wird daher für plastische Dehnungen im Intervall Ag <










5.1.2 Einfluss von Temperatur und Dehnrate
Der Einfluss der Temperatur auf die Festigkeits- und Verformungskennwerte ist in
Abb. 28 zunächst für die Stähle R und RS dargestellt. Die Festigkeitskennwerte ReL und
Rm nehmen für die Stähle R und RS mit abnehmender Temperatur zu. Dieser Effekt ist
durch thermisch aktivierte Versetzungsbewegung zu erklären. Die Bruchdehnung A
nimmt ebenso mit abnehmender Temperatur zu. Dies ist vor allem mit der Erhöhung
von Ag mit abnehmender Temperatur zu begründen. Die Einschnürdehnung wird
nur geringfügig von der Temperatur beeinflusst. Das Verhältnis Ag/A steigt demnach
mit abnehmender Temperatur. Die Brucheinschnürung Z sinkt geringfügig mit ab-
nehmender Temperatur. Somit wird eine Tendenz zur Tieftemperaturversprödung
anhand der Brucheinschnürung ersichtlich. Die Bruchdehnung weist dagegen den
entgegengesetzten Verlauf auf. Dies deutet auf eine geringere Lokalisation der Ver-
formung während des Einschnürens bei tieferen Temperaturen hin. Begründet wird
dies mit der bei tiefen Temperaturen größeren Verfestigung, die aus Ag in Abb. 28b
abgeleitet wird.1
1 Aus Hollomon-Ansatz ergibt sich: n = ln(1+ Ag).
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Abb. 28: Festigkeitskenngrößen (ReL und Rm) und Verformungskenngrößen (A, Ag,
Ae, Z) in Abhängigkeit von der Prüftemperatur. ε̇pl = 4 ⋅ 10−4 s−1.
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Die höhere Festigkeit des Stahls R gegenüber RS ist auf den etwas höheren C-Gehalt
zurückzuführen. Die Verfestigung ist dagegen bei beiden Stählen gleich.
Der Temperatureinfluss unter Einbeziehung des Einflusses nichtmetallischer Ein-
schlüsse soll im Folgenden diskutiert werden. Analog zu Abb. 28 zeigt Abb. 29 die
Festigkeits- und Verformbarkeitskennwerte der Industriegussversuche. Aufgrund
der z. T. großen Streuungen wurden die jeweiligen Kennwerte aller Industrieguss-
versuche zusammengefasst. Zusätzlich sind Rp0,2 und Rm in Abhängigkeit von T
für die einzelnen Platten in Abb. 97 in Anhang C.1 dargestellt. Insbesondere zeigten
sich zwischen den Festigkeitskennwerte von IG3.0 und IG3.A keine Unterschiede.
Da diese beiden Platten die beiden Extreme darstellen (keine Verunreinigung bzw.
nur Verunreinigung, jeweils ohne funktionalisierten Filter), werden die Unterschiede
zwischen den einzelnen Platten hinsichtlich Rp0,2 und Rm nicht auf die unterschiedlich
funktionalisierten Filtern zurückgeführt. Erklärt werden diese Unterschiede mit ge-
ringen Variationen in der chemischen Zusammensetzung und zufälligen Streuungen
innerhalb der Gussplatte.
Die Verformungskennwerte sind ebenso mit großen Streuungen behaftet. Die Ver-
formungskennwerte von IG3.0 und IG3.A unterscheiden sich nicht signifikant. Die
Platte IG3.A weist bei T = −40 °C tendenziell eine etwas höhere Bruchdehnung und
zwischen 20 und −20 °C eine etwas höhere Brucheinschnürung gegenüber IG3.0 auf.
Da IG3.A im Gegensatz zu IG3.0 mit Verunreinigungen versetzt wurde, sollte die Ver-
formbarkeit von IG3.A niedriger als von IG3.0 sein. Abb. 30 zeigt Bruchflächen nach
quasi-statischer Zugbeanspruchung bei Raumtemperatur für diese beiden Zustände.
Anhand der fraktographischen Untersuchungen wird für IG3.0 ein höherer Anteil von
nichtmetallischen Einschlüssen, insbesondere Agglomeraten, gefunden. Dies äußert
sich in großen Erhöhungen bzw. Vertiefungen (Markierungen). Agglomerate schwä-










































Abb. 29: Festigkeit (a) und Verformbarkeit (b) der Industriegussversuche in Abhän-
gigkeit von der Temperatur. ε̇pl = 4 ⋅ 10−4 s−1.
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a b
c
Abb. 30: Bruchflächen von IG3.0 (a,c) und IG3.A (b). (c) Einschlussagglomerat (Al2O3)
aus Teilbild a. T = 20 °C, ε̇pl = 4 ⋅ 10−4 s−1.
chen den Werkstoff lokal so sehr, sodass trotz Vergrößerung der Oberfläche dies die
energetisch günstigste Form der Bruchflächenausbildung ist. Ein Agglomerat, das den
Bruch maßgeblich gefördert hat, ist in Abb. 30c dargestellt. Es besteht aus rundlichen
(endogenen) Al2O3-Partikeln.
Die Versuche IG3.0 und IG3.A unterscheiden sich durch das Vorhandensein des
Verunreinigungsfilters in IG3.A. Keramische Filter werden nicht nur zur Abscheidung
von nichtmetallischen Einschlüssen, sondern auch zur Strömungsberuhigung ein-
gesetzt [251]. Offenbar wirkt sich der (verunreinigende) keramische Filter in IG3.A
aufgrund der unterschiedlichen Strömungsbedingungen positiv aus. Die Verunreini-
gung durch die exogenen Al2O3-Partikel besitzt dagegen bei den untersuchten Proben
einen untergeordneten Einfluss auf die Kennwerte des Zugversuchs.
Die Gleichmaßdehnung Ag unterscheidet sich bei allen untersuchten Stählen prak-
tisch nicht. Somit wird Ag maßgeblich von der metallischen Matrix bestimmt. Die
Stähle der Industriegussversuche zeigen ebenso wie die Vergleichsstähle R und RS
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eine ansteigende Gleichmaßdehnung mit abnehmender Temperatur. Dabei ist der
Zunahme beim Stahl R nur unwesentlich größer als bei den anderen Stählen.
Die Brucheinschnürung Z besitzt für IG3.2 unterhalb von −20 °C eine fallende Ten-
denz. Die anderen Industriegussversuche zeigen ähnliche Tendenzen. Im Gegensatz
zur fallenden Tendenz von Z mit abnehmender Temperatur zeigen Ae und A nicht für
alle Industriegussversuche einen solchen Zusammenhang. Die Versuche IG3.0, IG3.A,
IG3.2 und IG3.4 zeigen im Rahmen der Streuung keine Abhängigkeit der Größen Ae
und A von T. Nur für den Versuch IG3.3 wurde eine fallende Tendenz von Ae und A
für T < −20 °C festgestellt.
Die Versprödung bei tiefen Temperaturen ist durch die zunehmende Wirksamkeit
der nichtmetallischen Einschlüsse möglich. Abb. 31 zeigt Bruchflächen der Versuche
IG3.2 und IG3.3 im Vergleich. Das Agglomerat in IG3.3 wird aufgrund der Bruchver-
laufslinien in Abb. 31b als maßgebliche Ursache für die relativ geringe Verformbarkeit
dieser Probe identifiziert. Das Agglomerat ist in Abb. 31c vergrößert dargestellt und
besteht aus Al-O-Einschlüssen. Aufgrund der niedrigen Temperatur und der Kerb-
a b
c d
Abb. 31: Bruchflächen von Zugproben: (a) IG3.2, (b–d) IG3.3. T = −40 °C, ε̇ = 4 ⋅ 10−4 s−1
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wirkung des Einschlussagglomerats wird eine Mischung aus duktilem Bruch und
Spaltbruch beobachtet, vgl. Abb. 31d.
Abb. 32 zeigt den Zusammenhang zwischen der Größe des größten schädigungsrele-
vanten Agglomerats und der Bruchdehnung. Es ist ersichtlich, dass eine zunehmende
Agglomeratgröße die Bruchdehnung vermindert. Weiterhin ist die Menge der Ag-
glomerate und deren Anordnung im Prüfvolumen entscheidend. Abb. 32b zeigt eine
Bruchfläche, die mehrere kleine Agglomerate aufweist. Durch den geringen räumli-
chen Abstand wurde eine relativ geringe Einschnürdehnung ermittelt (Markierung
II). Dagegen weist eine weitere Probe eine deutlich größere Einschnürdehnung auf,
obwohl das Einschlussagglomerat einen nahezu doppelt so großen Durchmesser be-
sitzt (Markierung I und Abb. 31b und c). Jedoch befindet sich bei dieser Probe kein
weiteres Agglomerat im schwächsten Querschnitt. Die Temperatur hat im Rahmen
der Streuung keine Auswirkung.













Maximale Agglomeratgröße / μm
II
a b
Abb. 32: Zusammenhang zwischen Einschnürdehnung und Größe von maßgeblich
schädigungsrelevanten Einschlussagglomeraten, nach [252]. Markierung I:
Probe in Abb. 31b und c, Markierung II: Probe in Abb. 32b.
Der Stahl RS, der gegenüber dem Stahl R hauptsächliche langgestreckte MnS-Ein-
schlüsse aufweist, zeigt eine deutlich verminderte Brucheinschnürung, die zudem
eine höhere Temperaturempfindlichkeit besitzt.
Dieses Verhalten lässt sich mit der temperaturabhängigen Verfestigung erklären,
Tab. 15. Zur Identifizierung der Parameter in Tab. 15 wurde zunächst nur der Bereich
der Gleichmaßdehnung genutzt. Es zeigt sich, dass das Verfestigungsvermögen mit
abnehmender Temperatur zunimmt. Somit sind größere Dehnungen nötig, um eine
Einschnürung des Zugstabes zu erreichen (Considère-Kriterium). Im weiteren Verlauf
der Verformung ist die Verformungslokalisation durch eine größeres Verfestigungsver-
mögen weniger stark ausgeprägt. Die äußert sich in einem längeren Bereich der Probe,
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Tab. 15: Parameter der Hollomon-Gleichung σw = kεnw in Abhängigkeit von der Tem-
peratur für Stahl R.
T / °C k / MPa n
20 1476 0,061−20 1532 0,066−40 1556 0,068−60 1605 0,073
der zur lokalisierten Verformung beiträgt. Es kommt somit zwar zu einer Erhöhung
der Einschnürdehnung, die Brucheinschnürung sinkt jedoch.
Zur Beschreibung der Verformung bis zum Bruch werden in Abb. 33 die Fließspan-
nungen für die unterschiedlichen Temperaturniveaus dargestellt. Die Fließspannung
σw im Bereich der Einschnürung wurde dabei nach Bridgman [218] korrigiert. Es zeigte
sich, dass eine Beschreibung der gesamten Fließkurve durch Gl. 1 (Hollomon-Ansatz)
keine ausreichend genaue Beschreibung zulässt. Daher werden die Fließkurven im
folgenden durch den Ansatz nach Ludwik (Gl. 2) beschrieben.
Der Einfluss der Dehnrate auf die Festigkeit ist in Abb. 34a dargestellt. Analog zur
Abnahme der Temperatur bewirkt eine zunehmende Dehnrate den Anstieg von ReL
und Rm. Die Unabhängigkeit der Zugfestigkeit von ε̇ zwischen 102 und 103 s−1 wird
auf die adiabatische Erwärmung zurückgeführt. Die Erwärmung führt zu einer der
Kaltverfestigung überlagerten Entfestigung.
Die Proben für die Untersuchung der ε̇-Abhängigkeit wiesen eine andere Form als
die Proben für die statischen Zugversuche auf, vgl. Abb. 15. Unter Anwendung der
Zugproben für dynamische Versuche wurde eine höhere Festigkeit bei quasi-statischer
Beanspruchung festgestellt. Der Unterschied beträgt etwa 100 MPa für den Stahl RS
und 10–20 MPa für die Industriegussversuche. Dies gilt für alle Stähle mit Ausnahme
des Stahls R. Die Fertigungsbedingungen waren bei allen Stählen gleich. Somit kann

















Abb. 33: Fließspannung als Funktion der
wahren Dehnung und der Tem-
peratur. Hinweis: im Bereich der
Gleichmaßdehnung sind nur aus-
gewählte Punkte dargestellt. ε̇pl =
4 ⋅ 10−4 s−1, Stahl R.
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Abb. 34: Festigkeit und Verformbarkeit der Stähle R und RS in Abhängigkeit von der
Dehnrate ε̇ für T = 20 °C.
der fertigungstechnologische Größeneffekt ausgeschlossen werden. Daher wird dieser
Befund auf die nicht genau definierte Ofenchargierung bei der Wärmebehandlung
zurückgeführt. Die Abschreckwirkung des He-Stroms ist dabei von der Chargengröße
(Menge, räumliche Anordnung) abhängig.
Abb. 34b zeigt beim Stahl R keine Abhängigkeit der Verformungskenngrößen von
der Dehnrate. Dagegen zeigt die Brucheinschnürung Z des Stahls RS einen starken
Abfall bis zu ε̇ ≈ 102 s−1. Die Zunahme von Z durch eine weitere Erhöhung von
ε̇ wird mit der Temperaturerhöhung und der damit verbundenen Steigerung der
Duktilität erklärt. Eine zunehmende Bruchdehnung A mit Erhöhung von ε̇ ist analog
zu erwarten, aber aufgrund der Streuung nicht nachweisbar.
Die dehnratenabhängigen Festigkeits- und Verformbarkeitskennwerte sind für die
Industriegussversuche in Abb. 35 dargestellt. Zudem werden Versuche bei erhöhter Be-
anspruchungsrate und tiefer Temperatur gezeigt. Analog zu den Stählen R und RS tritt
bei den Industriegussversuchen ein positiver Dehnrateneffekt auf. Bei T = −40 °C ist
der Einfluss der Dehnrate auf Rp0,2 und Rm stärker ausgeprägt als bei 20 °C. Der Stahl
IG3.3 bildet hiervon jedoch eine Ausnahme. Die Verformungskennwerte zeigen kein
eindeutiges Bild. Bei T = 20 °C nehmen die Bruchdehnung und Brucheinschnürung
insbesondere für ε̇ ≥ 102 s−1 zu. Dagegen ist A bei T = −40 °C nicht temperaturabhän-
gig. Aufgrund großer Messunsicherheiten ist keine direkte Aussage zum Verlauf von
Z möglich. Der Verlauf von Ae deutet eine Versprödung bei der höchsten Dehnrate
an.
In [137] wurden die Platten IG3.2 und IG3.3 hinsichtlich des Festigkeits- und Ver-
formungsverhaltens verglichen. Es wurde festgestellt, dass IG3.2 eine höhere Ver-
formbarkeit bei quasi-statischer Zugbeanspruchung im Temperaturbereich −40 bis
20 °C besitzt. Unter Berücksichtigung der Verformbarkeitskennwerte der anderen IG-
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Abb. 35: Festigkeit und Verformbarkeit der Industriegussversuche in Abhängigkeit
von der Dehnrate für T = 20 °C (linke Spalte) und −40 °C (rechte Spalte).
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Stähle und der Dehnratenabhängigkeit kann angenommen werden, dass zufällige
Streuungen innerhalb der Gussplatten die wahrscheinlichste Ursache für scheinbare
Unterschiede zwischen den Platten sind.
5.2 Modellierung des Fließspannungs- und
Verformungsverhaltens
5.2.1 Beschreibung der Dehnratenentwicklung
Die Fließspannungsmodellierung setzt die Kenntnis von σw, εw, ε̇w und T für eine
ausreichend große Anzahl an Zeitpunkten zwischen Fließbeginn und Bruch voraus.
Im Bereich der Gleichmaßdehnung können diese Größen direkt aus den global ge-
messenen Versuchsdaten bestimmt werden. Dagegen sind aufwendigere Versuche
notwendig (Unterbrechung, lokale Messung), wenn die genannten Größen im Bereich
der Einschnürdehnung bestimmt werden sollen. Für den Zeitpunkt des Bruchs können
wahre Spannung und wahre Dehnung wiederum direkt anhand von Versuchsdaten
und der gebrochenen Probe mit Hilfe der Gln. 61 und 62 berechnet werden. Jedoch
fehlen Informationen zu ε̇w und T für diesen Zeitpunkt. Das Ziel soll daher sein, den
Verlauf der oben genannten Größen im Bereich der Einschnürung bis zum Bruch
abzuschätzen.
Zunächst wird nur der Stahl R betrachtet. Die wahre Dehnrate im Bereich der
Gleichmaßdehnung wurde mit Gl. 59 berechnet. Die wahre Dehnung im Bereich der
Probeneinschnürung konnte durch Anpassen von
εw = A + B ⋅ exp(C ⋅ εpl) (120)
an die experimentell ermittelten Daten abgeschätzt werden. Hierbei ist zu beachten,
dass εpl im Bereich der Einschnürdehnung (εpl > Ag) für die dynamischen Zugproben
(l0/d0 = 3) mit Gl. 119 umgerechnet wurde. Somit sind diese Dehnungswerte mit denen
von statischen Zugproben (l0/d0 = 5) vergleichbar. Die Ergebnisse sind in Abb. 36
dargestellt. Die Dehnratenentwicklung im Bereich der Einschnürung kann somit über
die Differentiation von Gl. 120 abgeschätzt werden:
ε̇w = ε̇ ⋅ BC ⋅ exp(C ⋅ εpl) (121)
Diese Berechnung überschätzt die wahre Dehnrate insbesondere zu Beginn der Ein-
schnürung. Da der Großteil der wahren Dehnung bis zum Bruch jedoch mit hoher
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Abb. 36: Vergleich von εw und εpl: Die Beschreibung durch Gl. 120 ist im Bereich der
Einschnürung möglich.
Genauigkeit beschrieben werden kann, ist dieser Fehler zu vernachlässigen. Aus
Gl. 121 ergibt sich, dass ε̇w um das 13,3-fache vom Ende der Gleichmaßdehnung
(Ag = 5,1 %) bis zum Bruch (A = 16,3 %) steigt. Somit wird durch einen einzigen Ver-
such mehr als eine Dekade der Dehnrate überstrichen. Die Tab. 16 und 17 zeigen die
Parameter A, B und C der Gln. 120 und 121 in Abhängigkeit von der Temperatur bzw.
der Dehnrate. Die Temperaturabhängigkeit kann vernachlässigt werden. Dagegen
wird bei höherer (nomineller) Dehnrate ein stärkere Abhängigkeit der wahren Dehn-
rate von der plastischen Dehnung ermittelt. Dies wird durch die Parameter B und C,
siehe Gl. 121, ausgedrückt. Ghosh [253] ermittelte diesen Zusammenhang qualitativ
ebenso an einem niederfesten Stahl.
Tab. 16: Parameter A, B, C der Gln. 120 und 121 in Abhängigkeit von der Temperatur
für Stahl R. ε̇ = 10−3 s−1.
T / °C A B C
20 −0,31± 0,06 0,21± 0,05 0,11± 0,01−20 −0,43± 0,07 0,30± 0,05 0,09± 0,01−40 −0,33± 0,13 0,22± 0,09 0,10± 0,02−60 −0,58± 0,17 0,41± 0,14 0,07± 0,01
Mittel −0,41 0,295 0,093
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Tab. 17: Parameter A, B, C der Gln. 120 und 121 in Abhängigkeit von der Dehnrate für
Stahl R. T = 20 °C.
ε̇ / s−1 A B C
10−3 −0,31± 0,06 0,21± 0,05 0,11± 0,01
100 −0,28± 0,02 0,17± 0,01 0,13± 0,00
101 −0,16± 0,02 0,09± 0,01 0,17± 0,01
102 −0,04± 0,06 0,03± 0,02 0,21± 0,03
Mittel −0,20 0,125 0,15
Die Einzelwerte der Parameter A, B und C aus Tab. 16 und Tab. 17 werden durch
folgende Funktionen beschrieben:
A = f (ε̇) = A1 + A2 ⋅ exp(A3 ⋅ ln(ε̇/ε̇0)) (122)
B = f (ε̇) = B1
1+ exp(B2 ⋅ (ln(ε̇/ε̇0) − B3)) (123)
C = f (ε̇) = C1 +C2 ⋅ exp(C3 ⋅ ln(ε̇/ε̇0)) (124)
Die Koeffizienten sind in Tab. 18 aufgeführt. Für B = f (ε̇) wurde ein sigmoidaler
Kurvenverlauf gewählt, da nur B > 0 in Gl. 120 zulässig ist.
Aus der mathematischen Beschreibung für εw = f (εpl) (Gl. 120) kann wiederum
die Entwicklung des Durchmessers und somit der Querschnittsfläche der Zugprobe
bestimmt werden, vgl. Gl. 61:
d = d0√
exp (εw) (εpl ≤ Ag) (125)
d = d0√
exp (A + B ⋅ exp(C ⋅ εpl)) (εpl > Ag) (126)
Zur Berechnung der wahren Spannung im Bereich der Einschnürung wird neben
dem soeben berechneten Durchmesser noch die Krümmung der Außenkontur im
Tab. 18: Koeffizienten der Gln. 122–124 in Abhängigkeit von der Dehnrate für Stahl R.
Bezugsdehnrate: ε̇0 = 10−3 s−1.
Index i Ai Bi Ci
1 −0,48 0,30 0,08
2 0,07 0,55 0,02
3 0,16 7,52 0,19
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Bereich der Einschnürung, ausgedrückt durch den Radius R, benötigt. Aus Abb. 37 ist
ersichtlich, dass das Verhältnis von Durchmesser und Radius der einschnürenden Zug-
probe linear von der wahren Dehnung abhängt. Dies gilt unabhängig von Temperatur
und Dehnrate. Daher wird folgende Gleichung vorgeschlagen:
d/R = A + B ⋅ εw (127)
Hierbei ist A = −0,33 und B = 2,10. Die Nullstelle dieser Gleichung entspricht nicht
der in eine wahre Dehnung umgerechneten Gleichmaßdehnung, vgl. Abb. 37a. Theo-
retisch sinkt der Krümmungsradius für εpl > Ag von∞ auf geringe, und damit gut
messbare, Werte ab. Somit steigt d/R kontinuierlich für εpl > Ag an. Der theoretische
Verlauf wäre somit nicht mit einer Geradengleichung beschreibbar. Die hier vorge-
schlagene Geradengleichung stellt damit eine Vereinfachung dar, die für εw > 0,15 die
experimentellen Daten mit ausreichender Genauigkeit beschreibt. Aus der Kenntnis
von εw und somit d (Gl. 125) und R (Gl. 127) erfolgt schließlich die Bridgmankorrektur
der wahren Spannung nach Gl. 62. Für εw < 0,15 kann als erste Näherung d/R = 0 an-
genommen werden, wodurch eine Korrektur von σw nach Bridgman nicht erforderlich
ist.
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Abb. 37: Entwicklung von d/R als Funktion der wahren Dehnung für unterschiedliche
Temperaturen (a) und Dehnraten (b).
5.2.2 Beschreibung der Probenerwärmung
Der größte Teil der während der plastischen Verformung eingebrachten Energie wird
in Wärme umgewandelt. Da die Wärmeableitung über die Probeneinspannung bzw.
die Wärmeübertragung an die Umgebung (Luft) zeitabhängig ist, ist die Tempera-
turerhöhung in der Probe dehnratenabhängig. Abb. 38 zeigt, dass es selbst bei quasi-
statischer Beanspruchung (ε̇ = 10−3 s−1) zu einer deutlichen Erhöhung der Proben-
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Abb. 38: Temperaturerhöhung infolge der plastischen Verformung der Probe.






































Abb. 39: Der zur Temperaturerhöhung beitragende Anteil der Verformungsenergie β
nimmt mit zunehmender Dehnung (a) bzw. Zeit (b) ab.
temperatur kommt. Die Temperatur wurde mit Hilfe der Thermokamera gemessen.
Weiterhin ist in Abb. 38b ersichtlich, dass d(ΔT)/dt im Bereich der Einschnürung
erhöht ist, da hier der größte Teil der Verformung stattfindet und somit auch der
größte Teil der Verformungsenergie in Wärme umgewandelt wird, vgl. Abb. 39.
Die Abkühlung infolge der elastischen Verformung zu Beginn der Beanspruchung
(thermoelastischer Effekt [254]) wird hierbei nicht weiter betrachtet. Unter isentroper
Prozessführung wird nach [255] für den vorliegenden Stahl eine maximale Abkühlung
von 1,6 K ermittelt. Da Energieaustausch (Wärmefluss) in den Versuchen möglich war,
werden experimentell geringere Abkühlungen von unter 1 K beobachtet. Weiterhin
wird nur die Verformung für εpl ≥ 0,2 % untersucht. Zur Beschreibung der Tempera-
turerhöhung durch die eingebrachte Energie wird der Anteil der Verformungsarbeit,
der zur Temperaturerhöhung beiträgt, bestimmt.
Abb. 39 zeigt die mit zunehmender Dehnung (a) bzw. Zeit (b) steigende dissipierte
Energie (Ediss). Weiterhin ist β (Gl. 8) als Funktion der Dehnung bzw. Zeit in Abb. 39
dargestellt. Während β im Bereich der Gleichmaßdehnung (εw < 0,05 bzw. t < 30 s)
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nur gering abfällt, sinkt β mit beginnender Einschnürung stark ab und nähert sich
einer unteren Grenze an. Diese Befund wird durch drei sich überlagernde Effekte
erklärt. Zum einen bewirkt eine höhere Temperaturdifferenz zwischen Messbereich
und Einspannung der Probe eine schnellere Wärmeableitung. Zum anderen wird der
sich effektiv verformende Teil der Probe während der Einschnürung immer kleiner.
Somit kann die Verformungswärme in den kälteren, sich nicht mehr verformenden
Teil der Probe abgeleitet werden. Dabei wird das Verhältnis zwischen dem Volumen
des sich verformenden Werkstoffs und dem Volumen des sich nicht mehr verformen-
den Werkstoffs immer kleiner. Kurz vor dem Bruch steigt die Rate der dissipierten
Energie (dEdiss/dt) stark an. Somit wird β in diesem Teil des Versuchs wieder von der
begrenzten Wärmeleitfähigkeit des Stahls bestimmt. Diese führt bei Erhöhung der
Dehnrate, wie sie im Bereich der Einschnürung auftritt, zu einer Erhöhung von β [58,
59].
Die Temperaturentwicklung wurde bisher für den Stahl R beschrieben. Es soll nun
untersucht werden, wie sich die Temperaturentwicklung beim Stahl der Industrieguss-
versuchen von Stahl R unterscheidet. Abb. 40a zeigt eine thermographische Aufnahme
einer Zugprobe aus IG3.4. Die Lokalisierung der Wärmequelle an zwei nebeneinander
liegenden Punkten ist deutlich zu erkennen. Diese zwei Wärmequellen werden durch
zwei Einschlussagglomerate erzeugt, vgl. Abb. 40b. Abb. 41 zeigt die zugehörigen
Temperaturverläufe für Proben aus den Industriegussversuchen. Zunächst findet
a
1 2 3 °C
b
Abb. 40: (a) Thermographisch ermittelte Probenerwärmung für die in Teilbild b dar-
gestellte Probe (IG3.4) Zeitpunkte 1–3: ε = 13,9; 15,4; 16,8 %. ε̇ = 8 ⋅ 10−4 s−1.
(b) Zwei Einschlussagglomerate. Pfeile kennzeichnen die Blickrichtung der
Thermokamera.
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Abb. 41: Probenerwärmung durch die plastische Verformung bei Proben aus Indus-
triegussversuchen. εw wurde im Bereich der Einschnürung durch Gl. 120
abgeschätzt.
eine Erwärmung analog zum Stahl R statt. Bis kurz vor dem endgültigen Versagen
wird eine Temperaturerhöhung um etwa 10–15 K festgestellt. Stahl R zeigt eine etwas
höhere Erwärmung um etwa 15 K, da dieser ein etwas höheres Festigkeitsniveau
aufweist. Erst kurz vor dem endgültigen Versagen ist eine deutlich stärkere Erwär-
mung zu erkennen. Diese wird mit einer stärkeren Dehnungslokalisierung erklärt,
wenn Einschlussansammlungen im Werkstoff vorhanden sind [252]. Demnach stimmt
die Temperaturentwicklung der IG-Stähle im quasi-statischen Zugversuch weitge-
hend mit dem Stahl R überein. Die Auswirkungen der Einschlussansammlung zeigen
sich erst für εw > 0,98εwf und sind damit für die Modellierung der Fließspannung
vernachlässigbar.
Für eine modellhafte Beschreibung der Probenerwärmung bei quasi-statischer Be-
anspruchung wird eine angepasste Beschreibung des Energieumsatzfaktors β vorge-
schlagen:
β = βmax f (ε̇w)g(εw, ε̇w) (128)
β = (βmax − (βmax − βmin) ⋅ exp(−(pε̇w)q)) (α′ + (1− α′) ⋅γεw) (129)
mit: α′ = 1− (1− α) ⋅ exp(−(Pε̇w)Q) (130)
Diese beinhaltet die Dehnratenabhängigkeit von Gl. 10 und zusätzlich einen Term,
der von Dehnung und Dehnrate abhängig ist. Weiterhin wird angenommen, dass bei
hohen Dehnraten aufgrund der praktisch vollständig adiabatischen Versuchsführung
keine Dehnungsabhängigkeit vorhanden ist. Bei niedrigen Dehnraten kommt es dage-
gen zur in Abb. 39a dargestellten Dehnungsabhängigkeit. Tab. 19 führt Koeffizienten
von Gl. 129 auf. Tab. 20 zeigt die vier Grenzfälle in Bezug auf εw und ε̇w. Für ausge-
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Tab. 19: Parameter in Gl. 129
βmax βmin p q α γ P Q
0,95 0,2 1,0 0,3 0,16 0,004 0,3 0,7
Tab. 20: Grenzfälle von Gl. 129
εw ε̇w → 0 ε̇w →∞
0 βmin βmax
1 βmin(α + (1− α)γ) βmax









                103  102   101 
    100  10-1  10-2  10-3
ε̇w/s−1:
Abb. 42: Energieumsatzfaktor β in Abhän-
gigkeit von ε und ε̇.
wählte Dehnraten ist Gl. 129 in Abb. 42 graphisch dargestellt. Gegenüber Gl. 10 wurde
somit der Dehnungseinfluss, der insbesondere bei niedrigen Dehnraten eine Rolle
spielt, in die Berechnung von β integriert.
Tab. 21 fasst die verwendeten Formeln zur Abschätzung von σw, εw, ε̇w und T
zusammen. Hierbei wird zwischen der Verformung im Bereich der Gleichmaßdehnung
(ε ≤ Ag) und der Verformung im Bereich der Einschnürdehung ε > Ag unterschieden.
Tab. 21: Übersicht der Gleichungen zur Fließspannungsmodellierung.
β = βmax ((βmax − βmin) ⋅ exp(−(pε̇w)q)) (α′ + (1− α′) ⋅γεw/ε∗w)
Fall σw εw ε̇w Eges β
ε ≤ Ag σ(1+ ε) ln(1+ εp) d(εw)/dt ∫ σwdεw β
ε > Ag F
S⋅(1+ 4Rd )⋅ln(1+ d4R)
A + B ⋅ exp(C ⋅ εpl) ε̇ ⋅ BC ⋅ exp(C ⋅ εpl) ∫ σwdεw β
5.2.3 Beschreibung der Fließspannung
Mit Hilfe der mathematischen Beschreibung der Dehnraten- und der Temperaturent-
wicklung werden die Fließkurven durch Gl. 3 angepasst. Nach einer Empfehlung
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von Halle [47] wurde die Anzahl der Mess- bzw. Zeitpunkte reduziert und dabei
auf eine äquidistante Verteilung sowie eine Wichtung der Zeitpunkte geachtet. Die
Koeffizienten A, B, C, n, m wurden durch Minimierung der Fehlerquadrate ermittelt.
Tab. 22 zeigt die Koeffizienten des Johnson-Cook-Modells für die untersuchten
Stähle. Anhand des Bestimmtheitsmaßes ist ersichtlich, dass Gl. 3 die experimentellen
Daten nur z. T. mit hoher Genauigkeit beschreiben kann. Insbesondere die Fließspan-
nungen der Stähle IG3.2 bis IG3.4 werden nur mit mäßigem Erfolg für alle εw, ε̇w und
T beschrieben.
Tab. 23 zeigt die Koeffizienten des Khan-Huang-Liang-Modells für die untersuchten
Stähle. Durch Anwendung dieses Modells wird eine geringere Differenz zwischen
experimentellen Daten und Modell erreicht. Im Gegensatz zum in [50] untersuch-
ten hochfesten Stahl AerMet 100 (Rp0,2 = 965 MPa) weisen alle Stähle bei denen die
Dehnratenabhängigkeit untersucht wurde, negative Werte für n1 auf. Somit führt eine
Erhöhung der Dehnrate zu einer Erhöhung der Verformungsverfestigung. Die Stähle
IG3.0 und IG3.A zeigen dagegen eine Verminderung der Verformungsverfestigung
mit zunehmender Dehnrate (n1 > 0). Da die Dehnrate bei diesen Stählen während der
quasi-statischen Versuche nur von 4 ⋅ 10−4 auf 10−2 s−1 erhöht wurde, ist die Ermittlung
der Koeffizienten n1 und C jedoch stark fehleranfällig. Zudem wird die Verformungs-
verfestigung nicht nur durch die Dehnrate sondern auch durch die zunehmende
Temperatur bei großen Dehnungen beeinflusst. Die vorstehenden Zusammenhän-
ge sind als wichtiger einzuschätzen als die vorhandene statistische Signifikanz des
Dehnrateneffekts.
Abb. 43 stellt die experimentell ermittelten Daten und die Fließkurven dar. Anhand
der Beschreibung nach Johnson und Cook (Abb. 43a,b) ist ersichtlich, dass die Form
Tab. 22: Koeffizienten A, B, n, C, m der Fließkurvenbeschreibung nach Johnson und
Cook (Gl. 3). Bestimmtheitsmaß R2, ε̇0 = 4 ⋅ 10−4 s−1, TS = 1394 °C, TR = −60 °C.
∗ Dehnratenabhängigkeit nicht explizit untersucht.
Werkstoff A / MPa B / MPa n C / 10−3 m R2
R 1188 418 0,72 11,2 1,16 0,83
RS 1220 399 0,86 11,2 1,45 0,87
IG3.0∗ 1188 594 0,49 0 1,07 0,96
IG3.A∗ 1192 584 0,49 0 1,07 0,96
IG3.2 1187 706 0,83 5,5 1,33 0,64
IG3.3 1196 654 0,82 16,0 1,06 0,59
IG3.4 1174 649 0,80 12,0 1,09 0,50
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Tab. 23: Koeffizienten A, B, n0, n1, C, m der Fließkurvenbeschreibung nach Khan,
Huang und Liang (Gl. 4). Bestimmtheitsmaß R2, ε̇0 = 106 s−1, TS = 1394 °C, TR =−60 °C. ∗ Dehnratenabhängigkeit nicht explizit untersucht.
Werkstoff A / MPa B / MPa n0 n1 C / 10−3 m R2
R 1216 504 0,66 −0,51 0,0 1,31 0,90
RS 1355 463 0,90 −0,23 10,3 1,17 0,88
IG3.0∗ 1188 273 0,44 3,30 15,2 1,02 0,98
IG3.A∗ 1192 253 0,46 3,48 13,5 1,02 0,98
IG3.2 1187 633 0,58 −0,37 3,3 1,33 0,82
IG3.3 1196 712 0,59 −0,56 2,1 1,06 0,77
IG3.4 1174 636 0,48 −0,63 0,0 1,08 0,72
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Abb. 43: Vergleich von experimentell ermittelten Daten und modellhafter Beschrei-
bung der Fließkurve für Stahl R in Abhängigkeit von der Temperatur (a,c)
und der Dehnrate (b,d). Modelle nach Johnson und Cook (J-C) (a,b) und
Khang, Huang und Liang (KHL) (c,d). Die Parameter T und ε̇ sind für den
Versuchsbeginn angegeben.
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der Fließkurven für ε̇ ≤ 10−1 s−1 hinreichend genau abgebildet wird. Jedoch ist das
Niveau der modellierten Fließkurve bei quasi-statischer Beanspruchung zu niedrig
und bei zügiger Beanspruchung zu hoch. Die modellierte Fließkurve für ε̇ = 102 s−1
beschreibt nur für εw < 0,5 die experimentellen Daten ausreichend. Dagegen wird
insbesondere bei hohen Dehnraten (Abb. 43d) eine deutliche bessere Beschreibung
der Fließkurven durch das Modell nach Khan, Huang und Liang erreicht.
Begründet wird diese nur z. T. gute Beschreibung der experimentellen Daten mit
der Ermittlung der Koeffizienten anhand aller experimentellen Fließkurven. Die Koef-
fizienten A, C und m können aus der Betrachtung der Fließgrenzen in Abhängigkeit
von T und ε̇ ermittelt werden. Jedoch ist die Abhängigkeit von T und ε̇ nicht über die
gesamte Fließkurve konstant. Somit dienen die anhand der Fließgrenzen bestimmten
Koeffizienten nur als Startwerte für die Ermittlung der eigentlichen Koeffizienten.
Weiterhin ist beim Johnson-Cook-Modell die Dehnratenabhängigkeit mit σw ∼ ln ε̇w
festgelegt.
Die Stähle IG3.0 und IG3.A wurden dagegen nur bei quasi-statischer Beanspruchung
und verschiedenen Temperaturen geprüft, vgl. Abb. 44. Sowohl Form als auch Niveau
der Fließkurven werden durch das Modell deutlich besser abgebildet als beim Stahl R,
vgl. Abb. 43. Dies wird mit dem fehlenden Einfluss der Dehnrate begründet.
Die Fließkurvenbeschreibungen nach Khan, Huang und Liang für die Stähle RS,
IG3.2 bis IG3.4 sind in Anhang C.2 dargestellt.
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Abb. 44: Vergleich von experimentell ermittelten Daten und modellhafter Beschrei-
bung der Fließkurven für die Stähle IG3.0 und IG3.A in Abhängigkeit von der
Temperatur. Die Parameter T und ε̇ sind für den Versuchsbeginn angegeben.
5.2.4 Beschreibung der Verformbarkeit
Die Abhängigkeit der wahren Bruchdehnung von der Temperatur und der Dehnrate
wurde durch Gl. 5 angenähert. Da nur Daten des einachsigen Zugversuchs vorlie-
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gen, wurden nur die Koeffizienten A, D und E von Gl. 5 bestimmt. Hierfür wurde
das mehrdimensionale Modell an alle experimentellen Daten des jeweiligen Stahls
angepasst. B = 1,537 und C = −3,186 wurden aus [52] entnommen. Tab. 24 zeigt die
Koeffizienten des Modells für alle untersuchten Stähle. Aufgrund der nur z. T. vorhan-
denen statistischen Signifikanz des ε̇- und T-Einflusses wurden die Koeffizienten D1
und E1 unter der Annahme einer reinen ε̇-Abhängigkeit (T = 20 °C) bzw. einer reinen
T-Abhängigkeit (ε̇ = 4 ⋅ 10−4 s−1) berechnet. Der jeweils andere Koeffizient ist Null.
Dafür wurde jeweils nur ein Teil der experimentellen Daten zur Modellanpassung
genutzt.
Anhand der geringen Werte des Bestimmtheitsmaßes R2 ist ersichtlich, dass die
experimentellen Daten mit Gl. 5 nur ungenügend beschrieben werden. Dieser Um-
stand äußert sich im statistisch nicht signifikanten Einfluss von ε̇ und T auf die wahre
Bruchdehnung bei den meisten Stählen. Wenn nicht alle Daten in die Bestimmung
des ε̇- und T-Einflusses einbezogen werden, wird nur beim Stahl IG3.2 zusätzlich eine
signifikante Abhängigkeit der wahren Bruchdehnung von der Temperatur gefunden.
Bei den anderen Stählen erhöht sich die statistische Signifikanz nicht.
Als Ursache für die starken Streuungen von εwf werden neben den mikrostruk-
turellen Streuungen auch die messtechnischen Streuungen als wichtig erachtet. Zur
Bestimmung von εwf wird d der Zugprobe vor und nach dem Versuch ermittelt. Dies
erfolgte meist mittels Messschieber. Aufgrund der Einschnürung wurde der Durch-
messer nach dem Versuch optisch ermittelt. Bei unregelmäßig gebrochenen Zugproben
konnte der minimale Durchmesser jedoch nicht immer zweifelsfrei bestimmt werden.
Als Abhilfe bietet sich eine automatisierte Bestimmung des minimalen Durchmessers,
z. B. durch eine optische Erfassung der Probe während des Versuchs, an.
Tab. 24: Koeffizienten A, D und E des Modells der Bruchdehnung nach Johnson und
Cook (Gl. 5). Bestimmtheitsmaß R2, ε̇0 = 4 ⋅ 10−4 s−1, TS = 1394 °C, TR = −60 °C.
∗ Dehnratenabhängigkeit nicht untersucht, † Keine statistisch signifikante
Abhängigkeit
Werkstoff A D E R2 D1 E1
R 0,293 0,001† 1,732 0,63 0,002† 1,532
RS 0,261 −0,003† 1,186† 0,08 −0,002† 1,896†
IG3.0∗ 0,032 −0,633† 1,131† 0,36 – 1,5†
IG3.A∗ 0,009 −0,203† 3,167 0,71 – 3,139
IG3.2 0,08 0,014 1,234† 0,69 0,013 1,989
IG3.3 0,013 0,021 1,233† 0,51 0,021 0,924†
IG3.4 0,0 0,014† 1,011† 0,27 0,012† 1,363†
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5.3 Validierung der Versuchsmethodik
5.3.1 Dynamische Drei-Punkt-Biegung
5.3.1.1 Analyse von Geschwindigkeit und Verschiebung
Die Bestimmung der Durchbiegung bei der dynamischen Beanspruchung im Pendel-
schlagwerk ist neben der Kraftmessung entscheidend für die Ermittlung der umge-
setzten Energie und damit der Bestimmung des J-Integrals. Die Durchbiegung der
Biegeprobe im Pendelschlagwerk mit Low-Blow-Versuchsführung wurde sowohl
mittels doppelter Integration (Gl. 82) als auch mittels laserbasierter Verschiebungs-
messung bestimmt. Eine zusammenfassende Übersicht zur Berechnung der Energie
aus der gemessenen Kraft und den gemessenen Verschiebungen ist am Ende dieses
Abschnitts in Tab. 28 auf S. 112 dargestellt.
Für die hier dargestellten Zusammenhänge wurde die in Anhang C.4 beschriebene
statische Kalibrierung der Finne genutzt. Im Gegensatz zur hier angewendeten Be-
schreibung mit Hilfe eines Polynoms dritten Grades wurde in [232] die vereinfachte
Beschreibung mit Hilfe einer Kalibriergeraden (Anstieg 1,08 kN/V) genutzt.
Abb. 45 zeigt den zeitlichen Verlauf von Geschwindigkeit und Verschiebung für
beide Messverfahren. Es zeigte sich, dass die in Gl. 82 genutzte Geschwindigkeit v kon-
tinuierlich kleiner wird. Dies ist durch den Berechnungsansatz von Gl. 82 vorgegeben.
Demgegenüber steht eine mittels Laser bestimmte schlagartige Beschleunigung der
Probe, die von einer Verzögerung gefolgt wird (vL). Dieser Unterschied wird durch
die Beschleunigung der Probe erklärt. Der Energieverlust des Hammers während des
Beschleunigungsvorgangs der Probe ist aufgrund der relativ geringen Probenmasse
























































Abb. 45: Vergleich der unterschiedlichen Geschwindigkeitsmessungen für eine (a)
ungekerbte und (b) angerissene Probe.
98
5.3 Validierung der Versuchsmethodik
mPr sehr gering. Die Verminderung der Hammergeschwindigkeit v ergibt sich aus





Im hier eingesetzten Pendelschlagwerk mit einer Hammermasse von ca. 19,6 kg und
einer Probenmasse von ca. 43 g ergibt sich somit eine relative Geschwindigkeitsminde-
rung von etwa 0,2 %. Eine „Kalibrierung“ der Aufschlaggeschwindigkeit der Finne
auf die effektive Anfangsgeschwindigkeit des Lasers (vL,0 in Abb. 45) ist damit physi-
kalisch nicht sinnvoll.
Die für die Lasermessung benötigte Reflexionsfolie wurde im Gegensatz zu den
Untersuchungen in [202] ohne weitere Unterstützung über den Kerb geklebt. Anhand
von Abb. 46 wird gezeigt, dass die Schwingungen im Geschwindigkeitsverlauf vL
unabhängig vom Vorhandensein eines Kerbes oder eines Risses sind. Die gemessenen
Vibrationen werden daher auf das Probenverhalten zurückgeführt. Diese Vibrationen
treten bei den Versuchen in unterschiedlicher Qualität auf und sind für v0 < 0,5 m/s
nicht von der Aufschlaggeschwindigkeit des Hammers abhängig. Diese Vibrationen
werden daher auf Setzungseffekte, bspw. durch unvermeidbare (sehr kleine) Spalte
zwischen Widerlager und Probe, zurückgeführt.
Die mittels Laser gemessene Geschwindigkeit vL ist bis zum Umkehrpunkt klei-
ner als v. Dadurch wird ein scheinbar ausgeprägtes inelastisches Verhalten für die
ungekerbte Probe (Abb. 47a) ermittelt, wenn die Verschiebung mit Hilfe der doppel-
ten Integration bestimmt wird. Der Kraft-Verschiebungs-Verlauf, der mittels Laser
bestimmt wurde, weist dagegen eine geringe Hysterese auf. Die bleibende Verschie-
bung war für alle elastischen Versuche kleiner als 50 μm. Diese Verhalten kann nicht
durch die verwendete Messtechnik erklärt werden. Die maximale Beschleunigung
betrug etwa 3 ⋅ 104 m/s2. Mit den verwendeten Filtereinstellungen ist erst oberhalb














E0 = 3 J Abb. 46: Schwingungen im Messsignal
werden nicht durch Vibrationen
der Reflexionsfolie hervorgerufen.
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einer Beschleunigung von etwa 1,96 ⋅ 105 m/s2 [256] mit Messfehlern bei der Verschie-
bung zu rechnen. Die bleibende Verschiebung wird daher mit sehr kleinen plastischen
Verformungen erklärt. Diese können an den Kontaktpunkten zwischen Auflagern und
Probe aufgrund der Hertzschen Pressung entstehen.
Bei der angerissenen Probe werden scheinbar größere elastische als auch plastische
Durchbiegungen ermittelt, wenn s mit Hilfe der doppelten Integration des Kraft-Zeit-
Verlaufs berechnet wird, vgl. Abb. 47. Eine Ursache für die größere Nachgiebigkeit
bei Anwendung der doppelten Integration ist die elastische Verformung der Finne
aufgrund des nachgiebigen Kontaktes (CF) zwischen Probe und Finne. Dies wird im
Feder-Masse-Modell in Abb. 48 verdeutlicht. Dieses Modell entspricht dem Feder-
Masse-Modell von Böhme [257]. Die Anwendbarkeit für den hier untersuchten Low-
Blow-Versuch wurde bereits in eigenen Untersuchungen [232] gezeigt.
Weiterhin kann es zu einer geringen plastischen Verformung am Kontakt zwischen
Finne und Probe kommen [155]. Die Verschiebung des Schwerpunktes der Hammer-
masse ist somit größer als die tatsächliche Verschiebung der Probe.
Die scheinbar große bleibende Durchbiegung soll ausgehend von energetischen
Betrachtungen diskutiert werden. Tab. 25 zeigt die Energiebeiträge, die anhand der
Maschinendaten und anhand der Kraft-Durchbiegungs-Verläufe in Abb. 47 ermittelt
wurden. Unabhängig von der Auswertemethode wird festgestellt, dass die bei der
Entlastung freiwerdende Energie (Wmax −Wt) kleiner als die kinetische Energie des
Hammers nach Ablösen von der Probe ist. Da aufgrund der geringen Auslöseenergie
und damit geringer Trägheitseffekte nur geringe Energieverluste zu erwarten sind,
muss es einen weiteren „Energiespeicher“ im Versuchsaufbau geben. Dieser wird
im einfachen Feder-Masse-Modell (Abb. 48) nicht betrachtet. Unabhängig von a0/W
gilt durch die Anwendung der doppelten Integration E0 =Wmax. Dies ist durch den




























Abb. 47: Kraft-Verschiebungs-Verlauf für (a) ungekerbte und (b) angerissene Probe
aus Abb. 45
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Abb. 48: Feder-Masse-System im Pendelschlagwerk mit Nachgiebigkeiten des Aufla-
gers, der Probe und des Hammers bzw. der Finne (CA, CPr, CF), sowie den
Massen der Probe und des Hammers (mPr, mH).
Tab. 25: Energiebeiträge (in J) für verschiedene Arten der Versuchsauswertung. Die
Beiträge sind in Abb. 19b veranschaulicht.
a0/W Auswertung E0 Eend E0 − Eend Wmax Wt Wmax −Wt
0 Dopp. Int. 2,51 1,83 0,68 (2,51) 1,65 0,860 Laser 1,56 0,30 1,26
0,54 Dopp. Int. 2,50 1,15 1,35 (2,50) 1,89 0,610,54 Laser 1,96 1,04 0,92
Integrationsansatz in Gl. 82 automatisch gegeben. Dagegen deutet die Lasermessung
für beide Risslängen darauf hin, dass die zur Verfügung stehenden Energie E0 nicht
vollständig in der Probe umgesetzt wird. Bei Anwendung der doppelten Integration
ist die verbrauchte Schlagenergie (E0 − Eend) deutlich kleiner als die scheinbar in der
Probe dissipierte Ende (Wt). Dies widerspricht dem im Schrifttum [161] gefundenen
Zusammenhang, dass E0 − Eend >Wt gilt. Für die laserbasierte Messung wird dagegen
ein physikalisch sinnvoller Zusammenhang erhalten.
Da sich Energiebeiträge und Impulsänderungen aus den gleichen Größen (m, v0,
vend, F(t)) berechnen lassen, gelten die Zusammenhänge in analoger Weise für die
Betrachtung der Impulsänderungen. Dennoch sollen die wesentlichen Impulsände-
rungen zum tieferen Verständnis diskutiert werden, siehe Tab. 26. Unabhängig vom
Vorhandensein eines Anrisses ist die tatsächliche Impulsänderung des Hammers
(p0 + pend) größer als die scheinbare Impulsänderung (Δp1 +Δp2). Zudem ist Δp1 < p0.
Dies bedeutet, dass die Differenz (p0 −Δp1) durch ein anderes, bisher nicht betrach-
Tab. 26: Impulsbeiträge (in Ns) für Kraft-Zeit-Verläufe in Abb. 45. Addition der Teilim-
pulse aufgrund Vorzeichenwechsel der Geschwindigkeit von Be- zu Entlas-
tung. Die Beiträge sind in Abb. 19a veranschaulicht.
a0/W p0 pend p0 + pend Δp1 (v0 → 0) Δp2 (0→ vE) Δp1 +Δp2
0 9,9 8,5 18,4 8,2 7,5 15,7
0,54 9,9 6,7 16,6 8,7 6,1 14,8
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tetes Element, aufgebracht werden muss. Ebenso wird bei der Rückwärtsbewegung
des Hammers nur ein Teil der Impulsänderung durch die Probe bereitgestellt. Der
Zeitpunkt des Hammerstillstandes wurde anhand des Lasersignals ermittelt. Die
Teilimpulse sind mit Hilfe der doppelten Integration nicht ermittelbar, da aufgrund
des Berechnungsansatzes p0 = Δp1 definiert ist.
Die Betrachtung der Energiebeiträge (Tab. 25) und der Impulsänderungen (Tab. 26)
führt zur Schlussfolgerung, dass das System aus Auflager, Probe und Hammer mit
Finne nicht nur mit Hilfe einer Reihenschaltung von Federn und nichtlinearen Ele-
menten (z. B. Reibelemente, Dämpfer) beschrieben werden kann. Vielmehr scheint
eine parallele Anordnung aus dem eigentlichen Laststrang und einer zusätzlichen
Feder sinnvoll.
Federelemente, die sich außerhalb des eigentlichen Laststrangs befinden aber den-
noch den Kraft-Zeit-Verlauf beeinflussen, wurden bereits im Schrifttum angedeutet.
Nach Kobayashi u. a. [162] treten beim Auftreffen der Finne auf die Probe Biegeschwin-
gungen im Hammerarm auf. Ebenso diskutieren Winkler u. a. [157] Schwingungen
der Hammermassen, da diese neben der Lastangriffslinie angebracht sind und somit
aufgrund ihrer Trägheit ebenso Biegeschwingungen erzeugen können. Für beide Un-
tersuchungen wurde ein C-förmiger Hammer angewendet. Bei dieser Hammerform
befinden sich die beiden Hammermassen ober- und unterhalb der Finne. Für die
vorliegende Arbeit wurde dagegen ein Hammer genutzt, der einem umgekehrten U
ähnelt. Die Hammermassen sind links und rechts neben der Finne angeordnet. Beiden
Hammergeometrien ist jedoch gemeinsam, dass sich die Schwerpunkte der beiden
Massen in einem bestimmten Abstand zur Finnenspitze befinden. Somit ist der Effekt
der Biegeschwingungen in beiden Fällen vorhanden.
Ein mögliches rheologisches Modell ist in Abb. 49 dargestellt. Mit Hilfe dieser
Modellvorstellung soll zum einen der Unterschied zwischen der effektiv auf den
Hammer wirkenden Kraft (F) und der auf die Probe wirkenden Kraft (F1) untersucht
werden. Zum anderen soll die Speicherung elastischer Energie in der parallel ge-
schalteten Feder (Nachgiebigkeit C2) analysiert werden. Um ein Probenverhalten mit
Abb. 49: Rheologisches Modell zur Beschreibung des Energie-
umsatzes im Pendelschlagwerk.
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bleibender Durchbiegung ab einer Mindestkraft F0 und einer Verfestigung (Exponent
n) abzubilden, wurde ein Reibelement mit folgender Charakteristik eingefügt:
s(F) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 für F < F0
A(F − F0)n für F ≥ F0 (132)
Die Summe aus Maschinen- und Probennachgiebigkeit (CA + CF + CPr) wurde nur
implizit über die Nachgiebigkeit C1 berücksichtigt. Die Verschiebung ist in beiden
Ästen gleich groß. Daher gilt:
F1C1 +max (0; A(F1 − F0)n) = F2C2 (133)
F = F1 + F2 (134)
Es ist nicht Ziel dieses Modells, den kompletten Low-Blow-Versuch am realen Werk-
stoff zu beschreiben. Insbesondere wird die Schädigung der Probe und damit die
Erhöhung von C1 nicht berücksichtigt. Ebenso bleiben Trägheitsschwingungen der
Probe im hier vorgestellten Modell unbeachtet. In [232] wurde anhand eines Low-
Blow-Versuchs mit v0 = 0,55 m/s gezeigt, dass diese Schwingungen nur von geringer
Bedeutung für das Kraft-Zeit-Signal sind. Daher sollen wesentliche Eigenarten der
Low-Blow-Versuchsführung diskutiert werden.
Abb. 50a zeigt den zeitlichen Verlauf von F, F1 sowie v für drei verschiedene Ver-
hältnisse C2/C1. Die Parameter der Simulation wurden so gewählt, dass ein Vergleich
mit den experimentell gemessenen Größen möglich ist, vgl. Abb. 45. In Abb. 50b sind
die zugehörigen Kraft-Verschiebungs-Verläufe dargestellt. Für den Fall C2 = ∞ (Feder
nicht vorhanden), wird der Effekt des Reibelements sichtbar. Aufgrund des nichtli-
nearen Kurvenverlaufs für F > F0 in Abb. 50b (plastische Verformung) wird ein nicht
ideal sinusförmiger Kraft-Zeit-Verlauf bis zum Punkt v = 0 ermittelt. Danach liegt
wiederum ideales Verhalten vor, da hier nur die Feder durch die Rückwärtsbewegung
des Hammers entlastet wird.
Die beiden anderen betrachteten Fälle zeichnen sich dadurch aus, dass F größer
ist als F1. Der angesprochene nicht ideal sinusförmige Kraft-Zeit-Verlauf wird durch
eine Verkleinerung von C2/C1 verstärkt. Aufgrund der bleibenden Verformung des
Reibelements liegt zum Zeitpunkt der vollständigen Probenentlastung (F1 = 0) eine ge-
ringe Kraft F > 0 (= F2) vor. Somit ist die parallel geschaltete Feder noch gespannt. Die
zu diesem Zeitpunkt gespeicherte Energie steht somit nicht mehr zur Beschleunigung
des Hammers zur Verfügung. Weiterhin ist ersichtlich, dass die dissipierte Energie bei
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Abb. 50: Simulierter Energieumsatz während eines Kerbschlagbiegeversuchs anhand
des Modells in Abb. 49 mit folgenden Parametern: v0 = 0,5 m/s, m = 19,62 kg,
C1 = 0,05 mm/kN, A = 10−3, F0 = 6,5 kN, n = 3,7. (a) Zeitlicher Verlauf von
Kraft und Geschwindigkeit, (b) Kraft-Verschiebungsverlauf.
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Abb. 51: Berechnete Geschwindigkeit und Verschiebung für simulierten Verlauf F1(t)
unter Anwendung der statischen und dynamischen Kalibrierung.
Betrachtung des F-s-Verlaufs deutlich größer ist, als bei Analyse des F1-s-Verlaufs. Mit
abnehmendem Verhältnis C2/C1 wird dieser Effekt verstärkt.
Es wird angenommen, dass mit Hilfe der instrumentierten Finne nur die Kraft F1
(im eigentlichen Laststrang) gemessen werden kann. Tatsächlich wirkt aber F auf
die Hammermasse. Diese Kraft ist damit für die Verzögerung der Hammer bzw.
Finnengeschwindigkeit verantwortlich. Somit muss ∫ Fdt größer als ∫ F1dt sein.
Im realen Versuch ist die Messung von F2 praktisch unmöglich. Daher wird im
Folgenden nur die Kraft F1 betrachtet. Um dennoch Aussagen zur effektiv auf den
Hammer wirkenden Kraft F treffen zu können, wird die dynamische Kalibrierung
auf Basis des Impulserhaltungssatzes (Gl. 39) durchgeführt. Hierfür wird analog zum
Experiment die simulierte Kraft F1 genutzt. Abb. 51 zeigt anhand des simulierten
F1-t-Verlaufs für C2/C1 = 500 die Wirkung der dynamischen Kalibrierung. Durch
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doppelte Integration der Kraft F1 erhält man relativ große Geschwindigkeiten (v(F1))
und folglich große Verschiebungen. Somit erhält man v(F1) > 0 am Umkehrpunkt.
Dieses Verhalten wurde auch im realen Versuch beobachtet, vgl. Abb. 45. Nach An-
wendung der dynamischen Kalibrierung nach Gl. 39 (hier: CDyn,I = 1,13) erhält man
für einen Geschwindigkeitsverlauf, der praktisch dem simulierten Verlauf entspricht
(v(F1CDyn,I) ≈ v in Abb. 51a).
Tab. 27 zeigt die Energiebeträge, die aus den Kraft-Verschiebungs-Verläufen in
Abb. 51b resultieren. Anhand von Wmax in den ersten beiden Zeilen dieser Tabelle
zeigt sich, wie bereits oben angesprochen, dass nur ein Teil des Energieumsatzes im
eigentlichen Laststrang erfolgt. Dies ist der für die weitere bruchmechanische Betrach-
tung interessante Teil (Zeile 2). Die Anwendung der statischen Kalibrierung (F1) und
der daraus abgeleiteten Verschiebung führt zu einer Überschätzung sowohl von Wmax
als auch Wt (Zeile 3). Ebenso führt die Verwendung der dynamisch kalibrierten Kraft
(F1CDyn,I) zu einer Überschätzung der umgesetzten Energie bis zur maximalen Durch-
biegung (Zeile 4). Wenn dagegen die dynamisch kalibrierte Kraft nur zur Bestimmung
der Verschiebung genutzt wird, als zugehörige Kraft aber die statisch kalibrierte Kraft
verwendet wird (Zeile 5), wird ein geringe Unterschätzung von etwa 1 % für Wmax
ermittelt.
Somit ist die dynamische Kalibrierung der Kraft zur Berechnung der Durchbiegung
notwendig. Dies wurde aus den experimentellen Messergebnissen und durch die
theoretische Analyse mit Hilfe des Modells in Abb. 49 ersichtlich. Wenn dagegen eine
direkte Messung der Durchbiegung mittels Laser erfolgt, erfolgt keine dynamische
Kalibrierung.
Wenn keine laserbasierte Geschwindigkeitsmessung zur Verfügung steht, wird
CDyn,I nach Gl. 39 anhand des F(t)-Verlaufs und der Kenntnis von v0 und vend be-
stimmt. Der so berechnete Kalibrierfaktor soll mit dem (auf dem tatsächlichen Versuch
Tab. 27: Energiebeiträge (in J) für simulierte Kraft-Verschiebungs-Kurven in Abb. 51.
E0 = 2,45 J, Eend = 1,96 J, E0 − Eend = 0,49 J.
Auswertung Wmax Wt Wmax −Wt
F, s 2,46 0,50 1,96
F1, s 2,23 0,50 1,73
F1, s(F1) 2,45 1,25 1,20
F1CDyn,I, s(F1CDyn,I) 2,45 0,49 1,96
F1, s(F1CDyn,I) 2,20 0,44 1,76
105
5 Ergebnisse und Diskussion
basierenden) Kalibrierfaktor CDyn,L verglichen werden (Gl. 85). Dazu ist die Messung
des Umkehrpunktes (vL = 0) mittels Laser notwendig. Aus Abb. 52 ist ersichtlich,
dass nur geringe Unterschiede zwischen CDyn,L und CDyn,I bestehen. Weiterhin hat die
relative Anfangsrisslänge a0/W und damit die Probennachgiebigkeit im untersuchten
Bereich keinen signifikanten Einfluss auf CDyn,L und CDyn,I.
















Abb. 52: Vergleich der dynamischen Ka-
librierfaktoren CDyn,L und CDyn,I
für unterschiedliche Verhältnisse
a0/W.
Die anhand des tatsächlichen Versuchs ermittelte dynamische Kalibrierung CDyn,L
ist im Mittel etwas größer als CDyn,I. Diese Beobachtung wird durch die nicht vollstän-
dige Rückführung der elastisch gespeicherten Energie aus der parallel geschalteten
Feder erklärt, vgl. Abb. 51. Insbesondere ist diese Feder nicht vollständig entlastet,
wenn die Probe entlastet ist, vgl. Abb. 50a. Ursache ist die plastische Verformung im
eigentlichen Laststrang.
Der Umkehrpunkt (v = 0) kann im eingesetzten Pendelschlagwerk nur mittels Laser
bestimmt werden. Zwar verfügt das Pendelschlagwerk über einen Drehwinkelgeber.
Jedoch ist dessen Auflösung mit 0,1○ (entspricht Δs = 1,4 mm) für eine Verschiebungs-
messung während des Probenkontaktes zu grob.
Die Bestimmung der verbrauchten Schlagenergie (KV = E0 − Eend) und im wei-
teren Verlauf der dynamischen Kalibrierung (CDyn,I, CDyn,L) setzt die Bestimmung
der Aufschlag- und Ablösegeschwindigkeit voraus. Diese können aus den Fall- und
Steigwinkeln α bzw. β bestimmt werden. Diese Winkel können im genutzten Pen-
delschlagwerk mit einer Genauigkeit von 0,1○ bestimmt werden. Abb. 53 zeigt die
zu erwartenden Fehler für v0 und vend sowie die Energiebeträge E0 und Eend. Es ist
ersichtlich, dass die Unsicherheit bei der Winkelmessung insbesondere bei kleinen
Winkeln α und β zu relativ großen Fehlern bei den berechneten Geschwindigkeiten
und Energien führt. Dieser Fakt wirkt sich wiederum auf den Fehler bei der Berech-
nung von KV aus. Für einen typischen Versuch mit α = 11,3 ○ und β = 7 ○ (KV = 1,88 J)
ergibt sich ein maximaler Fehler von etwa 5 % für KV. Dieser setzt sich aus den relati-
ven Fehler von 1,8 % und 2,9 % für E0 bzw. Eend zusammen. Analog dazu folgt aus
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Abb. 53: Fehler bei der Bestimmung der
Geschwindigkeiten und Energien
infolge diskreter Winkelmessung.
der Unsicherheit bei der Messung von α und β eine Unsicherheit für CDyn,I von etwa
2 %. Somit trägt die diskrete Winkelmessung zur Unsicherheit bei der Bestimmung
von CDyn,I bei, vgl. Abb. 52.
Die angesprochene diskrete Winkelmessung bewirkt, dass die Geschwindigkeit des
Hammers vom Loslassen bis zum Aufschlag auf die Probe nicht als kontinuierlich
zunehmend berechnet wird. Daher wurde die Geschwindigkeitsentwicklung kurz vor
dem Aufschlag auf die Probe mit Hilfe eines Polynoms zweiten Grades bestimmt. Über
den bekannten Aufschlagzeitpunkt konnte dann v0 ermittelt werden. Analog erfolgte
dies bei der Ermittlung der Ablösegeschwindigkeit vend. Diese Vorgehensweise stellt
effektiv eine Interpolation dar. Es wird angenommen, dass hierbei der Fehler bei der
Bestimmung von v0 um etwa die Hälfte reduziert wurde. Da die Winkelmessung des
Pendelschlagwerks kurz nach Ablösen der Finne von der Probe nicht zuverlässig für
eine Bestimmung von vend geeignet war, wurde keine Verbesserung der Genauigkeit
von vend erreicht. Es zeigt sich wiederum, dass die dynamische Kalibrierung mit
CDyn,L aufgrund der nicht notwendigen Bestimmung von vend sinnvoller ist.
Die gemessene Steifigkeit ist kurz nach dem Umkehrpunkt relativ hoch. Dieses Phä-
nomen wurde ebenso in [157] für ungekerbte Probe, die keine bleibende Durchbiegung
aufwiesen, beobachtet und mit Reibung an den Auflagern begründet.
Im beschriebenen Modell wird eine kraftunabhängige Federsteifigkeit C2 angenom-
men. Die ungekerbte Probe in Abb. 47a zeigt für F ≥ 8 kN eine höhere Steifigkeit.
Dies deutet auf eine progressive Federcharakteristik hin. Dieser Effekt wurde nur bei
ungekerbten Proben beobachtet und spielte daher für die spätere Bestimmung des
J-Integrals keine Rolle.
Die im Belastungssystem gespeicherte aber nicht für die Probendurchbiegung zur
Verfügung stehende Energie soll analysiert werden. Abb. 54a zeigt für den Geschwin-
digkeitsverlauf der Finne (grau) und der beiden Messpunkte auf der Hammermasse
(grün und blau) einen gemeinsamen Schnittpunkt für v = 0. Dieser Schnittpunkt
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entspricht dem Umkehrpunkt des Hammers und beim hier dargestellten rein elas-
tischen Versuch an einer ungekerbten Probe dem Kraftmaximum. Dagegen reagiert
der Pendelarm (rot) stark zeitverzögert auf den Probenaufschlag. Auch nach der
beginnenden Probenentlastung wird der Pendelarm weiter elastisch durchgebogen.
Nach dem Ablösen des Hammers von der Probe (t > tE) ist somit noch relativ viel
Energie im Pendelarm gespeichert. Dies äußert sich in Resonanzschwingungen mit
relativ großer Amplitude, vgl. Abb. 54b. Die Hammermasse schwingt dagegen nach
Ablösen mit deutlich kleinerer Amplitude. Die Finne zeigt die betragsmäßig kleinsten
Schwingungen.
Die Resonanzschwingungen nach dem Ablösen werden in Abb. 54c hinsichtlich
ihres Frequenzspektrums analysiert. Es ist ersichtlich, dass die Resonanzschwingun-
gen an allen Messpunkten mit der gleichen Frequenz (300 Hz) vorliegen. Zudem wird
die Resonanzfrequenz von etwa 90 Hz an den von der Finne entfernten Messpunk-























































































































Abb. 54: Analyse der Geschwindigkeiten des Pendelarms und des Hammers während
des Versuchs (a) und nach dem Versuch (b) mit einer ungekerbten Probe.
Spektrum von Kraft und Geschwindigkeiten für t > tE, Frequenzauflösung
15 Hz, A: Amplitude. d) Amplituden F̂, v̂ der Schwingungen in Abhängigkeit
von der Schlagenergie, E0 − Eend wurde um die im zugehörigen Leerversuch
verbrauchte Schlagenergie korrigiert.
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ten ermittelt. Zwischen dem Messpunkt an der Finne und bei „Masse oben“ (vgl.
Abb. 20a) tritt keine Phasenverschiebung auf. Dagegen wird eine Phasenverschiebung
von einer halben Periode zu den Geschwindigkeiten der weiter entfernten Messpunk-
ten beobachtet. Der Hammer ist somit nicht als Massepunkt zu betrachten. Vielmehr
werden der massebehaftete Pendelarm und die beiden Metallstücke des Hammers
aufgrund ihres Abstandes zum gedachten Massenmittelpunkt beim Aufschlag zu
Schwingungen um diesen Massenmittelpunkt angeregt.
Die Resonanz der Kraftmessung der Finne bei etwa 10 kHz wird auf elastische Ver-
formungen innerhalb der Finne zurückgeführt. Eine Wechselwirkung mit der Probe
ist ausgeschlossen, da sich zum einen die Probe schon abgelöst hat. Zum anderen
wäre eine Länge von etwa 250 mm für eine mehrfache Reflexion einer elastische Welle
notwendig. Weiterhin sind die Resonanzschwingungen an den anderen Messpunk-
ten nicht nachweisbar. Die Resonanzschwingungen werden daher mit Biegeschwin-
gungen innerhalb der Finne erklärt. Diese können durch einen nicht idealen Stoß
hervorgerufen werden.
Die Amplituden der Resonanzschwingungen sind für verschiedene Schlagenergien
in Abb. 54d dargestellt. Die Amplituden sind jeweils für beide Resonanzfrequenzen
(92 und 300 Hz) durch gefüllte bzw. offene Symbole dargestellt. Die Amplituden
steigen dabei mit zunehmender Schlagenergie für alle Messstellen. Dies gilt ebenso
für die verbrauchte Schlagenergie (E0 − Eend) bei den hier dargestellten elastischen
Versuchen. Es wird daher angenommen, dass die in den einzelnen Komponenten des
Pendelarms und des Hammers in Form von Schwingungen gespeicherte Energie die
verbrauchte Schlagenergie maßgeblich bestimmt. Weiterhin wird angenommen, dass
sich die Energie durch die Geschwindigkeitsamplitude einer schwingenden Masse
beschreiben lässt:
E0 − Eend = mHammer2 (v2unten,92 + v2unten,300 + v2oben,92 + v2unten,300)+ mPendel
2
(v2Pendel,92 + v2Pendel,300) (135)
Die Schwingungen der Finne bleiben hier aufgrund ihrer geringen Schwingungsampli-
tude unberücksichtigt. Die Geschwindigkeitsamplituden sind für jede Schlagenergie
bekannt (vgl. Abb. 54d), sodass sich die beiden fiktiven Massen mHammer und mPendel
durch Optimierung bestimmt werden können. Für mHammer und mPendel erhält man
19,5 kg bzw. 44,1 kg. Damit entspricht die an den Messpunkten „Masse oben“ und
„Masse unten“ effektiv schwingende Masse in guter Näherung der Hammermasse
des PSW (19,62 kg). Die zweite schwingende Masse, mPendel, ist dagegen deutlich
109
5 Ergebnisse und Diskussion
größer als die geschätzte Masse des Pendelarms2 von deutlich weniger als 10 kg. Die
scheinbar große effektiv schwingende Masse wird daher mit zwei Umständen erklärt:
Nicht nur der Pendelarm, sondern auch der Maschinenrahmen schwingt nach dem
Versuch. Die Schwingungen des Maschinenrahmens sind in Abb. 55a dargestellt. Diese
Schwingungen sind betragsmäßig viel kleiner als die Schwingungen des Pendelarms,
Abb. 55b. Weitere Formen der Energiedissipation sind z. B. geringe plastische Ver-
formungen am der Kontaktstelle zwischen Finne und Probe infolge der Hertzschen
Pressung.






































Abb. 55: Schwingungen des Maschinenrahmens während und nach der Beanspru-
chung der ungekerbten Probe: (a) zeitlicher Verlauf, (b) Spektrum. E0 = 3 J.
Die Schwingungen der Probe nach dem Ablösen vom Auflager können mit der
erzeugten Risslänge (aend) korreliert werden [232]. Abb. 56a zeigt typische Schwingun-
gen der Probe nach vollständige Entlastung. Der Mittelwert von vL ist negativ. Somit
2 ca. 15,4 kg/m bei Vollmaterial mit d = 50 mm.
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b
Abb. 56: (a) Mittels Laser gemessene Schwingungen der Probe nach Ablösen von
Auflager und Finne. (b) Zugehöriges Frequenzspektrum mit Resonanzfre-
quenzen.
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entfernt sich die Probe vom Auflager. Neben der oben angesprochenen gespeicherten
Energie ist, somit auch ein geringer Energiebetrag in der Probe selbst gespeichert. Das
zugehörige Spektrum ist in Abb. 56b dargestellt. Die Resonanzfrequenz f1 ist deutlich
zu erkennen. Zusätzlich ist die zweite Resonanzfrequenz ( f2 = 2 f1) ersichtlich. Diese
Eigenschwingungen werden auf Biegeschwingungen zurückgeführt. Da die Resonanz-
frequenz von der Nachgiebigkeit der Probe abhängig ist, ergibt sich eine Beziehung
zwischen f1 und der Risslänge nach dem Versuch, vgl. Abb. 57. Der Zusammenhang
wird mit hoher Genauigkeit durch die risslängenabhängige Resonanzfrequenz nach
Nash [184] bzw. Kishimoto u. a. [185] (Gl. 40) beschrieben. Geringe Abweichungen
ergeben sich durch andere Kontaktbedingungen.




















Abb. 57: Resonanzfrequenz f1 in Abhän-
gigkeit von der relativen Risslän-
ge nach dem Versuch aend/W. f0
entspricht der Eigenfrequenz des
ungekerbten Biegebalkens.
Somit ist es möglich, die durch den Low-Blow-Versuch erzielte Risslänge anhand
der Resonanzfrequenz abzuschätzen. Damit kann α bzw. v0 für die weiteren Versuche
sicherer gewählt werden.
Anhand der oben ermittelten Zusammenhänge werden die daraus abgeleiteten
Berechnungen zusammenfassend in Tab. 28 dargestellt. Es ist ersichtlich, dass die
Verwendung der Lasermesstechnik die Berechnungen vereinfacht und gleichzeitig die
Fehleranfälligkeit reduziert wird. Zudem wird die Aussagekraft des instrumentierten
Kerbschlagbiegeversuchs bei der Low-Blow-Versuchsführung durch die mögliche
Charakterisierung von Resonanzschwingungen erweitert.
5.3.1.2 Bestimmung des J-Integrals
Das J-Integral wird aus der dissipierten Energie bis zum Punkt der maximalen Durch-
biegung bestimmt (Gl. 86). Die mit den unterschiedlichen Methoden bestimmten Werte
des J-Integrals sind in Tab. 29 exemplarisch für zwei Proben mit unterschiedlichen
dynamischen Kalibrierungen gegenübergestellt. Die Berechnung auf Basis der Ver-
schiebung sL ergibt die niedrigsten Werte von Jd. Die Anwendung der Lasermesstech-
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Tab. 28: Schema zur Berechnung der umgesetzten Energie und zur Messung der Reso-
nanzschwingungen aus den je nach betrachtetem Zeitraum und verwendeter
Messtechnik erhaltenen Messgrößen.
Zeitraum 0 < t ≤ tend t > tend
Messtechnik Ohne Laser Mit Laser Ohne Laser Mit Laser
Messgrößen F1 F1, vL, sL – vL, sL
Kraft F1 F1 – –
Verschiebung Dopp. Int. (F1 ⋅CDyn,I) sL – sL
Energie ∫ F1ds ∫ F1dsL – –
Resonanz τ aus F1 τ aus F1 – f1 aus vL
nik führt somit zu konservativen Werten. Für den Fall, dass die Lasermessung nicht
möglich ist, stellt die dynamische Kalibrierung mit Hilfe des Impulserhaltungssatzes
eine gute Alternative dar. Weiterhin lässt der Berechnungsansatz für den Impulserhal-
tungssatz eine direkte Berechnung ohne Iterationsschritte zu.
Tab. 29: Auswirkung der dynamischen Kalibrierung auf die Bestimmung des J-
Integrals. Oben: a0/W = 0,54, Δa = 0,23 mm, E0 = 2,5 J;
Unten: a0/W = 0,55, Δa = 0,47 mm, E0 = 3,0 J
Verschiebung K / MPa
√
m Jpl / N mm−1 Jd / N mm−1
s 86 64 96
s(CDyn,I) 90 44 79
s(CDyn,L) 90 42 77
sL 90 38 73
s 97 95 127
s(CDyn,I) 87 82 116
s(CDyn,L) 87 84 117
sL 87 76 110
5.3.1.3 Besonderheiten bei tiefen Temperaturen
Versuche mit angerissenen Proben bei T = −40 °C in Abb. 58 zeigen zu bestimmten
Zeiten eine schlagartige Änderung des vL(t)-Verlaufs. Zu diesem Zeitpunkt wird
nicht zwangsweise ein Kraftabfall beobachtet. In Abb. 58a beträgt dieser Kraftabfall
etwa 15 N (ca. 0,2 % der Kraft). Dagegen ist dieser Effekt in Abb. 58b nicht zu be-
obachten. Versuche mit gleichzeitiger Ermittlung des Spannungsfeldes in der Nähe
der Rissspitze (Abb. 58c) zeigen ebenso eine Änderung des Verlaufes. Der Vergleich
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Abb. 58: Detektion der Rissinitiierung anhand des vL-Signals. a) Stabile Rissausbrei-
tung; b) begrenzt instabile Rissausbreitung (Pop-in) bewirkt starke Oszillatio-
nen des vL-Signal; c) Zeitliche Übereinstimmung zwischen charakteristischer
Änderung des DMS-Signals und vL.
zwischen rechnerisch zu diesen Zeitpunkten vorhandenem δ und an der Bruchfläche
bestimmten SZH führt zum Schluss, dass der kurzzeitige Anstieg von vL mit der
stabilen Rissinitiierung in Verbindung steht. Analog zu [200] bewirkt eine geringe Er-
höhung der Nachgiebigkeit der Probe einen Geschwindigkeitszuwachs. Dieser Effekt
überlagert sich wiederum mit der prinzipbedingten Geschwindigkeitsabnahme durch
die Low-Blow-Versuchsführung.
In Abb. 58b sind zwei Pop-ins zu erkennen. Diese bewirken einen deutlichen Kraft-
abfall in Kombination mit ausgeprägten Schwingungen des vL-Signals. Nach dem
Rissauffang wird sowohl beim Kraft- als auch bei Geschwindigkeitssignal ein Abklin-
gen der Schwingungsamplitude beobachtet.
Insbesondere nach Versuchen bei tiefen Temperaturen wurde festgestellt, dass die
Reflexionsfolie spröde gerissen ist. Dieser Effekt wird nicht als Ursache für den ge-
nannten Effekte gesehen. Der Riss der Folie hätte eine deutliche Verschlechterung der
Signalqualität zur Folge. Einige Zeit nach der Rissinitierung wurde die ursprüngliche
Signalqualität wieder erreicht, vgl. Abb. 58a. Auch nach den Pop-ins in Abb. 58b, die
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aufgrund der größeren Rissausbreitung eine stärkere Kerböffnung zur Folge haben,
ist das Geschwindigkeitssignal nur geringfügig mit Schwingungen überlagert.
Die Abb. 58a und c zeigen, dass Störungen des Lasersignals kurz nach Versuchs-
beginn auftreten können. Diese wurden nur im Bereich der elastischen Probenbe-
anspruchung beobachtet. Erklärt werden diese Störungen mit Resten des flüssigen
Kühlmediums (Ethanol) bzw. beginnender Kondensation von Luftfeuchtigkeit. Trotz
dieser Beeinträchtigung ist die Signalstärke des reflektierten Laserlichts ausreichend
hoch. Aufgrund der Korrosionsneigung des vorliegenden Stahles wurde keine ausrei-
chende Signalqualität bei Reflexion des Laserlichts im Kerbgrund erzielt.
Versuche, bei denen die beschriebenen Charakteristika des vL-Signals aufgetreten
sind, wurden hinsichtlich der Rissinitiierung ausgewertet. Die Ergebnisse werden
unter Berücksichtigung der mit Hilfe anderer Methoden ermittelten Werte von Jdi in
Abschnitt 5.4.2 diskutiert.
5.3.2 Hochdynamische Vier-Punkt-Biegung
5.3.2.1 Einfluss der Impulsformung auf den Eingangsimpuls
Abb. 59 zeigt den zeitlichen Verlauf des Eingangsimpulses für ein 500 mm (a) und
300 mm (b) langes Projektil und verschiedene Impulsformer (IF). Ein dickerer IF be-
wirkt zum einen die Verlängerung der Anstiegszeit. Zum anderen verlängert sich,
aufgrund des Impulserhaltungssatzes, die Gesamtdauer des Eingangsimpulses. Die
Länge eines theoretischen rechteckigen Eingangsimpulses (doppelte Projektillänge,
vgl. Anhang F.5) Δttheor ist zum Vergleich eingezeichnet. Zudem werden hochfrequen-
te Schwingungen, die zu Dispersionseffekten führen, gedämpft. Die Plateaustauchung
εI,max wird dagegen nicht durch die Anwendung eines IF beeinflusst. Geringe Unter-





































300 mm; 7,4 m/s
 ttheor
b
Abb. 59: Eingangsimpulse εI in Abhängigkeit vom Impulsformer, von der Projektillän-
ge und -geschwindigkeit.
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schiede in εI,max sind in den leicht unterschiedlichen Aufschlaggeschwindigkeiten des
Projektils begründet (hier: v0 ≈ 9,7–9,8 m/s). Bei geringen Projektilgeschwindigkeiten
in Kombination mit einer kurzen Projektillänge wird ein Dreiecksimpuls erzeugt.
Somit kann εI,max geringer sein, als die eigentlich mögliche Plateaustauchung.
Die Anstiegszeit kann aus der Dicke des IF und der Aufschlaggeschwindigkeit
abgeschätzt werden: tRise ≈ HIF/v0. Auch ohne IF wird eine geringe Anstiegszeit von
etwa 15–18 μm ermittelt. Dies wird neben der geringen Tiefpassfilterwirkung der
Messtechnik vor allem durch den nicht ideal planen Aufschlag des Projektils auf den
Eingangsstab (dünner Fettfilm) und die Wellendispersion zwischen Aufschlagstelle
und Messstelle erklärt. Ein nicht ideal planer Aufschlag kann auch aktiv zur Impuls-
formung genutzt werden, z. B. durch Nutzung von abgerundeten Projektilen [258].
Weiterhin befindet sich an der Aufschlagstelle des Projektils eine Stauchplatte, die
den Eingangsstab schützt. Eingangsstab und Stauchplatte sind ebenso durch einen
dünnen Fettfilm verbunden. Dieser wirkt als zusätzlicher Dämpfer. Die Stauchplatte
aus AA7075 ist insbesondere bei der Verwendung von Cu-Impulsformern notwen-
dig, da durch die hohen Umformgrade des Impulsformers auch (lokal) hohe Span-
nungen entstehen, die lokale plastische Verformungen in der Stauchplatte erzeugen.
Durch Austausch der Stauchplatte wird eine schnelle Wiederherstellung einer planen
Grenzfläche ermöglicht. Insbesondere bei Druckversuchen mit dem SHPB ist diese
Verfahrensweise etabliert [47].
Zur weiteren Analyse des Eingangsimpulses ist das Frequenzspektrum des Ein-
gangsimpulses für ein 500 mm langes Projektil für verschiedene Impulsformer in
Abb. 60 dargestellt. Die dämpfende Wirkung der Impulsformer zeigt sich in der
Abnahme der oberen Grenzfrequenz ( f−6 dB). Eine zunehmende IF-Höhe (Abb. 60a)
bewirkt eine Abnahme von f−6 dB. Zudem werden höherfrequente Schwingungen stär-
ker gedämpft. Dies ist von besonderer Bedeutung für die möglichst geringe Anregung
von Resonanzschwingungen der Probe. Der Bereich der Resonanzfrequenzen nach
Gl. 44a für typische Probengeometrien (B =W = 10 mm, L = 55 mm, a/W = 0,45–0,55)
ist durch den schraffierten Bereich dargestellt. Es zeigt sich, dass insbesondere der
Cu-IF mit D = 5 mm und H = 0,5 mm auch Schwingungsanteile mit f > f1,Probe stark
dämpft (−11 dB bei f = 11,7 kHz gegenüber dem ungeformten Impuls). Dagegen ist
die dämpfende Wirkung eines Sn-IF deutlich geringer. Die obere Grenzfrequenz wird
relativ wenig abgesenkt. Zudem werden auch höherfrequente Anteil in geringerem
Maße gedämpft. Weiterhin zeigt sich, dass die Vergrößerung des Durchmessers nur
einen relativ geringen Einfluss auf die Dämpfungswirkung besitzt. Eine geringere
Aufschlaggeschwindigkeit des Projektils bewirkt ebenso eine geringere Grenzfrequenz
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Abb. 60: Frequenzspektren für verschiedene Impulsformer (Durchmesser x Dicke): (a)
Cu-IF, (b) Sn-IF. Der ungeformte Impuls ist in beiden Diagrammen gleich
(v0 = 9,7 m/s). Die Amplitude wurde jeweils auf die höchste Amplitude
normiert (Anorm/dB = 20 lg A/Amax).
(Abb. 60c). Insbesondere Schwingungsanteile im Bereich der Eigenfrequenz der Probe
werden praktisch vollständig unterdrückt. Eine geringe Änderung der Projektilge-
schwindigkeit um etwa 0,2 m/s kann in Hinsicht auf das Spektrum vernachlässigt
werden.
Die Auswirkung der Schwingungen mit f > f−6 dB soll anhand der Energie der
einzelnen Schwingungen des Spektrums diskutiert werden. Abb. 61 zeigt die auf
die Gesamtenergie normierte kumulierte Energie des Spektrums für ausgewählte
Impulsformer.
Enorm( f ) = ∫ f0 A( f ′)2 d f ′∫ fNy0 A( f ′)2 d f ′ (136)
Hierbei ist A die Amplitude und fNy die Nyquist-Frequenz, die der halben Abtast-
rate (hier fNy = 10 MHz) entspricht. Aufgrund der Dämpfung der hochfrequenten
Schwingungen durch den Impulsformer wird ein höherer Energieanteil bereits durch
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Abb. 61: Normierte Energie nach Gl. 136 für IF aus Cu (a) und Sn (b).
niedrige Frequenzen übertragen. Für den Cu-IF mit D = 5 mm und H = 0,5 mm werden
etwa 99,7 % der Energie des Eingangsimpulses durch Frequenzen übertragen, die
kleiner sind als die Resonanzfrequenz der Probe. Dagegen sind dies beim ungeformten
Eingangsimpuls nur etwa 97,7 %.
5.3.2.2 Analyse des reflektierten und transmittierten Impulses
Die Wirkung der unterschiedlichen Eingangsimpulse auf ungekerbte bzw. angerissene
Charpy-Proben soll anhand des zeitlichen Verlaufs des reflektierten und transmit-
tierten Signals, sowie anhand des Kraftgleichgewichts analysiert werden. Abb. 62
zeigt die zeitlichen Verläufe von εI (DMS und Laser), εR und εT. Die Messstelle des
Lasers befindet sich zwischen der Aufschlagstelle des Projektils und der Messstelle des
DMS auf dem Eingangsstab, vgl. Abb. 21. Somit wird der Eingangsimpuls durch die
Lasermessung früher registriert als durch die DMS (Pfeil 1 in Abb. 62). Der Abstand


















































Abb. 62: Zeitlicher Verlauf von εI (DMS und Laser), εR, εT mit und ohne Verwendung
eines IF (Cu, D = 5 mm, H = 0,5 mm). Ungekerbte Biegeproben.
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zwischen der Messstelle des Lasers und der des DMS beträgt etwa 275 mm. Dadurch
entsteht ein zeitlicher Versatz von etwa 54 μs, der berechnet wird mit:
tVersatz = zLaser − zDMScB (137)
Ohne IF wird eine deutliche Trennung zwischen Eingangsimpuls und reflektiertem
Impuls erreicht (Pfeil 2 in Abb. 62a). Dagegen bewirkt die bereits angesprochene
Verlängerung des Eingangsimpulses eine Überlagerung mit dem reflektierten Impuls
im Fall der DMS-Messung, vgl. Pfeil 2 in Abb. 62b. Dieser Effekt wurde bereits in
[241] beobachtet. Mit Hilfe der laserbasierten Messung wird aufgrund des größeren
Abstandes zwischen dessen Messstelle und der Grenzfläche Eingangsstab (ES)/Probe
eine Trennung erreicht. Somit ist der für die Bestimmung des Kraftgleichgewichts
wichtige Beginn des reflektierten Signals auch mit der vorliegenden Stablänge von
1500 mm auflösbar.
Der mittels Laser gemessene reflektierte Impuls weist z. T. prinzipbedingte Störun-
gen auf [256]. Diese können z. B. durch Medianfilter oder Tiefpassfilter aus den Mess-
signalen entfernt werden. Jedoch werden dadurch auch die ungestörten Messdaten
verändert. Daher wurde zur Bestimmung des reflektierten Signals eine Kombination
aus beiden Messverfahren genutzt:
εR(t) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
εR,Laser(t + tVersatz) für 0 ≤ t ≤ tSchnitt
εR,DMS(t) für tSchnitt < t ≤ tEnde (138)
Somit wird der erste Teil von εR bis zu einem willkürlich festgelegten Schnittpunkt
tSchnitt aus dem Lasersignal ermittelt. Nach diesem Schnittpunkt wird die DMS-Mes-
sung genutzt. Der Schnittpunkt tSchnitt wird so gewählt, dass der reflektierte Impuls
nicht mehr mit dem Eingangsimpuls überlagert ist. Das Zusammenfügen erfolgt
mit den bereits für die Grenzfläche ES/Probe dispersionskorrigierten Daten. Diese
Vorgehensweise ist in Abb. 63 veranschaulicht.
Die Zeit tSchnitt ist nach oben begrenzt. Der reflektierte Impuls wird an der Grenz-
fläche ES/Projektil z. T. erneut reflektiert. Somit findet wiederum eine Überlagerung
zweier Impulse statt. Somit gilt:
tSchnitt,max = 2(LES − zLaser)cB (139)
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LProj = 500 mm
tSchnitt
Gl. 138 Abb. 63: Zusammensetzen des reflektier-
ten Impulses aus Laser- und
DMS-Messung nach Gl. 138.
Hierbei ist zLaser der Abstand zwischen der Messstelle des Lasers und der Grenzfläche
ES/Probe.
Zur Festlegung der Position der Lasermessstelle (zLaser) müssen somit zwei Bedin-
gungen eingehalten werden:
I tSchnitt,max muss größer als die Überlagerung von εR mit εI aus der DMS-Messung
sein. zLaser ist somit nach oben begrenzt.
II Es darf nicht zu einer Überlagerung von εR mit εI aus der Laser-Messung kom-
men. zLaser ist somit nach unten begrenzt.
Die Annahme, dass die DMS-Messstelle mittig auf dem ES platziert ist, ergibt:
tincidcB
2
< zLaser < 3LES − tincidcB2 (140)
Für zLaser = 0,75LES erhält man die maximal messbare Länge des Eingangsimpulses
tincid. Die maximale Länge des Eingangsimpulses ist dann gegenüber der einfachen
DMS-Messstelle um 50 % vergrößert.
Eine weitere Eigenart der Signalverläufe in Abb. 62 ist der zeitliche Versatz Δt
zwischen dem Beginn des reflektierten Signals und dem Beginn des transmittierten
Signals. Dieser Versatz wird trotz gleicher Abstände der Messstellen von der Grenzflä-
chen ES/Probe bzw. AS/Probe beobachtet. Begründet wird dies mit evtl. noch nicht
geschlossenen Spalten an den Kontaktstellen zwischen den Stäben und der Probe. Dies
bedeutet, dass die Grenzfläche ES/Probe für den Schall zunächst als freies Ende wirkt
und der Schall praktisch vollständig reflektiert wird. Da durch diesen Prozess aber
eine Stabverschiebung in Richtung Probe stattfindet, können die Spalten geschlossen
werden, wodurch der Anteil der transmittierten Schallwelle steigt.
Die Geschwindigkeit des Eingangsstabes entspricht während dieser Zeit noch nicht
der Plateaugeschwindigkeit von vES,max = εI,maxcB = v0/2. Je nach verwendeten IF
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liegen unterschiedliche Geschwindigkeiten vES vor. Für einen ungeformten Impuls
beträgt vES im Mittel etwa 1 m/s. Während der Zeitspanne Δt = 20 μs bewegt sich
der ES somit um etwa 20 μm. Spalten dieser Größenordnung werden als realistisch
eingeschätzt, da sich dieser Abstand als Summe mehrerer einzelner Spalten ergibt.
Weiterhin ist eine Ausbreitung der Schallwellen innerhalb der Probe erforderlich.
Nach Guo u. a. [190] ist dafür der Abstand zwischen dem Belastungspunkt und den
Auflagerpunkten sowie die Transversalwellengeschwindigkeit cT entscheidend. Im
hier vorliegenden Fall (4PB) wird der Weg zwischen einem Belastungspunkt und dem
weiter entfernten Auflagerpunkt als charakteristischer Abstand angenommen. Die
Zeit beträgt somit:
tPr = √W2 + ((Sa + Si)/2)2cT (141)
Mit cT = 3,24 mm/μs für den vorliegenden Stahl ergibt sich tPr ≈ 9,8 μs. Die Wellenaus-
breitung innerhalb der Probe wird nicht als kritisch erachtet, da eine größere Zeit zum
Kraftschluss benötigt wird.
5.3.2.3 Analyse des Kräftegleichgewichts und Gültigkeit quasi-statischer
Annahmen
Das Kräftegleichgewicht (Kraft-GG) ist erreicht, wenn F1(t) = F2(t) gilt. Die zeitlichen
Verläufe der Kräfte F1 und F2 ungekerbter Proben sind in Abb. 64 dargestellt. Anhand
von Abb. 64a ist ersichtlich, dass es ohne die Verwendung eines Impulsformers zu
keiner Übereinstimmung von F1 und F2 kommt. Der grundsätzliche Signalverlauf











































Abb. 64: Zeitliche Verläufe von F1 und F2 für ungekerbte Proben. a) Einfluss des
Impulsformers für LProj = 500 mm und v0 = 9,3–9,4 m/s. b) Einfluss der Pro-
jektillänge für Cu5x0,5 Impulsformer und v0 = 8,7 m/s (300 mm) bzw. 9,3 m/s
(500 mm).
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ist zwar ähnlich, jedoch ist insbesondere F1 mit starken Schwingungen überlagert.
Zudem zeigt auch F2 Schwingungen, die eine Frequenz von etwa 20 kHz besitzen.
Diese Schwingungen werden mit Resonanzschwingungen der ungekerbten Biege-
probe erklärt. Nach Gl. 44a wird für die ungekerbte Biegeprobe aus Abb. 64a eine
Resonanzfrequenz von 18,2 kHz berechnet. Der Unterschied zwischen der Messung
und der theoretischen Abschätzung wird auf die Frequenzauflösung von etwa 4 kHz
aufgrund des kurzen Messsignals zurückgeführt.
Durch die Verwendung eines Impulsformers wird bereits nach kurzer Zeit und
damit bei geringen Kräften das Kraft-GG erreicht. Somit kann davon ausgegangen
werden, dass Trägheitskräfte eine untergeordnete Rolle spielen. Die Länge des Pro-
jektils spielt für das Erreichen des Kraft-GG keine Rolle, vgl. Abb. 64b. Auch bei der
Verwendung des 300 mm langen Projektils wurde nach einer Zeit von etwa 35–45 μs
das Kraft-GG erreicht. Aufgrund des kürzeren Impulses ergibt sich eine geringere
Beanspruchungsdauer beim 300 mm-Projektil.
Die Zeit vor dem Kraft-GG ist durch F1 > F2 charakterisiert. In dieser Zeitspanne
wirken die Beschleunigungskräfte der Probe auf den Eingangsstab. Dieser Effekt ist
analog zum Beschleunigungsstoß im Pendelschlagwerk.
Die dynamische Beanspruchung der ungekerbten Proben hat gezeigt, dass Versu-
che ohne Impulsformer zu starken Schwingungen der Probe führen. Daher werden
für angerissene Biegeproben, die eine geringere Resonanzfrequenz aufweisen, nur
Ergebnisse aus Versuchen mit Impulsformung vorgestellt.
Die Kraft-Zeit-Verläufe für angerissene Proben sind in Abb. 65 dargestellt. Diese
Kraftverläufe weisen analog zu denen der ungekerbten Proben nach kurzer Zeit ein
Kraft-GG auf. Das Kraft-GG konnte bei Versuchen unter Verwendung von Cu5x0,3-
Impulsformern nicht in allen Fällen erreicht werden, vgl. Abb. 65a. Dies wurde auf





































Abb. 65: Analyse des Kraft-GG für angerissene Proben unter Verwendung von
Cu5x0,3- (a) und Cu5x0,5-Impulsformern (b). LProj = 500 mm.
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eine zu hohe Schlaggeschwindigkeit und damit eine ungünstige Probenbeanspru-
chung (Anregung von Eigenschwingungen) zurückgeführt. Die Verwendung von
Cu5x0,5-Impulsformern führte dagegen mit großer Zuverlässigkeit zum Kraft-GG,
vgl. Abb. 65b.
Der wesentliche Unterschied zu den ungekerbten Proben ist der Verlust des Kraft-
GG zu einem bestimmten Zeitpunkt. Dieser Punkt wird als Rissinitiierung erachtet.
Erklärt wird dieser Punkt durch die Zunahme der Nachgiebigkeit der Probe infolge
der Rissinitiierung. Da ein SHPB nicht über einen Regelkreis verfügt, ergibt sich die
Verschiebung der Grenzfläche ES/Probe (z1) nur aus dem Verlauf des Eingangsim-
pulses, siehe Gl. 101. Wenn die Verschiebung z1 absolut zunimmt, aber im Verhältnis
zur Nachgiebigkeit der Probe abnimmt, kommt es zum Kraftabfall. Die Zeitspanne,
während der die Kraft abfällt wird aus der Vergrößerung der Probennachgiebigkeit
und der Geschwindigkeit der Grenzfläche ES/Probe abgeschätzt. Um das Kraftniveau
Fi wiederherzustellen, wird folgende Zeit benötigt:
tInit = Fi ⋅ΔCPrvES (142)
Die Rissverlängerung bei der Rissinitiierung, die zur deutlichen Erhöhung der Proben-
nachgiebigkeit führt, wird mit 0,2 mm abgeschätzt. Da vES zu diesem Zeitpunkt der
Plateaugeschwindigkeit entspricht, wird tInit ≈ 6 μs erhalten. Experimentell wurden
größere Zeiten ermittelt, da sich die Grenzfläche 2 (AS) innerhalb dieser Zeit auch
weiterbewegt. Zudem handelt es sich, wie oben angesprochen, um einen offenen
Regelkreis.
Die Probenbeanspruchung bis zur Rissinitiierung und die Rissinitiierung selbst wer-
den anhand der Signale von DMS in der Nähe der Rissspitze und an der Zugseite der
Biegeprobe sowie durch Aufnahmen der Hochgeschwindigkeitskamera ausgewertet.
Abb. 66a zeigt den Vergleich der verschiedenen Kraftmessungen. Während des durch
F1 = F2 angezeigten Kraft-GG wird zudem eine Übereinstimmung mit FRS und FB
beobachtet. FRS wurde anhand der statischen Kalibrierung des DMS an der Rissspitze
berechnet. Analog dazu ist FB die aus den DMS auf der Zugseite ermittelte Kraft. Die
lokale Kraftmessung (FRS, FB) ist im Vergleich zur globalen Kraftmessung (F1, F2) prin-
zipbedingt trägheitsfrei. Somit können Trägheitseffekte auf F1 und F2 ausgeschlossen
werden.
Der Abstand des DMS zur Rissspitze folgt den Empfehlungen des Schrifttums [72,
203, 205]. Dennoch können im Messbereich des DMS plastische Verformungen bei
hohen Kräften nicht ausgeschlossen werden. Dieser Umstand ist aber für die vorliegen-
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Abb. 66: (a) Gemessene Stabstauchungen im ES (εI, εR) und AS (εT); (b) Zugehörige
Kräfte an den Grenzflächen 1 und 2 (F1, F2) und in der Probe (FB).
de Auswertung von geringer Bedeutung, da die Analyse der Probenbeanspruchung
insbesondere bei geringen Kräften aufgrund des möglichen Kraftungleichgewichts
erschwert ist. Die Bestimmung von FRS ist somit insbesondere bei niedrigen Kräften
von Vorteil. Die DMS zur Bestimmung von FB weisen diese Einschränkung nicht auf.
Der Spannungsintensitätsfaktor KI wurde zum einen direkt aus den Kräften F1 bzw.
F2 sowie FRS und FB bestimmt. Da das so ermittelte KI (Gl. 105) proportional zur jeweils
eingesetzten Kraft ist, ergeben sich keine anderen als die oben genannten Zusammen-
hänge. Zum anderen bezieht der dynamische Spannungsintensitätsfaktor KdynI , Gl. 46,
evtl. durch Eigenschwingungen hervorgerufene Kraftungleichgewichte ein. Abb. 67
zeigt den Vergleich zwischen unterschiedlich berechneten Spannungsintensitätsfakto-
ren. Es zeigt sich in Abb. 67a, dass die Spannungsintensitätsfaktoren nahezu identisch
bis zum Zeitpunkt der Rissinitiierung sind. Weiterhin weist die optisch ermittelten
Rissöffnung COD einen ähnlichen Verlauf wie die Spannungsintensitätsfaktoren auf.






































Abb. 67: Vergleich von KI anhand F2 sowie FRS, und K
dyn
I anhand von F1 und F2.
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Der Punkt der Rissinitiierung wird sowohl durch den Verlauf des Signals des DMS
in der Nähe der Rissspitze als auch anhand von COD angezeigt. Anhand der Bilder der
Hochgeschwindigkeitskamera ist ein weiterer Effekt zu erkennen. Die Vergrößerung
der plastischen Zone ist zwischen den Bildern II und III besonders groß. Dies wird
mit der Rissinitiierung im Inneren der Probe erklärt. Im Inneren der Probe liegt in der
Umgebung der Rissspitze eine hohe Spannungsmehrachsigkeit und somit eine starke
Dehnungsbehinderung vor. Somit findet die Rissinitiierung bevorzugt im Inneren der
Probe statt. Diese bewirkt eine beschleunigte Rissöffnung im Inneren der Probe. Im
Gegensatz dazu findet die Rissinitiierung an der Probenoberfläche aufgrund des ebe-
nen Spannungszustands verzögert statt. An der Probenoberfläche kommt es zu einer
verstärkten Ausbildung der plastischen Zone. Diese wird aufgrund der Änderung
der Oberflächenmorphologie durch eine verstärkte Reflexion des einfallenden Lichts
sichtbar.
Durch die gezielte Formung des Eingangsimpulses kann somit die Probenbeanspru-
chung so erfolgen, dass ein Kraft-GG zwischen den Grenzflächen 1 und 2 vorliegt.
Dies wurde durch direkte Messung der Probenbeanspruchung mittels Dehnungsmess-
streifen und Hochgeschwindigkeitsphotographie gezeigt. Die einzelnen Schritte zur
Berechnung der Energie, die für die weitere Berechnung des J-Integrals notwendig ist,
aus den gemessenen Stabstauchungen sind in Tab. 30 schematisch zusammengefasst.
Tab. 30: Schema zur Berechnung der umgesetzten Energie zur weiteren Berechnung
des J-Integrals aus den Messgrößen des SHPB. Auswertung der Probeninstru-
mentierung (Kräfte FB und FRS) erfolgt analog dazu.
Stab ES AS
Messtechnik DMS DMS Laser DMS
Messgrößen εI εR,DMS εR,Laser εT
Rechengrößen εI εR = f (εR,DMS, εR,Laser) (Gl. 138) εT
Kräfte F1 ∼ (εI + εR) F2 ∼ εT
Verschiebungen z1 ∼ ∫ (εI − εR)dt z2 ∼ ∫ εTdt
Energie W = ∫ Fdδ mit: F = F1 = F2 (Kraft-GG) und δ = z1 − z2
5.3.2.4 Bestimmung des J-Integrals bei Rissinitiierung
Zur Berechnung von Ji wird die dissipierte Energie bis zur Rissinitiierung bestimmt.
Abb. 68 zeigt den Kraft-Verschiebungs-Verlauf (F2-Δz). Es wird ein kurzer Einlauf-
bereich beobachtet. Dieser wird durch das bereits erwähnte Schließen von Spalten
und durch Setzungseffekte erklärt. Im weiteren Verlauf schließt sich das elastische
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Abb. 68: Typischer Zusammenhang zwischen Kraft und relativer Verschiebung (IF:
Cu5x0,5; vProj = 9,8 m/s). a) Vergleich zwischen experimenteller und theoreti-
scher Nachgiebigkeit (Gl. 109); b) Definition der dissipierten Energie Wpl zur
Berechnung von Ji.
Verhalten der Probe an. Aus Abb. 68a ist ersichtlich, dass die experimentell bestimmte
Nachgiebigkeit etwas geringer als die theoretisch berechnete Nachgiebigkeit ist, jedoch
innerhalb der in ASTM E 1820 definierten Grenzen von ±10 % liegt. Weiterhin werden
die in Abb. 68a eingezeichneten Grenzen bzgl. der Glattheit der Daten eingehalten.
Anhand der experimentell bestimmten Nachgiebigkeit wird in Abb. 68b der An-
teil der dissipierten Energie Wpl von der gesamten Energie bis zur Rissinitiierung
berechnet.
Erst nach einer weiteren Beanspruchung, nach Kontakt der Probe mit dem Durch-
biegungsbegrenzer, kommt es wieder zur Einstellung des Kraft-GG. Folglich kann die
Rissausbreitung nicht aus den Kräften F1 und F2 bestimmt werden.
Die ermittelten Werte für Ji werden in Abschnitt 5.4.2 zusammen mit den Ergebnis-
sen der niedrigeren Beanspruchungsraten gezeigt.
5.3.2.5 Ursache von Streuungen
Die Bestimmung des Widerstandes gegen Rissinitiierung und -ausbreitung unterliegt
Streuungen. Die angerissenen Charpy-Proben wurden nach den Richtlinien der Nor-
men ASTM E 1820, ISO 26843 bzw. ISO 12135 [72, 74, 75] für die Prüfung vorbereitet.
Unter diesem Gesichtspunkt sind keine größeren Streuungen zu erwarten. Die Proben-
ausrichtung ist bei 4PB weniger kritisch als unter 3PB, da der Bereich des maximalen
Biegemomentes durch den inneren Auflagerabstand Si vorgegeben ist. Hilfsmittel
zur Probenausrichtung in Längsrichtung der Probe sind daher von untergeordneter
Bedeutung. Die Probenausrichtung in Dickenrichtung der Probe wird durch einen
Absatz im Durchbiegungsbegrenzer ermöglicht. Dieser bewirkt gleichzeitig, dass die
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Probenlängsachse senkrecht zu den Auflagern im AS ausgerichtet ist (β = 90○, vgl.
Abb. 69). Die Ausrichtung zwischen ES und Probe (α = 90○ in Abb. 69) wird durch
eine Ausrichtlehre bzw. Markierungen auf ES und AS erreicht. Durch diese Ausricht-
hilfsmittel kann insbesondere die in ISO 12135 geforderte Verdrehgrenze von ±2○
eingehalten werden.
Abb. 69: Definition der Verdrehung von ES
und AS relativ zur Probe.
Die Bestimmung des Zeitpunktes der Rissinitiierung ist eine weitere Ursache von
Streuungen. Der Zeitpunkt wurde anhand des Beginns des Kraftungleichgewichts,
eines charakteristischen Signalabfalls bzw. anhand der optischen Analyse mit Hilfe
der Hochgeschwindigkeitskamera ermittelt. Die Messung von tInit mittel DMS wird
bereits in ISO 26843 empfohlen. Die Zeitspanne zwischen tatsächlicher Rissinitiierung
und Registrierung durch den DMS wurde mit Gl. 110 abgeschätzt. Hierbei ist die
Kenntnis des Ortes der Rissinitiierung wichtig. Die Rissinitiierung beginnt aufgrund
der Spannungsmehrachsigkeit bevorzugt in der Probenmitte. Weiterhin haben die
Bruchflächenanalysen gezeigt, dass die Rissinitiierung nicht auf einen bestimmten
Zeitpunkt festgelegt werden kann. Durch den Dehnungsmessstreifen wird somit ein
gemittelter Zeitpunkt der Rissinitiierung registriert. Unter der Annahme, dass die
Rissinitierung innerhalb der inneren 4 mm stattfindet, ergibt sich eine Zeitspanne von
etwa 1 μs. Die zeitliche Präzision der Hochgeschwindigkeitskamera ist weniger durch
die prinzipbedingte Oberflächenmessung, sondern eher durch die Framerate begrenzt.
Die Zeitspanne zwischen zwei Frames beträgt etwa 3 μs. Der Verschiebungsverlauf
kann jedoch interpoliert werden.
Bei der Bestimmung des Zeitpunktes der Rissinitiierung anhand des Ungleich-
gewichts zwischen F1 und F2 spielt die geometrische Gestaltung der Grenzfläche
ES/Probe eine Rolle. Diese Grenzfläche ist nicht ideal glatt. Die Auflagerbolzen sind
2,55 mm in die Stirnfläche des ES eingelassen. Nur ein Teil des Eingangsimpulses kann
somit direkt in die Auflagerbolzen eingeleitet werden. Je nach Probenkontakt wird
ein Teil dieses Impulses wieder zurück in den Ausgangsstab reflektiert. Der Teil des
126
5.4 Risswiderstandsverhalten
Eingangsimpulses, der an der planen Stirnfläche reflektiert wird, überlagert sich mit
dem reflektierten Teil aus den Auflagerbolzen. Aufgrund der unterschiedlichen Wege
kommt es auch hier zu einer zeitlichen Ungenauigkeit von etwa 1 μs. Somit wird mit
allen angewendeten Messmethoden eine zeitliche Unsicherheit bei der Bestimmung
des Rissinitiierungszeitpunktes von etwa 1 μs erreicht.
Neben tInit ist die Ermittlung des Kraft- und Verschiebungsverlaufes bis zu diesem
Punkt fehlerbehaftet. Die Stauchungen εI, εR und εT werden aus den Brückenspan-
nungen, der dynamischen Kalibrierung und der Dispersionskorrektur berechnet. Die
dynamische Kalibrierung basiert auf der Geschwindigkeitsmessung des Projektils.
Die Geschwindigkeit wird unmittelbar vor dem Aufschlag über eine Strecke von
70 mm gemessen. Bei einer Geschwindigkeit von etwa 10 m/s unter einer zeitlichen
Auflösung von 1 μs ist somit ein Fehler von unter 2 mm/s zu erwarten. Die Plateau-
spannung wurde durch Effektivwertbildung der Spannung im Bereich des Plateaus
des Eingangsimpulses ermittelt. Der so festgelegte Wert ist von der Wahl des Plateaus
abhängig und ist mit einem Fehler von etwa 1 % behaftet. Bei Anwendung einer star-
ken Impulsformung (vgl. Abb. 59b) ist diese Methode nur eingeschränkt nutzbar, da
die theoretische Plateauspannung nicht unbedingt erreicht wird. Da die dynamische
Kalibrierung im Wesentlichen die Unzulänglichkeiten der DMS-Instrumentierung und
der Messkette widerspiegelt, wird von einer konstanten dynamischen Kalibrierung
über mehrere Versuche hinweg ausgegangen.
Die relative Verschiebung der Auflagerpunkte wird aus den Kraftverläufen berech-
net. Somit kann die relative Verschiebung einen Fehler von etwa 2 % aufweisen. Da
sich das J-Integral bei Rissinitiierung aus der dissipierten Energie ergibt, wird hier ein
Fehler von etwa 5 % für Ji abgeschätzt.
5.4 Risswiderstandsverhalten
5.4.1 Einfluss nichtmetallischer Einschlüsse
Abb. 70 zeigt J-Δa-Kurven für die Stähle R und RS sowie IG3.2–4. In Abb. 70a ist
ersichtlich, dass der Unterschied zwischen den Stählen R und RS im Bereich geringer
Rissverlängerung bis Δa ≈ 0,2 mm kaum ausgeprägt ist. Jedoch ist für Δa > 0,2 mm der
Anstieg dJ/dΔa und der Absolutwert J von Stahl R größer. In Abb. 70b erkennt man,
dass die Stähle mit den bewusst zugegebenen nichtmetallischen Einschlüssen sowohl
ein geringeres Zähigkeitsniveau als auch einen geringeren Anstieg der J-Δa-Kurve
aufweisen. Die industriell hergestellten und gezielt verunreinigten Varianten besitzen
untereinander nur geringe Unterschiede.
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Abb. 70: J-Δa-Kurven bei Raumtemperatur für (a) die Stähle RS und R, sowie (b)
die Stähle R und IG3.2, IG3.3, IG3.4. Offene Symbole liegen außerhalb des
Intervalls [Δamin, Δamax]. Hinweis: Unterschiedliche Skalierung in vertikaler
Richtung. Jmax ≥ 450 N mm−1.
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Abb. 71: J-Δa-Kurven der Industriegussversuche. (a) 20 °C, (b) −40 °C. Unterschiedli-
che Symbole pro Abguss kennzeichnen unterschiedliche Bruchmechanikpro-
ben.
Die Streuung dieser Stähle wird in Abb. 71 verdeutlicht. Stahl IG3.3 zeigt bei beiden
Temperaturen die geringsten Streuungen (3 Proben bei 20 °C, 4 Proben bei −40 °C) und
liegt für Δa > 0,4 mm am oberen Ende des Streubandes. Die Zähigkeit von IG3.4 ist
dagegen für beide Temperaturen tendenziell am kleinsten.
Die aus den J-Δa-Kurven abgeleiteten Werte JiBL und J0,2BL sind in Abb. 72 darge-
stellt. Aus Abb. 72a ist ersichtlich, dass sich für die Stähle R und RS die Werkstoffwi-
derstände sowohl gegen physikalische als auch technische Rissinitiierung (JiBL bzw.
J0,2BL) nicht unterscheiden. Ebenso ergeben sich aus Abb. 72b keine signifikanten
Unterschiede für die Stähle aus den Industriegussversuchen. Dagegen sind die Werk-
stoffwiderstände JiBL und J0,2BL der Industriegussversuche deutlich geringer als die
der Referenzzustände R und RS. Bei T = 20 °C werden bei den IG-Stählen im Mittel
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Abb. 72: Temperaturabhängigkeit der Kenngrößen der Rissinitiierung JiBL, JSZW und
J0,2BL verschiedener Stahlqualitäten. (a) Stähle R und RS, (b) Stähle IG3.2,
IG3.3, IG3.4. Hinweise: Unterschiedliche Skalierung in vertikaler Richtung.
Zur besseren Unterscheidbarkeit der einzelnen Stähle sind die Datenpunkte
etwas versetzt dargestellt.













Abb. 73: Reißmodul TJ0,2–1 in Abhängigkeit
vom Stahl und von der Tempera-
tur.
30 N/mm für JiBL ermittelt, während für R und RS ca. 80 bzw. 70 N/mm gemessen
werden.
Auf die Unterschiede zwischen der aus der J-Δa-Kurve ermittelten physikalischen
Rissinitiierung (JiBL) und der anhand der Bruchfläche ermittelten Rissinitiierung
(JiSZW) wird in Abschnitt 5.4.4 eingegangen.
Die oben angesprochene Steigung der J-Δa-Kurve wird mit Hilfe des Reißmoduls
TJ0,2–1 nach Gl. 76 in Abb. 73 analysiert. Der Stahl R zeigt den höchsten Widerstand ge-
gen stabile Rissausbreitung. Die anderen Stähle weisen einen z. T. deutlich niedrigeren
Reißmodul auf. Zudem werden beim Stahl RS sehr große Streuungen festgestellt.
5.4.2 Einfluss von Temperatur und Beanspruchungsrate
Abb. 74 zeigt den Einfluss der Temperatur auf die J-Δa-Kurven für die Stähle R und
RS. Die zugehörigen Kennwerte JiBL, JSZW, J0,2BL und T
J
0,2–1 wurden bereits in den
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Abb. 74: J-Δa-Kurven in Abhängigkeit von der Temperatur: (a) Stahl R; (b) Stahl RS.
Legende gilt für beide Diagramme.
Abb. 72 und 73 oben gezeigt. Es wurde kein signifikanter Zusammenhang zwischen
den Risswiderständen und der Temperatur ermittelt.
Bei allen Temperaturen wurde in mehreren Fällen ein Pop-in oder vollständiges
instabiles Versagen festgestellt. Unter diesen Bedingungen wurde keine J-Δa-Kurve
ermittelt. Dennoch sind die Datenpunkte für den Stahl R bei T = −60 °C in Abb. 74
eingetragen. Zudem wurden die Kennwerte der Rissinitiierung abgeschätzt und in
Abb. 72 geklammert eingetragen. Für den Fall einer instabilen Rissausbreitung nach
Δa > 0,2 mm kann nach ISO 12135 nur die Zähigkeit Ju bestimmt werden. Diese
beschreibt jedoch weder die Rissinitiierung noch ist sie dickenunabhängig.
Aufgrund der relativ kleinen zu erwartenden Unterschiede der Zähigkeit zwischen
20 und −20 °C und des geringen verfügbaren Probenmaterials wurden für die Stähle
der Industriegussversuche nur die Temperaturen 20 und −40 °C untersucht, siehe
Abb. 71. In Analogie zu den Stählen R und RS zeigen jene Stähle keine signifikante
Temperaturabhängigkeit der Rissinitiierung (Abb. 72b) und des Reißmoduls (Abb. 73).
Analog zu den Versuchen bei 20 °C wurden auch bei −40 °C keine signifikanten
Unterschiede zwischen den Stählen aus den Industriegussversuchen gefunden. Bei
der tiefen Temperatur wurden größere Streuungen beobachtet, die mit den z. T. gefun-
denen Spaltbruchflächen und den einhergehenden höheren zu erwartenden Streuung
im duktil-spröden Übergangsbereich (vgl. z. B. [94]) erklärt werden. Diese Streuungen
gehen nicht auf auf Pop-ins zurück. Nach dem Auftreten eines Pop-ins war die weitere
Beanspruchung (J = f (Δa)) nicht bestimmbar. Daher wurden nur die Messwerte vor
dem Auftreten des Pop-ins ausgewertet.
Die Zähigkeit ist nach den in Abschnitt 2.2.6 aufgeführten Gleichungen von der
Festigkeit und der Verformbarkeit abhängig. In Abschnitt 5.1.2 wurde gezeigt, dass
die Festigkeit aller untersuchten Stähle mit abnehmender Temperatur ansteigt. Der
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Anstieg beträgt etwa 30 MPa bzw. 3 % im Temperaturbereich 20 bis −40 °C. Dagegen
zeigte sich kein eindeutiger Zusammenhang zwischen Temperatur und Verform-
barkeit. Die Stähle R und RS zeigten eine leichte Erhöhung von A und eine leichte
Verringerung von Z mit abnehmender Temperatur (ca. +6 % bzw. −4 %). Für die
Industriegussversuche wurde kein signifikanter Einfluss der Temperatur auf die Ver-
formbarkeitskennwerte A und Z festgestellt. Die Unabhängigkeit der Zähigkeit von
der Temperatur wird somit durch die geringen Unterschiede bzw. die Streuung der
Verformbarkeit erklärt.
Die Abhängigkeit der Zähigkeit von der Beanspruchungsrate wird im Folgenden
beschrieben und diskutiert. Der Temperatureinfluss bei hohen Beanspruchungsge-
schwindigkeiten wird ebenso einbezogen. Jd-Δa-Punkte bzw. -Kurven bei schlagar-
tiger Beanspruchung im Pendelschlagwerk sind in Abb. 75 und Abb. 76 dargestellt.
Hierbei sind die Messwerte für 20 °C durch gefüllte Symbole und die für −40 °C durch
offene Symbole dargestellt. Die Risswiderstandskurve wurde zum einen aus den
J-Δa-Wertepaaren mehrerer Versuche mit Low-Blow-Versuchsführung (MPT) ermit-
telt. Zum anderen ermöglicht die Normierungsmethode (NM) nach ISO 26843 [72]
die Abschätzung der J-Δa-Wertepaare bis zum Ende des jeweiligen Versuchs, vgl.
Abschnitt 4.2.3.1. Dies entspricht dem Umkehrpunkt beim Low-Blow-Versuch. Durch
Anwendung der NM wird somit aus dem F-s-Verlauf eine vollständige J-Δa-Kurve
berechnet.
Beim Vergleich der gemessenen und der mittels der Normierungsmethode nach
ISO 26843 ermittelten Zusammenhänge zwischen J und Δa zeigt sich, dass es zu einer
Überschätzung von J bzw. einer Unterschätzung von Δa kommt, siehe Abb. 75. Auf
diesen Umstand weist ebenso Lucon [259] am Beispiel zweier Reaktordruckbehälter-
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Abb. 75: Dynamische Risswiderstandskurven der Stähle R (a) und RS (b) für ver-
schiedene Temperaturen. Bestimmung der Durchbiegung mittels doppelter
Integration bei Stahl RS.
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Abb. 76: Dynamische Risswiderstandskurven von IG3.2 (a), IG3.3 (b) und IG3.4 (c) für
verschiedene Temperaturen. Legende gilt für alle Teilbilder.
stähle (20MnMoNi5-5 und ASTM A533B Cl.1) hin. In dieser Untersuchung wird jedoch
bereits vor der technischen Rissinitiierung die Messkapazität (Jmax) der verwendeten
Charpy-Probe überschritten. Zudem werden nur Proben ausgewertet, die Δa > Δamax
(nach ASTM E 1820) aufweisen.
Weiterhin wird festgestellt, dass dJ/da am Punkt der maximalen Rissverlängerung
für die jeweilige Probe gegen Null geht. Dies wird durch die Low-Blow-Versuchsfüh-
rung erklärt. Hierbei sinkt die Geschwindigkeit prinzipbedingt kontinuierlich bis zum
Umkehrpunkt auf Null. Dagegen liegt für die markierten Proben bei einer kürzeren
stabilen Rissverlängerung Δa noch eine höhere Geschwindigkeit der Finne vor.
Der Verlauf der Beanspruchungsrate J̇ (= dJ/dt) soll weiter analysiert werden.
Abb. 77 zeigt den zeitlichen Verlauf von J und J̇ sowie den Zusammenhang zwischen
J̇ und Δa. Aus Abb. 77a und b wird ersichtlich, dass die Erhöhung der Aufschlagge-
schwindigkeit um 60 % eine deutliche Änderung im zeitlichen Verlauf des J-Integrals
bewirkt. Beim Versuch mit der höheren Aufschlaggeschwindigkeit von 0,8 m/s wird
Δa = 0,05 mm bereits bei t ≈ 1 ms erreicht (Markierung). Zu diesem Zeitpunkt liegt eine
Beanspruchungsrate von etwa 2 ⋅ 105 N mm−1 s−1 vor. Der höchste Wert von J̇ beträgt
für den langsamen Versuch etwa 0,65 ⋅ 105 N mm−1 s−1. Somit ist die J̇-Empfindlichkeit
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Abb. 77: (a) Vergleich des J-t-Verlaufs für unterschiedliche v0, (b) J̇ aus Teilbild a, (c)
J̇-Δa-Verläufe für unterschiedliche v0.
für die Bewertung des J-Δa-Verlaufs entscheidend. Unterschiedlich stark ausgepräg-
te Trägheitseffekt werden dagegen als vernachlässigbar angesehen. Alle Low-Blow-
Versuche weisen nur geringfügige Schwingungen des Kraftsignals kurz nach dem
Aufschlag auf. Zudem sind die Versuchszeiten hinreichend lang, vgl. Gln. 34 und 36.
Abb. 77c zeigt den Verlauf von J̇ als Funktion von Δa. In den dargestellten Versuchen
werden relativ große stabile Rissverlängerungen von 0,71 mm bzw. 0,5 mm gemessen.
In beiden Fälle wurde ein kontinuierliches Absinken von J̇ für Δa > 0,05 mm beobach-
tet. Für den Versuch mit einer sehr kleinen Rissverlängerung von Δa = 0,05 mm wurde
dieser Verlauf nicht berechnet, da eine Berechnung der Werte für Δa nicht sinnvoll
wahr.
Für die hier untersuchten Stähle wird bei dynamischer Beanspruchung analog zur
quasi-statischen Beanspruchung keine Temperaturabhängigkeit der Risswiderstands-
kurven festgestellt. Aufgrund der Mehrprobentechnik (Low-Blow-Versuchsführung)
und leicht unterschiedlichen Anrisslängen ergeben sich relativ breite Streubänder der
Jd-Δa-Kurven, vgl. Abb. 75a. Unterschiedliche Anrisslängen beeinflussen im hier dar-
gestellten Bereich die Zähigkeit Jd nicht systematisch. Unterschiedliche Anrisslängen
können durch Toleranzen bei der Fertigung von B und W hervorgerufen werden. Da-
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durch ändert sich der risslängenabhängige Resonanzfrequenzabfall bei der Erzeugung
des Ermüdungsanrisses.
Da der Einschlussgehalt und somit das lokale Werkstoffverhalten vor der Riss-
spitze vor dem Versuch unbekannt war, wurde für die verfügbare Probenanzahl
keine gleichmäßige Verteilung der Δa-Werte innerhalb der Gültigkeitsgrenzen erreicht
(Δamax = 0,25(W − a0) ≈ 1,25 mm)3. Die stabile Rissverlängerung bis zum endgültigen
Δa während des jeweiligen Versuchs wurde daher rechnerisch mit Hilfe der Normie-
rungsmethode nach ISO 26843 bestimmt. Hier wurden nur Versuchsdaten von Proben
mit relativ großer stabiler Rissverlängerung innerhalb der Prüfserien analysiert.
Anhand der Risswiderstandskurven wurden die Kennwerte der Rissinitiierung
(JiBL, JSZW und J0,2BL) bestimmt, siehe Abb. 78. Zum einen wurde hierfür die an-
hand mehrerer Low-Blow-Versuche bestimmte Risswiderstandskurve ausgewertet.
Zum anderen wurde die mit Hilfe der Normierungsmethode bestimmte J-Δa-Kurve
analysiert. Bereits in Abb. 75 wurde festgestellt, dass die mittels der Normierungs-
methode bestimmte Risswiderstandskurve bei kleinen Δa relativ große Werte von Jd
aufweist. Dieser Umstand wirkt sich ebenso auf JiBL und JiSZW aus. Der technische
Rissinitiierungskennwert J0,2BL wird dagegen kaum durch die Auswertemethode be-
einflusst. Weiterhin ist ersichtlich, dass der Unterschied zwischen JiBL und JiSZW bei
3 Ein Teil der Versuche (insbesondere RS und IG-Stähle) wurde vor der Veröffentlichung und dem
Bekanntwerden der Norm ISO 26843 durchgeführt. Für diese Versuche wurde Δamax = 0,1(W − a0) ≈
0,5 mm angenommen.
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Abb. 78: Ermittlung der dynamischen Rissinitiierung aus den charakteristischen Punk-
ten der Risswiderstandskurve. Die Risswiderstandskurve wurde mit Hilfe
der Mehrprobentechnik (MPT) (a) und der Normierungsmethode (NM) (b)
ermittelt. Die Legende gilt für beide Diagramme. Teilbild b zeigt zusätzlich




Anwendung der Normierungsmethode im Mittel geringer ist als bei Anwendung der
Mehrprobentechnik.
Es wird eine leichte Temperaturabhängigkeit der Rissinitiierungskennwerte zwi-
schen −40 °C und 20 °C für die auswertbaren Stähle (RS, IG3.2 und IG3.3) beobachtet.
Die Zähigkeit steigt hier mit abnehmender Temperatur an. Vereinzelt wurden Spalt-
bruchflächen nachgewiesen. Das geprüfte Temperaturintervall befindet sich somit am
unteren Ende der Hochlagenzähigkeit.
Die Normierungsmethode besitzt mehrere Vorteile gegenüber der Low-Blow-Ver-
suchsführung (als eine Möglichkeit der Mehrprobentechnik). Bei Werkstoffen, die
nichtmetallische Einschlüsse oder ähnliche Inhomogenitäten aufweisen, lässt sich
in vielen Fällen nicht abschätzen, welche Schlaggeschwindigkeit für ein bestimmtes
stabiles Risswachstum Δa erforderlich ist. Somit ist vor der Prüfung unklar, ob die
vorbereiteten Proben ausreichend sind, um die z. B. in ISO 12135 geforderte Verteilung
von Δa innerhalb des Intervalls [Δamin, Δamax] zu erreichen. Dagegen ist für die Aus-
wertung mit Hilfe der Normierungsmethode eine Probe ausreichend, die Δa ≲ Δamax
aufweist.
Die mit Hilfe der Normierungsmethode nach ISO 26843 berechneten J-Δa-Kurven
weisen bei kleinen Risslängen einen Anstieg dJ/da < 3,75Rmd auf. Dies wird auf die
Berechnungsmethode in ISO 26843 zurückgeführt. In Gl. 89 erfolgt eine Korrektur der
Risslänge um die Rissspitzenabstumpfung. Hierbei wird die in ASTM E 1820 empfoh-
lene Steigung dJ/da = 2Rfd genutzt. Diese ist ca. halb so groß wie die Steigung, die in
den ISO-Normen 12135 und 26843 angewendet wird. Eine kritische Betrachtung der
mathematischen Beschreibung der Rissspitzenabstumpfung erfolgt in Abschnitt 5.4.4.
Für die Stähle R (4 Proben), IG3.2 (6 Proben) und IG3.3 (4 Proben) wurden bei −40 °C
charakteristische Sprünge im vL-Signal gefunden. Bei −60 °C traten diese Sprünge
(IG3.3, 3 Proben) ebenso auf. Die daraus bestimmten Werte für J sind in Abb. 78 einge-
tragen. Für IG3.2 und IG3.3 weist die so bestimmte Rissinitiierungszähigkeit (JiL) im
Rahmen der Streuung keinen Unterschied zu JiBL (MPT und NM) und JSZW auf. Damit
entstehen die charakteristischen Sprünge in vL durch die physikalische Rissinitiierung.
Nach Tronskar [202] wurde durch Anwendung der direkten Verschiebungsmessung
mittels Laser die technische Rissinitiierungszähigkeit J0,2 ermittelt. Diese Diskrepanz
wird auf die in [202] verwendeten sehr zähen Druckbehälterstähle und Schiffbaustähle
zurückgeführt. Die hier vorgestellte Methode ist demnach für hochfeste Stähle, die
durch Zähbruch versagen, sehr gut geeignet.
Der Anstieg der Risswiderstandskurve bei dynamischer Beanspruchung wird ana-
log zum statischen Fall durch den Reißmodul beschrieben. Da Δa meist kleiner als
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Abb. 79: Reißmodul TJ0,2–0,5 in Abhängigkeit von der Temperatur und der Beanspru-
chungsrate K̇/MPa√m s−1: (a) 1; (b) 105.
0,6 mm war, wird der Reißmodul aus dem Anstieg ΔJ/Δa zwischen Δa = 0,2 mm
und 0,5 mm berechnet. Abb. 79 zeigt TJ0,2–0,5 für alle Stähle. Analog zur statischen
Beanspruchung (Abb. 79a) zeigt Stahl R bei schlagartiger Beanspruchung in Abb. 79b
den höchsten Reißmodul. Bei den IG-Stählen wird kein Temperatureinfluss festge-
stellt. Dagegen deutet sich beim Stahl RS die Abnahme von TJ0,2–0,5 mit abnehmender
Temperatur an. Dies gilt für beide Beanspruchungsraten. Der Reißmodul nimmt für
alle Stähle und Temperaturen mit zunehmender Beanspruchungsrate ab. Dies gilt bei
Betrachtung der mittels der Normierungsmethode ermittelten J-Δa-Kurven.
Die Ergebnisse der hochdynamischen Versuche bei K̇ = 2 ⋅ 106 MPa√m s−1 sind in
Abb. 80 dargestellt. Für den Stahl R ist ersichtlich, dass der Temperatureinfluss bei
einer sehr hohen Beanspruchungsrate von K̇ = 2 ⋅ 106 MPa√m s−1 stark ausgeprägt ist.
Die Temperaturverringerung führt unabhängig von K̇ zu einer Zähigkeitsabnahme























T / °C   R   RS
    20       





K / MPa m0,5 s 1b
Abb. 80: Zähigkeit bei Rissinitiierung in Abhängigkeit von der Temperatur und
der Beanspruchungsrate: (a) K̇ = 2 ⋅ 106 MPa√m s−1, (b) Einfluss von K̇.
K̇ = 2 MPa√m s−1: Ji = JiBL, K̇ = 105 MPa√m s−1: Ji = JiBL (Normierungs-
methode) bzw. JiL für R, −40 °C.
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um etwa 20 MPa
√
m. Dies bedeutet bei quasi-statischer Beanspruchung eine Vermin-
derung der Zähigkeit um 23 % gegenüber der Zähigkeit bei Raumtemperatur. Bei
hochdynamischer Beanspruchung wird dagegen eine deutlich größere Zähigkeitsab-
nahme um 44 % festgestellt.
Der Stahl R weist ebenso wie der Stahl RS eine Verringerung der Zähigkeit mit
Zunahme von K̇ auf. Jedoch ist der Zähigkeitsverlust für K̇ > 105 MPa√m s−1 beim
Stahl RS weniger stark ausgeprägt.
5.4.3 Mikroskopische Schädigungsentwicklung
Die mikroskopische Schädigung basiert auf duktilem Versagen. Abb. 81 zeigt, dass sich
insbesondere oxidische Einschlüsse bereits bei geringer Beanspruchung im elastischen
Bereich von der metallischen Matrix ablösen. Eine Mindestdehnung zur Ablösung der
nichtmetallischen Einschlüsse (Hohlraumbildungsdehnung) konnte nicht nachgewie-
sen werden. Bei günstiger räumlicher Anordnung der nichtmetallischen Einschlüsse
bilden sich Scherbänder zwischen den Einschlüssen/Einschlussagglomeraten aus.
Dieses Phänomen ist anhand steiler Flanken auf den Bruchflächen (z. B. Abb. 82a) zu
erkennen.
Spaltbruchflächen, die fraktographisch nachgewiesen wurden (vgl. Abb. 31d), wer-
den am ebenen Schliff nicht gefunden, da diese erst durch den finalen Bruch entstehen.
Weiterhin ist aufgrund der geringen Häufigkeit die Wahrscheinlichkeit des Auffindens
sehr gering. Da durch den Bruch die besonders schädigungsrelevanten Einschlüsse




Abb. 81: (a) Ablösung von oxidischen Einschlüssen bei rein elastischer Beanspruchung
(Stahl R, ε̇ = 10−3 s−1, σ = 700 MPa). (b) Bruch und teilweise Ablösung von
mehrphasigen nichtmetallischen Einschlüssen (Stahl IG3.4, ε̇ = 9 ⋅ 102 s−1,
ε = 16 %). Zugrichtung vertikal.
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5.4.4 Bruchflächenanalyse
Der Widerstand gegen physikalische Rissinitiierung begründet sich im Abstump-
fungsvermögen der Rissspitze. Die Abstumpfung ist dabei in großem Maße von der
Verteilung der nichtmetallischen Einschlüsse hinsichtlich Größe und Lage vor der
Rissspitze abhängig [138], vgl. Abb. 82.
Einschlussagglomerate, die sich direkt an der Ermüdungsanrissfront befinden,
führen zur Rissinitiierung ohne Abstumpfung der Rissspitze. Aufgrund der zufälligen
räumlichen Verteilung der Einschlüsse bzw. der Einschlussagglomerate wird der
gebildete Riss in Richtung der lokalen Gefügeschwachstellen gelenkt. Der Riss folgt
damit dem geringsten Materialwiderstand, vgl. Abb. 83a. Weiterhin kann der Riss
aufgrund der lokal hohen Einschlusskonzentration voreilen, vgl. Abb. 83b. Bei einer
kettenartigen Aneinanderreihung von MnS-Einschlüssen kann dieser Effekt dazu
führen, dass Bereiche ohne direkten Kontakt zur Rissspitze versagen. Somit wird
eine neue Rissfront gebildet. Jedoch führt dieses lokale Phänomen gleichzeitig zur
Entlastung des Risses in diesem Bereich und damit zu einer stärkeren Belastung der
übrigen Teile der Rissfront.
Die Rissfrontablenkung durch nichtmetallische Einschlüsse bewirkt eine starke
Topographie der Bruchfläche. Weiterhin sind nicht nur die Einschlüsse schädigungs-
relevant, die sich auf der idealen Rissebene befinden. Vielmehr sind Einschlüsse in
einem bestimmten Volumen bzw. mit einem bestimmten Abstand zur idealen Riss-
ebene wirksam. Die Abb. 84a–c zeigen typische Höhenprofile bei unterschiedlichen
Beanspruchungsraten für den Stahl R. Die maximale Höhendifferenz zwischen der
Ebene des Ermüdungsanrisses und der weiteren stabilen Rissausbreitung ist in Ab-
hängigkeit von T und K̇ für den Stahl R in Abb. 84d dargestellt. Die anhand der
a b




Abb. 83: (a) Rissspitzenablenkung durch Einschlussagglomerat (IG3.2); (b) Voreilender
Riss (RS). T = 20 °C, K̇/MPa√m s−1: (a) 105, (b) 5 ⋅ 104.
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Abb. 84: (a–c) Typische Bruchflächenprofile bestehend aus Ermüdungsanriss, Stretch-
zone (SZ) und stabiler Rissausbreitung, T = 20 °C. K̇/MPa√m s−1: (a) 2, (b)
105, (c) 2 ⋅ 106. Pfeile in Teilbild c markieren das Ende des Versuchs. (d) Maxi-
male Höhendifferenz zwischen stabiler Rissausbreitung und Ermüdungsan-
riss für Stahl R.
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Abb. 85: Kumulierte Häufigkeitsverteilung
der Einschlussabstände.
Bruchflächentopographie ermittelten Höhendifferenzen zeigen keine signifikante Ab-
hängigkeit von T und K̇. Im Mittel wird eine Höhendifferenz von etwa 30–35 μm
gefunden.
Anhand der Bruchflächenuntersuchungen wurde bereits gezeigt, dass von den Ein-
schlussagglomeraten ein wesentlicher Schädigungsbeitrag ausgeht. Abb. 85 zeigt die
kumulative Verteilung der Partikelabstände, die durch quantitative Auswertung der
Bruchflächen von Bruchmechanikproben ermittelt wurden. Weiterhin sind in Tab. 31
die charakteristischen Größen dieser Analyse aufgeführt. Anhand von Abb. 85 ist
ersichtlich, dass die Stähle RS und IG3.2–4 deutlich geringere Einschlussabstände
als der Stahl R aufweisen. Bei den erstgenannten Stählen liegt der Median des Ein-
schlussabstandes bei ca. 13–15 μm. Dagegen wird beim Stahl R ein Median von ca.
37 μm ermittelt. Anhand der lichtmikroskopischen Einschlussanalyse wurden Ein-
schlussabstände (Median) von ca. 90–100 μm festgestellt, vgl. Abb. 13 (S. 47). Weiterhin
zeigt sich, dass der auf der Bruchfläche ermittelte Einschlussabstand von ca. 13–15 μm
(Median bei den IG-Stählen) dem charakteristischen Knick der Abstandsverteilung in
Abb. 13 entspricht.
Tab. 31: Anhand der Bruchflächenanalyse bestimmte Charakteristika der Einschluss-
verteilung. Grundgesamtheit: Fläche (projiziert) A, Anzahl der Partikel
NPartikel, Anzahl der Bruchflächen NBF.
Werkstoff NA,BF / mm−2 λ50 / μm A / mm2 NPartikel NBF
R 189± 7 37,4± 1,7 6,2 1183 64
RS 412± 31 17,2± 1,6 1,8 751 19
IG3.2 536± 38 15,3± 1,0 2,8 1481 19
IG3.3 574± 29 14,0± 0,7 2,4 1395 18
IG3.4 633± 42 13,3± 0,5 3,2 2018 21
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Der Einschlussabstand von Stahl R entspricht im Rahmen der Streuung der aus der
Topographie bestimmten Höhendifferenz. Somit können Aussagen zum effektiven
Volumen getroffen werden, in denen die nichtmetallischen Einschlüsse schädigungs-
relevant sind. Die Höhendifferenz hängt praktisch nicht von T und K̇ ab. Folglich
ist das effektive Volumen nur von der räumlichen Einschlussanordnung, d. h. dem
Abstand λ, abhängig. Auf das effektive Volumen, in dem sich der Riss ausbreitet, wird
im Abschnitt 5.5 im Rahmen der Modellierung von Ji eingegangen.
Die Rissinitiierung bewirkt nicht zwangsweise ein symmetrisches Aufreißen der
abgestumpften Rissspitze, vgl. Abb. 86. Folglich ist SZH lokal scheinbar sehr gering.
Bei Berücksichtigung der gegenüberliegenden Bruchfläche zeigte sich, dass die Riss-
spitzenöffnungsverschiebung (CTOD) davon nicht beeinflusst wird. Weiterhin spielt
diese Beobachtung für die Bestimmung von SZH eine untergeordnete Rolle, da sta-
tistisch gesehen beide Seiten der Bruchfläche gleichermaßen diese Unregelmäßigkeit
aufweisen können. Jedoch wird dadurch die Unsicherheit bei der Bestimmung von
SZH erhöht.
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Abb. 86: Linker Teil in b ergibt scheinbar SZH = 0. K̇ = 2 ⋅ 106 MPa√m s−1, T = 20 °C.
Die Markierungen „1“ und „2“ befinden sich an gegenüberliegenden Stellen
der Bruchflächen.
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Abb. 87: (a) SZW und (b) SZH in Abhängigkeit von T und K̇ für Stahl R.
Das Abstumpfungsvermögen des Stahls R, ausgedrückt durch die Kenngrößen der
Stretchzone, SZW und SZH, ist in Abb. 87 als Funktion von T und K̇ dargestellt. Im
Vergleich dazu zeigt Abb. 88 diese Abhängigkeiten für den Stahl RS und Abb. 89 für
die Stähle aus den Industriegussversuchen. Die quantitative Analyse der Stretchzone
ergibt große Streuungen. Dies lässt sich zum einen auf die zufällige Verteilung der
nichtmetallischen Einschlüsse vor der abstumpfenden Rissspitze zurückführen. Zum
anderen ist die (manuelle) Messung stark von der ausführenden Person abhängig [82].
Die automatische Erkennung der Stretchzone mit Hilfe der erweiterten Bildanalyse
von REM-Aufnahmen nach Tarafder u. a. [84] war in der vorliegenden Arbeit nicht
zielführend.
Anhand der Abb. 87–89 zeigt sich insbesondere bei den Versuchen mit erhöhter Be-
anspruchungsrate, dass SZW und SZH mit abnehmender Temperatur absinken. Diese
Tendenz ist bei quasi-statischer Beanspruchung nur beim Stahl IG3.2 zu vermuten.
Eine zunehmende Beanspruchungsrate bewirkt bei Stahl R zudem eine Verringerung
von SZW und SZH, vgl. Abb. 87.
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Abb. 89: (a) SZW und (b) SZH in Abhängigkeit von T und K̇ für die Stähle IG3.2–4.
Der Stahl RS zeigt in Abb. 88b eine Zunahme von SZH mit abnehmender Temperatur
bei quasi-statischer Beanspruchung. Dies steht im Widerspruch zur T-Abhängigkeit
der Rissinitiierungskennwerte, vgl. Abb. 72a. Aufgrund der hohen Streuung, die
durch die langgestreckten MnS-Einschlüsse bewirkt wird, liegt somit nur scheinbar
ein Zusammenhang vor. Bei Betrachtung von SZH bestehen somit kaum Unterschiede
zwischen den Stählen R und RS. Dagegen ist die SZW des Stahls RS für alle untersuch-
ten T und K̇ kleiner als die SZW des Stahls R. Dies wird wiederum auf die deutlich
kleineren Einschlussabstände beim Stahl RS zurückgeführt, vgl. Tab. 10.
Die IG-Stähle weisen eine deutlich geringere Rissabstumpfung (SZW und SZH)
gegenüber dem Stahl R auf. Der erhöhte Volumenanteil von nichtmetallischen Ein-
schlüssen in Stahl R gegenüber den IG-Stählen (vgl. Tab. 10) ist demnach für das
Abstumpfungsvermögen der Rissspitze nicht entscheidend. Die Einschlussansamm-
lungen in den IG-Stählen führen dagegen zu relativ hohen Einschlussdichten (NA) bzw.
geringen Abständen (λ). Folglich schwächen diese Ansammlungen den Werkstoff
nicht nur lokal, sondern führen auch in den Bereichen mit geringerer Einschlusskon-
zentration zu einer Versprödung.
Bei quasi-statischer Beanspruchung liegt der untersuchte Temperaturbereich bei
allen Stählen im Bereich der Hochlagenzähigkeit. Eine Erhöhung der Beanspruchungs-
geschwindigkeit führte zur Erhöhung des Temperaturbereichs des duktil-spröden
Übergangs. Somit ist bei schlagartiger Beanspruchung eine Versprödung feststellbar.
Einzelne Proben des Stahls R, die bei −40 °C im SHPB getestet wurden, zeigten sprö-
des Versagen (nicht in Abb. 87 dargestellt) ohne Rissabstumpfung, vgl. Abb. 104a
im Anhang C.3.2. Dieses Verhalten wird durch die hohe zu erwartende Streuung im
duktil-spröden Übergangsbereich erklärt.
Das Verhältnis SZW/SZH beschreibt die Form der Stretchzone. Abb. 90 zeigt dieses
Verhältnis in Abhängigkeit von T und K̇ für alle untersuchten Stähle. SZW/SZH ist
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a b
Abb. 90: SZW/SZH in Abhängigkeit von T und K̇ für (a) R und RS sowie (b) IG3.2–4.
für alle Stähle nur wenig von der Temperatur abhängig. Die K̇-Abhängigkeit zeigt
sich erst bei der höchsten Beanspruchungsrate bei den Stählen R und RS. Hierbei
wird SZW/SZH vor allem durch die deutlich kleineren Werte von SZH bestimmt. Die
Stretchzone ist demnach bei K̇ = 2 ⋅ 106 MPa√m s−1 stark in Rissausbreitungsrichtung
gestreckt.
Im Schrifttum wird zur Abschätzung des Anstiegs der Rissabstumpfungsgeraden
eine bestimmte Form der Stretchzone angenommen. Nach Kolednik und Stüwe [85],
Schwalbe und Heerens [86] sowie McMeeking [87] gilt SZW/SZH ≈ 0,8–1. In diesem
Bereich liegt nur Stahl RS für K̇ ≲ 105 MPa√m s−1. Auch Landes [91] nimmt eine
halbkreisförmige Abstumpfung der Rissspitze an.
Die deutliche Abweichung der experimentellen Befunde von den Angaben im
Schrifttum lassen sich nicht durch das Messprinzip am REM bzw. dessen Auswertung
erklären. Beginn und Ende der Stretchzone wurde zunächst anhand eines Bildes im
SE-Kontrast mit hoher Auflösung (1024× 768 px) ermittelt. Zur Absicherung wurde
zudem gleichzeitig ein Bild im BSE-Kontrast mit gleicher Auflösung analysiert. Erst
danach wurde die Topographie entlang von Messlinien ausgewertet. Durch die si-
multane Definition der Anfangs- und Endpunkte der Stretchzone im SE-Bild (durch
die Software auf ca. 512× 512 px limitiert) und im Profil konnte die Höhendifferenz,
d. h. SZH, zwischen den beiden charakteristischen Punkten gemessen werden. Der
im Schrifttum angesprochene Benutzereinfluss war begrenzt, da alle Analysen vom
Autor durchgeführt wurden.
Die in der vorliegenden Arbeit verwendete Definition der Rissabstumpfungsgera-
den nach ISO 12135 weißt somit einen zu großen Anstieg auf. Folglich werden JiBL
und J0,2BL zu niedrig und damit konservativ abgeschätzt. Aus Abb. 72 ist ersichtlich,
dass die Konservativität relativ gering ist. Zudem ist aufgrund der Streuung der
Versuchsergebnisse eine konservative Abschätzung notwendig.
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5.5 Modellierung der Rissinitiierung
5.5.1 Herleitung
Der Werkstoffwiderstand gegen Rissinitiierung kann mit Kenntnis der Einschlussgrö-
ßen sowie des Festigkeits- und Verformungsverhaltens abgeschätzt werden. Aufbau-
end auf Gl. 33 wurde in [139] folgende Gleichung vorgeschlagen4:
Ji = 1
πeεf
(σ0εf + kεn+1fn + 1 ) 1NAd (143)
Im Unterschied zu Gl. 33 wird das Festigkeitsverhalten in Gl. 143 mit Hilfe des
Ansatzes nach Ludwik [45] beschrieben und nicht nach Hollomon [44]. Dadurch wird
das Festigkeitsverhalten für den vorliegenden hochfesten Stahl auch bei geringen
Dehnungen besser beschrieben.
In [139] wurde die Fließspannung für jedes Temperaturniveau separat modelliert.
In der vorliegenden Arbeit soll der Einfluss von Temperatur und Dehnrate einbe-
zogen werden. Dazu werden die Ergebnisse der Fließspannungsmodellierung (Ab-
schnitt 5.2.3) nach Khan, Huang und Liang (Gl. 4) angewendet.
Gl. 143 bezieht die bis zum Bruch geleistete Arbeit auf eine charakteristische Fläche.
Die bis zum Bruch geleistete Arbeit beträgt5:
Wf = ∫ εf
0
(A + Bεn0 (1− ln ε̇
ln ε̇0
)n1) ε̇C (1− ( T − TR
TS − TR)m)dε (144)
Anhand von Zugversuchen wurden die Zusammenhänge ε̇ = f (ε) und T = f (ε, ε̇)
bestimmt bzw. abgeschätzt. Aufgrund des mehrachsigen Spannungszustandes und
anderer Wärmeleitungsbedingungen können diese Zusammenhänge nicht auf die
Bruchzähigkeitsversuche angewendet werden. Es wird daher angenommen, dass die






) ist fehlerhaft bzgl. ∫ εf0 (σ0 + kεn)dε.
5 Im Folgenden wird die wahre Dehnung durch ε ausgedrückt.
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Dehnrate und die Temperatur im jeweiligen Versuch konstant sind. Gl. 144 vereinfacht
sich zu:
Wf = ∫ εf
0












(A + BDεn0)dε (146)
= EF⎛⎝Aεf + BDε
n0+1
f
n0 + 1 ⎞⎠ (147)
Weiterhin wurde die Bruchdehnung εf in Abhängigkeit von ε̇ und T nach Johnson
und Cook [51] modelliert. Die Abhängigkeit vom Spannungszustand wird nicht
weiter betrachtet, da in Gl. 143 die mit Hilfe des uniaxialen Zugversuchs ermittelte
Bruchdehnung angewendet wird:
εf = α (1+ β ln ε̇ε̇0)(1+γ T − TRTS − TR) (148)






n0 + 1 ⎞⎠ 1NAd (149)
Alternativ wird die von Stroppe [130] vorgeschlagene Beziehung (Gl. 32) analog zur






n0 + 1 ⎞⎠ λ3d2 (150)
Da sowohl die Fließkurve als auch die wahre Bruchdehnung jeweils temperatur- und
dehnratenabhängig sind, wird im Folgenden die Anwendbarkeit der Gln. 149 und 150
auf die experimentellen Ergebnisse zur temperatur- und geschwindigkeitsabhängigen
Zähigkeit geprüft. Dabei wird die experimentell ermittelte Zähigkeit JiBL mit der
modellierten Zähigkeit Ji verglichen.
5.5.2 Anwendung des Einschlussabstandes λ
Die Anwendbarkeit des fraktographisch ermittelten Einschlussabstandes λ50, der
für die IG-Stähle dem charakteristischen Knick in der metallographisch bestimmten
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Abstandsverteilung entspricht, wird mit Gl. 150 geprüft. Aus Tab. 32 geht hervor, dass
diese Vorgehensweise nicht erfolgversprechend ist. Die Zähigkeit der IG-Stähle wird
relativ gut beschrieben. Jedoch wird die Zähigkeit des Stahls R deutlich überschätzt.
Folglich ist λ50 nur für den Stahl RS und die IG-Stähle ein charakteristischer Abstand.
Die Anwendbarkeit von Gl. 150 ist somit nur eingeschränkt für die untersuchten
Stähle geeignet.
Tab. 32: Vergleich von experimentell ermittelten JiBL-Werten und der Modellierung
nach Gl. 150. Quasi-statische Versuche bei 20 °C und −40 °C: K̇ = 2 MPa√m s−1
entspricht ε̇ = 2 ⋅ 10−4 s−1.
Werkstoff T / °C JiBL / N mm−1 Ji / N mm−1 Abweichung / %
R +20 81± 4 146 +80−40 63± 13 147 +133
RS +20 69± 18 57 −17−40 70± 27 68 −3
IG3.2 +20 34± 15 34 ±0−40 37± 17 35 −5
IG3.3 +20 27± 8 20 −26−40 20± 7 21 +5
IG3.4 +20 29± 7 19 −34−40 30± 9 20 −33
Mittelwert +10
5.5.3 Anwendung der Einschlussdichte NA
In [139] wurde gezeigt, dass der hohe Einschlussanteil innerhalb von Einschluss-
anhäufungen als Flächenanteil NA in Gl. 143 bzw. Gl. 149 angenommen werden
kann. Im ersten Schritt werden daher ausgehend von den experimentell gefundenen
Einschlusskonfigurationen die Werte für Ji abgeschätzt. Hierfür werden d̄ aus der
lichtmikroskopischen Analyse (Tab. 10 auf S. 48) und NA aus Tab. 31 (S. 140) genutzt.
Abb. 91 zeigt die modellierte Abhängigkeit der Rissinitiierungszähigkeit von Tem-
peratur und Beanspruchungsrate für die IG-Stähle. Für die Stähle R und RS sind
diese Zusammenhänge in Abb. 92 dargestellt. Aus Abb. 91a wird ersichtlich, dass die
Modellierung mit Gl. 149 Ergebnisse liefert, die im Rahmen der Streuung der experi-
mentell ermittelten Daten liegen. Tab. 33 listet JiBL und Ji einschließlich des relativen
Fehlers für alle untersuchten Stähle für die Temperaturen 20 und −40 °C bei quasi-
statischer Beanspruchung auf. Die modellierten Werte für die IG-Stähle haben die
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Abb. 91: Vergleich von experimentell und mit Hilfe von Gl. 149 ermittelter Zähigkeit
Ji bzw. Jdi. (a) statische Beanspruchung, (b) dynamische Beanspruchung im
PSW. Legende gilt für beide Diagramme.
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Abb. 92: Experimentell und mittels Gl. 149
ermittelte Zähigkeit Ji bzw. Jdi für
die Stähle R und RS. Experimen-
telle Daten sind durch Punkte dar-
gestellt. Linien zeigen die model-
lierte Zähigkeit.
Tab. 33: Vergleich von experimentell ermittelten JiBL-Werten und der Modellierung
nach Gl. 149 (Ji). Quasi-statische Versuche bei 20 °C und −40 °C: K̇ =
2 MPa
√
m s−1 entspricht ε̇ = 2 ⋅ 10−4 s−1.
Werkstoff T / °C JiBL / N mm−1 Ji / N mm−1 Abweichung / %
R +20 81± 4 63 −22−40 63± 13 63 ±0
RS +20 69± 18 57 −17−40 70± 27 67 −4
IG3.2 +20 34± 15 35 +3−40 37± 17 36 −3
IG3.3 +20 27± 8 26 −4−40 20± 7 26 +30
IG3.4 +20 29± 7 26 −10−40 30± 9 26 −13
Mittelwert −4
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geringsten Abweichungen. Dagegen wird die Zähigkeit des Stahls R bei 20 °C deutlich
unterschätzt. Insbesondere wird hier die Temperaturabhängigkeit der Zähigkeit nicht
abgebildet. Dieser Mangel wird auch bei der dynamischen Beanspruchung (Abb. 91b)
beobachtet. Die modellierte K̇-Abhängigkeit der Zähigkeit für die Stähle R und RS in
Abb. 92 spiegelt nicht den experimentell gefundenen Zusammenhang wider. Dies gilt
vor allem im Bereich sehr hoher Beanspruchungsraten. Die Modellvorstellung gibt
eine positive K̇-Abhängigkeit aus, während experimentell eine negative K̇-Abhängig-
keit der Zähigkeit gemessen wird. Für die IG-Stähle wird dagegen keine oder eine
geringe positive K̇-Abhängigkeit experimentell gefunden, die für T = 20 °C qualitativ
vom Modell abgebildet wird.
Entscheidend bei der Anwendung des Zähigkeitsmodells ist, dass für NA die frak-
tographisch ermittelte Einschlussdichte verwendet wird. Wenn dagegen NA aus der
lichtmikroskopischen Analyse genutzt wird, werden deutlich höhere Werte für Ji
ermittelt. Diese Zähigkeiten sind um den Faktor NA,BF/NA,LM (> 10) größer.
Die Anwendung der an geprüften Bruchmechanikproben fraktographisch bestimm-
ten Einschlussdichte (NA,BF) ist nur im ersten Ansatz praktikabel. Zur Anwendung
des Zähigkeitsmodells sollte es das Ziel sein, dass Daten des Zugversuchs und der
lichtmikroskopischen Einschlussanalyse (d. h. NA,LM) ausreichend sind. Für die IG-
Stähle, bei denen die nichtmetallischen Einschlüsse zur Agglomeration neigen, wurde
bereits gezeigt, dass ein Zusammenhang zwischen den fraktographisch ermittelten
Einschlussabständen und dem Knick der lichtmikroskopischen ermittelten λ-Ver-
teilung besteht, vgl. Abb. 13b auf S. 47. Weiterhin wurde anhand der quantitativen
Analyse der Bruchflächentopographie im Bereich kleiner stabiler Rissverlängerungen
ein Zusammenhang zwischen der Höhendifferenz und dem Einschlussabstand fest-
gestellt. Für die Stähle R und RS soll aufbauend auf theoretischen Betrachtungen ein
Zusammenhang zwischen der metallographisch und der fraktographisch gefundenen
Einschlusscharakteristik ermittelt werden.
Die in Abschnitt 5.4.4 beschriebene Höhendifferenz soll als effektive Rissdicke
definiert werden. Dadurch ist die Einschlussverteilung in einem effektiven Volumen
entscheidend, in dem der Riss wächst. Nur nichtmetallische Einschlüsse, die sich in
diesem Volumen befinden, sind damit schädigungsrelevant.
Zur theoretischen Herleitung des Zusammenhangs zwischen den metallographisch
und fraktographisch ermittelten Werten von NA wurde eine zufällige Anordnung
von kugelförmigen Partikeln im dreidimensionalen Raum angenommen. Die Partikel
wurden auf die Eckpunkte eines kubisch primitiven Gitters platziert (Gitterkonstante
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= 1 Längeneinheit (LE)). 1 LE entspricht ca. 100 μm in der Realität6. Um eine zufäl-
lige Anordnung zu erreichen, wurde die Position um eine Zufallszahl im Intervall[−0,5;+0,5] je Raumrichtung verschoben. Die Durchmesserverteilung wurde als loga-
rithmisch normalverteilt angenommen. Die experimentell ermittelten äquivalenten
Kreisdurchmesser (ECD) von IG3.2 dienten der Bestimmung von Mittelwert und Stan-
dardabweichung. Weiterhin wurde diese Verteilung skaliert, um Partikelverteilungen
mit unterschiedlichen Volumenanteilen zu generieren. Bis zu 64 ⋅ 106 Partikel wurden
erzeugt (400 LE pro Raumrichtung).
Eine Ebene, die durch zwei Flächendiagonalen aufgespannt wird, schneidet diese
zufällige Partikelanordnung. Dieses Vorgehen entspricht dem metallographischen
Schliff. Somit wird ein Teil der kugelförmigen Partikel geschnitten, die als Kreise in der
Ebene erscheinen. Die abgebildeten Durchmesser entsprechen dem Durchmesser des
Kugelabschnitts. Weiterhin wird der Mittelpunkt dieses Kreises auf der Schnittebene
bestimmt. Analog zu dieser idealen Schnittebene wird eine Schnittebene mit einer
bestimmten Dicke erzeugt. Partikel die sich vollständig oder zum Teil in diesem Volu-
men befinden, werden mit ihrem jeweiligen Durchmesser auf diese Ebene abgebildet.
Dieses Vorgehen entspricht der fraktographischen Begutachtung.
Der Riss breitet sich auf dem Weg des geringsten Widerstandes aus. Somit wurden
Einschlüsse in einem bestimmten Volumen (entspricht der Topographie der Bruch-
fläche) freigelegt. Diese Einschlüsse werden auf einer Ebene, d. h. dem Bildschirm,
abgebildet.
In den untersuchten Stählen wurde eine Anhäufung von Partikeln festgestellt. Diese
Anhäufung wurde ebenso theoretisch betrachtet. Die bereits generierten gleichmäßig
verteilten Partikel wurden mit einzelnen Anhäufungen überlagert. Hierbei wurde der
Anteil der angehäuften Partikel, die Größe der Anhäufungen und Abstand zwischen
den Anhäufungen auf die experimentelle Einschlussverteilung abgestimmt. Das so
erzeugte Raster aus Einschlussanhäufungen wurde sehr regelmäßig von den oben
definierten Ebenen geschnitten. Daher diente eine zufällige Lage dieser Ebene der
Verringerung der Regelmäßigkeit.
Aus den Informationen zur Lage und zum Durchmesser der abgebildeten Partikel
wurden NA sowie die Durchmesser- und Abstandsverteilung bestimmt. Die Erzeu-
gung der Partikel, die Schnitte und die Ermittlung der charakteristischen Größen
wurden in MATLAB (Version 2017b) implementiert. Der Quellcode ist in Skript 3 im
Anhang D.3 aufgeführt.
6 Eine genaue Umrechnung kann nicht angegeben werden, da es sich um eine idealisierte Modellvor-
stellung handelt.
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Abb. 93: Kumulierte Häufigkeitsverteilungen von (a) normiertem Durchmesser und
(b) normiertem Abstand. Theoretisch bestimmte Partikelverteilungen: ohne
Anhäufung, mit Anhäufung, mit Anhäufung und Zufallsebene; Experimen-
tell ermittelte Verteilung von IG3.2.
Die Ergebnisse der theoretischen Herleitung sind in Abb. 93 dargestellt. Experi-
mentelle Daten zum Vergleich sind beispielhaft für den Stahl IG3.2 geplottet. Aus der
Häufigkeitsverteilung der Durchmesser (Abb. 93a) ist ersichtlich, dass die drei theoreti-
schen Berechnungen zu keinen wesentlichen Unterschieden führen. Die experimentell
ermittelte Verteilung weist dagegen kleine Durchmesser seltener oder nicht auf. Dies
wird mit der methodischen Schwierigkeit, sehr kleine Objekte zu erkennen und zu
quantifizieren, erklärt. Deutliche Unterschiede zwischen räumlich homogen verteilten
Partikeln und örtlich angehäuften Partikeln sind in der Verteilung der Abstände zu er-
kennen. Bei angehäuften Partikeln liegt ein typischer Knick in der Abstandsverteilung
vor, vgl. Abb. 93b (Pfeil). Die oben genannten Parameter der Anhäufung wurden so
ermittelt, dass theoretisch und experimentell bestimmte Abstandsverteilungen weitge-
hend übereinstimmen. Wird dagegen bei nahezu gleicher räumlicher Anordnung der
Partikel eine andere Schnittebene gewählt, kann bei ungünstiger Wahl die Häufigkeit
kleiner Abstände deutlich geringer sein. Ein charakteristischer Knick ist dennoch zu
erkennen. Die Varianz der Abstandsverteilungen ist somit bei Vorhandensein von
lokalen Anhäufungen besonders hoch.
Abb. 94 zeigt das Verhältnis von fraktographisch zu metallographisch bestimm-
ter Einschlussdichte (NA) als Funktion von fV für verschiedene „Rissdicken“. Die
Abstände zum nächsten Nachbarn im Volumen betragen im Mittel 0,635 LE (ohne
Anhäufung) und 0,542 LE (mit Anhäufung). Im Fall der angehäuften Partikel wurden
insgesamt ca. 32,3 ⋅ 106 Partikel generiert, von denen 16,5 % in 1331 Anhäufungen mit
der Kantenlänge 2 LE vorliegen. Zudem sind die experimentell ermittelten Verhältnis-
se NA,BF/NA,LM eingetragen. Anhand der theoretischen Untersuchungen zeigt sich,
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Abb. 94: Verhältnis von fraktographisch
zu metallographisch bestimmter
Einschlussdichte in Abhängigkeit
von fV. Zahlenwerte 0,4–2,0 ent-
sprechen der „Rissdicke“ in LE.
A: Anhäufung, A+Z: Anhäufung
und Zufallsebene.
dass das Verhältnis NA,BF/NA,LM mit zunehmender „Rissdicke“ erhöht wird. Dies
entspricht einem größerem beanspruchten Volumen, wodurch mehr Einschlüsse durch
duktilen Bruch freigelegt werden, die sich nicht auf der idealen Rissebene befinden.
Die experimentell bestimmten Werte können einer „Rissdicke“ von 1,6 LE (IG-Stähle)
bzw. 1,8 LE (Stahl R) zugeordnet werden. Dies entspricht etwa dem 2,7–2,8-fachen
des Median-Einschlussabstandes im Volumen bzw. dem 2,0–2,2-fachen des Median-
Einschlussabstandes auf der Bruchfläche für die jeweiligen Stähle in der Simulation.
Die mit Hilfe der Simulation ermittelte Rissdicke steht im Zusammenhang mit
der experimentell ermittelten Höhendifferenz, vgl. Abb. 84. Die gefundene Höhen-
differenz entspricht näherungsweise dem Median-Abstand der nichtmetallischen
Einschlüsse auf der Bruchfläche. Die Höhendifferenz entspricht dabei dem Abstand
der höchsten Erhebung über dem Ermüdungsrissniveau. Da keine beliebig großen Flä-
chen mit hoher Genauigkeit vermessen werden können, wurde nur die Topographie
in der Nähe der Rissspitzenabstumpfung ermittelt. Dies entspricht auch dem für die
Rissinitiierung relevanten Volumen. Da hier nur die Erhebungen vermessen wurden,
wird angenommen, dass die ermittelte Höhendifferenz nur der Hälfte der effektiven
Rissdicke entspricht. Folglich entspricht die Rissdicke der Simulation, die etwa dop-
pelt so groß wie der Median-Einschlussabstandes auf der simulierten Bruchfläche ist,
in erster Näherung dem experimentellen Befund.
Der Stahl RS ( fV = 42 ⋅ 10−3 Vol.-%) weist ein relativ geringes Verhältnis von 6,6 auf.
Dies entspricht einer „Rissdicke“ von 0,5 LE und wird auf die langgestreckten MnS
zurückgeführt. Die Bruchmechanikproben wurden so aus dem Ausgangsmaterial ent-
nommen, dass die langgestreckten MnS senkrecht zur idealen Rissebene liegen. Eben-
so liegt die Streckungsrichtung senkrecht zu den untersuchten metallographischen
Schliffen. Demnach ist die Wahrscheinlichkeit, diese Einschlüsse metallographisch
zu finden, deutlich größer als bei den Stählen mit deutlich schwächer gestreckten
Einschlüssen. Auf eine theoretische Betrachtung der Interaktion zwischen Schnitt-
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ebene und in bestimmten Grenzen zufällig orientierten endlichen Zylindern wurde
verzichtet. Für diese Berechnung hätte die zur Verfügung stehende Rechenleistung
nicht ausgereicht.
Für die „Rissdicke“ von 1,8 LE wird NA,BF/NA,LM in Abhängigkeit von fV berechnet.
Aus diesen so ermittelten Verhältnissen und den metallographisch ermittelten Ein-
schlusscharakteristika wird schließlich die Zähigkeit mit Hilfe von Gl. 149 bestimmt.
Aus Tab. 34 geht hervor, dass die Modifizierung der metallographisch bestimmten Ein-
schlussdichte NA durch die theoretischen Betrachtungen zu einer hohen Genauigkeit
des Zähigkeitsmodells führt. Die Abweichungen zwischen berechneter und experi-
mentell ermittelter Zähigkeit liegen mit Ausnahme des Stahls R (20 °C) innerhalb der
Streuungen des Experiments.
Die vorgestellten Modifikationen des Zähigkeitsmodells von Deimel und Sattler
[133] bzw. Stroppe [130] und die Einbeziehung des Einflusses von Temperatur und
Dehnrate gelten zunächst nur, wenn Zähbruch als Bruchmechanismus vorliegt (Hoch-
lagenzähigkeit). Zwar ist zu erwarten, dass es unterhalb einer bestimmten Temperatur
auch im einachsigen Zugversuch zum Sprödbruch (mikroskopischer Spaltbruch)
kommt. Diese Temperatur wird aber aufgrund der geringeren Spannungsmehrachsig-
Tab. 34: Vergleich von experimentell ermittelten JiBL-Werten und der Modellierung
nach Gl. 149. Quasi-statische Versuche bei 20 °C und −40 °C: K̇ = 2 MPa√m s−1
entspricht ε̇ = 2 ⋅ 10−4 s−1. Zur Bestimmung von NA in Gl. 149 wurde das
theoretisch ermittelte Verhältnis NA,BF/NA,LM genutzt. Rissdicken (in LE): 1,8
(R); 0,5 (RS); 1,6 (IG3.2–4).
Werkstoff T JiBL NA,BF/NA,LM Ji Abweichung
°C N mm−1 N mm−1 %
R +20 81± 4 37,2 62 −26−40 63± 13 63 ±0
RS +20 69± 18 5,97 63 −9−40 70± 27 75 +7
IG3.2 +20 34± 15 41,4 35 +3−40 37± 17 36 −3
IG3.3 +20 27± 8 40,0 27 ±0−40 20± 7 28 +40
IG3.4 +20 29± 7 37,8 30 +3−40 30± 9 30 ±0
Mittelwert +1,5
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keit deutlich unterhalb der Temperatur liegen, die bei einer mechanisch beanspruchten
Rissspitze zum instabilen Rissfortschritt durch Spaltbruch führt.
154
6 Zusammenfassung und Ausblick
Die vorliegende Arbeit liefert einen wichtigen Beitrag zum Verständnis der Wirkung
nichtmetallischer Einschlüsse auf das mechanische Werkstoffverhalten des Vergü-
tungsstahls G42CrMo4. Sie fördert damit die Entwicklung neuartiger multifunktiona-
ler Filtersysteme zur Metallschmelzefiltration im Sonderforschungsbereich 920. Das
Festigkeits-, Verformungs- und Zähigkeitsverhalten bei einsinniger Beanspruchung
wurde bei Temperaturen von −60 bis 20 °C und bei Beanspruchungsraten von etwa
10−4 bis 103 s−1 bzw. 100 bis 106 MPa
√
m s−1 untersucht. Die wesentlichen Erkenntnisse
können wie folgt zusammengefasst werden:
• Alle untersuchten Stähle zeigen eine typische Zunahme der Festigkeit mit ab-
nehmender Temperatur und steigender Dehnrate. Die Bruchdehnung steigt mit
abnehmender Temperatur (R, RS) oder ist temperaturunabhängig (IG-Stähle).
Die Brucheinschnürung der Stähle R und RS sinkt geringfügig mit abnehmender
Temperatur bzw. ist temperaturunabhängig. Der Zusammenhang zwischen Ver-
formbarkeit und Dehnrate ist nicht eindeutig, da sich der Werkstoff bei hoher
Dehnrate stark adiabatisch erwärmt und sich somit die Verfestigung infolge
der Dehnrate und die Entfestigung infolge der Erwärmung überlagern. Bei der
höchsten Dehnrate kommt es aufgrund dieser Prozesse nicht zur Versprödung.
• Zwischen den unterschiedlichen Industriegussvarianten bestehen praktisch kei-
ne Unterschiede bei Betrachtung von Festigkeit und Verformbarkeit. IG3.2 zeigt
zwar in Teilen des Parameterraumes aus T und ε̇ eine größere Verformbarkeit im
Vergleich zu IG3.3 [137]. Jedoch relativieren sich diese Unterschiede bei Betrach-
tung der vollständigen T- und ε̇-Abhängigkeit. Somit sind, basierend auf den
Ergebnissen der Zugversuche, keine Aussagen zu einer besonders vielverspre-
chenden Oberflächenfunktionalisierung möglich. Dies liegt maßgeblich an den
relativ geringen Unterschieden zwischen den Abgüssen durch die verschiedenen
Filter.
• Das temperatur- und dehnratenabhängige Festigkeits- und Verformungsverhal-
ten lässt sich mit den Modellen von Khan, Huang und Liang [49, 50] (Gl. 4) bzw.
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Johnson und Cook [51] (Gl. 5) gut bis befriedigend beschreiben. Die dafür not-
wendigen Informationen zur Temperatur- und Dehnratenentwicklung bis zum
Bruch wurden durch modellhafte Beschreibungen experimenteller Ergebnisse
gewonnen.
• Durch Anwendung der lasergestützten Verschiebungsmessung im instrumen-
tierten Pendelschlagwerk wurde die Durchbiegung der Probe und die in den
Komponenten der Prüfmaschine entstehenden Vibrationen untersucht. Damit
wurden Ursachen, die eine unvollständige (Rück-)Umwandlung von elastischer
Verzerrungsenergie zu kinetischer Energie bewirken, systematisch identifiziert.
Die Quantifizierung dieser Phänomene, ausgedrückt durch die dynamische
Kalibrierung der Kraftmessung, ist nur dann nicht notwendig, wenn die laserge-
stützten Verschiebungsmessung direkt für die weitere Berechnung der Zähigkeit
genutzt wird. Somit wird die Versuchsauswertung durch Anwendung der laser-
gestützten Verschiebungsmessung deutlich vereinfacht. Gleichzeitig wird die
Genauigkeit durch geringere Streuungen der Messgrößen verbessert.
• Ein Split Hopkinson Pressure Bar Versuchsstand zur Durchführung von Bruch-
mechanikversuchen bei sehr hohen Beanspruchungsraten wurde konzipiert
und validiert. Die Kombination aus Vier-Punkt-Biegung, hohlem Ausgangsstab,
Kühlmöglichkeit und Kombination von Laser- und DMS-Signalen ist neuar-
tig. Auch bei Verwendung der Kühlkammer kann die optische Analyse mit
Hilfe einer Hochgeschwindigkeitskamera angewendet werden. Durch Analyse
der verschiedenen Signale kann das Kräftegleichgewicht und die Probendurch-
biegung bestimmt sowie der Zeitpunkt der stabilen Rissinitiierung detektiert
werden.
• Alle untersuchten Stähle weisen duktiles Versagen im gesamten Temperatur-
und Beanspruchungsratenbereich auf. Für T ≤ −40 °C in Kombination mit
K̇ ≥ 105 MPa
√
m s−1 werden bei allen Stählen anhand der Analyse der Stretch-
zone erste Anzeichen einer Versprödung ermittelt. Bei quasi-statischer Bean-
spruchung führt die Absenkung der Temperatur dagegen zu einer Erhöhung
der Zähigkeit. Somit befindet sich der geprüfte Temperaturbereich im Bereich
der Hochlagenzähigkeit (quasi-statische Versuche) bzw. am unteren Ende der
Hochlagenzähigkeit (dynamische Versuche).
• Proben aus den Industriegussversuchen, denen bewusst nichtmetallische Ein-
schlüsse zugegeben worden sind, weisen ein bei quasi-statischer Beanspru-
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chung deutlich niedrigeres Zähigkeitsniveau im Vergleich zu den Stählen R
und RS auf. Im Gegensatz dazu werden bei IG-Stählen für T = −40 °C und
K̇ = 105 MPa
√
m s−1 höhere Werte der Rissinitiierung im Vergleich zu den Stäh-
len R und RS ermittelt.
• Die Zähigkeitskennwerte (Ji und T J) zeigen nur relativ geringe Unterschiede
zwischen Industriegussvarianten. Bei Betrachtung der Rissinitiierungszähig-
keit liegt IG3.2 am oberen Ende des Streubandes. Dagegen zeigt IG3.3 den im
Mittel größten Widerstand gegen Risswachstum. Analog zu den Ergebnissen
der Zugversuche ist es auch anhand der Ergebnisse der bruchmechanischen
Untersuchungen nicht möglich, eine Filtervariante als besonders geeignet zu
bewerten.
• Die Rissinitiierungszähigkeit wird mit einem neuen Modell beschrieben, dass
auf Untersuchungen von Stroppe [130] und Deimel und Sattler [133] basiert.
Die ursprünglichen Modelle wurden um eine T- und ε̇-Abhängigkeit erwei-
tert. Zudem wurden Kenngrößen der Einschlussverteilung identifiziert, welche
die Rissinitiierungszähigkeit maßgeblich bestimmen. Es wurde nachgewiesen,
dass die fraktographisch ermittelte Einschlussdichte (NA,BF) und der metallogra-
phisch ermittelte mittlere Einschlussdurchmesser für die Modellierung von Ji
relevant sind. Um NA,BF ohne fraktographische Analyse zu bestimmen, wurde
eine Umrechnung aus der metallographisch ermittelten Einschlussdichte (NA,LM)
vorgeschlagen: NA,BF = A ⋅NA,LM. Der Faktor A ist von der Einschlusscharakteris-
tik abhängig. Die Simulation eines metallographischen Schliffs und eines Risses
durch eine zufällige räumliche Verteilung von nichtmetallischen Einschlüssen
mit und ohne Anhäufung diente der Identifizierung des Faktors A. Die Gültig-
keit der Annahmen der Simulation wurde durch Vergleich mit experimentell
ermittelten Ergebnissen nachgewiesen. Somit ist es möglich, aus den experimen-
tell gemessenen Fließkurven, der Verformbarkeit und der lichtmikroskopisch
gemessenen Einschlussdichte und Einschlussgröße den Werkstoffwiderstand
gegen physikalische Rissinitiierung abzuschätzen.
Die Industriegussvarianten sind insbesondere bei niedriger Temperatur und ho-
her Beanspruchungsgeschwindigkeit zäher als die beiden Referenzstähle R und RS.
Aus Mangel an Probenmaterial wurden an den hier untersuchten IG-Stählen keine
Versuche bei K̇ > 105 MPa
√
m s−1 durchgeführt. Um die Temperaturabhängigkeit der
Zähigkeit für diese Gussstähle zu erforschen, sind weitere Versuche mit ähnlichen
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Stählen notwendig. Hierfür kommen andere Industriegussvarianten in Frage, von
denen zum Teil noch Material verfügbar ist.
Die Anwendbarkeit der laserbasierten Verschiebungsmessung und die damit mögli-
che Analyse von schwingungsfähigen Komponenten sollte für Werkstoffe mit geringe-
rer Festigkeit geprüft werden. Durch geringere Kraftniveaus und z. T. andere elastische
Eigenschaften ändert sich die Bedeutung der Nachgiebigkeit von Komponenten des
Pendelschlagwerks. Insbesondere Gusseisen mit Kugelgraphit (z. B. GJS-400) spielt
eine große Rolle, da auch hier ein duktil-spröder Übergang vorhanden ist und dieser
Werkstoff für hochbelastete Komponenten Anwendung findet. Weiterhin wäre die
Detektion der physikalischen Rissinitiierung in sehr zähen Stählen von Interesse.
Die T- und K̇-Abhängigkeit von Ji für Stahl R wird bisher nur zum Teil beschrieben.
Bisher kann nicht geklärt werden, warum die Modellierung bei hohen K̇ versagt.
Daher sollte systematisch geprüft werden, inwiefern die Rissinitiierung durch duk-
tiles Versagen beschrieben werden kann. Dazu ist die Untersuchung anderer Stähle
notwendig, die andere Einschlusscharakteristika aufweisen (höheres/niedrigeres fV).
Der oben genannte Ansatz zur Umrechnung von NA,LM in NA,BF war insbesondere
für die IG-Stähle und den Stahl R möglich. Dagegen konnte diese Beziehung nur ein-
geschränkt beim Stahl RS aufgrund der langgestreckten MnS-Einschlüsse angewendet
werden. Daher ist es notwendig, die Grenzen der Anwendbarkeit zu ermitteln. Dazu
sind Untersuchungen anderer Stähle notwendig (s. o.).
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A Vergleich der Stahlbezeichnungen
Der Vergütungsstahl 42CrMo4 weist Ähnlichkeiten zu anderen im Schrifttum genann-
ten legierten Vergütungsstählen auf. Deren chemische Zusammensetzung ist in Tab. 35
aufgeführt.
Tab. 35: Chemische Zusammensetzung in Masse-% nach [208, 215, 260]
Bezeichnung (Norm) C Cr Mo Ni Mn
42CrMo4 (DIN, EN) 0,38–0,45 0,9–1,2 0,15–0,3 – 0,6–0,9
42CrMoS4 (DIN, EN) 0,38–0,45 0,9–1,2 0,15–0,3 – 0,6–0,9
G42CrMo4 (DIN, EN) 0,38–0,45 0,8–1,2 0,15–0,3 max. 0,4 0,6–1,0
4340 (AISI/SAE) 0,38–0,43 0,7–0,9 0,2–0,3 1,65–2,00 0,6–0,8
4140 (AISI/SAE) 0,38–0,43 0,8–1,1 0,15–0,25 max. 0,25 0,75–1,0
En24 (BS 970) 0,36–0,44 1,0–1,4 0,2–0,35 1,3–1,7 0,45–0,7
40Cr (GB (China)) 0,37–0,44 0,8–1,1 max. 0,15 max. 0,3 0,5–0,8
Bezeichnung (Norm) Si P (max.) S (max.) Cu
42CrMo4 (DIN, EN) max. 0,4 0,025 0,035 –
42CrMoS4 (DIN, EN) max. 0,4 0,025 0,02–0,04 –
G42CrMo4 (DIN, EN) max. 0,6 0,025 0,02 max. 0,3
4340 (AISI/SAE) 0,15–0,35 0,03 0,04 max. 0,35
4140 (AISI/SAE) 0,75–1,0 0,03 0,04 max. 0,35
En24 (BS 970) – 0,025 0,025 –






Abb. 95: Primärgefüge der Stähle RS (a), IG3.0 (b), IG3.A(c), IG3.2 (d), IG3.3 (e) und







Abb. 96: Ehemalige Austenitkörner der Stähle R (a), RS (b), IG3.0 (c), IG3.A(d), IG3.2
(e), IG3.3 (f) und IG3.4 (g). Pikrinsalzsäure [212, S. 738].
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C Übersicht der Versuchsergebnisse
C.1 Festigkeits- und Verformungskennwerte
















































































Abb. 97: Festigkeitskennwerte der Gussplatten aus IG3 (a) und IG4 (b). Verformungs-
kennwerte der Gussplatten aus IG3 (c) und IG4 (d). Der jeweilige Mittelwert
für alle untersuchten Proben ist zusätzlich angegeben. Die Symbolbedeutun-
gen sind zeilen- bzw. spaltenweise gleich.
C.2 Fließkurvenmodellierung
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Mod. Stahl IG3.2, T = 20 °C
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Abb. 98: Fließkurvenmodellierung nach Khang, Huang und Liang [49, 50] für die
Stähle RS (a,b), IG3.2 (c,d), IG3.3 (e,f), und IG3.4 (g,h). Linke Spalte: T-Abhän-
gigkeit bei quasi-statischer Beanspruchung, Rechte Spalte: ε̇-Abhängigkeit
bei Raumtemperatur. Die angegebenen Dehnraten sind ungefähre Werte. Für













Abb. 99: Ausgewählte Bruchflächen der Zugproben der Stähle R (a,c,e) und RS (b,d)
nach quasi-statischer Beanspruchung.
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Abb. 100: Ausgewählte Bruchflächen der bei Raumtemperatur und unterschiedlichen















Abb. 101: Ausgewählte Bruchflächen der bei Raumtemperatur und unterschiedlichen
Dehnraten geprüften Zugproben der Stähle IG3.2 (a,c,e) und IG3.3 (b,d,f).
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Abb. 102: Ausgewählte Bruchflächen der bei Raumtemperatur und unterschiedlichen
Dehnraten geprüften Zugproben des Stahls IG3.4. (a) ε̇ = 1 s−1, (b) ε̇ = 100 s−1,






Abb. 103: Ausgewählte Bruchflächen der Stähle R (a,b) und RS (c,d) nach quasi-stati-
scher Beanspruchung. Linke Spalte: T = 20 °C, rechte Spalte: T = −40 °C. KP:
Korrosionsprodukte.
a b
Abb. 104: Ausgewählte Bruchflächen der Stähle R (a) und RS (b) nach hochdynami-
scher Beanspruchung (K̇ = 2 ⋅ 106 MPa√m s−1). a:T = −40 °C, b: T = 20 °C.
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Abb. 105: Ausgewählte Bruchflächen der Bruchmechanikproben der Stähle IG3.2 (a,b),
IG3.3 (c,d) und IG3.4 (e,f) nach quasi-statischer Beanspruchung. Linke Spalte:
T = 20 °C, rechte Spalte: T = −40 °C. NME: Nichtmetallische Einschlüsse.
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C.4 Statische Kalibrierung der Finneninstrumentierung
C.4 Statische Kalibrierung der Finneninstrumentierung
Die Kalibrierkurven wurden experimentell durch Belastung (Abb. 106a) und Entlas-
tung (Abb. 106b) des Laststrangs ermittelt. Die Instrumentierung der Finne wurde an
der im Pendelschlagwerk eingebauten Finne kalibriert. Der Laststrang besteht somit
aus Widerlager, kalibriertem Kraftmessglied, Finne und Hammermassen. Durch eine
am Maschinenrahmen verschraubte Vorrichtung wurde mit Hilfe eines Gewindesta-
bes und einer Adapterplatte eine Verschiebung auf die Hammermassen aufgeprägt.
Durch Änderung dieser Verschiebung wurden verschiedene Kraftniveaus erreicht.
Die verstärkten Ausgangsspannungen von Kraftmessglied und instrumentierter Finne
wurden simultan erfasst. Der Kalibrierfaktor des Kraftmessgliedes betrug 2,691 kN/V
bei einer Speisespannung von 10 V und einer Verstärkung von 500.


































Spannung Finne U / Vb
Abb. 106: Kalibrierkurven für Be- und Entlastung im Kraftbereich 0–14 kN. Speise-
spannung der Finne US = 2 V.
Die Kalibrierkurven werden mit Polynomen dritten Grades beschrieben. Die Koeffi-
zienten B, C, D sind für Be- und Entlastung in Tab. 36 gegeben. Die Beschreibung der
Kalibrierkurven mit einer Geraden (Anstieg A) führt dagegen zu Abweichungen von
bis 6 % im untersuchten Bereich der Kraft. Diese Abweichung ist nach [72, 151] nicht
zulässig.
Anhand von Abb. 107 ist kein signifikanter Unterschied zwischen der Kraftmessung
bei Be- und Entlastung zu erkennen. Hystereseeffekte können somit vernachlässigt
werden.
Tab. 36: Parameter der Kalibrierung von Be- und
Entlastung
Art A B C D
kN/V kN/V kN/V2 kN/V3
Belastung 1,008 0,885 0,019 −0,0006
Entlastung 1,012 0,934 0,010 −0,0001












Spannung Finne / V
Abb. 107: Vergleich der Kalibrier-




D.1 Auswertung Winkelsignal am Pendelschlagwerk
Abb. 108 zeigt das Rohsignal der Winkelmessung am Pendelschlagwerk sowie aus-
gewählte weitere Zwischenschritte zur Berechnung (Skript 1) eines kontinuierlichen
Winkelsignals.

















Abb. 108: Ausgewählte Schritte der Aus-
wertungsprozedur in Skript 1.
Skript 1: Famos-Script zur Analyse des Winkelsignals am Pendelschlagwerk.
;Konstanten:
Winkelaufloesung = 0.1 ; Abstand Flanken Drehwinkelgeber in Grad
Laenge_Pendel = 0.7898 ; Laenge des Pendelarms in m
;Rohsignal zur Weiterverarbeitung
Winkel0Roh = PSW:{PSW_Weg}
;Berechnung des zurueckgelegten Winkels und der Geschwindigkeit des Pendelhammers
anhand Signal des Drehwinkelgebers
Winkel0 = Median(Winkel0Roh,49) ; Medianfilter ueber 49 Werte -> Spitzen werden
geglaettet
;10 Spannungsniveaus entsprechen 10 Stueck 0,1 Grad Schritten -> 9 Flanken dazwischen
;Sprung von 9 auf 0 (nach unten) enstpricht 10. Flanke -> 10 Flanken = 1 Grad
;Dieser Sprung wird von allen Zaehlern mitgezaehlt -> muss nachher entfernt werden
Winkel01 = sTri( Winkel0,0.5,0.8) ; Finden der Flanken in Spannungsbereich
Winkel02 = sTri( Winkel0,1.4,1.8) ; Zeitpunkte detektieren
Winkel03 = sTri( Winkel0,2.5,2.8)
Winkel04 = sTri( Winkel0,3.3,3.7) ; fuer jeden 0,1 Grad Schritt ist ein Zaehler da
Winkel05 = sTri( Winkel0,4.2,4.5) ; Reihenfolge der Zaehlung von unten nach oben
Winkel06 = sTri( Winkel0,5.0,5.5)
Winkel07 = sTri( Winkel0,6.1,6.4)
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Winkel08 = sTri( Winkel0,6.9,7.0)
Winkel09 = sTri( Winkel0,7.5,7.8)
;Alle Zaehler zusammenfassen -> Spruenge von Niveau 9 auf 0 heben sich auf bzw.
bleiben nur 1 mal je Grad uebrig
;Triggerzeitpunkte werden zusammengefasst -> Rechteckfunktion wird erzeugt
;Problem: Spruenge von 9 auf 0 werden z.T. mehrfach gezaehlt.
Flanken0 = Winkel01-Winkel02+Winkel03-Winkel04+Winkel05-Winkel06+Winkel07-Winkel08+
Winkel09
;Mehrfachzaehlung wird korrigiert -> nur 1 Flanke pro 0,1 Grad Schritt bleibt uebrig
Flanken1 = Median(Flanken0,49)
;gefilterte Rechteckfunktion wird in mathematisch saubere Rechteckfunktion
umgewandelt
Flanken2 = sTri(Flanken1,0,0.1)
;Anzahl der Flanken der Rechteckfunktion
Flanken3 = PULSE(Flanken2)*2
;Zeitpunkte der Flanken wird bestimmt
Flanken4 = ALLE0(Flanken2)
;Abtastzeit aus Datensatz auslesen
xDelta = xDel?(Winkel0Roh)
;Rampe generieren Y=X, Xmax = Flankenanzahl
Flanken5 = RAMPE(0, xDeltaKraft, Flanken3) * 1/xDelta
YEinheit Flanken5 ""
Flanken6 = XY(Flanken4, Flanken5) ; Zu welcher Zeit kommt Flanke?
Flanken7 = Flanken6 * Winkelaufloesung
YEinheit Flanken7 Grad
;xDelta von Flanken7 stimmt noch nicht -> Abtastung auf Referenzkurve noetig.
Winkel_grd = PTast(Flanken7, Winkel0Roh)
;Umrechnung Grad in Bogenmass (rad), Glaettung (gleitender Mittelwert ueber 10 ms)
Winkel_rad = Glatt(InRad * Winkel_grd,10e-3)
YEinheit Winkel_rad rad
;Geschwindigkeit der Hammerfinne in m/s
Finnengeschw = Diff(Winkel_rad) * Laenge_Pendel
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D.2 Dispersionskorrektur für (Hohl-)Zylinder
Skript 2: Famos-Script zur Dispersionskorrektur der Stabsignale des SHPB.
;Konstanten:
KonstStab:Durchm_ES = 0.03 ; Durchmesser Eingangsstab (ES) in m
KonstStab:ADurchm_AS = 0.05 ; Aussendurchmesser Ausgangsstab (AS) in m
KonstStab:IDurchm_AS = 0.04 ; Innendurchmesser Ausgangsstab (AS) in m
AbstandDispKorr_ES = 0.75 ; Abstand zwischen DMS auf ES und Probe
AbstandDispKorr_AS = 0.75 ; Abstand zwischen DMS auf AS und Probe
;Werkstoff der Staebe:
KonstStab:E_Modul = 72389 ; E-Modul der Staebe in MPa
KonstStab:Schallg = 5085.6 ; Schallgeschwindigkeit in den Staeben in m/s
KonstStab:nu = 0.3524 ; Poisson-Zahl der Staebe
KonstStab:Dichte = 2.799 ; Dichte der Staebe in g/cm^3
;nach Gong u.a. (1990) Dispersion investigation ... (#439)
KonstStange:DurchmSchallg = (KonstStange:Durchm_ESt/1000)/KonstStange:Schallg_St ;
Verhaeltnis d/c0 in Gleichung (3)




;X-Skalierung mit Frequenzaufloesung der ausgeschnittenen Signale (s.o) erstellen,





; Korrektur der Signale im ES
;Verhaeltnis von Durchmesser zu Wellenlaenge fuer jede Frequenzkomponente bestimmen
DurchmWellenlaenge = (KonstStab:Durchm_ES)/(KonstStab:Schallg/FreqSpekt)
; Frequenzabhaengige Phasengeschwindigkeit bestimmen
cnc0_Stange = 0.56903+0.43097/(1.10354*DurchmWellenlaenge^4+2.06894*
DurchmWellenlaenge^3-0.87461*DurchmWellenlaenge^2+0.52617*DurchmWellenlaenge
^1.5+1) ;angepasst fuer nu=0.35
c_n = KonstStab:Schallg*cnc0_Stange
lambda_n = c_n/FreqSpekt
;niedrigste Kreisfrequenz omega0 berechnen (2*pi*f*n) mit n=1
omega0 = xDel?(SpektrenUnkorr_Stange:incid.P)*2*pi
; x = Abstand zwischen Messpunkt und eigentlich interessanter Stelle (Ort der Probe)
xcn_Stange = AbstandDispKorr_ES/c_n ; x/cn in Formel 6 in #439
xc0_Stange = AbstandDispKorr_ES/KonstStab:Schallg ; x/c0 in Formel 6 in #439
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PhasenDiff_Stange = FreqSpekt*(xcn_Stange-xc0_Stange)*180/pi ; frequenzabhaengige
Phasendifferenz
SpektrenKorr_Stange = SpektrenUnkorr_Stange ; Datengruppe fuer korrigierte
Spektren erzeugen
;Korrektur der Phasenverschiebung fuer alle Signale im ES
i = 1
Solange i < 3
SpektrenKorr_Stange:[i].P = SpektrenUnkorr_Stange:[i].P-PhasenDiff_Stange:[i]
i = i + 1
Ende
; Korrektur der Signale im AS
h = (KonstStab:ADurchm_AS-KonstStab:IDurchm_AS)/2 ; Wandungsdicke in m






D.3 Generierung von Partikeln
Skript 3: Matlab-Script zur Erzeugung und Analyse von zufällig verteilten Partikeln.
% Punkte im Raum denfinieren
EZx = 300; % Anzahl der Elementarzellen in 3 Raumrichtungen
EZy = EZx;
EZz = EZx;
StreuPos = 1/1*(rand(EZx*EZy*EZz,3)-ones(EZx*EZy*EZz,3)*0.5); %Positonsstreuung
%Partikeldefinition: LogNormal-Verteilung
muP = 0.640291; %entspricht mean = 1.9962
sigmaP = 0.3192;
StreuDiam = 0.0777; %entspricht fV = 5 * 10^-3 Prozent
VertFkt = lognrnd(muP,sigmaP,EZx*EZy*EZz,1); %Spaltenvektor mit Zufallszahlen
Diam = StreuDiam*VertFkt/(2*1.9962); %Mittelwert der Zufallsvert. soll 0.5
Part = GetPart(EZx,EZy,EZz);
Part = [Part+StreuPos Diam];
%Anhaeufung von Partikeln: kann entfallen, wenn nicht benoetigt
Anhx = 11; %Anzahl von Anhaeufungen in den 3 Raumrichtungen
Anhy = Anhx;
Anhz = Anhx;
AnzEZAnh = 0.5; %Kantenlaenge der Anhaeufung: 2*AnzEZAnh+1
Durchlaeufe = 500; %Anzahl der Ueberlagerungen
AnzPartAnh = (2*AnzEZAnh+1)^3*Durchlaeufe*Anhx*Anhy*Anhz;
VertFktAnh = lognrnd(muP,sigmaP,AnzPartAnh,1); %Spaltenvektor mit Zufallszahlen
DiamAnh = StreuDiam*VertFktAnh/(2*1.9962); %Mittelwert der Zufallsvert. soll 0.5
Anh = GetAnh(EZx,EZy,EZz,Anhx,Anhy,Anhz,AnzEZAnh,Durchlaeufe);
Anh = [Anh DiamAnh];
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Part = [Part; Anh];
%Volumenanteil berechnen
vol = 4/3*pi*(Part(:,4)*0.5).^3;
fV = sum(vol)/(EZx*EZy*EZz); %Volumengehalt im Mittel
%Beliebige Ebene
%Schnittpunkte mit Achsen
PX = [EZx*rand 0 0]; %[EZx 0 0]; wenn keine Zufallsebene gewuenscht
PY = [0 EZy*rand 0]; %[0 EZy 0];
PZ = [0 0 EZz*rand]; %[0 0 EZz];
Lxy = PX-PY; %2 Vektoren, die die Ebene aufspannen
Lyz = PY-PZ;
N = cross(Lxy,Lyz); %Normalenvektor
N = N ./ norm(N); %normierter Normalenvektor
dist = GetDist(Part,PX,N); %Abstaende zur Ebene bestimmen
Schnitt = GetSchnitt(dist,Part(:,4)); %Schnitt mit Partikeln? (ja=1, nein=0)
%geschnittene Partikel
PartSchnitt = Part(:,1:4) .* Schnitt;
%um nicht geschnittene Partikel bereinigen
PartSchnitt = [nonzeros(PartSchnitt(:,1)), nonzeros(PartSchnitt(:,2)), ...
nonzeros(PartSchnitt(:,3)), nonzeros(PartSchnitt(:,4))];
AnzahlPart = sum(Schnitt);
Area = norm(cross(Lxy,Lyz))*0.5; %Flaeche des Schnitts (Dreieck)




DiamApp = 2*sqrt((PartSchnitt(:,4)/2).^2-distSchnitt.^2); %scheinb. Durchm. in Ebene
AreaApp = sum(pi/4*(DiamApp).^2); %Flaeche der Kreissegmente
fA = AreaApp/Area; %Flaechenanteil
PartSchnitt = [PartSchnitt, DiamApp]; %Spalten: X,Y,Z,Diam,DiamApparent
MittelPApp = PartSchnitt(:,1:3)+distSchnitt.*N; %Scheinb. Mittelp. in Ebene
%Rissausbreitung
Rissbreite = 0.8; %Ebener Schnitt mit bestimmter Breite
Riss = GetRiss(dist,Rissbreite); %Schnitt mit Partikeln?
AnzahlPartikelRiss = sum(Riss);
NARiss = AnzahlPartikelRiss/Area; %Einschlussdichte
PartRiss = Part(:,1:4) .* Riss;
PartRiss = [nonzeros(PartRiss(:,1)), nonzeros(PartRiss(:,2)), ...
nonzeros(PartRiss(:,3)), nonzeros(PartRiss(:,4))];
distRiss = nonzeros(dist.*Riss);
MittelPAppRiss = PartRiss(:,1:3)+distRiss.*N; %Scheinb. Mittelp. in Rissebene
192
D.3 Generierung von Partikeln
%Auswertung: Groessenverteilung









Kenngr = [KenngrDiam KenngrDist]; %Kenngroessen Durchm.+Abst. als Tabelle
%Funktionen (separate Dateien im gleichen Ordner):
function Part = GetPart(EZx,EZy,EZz)
Z = transpose(repmat(1:EZz,1,EZy*EZx)); % Z-Positionen generieren
Y = repmat(1:EZy,EZz,EZx); % Y-Positionen generieren
Y = Y(:);
X = repmat(1:EZx,EZz*EZy,1); %X-Positionen generieren
X = X(:);
Part = [X Y Z];
end
%%%%%%%%%%%%%%%
function Anh = GetAnh(EZx,EZy,EZz,Anhx,Anhy,Anhz,AnzEZAnh,Durchlaeufe)





AnhEinzel = [X Y Z];





MittelpKorr = [1/(Anhx+1)*EZx 1/(Anhy+1)*EZy 1/(Anhz+1)*EZz];
MittelpAnh1 = [X Y Z] .* MittelpKorr;
MittelpAnh2 = sortrows(repmat(MittelpAnh1,(AnzEZAnh*2+1)^3,1));
AnhEinzel2 = repmat(AnhEinzel,Anhx*Anhy*Anhz,1);
MittelpAnh3 = MittelpAnh2 + AnhEinzel2; %Anhaefungen auf Mittelpunkte setzen
MittelpAnh4 = repmat(MittelpAnh3,Durchlaeufe,1);
MittelpAnhStreu = rand(length(MittelpAnh4),3)-ones(length(MittelpAnh4),3);
Anh = MittelpAnh4 + MittelpAnhStreu; %Anhaeufungen mit Streuung ueberlagern
end
%%%%%%%%%%%%%%%
function dist = GetDist(Part,PX,N)
len = size(Part,1);







function Schnitt = GetSchnitt(dist,Diam)
Schnitt = abs(dist)-Diam/2;




function Riss = GetRiss(dist,Rissbreite)
%UNTITLED Summary of this function goes here
% Detailed explanation goes here
Riss = abs(dist)-Rissbreite;




function [DiamVertOrigTab,DiamVertAppTab,DiamVertRissTab,KenngrDiam] = ...
GetDiamVert(KlassenDelta,KlassenMax,Part,PartSchnitt,PartRiss)
KlassenDiam = 0:KlassenDelta:KlassenMax; %Grenzen
KlassenmitteDiam = transpose(KlassenDelta/2:KlassenDelta:KlassenMax-KlassenDelta/2);
DiamVertOrigTab = [KlassenmitteDiam transpose(histcounts(Part(:,4),KlassenDiam))];
DiamVertAppTab = ...
[KlassenmitteDiam transpose(histcounts(PartSchnitt(:,5),KlassenDiam))];








KenngrDiam = [dmeanOrig d50Orig; dmeanSchnitt d50Schnitt; dmeanRiss d50Riss];
end
%%%%%%%%%%%%%%%
function [DistVertOrigTab,DistVertAppTab,DistVertAppRissTab,KenngrDist] = ...
GetDistVert(KlassenDelta,KlassenMax,Part,MittelPApp,MittelPAppRiss)








DistVertOrigTab = [KlassenmitteDist transpose(histcounts(DistOrig,KlassenDist))];
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F Herleitungen
F.1 Fehlerabschätzung optische Bildanalyse
Infolge der Abnahme des Probendurchmessers während des Zugversuchs – insbe-
sondere im Bereich der Einschnürung – vergrößert sich der Abstand zwischen Kame-
raobjektiv und Probenoberfläche. In Abb. 109 wird veranschaulicht, dass dies eine
scheinbare Verschiebung des Messpunktes B bewirkt. Die scheinbare Verkleinerung



















Für Verschiebungen AA′, die kleiner als 1 % des ursprünglichen Arbeitsabstandes
0A sind, ergibt sich somit ein Fehler von unter 1 %. Die ist der Fall bei Versuchen
mit Schlagzugproben (d0 ≈ 3,5 mm, dBruch ≈ 2 mm). Die Erhöhung des Abstandes von
Objektiv zu Probe um ca. 0,75 mm hat somit bei einem Arbeitsabstand von etwa 100
bis 150 mm einen vernachlässigbaren Einfluss auf die quantitative Bildanalyse.
Abb. 109: Scheinbare Punktverschiebung (B → C) infolge einer Vergrößerung des




Annahmen [226]: Gleichmaßdehnung Agl und Verlängerung während Einschnürung
Δle sind unabhängig von Probenlänge l0. Weiterhin ist die Bruchdehnung von Proben
mit gleichem Verhältnis l0/d0 gleich. Umrechnung der Bruchdehnung A einer Probe
mit l0/d0 = L in die Bruchdehnung A∗ der Probe mit l∗0 /d∗0 = L∗:
A∗ = Agl + A∗e = Agl + Δlel∗0 = Agl + ΔleL∗/L ⋅ l0= Agl + LL∗ ⋅ Δlel0 = Agl + LL∗ ⋅ Ae= L∗ − L
L∗
Agl + LL∗Agl + LL∗ ⋅ Ae= L∗ − L
L∗
Agl + LL∗A
A∗ = (1− L
L∗
) ⋅ Agl + LL∗ ⋅ A (155)










F.3 Übereinstimmung von tw und 3τ
Die Mindestversuchszeit tw nach ASTM E 1820 entspricht ungefähr 3τ nach ISO 26843.
Unter welchen Umständen bei einer SENB-Probe eine Übereinstimmung vorliegt, soll
hier hergeleitet werden:
tw = 2π√mPr2 ⋅CPr
mPr = LWB ⋅ 

tw = 2π√LWB ⋅ 
2 ⋅CPr













3τ = 3 ⋅ 1,68√
















= 3 ⋅ 1,68√S
2π2L = 9 ⋅ 1,682S
L
S
= 9 ⋅ 1,682
2π2
≈ 1,29
Für die Charpy-Probengeometrie (L/S = 1,375) ergeben sich somit nur geringe Abwei-
chungen zwischen den beiden Definitionen einer Mindestversuchszeit.
F.4 Einfluss des Ladedrucks auf die
Schlaggeschwindigkeit
Die Schlaggeschwindigkeit v0 wird anhand des Ladedrucks p, der Projektilgeometrie
und der Beschleunigungsstrecke LBeschl berechnet. Angenommen wird, dass der Lade-
druck während der Beschleunigung nicht abnimmt. Das Projektil hat die Länge LProj,
den Durchmesser DProj und besteht aus dem Werkstoff mit der Dichte 
Proj.
F = p ⋅ π
4
D2Proj = mProjaProj (157)
mit: mProj = π4 D2ProjLProj
Proj







In dieser Abschätzung werden die Gleitringe (PTFE), die das Projektil im Beschleuni-
gungsrohr führen außer Acht gelassen. Diese Gleitringe sind durch Nuten am Projektil
befestigt. Dadurch wird die Angriffsfläche für die Druckluft vergrößert bei gleichzeitig
geringerer Projektilmasse. Reibung zwischen den Gleitringen und dem Beschleuni-
gungsrohr vermindern wiederum die Beschleunigung. In Tab. 37 sind nach Gl. 159
berechnete und gemessene Schlaggeschwindigkeiten gegenübergestellt.
Die Streuung der gemessenen Schlaggeschwindigkeiten wird zum einen auf das
verwendete Barometer zur Druckeinstellung und zum anderen auf die nicht bei jeder
Projektilbeschleunigung gleichen Reibungsverhältnisse zurückgeführt. Es zeigt sich,
dass die Schlaggeschwindigkeit beim ersten Versuch einer Serie geringer war als bei
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den späteren Versuchen. Dies wird sowohl mit der Verteilung von Verschleißpartikeln
der PTFE-Gleitringe als auch mit der Verteilung eines Gleitfilms (geringe Mengen
PTFE-Spray) erklärt.
Tab. 37: Berechnete und gemessene Schlaggeschwindigkeit für 
Proj = 2,799 g/cm3.
p / bar LProj / mm LBeschl / mm v0 (Gl. 159) / m/s v0 (Exp.) / m/s
0,6 300 500 8,0 7,4
1,0 300 500 10,9 9,5–9,8
0,8 500 400 6,8 5,0–5,1
1,0 500 400 7,6 6,1–6,3
2,0 500 400 10,7 9,7–9,9
2,0 500 360 10,1 9,4–9,5
F.5 Impulslänge und -höhe
Ein Projektil der Länge LP schlägt mit der Geschwindigkeit vP plan auf die Stirnfläche
des Eingangsstabes auf. Es wird angenommen, dass das Projektil und der Eingangs-
stab die gleiche Querschnittsfläche A aufweisen und aus dem gleichen Werkstoff
gefertigt sind. Durch diesen Aufschlag wird ein Druckimpuls sowohl in Projektil
als auch Eingangsstab erzeugt. Beide Impulsfronten breiten sich mit der Stabwel-
lengeschwindigkeit c0 aus. Im Projektil erfolgt eine Reflexion am freien Ende, d. h.
der Druckimpuls wird sukzessive in einen Zugimpuls umgewandelt. Wenn dieser
Zugimpuls wieder den Aufschlagort erreicht, endet der Druck des Projektils auf den
Eingangsstab, wodurch das Ende des Eingangsimpulses definiert ist.
Die Höhe des Eingangsimpulses ergibt sich aus dem Impulserhaltungssatz:
Δp = mΔv = ∫ Fdt (160)
Die Geschwindigkeit des Projektils vP wird vollständig abgebaut. Aus Abb. 110 geht
hervor, dass sich die Zeitspanne des Impulses aus der doppelten Projektillänge ergibt.
Weiterhin kann angenommen werden, dass eine Rechteckimpuls erzeugt wird.
Damit ergibt sich:
mPvP = F ⋅ 2LPc0 (161)
Die Projektilmasse berechnet sich aus Querschnittsfläche, Länge und Dichte:
ALP
 ⋅ vP = F ⋅ 2LPc0 (162)
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Abb. 110: Ausbreitung des Impulses in Abhängigkeit vom Ort und von der Zeit nach
dem Projektilaufschlag (t = 0). Zunächst Ausbreitung des Druckimpulses
(−σD, nahezu rechteckig); Reflexion am freien Ende führt zu Zugimpuls
(+σD). Wenn L/2 > LP, dann ist am Messpunkt eine Zeitspanne zwischen
Ende des einfallenden Impulses und Beginn des reflektierten Impulses vor-
handen. Hinweis: Aufgrund der mit der Impulsausbreitung verbundenen
Stabverschiebung, verschiebt sich auch das Koordinatensystem, so dass der
Ort 0 immer das linke Ende des Eingangsstabes definiert. Die Wellendisper-
sion wird vernachlässigt.
Die Spannung im Eingangsstab ergibt sich somit zu:
σ = 
c0 ⋅ vP2 (163)
Unter Einbeziehung des Zusammenhangs c0 = √E/
 bzw. E = 




= ε = vP
2c0
(164)
F.6 Berechnung der Nachgiebigkeit bei Vier-Punkt-
Biegung
Die Energiefreisetzungsrate G kann aus dem Spannungsintensitätsfaktor K berechnet
werden:




F.6 Berechnung der Nachgiebigkeit bei Vier-Punkt-Biegung
mit:
K = F(Sa − Si)
BW3/2
g′4 ( aW )
und
g′4 ( aW ) = 3 ( aW )
1/2
2 (1− aW )3/2
⎛⎜⎝1,9887− 1,326 aW − (3,49− 0,68
a
W + 1,35( aW )2) aW (1− aW )(1+ aW )2
⎞⎟⎠
G kann experimentell aus der Änderung der Nachgiebigkeit infolge der Rissverlänge-













d(a/W) = F2(Sa − Si)2B2W3 (g′4 ( aW ))2 (1− ν2)E (167)
dC = 2(Sa − Si)2(1− ν2)
EBW2
g′4 ( aW ) ⋅d( aW ) (168)
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