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U-divergence
















DKL(p(x|θ); q(x))dF (θ). (1)
q(x) q(x) = p(x;F ) =
∫
ℜ p(x|θ)dF (θ)
























(2) F Karush Kuhn
Tucker (KKT) [5, 2, 3]




= C + λ(m(θ)− A) for θ ∈ E∗
≤ C + λ(m(θ)− A) for θ /∈ E∗ . (4)
p(x|θ) m(θ)
F [5] F
p(x|θ) θ m(θ) = θ2
U-Divergence
U -divergence [6]
DU (p, q) = HU(p, q)−HU(p, p),








U C2 u U u = U ′ ξ




DU (p(x|θ); q(x))dF (θ). (6)












DU(p(x|θ); p(x;F ))dF (θ). (7)
(3) F F KKT




= CU + λ(m(θ)− A) for θ ∈ E∗
≤ CU + λ(m(θ)− A) for θ /∈ E∗ . (8)



















θ, σ2N , m(θ), A
m(θ) =
√√√√ σ2N + σ2s
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