Two heuristics for the 0-1 multidimensional knapsack problem (MKP) are presented. The first one uses surrogate relaxation, and the relaxed problem is solved via a modified dynamic-programming algorithm. The heuristics provides a feasible solution for (MKP). The second one combines a limited-branch-and-cutprocedure with the previous approach, and tries to improve the bound obtained by exploring some nodes that have been rejected by the modified dynamic-programming algorithm. Computational experiences show that our approaches give better results than the existing heuristics, and thus permit one to obtain a smaller gap between the solution provided and an optimal solution.
Introduction
The NP-hard multidimensional knapsack problem (MKP) (see [10, 13, 20] ) arises in several practical problems such as capital budgeting, cargo loading, cutting stock problem and processors allocation in huge distributed systems. It can be defined as ðMKPÞ max P j2N p j Á x j ; subject to P j2N w i;j Á x j 6 c i ; 8i 2 M;
x j 2 f0; 1g; 8j 2 N;
where -N ¼ f1; 2; . . . ; ng and M ¼ f1; 2; . . . ; mg, -n is the number of items, -m is the number of constraints, -p j P 0 is the profit of the jth item, -w i;j P 0, for i 2 M, are the weights of the jth item, -and c i P 0, for i 2 M, are the capacities of the knapsack.
In the sequel, we shall use the following notation: given a problem ðPÞ, its optimal value will be denoted by vðPÞ.
To avoid any trivial solution, we assume that -8j 2 N and 8i 2 M, w i;j 6 c i .
-8i 2 M, P n j¼1 w i;j > c i .
A specific case of (MKP) is the classical knapsack problem with m = 1. The unique knapsack problem (UKP) has been given considerable attention in the literature though it is not, in fact, as difficult as (MKP), more precisely, it can be solved in a pseudo-polynomial time (see [2, 3, 6, 11, 12] ). We have then tried to transform the original (MKP) into a (UKP) (see also [15, 17] ). In this purpose, we have used a relaxation technique, that is to say, surrogate relaxation. The surrogate relaxation of (MKP) can be defined as follows: ðSðuÞÞ max P j2N p j Á x j ; subject to P i2M u i Á P j2N w i;j Á x j 6 P i2M u i Á c i ;
where u T ¼ ðu 1 ; . . . ; u m Þ P 0. Since ðSðuÞÞ is a relaxation of (MKP), we have vðSðuÞÞ P vðMKPÞ, and the optimal multiplier vector, u Ã , is defined as
Several heuristics have been proposed in order to find out good surrogate multipliers (see in particular [14, 15, 17] ). In practice, it is not important to obtain the optimal multiplier vector, since in the general case we have no guarantee that vðSðu Ã ÞÞ ¼ vðMKPÞ. Solving ðSðuÞÞ will give an upper bound of (MKP). In the sequel, we propose efficient algorithms based on dynamic-programming in order to find a good lower bound of (MKP) by solving ðSðuÞÞ.
The basic algorithmic scheme can be presented as follow: We have studied first a heuristics based on dynamic-programming and surrogate relaxation of (MKP). We remarked that some of the states eliminated by the heuristics could be further explored in order to improve the bound. Thus, we designed a new heuristics which is based on a limited-branch-and-cut-procedure and that is added to first heuristics. In this last case, the following 2 phases can be considered: -Phase 1: Surrogate relaxation + Hybrid-dynamic-programming.
-Phase 2: Limited-branch-and-cut.
The sole Phase 1 and the combination of the two phases represent the two heuristics proposed in this article. The first phase provides a lower bound of (MKP) and a list of states that will be treated in the second phase in order to improve the bound.
Solutions obtained with the above heuristics are compared with results given by heuristics from the literature such as:
-AGNES of Freville and Plateau [7] . -ADP-based heuristics approach of Bertsimas and Demir [8] .
-Simple Multistage Algorithm (SMA) of Hanafi, Freville and El Abdellaoui [9] .
Note that AGNES combines different greedy methods based on surrogate relaxation and the solutions provided are improved by a neighborhood search (a neighborhood is defined around a solution and is explored to find out a better solution). The ADP-based heuristics uses a diversification method, a taboo algorithm, completed too by a neighborhood search. The Simple Multistage Algorithm is an approximate dynamic-programming approach.
The first phase of our method can be seen as a diversification method which provides a family of feasible solutions for (MKP), and we try to improve the bound by exploring the neighborhood of these solutions with the second phase. This approach allows us to make a real cooperation between the two phases.
In the sequel, each steps of our algorithm is described. The paper is organized as follows. In Section 2, we present the hybrid-dynamic-programming algorithm (HDP) and in Section 3 a cooperative method: the so-called limited-branch-and-cut method (LBC). Finally, in Section 4, we provide and analyze some computational results obtained with different instances from the literature and randomly generated instances. Our heuristics are also compared with other existing heuristics.
The surrogate relaxation
Solving (3) is not easy. As mentioned above, many heuristics exist and provide good approximations of u Ã . A reasonable estimation can be calculated by dropping the integer restrictions in x. In other words, let
x j 2 ½1; 8j 2 N:
The best surrogate constraint is then generated by u 0 , where
In order to calculate the best surrogate constraint we consider the linear programing ðLPÞ corresponding to (MKP)
subject to P j2N w i;j Á x j 6 c i ; 8i 2 M;
x j 2 ½0; 1; 8j 2 N:
We denote by k 0 ¼ ðk 
We are now ready to show how to calculate the best surrogate constraint using the definition (5).
Theorem 1 (see [16, p. 132] ). The best surrogate constraint is generated by u 0 ¼ k 0 .
Then we have the following order relation (see [15,16, p . 130] and [18] ):
vðLPÞ ¼ vðLSðu 0 ÞÞ P vðSðu Ã ÞÞ P vðMKPÞ: ð8Þ Table 1 gives the bounds obtained with the surrogate relaxation for a set of instances from the literature.
Hybrid-dynamic-programming (HDP)
For simplicity of presentation, we will denote in the sequel P subject to P j2N w j Á x j 6 c;
x j 2 f0; 1g; 8j 2 N:
We apply the dynamic-programming list algorithm to ðSðu 0 ÞÞ and we keep only the feasible solutions of (MKP). At each step, we update a list which is defined as follows:
The use of the concept of dominated states can permit one to reduce drastically the size of lists L k since dominated states, according to Bellman's optimality principle, can be eliminated from the list:
Dominated state: Let ðw; pÞ be a couple of weight and profit, i.e. a state of the problem. If 9ðw 0 ; p 0 Þ such that w 0 6 w and p 0 P p, then ðw; pÞ is dominated by ðw 0 ; p 0 Þ. Note that dominated states must be saved in a secondary list denoted by L sec since they can nevertheless give rise to an optimal solution of (MKP).
Dynamic-programming algorithm (DP)
List of states L kþ1 are generated recursively by the dynamicprogramming list algorithm (see [5] for more details and some examples). At stage k þ 1 the list L kþ1 is constructed as follows:
The set of new states generated at stage k þ 1 is given by
Þjðw; pÞ 2 L k and w þ w kþ1 6 cg;
and we have:
, where D kþ1 , the set of dominated pairs at stage k þ 1, is defined as follow:
Initially, we have L 0 ¼ fð0; 0Þg. Let ðw; pÞ be a state generated at stage k, we define the subproblem associated with ðw; pÞ by ðSðuÞÞ ðw;pÞ
x j 2 f0; 1g; j 2 fk þ 1; . . . ; ng:
An upper bound, v ðw;pÞ , of the above problem, is obtained by solving the linear relaxation of ðSðuÞÞ ðw;pÞ , i.e. ðLSðuÞÞ ðw;pÞ , with the Martello and Toth algorithm (see [4] ) and a lower bound, v ðw;pÞ , is obtained with a greedy algorithm on ðSðuÞÞ ðw;pÞ .
In a list, all the states are sorted by their decreasing upper bound. As mentioned above, our algorithm consists in applying dynamic-programming (DP) to solve Sðu 0 Þ. At each stage of DP, the following points are checked when a new state ðw; pÞ is generated: -Is the state feasible for (MKP) (this will permit one to eliminate the unfeasible solutions)? Then, we try to improve the lower bound of (MKP), vðMKPÞ, with the value of p. -Is the state dominated? In this case the state is saved in the secondary list L sec .
-Is the upper bound associated with the state ðw; pÞ smaller than the current lower bound of Sðu 0 Þ? Then the state is saved too in the secondary list L sec .
For each state ðw; pÞ which has not been eliminated or saved in the secondary list after these tests, we try to improve the lower bound of ðSðu 0 ÞÞ, i.e. vðSðu 0 ÞÞ, by computing a lower bound of the state with a greedy algorithm. DP algorithm is described below:
where vðMKPÞ is a lower bound of (MKP) given by a greedy algorithm). Computing the lists: 
In the end of the algorithm, we obtain a lower bound of (MKP). In order to improve the lower bound and the efficiency of DP algorithm, we add to the algorithm a reducing-variable procedure, which is defined as follow:
Reducing-variables rule 1: Let v be a lower bound of (MKP) and v 0 j , v 1 j , respectively, be the upper bounds of (MKP) with
These upper bounds are obtained with the Martello and Toth algorithm on ðSðu 0 ÞÞ. We use this reducing-variables rule whenever we improve vðMKPÞ during the dynamic-programming phase. When a variable is fixed, we have to update all the states of the active list and to eliminate all the states which do not match the fixed variables or are unfeasible. The results of DP are presented in Table 2 .
Improvement of the lower bound (ILB)
We present now a procedure that allows us to improve significantly the lower bound given by DP algorithm. More precisely, we try to obtain better lower bounds for the states saved in the secondary list. Before calculating these bounds, we eliminate all the states that have become unfeasible or which are uncompatible with the variables that have been yet reduced or that have an upper bound smaller than the current lower bound of (MKP), i.e. vðMKPÞ.
For a state ðw; pÞ, let J be the index set of free variables and I ¼ N À J the set of fixed variables. If the states have been generated at the kth stage of DP Algorithm, J ¼ fk þ 1; . . . ; ng, w ¼ P j¼1 k w j Á x j and p ¼ P k j¼1 p j Á x j , where x j , j 2 I denote here the values of the component of vector x which have been already compute during the k first step of the dynamic-programming list method. Then we define the new subproblem: 
where c i ¼ c i À P j2I w i;j Á x j , 8i 2 M. Two methods are used in order to evaluate the lower bound of the above problem:
-A greedy algorithm. -An enumerative method when the number n 0 ¼ n À k of variables of the subproblem is sufficiently small (given by the parameter a: n 0 6 a).
When all the states have been treated the process stops. The improvement given by ILB (with low cost in term of processing time) can be clearly seen from the comparison of Tables  2 and 3 . Empirically, the value a ¼ 10 has given the better results.
Limited-branch-and-cut (LBC)
In this section we present the last part of our algorithm, it permits one to improve the lower bound provided by the (ILB) procedure. As mentioned above, the states in the secondary list L sec can give rise to better results for (MKP). We propose an algorithm based on a branch-and-cut method in order to explore a neighborhood of the states in L sec .
Classic branch-and-cut
Let ðw; pÞ be the first state of L sec (the states are sorted according to their decreasing upper bounds).
An upper bound of ðMKPÞ ðw;pÞ , v ðw;pÞ , is obtained by solving its linear relaxation, using a simplex algorithm, and a lower bound, v ðw;pÞ , is obtained with a greedy algorithm on ðMKPÞ ðw;pÞ .
We propose the following branching strategy: Branching rule: Let ðw; pÞ be a state of the problem (MKP), J the index of the free variables and f X J ¼ f e x j jj 2 Jg an optimal solution of the linear relaxation of ðMKPÞ ðw;pÞ . Then the branching variable x k , k 2 J, is such that k ¼ arg min j2J fj e x j À 0:5jg. Whenever we evaluate an upper bound, we use the following reducing-variable method:
Reducing-variables rule 2 (see [19] ): Let v be a lower bound of (MKP). Let e v be the optimal bound and e X ¼ f e x j jj 2 Ng an optimal solution of the linear relaxation of (MKP). Then we denote by e P ¼ f e p j jj 2 Ng, the reduced profits. For j 2 N, if e x j ¼ 0, e x j ¼ 1, respectively, and e v À je p j j 6 v, then there exists an optimal solution for (MKP) with
This last rule permits one to reduce significantly the processing time by reducing the number of states to explore.
Limited-branch-and-cut (LBC)
We propose a method, based on the branch-and-cut technique described above, to explore quickly the states saved in the secondary list. Indeed, at each step of the algorithm, we enforce the value of the variables in order to limit the processing time. We use the following heuristics to fix variables:
Reducing-variables rule 3: Letṽ be the optimal bound and e X ¼ f e x j jj 2 Ng an optimal solution of the linear relaxation of (MKP). For j 2 N, ifx j ¼ 0,x j ¼ 1, respectively, then x j is fixed to 0, 1, respectively.
In order to limit the exploration, we consider only 50% of the secondary list, that is to say, we decide to consider only half the states in L sec with the best upper bounds.
Procedure LBC: 
Computational experiences
Our heuristics were programmed in C and compiled with GNU's GCC. Computational experiences were carried out using an Intel Pentium M Processor 725. We compare our heuristics to the following heuristics of the literature:
-AGNES of Freville and Plateau [7] . -ADP-based heuristic approach of Bertsimas and Demir [8] . ½g, p j 2 ½0; 1000 for all j 2 N, w i;j 2 ½0; 1000, for all i 2 M, j 2 N and 20; 1½.
Note that, for the instances randomly generated and from Chu and Beasley, the bounds provided by the heuristics are compared with the optimal solution of the corresponding linear relaxation (see (6)).
HDP heuristics

Instances from the literature
From Tables 4 and 5 , we note that the lower bound given by HDP is better than the others. It is difficult to compare processing time with the small instances since it takes less than 1 second to solve all at once. In Table 5 , we could remark that for the seven first sets we have a competiting processing time compared with other heuristics. 
. Randomly generated instances
We have compared processing time in function of the number n of variables of (MKP) and . For a given number n of variables we have generated randomly 25 instances in order to compute average performance of our heuristics.
The average performance is represented in Figs. 1 and 2 , respectively for ¼ 0:5 and ¼ 0:9. Computational experiences show that we have obtained better bounds than other heuristics, but with ¼ 0:5, processing time tends to be important. That is not surprising as HDP is constructed with a dynamic-programming algorithm.
HDP + LBC heuristic
Adding LBC procedure leads to greater computing time but permits one to have a better approximation of the optimal bound. In this section we will compare the bounds provided by HDP + LBC with those given by HDP alone. Table 6 shows that for the instances of Freville and Plateau, LBC improves significantly the lower bounds. For the other instances, as the bound provided by HDP is very close to the optimal one, it is hard to improve it. Processing time to solve all these instances at once is about 1 seconds. For the large instances presented in Table  7 , HDP + LBC improves in all cases the bound provided by HDP. Note that, in order to limit the processing time, we stop LBC if the time spend in this procedure exceeds the one of HDP.
Instances from the literature
Randomly generated instances
According to the results presented in Figs. 3 and 4 , we can see that the improvement of the lower bounds is better for instances with a small capacity. Then, when is close to 0.9, we cannot use LBC procedure, but sometimes it permits one to reduce the gap with the optimal solution. As the bound provided by HDP is close to the optimal one, it is not easy to improve it, then, in some cases, the LBC procedure could not give a better approximation. Although processing time seems to be important, we have on average 3 times less time than an exact method with a good approximation of the optimal solution. 
Conclusion
The main idea of HDP is to obtain a processing time similar to the one of dynamic-programming algorithm applied to a classical (UKP) while having good performance in terms of gap. Removing the improvement procedure could sometimes diminish the processing time by two but deteriorates significantly the lower bound. Nevertheless HDP seems to be a good heuristics as it gives a better solution than the existing ones with a quite good processing time.
Using a procedure like LBC improves the lower bound obtained by HDP with a smaller computing time than an exact method. Computing results with instances from the literature show that we increase the occurrence of obtaining the optimal solution from 76% up to 84%. Then using HDP + LBC permits one to have a good approximation of the optimal bound.
A work on the robustness of the algorithm has to be done, by studying a good preprocessing procedure for example in order to reduce the processing time.
