Let F q be the finite field of q elements, where q = p h . Let f (x) be a polynomial over F q in n variables with m non-zero terms. Let N (f ) denote the number of solutions of f (x) = 0 with coordinates in F q .
Introduction
Let F q be the finite field of q elements, where q = p h and p is a prime. Let f (x 1 , · · · , x n ) be a polynomial in n variables with coefficients in F q and with sparse representation. That is, f is written as a sum of m non-zero monomials:
where
n . Let N (f ) denote the number of F q -rational points on the affine hypersurface defined by f = 0. It is clear that 0 ≤ N (f ) ≤ q n . Replacing
i by x i , we may assume that the degree of f in each variable is at most q − 1. The input size for f is mn log(q). A fundamental problem of great importance is to compute the number N (f ) efficiently and deterministically. The nature of this problem varies quite a bit depending on the range of the various parameters. As a consequence, it has been studied extensively in a number of directions, by both mathematicians and computer scientists. For f (x) = a 1 x q−1 1 + · · · + a n x q−1 n + b, deciding if the number N (f ) is positive is the well known subset sum problem over F q , which is NP-complete if p > 2. Ehrenfeucht and Karpinski [3] showed that computing N (f ) is #P -complete even when we restrict the degree to be three. Von zur Gathen et.al [9] showed that it is also #P -complete when we restrict to curves (n = 2). The harder problem of computing the zeta function of an algebraic variety over a finite field is well studied by p-adic methods, see Wan [11] [12] for a survey and the references there. In particular, a polynomial time algorithm in dense input size to compute the zeta function is obtained in Lauder-Wan [7] if the characteristic p is small and if the number of variables is fixed. In the case that f defines a smooth projective hypersurface of degree not divisible by p > 2, Lauder [6] gave a p-adic polynomial time algorithm in dense input size for computing the zeta function if p is small (the number of variables can be large). Note that in the case of zeta functions, one has to use dense input size, as the output size is already as large as the size of the dense input.
For a positive integer r > 1, let N r (f ) denote the least non-negative residue of N (f ) modulo r. It is clear that N r (f ) = N (f ) if r > q n . Thus, it is no easier to compute N r (f ) in general for large r. The problem of computing N r (f ) can be viewed as a non-archimedian approximation problem. It gives the residue class of the integer N (f ) modulo r. By the Chinese remainder theorem, we can assume that r is a prime power. One can hope that it may be easier to compute N r (f ) for small fixed r. Even this is hard. For fixed r which is not a power of p, computing N r (f ) is shown to be NP-hard in Gopalan-Guruswami-Lipton (GGL in short) [5] . Thus, we shall assume that r is a power of p throughout this paper. If r = p b is small, a polynomial time algorithm to compute N p r (f ) using dense input size is described in Wan [11] using the reduction of the Dwork trace formula.
If r = p b is a power of p, GGL [5] proved that computing N p b (f ) is also NP-hard if either p ≥ 2n or if h ≥ 2n or if b > nh (i.e., p b > q n ). This shows that exponential dependence on each of {p, b, h} cannot be avoided in computing N p b (f ). Using modulus amplifying polynomials, they constructed an algorithm to compute N p b (f ) in time O(nm 2qb ). In the case q = p (i.e., h = 1), the running time O(nm 2pb ) is singly exponential both in terms of p and b, and thus essentially optimal except for a possible constant multiple in the exponent. The constant 2 comes from the degree of the optimal modulus amplifying polynomial. For general q = p h , the running time O(nm 2qb ) is doubly exponential in h. By reducing equations over F q to equations over F p , GGL [5] constructed a modified version of their algorithm which computes
, where w is the p-weight degree of f . This running time is singly exponential in h but with an extra exponential dependence on the p-weight degree of f . GGL [5] raised the open problem: Is there an algorithm to compute N p b (f ) over F q which is singly exponential in p and h?
In this paper, we provide an affirmative answer to this question. We have
be a polynomial in n variables with m monomials over F q , where q = p h . There is a deterministic algorithm which computes
bit operations.
Our methods are completely different from the modulus amplifying polynomial approach used in [5] . Low degree modulo amplifying polynomials first appeared in the work of Toda [8] and further applications were made in the work of Yao [14] and Beigel-Tarui [1] . In contrast, the idea of our algorithm is to use a simple formula [10] [13] for N (f ) (and more general for exponential sums) in terms of Gauss sums, and then applying the Gross-Koblitz formula relating Gauss sums to the p-adic Γ-function. Candelas and his collaborators [2] have used similar techniques to calculate the zeta function in some special cases.
Remarks: An alternative approach to the main result of this paper is to use Dwork's p-adic analytic construction of the additive character and the Dwork trace formula as used in our previous work [11] [7] . In this paper, we only consider the hypersurface (one equation) case. The more general case of a system of polynomial equations can be easily reduced to the one equation case, see Wan [12] for various reductions.
A counting formula via Gauss sums
n . We may assume that 0 ≤ V ij ≤ q − 1. Let f be the polynomial in n variables over F q written in the form:
Let N (f ) denote the number of F q -rational points on the affine hypersurface f = 0. We first review the formula in [10] [13] for N (f ) in terms of Gauss sums. Let Z p be the ring of integers in the field Q p of p-adic rational numbers. Let Z q be the ring of integers in the unique unramified extension of Q p with residue field F q . Let ω be the Teichmüller character of the multiplicative group F * q . For a ∈ F * q , the value ω(a) is just the (q − 1)-th root of unity in Z q such that ω(a) modulo p reduces to a. Define the (q − 2) Gauss sums over
where ζ p is a fixed primitive p-th root of unity in an extension of Q p and Tr denotes the trace map from F q to the prime field F p .
Lemma 2.1 For all a ∈ F q , the Gauss sums satisfy the following interpolation relation
Proof. By the Vandermonde determinant, there are numbers C(k) (0 ≤ k ≤ q − 1) such that for all a ∈ F q , one has
It suffices to prove that C(k) = G(k) for all k. Taking a = 0, one finds that C(0)/(q − 1) = 1. This proves that C(0) = q − 1 = G(0). For 1 ≤ k ≤ q − 2, one computes that
This gives C(q − 1) = −q = G(q − 1). The lemma is proved.
Now we turn to deriving a counting formula for N (f ) in terms of Gauss sums. Write
where x now has n + 1 variables {x 0 , · · · , x n }. Using the formula
one then calculates that
where s(k) denotes the number of non-zero entries in the integer vector
Formula (1) was used in [13] to prove the mirror congruence formula for a strong mirror pair of Calabi-Yau hypersurfaces. In this paper, we use formula (1) to derive an algorithm to compute N p b (f ). Note that each term in formula (1) is an algebraic integer. The number of terms in formula (1) can be as large as q m , which is too big and exponential in terms of m. Fortunately, many of these terms are actually zero modulo p b . This follows from the Stickelberger theorem described in next section.
Stickelberger, Gross-Koblitz formula
Let π be the unique element in Z p [ζ p ] satisfying
Thus, ord p (π) = 1/(p − 1) and π is a uniformizer in the complete discrete valuation ring
The Stickelberger theorem gives the first non-zero digit in the π-adic expansion of the Gauss sum. To get higher digits, we can use the GrossKoblitz formula which gives all digits of the Gauss sum in terms of the p-adic Γ-function.
Let Z p be the ring of p-adic integers. The p-adic Γ-function Γ p (z) is a continuous function from Z p to Z p which is determined by its values on Z ≥0 defined as follows:
If 0 ≤ n 1 ≤ n 2 are two integers such that n 1 ≡ n 2 (modp a ), then we have the p-adic continuity relation:
For a p-adic integer
we can then define
This limit exits and is in Z p . To compute the reduction of Γ p (z) modulo p b , it suffices to compute
which takes at most p b multiplications in Z/p b Z. For an integer k, let k q−1 denote the least non-negative residue of k modulo q − 1. The rational number k q−1 /(q − 1) is clearly a p-adic integer in Z p .
Theorem 3.2 (Gross
Note that the quotient
Modular counting algorithm
We now show that formula (1) can be used to compute N p b (f ), the reduction of N (f ) modulo p b , in the time as stated in Theorem 1.1. In fact, the Stickelberger theorem shows that in formula (1), it suffices to restrict to those terms satisfying
Let S b be the set of non-negative integer vector solutions
Reducing formula (1), we obtain the following congruence modulo p b :
is always a non-negative integer. This follows from the first equation
in the linear system j k j W j ≡ 0(mod(q − 1)). By our definition of S b , it is clear that the cardinality of S b is bounded by the number A of non-negative integer solutions of the inequality
One calculates that
By the Stirling formula, we deduce that + e) (h+b)(p−1) ) = O(n(8m) (h+b)p ).
The theorem is proved. We summarize our algorithm below. 
