D as indicated in the figure panels. Changing D→D' is equivalent to scaling R uniformly, R→R'=(D/D')R. In all simulations, fate probabilities were calculated by augmenting the PBA-generated Markov chain with two absorbing states associated to the two exit regions respectively. The transition rates to these absorbing states were derived from the negative values of the R parameter provided to PBA. Figure 3) PBA assumes that the gene expression dynamics that give rise to a given set of sampled points {! ! } is the gradient of a potential. However, this solution is not unique. The PBA solution implicitly assumes there are no rotations in gene expression space: a rotational field would not change the static density of cell states, and so it is invisible in a single cell sampling experiment. The effect of rotations on PBA predictions was tested by implanting rotational fields into the above simulations (Supp. Fig. 3 ). The rotational field used was
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where ! is the center-point of the rotational field and ! denotes a normal distribution. Langevin simulations were repeated as described above after adding this velocity field to the potential gradient velocity field. PBA predictions were repeated as described above to generate the results shown in Supp. Fig. 3 .
Tests of PBA on simulated GRNs (Figure 4)
We used the Gillespie algorithm(1) to generate molecular counts for the simulations of gene regulatory networks (GRNs) in Figure 4 . In every case, we supplemented the simulated counts with additional noisy dimensions (values drawn from a Gaussian), so that the total dimensionality of the data was always 50.
For the GRN in Figure 4A , we implemented the following stochastic chemical reactions (! ! represents the green node, ! ! represents the blue node). 1) ! ! , ! ! → (! ! − 1, ! ! ); rate = 0.003 * ! ! 2) ! ! , ! ! → (! ! , ! ! − 1); rate = 0.003 * ! ! 3) ! ! , ! ! → (! ! + 1, ! ! ); rate = ℎ!"" 0.01 * ! ! , 4 − ℎ!""(0.003 * ! ! , 4) 4) ! ! , ! ! → (! ! , ! ! + 1); rate = ℎ!"" 0.01 * ! ! , 4 − ℎ!""(0.003 * ! ! , 4) 5) Simulation end; rate = ! ! ! ! ! < 0.1 * 0.01
Trajectories were initiated with ! ! and ! ! distributed randomly and uniformly between 100 and 150. When applying PBA, points in the region ! ! , ! ! ∈ 100,150 × [100,150] were assigned uniform positive ! values. Points with either ! ! < 1 or ! ! < 1 defined two exit regions that were assigned negative ! values (these two inequalities were mutually exclusive due to bi-stability of the system). Because of finite sampling, the number of points lying in each of the exit regions often differed, so the precise value of ! in each region was normalized to achieve the same total estimated flux of trajectories into each stable state (this is reasonable because the simulation was symmetric in ! ! and ! ! ). As in the previous simulations, PBA fate probabilities were calculated by augmenting the PBA-generated Markov chain with two absorbing states associated to the two exit regions respectively, with transition rates to these absorbing states derived from the R parameter.
For the GRN in Figure 4D , we implemented the following stochastic chemical reactions, where the variables ! ! correspond to the colors in the figure as follows (! ! , red; ! ! , green; ! ! , blue; ! ! , black; ! ! , yellow)
ℎ!"" 0.025 * ! ! , 4 11) Simulation end; rate = 0.002 * (ℎ!"" 0.005 * ! ! , 2 + ℎ!""(0.005 * ! ! , 2)
Trajectories were initiated with ! ! = ! ! = 0 and ! ! , ! ! , ! ! distributed randomly and uniformly between 40 and 80. When applying PBA, points in the region ! ! , ! ! ∈ 0,50 × [0,50] were assigned uniform positive ! values (we did not directly use same source region as the simulation itself because its volume was too small and most trajectories escaped before being sampled). Points with either ! ! > 440 or ! ! > 440 defined two exit regions that were assigned negative ! values, which, as before, were normalized to achieve the same total estimated flux of trajectories into each stable state.
Data processing and normalization of single-cell RNA-seq data
Single-cell gene expression data from adult mouse bone marrow cells expressing Kit are reported and processed in another paper from our groups (2) . Recapping in brief, reads were mapped as described in (3) to produce a (cell x gene) matrix of unique molecular identifier (UMI) counts that served as the starting point for the analysis in this paper.
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Data was filtered to remove cells with < 1000 total UMIs. Visualization of the remaining cells in tSNE revealed three aberrant clusters of cells: one cluster strongly expressed mitochondrial genes and likely contained to stressed cells; the other two clusters coexpressed markers for distinct mature lineages (erythrocyte/macrophage and erythrocyte/granulocyte) and likely contained doublets. We removed all three aberrant clusters, resulting in 3803 cells.
Single cell data was then prepared for PBA by normalizing the total gene expression counts in each cell as described in (3) . Genes with mean expression > 0.05 across the data set, and Fano Factor > 2, were then used to perform principal components analysis down to p dimensions, for p = 40, 50, 60, 70, 80, 90. When applying PBA, we also used a range of graph neighbor connectivities k (k=10 -30). In Figure 5 , we report medians and confidence intervals of fate probabilities for all 120 combinations of p and k.
Determining entry and exit parameters (!) for PBA analysis of HPCs
To apply PBA to hematopoietic differentiation, we estimated the entry/exit rates ! from considerations of the proliferation rate and exit rates of Kit+ HPCs as follows. In adult hematopoiesis, all progenitors including HSCs express Kit, but eventually down-regulate it as they terminally differentiate. Thus, no cells enter the experimental system other than through proliferation of existing Kit+ HPCs, but there is a steady outflow (exit) owing to down-regulation of Kit as cells differentiate. We encoded this exit as negative ! values for the most differentiated cells in each lineage, selected as the N cells with highest mature marker gene expression for each of the seven terminal lineages (Supplementary Figure 5 and Supplementary Table 1 ). The choice of N is not formally constrained since larger N can be balanced with lower per-cell efflux to establish the same total output of a given lineage. We observed that N=10 cells was large enough to avoid low number sampling artifacts and also small enough to avoid inclusion of immature cells. We assigned different magnitudes of R for each of the seven lineages using a fitting procedure (see next paragraph). All remaining cells were assigned a uniform positive value of R, corresponding to a uniform proliferation rate, based on recent studies (4, 5) that found roughly similar growth rates across hematopoietic progenitor compartments. The magnitude of the growth rate was chosen so that ! ! = 0, reflecting a steady state in the total number of cells. To calculate fate probabilities in PBA, we added seven absorbing states representing endpoints for each of the mature lineages. The transition rates to these nodes were derived from the negative R values described above, and hence restricted to the 10 most mature cells in each lineage.
The flux of cells down-regulating Kit for each lineage varies widely between different hematopoietic lineages. This impacts PBA because it directly sets the relative magnitude of R for each lineage, although the simulations indicate that predictions do not require very accurate flux estimates. Because the flux of Kit+ cells from each lineage is not generally known, we fitted the seven fluxes by requiring that PBA reproduce measured fate probabilities of hematopoietic stem cells (HSCs). We performed a separate fitting for each of the studies shown in Figure 5 . When a study did not report fate probabilities for HSCs, we assumed a uniform distribution. We identified HSCs in our data by comparison to a microarray profile of HSCs, as described in Methods section 9.
Determining the diffusion rate (!) for PBA analysis of HPCs
The diffusion rate (D) controls the level of stochasticity in the PBA model. The exact value of D cannot be directly measured, but it is possible to constrain D using known quantities. As D is reduced, cells will become committed sooner towards one cell fate. Conversely, as D is increased, cell states that are lineage-restricted can become multipotent. Running the PBA algorithm for different values of ! produces different estimates for the number of multipotent cells, defined as those satisfying !(fate) > 1/14 for all 7 fates. We used prior literature (see https://www.immgen.org/, (5) and Methods section 9) to estimate that 2-20% of Kit+ bone marrow cells are multipotent, and then calculated the range of D that result in PBA predictions consistent with this range (Supplementary Figure 6 ). From the resulting range (0.1 -0.6), we chose the approximate midpoint ! = 0.3 for calculations shown in the main figures.
We defined a physiologically plausible range by scanning through different values of D and checking the number of PBA-predicted multipotent cells for each value (see Supp. Fig. 7 ). We used prior literature (see https://www.immgen.org/, (5) and Methods section 9) to estimate that 2-20% of Kit+ bone marrow cells are multipotent. We defined a cell in our dataset as multipotent (for a given value of D) if it satisfied !(fate) > 1/14 for all 7 fates.
Validation of PBA-predicted fate probabilities for HPC
To validate PBA predictions of HPC fate probability, we compared them to the fate probabilities of 12 HPC subsets measured in previous studies ( Table 2 ). For each of the 12 cell surface marker-defined hematopoietic compartments, we used a published microarray profile to search for similar cells in our own dataset using a naïve Bayesian classifier, implemented as follows.
The Bayesian classifier assigns cells to microarray profiles based on the Likelihood of each microarray profile for each cell, with the Likelihood calculated by assuming that individual mRNA molecules in each cell are multinomially sampled with the probability of each gene proportional to the microarray expression value for that gene. Consider a matrix ! of mRNA counts (UMIs) with ! rows (for cells) and ! columns (for genes), and also a matrix ! with ! rows (for microarray profiles) and ! columns for genes. M was quantile normalized and then each microarray profile was normalized to sum to one. E was previously normalized in Methods section 5. The (!×!) matrix S ij giving the Likelihood of each microarray profile j for each cell i is,
We assigned ! ! cells with highest log-Likelihoods to each microarray profile j, with ! ! determined from prior literature to reflect the abundance of each cell type among HPCs (see Supp. Table 2 ). Previous studies only provide abundance ratios between cell compartments, so we estimated ! ! values by first estimating the number of ST-HSCs in our data, and then multiplying this value by the relative of abundance of each compartment compared to ST-HSCs. We estimated that the number of ST-HSCs in our data set was ! = 5, reasoning that: (1) 1% of adult bone marrow is Kit+ (i.e. in our dataset); (2) the proportion of HSCs in adult bone marrow is 1-2 in 100,000 (6) and thus 1-2 in every 1,000 Kit+ cells is an ST-HSC; (3) our dataset contains approximately 5000 cells. Final assignments are indicated on the knn graphs in Figure 5 . (a-d), Comparison of PBA predictions to "true" (simulated) fate bias and temporal order under imprecise assumptions about the entry/exit and diffusion parameters, R and D. These analyses also showed that: (a), imprecisely estimating the fluxes between two fates with a ten-fold error skews estimated fate probabilities but maintains high correlations; (b), treating every point as a sink does not diminish the accuracy of predicted temporal ordering; (c),decreasing the assumed diffusion rate predicts fate commitment to occur prematurely, causing PBA to under-estimate the number of bi-potent cells; (d), increasing the assumed diffusion rate has the opposing effect, leading to over-estimate the number of bi-potent cells. (e-g), Pearson correlation between "true" and "predicted" values of fate bias and temporal order for a range of algorithm parameter values: (e), the number of cells sampled; (f), number of graph neighbors k (measured as fraction of total graph size); (g), simulation dimensionality m (i.e. number of independent genes per cell). For each case, the relevant parameter is varied while keeping the other parameters fixed (N=200, k=20, m=50). In general, inference of temporal order is more accurate than fate probability.
Pearson correlation (Predicted vs. true)
Rotation field strength / gradient field PBA models gene expression dynamics as a diffusion-drift process down a potential landscape. This model makes an implicit assumption that no oscillations exist, since potential fields are irrotational. We measured the error that could be introduced by this assumption, by implanting a rotational gene expression field into the simulated fate bifurcation at two different points (left and right column), shown in (a). Figure 4 . The optimal diffusion parameter value was used in Figure 4 . Identification of the endpoints of each lineage represented in our dataset, which occur when Kit is down-regulated. For each of seven fates, we identified endpoints as the 10 cells (red dots) with highest standardized (z-score) expression of known marker genes ( Supplementary Table 1 ). 1 Lineage potential refers to the proportion of colonies/mice that produce a terminal cell-type when inoculated with the given progenitor population. Potentials are normalized to add up to one. When measurements were made for HSCs, the potentials were renormalized so that HSC would have uniform potential across cell types. 2 All cell numbers represent a ratio with respect to short-term stem cells (ST-HSC). When data was not available for a specific progenitor population, we used data from a population with the same functional potential, or otherwise made a conservative guess. 3 Conservative guess 4 (Busch, 2015) 5 (Pietras, 2015) Name
Marker genes Erythrocyte (Er) Hbb-bt, Hba-a2, Hba-a1, Alas2, Bpgm Megakaryocyte (Mk) Pf4, Itga2b, Vwf, Mef2c Granulocyte (G) Lcn2, S100a8, Ltf, Lyz2, S100a9 Monocyte (Mo) Csf1r, Ly6c2, Ccr2, Glipr1 Lymph (Ly) Cd79a, Igll1, Vpreb3, Vpreb1, Lef1 Dendritic (D) H2-Aa, Cd74, H2-Eb1, H2-Ab1, Cst3 Basophil (Ba) Ifitm1, Ly6e, Srgn
Introduction
Here, we develop a set of theoretical and computational tools for reverse engineering the dynamic properties of a di↵erentiation process from static high-dimensional single cell data. These tools are applicable for cases where the mechanisms driving gene expression changes during di↵erentiation, including at fate bifurcations, can be well described as a (noisy) response of each cell to its internal gene expression state. Formally, we describe the dynamics of cells using a Langevin process. For a broad set of assumptions, we prove that our approximate results recover the true properties of the dynamical system in the high sampling limit.
In section 1, we present the basic formalism describing gene expression dynamics by a di↵usion-drift equation. This equation explains how the distribution of cells in the space of all possible gene expression states changes as a combination of two phenomena: random transcriptional noise (di↵usion) and directed regulatory changes (drift), where drift is encoded as the gradient of a potential field F . Together with fluxes of cells into and out of the system, these phenomena produce the steady-state distribution of cell states that is sampled in a single-cell sequencing experiment (Eq. 2). The origin of noise is not discussed further, but can be thought of arising from at least three causes: (a) di↵erences in the environment of cells, e.g. leading to variation in local signaling factors; (b) di↵erences in internal state that are not reflected in mRNA levels, e.g. di↵erences in protein levels or protein modifications; and (c) intrinsic noise in transcription, translation and mRNA or protein degradation.
Our first main result (Theorem 1) is that the potential field F can be decomposed as a sum F = U + V , where U corresponds to a system without fluxes, and V corresponds to a system 1 without stochasticity (i.e. no di↵usion). This decomposition is required for the subsequent analyses. Our second main result (Theorem 3) -described in section 2 -is a set of formulas for estimating the fields F , U and V , whose proof invokes a recent result from Ting et al. (7) (Theorem 2) relating the Laplacian matrices of certain graphs to di↵erential operators. Our third result (Theorem 4) is the definition of a Markov chain on the space of sampled cell states that asymptotically approximates di↵usion-drift dynamics under the potential F . The proof of convergence invokes for a second time the recent result from Ting et al. (7) , but this time with a slightly di↵erent graph Laplacian. In section 3, we show how to calculate biologically useful quantities from the Markov chain defined in Section 2. These quantities include lineage bias (i.e. absorbing probabilities, Theorem 5) and transit times (i.e. conditional mean first passage times, Theorem 6). In section 4, we provide pseudocode for all major calculations including the potential V , fate probability and temporal ordering.
1 Di↵usion-drift modeling
Introduction: gene regulatory modeling using a di↵usion-drift equation
We consider the continuity equation describing the evolution of the cell density c, in an mdimensional gene expression space, @c @t
The three terms on the RHS of this equation describe di↵usion with constant D resulting from fluctuations in gene expression; advection along velocity fieldJ reflecting the gene regulatory program of the cells; and the increase or reduction in total cell number with local rate R, where R = (division rate) (death rate) + (influx rate) (e✏ux rate). Several technical comments qualify Eq. (1). First, the di↵usion term is not in general expected to be constant or isotropic in gene expression space, but for the remaining analysis we will take it to be constant, as the precise value of D was found not to qualitatively a↵ect predictions. Though di↵usion terms arising from stochastic births and deaths of individual molecules in chemical networks are position-dependent and can often calculated explicitly, the di↵usion term in our model represents not only noise in synthesis/degradation of mRNA, but fluctuations in extracellular signaling, cell spatial position, and other short-term fluctuations in cell state. With this in mind, we chose to use a constant scalar di↵usion term to allow some inference from the single-cell data in the absence of specific data or measurements to constrain its exact form.
Second, of the four terms contributing to Rc, the influx rate is not expected to be proportional to cell density, but is included in the same single term by allowing for a density-dependent flux. In this study, the influx rate is zero everywhere so the detailed form of this term plays no further role. Third, we will assume without loss of generality that R c dx = 1, (where dx = dx 1 · · · dx m is the infinitesimal volume element), so c can be interpreted both as a cell number density and as a probability distribution.
Reverse-engineering cell dynamics from snapshot measurements is tantamount to estimatingJ from the parameters D, R, c but there are two obstacles to doing so. First, in non-steady-state systems it may be di cult to measure @c/@t. In this study we focus on a system at steady-state (so @c/@t = 0). Second, the parameters D, R, c only specifyJ to within a gauge transformation, since ifJ is a solution to Eq. (1) then so isJ +C whereC is a divergence-free (i.e. rotational) vector field, which, for example, can include transcriptional oscillations. In the following we enforce uniqueness ofJ by assuming it is rotation-free, i.e. that it can be written as the gradient of a potentialJ = rF . This assumption is justified provided that gene expression oscillations are not important for the dynamics of the system being studied. The e↵ect of a rotational field was explored briefly in this paper in numerical simulations (Supporting. Fig. S3 ). With these assumptions, we can rewrite Eq. (1) for the steady-state system as follows.
Decomposing the drift potential
The potential field F encodes the gene regulatory dynamics of the system. In shaping the cell density c, it can be thought to play two roles: counteracting di↵usion to maintain a non-uniform cell density c, and transporting cells away from sources and toward sinks. These roles can be analytically distinguished into terms U and V (Supporting Fig. S7 ), in a manner made precise below.
Theorem 1. Consider steady-state di↵usion-drift (Eq. 2) with parameters R, D, c. Define
and let V be the unique (up to a constant) potential with zero flux across a limiting boundary at infinity that satisfies [r 2 + r(log(c)) · r]V = R. Proof of (i). 1 2 Dr 2 e 2U/D + r(e 2U/D rU ) = r(e 2U/D rU ) + r(e 2U/D rU ) = 0
Proof of (ii). 0 = r(crV ) + Rc = c(r 2 V + r(log(c)) · rV + R) = 0
Proof of (iii). If 1 2 Dr 2 c + r(crU ) = 0 and r(crV ) + Rc = 0 then F = U + V satisfies (2).
Application to finite point samples
The di↵usion-drift process in Eq. (1) produces a probability distribution in high dimensional gene expression space. In theory, a single-cell sequencing experiment samples from this distribution to generate a point cloud {x i } n i=1 . Rather than calculating F for all of gene expression space (where it is mostly ill-defined), we estimate it only at the expression states {x i } that are observed experimentally. To that end, let (ˆ) denote the restriction of a function to the point cloud {x i }, so that for exampleF i = F (x i ). GivenR, our goal is to approximateF as accurately as possible using the finite point sample. Below, we describe an approximation ofF that provably converges in the high sampling limit (n ! 1). 
Convergence of the graph Laplacian to the di↵usion-drift operator
Our approach for solving Eq. (2) builds on a body of work relating graph kernels and their associated Laplacian matrices to di↵usion-drift processes and their associated di↵erential operators (8, 9, 10) . This relationship between Markov operators and di↵erential operators (Supporting Fig. S8) is central in what follows.
Consider a point-cloud {x i } and kernel (i.e. positive function of two variables) K(x, y). From K, we can define a "random walk Laplacian" matrix L (rw) that can be thought of either as a Markov chain transition matrix or a linear transformation.
and I is the identity matrix (5) For an increasingly dense point cloud {x i }, the discrete transformation L (rw) may converge to a continuous operator f 7 ! Gf in the sense that L (rw)
x i ! Gf (x i ) for all i. Recently, Ting et al. (7) showed that for a broad class of kernels, the limiting operator G is a di↵usion-drift operator f 7 ! r 2 f + µ · rf , with terms and µ that can be directly computed from an appropriate parameterization of the kernel. Here, we invoke their results applied to undirected k-nearest-neighbor (knn) graphs since these turn out to furnish precisely the di↵erential operators we will need for dynamic inference. The theorem below represents a special case of "Theorem 2" from Ting et al. (7) applied to knn graphs, relying on computations carried out in "Section 3.3" of their paper. Since the theorem is a trivial consequence of results 
Equivalently, the Markov chain generated by L (rw) n converges to a di↵usion-drift process with di↵usion 2 and drift µ given above. (See comment on notation 1 )
ComputingF andV using a knn-graph
Using Theorem (2), we can computeF andV from D andR, with the computed values becoming exact in the high sampling limit. The key step is to find a kernel K(x, y), with associated edge weights w(x, y), whose limiting di↵erential operator (Eq. 6) acts on V in the manner of Eq. (4). It turns out that the exact kernel we need corresponds to an unweighted undirected k-nearest neighbor graph using the sampled cells as nodes (but only when the dimension is high). This is proved in Theorem 3, below. Note that this construction is unlikely unique -other graph constructions may also provide the same limiting di↵erential operator. n its random-walk Laplacian. If ⇢ n (x) is the distance to the k-th nearest neighbor of x, then lim n!1
lim n!1
=) lim n!1
Proof. L 
(9) follows immediately from (13) , since the resulting function satisfies equation (4) and has no flux across a limiting boundary at infinity. (10) was proved in (11).
Markov chain approximation of the dynamical system
In order to translate the solution of Eq. (2) into biologically relevant properties of the dynamical system, we use this solution to construct a Markov chain in high dimensional gene expression space. This Markov chain provably converges to the original dynamical system in the high sampling limit, as proved in Theorem 4, below, which again invokes the work of Ting et al. (7) (Theorem 2) but now using a non-constant weighting. Using the Markov chain, we can then calculate dynamical system properties such as lineage bias and transit times using well-known formulas (see section 3). . Then the following Markov chain converges to the original di↵usion-drift process as n ! 1 and in the limit of high m.
Proof. The original dynamic process in Eq.
(2) has the infinitesimal generator G = 1 2 2 r 2 +µ·r, where µ = rF and 2 = D. Therefore, we must apply Theorem 2 to the transition probabilities of Eq (14) and show that G is recovered. First, recall that F can be decomposed as F = U + V , with {x i } sampled from c = e 2U/D . Second, by Theorem 3,Ṽ (n) ! V , which means we can apply Theorem (2) 14), construct a new Markov chain by adding a dummy node n l for each lineage l, with transitions p(x i ! n l ) ⇠R (l) (x l ). Make the nodes n l into absorbing states by setting p(n l ! n l ) = 1.
Calculating fate probabilities
In terms of a random walk y t on the augmented Markov chain from section 3.1, fate probabilities for cell x i are defined as the probabilities p(y 1 = n l | y 0 = x i ) that a random walk starting at x i will be 'absorbed' by each of the M dummy nodes n l . These absorbing probabilities can be obtained using a formula from (12) that is reproduced here.
Definition 1 (Fundamental matrix). Let P be the transition matrix for the augmented Markov chain from section 3.1. After shu✏ing the rows and columns of P to put all absorbing nodes at the end, we can block decompose P and define the "fundamental matrix" as follows. 
Calculating conditional mean first passage times
A major goal of single-cell measurements of dynamic processes is to temporally order molecular events. In our model, the concept of time can be rigorously defined in terms of conditional mean first passage times (CMFPT) in the Markov chain. The CMFPT to transit between states x i and x j is defined as E(t | y 0 = x i , y t = x j ). De Sanctis et al. (13) give an approach for calculating the CMFPT, reproduced below. Theorem 6. Let P be a transition matrix and choose an arbitrary state x j . Define a modified transition matrix P j by converting x j to an absorbing state and reordering rows and columns so that x j is at the end. Define N j and S j as in Eq. (19). Set B j = N j S j and let d j be a diagonal matrix with entries (d j ) ii = B i,end ("end" refers to the final column). Then
(21) 7 4 Pseudocode 1 Function compute potential(X, R, k) Input : X (n ⇥ m matrix); X i,j is the jth coordinate of point i R (length n vector); R i is the total flux of cells in/out of the system at i k (positive integer); Number of neighbors for the knn-graph Output: V (length n vector); V i is the value of the transport potential at point i Input : X (n ⇥ m matrix); X i,j is the jth coordinate of point i R (length n vector); R i is the total flux of cells in/out of the system at i S (n ⇥ M matrix); S i,l is the specific flux into lineage l from point i D (positive real number); The strength of di↵usion (redundant with R) k (positive integer); Number of neighbors for the knn-graph Output: B (n ⇥ M matrix); B i,l is the probability that a trajectory starting at i will end at fate l 2 V compute potential(X, R, k); 
