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Linear-in-T resistivity in dilute metals: A Fermi liquid perspective
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We consider a short-range deformation potential scattering model of electron-acoustic phonon
interaction to calculate the resistivity of an ideal metal (i.e. no other scattering mechanism except
for acoustic phonon scattering) as a function of temperature (T ) and electron density (n). The
resistivity calculation is based on the Boltzmann transport theory within the relaxation time ap-
proximation in the nearly free electron single band approximation. We consider both 3D metals
and 2D metals, and focus on the dilute limit, i.e., low effective metallic carrier density (and hence
low effective Fermi wavenumber kF ) of the system. The main findings are : (1) a phonon scattering
induced linear-in-T resistivity could persist to arbitrarily low temperatures in the dilute limit inde-
pendent of the Debye temperature (TD) although eventually the low-T resistivity turns over to the
expected Bloch-Gru¨neisen (BG) behavior with T 5 (T 4) dependence, in 3D (2D) respectively, with
the crossover temperature, TBG, from the linear-in-T to the BG behavior, being proportional to the
Fermi momentum, is small in the dilute limit; (2) because of low values of n, the phonon-induced
resistivity could be very high in the system, orders of magnitude above the corresponding room
temperature resistivity of ordinary metals; (3) the resistivity shows an intrinsic saturation effect at
very high temperatures (for T > TD), and in fact, weakly decreases with increasing T above a high
crossover temperature with this crossover being dependent on both TD and n in a non-universal
manner – this high-temperature crossover is not directly connected with the Mott-Ioffe-Regel limit
and is a reflection of phonon phase space restriction. We discuss the qualitative trends in the resis-
tivity as a function of temperature, density, phonon velocity, and system dimensionality. We also
provide ‘high-temperature’ linear-in-T resistivity results for 2D and 3D Dirac materials. Our work
brings out the universal features of phonon-induced transport in dilute metals, and we comment
on possible implications of our results for strange metals, emphasizing that the mere observation
of a linear-in-T metallic resistivity at low temperatures or a very high metallic resistivity at high
temperatures is not necessarily a reason to invoke an underlying quantum critical strange metal be-
havior. Dilute metals may very well have highly unusual (compared with normal metals) transport
properties arising from quantitative, but not qualitatively new, underlying physics. We discuss the
temperature variation of the effective transport scattering rate showing that for reasonable param-
eters the scattering rate could be below or above kBT , and in particular, purely coincidentally, the
calculated scattering rate happens to be kBT in normal metals with no implications whatsoever
for the so-called Planckian behavior. Our work manifestly establishes that an apparent Planckian
dissipative behavior could arise from the usual electron-phonon interaction without implying any
strange metallicity or a failure of the quasiparticle paradigm in contrast to recent claims.
I. INTRODUCTION
Electrical transport is a key property of electronic
materials, distinguishing between metals and insulators:
Metals conduct electricity at T = 0 (have nonzero con-
ductivity) whereas insulators do not (zero conductivity
σ = 0 at T = 0). Even at room temperatures the re-
sistivity ρ (= 1/σ) ratio between a good metal (e.g.,
Ag, Cu) and a good insulator (e.g., Teflon, wood) could
be as large as 1020 to 1030 making it one of the largest
dimensionless numbers occurring naturally in materials
science. Often metals (insulators) are defined loosely as
materials whose resistivity increases (decreases) with in-
creasing temperature. Many of the major discoveries
and advances in condensed matter physics arose from
the measurement of electrical transport properties (e.g.
superconductivity, quantum Hall effects, giant magne-
toresistance, localization, Kondo effect). Understanding
dc-transport properties of materials is among the oldest
problems in solid state physics (e.g., Wiedemann-Franz
law, Drude theory)1–3. Investigations of various types of
metal-insulator transitions (e.g., Anderson localization,
Mott transition)4–6 by tuning system parameters (e.g.,
density, pressure, temperature, magnetic field, doping,
disorder, chemical potential) have been (and still are)
among the most-researched topics in condensed matter
physics. Studying dc-transport in great details remains
the essential aspect in the elucidation of the properties
of any new material, and the understanding of metallic
conductivity as a direct manifestation of the existence of
a Fermi surface is one of the great fundamental advances
in quantum physics.
In this context, the concept of a ‘strange metal’ (of-
ten the terminology ‘bad metal’ is used to convey the
same idea – we use the terminology ‘strange metal’ and
‘strange metallicity’ in the current work) has emerged
2as an important new idea over the last 30 years. Al-
though no strict formal definition exists, strange metal-
licity involves a set of unusual (as compared with sim-
ple normal metals such as Al and Cu) transport proper-
ties such as a linear-in-T resistivity over a large tem-
perature range and a very high metallic resistivity at
room temperatures much larger than the typical metal-
lic value of 1 − 10µΩ·cm occasionally going above the
so-called Mott-Ioffe-Regel (MIR) limit7,8 of 150 µΩ·cm.
It is often thought that strange metals, in contrast to
‘good or normal metals’ (e.g. usual elemental metals
such as K, Li, Cu, Al), do not obey the Landau Fermi
liquid quasiparticle paradigm and are consequently ex-
amples of correlation-driven non-Fermi liquids. The con-
cept of strange metals originally arose in the context of
normal state transport properties of high-temperature
cuprate superconductors,9,10 which often reflect a linear-
in-T resistivity approaching ∼mΩ·cm at room temper-
atures, but has now been extended to large classes
of metallic compounds (e.g., cuprates11, ruthenates12,
titanates13, manganites14, heavy fermions15), where
linear-in-T transport along with very high metallic re-
sistivity manifest (at least in some regimes of the ex-
perimental parameter space). In fact, converting the
transport relaxation time τ into an equivalent temper-
ature ~/kBτ it has even been argued that strange metals
are often in the so-called Planckian limit16,17 where the
transport relaxation time is given simply by the measure-
ment temperature T = ~/kBτ – presumably this descrip-
tion applies only at finite temperatures (and an implicit
subtraction of any extrinsic impurity contribution to the
resistivity is perhaps implied although often not explic-
itly stated). Strange metallicity is often thought to be
connected with a hidden quantum critical point, and the
thermal excitations in the quantum critical ‘fan’ region
above the critical point are thought to be responsible for
the strange metallic behavior although explicit calcula-
tions starting from a realistic microscopic Hamiltonian
incorporating both quantum criticality and the resultant
strange metallicity are rare. Basically, ‘strange metals’
are metals with resistivity high enough that they should
almost qualify as insulators (hence ‘strange’) in addition
to having a linear-in-T resistivity behavior over a large
range of temperature. In fact, the precise definition of
strange metallicity is a little vague, with different experi-
mental groups attributing different characteristics to the
definition, but very high and linear-in-T resistivity seem
to be a common theme.
Strange metallicity is the indirect motivation for the
current work although we will not make contact with
experimental data in any strongly correlated materials
directly. We will, however, show that some (but, by
no means all) aspects of the putative strange metallic
behavior may arise, both in three-dimensional (3D) and
two-dimensional (2D) systems, simply by virtue of strong
electron-phonon scattering and low carrier density, i.e.,
in dilute metals. The carrier effective mass, if it is heavy,
also plays a role in our theory for strange metallicity
– basically, we find that large values of m/n, where m
(n) are carrier effective mass (density), generically lead
to strange metal transport properties through electron-
phonon interaction. In particular, a linear-in-T resistiv-
ity arising purely from electron-phonon scattering could
persist to arbitrarily low temperatures in dilute 2D and
3D metals provided that the system is sufficiently di-
lute (i.e., very small n). In addition, the room temper-
ature intrinsic (i.e., phonon-induced) resistivity of such
dilute 2D and 3D metals could be very large by virtue
of the low carrier density even for reasonable and real-
istic electron-phonon coupling strengths. We will thus
establish that low carrier density coupled with standard
electron-phonon interaction is capable of producing resis-
tive behavior mimicking strange metallicity without in-
corporating any strong correlation or electron interaction
or quantum criticality effects. Thus, ‘strange’ metallic-
ity could arise from ordinary electron-phonon interaction
without invoking any exotic mechanism. In particular,
we show that the phonon-scattering induced linear-in-
T metallic resistivity could easily surpass the Planckian
limit, thus seriously calling into question any deep sig-
nificance associated with the transport scattering rate
becoming equal to (or even larger than) the temperature
of the system.
With the above background, we study theoretically in
this paper in great depth a classic problem in metallic
dc-transport, namely, noninteracting electrons confined
to a single parabolic band, characterized by an effec-
tive mass m and a carrier density n, interacting with
acoustic phonons of the underlying lattice in the con-
tinuum approximation, giving rise to a phonon scatter-
ing induced metallic electrical resistivity ρ(n, T ). (We
also provide some results for Dirac-like linear band dis-
persion as appropriate for graphene although this is
not the focus of this work.) The calculation is carried
out entirely using the semiclassical Boltzmann transport
theory2 with the scattering rates calculated using the
quantum Fermi’s golden rule approximation and the ap-
propriate thermal averages done using the Fermi distri-
bution function for the carriers. The electron-phonon
coupling constant (i.e., the deformation potential cou-
pling strength) is kept small enough so that the lead-
ing order scattering theory using the golden rule is ad-
equate with higher order terms being negligibly small.
We ignore disorder and electron-electron interaction ef-
fects (although some effects of electron-electron inter-
action could in principle be subsumed in the effective
mass m and the electron-phonon interaction strength D
through the standard many-body Fermi liquid renormal-
ization). Because of the neglect of disorder effects (i.e.,
no extrinsic resistivity) the system we study is a per-
fect metal at T = 0 with ρ(T = 0) = 0. The electron-
phonon interaction strength D (often called the deforma-
tion potential coupling constant, which depends on the
material and is typically D ∼ 1 − 50 eV) decides the
overall magnitude of the resistivity (to be more precise
ρ ∼ D2), but the (n, T ) functional dependence of ρ is
3determined by the interplay of three characteristic tem-
perature scales: the Fermi temperature (TF ), the Bloch-
Gru¨neisen temperature (TBG), and the Debye tempera-
ture (TD) given by: kBTF = EF /kB, kBTBG = 2~vskF ,
kBTD = (~vs)(6pi
2N)1/3, where vs is the sound (i.e.,
acoustic phonon) velocity, kF is the electronic Fermi wave
number (and EF = (~kF )
2/2m is the Fermi energy), and
N is the atomic number density. We take TD as a param-
eter, but TF (and EF ) and TBG are calculated using the
carrier density n, electron effective mass m, and phonon
velocity vs. Note that the physics is determined by two
velocities vs (which is a constant parameter independent
of carrier density) and vF = ~kF /m with kF ∼ n1/d
where d (= 2 or 3) is the system dimensionality. Overall,
there are seven independent parameters in the problem
(d, D, vs, TD, m, n, T ), two of which depend on the car-
riers (m, n) and two on the lattice (vs, TD) whereas D
is the interaction strength coupling the electron-phonon
system. The other two parameters d (dimensionality)
and T (temperature) describe the combined system as a
whole – we assume that the electrons and phonons have
the same dimensionality and are in equilibrium with each
other being at the same temperature T . All of these
approximations are standard in the context of electron-
phonon transport theories in ordinary metals. In par-
ticular, the use of Boltzmann transport theory coupled
with the golden rule relaxation time approximation is
standard in the calculation of metallic resistivity arising
from electron-phonon scattering.1–3
The system we study is therefore as normal or ordinary
(i.e., non-strange) as it can be, and is a textbook model
of a normal Fermi liquid. The only difference is that, in
contrast to normal metals which have fixed (and rather
high) density, n ∼ 1023 per cm3, we assume the metallic
density to be a variable and we vary the temperature over
a wide range. We also carry out the transport calculation
without imposing TD to be the absolute energy cut off for
the phonons (as is done in textbooks)– we take into ac-
count the fact that at low carrier densities the phonon cut
off is really TBG as long as TBG < TD. Our definition of a
dilute metal is that the carrier density n is low enough for
TD > TBG ∼ n1/d. This implies a low density depend-
ing on the phonon Debye temperature, which is purely a
lattice property of the system. Normal metals, by con-
trast, have TD < TBG since normal metals have very high
electron density (∼ 1023 cm−3). Doped semiconductors
(both 2D and 3D) are dilute metals by our definition since
the typical equivalent 3D carrier density in semiconduc-
tors is < 1020 cm−3. Most highly correlated materials
manifesting strange metal behavior are also dilute by our
definition as they tend to have TBG < TD with n ∼ 1021
cm−3. The important point here is that the phonon in-
duced linear-in-T resistivity persists down to T ∼ TBG/3
in dilute metals, which could be very low depending on
the actual carrier density, since TBG ∼ kF ∼ n1/d.
Given such a large number of parameters, including
two continuous parameters n and T , the possibilities for
ρ(n, T ) are huge depending on the values of the other 5
parameters. We will in fact present density and tempera-
ture dependent resistivity results for various values of m
so that the quantitative effect of TF ∼ 1/m can be dis-
cerned, but we will stick to fixed values of the lattice pa-
rameters D, vs, and TD since no new qualitative physics
arises by varying these parameters. We will compare re-
sults for d = 2 and 3 since both 2D and 3D materials
are of interest in the context of strange metal physics as
many of the strange metals (e.g. cuprates) are essentially
2D in nature because of their highly anisotropic effective
mass. The most important question to be addressed in
the work is the (T , n) regime over which the resistivity
is linear in T as well as the absolute values of the calcu-
lated resistivity. Both of these issues of course depend on
the choice of the system parameters, and we choose our
lattice parameters using GaAs as the guide. The ratio-
nale for using GaAs is that experimental transport data
already exist in metallic 2D GaAs structures with ρ(T )
being linear down to 100 mK (or lower) both for elec-
trons and holes. Thus, 2D GaAs is one system where the
physics being elaborated in the current work has already
manifested itself, making it reasonable that we use GaAs
parameters as the starting point – an obvious advantage
being that the theoretical results agree with the experi-
mental data in the extensively studied high-mobility 2D
GaAs semiconductor structures. We do, however, change
m and n enough to cover the parameter regime of inter-
est for cuprates and related systems. Fortunately, the
phonon parameters do not typically vary much (by less
than a factor of 2) among different electronic materials,
and the deformation potential coupling strengthD is sim-
ply an overall scale of the resistivity, thus varying D only
changes the resistivity by D2. Thus, the precise value of
D (= 12 eV) being used in the current work is not partic-
ularly germane since results for other materials can sim-
ply be obtained by multiplying our calculated resistivity
values by (Dnew/12)
2 where Dnew is the deformation po-
tential coupling in electron-Volts in the new material (of
course the other parameters such as m, n, T, and vs must
also be the same).
The rest of the paper is organized as follows. We pro-
vide the basic transport theory for calculating the resis-
tivity arising from electron-phonon coupling in Sec. II,
where we also discuss the details of the various parame-
ters used in our calculations. We give detailed analyti-
cal and numerical results for ρ(T, n) for 2D metals also
in Sec. II and for 3D metals in Sec. III, keeping all the
parameters consistent with each other. In sec. IV, we
briefly discuss the linear-in-T resistivity in Dirac mate-
rials (e.g. graphene in 2D) arising from electron-phonon
interaction. We provide a discussion of our results in
Sec. V, where we also compare 2D and 3D resistivity re-
sults, and comment on strange metallicity in the context
of our results. We conclude in Sec. VI.
4II. THEORY AND 2D RESISTIVITY
In this section we describe the Boltzmann theory for
electronic resistivity (ρ) due to the longitudinal acoustic
phonon scattering. We consider the deformation poten-
tial scattering which arises from quasistatic deformation
of the lattice. Within Boltzmann transport theory by
averaging over energy at finite temperatures, we obtain
the conductivity (σ = 1/ρ)2,3
σ =
e2
d
∫
dεN(ε)v2kτ(ε)
(
−∂f(ε)
∂ε
)
, (1)
where d represents the dimension of the system, N(ε) is
the density of states, ε = ~2k2/2m the noninteracting
kinetic energy, k the wave vector, vk = ~k/m the carrier
velocity, τ(ε) the transport relaxation time, and f(ε) is
the Fermi distribution function. At T = 0, f(ε) is a step
function at the Fermi energy (EF ), and we have the usual
conductivity formula (for parabolic metals with a carrier
density n)
σ =
e2v2F
d
N(EF )τ(EF ) =
ne2τ(EF )
m
. (2)
Taking k and k′ to denote the electron wave vectors
before and after scattering by a phonon, respectively, the
energy dependent relaxation time [τ(εk)] is given by
2
1
τ(εk)
=
∑
k′
(1− cos θkk′)Wkk′ 1− f(εk)
1− f(εk′) (3)
where θkk′ is the scattering angle between k and k
′, and
Wkk′ is the transition rate from the initial state with
momentum k to the final k′ state. When we consider
the relaxation time due to deformation potential (DP)
coupled acoustic phonon mode, then the transition rate
has the form18,19
Wkk′ =
2pi
~
|C(q)|2∆(ε, ε′) (4)
where q = k − k′ and |C(q)|2 is the matrix element
for scattering by acoustic phonon. The matrix element
|C(q)|2 for the deformation potential coupling is given
by
|C(q)|2 = D
2
~q
2ρ0vs
, (5)
where D is the deformation potential and ρ0 is the mass
density. In Eq. (4) the factor ∆(ε, ε′) is given by
∆(ε, ε′) = Nqδ(ε−ε′+~ωq)+(Nq+1)δ(ε−ε′−~ωq), (6)
where ωq = vsq is the acoustic phonon energy with vs
being the phonon or sound velocity, ε = εk, ε
′ = εk′ , and
Nq is the bosonic phonon occupation number
Nq =
1
exp(βωq)− 1 , (7)
where β = kBT . The first (second) term in Eq. (6)
corresponds to the absorption (emission) of an acoustic
phonon of wave vector q = k− k′. Note that the matrix
element |C(q)|2 is independent of the phonon occupation
numbers.
We note that we are using Fermi’s golden rule or
the Born approximation to calculate the relaxation rate,
which is standard for transport calculations. For our
problem, this leading order approximation for electron-
phonon scattering is justified by the weak coupling nature
of electron-phonon interaction in our systems of interest.
In particular, the dimensionless electron-phonon coupling
parameter (or equivalently, the Eliashberg coupling con-
stant), λ (∼ D2),20 is rather small (≪ 1), validating the
leading order scattering theory. Most, if not all, trans-
port theory calculations for electron-phonon scattering
are carried out within this leading order approximation,
with the resistivity being proportional to D2 ∼ λ.
In 2D the electron density n is given by n =∫
N(ε)f(ε)dε with N(ε) = m/pi~2. Then Eq. (1) can
be written as σ = ne2〈τ〉/m, where 〈τ〉 is the energy
averaged scattering time21,22
〈τ〉 =
∫
dεετ(ε)
(
−∂f(ε)∂ε
)
∫
dεε
(
−∂f(ε)∂ε
) . (8)
Using 2D wave vectors (k, k′, q) in Eqs. (3)–(7) and
ρ0 = ρ3Dw for 2D case, where ρ3D is the 3D atomic mass
density of a material and w is the characteristic width
of the 2D system (’w’ should be considered the typical
thickness of the 2D layer or an appropriate interlayer
separation for layered materials such as cuprates), we
express the scattering time in 2D as
1
τ(εk)
=
1
τa
+
1
τe
, (9)
where τa and τe are the scattering time corresponding
to the absorption and emission of phonons, respectively,
and they are given by
1
τa
= A
∫ θm
0
dθ(1 − cos θ)qNq 1− f(ε+ ~ωq)
1− f(ε) , (10)
1
τe
= A
∫ θm
0
dθ(1−cos θ)q(Nq+1)1− f(ε− ~ωq)
1− f(ε) , (11)
where
A =
1
2pi
m
~2
D2
ρ0vs
, (12)
and θm is determined by the following energy-momentum
conservation laws for the scattering process k→ k′
ε′ = ε± ~ωq,
q =
[
k2 + k′2 − 2kk′ cos θ]1/2 . (13)
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FIG. 1: Calculated 2D resistivity limited by the acoustic phonon scattering as a function of temperature for various effective
masses and electron densities (n × 1010cm−2, where n = 1, 2, 5, 10, 50, 100 from top to bottom). Here m∗ = m/me
with electron bare mass me and the small arrows indicate the crossover temperatures, Tc, in which the resistivity (ρ ∝ Tα)
changes the power law from high (T 4) to linear (T ) behavior as temperature increases. The parameters corresponding to GaAs
(vs = 5.14× 105 cm/s, D = 12 eV, ρ3D = 5.32 g/cm3) and the characteristic width of a 2D system w = 10 nm are used. With
these parameters the BG and Fermi temperatures are given by TBG = 1.97
√
n˜ and TF = 0.28n˜/m
∗, where n˜ is the density
measured in unit of 1010 cm−2.
For ~ωq ≪ EF the scattering of electrons by acoustic
phonons can be considered quasi-eleastically. For quasi-
elastic scattering, k = k′, and q = 2k sin(θ/2). Changing
the integration variable θ to q and with qm = 2k, we have
1
τa
= 4A
∫ 2k
0
dq√
1− (q/2k)2
( q
2k
)3
Nq, (14)
1
τe
= 4A
∫ 2k
0
dq√
1− (q/2k)2
( q
2k
)3
(Nq + 1). (15)
For ~ωq ≪ kBT , Nq ∼ Nq + 1 ∼ kBT/~ωq. Then we
have
1
τ(ε)
=
m
~3
D2
2ρ0v2s
kBT. (16)
Since the scattering time is independent of the energy
the resistivity is simply given by a linear-in-T behavior19
ρ(T ) ∝ T. (17)
In 2D this linear behavior holds even for a non-degenerate
electron system, T ≫ TF . However, in the BG regime,
T ≪ TBG, the scattering rate is strongly reduced by
the thermal occupation factors because the phonon pop-
ulation decreases exponentially. In the low-temperature
limit (BG regime), the resistivity is given by ρ ∝ T 4. The
low-temperature Bloch-Gru¨neisen regime (T < TBG),
where the phonon scattering effect on the resistivity
is suppressed strongly, is mostly dominated by impu-
rity scattering in electronic materials although in very
clean systems, electron-electron scattering could also con-
tribute to the low temperature resistivity. Our main fo-
cus is the high-temperature linear-in-T resistivity and the
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FIG. 2: Calculated resistivity as a function of temperature for larger effective masses and for different densities (n×1010cm−2,
where n = 1, 10, 102, 5× 102, 103, 5× 103 from top to bottom). The small arrows indicate the crossover temperatures, Tc.
density-dependent crossover temperature, Tc(n), above
which this linearity applies.
Throughout this paper we use the parameters18 cor-
responding to GaAs except effective mass m (which we
vary): the sound velocity vs = 5.14 × 105 cm/s, the de-
formation potential D = 12 eV, and the 3D mass density
ρ3D = 5.32 g/cm
3. The characteristic width of 2D sys-
tem w = 10 nm is used. We note that most of these
parameters, except for the effective mass, do not vary by
more than a factor of 2 − 3 in most electronic materi-
als including even the materials often touted as strange
metals. We note that in GaAs (as in most semiconduc-
tors) the electron-acoustic phonon interaction strength is
small, with λ ≪ 1, making the weak-coupling approxi-
mation well-valid.
In Figs. 1 and 2 we show the calculated 2D resistivity
limited by the acoustic phonon scattering as a function
0 5 10 15 20
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FIG. 3: The crossover temperatures (Tc) obtained in Fig. 1
is shown as a function of TBG. The relation between them
is approximately is given by Tc ≈ 0.35 TBG regardless of the
effective mass.
of temperature for different effective masses and electron
densities. The calculated resistivity increases with high
power (T 4) at low temperatures (T < TBG) and linearly
at high temperatures (T > TBG). The calculated 2D
resistivity at high temperatures increases linearly even
in the non-degenerate temperature region (T ≫ TF ). In
Figs. 1 and 2 the small arrows indicate the crossover tem-
peratures (Tc), at which the resistivity changes the power
law from high (T 4) to linear (T ) behavior as tempera-
ture increases. We find that the relation between the
crossover temperature and TBG is approximately given
by Tc ≈ 0.35 TBG regardless of the effective mass as
shown in Fig. 3. For 2D systems, TBG = 2~vskF ∝ n1/2,
which is independent of the effective mass. Thus, we
expect Tc ∝ n1/2 regardless of m. However, the ratio
of TBG to TF is given by TBG/TF = 7.0m
∗/
√
n˜, where
m∗ = m/me with me being electron bare mass and n˜
is the density measured in unit of 1010 cm−2. At high
effective masses and low densities we have TBG/TF ≫ 1.
(Note that this limit of TBG ≫ TF is never achieved in
any regular metals where TF ≫ TBG > TD.) In this
limit, the empirical relation between Tc and TBG does
not hold, i.e., Tc ≈ 0.35 TBG relation deviates for high
effective masses and low carrier densities. But the ap-
proximate relation Tc ∼ 0.35 TBG holds well as long as
TBG < TF . Below we consider the situation (which ap-
plies in high-density system such as normal metals) where
TBG > TD, where TD is the standard Debye temperature
for the acoustic phonons. For TD < TBG, the phonon
energy cut off is TD which must explicitly be taken into
account.
We now consider the Debye model of the acoustic
phonon, where the total number of acoustic phonon
modes is finite and the phonon frequencies must be
smaller than the highest frequency ωD, the Debye fre-
quency. Since the allowed phonon wave vectors are lim-
ited by q ≤ qD = ωD/vs, the upper bound of the integrals
in Eqs. (14) and (15) is given by qm = min(qD, 2k). If
the electron energy in Eq. (8) is smaller than εc corre-
7sponding to the wave vector 2k = qD, i.e.,
ε < εc =
~
2
8m
ω2D
v2s
, (18)
then all phonon wave vectors in Eqs. (14) and (15) must
be smaller than qD, i.e., qm = 2k. The temperature
corresponding to εc becomes
T0 = εc/kB =
1
8m
kBT
2
D
v2s
, (19)
where TD is the Debye temperature. This T0 is a new en-
ergy scale for the coupled electron-phonon system where
the phonon phase space restriction arising from the De-
bye cut off becomes relevant quantitatively. For GaAs
TD = 360K, and we find T0 = 9360/m K, where m is
the effective mass of the system. Note that T0 depends
explicitly on the effective mass and is unphysically large
unless the effective mass is large (m∗ ≫ 1). When the
electron energy in Eq. (8) is greater than εc, qm = qD and
the upper limit of Eqs. (14) and (15) is bounded by qD.
Due to this restriction of the scattering angle, the scatter-
ing rate and resistivity start decreasing at high tempera-
tures T > T0 = 9360/m K. The actual decrease begins at
Tm = T0/3. This phonon phase space restricted (very)
high temperature decrease of resistivity has not been con-
sidered before in the literature. This high-temperature
decrease of resistivity looks similar to the so-called re-
sistivity saturation phenomenon, but seems to happen
here at higher temperatures. For example, in GaAs, with
m = 0.07me, T0 ∼ 100, 000K, which is obviously a tem-
perature scale of no physical relevance. For a system with
a much larger effective mass, however, it is , in principle,
possible for this phonon phase space restriction physics
to manifest itself at a very high temperature scale. We
give an example in Fig. 4 where Tm ∼ 700K for a system
with a large effective mass of m∗ = m/me = 5. (We note
as an aside that most materials manifesting resistivity
saturation phenomenon typically has an effective mass
larger than me.)
To explicitly see the temperature dependence of the
scattering time with the Debye cutoff effect for T ≫ TF ,
we rewrite Eq. (8) for the non-degenerate Fermi distri-
bution function, i.e., f(εk) ∼ e−
ε
k
kBT .
〈τ〉 =
∫
dε τεe−ε/kBT∫
dε εe−ε/kBT
. (20)
We rewrite the numerator of Eq. (20) as
I =
(∫ εc
0
+
∫
∞
εc
)
dε τεe−ε/kBT = Il + Ih, (21)
where Il is the low energy contribution and Ih is the high
energy contribution. Since 2k < qD in Il, we have
Il ∝ T
∫ xc
0
dx xe−x = 1− (1 + xc)e−xc , (22)
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FIG. 4: Calculated resistivity as a function of temperature
with GaAs parameters and the effective mass m∗ = m/me =
5. Here we have ρ ∼ T for T < T0 and ρ ∼ T−1/2 for T > T0.
The high temperature cross over (i.e., maximum resistivity)
occurs at Tm ∼ T0/3. As shown in Eq. (19) we have T0 ≫ TD,
the Debye temperature.
where xc = T0/T . Thus, we have
Il ∝ T for xc ≫ 1 or T ≪ T0
∝ Tx2c ∼
1
T
for xc ≪ 1 or T ≫ T0. (23)
In Ih, ε > εc, and we have qm = qD in Eqs. (14) and
(15). Then, the scattering time becomes
1
τ
∝
(qD
2k
)3
T, (24)
i.e., τ(ε) ∼ ε3/2T−1. By using the asymptotic behavior
of Ih we obtain
Ih ∝ T 5/2x5/2c e−xc ∼ e−Tc/T for xc ≫ 1 or T ≪ T0
∝ T 5/2 for xc ≪ 1 or T ≫ T0. (25)
Thus, we find that for T < T0, Il dominates over Ih, and
for T > T0 Ih dominates over Il. Since the denominator
of Eq. (21) gives T 2 contribution we finally have
〈τ〉 ∝ T−1 for T ≪ T0
∝ T 1/2 for T ≫ T0, (26)
and the resistivity becomes
ρ(T ) ∝ T for T < T0
∝ T−1/2 for T ≫ T0. (27)
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FIG. 5: Resistivity ρ vs. temperature for different effective masses and for carrier densities shown in the figures with momentum
cutoff corresponding to the maximum Debye phonon modes. The cutoff wave vector is given by qD = kBTD/~vs, where TD is
the Debye temperature.
The numerically calculated temperature dependent re-
sistivity, which agrees with our asymptotic analytical for-
mula, is shown in Figs. 4 and 5. The Debye cutoff has
no effect on the resistivity at low temperatures, but at
high temperatures the resistivity is suppressed due to the
restriction of the scattering angle. Based on our calcula-
tion we have mTm ≈ constant, where Tm (∼ T0) is the
temperature at the maximum resistivity (which is found
empirically through the numerical calculation). Figure 4
shows the temperature dependent resistivity with GaAs
parameters and the effective mass m = 5me for two dif-
ferent densities. As shown in Fig. 4 the resistivity is
divided into three distinct regions, BG region at low
temperatures with ρ ∝ T 4, linear region at intermedi-
ate temperatures with ρ ∝ T , and scattering phase space
limited region with Debye cut off at high temperatures
with ρ ∝ T−1/2. The numerically calculated high tem-
perature crossover of the resistivity from T to T−1/2 oc-
curs at Tm ∼ T0/3, which is independent of the electron
density. Note that T0 is a function of effective mass only.
In Fig. 5 we show the calculated 2D resistivity as
a function of temperature for different masses. Even
though the low temperature crossover (Tc) from T
4
to T behavior varies with the carrier density (since
TBG ∼ kF ), the high temperature crossover (Tm) does
not depend on the density for a fixed effective mass,
which can be understood from the density dependence
of TF , TBG and TD. Tm is approximately given by
Tm ∼ T0/3 = kBT 2D/(24v2cm) ≈ 3120/m∗ K for 2D
GaAs systems. Thus, Tm decreases with increasing ef-
fective mass, but it is independent of the electron den-
sity. The low temperature crossover Tc increases with
density, i.e., Tc ≈ 0.35TBG ≈ 0.7
√
n˜, where n˜ is mea-
sured in unit of 1010 cm−2, but it is independent of the
effective mass. Thus, at low electron densities and for
a low effective mass system, the linearly increasing re-
sistivity can manifest in a wide range of temperatures
with the resistivity being linear down to very low tem-
peratures in dilute 2D systems. As shown in Fig. 5(b)
where m∗ = 5, the linear region is limited in the high
density limit since Tc (Tm) is high (low) in the large den-
sity (mass) situation. We emphasize that our finding of
an effective resistivity saturation type phenomenon (ac-
tually a decreasing resistivity with increasing T ) at very
high temperatures (T > Tm ∼ T0/3) may be physically
relevant only for very high carrier effective masses with
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FIG. 6: Calculated 3D resistivity as a function of temperature for different effective masses and densities (n × 1018cm−3,
where n = 0.1, 1, 102, 104 from top to bottom) without Debye momentum cutoff. The parameters corresponding to GaAs are
used in this figure. At low temperatures T < TBG ρ ∝ T 5. At high temperatures we have a linear temperature dependence of
resistivity for highly degenerated systems (T/TF ≪ 1), but for nondegenerated systems the resistivity increases as T 3/2.
m∗ > 5. For smaller effective masses (with m∗ ∼ 1 or
below), T0 > 10, 000K is unphysically high without any
experimental relevance.
III. RESISTIVITY IN 3D SYSTEMS
The 3D density of states is given by N(ε) =√
2εm3/2/(pi2~3). Using the 3D density of states the con-
ductivity can be expressed as σ = ne2〈τ〉/m, where n is
the 3D electron density and the energy averaged scatter-
ing time 〈τ〉 is give by2
〈τ〉 =
∫
dε τ(ε)ε3/2
(
−∂f(ε)∂ε
)
∫
dε ε3/2
(
−∂f(ε)∂ε
) . (28)
The energy dependent 3D scattering time given in Eq. (3)
with 3D wave vectors (q, k, and k′) becomes in the quasi-
elastic limit, ~ωq ≪ kBT
1
τ(ε)
=
1
4pi
D2
2ρ3Dvs
(
2m
~2
)3/2√
ε
×
∫ pi
0
sin θdθ(1 − cos θ)q(2Nq + 1). (29)
With q = 2k sin(θ/2) and Nq ≈ kBT/~ωq we have
1
τ(ε)
=
4
2pi~
D2
ρ3Dv2s
(
2m
~2
)3/2
(kBT )
√
ε
×
∫ 2k
0
dq
2k
( q
2k
)3
. (30)
The upper limit of integral 2k must be changed to qD if
qD < 2k, i.e., qm = min(qD, 2k), where qD = ωD/vs. For
qD > 2k we have
1
τ(ε)
=
1
2pi~
D2
ρ3Dv2s
(
2m
~2
)3/2
(kBT )
√
ε
∝ T√ε, (31)
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FIG. 7: The crossover temperature, Tc, from BG to linear
temperature dependence in 3D systems is shown as a func-
tion of TBG, where Tc is obtained from Fig. 6. The relation
between Tc and TBG in 3D is given by Tc ≈ 0.27TBG.
and for qD < 2k
1
τ(ε)
=
1
2pi~
D2
ρ3Dv2s
(
2m
~2
)3/2
(kBT )
√
ε
(qD
2k
)4
,
∝ Tε−3/2. (32)
Using Eq. (31) we find that the resistivity increases
linearly with increasing temperatures (i.e., ρ ∝ T for
T > TBG) for a degenerate system (T ≪ TF ). For the
non-degenerate case (T ≫ TF ) the energy averaged 3D
scattering time becomes
〈τ〉 =
∫
dε τ(ε)ε3/2e−ε/kBT∫
dε ε3/2e−ε/kBT
, (33)
and in the absence of any momentum cutoff, the energy
dependent scattering time is given by τ(ε) ∼ T−1ε−1/2.
Thus, the resistivity increases as T 3/2 for T ≫ TF . Un-
like the 2D system where the resistivity increases linearly
for all temperatures until a saturation sets in at Tm, the
phonon limited 3D resistivity goes as
ρ(T ) ∼ T for TBG < T ≪ TF
ρ(T ) ∼ T 3/2 for T ≫ TF . (34)
In Fig. 6 we show the calculated 3D resistivity as a
function of temperature for different effective masses and
electron densities. We use the parameters corresponding
to GaAs except that effective mass is a variable param-
eter. At low temperatures T < TBG the resistivity de-
creases as T 5 with decreasing temperature due to the
exponential decrease of phonon population in the Bloch-
Gru¨neisen regime. As temperature increases the power
law changes from T 5 to linear (T ) as long as TBG < TF .
However, for TBG > TF we find a T
5 to T 3/2 transition
without the resistivity manifesting any linear-T behav-
ior. In normal metals, where the linear-in-T resistivity
is routinely observed at room temperatures, TF ≫ TBG
(or TD), and hence the T
3/2 high-temperature behavior
cannot manifest itself. Unlike 2D systems, a linear tem-
perature dependence of resistivity at high temperatures
in 3D applies only to degenerate systems (T/TF ≪ 1).
For 3D non-degenerate systems, the resistivity increases
as T 3/2 and the linear temperature dependent region is
not apparent. For systems with low Fermi temperatures
(TF ∼ TBG) the linear region is very narrow as the resis-
tivity does not show the linear behavior for TBG > TF ,
which is the situation for high effective mass and low elec-
tron densities. As shown in Fig. 6(a) the transition from
low-T to intermediate temperature T region with increas-
ing temperature is clearly seen for high densities and low
effective masses which correspond to the TBG ≪ TF .
As in the 2D system the crossover temperature Tc from
a high power law to a linear region in the 3D case is
closely related to TBG. The relation between Tc and TBG
is approximately given by Tc ≈ 0.27 TBG in 3D systems
regardless of the effective mass as shown in Fig. 7. For 3D
systems, TBG = 2~vskF ∝ n1/3, which is independent of
the effective mass. Thus, we expect Tc ∝ n1/3 regardless
of m.
To obtain the high temperature behavior in the pres-
ence of the Debye momentum cutoff we rewrite the nu-
merator of Eq. (33) as
I =
(∫ εc
0
+
∫
∞
εc
)
dε τε3/2e−ε/kBT = Il + Ih, (35)
where εc =
~
2
8m
ω2
D
v2
s
. We also denote T0 = εc/kB. Il
restricts 2k < qD, and the scattering time becomes τ ∼
T−1ε−1/2. Then, we get
Il ∝ T for xc ≫ 1
∝ Tx2c ∼
1
T
for xc ≪ 1, (36)
where xc = εc/kBT . Thus, the leading order behavior
for Il becomes
Il ∝ T for T ≪ T0
∝ T−1 for T ≫ T0. (37)
In Ih the energy is always greater than εc, ε > εc, then
we have qm = qD. From Eq. (32)
τ ∝ T−1ε3/2 (38)
and we have
Ih ∝ T 3e−xcx3c for xc ≫ 1
∝ T 3 [6− x4c/4] for xc ≪ 1 (39)
and the leading order behavior becomes
Ih ∝ e−T0/T for T ≪ T0
∝ T 3 for T ≫ T0 (40)
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FIG. 8: Calculated 3D resistivity as a function of temperature for different effective masses and densities (n×1018cm−3, where
n = 0.1, 1, 102, 104 from top to bottom) with Debye momentum cutoff. The solid lines represent the results with Debye cutoff.
The large suppression of the scattering rate at high densities arises from the restriction of the scattering angle, especially for
TF > T0.
Thus, for T < T0, Il dominates over Ih, and for T > T0
Ih dominates over Il. Since the denominator of Eq. (33)
gives T 5/2 we have finally
〈τ〉 ∝ T−3/2 for T ≪ T0
∝ T 1/2 for T ≫ T0, (41)
and the resistivity becomes
ρ(T ) ∝ T 3/2 for T ≪ T0
∝ T−1/2 for T ≫ T0. (42)
We emphasize these results only apply to the non-
degenerate system. For degenerate systems we simply
have ρ ∼ T as long as TBG < T < TF . Thus, the
temperature dependence depends crucially on whether
TF is larger or smaller than T0. In 3D normal metals,
TF ≫ T0. In dilute exotic electronic materials (with low
carrier density, large carrier effective mass, and/or large
Debye energy), TF < T0 may be achieved.
In Fig. 8 we show the calculated resistivity of a 3D
system with the Debye momentum cutoff (qD) corre-
sponding to the Debye frequency. The GaAs parameters
are used as in the 2D case. The calculated resistivity
at low temperatures is not affected by the cutoff (since
TBG < TD throughout or our parameters), but at high
temperatures the resistivity is suppressed due to the re-
striction of the scattering angle, decreasing as T−1/2 with
increasing temperature. Thus, the resistivity has a max-
imum at Tm and the calculated results show that the
product of effective mass and Tm is independent of the
density, i.e., mTm ∼ constant. As shown in Fig. 8, at low
temperatures ρ ∝ T 5 and at high temperatures (T > T0)
ρ ∝ T−1/2. In the intermediate region (TBG < T < T0)
the resistivity increases linearly or as T 3/2, depending on
whether TBG < TF or TBG > TF , respectively. The nu-
merically calculated high temperature crossover occurs at
Tm ∼ T0/2.5, which is independent of the electron den-
sity. Note that T0 is a function of carrier effective mass
only and not of the carrier density. The wide tempera-
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FIG. 9: (a) (b), and (c) show the calculated 3D resistivity as a function of temperature for m∗ = 1 and for TF < T0, TF ≈ T0,
and TF > T0, respectively. For T0 < TF , the scattering angle is restricted even for the degenerated case, TF ≫ T , which gives
rise to the large suppression of the resistivity. (d) (e), and (f) show the resistivity for m∗ = 5 and for TF < T0, TF ≈ T0,
and TF > T0, respectively. The dashed (solid) lines indicated the calculated resistivity without (with) momentum cut off
corresponding to the Debye frequency.
ture range of linearly increasing 3D resistivity is achieved
only when the conditions of TBG ≪ TF ≪ T0 is satisfied.
This inequality is satisfied by all 3D metals, where the
linear-in-T resistivity typically persists over a large tem-
perature regime (50 – 1000K).
Fig. 9 shows how the linearly temperature dependent
region of resistivity can be modified by the interplay
among TBG, TF , and T0. In Fig. 9 the 3D resistivity
as a function of temperature is shown by changing the
order between T0 and TF . To obtain the linear T region
we set TBG < TF and T0. Figs. 9(a) (b), and (c) show the
results for TF < T0, TF ≈ T0, and TF > T0, respectively
for the effective mass m = me. Figs. 9(d) (e), and (f)
show the results for TF < T0, TF ≈ T0, and TF > T0, re-
spectively for the effective mass m = 5me. For T0 < TF ,
the scattering angle is restricted even for the degenerate
case, TF ≫ T , which gives rise to the large suppression
of the resistivity. We show the linearly increasing resis-
tivity between Tc and Tm. Note that the low tempera-
ture crossover is Tc ≈ 0.27TBG and the high temperature
crossover is Tm ≈ 0.4T0. Thus, a large separation be-
tween TBG and T0 and the condition of TBG < TF < T0
are both required to get a large window of linearly in-
creasing resistivity with temperature in 3D systems. We
note that, similar to the 2D situation, the actual magni-
tude of T0 in 3D is unphysically large unless the effective
mass is large – e.g., T0 ∼ 104 (103) K in Figs. 8 and 9 for
m∗ = 1 (5). Thus, the phonon phase space restriction
induced high-temperature resistivity decrease may only
be relevant for systems with large effective mass (as well
as low carrier density), and is not physically relevant for
ordinary 3D metals.
In Fig 10 we show the calculated 3D and 2D resistivity
as a function of temperature for various densities with
fixed effective mass m∗ = 1, 5, and 10. The Debye tem-
perature and the temperature corresponding to the mo-
mentum cutoff are given by TD = 360K and T0 = 9360K,
respectively, for both 2D and 3D. Depending on the car-
rier density and the effective mass the relative magni-
tudes among TF , TBG, and TD can be varied. The red
lines indicate TBG < TD, the blue lines TD < TBG. For
TBG < TD, the temperature corresponding to the max-
imum resistivity, Tm, is independent of the density (or
TBG). However, for TBG > TD, Tm increases with in-
creasing density (or TBG). In Fig. 10(a), (b), (c) the
small arrows on the right vertical axis indicate kF l = 1
corresponding to the densities used in the results. In 3D
kF l = 1 corresponds to ρ = 3910/n˜
1/3 µΩm, where n˜ is
the 3D density measured in units of 1015 cm−3. How-
ever, in 2D, kF l = 1 is independent of the density and
it corresponds to ρ = h/e2. The dashed horizontal lines
in Fig. 10(d), (e), (f) indicate kF l = 1 (or ρ = h/e
2).
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FIG. 10: (a), (b), and (c) show the calculated 3D resistivity with m∗ = 1, 5, and 10, respectively, for various densities,
n = 1020, 5× 1020, 1021, 5× 1021, 1022, 5× 1022 cm−3 (top to bottom), which correspond to TBG =113, 193, 243, 416, 524 K
for all masses and TF = 914/m
∗, 2671/m∗, 4241/m∗, 12401/m∗, 19686/m∗, 57564/m∗ K. Black dots (red squares) indicate TF
(TBG). The temperature corresponding momentum cut off T0 = 9360K and the Debye temperature TD = 360K. The small ar-
rows on the right vertical axis indicate kF l = 1 corresponding to the densities used in the resistivity results (top to bottom). The
red (black) lines represent TBG < TD (TBG > TD). (d), (e), and (f) show the calculated 2D resistivity with m
∗ = 1, 5, and 10,
respectively, for various densities, n = 5×1012, 3×1013, 1014, 4×1014, 5×1014, 1015 cm−2 (top to bottom), which correspond
to TBG =44, 88, 197, 394, 441, 623 K for all masses and TF = 140/m
∗, 560/m∗, 2790/m∗, 11165/m∗, 13960/m∗, 27915/m∗
K. Black dots (red squares) indicate TF (TBG). The dashed horizontal lines indicate kF l = 1 which is independent of the
density in 2D.
Results of Fig. 10 emphasize that the linearity-in-T is a
generic and physically relevant feature of the calculated
resistivity, but the high-temperature resistivity satura-
tion phenomenon is physically relevant only for rather
high effective mass (m = 5me) systems. In addition,
Fig. 10 also demonstrates that any connection between
the Mott-Ioffe-Reggel criterion7,8 and our theoretical re-
sistivity decrease phenomenon is at best coincidental.
Finally in Fig. 11 we compare (for both 2D and 3D
systems) the calculated inverse scattering time (1/τ) as
a function of temperature for different masses (m =
0.1, 1.0, 5.0me) and for different densities. The in-
verse scattering time is given in the unit of tempera-
ture, i.e., ~/τkB. For 2D systems the electron density
n = 1010, 1011, 1012 cm−2 are used, and for 3D system
n = 1018, 1020, 1022 cm−3 are used. The Debye cut-
off effects are included in the figures and the same GaAs
parameters are used for both 2D and 3D systems. The
comparison between 1/τ and T as shown in Fig. 11 has
implications for the currently active debate on the role
of a possible scale-invariant Planckian scattering rate in
the transport properties of putative strange metals. We
note that the scattering rate could be smaller or larger
than kBT depending entirely on system parameters and
is a completely nonuniversal quantity with no particu-
lar significance whatsoever with respect to its magnitude
relative to temperature. We comment more on this topic
in Sec. V below.
IV. TRANSPORT IN DIRAC MATERIALS
We briefly consider phonon scattering limited trans-
port in Dirac materials at high temperatures (> TBG)
where a linear-in-T resistivity manifests itself. This
problem has been considered in details in Refs. [22–24]
for 2D Dirac materials (i.e. graphene) and in [25] for
3D Dirac material. We will therefore only discuss the
high-temperature linear-in-T behavior here for the sake
of completeness – the BG power law temperature de-
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FIG. 11: The calculated inverse scattering time (1/τ ) as a function of temperature for different masses and for different
densities. The inverse scattering time is given in the unit of temperature, ~/τkB . The Debye cutoff effects are included in
the all calculation. The dashed line in all figures indicates ~/τkB = T . (a) (b), and (c) show the 2D inverse scattering time
for the effective mass m∗ = 0.1, 1.0, 5.0, respectively. The black, red, blue lines are corresponding to the 2D electron density
n = 1010, 1011, 1012 cm−2 , respectively. (d) (e), and (f) show the 3D inverse scattering time for m∗ = 0.1, 1.0, 5.0, respectively.
The black, red, blue lines are corresponding to the 3D electron density n = 1018, 1020, 1022 cm−3 , respectively. The same
GaAs parameters are used for both 2D and 3D systems.
pendence of resistivity has been discussed in depth for
graphene in Refs. [23] and [24] and observed experimen-
tally in Ref. [26].
Using the formalism used in Secs. II and III it is easy
to show that the high-temperature resistivity in the Dirac
systems goes as:
ρ(T > TBG) =
h
e2
(
D
~vF vs
)2
kBT
4gρm
, (43)
where vF is the constant Fermi velocity defining the lin-
ear Dirac carrier energy spectrum consisting of g num-
ber of equivalent valleys (in graphene g = 2). All other
quantities (D, vs, ρm) have the same meaning as in sec-
tions II and III above. The Bloch-Gru¨neisen temper-
ature is, as before, TBG = ~vskF /kB, where the Fermi
wavenumber kF depends on the carrier density n through
kF ∼ (n/g)1/d as before. The crossover temperature Tc
or the power law behavior from the high-power to the
linear-in-T behavior Tc is again given approximately by
Tc ∼ TBG/3. Again, we assume that TBG < TD as ap-
propriate for dilute metals. It is noteworthy that in con-
trast to ordinary parabolic systems, the linear-in-T high-
temperature resistivity in Dirac systems given by Eq. (43)
is independent of carrier density, as long as T > TBG
(with TBG obviously being dependent on the density).
We note that Eq. (43) implies a very large resistiv-
ity if the Fermi velocity vF of the Dirac material is very
small as happens, for example, in the recently discov-
ered twisted bilayer graphene27–29 where vF could be
only a few percent of the graphene Fermi velocity, lead-
ing to an extremely high linear-in-T resistivity persisting
to low temperatures since the typical carrier density in
the twisted bilayer graphene is also small. This inter-
esting issue has recently been discussed in the literature,
pointing out that twisted bilayer graphene is a spectac-
ular example of a strange metal where the strangeness
may be arising entirely from ordinary electron-phonon
scattering.30
One important difference between parabolic and Dirac
systems is that Eq. (43) describes the temperature de-
pendence of the resistivity in Dirac systems irrespective
of whether T > TF or T < TF as long as T > TBG
(in reality T > Tc ∼ TBG/3 suffices). Thus, once the
phonon equipartition regime is reached (i.e., T > TBG
as we are only considering situations with TBG < TD
appropriate for dilute metals), the linear-in-T resistivity
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persists in Dirac materials all the way into the nondegen-
erate regime. This is apparent already in Eq. (43) where
the right hand side describing the linear T dependence
does not contain any quantity which depends on density
since vF in Dirac systems is a density independent con-
stant.
At very high temperatures, with T approaching the
characteristic temperature T0 ∼ TD, the phonon phase
space restriction comes in because of the Debye cut off
in the phonon spectrum, and the resultant very high-
temperature resistivity ρ(T > T0) starts decreasing with
increasing temperature as discussed in sections II and III
above for parabolic 2D and 3D systems. The characteris-
tic temperature scale T0 for Dirac materials can be shown
(following the same procedure as in sec. II and III) to be
given by:
T0 =
vF
gvs
TD. (44)
In graphene, TD ∼ 2000K, and vF ≫ vs, and therefore,
this eventual phonon phase space restriction happens at
unphysically high temperature (T > 100, 000K) and is
of no physical significance. But if the Debye tempera-
ture and/or the Fermi velocity is low in a specific Dirac
material, this decrease of ρ(T ) below the linear behavior
at very high temperatures (T > T0) may become exper-
imentally observable. Following the methods shown in
Sec. II and III, we find the following behavior for ρ(T )
at very high temperatures as constrained by the phonon
phase space restriction arising from the Debye cut-off:
ρ(T ) ∼ T, forT ≪ T0,
ρ(T ) ∼ 1/T 2, forT > T0. (45)
Thus, in graphene the suppression of resistivity at very
high temperatures, ρ ∼ T−2 for T > T0, is much stronger
than it is for parabolic 2D materials where [see Eq. (27)]
ρ(T ) ∼ T−1/2 for T > T0. We emphasize, however, that
for real graphene, with TD ∼ 2000K and vF /vs ∼ 50,
T0 ∼ 100, 000K. Of course, depending on the magnitudes
of TD, vF , and vs, there could be Dirac materials where
the high-T suppression of ρ(T ) imposed by the Debye cut
off in the phonon phase space may become relevant.
We note that the linear-in-T resistivity in graphene has
already been observed experimentally down to 50K26 and
in very clean graphene the corresponding linearity should
persist to arbitrarily low temperatures for lower carrier
densities so that TBG is very small. One possible system
where some of the physics being discussed in the current
work may become experimentally relevant is twisted bi-
layer graphene with moire superlattice structure, where
the Fermi velocity could be very small near the magic
angle, leading to a possible small value of T0. In such a
system, it is conceivable that the resistivity, after increas-
ing linearly from TBG up to T0, starts decreasing beyond
a temperature of order T0, where T0 could be as low as
100− 150K since vF itself could be very small.30
V. DISCUSSION
Our results establish that in dilute metals, where
TBG < TD so that the crossover to the Bloch-Gru¨neisen
behavior happens at a rather low temperature Tc ∼
TBG/3, the phonon scattering induced linear-in-T metal-
lic resistivity could persist to very low temperatures with
Tc ∼ n1/d being low for low carrier densities. In par-
ticular, for a 2D system with n ∼ 1010 cm−2, ρ(T ) is
linear down to T ∼ 1K whereas at higher densities, e.g.,
n ∼ 1014 cm−2, ρ(T ) is linear down to ∼ 50K. In 3D
dilute systems ρ(T ), by contrast, manifests a more re-
stricted temperature regime of linear-in-T behavior and
the true linearity is apparent only at higher densities
where the linearity shows up for T > 50K. We emphasize
that our definition of a dilute metal is that TBG < TD,
i.e., ~kF vs < kBTD, restricting the density range to be
(g is the valley degeneracy):
n < (g/2pi)(kBTD/~vs)
2, for 2D, (46)
n < (g/3pi2)(kBTD/~vs)
3, for 3D. (47)
In normal metals, TD < TBG, and whereas in most
doped 2D structures (including graphene TD > TBG.
Note that typically in a normal metal, TF ≫ TBG > TD,
and hence ρ(T ) is linear in normal metals roughly from
TD/3 up to fairly high temperatures as observed exper-
imentally. Our results show that in general 2D systems
show linear resistivity more strikingly and over a more
extended temperature regime than 3D systems. In par-
ticular, modulation-doped high-mobility (and hence very
clean) 2D GaAs structures often experimentally manifest
a linear-in-T resistivity down to 1K or below19 – in fact, a
linear-in-T resistivity down to 50mK (in the temperature
range covering two orders of magnitude, T = 0.05− 5K)
has been observed in a low-density 2D GaAs system31
in agreement with our predictions. In 3D dilute systems
by contrast the linear-in-T resistivity is prominent over
an extended temperature regime only at higher carrier
densities, as shown by our results of Sec. III. Of course,
any comparison between our theory and experiment de-
pends on the relative magnitude of other resistive scat-
tering mechanisms in the system, but an observation of
a linear-in-T resistivity over an extended temperature
regime (and down to rather low temperatures) is the rule
rather than the exception for a dilute Fermi liquid inter-
acting with acoustic phonons. There is nothing ‘strange’
about a linear-in-T resistivity persisting to rather low
temperatures – in fact, as our Figs. 3 (for 2D) and 7 (for
3D) show, the linear-in-T resistivity should persist to low
temperatures in dilute metals as long as the dominant
resistive scattering arises from electron-acoustic phonon
interaction. For 3D systems, in general, the linear-in-T
resistivity is more pronounced for larger effective masses.
It may be worthwhile to comment on the actual values
of ρ(T ) due to phonon scattering since our results are
presented for the specific parameter sets of GaAs where
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D = 12 eV. For a system with a different deformation
potential coupling (but same values of vs and TD), the
resistivity can simply be obtained by multiplying our re-
sistivity results in sections II and III by (D/12)2. It
turns out that most phonon parameters (D, vs, TD) do
not vary much among electronic materials, and hence
our numerical results, although obtained for the GaAs
parameters, should apply to most systems of interest as
long as the appropriate carrier effective mass and carrier
density (which do vary quite a bit among electronic ma-
terials with most strongly correlated materials having a
low effective carrier density and a large effective carrier
mass) are taken into account. For 2D systems, the resis-
tivity could be as high as 106 ohms (∼ 40h/e2) at room
temperatures for a low density of 1010 cm−2 and an ef-
fective mass of unity (i.e. free electron mass) whereas
at higher densities (∼ 1014cm−2) the resistivity reaches
> 103 ohms for unit effective mass. In 3D systems (again
assuming unit effective mass), ρ(T ) reaches the colos-
sal magnitude of 106 µΩcm at the low density of 1017
cm−2 and a more reasonable, but still very high, value
of 100 µΩcm for a density of 1022 cm−3. Note that the
dilute metals have room temperature resistivities much
higher than that of normal metals which typically have
ρ ∼ 1− 2 µΩcm at room temperatures. This is simply a
reflection of the fact that the resistivity increases essen-
tially linearly with decreasing carrier density, and hence
dilute metals could have much larger resistivity than nor-
mal metals with their very high carrier densities. Thus
dilute metals have two characteristic qualitative differ-
ences with normal metals: (1) The linear-in-T resistivity
persists to much lower temperatures by virtue of much
lower values of TBG ∼ kF , and (2) the actual room tem-
perature resistivity values are much higher by virtue of
ρ ∼ 1/n in the zeroth order theory. Both of these qual-
itative differences manifest themselves in both 2D and
3D, but the quantitative effect of both is much stronger
in 2D. We emphasize that our work establishes that both
very high electrical resistivity and a linear-in-T resistiv-
ity down to rather low temperatures are rather generic
features of electron-phonon interaction in dilute metals
with low carrier density. Since the definition of strange
or bad metals encompasses precisely these two proper-
ties (i.e., linear-in-T resistivity over a large temperature
range and rather high resistivity values), the possibil-
ity that strange metallic behavior originates from generic
electron-phonon interaction operating at carrier densities
(effective masses) much lower (higher) than those of nor-
mal metals cannot be ruled out. The fact that most mate-
rials regarded as ‘strange metals’ indeed have low carrier
densities and high effective masses further reinforces our
central claim that strange metallicity may originate from
electron-phonon interaction.
We note one important new theoretical finding of our
work. We have discovered a characteristic new tempera-
ture scale defined by T0 ∼ T 2D/mv2s , which defines a high-
temperature scale above which ρ(T ) deviates strongly
from linearity and in fact, starts decreasing both in 2D
and 3D (as well as in Dirac systems). This new temper-
ature scale T0 is irrelevant for normal 3D metals where
T0 turns out to be unphysically large (100,000K), but in
materials with large effective mass and low density, such
a T0 may be physically accessible. In dilute metals, both
TBG < TD and TF < T0 can be satisfied, leading to a
decrease in ρ(T ) arising from phonon scattering at very
high temperatures, i.e., ρ(T ) is increases linearly with
T only in the regime TBG < T < T0. The existence of
this characteristic new temperature scale T0, which arises
entirely from the phase space restriction in phonon scat-
tering imposed by the Debye momentum cut off, has not
been appreciated in the literature before, and it simu-
lates the well-known ‘resistivity saturation’ phenomenon
a high temperatures in dilute metals. Whether such a
temperature scale (i.e., T0) is physically accessible in any
real material remains an interesting open question for
the future. We note that the experimental ‘resistivity
saturation’ is not quite a saturation,32 but more a gen-
tle suppression of dρ/dT with increasing temperature.
In fact, our calculated results are consistent with such
a decreasing dρ/dT with increasing T at first before an
eventual decrease of ρ(T ) itself sets in at higher tempera-
tures. Further work is necessary to establish the physical
relevance of our discovered ‘resistivity saturation’ and its
connection or not to the experimental resistivity satura-
tion phenomenon.
VI. CONCLUSION
Our main qualitative conclusion is that the so-called
‘strange’ metallic behavior manifesting in a linear-in-T
metallic resistivity over an extended temperature regime
(and down to low temperatures) and a very high (com-
pared with normal metals) room-temperature resistivity
can both arise generically in a dilute (i.e. low carrier
density) 2D or 3D metal due to electron-phonon scat-
tering within the Fermi liquid theory, particularly if the
effective mass is also large. This of course by no means
proves or even necessarily suggests the non-existence of
non-Fermi-liquid type strange metallic behavior in spe-
cific strongly correlated materials since we only show that
‘diluteness’ (low carrier density) is sufficient to produce
strange metallicity. In particular, we cannot rule out
other mechanisms (arising, for example, from the prox-
imity to a quantum critical point) giving rise to the
strange metallic behavior of extended linear-in-T resis-
tivity and very high resistivity. Our results do establish,
however, that phonon scattering effects should always be
considered as a potential source for any strange metal-
lic transport behavior in all low-density metallic systems,
but whether phonon scattering is sufficient to explain all
of the temperature-dependent resistivity in any partic-
ular system depends on the quantitative details which
would vary from system to system. We have, however,
emphasized that in low-density high-mobility 2D GaAs
structures phonon scattering gives rise to a linear-in-T
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2D resistivity which remains linear down to ∼ 1K, which
at first sight appears very strange indeed, but can be ex-
plained quantitatively by phonon scattering alone with-
out invoking any unknown non-Fermi liquid effects.
We use the semiclassical Boltzmann transport theory
within the relaxation time approximation with the scat-
tering rate being calculated in the leading order Fermi’s
golden rule approximation. All of these are standard ap-
proximations in the literature as long as the electron-
phonon coupling is not too large so that higher order
scattering contributions remain small. We restrict our-
selves to the dimensionless electron-phonon coupling be-
ing less than unity staying within the weak coupling the-
ory so that our approximations remain valid. Our finding
of a resistivity saturation type phenomenon at very high
temperatures arises from our treating the phonon phase
space restriction correctly taking into account the Debye
cut off in theory. Our high-temperature decrease of re-
sistivity happens at unphysically high temperatures for
most normal metals, making it very unlikely that our
finding has much to do with the well-known resistivity
saturation in resistive metals. But, for systems with
high effective masses and low densities, our predicted
high temperature phonon phase space restriction phe-
nomenon may become experimentally observable. Usu-
ally, the standard resistivity saturation phenomenon is
studied within a Kubo formula theory. We are specif-
ically interested in low density metals where the Fermi
temperature is low, and hence the neglect of quantum in-
terference effects in our semiclassical Boltzmann theory
should not be a bad approximation at high temperatures
of interest here.
Before concluding, we comment on the currently
actively-discussed topic of the so-called ‘Planckian’ dis-
sipative transport33 in the context of our phonon scat-
tering analysis. The basic idea of Planckian transport
arises from the speculation that many strongly interact-
ing metallic systems are manifestly scale invariant and
can be envisioned as a viscous non-Fermi-liquid fluid with
a diffusivity bound coming from holographic considera-
tions in string theories. Since there is no intrinsic scale in
such a strongly correlated non-Fermi liquid, the scatter-
ing rate must be given by the temperature as the absolute
upper bound, and hence the bound is saturated with the
assumption that ~/τ = kBT universally. This then im-
mediately gives a linear-in-T resistivity from the simple
Drude formula:
ρ = m/nτe2 ∼ T. (48)
There is no microscopic physical model for an actual elec-
tronic material leading to a theoretical demonstration of
such a Planckian dissipation limited resistivity, never-
theless the idea has caught on as a universal description
for transport in strange metals, providing a natural, al-
beit speculative, explanation for ρ ∼ T and a particu-
larly large value of ρ since 1/τ = T in this prescription.
In fact, the Planckian dissipation hypothesis has been
infused with some empirical support16 by showing that
indeed many electronic materials indeed have a linear-in-
T resistivity which provides an effective scattering time
τ with ~/τ ∼ kBT including, rather surprisingly, even
many regular normal metals.
Our rather modest theory based on electron-phonon
interaction in metals, of course, has nothing to do with
scale invariance, holography, or Planckian dissipation.
But we do have the (considerable) advantage of being
able to calculate the scattering time and the resistivity
explicitly starting from a well-known and physically mo-
tivated microscopic model. In fact, the model we use
quantitatively explains the temperature-dependent resis-
tivity behavior in all normal metals and 2D semicon-
ductor systems (including graphene), obtaining excellent
agreement with experimental transport data. In Fig. 11,
we show our calculated ~/τ as a function of T in both 2D
and 3D for three different effective mass values (m∗ =0.1,
1.0, 5.0). We emphasize that the comparison between
~/τ and T in Fig. 11 is an explicitly empirical exercise
with no deep significance and is motivated by the em-
pirical analysis of Ref. [16] mentioned above. What we
find is rather remarkable in the sense that the finding of
Bruin et. al.16 is remarkable. We find that mostly (and
always for small effective mass systems) it is indeed true
that ~/τ < kBT , but for larger values of effective mass, it
is entirely possible for ~/τ > kBT . Thus, the Planckian
dissipative bound can be explicitly violated by electron-
phonon scattering depending on the microscopic details.
In fact, once we take into account the fact that the re-
sults of Fig. 11 are somewhat arbitrary and the calculated
scattering rates would change by a factor of (D/12)2 for a
different value of the deformation potential coupling (we
use D = 12 eV throughout), we realize that the Planck-
ian dissipation bound is violated by electron-phonon scat-
tering for all strongly coupled electron-phonon systems.
This is of course not surprising at all, but there is per-
haps some value in seeing our explicit results presented
in Fig. 11. In particular, we note that purely fortuitously
the calculated ~/τ in 3D systems coincides approximately
with kBT for m
∗ = 1 around the room temperature as
shown in Fig. 11e, providing perhaps a hint that the find-
ing of Ref. [16] may very well be a coincidence.
We expand the above discussion by emphasizing a
point not explicitly made in the literature on strange met-
als and Planckian dissipation.34 It is routinely claimed
that a transport scattering rate, ~/τ , must necessarily be
bounded by kBT with the bound being saturated by the
Planckian limit ~/τ = kBT , which is apparently the max-
imum possible magnitude for scattering in a metal. This
is, of course, completely incorrect for resistive scattering
induced by quenched impurities or acoustic phonons. For
example, the impurity-induced quenched disorder, if suf-
ficiently large in magnitude, could produce a scattering
rate much larger than kBT since impurities simply do
not care about the ambient temperature of the carrier
system. In fact, one can always make the system more
disordered by adding more impurities, thus arbitrarily
increasing ~/τ , and thus violating the Planckian limit.
18
Since quenched disorder produces a finite resistivity (the
so-called residual resistivity of metals) even at T = 0,
obviously the claim that ~/τ < kBT generically fails by
definition for impurity scattering.
More pertinent to our work, it is well-known (and actu-
ally in textbooks20) that the high-temperature electron-
phonon interaction induced scattering rate in metals goes
as:
~/τ = 2piλkBT, (49)
where λ is the dimensionless Eliashberg electron-phonon
coupling strength. Putting Eq. (49) in Eq. (48) one
gets the well-known high-temperature metallic resistivity
arising from phonon scattering given by:
1/ρ = (ω2p/4pi)τ, (50)
i.e.,
ρ(T ) =
8pi2λkBT
~ω2p
. (51)
Equations (49)–(51) apply only in the high-temperature
(T > TBG or TD) regime, and ωp is the plasma frequency
of the metal defined by:
ω2p = 4pine
2/m. (52)
Our 2D and 3D results presented in the current work are
completely consistent with these well-known results, and
in fact, using Eq. (16) we obtain an explicit formula for
the 2D dimensionless electron-phonon coupling parame-
ter defined by:
λ = mD2/(4pi~2ρ0v
2
s ), (53)
where ρ0 is the 2D mass density. In general λd ∼
(D/vsρd)
2, where λd and ρd are respectively the d-
dimensional dimensionless coupling and atomic mass
density.
For the sake of completeness we give below the di-
mensionless electron-acoustic phonon coupling strength
in graphene where the carrier dispersion is linear:
λgraphene = kFD
2/(8pi~vF ρmv
2
s). (54)
We note that Eqs. (53) and (54) are equivalent once
we take into account that a density dependent effec-
tive mass can be defined for graphene using the identity:
mv2F /2 = ~vFkF , connecting parabolic and linear carrier
energy dispersions at the Fermi level (note that the factor
4 difference arises from the chiral property of graphene).
We note (1) the effective coupling for graphene depends
on density through kF ∼ n1/2, and (2) if vF is small,
as in twisted bilayer graphene under the flatband condi-
tion near the magic angle , the effective electron-phonon
coupling would be greatly enhanced.30
Equation (50) directly implies that the scattering rate
associated with a linear-in-T resistivity could be larger
than kBT if λ > 1/2pi. Most metals have λ > 1/2pi,
and thus all metals at room temperatures (or already
for T > 50 − 100K where the metallic ρ(T ) is linear in
T ) strongly violate the so-called Planckian bound! For
example, Al has λ ∼ 0.4, implying that ~/τ ∼ 2.5kBT ,
violating the so-called Planckian bound by a factor of 2.5
already for T > 60K where its resistivity turns linear in
T . If most normal metals actually violate the Planckian
bound below room temperatures by virtue of Eq. (49), we
do not see much value in assigning some special Planck-
ian significance to this bound in the context of defining
strange metallicity. This point is made vividly in our
Fig. 11 where we show our calculated ~/τ as a function
of T for various values of effective mass and carrier den-
sity for both 2D and 3D systems. It is clear that for larger
values of the effective mass, ~/τ could easily exceed the
Planckian bound kBT at rather low temperatures if the
carrier density is not too high!
We, therefore, do not believe that any significance
should be attached to the value of τT in transport experi-
ments since both phonon scattering and impurity scatter-
ing are capable of producing arbitrarily small values for
this dimensionless parameter (~ = kB = 1 here) depend-
ing completely nonuniversally on various system parame-
ters such as impurity density or electron-phonon coupling
strength and effective mass and carrier density. If one
knows for certain that the applicable resistive scatter-
ing is inelastic arising entirely from the electron-electron
interaction, then one can indeed assign special signifi-
cance to a scattering rate obeying ~/τ = kBT because
it then says something about the underlying Fermi liq-
uid properties of the system since the imaginary part
of the self-energy could then be construed to be going
as linear-in-T perhaps destroying the underlying Fermi
surface, leading to a non-Fermi liquid. On the other
hand, if the scattering time entering resistivity is elas-
tic (as is indeed the case for impurity scattering at all
temperatures and for phonon scattering in the linear-in-
T equipartition regime of temperatures), its value could
be arbitrarily shorter than 1/T without implying any
non-Fermi liquid behavior. We do not, however, know
how one can be sure whether a measured linear ρ(T ) in
a particular material in a particular temperature range
is arising from inelastic electron-electron scattering us-
ing just transport experiments. We therefore caution
against any automatic association of a large scattering
rate approaching or surpassing the temperature as being
of Planckian in nature – it is both misleading and incor-
rect unless one can be absolutely sure that the underlying
scattering mechanism is truly inelastic in nature arising
indeed from the electron-electron interaction. Recent ex-
periments on this topic16,34 emphasize only the large re-
sistive scattering rate, without providing any prima facie
evidence that this scattering indeed arises from electron-
electron interaction, which is necessary to make the case
for a non-Fermi liquid strange metal.
Finally, we mention very briefly the much-discussed
linear-in-T resistivity in some of the cuprates, which orig-
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inally led to the concept of strange metals. Cuprates are
known to be low-density metals with typical 3D (2D)
carrier densities being roughly in the ∼ 1021 cm−3 (1014
cm−2) depending on the precise value of doping. In ad-
dition, cuprates also have typically rather large effective
masses (2−10) and are 2D in nature as far as their trans-
port properties go. Therefore, cuprates satisfy our mini-
mal criteria for systems where the linear-in-T resistivity
could start at rather low temperatures and the resultant
resistivity could be rather large (with ~/τ approaching
or surpassing kBT because of 2piλ > 1). Our calcula-
tions indicate that such a low density system could in
principle have a linear-in-T resistivity down to 10− 50K
depending on the details values of the effective mass, etc.
Depending on the precise value of the effective carrier
density and effective mass, the room temperature resis-
tivity could easily be hundreds of µΩcm, but of course,
we use a rather simple model without accounting for the
details of the cuprates, and studying cuprate transport
is well beyond the scope of the current work.
To conclude, we show that much of the transport
phenomenology of strange metals discussed in the lit-
erature can, in principle, arise from the interplay of
electron-phonon interaction and low metallic carrier den-
sity. Whether electron-phonon scattering plays an ex-
plicit role in the properties of specific strange metals
would necessitate detailed quantitative calculations tak-
ing into account the microscopic parameters of specific
systems, but the possibility that electron-phonon scat-
tering may be playing a role cannot be ruled out a priori.
Note added. A recent work by Lavasani, Bulmash,
and Das Sarma35 shows that the breakdown of the
Wiedemann-Franz law may arise from electron-phonon
inter- action, which is consistent with our finding that the
linear-in-T resistivity, often associated with the failure of
Fermi liquid paradigm, arises also from electron-phonon
interaction.
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