The failure of the Artin–Rees property for the Jacobson radical in prime Noetherian rings  by Braun, A. & Hajarnavis, C.R.
Journal of Algebra 348 (2011) 294–301Contents lists available at SciVerse ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
The failure of the Artin–Rees property for the Jacobson
radical in prime Noetherian rings
A. Braun a, C.R. Hajarnavis b,∗
a Department of Mathematics, University of Haifa, Haifa 31905, Israel
b Mathematics Institute, University of Warwick, Coventry CV4 7AL, United Kingdom
a r t i c l e i n f o a b s t r a c t
Article history:
Received 18 October 2010
Available online 19 October 2011
Communicated by J.T. Stafford
Keywords:
Non-commutative ring theory
Artin–Rees property
Noetherian rings
PI rings
We provide an example of a prime Noetherian ring whose Jacobson
radical fails to satisfy the Artin–Rees (AR) property on either side.
The ring constructed is a ﬁnite module over its Noetherian centre.
This settles a longstanding question.
Crown Copyright © 2011 Published by Elsevier Inc.
All rights reserved.
1. Introduction
Throughout this note, all rings are associative with identity and all modules are unitary.
Let J (R) denote the Jacobson radical of a ring R . Thus we have J (R) =⋂P P , where the intersec-
tion runs over the kernels P of all irreducible right R-modules.
An ideal I in R is said to satisfy the (weak) right Artin–Rees property if for each right ideal E of R
there exists an integer n 1 such that E ∩ In ⊆ E I . This is a weaker version of the Artin–Rees lemma
in commutative Noetherian rings [5, Theorem 8.5, p. 59], which states that for ideals E and I there
exists an integer c > 0, such that for every integer n > c we have E ∩ In = (E ∩ Ic)In−c .
If R is a non-commutative Noetherian ring then the weak AR property does not hold for most
ideals I . But it was hoped that this property might hold at J (R) for special reasons, particularly
in Noetherian prime polynomial identity (PI) rings. It is well known that if J (R) has the right AR
property in a right Noetherian ring R , then we have
⋂∞
n=1 J (R)n = 0. For semi-local Noetherian PI
rings the AR property is a consequence of [4, Theorem 9.12 and Lemma 13.1].
We answer the following by constructing a counterexample.
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property when R is a prime Noetherian ring?
We note that our example is a ﬁnite module over its Noetherian centre. We also show that when R
is a prime PI Noetherian ring of Krull dimension  2, the ideal J (R) does have the right (and left) AR
property. This explains the fact that our example is a prime ring of Krull dimension 3. However, in the
semi-prime case we provide a counterexample of Krull dimension 2 (this ring being a homomorphic
image of the previous example). We also show that if a Noetherian prime PI ring R equals its own
trace ring, then J (R) satisﬁes the left (and right) AR property.
Our proof uses the theory of cliques as presented e.g. in [4]. One ingredient needed is the fact
that (in a Noetherian PI ring) an ideal satisﬁes the AR property if and only if the set of prime ideals
containing it, is link closed. In fact, our main example exhibits two prime ideals having the same
intersection with the centre. By Müller’s theorem [4, Theorem 13.10], these are in the same clique
(i.e. the link closure). However only one of them contains the Jacobson radical.
We denote by Z(R) the centre of a ring R and by K.dim R its Krull dimension. For further notation
and background theory we refer the reader to [4] and [6].
We would like to thank Arthur Chatters for his suggestions for improving the exposition of this
paper.
2. The main result
Let F be a ﬁeld and x, y, z variables over F . Deﬁne:
Z ≡ F [[x]][z][[y]] = lim
←i
F [[x]][z, y]/yi F [[x]][z, y].
Let p = yZ , v = xZ + zZ and w = yZ + zZ . Then Z/w ∼= F [[x]], Z/v ∼= F [[y]]. Now by [5, Theo-
rem 8.2(i)], p ⊆ J (Z) and since Z/p ∼= F [[x]][z] is semi-primitive, we obtain p = J (Z).
Lemma 2.1. F [[x+ y]] ⊆ Z .
Proof. Let
∑∞
i=0 f i(x+ y)i with f i ∈ F , be an arbitrary element of F [[x+ y]]. Then
∞∑
i=0
f i(x+ y)i =
∞∑
i=0
f i
(
i∑
j=0
(iC j)xi− j y j
)
=
∞∑
j=0
(∑
i> j
f i
(iC j)xi− j
)
y j .
Clearly this last expression can be seen as an element of F [[x]][[y]] ⊆ Z . 
Denote: C ≡ F [[x+ y]] + w ∩ v . By Lemma 2.1, C ⊆ Z .
We next establish several properties of C .
Lemma 2.2. w ∩ C = v ∩ w = v ∩ C.
Proof. Suppose to the contrary that w ∩ C ⊃ v ∩ w . This implies the existence of ∑∞i=0 f i(x + y)i ∈
w ∩ C with fm = 0 for some m, and f i ∈ F for each i. But (∑∞i=0 f ixi) − (∑∞i=0 f i(x + y)i) ∈ w
implies that
∑∞
i=0 f ixi ∈ w , in clear violation of Z/w ∼= F [[x]]. A similar argument shows that
v ∩ C = v ∩ w . 
Lemma 2.3. p ∩ v = p ∩ C.
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p ∩ v = (p ∩ w) ∩ v = p ∩ (w ∩ v) = p ∩ (w ∩ C) = (p ∩ C) ∩ w = p ∩ C,
where the 3rd equality is a consequence of Lemma 2.2. 
Corollary 2.4. p ∩ v is a prime ideal in C .
Proof. p ∩ C is clearly a prime ideal in C . Now use Lemma 2.3. 
Lemma 2.5. Z = F [[x+ y]] + w = F [[x+ y]] + v.
Proof. Clearly
∑∞
i=0 f i(x+ y)i + w =
∑∞
i=0 f ixi + w . Hence F [[x+ y]] + w = Z . Similarly F [[x+ y]] +
v = Z . 
Lemma 2.6. Z is a ﬁnite C-module and consequently C is a Noetherian ring.
Proof. By Lemma 2.5 we have C + w = Z = C + v . Hence Z/w = (C + w)/w , Z/v = (C + v)/v ∼=
C/(C ∩ v). Therefore by Lemma 2.2, C/(v ∩ w) is Noetherian. Now
C/(w ∩ v) ⊂ Z/(w ∩ v) ⊂ (Z/w, Z/v) = ((C + w)/w)(1,0) + ((C + v)/v)(0,1)
∼= C/(w ∩ v)(1,0) + C/(w ∩ v)(0,1),
and consequently Z/(w ∩ v) is a ﬁnite C/(w ∩ v)-module. This readily shows that Z is a ﬁnite C-
module and the Eakin–Nagata theorem [5, Theorem 3.7] grants us the Noetherian property of C . 
Remark 2.7. A construction of a different C .
The following construction of a different C , avoiding the use of completion, can serve equally well
in our counterexample.
Let F be a ﬁeld and x, y, z variables. Consider A = F [x](x)[y, z], where F [x](x) is the localisation of
F [x] at the maximal ideal (x) = xF [x]. Let S ≡ 1+ yA = {1+ a | a ∈ yA}. Clearly S is a multiplicatively
closed set in A and we set Z = AS .
Let p = yZ , v = xZ + zZ , w = yZ + zZ . Then p consists of quasi-regular elements in Z and there-
fore p ⊆ J (Z). To see this let yb ∈ p with b ∈ Z . Then we have a,a1 ∈ A and s ∈ S such that b = as−1
with s = 1+ ya1. Therefore 1+ yb = 1+ yas−1 = s−1(s+ ya) = s−1(1+ ya1 + ya) = s−1(1+ y(a+a1)).
Since t ≡ 1+ y(a + a1) ∈ S , we obtain that 1+ yb = s−1t . Thus 1+ yb is invertible in Z = AS . More-
over Z/p ∼= F [x](x)[z] is semi-primitive and hence p = J (Z). We next show that F [x + y](x+y) ⊆ Z .
Let t = ∑ f i(x + y)i ∈ f [x + y]\(x + y). Then f0 = 0. We have t = α + ya where α = ∑ f ixi and
a ∈ F [x, y] ⊆ A. Now α−1 ∈ F [x](x) ⊆ A since α ∈ F [x]\(x). Consequently, t = α(1 + yaα−1) with
1+ yaα−1 ∈ S . Thus t is invertible in Z and hence F [x+ y](x+y) ⊆ Z .
We set: C ≡ F [x+ y](x+y) + (v ∩ w).
Then the proof of the analogues of 2.2, 2.3, 2.4, 2.6 is essentially the same, and in particular
Z is a ﬁnite C-module. To show the analogue of 2.5, observe ﬁrstly that Z = F [x](x) + w and Z =
F [y](y) + v . Let α =∑ f i xi ∈ F [x]\(x). Then f0 = 0 and α−1 ∈ A. Set t ≡∑ f i(x+ y)i . Then t = α+ ya
where a ∈ A. Then t = α(1 + yaα−1). Hence α−1 = t−1(1 + yaα−1) and so α−1 = t−1 + yat−1α−1 ∈
F [x+ y](x+y) +w . Thus Z = F [x](x) +w ⊆ F [x+ y](x+y) +w ⊆ Z as needed. A similar argument shows
that F [x+ y](x+y) + v = Z .
Lemma 2.8. Let A ⊂ B be rings with B integral over Z(A). If a ∈ A has an inverse b ∈ B then b ∈ A.
A. Braun, C.R. Hajarnavis / Journal of Algebra 348 (2011) 294–301 297Proof. Since b is integral over Z(A), there exist z0, . . . , zn−1 ∈ Z(A) such that
bn + zn−1bn−1 + · · · + z1b + z0 = 0.
Multiplying this equation by an−1, we obtain
b = −(zn−1 + zn−2a+ · · · + z0an−1) ∈ A,
as required. 
Corollary 2.9. Let A ⊂ B be rings with B integral over Z(A). Then J (B) ∩ A ⊆ J (A).
Proof. Let α ∈ J (B) ∩ A. Then 1 + α = a is invertible in B and hence in A by Lemma 2.8. Thus the
ideal J (B) ∩ A consists of quasi-regular elements in A. Therefore J (B) ∩ A ⊆ J (A). 
Consider T ≡
[
Z v
Z Z
]
. Then T is a subring of M2(Z). This implies that Z = Z(T ). Let V =
[
Z v
Z v
]
and
V ′ = [ v v
Z Z
]
. Then V ′ ∩ Z = V ∩ Z = v and T /V ∼= T /V ′ ∼= Z/v . This shows that V and V ′ are (distinct)
prime ideals in T .
We set P ≡ pM2(Z) ∩ T .
Lemma 2.10.We have J (T ) = P and P is a prime ideal in T .
Proof.
P =
[
p p
p p
]
∩
[
Z v
Z Z
]
=
[
p p ∩ v
p p
]
.
This shows that T /P ∼=
[
Z/p (v+p)/p
Z/p Z/p
]
and consequently, P is a prime ideal.
Now p = J (Z) and consequently, pM2(Z) = J (M2(Z)). Hence by Corollary 2.9, applied to the rings
T ⊂ M2(Z) we conclude that P = pM2(Z) ∩ T ⊆ J (T ). Since J (T ) is semi-prime we have J (T ) =
X1 ∩ · · · ∩ Xr where {Xi} are the prime ideals minimal over J (T ). Clearly, P ⊆ Xi for all i. We shall
obtain J (T ) = P if we can show that P = X j for some j. We have xi ≡ Xi ∩ Z ⊇ P ∩ Z = p for each i.
So by Corollary 2.9 applied to the rings Z ⊂ T we deduce that ⋂ri=1 xi = J (T ) ∩ Z ⊆ J (Z) = p. This
clearly implies x j = p for some j. It follows by the incomparability property [7, Theorem 4.1.8] that
P = X j and therefore P = J (T ). 
Let R ≡ (P ∩ V ) + C .
Lemma 2.11. P ∩ R = P ∩ V .
Proof. We have R = (P ∩ V ) + C . Hence P ∩ R = P ∩ V + P ∩ C = P ∩ V + p ∩ C = P ∩ V , where the
last equality follows from Lemma 2.3. 
Lemma 2.12. P ∩ V = J (R) and is a prime ideal.
Proof. Firstly we show that P ∩ V is a prime ideal in R . Indeed (P ∩ V ) ∩ Z = p ∩ v ⊆ C and so
(P ∩ V )∩ C = p∩ v . Thus R/(P ∩ V ) = (C + (P ∩ V ))/(P ∩ V ) ∼= C/(C ∩ P ∩ V ) = C/(p∩ v). Now apply
Corollary 2.4.
Next, C/(p∩ v) ⊆ Z/p is a ﬁnite extension of commutative integral domains where the latter, being
isomorphic to F [[x]][z], is semi-primitive. Consequently, C/(p ∩ v) ∼= R/(P ∩ V ), is semi-primitive,
implying that P ∩ V ⊇ J (R).
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by Lemma 2.11, P ∩ V = P ∩ R ⊆ J (R). Having established the converse inclusion we obtain P ∩ V =
J (R). 
We now arrive at our main result.
Theorem 2.13. R is a prime Noetherian PI ring which is a ﬁnite module over its centre C . In this ring J(R) fails
to satisfy the left as well as the right AR property.
Proof. P ∩ V is a common non-zero ideal of R and T . Hence R is a prime PI ring. This also implies
that Z(R) and Z(T ) have the same quotient ﬁeld. Therefore Z(R) ⊆ Z(T ). Hence Z(R) = R ∩ Z(T ) =
((P ∩ V ) ∩ Z(T )) + C = (p ∩ v) + C = C where the last equality follows from Lemma 2.3. Now, by
Formanek’s theorem [6, Corollary 6.1.52], R is a ﬁnite C-module, and therefore R is also Noetherian.
We next show that V ∩ R and V ′ ∩ R are distinct prime ideals in R . We have V ∩ R = V ∩((P ∩V )+
C) = P ∩ V + V ∩ C = P ∩ V + v ∩ C . Therefore R/(V ∩ R) ∼= C/(C ∩ v) and so V ∩ R is a prime ideal.
Recall that V , V ′ and P are mutually incomparable prime ideals in T and so P ∩ V  V ′ ∩ R . However
as P ∩ V ⊆ V ∩ R we have V ∩ R = V ′ ∩ R . Now in order to show that V ′ ∩ R is a prime ideal, observe
ﬁrst that (R + V ′)/V ′ ⊆ T /V ′ and both rings share the non-zero common ideal ((P ∩ V ) + V ′)/V ′ .
Since T /V ′ is a prime ring and (R + V ′)/V ′ ∼= R/(V ′ ∩ R), it follows that V ′ ∩ R is a prime ideal of R .
Finally we shall demonstrate the failure of the AR property for J (R) = P ∩V . We have (V ∩R)∩C =
V ∩ C = (V ∩ Z(T )) ∩ C = v ∩ C and similarly (V ′ ∩ R) ∩ C = v ∩ C . Consequently, by the previous
paragraph and Müller’s theorem [4, Theorem 13.10] we have V ′ ∩ R ∈ clique(V ∩ R). Now if J (R)
satisﬁes the right AR property then by [3, Corollary 9] the ideal J (R) satisﬁes the left AR property
as well. Consequently, by [4, Proposition 13.6], X = {Q ∈ spec R | Q ⊇ J (R)} must be link closed and
therefore contains clique(V ∩ R). However this is clearly not the case as V ′ ∩ R is not in X but it is in
clique(V ∩ R). 
3. A Krull dimension 2 semi-prime Noetherian counterexample
We shall show in Section 4 that the smallest example one can get, in the prime PI case, is a ring of
Krull dimension 3. The purpose of the present section is to exhibit a Krull dimension 2, semi-prime,
Noetherian PI ring R , which is also a ﬁnite module over its Noetherian centre, but with Jacobson
radical J (R) that does not satisfy at least one of the AR properties. This will be achieved by taking a
semi-prime homomorphic image of the prime PI example described in Section 2.
We retain all the previous notation:
T =
[
Z v
Z Z
]
, V =
[
Z v
Z v
]
, V ′ =
[
v v
Z Z
]
, P =
[
p p ∩ v
p p
]
,
where p, v , w , C are as before.
Recall that R = (P ∩ V ) + C . Hence R Z = (P ∩ V ) + Z =
[
p p∩v
p p∩v
]
+ Z , and therefore T (R Z) = R Z ,
that is R Z is its own trace ring with centre Z .
Now V ∩ R Z = P ∩ V + V ∩ Z = (P ∩ V ) + v and hence R Z/(V ∩ R Z) ∼= Z/v , and so V ∩ R Z is a
prime ideal in R Z . Now ((P ∩ V ) + V ′)/V ′ is a common non-zero ideal of (R Z + V ′)/V ′ and T /V ′ .
Therefore R Z/(V ′ ∩ R Z) ∼= (R Z + V ′)/V ′ is a prime ring and V ′ ∩ R Z is a prime ideal in R Z . Observe
that P ∩ V ⊂ V ∩ R Z but P ∩ V  V ′ ∩ R Z and therefore the set {V ∩ R Z , V ′ ∩ R Z} consists of distinct
prime ideals.
Next observe that (V ∩ R Z) ∩ Z = V ∩ Z = v = (V ′ ∩ R Z) ∩ Z and therefore by Müller’s theorem
[4, Theorem 13.10], we have clique(V ∩ R Z) ⊇ {V ∩ R Z , V ′ ∩ R Z}. Now PI.deg R Z = 2 and T (R Z) = R Z
show by [1, Theorem 8] that | clique(V ∩ R Z)| 2. Thus clique(V ∩ R Z) = {V ∩ R Z , V ′ ∩ R Z}. Therefore
by [3, Corollary 8] we have V ∩ R Z  V ′ ∩ R Z , as well as V ′ ∩ R Z  V ∩ R Z .
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in T , Q ⊂ V and Q ⊂ V ′ . Thus P ∩ Q =
[
p∩q p∩q
p∩q p∩q
]
⊂ P ∩ V , is also an ideal in R ≡ (P ∩ V ) + C =[
p p∩v
p p∩v
]
+ C .
We also have the following isomorphisms:
(1) R/(P ∩ Q ) ∼=
[
p/(p∩q) (p∩v)/(p∩q)
p/(p∩q) (p∩v)/(p∩q)
]
+ C/(p ∩ q),
(2) R Z/(P ∩ Q ) ∼=
[
p/(p∩q) (p∩v)/(p∩q)
p/(p∩q) (p∩v)/(p∩q)
]
+ Z/(p ∩ q),
(3) T /(P ∩ Q ) ∼=
[
Z/(p∩q) v/(p∩q)
Z/(p∩q) Z/(p∩q)
]
.
Consequently P ∩ Q is a semi-prime ideal in the three rings R , R Z and T .
Lemma 3.1. Let R Z = R Z/(P ∩ Q ), V ∩ R Z = (V ∩ R Z)/(P ∩ Q ) and V ′ ∩ R Z = (V ′ ∩ R Z)/(P ∩ Q ). Then
V ∩ R Z  V ′ ∩ R Z or V ′ ∩ R Z  V ∩ R Z (or both).
Proof. By (2) above we have that Z(R Z/(P ∩ Q )) = Z/(p ∩ q). Now,
(
(V ∩ R Z)/(P ∩ Q ))∩ (Z/(p ∩ q))= (V ∩ Z)/(p ∩ q) = v/(p ∩ q)
= ((V ′ ∩ R Z)/(P ∩ Q ))∩ (Z/(p ∩ q)).
Therefore, by Müller’s theorem clique((V ∩ R Z)/(P ∩ Q )) ⊇ {(V ∩ R Z)/(P ∩ Q ), (V ′ ∩ R Z)/(P ∩ Q )}.
As shown above, V ∩ R Z and V ′ ∩ R Z belong to the same clique in R Z . Therefore there is a long
linkage arrow from V ∩ R Z to V ′ ∩ R Z . Suppose that we have V ∩ R Z  W where W is a prime
ideal in R Z , W ⊃ P ∩ Q and W = V ∩ R Z . Then the link can be lifted to R Z , that is V ∩ R Z  W .
Consequently since, as we previously saw, clique(V ∩ R Z) = {V ∩ R Z , V ′ ∩ R Z} we obtain that W =
V ′ ∩ R Z , that is V ∩ R Z  V ′ ∩ R Z .
Similarly if W  V ∩ R Z then we have V ′ ∩ R Z  V ∩ R Z . 
We can now conclude with the following.
Proposition 3.2. Let R ≡ R/(P ∩ Q ). Then R is a semi-prime Noetherian ring which is a ﬁnite module over its
Noetherian centre. Moreover K.dim R = 2 and J (R) does not satisfy at least one of the AR properties.
Proof. R is a Noetherian ring being a homomorphic image of R . By Lemma 2.12 we have that J (R) =
P ∩ V . Hence J (R) = J (R)/(P ∩ Q ) = J (R). Now from Lemma 3.1 we deduce that V ∩ R Z  V ′ ∩ R Z
or V ′ ∩ R Z  V ∩ R Z . Since R Z is a ﬁnite central extension of R , the same is true for R Z over R .
Thus by [3, Proposition 5], we have (V ∩ R)/(P ∩ Q ) = V ∩ R Z ∩ R V ′ ∩ R Z ∩ R = (V ′ ∩ R)/(P ∩ Q )
or (V ′ ∩ R)/(P ∩ Q ) (V ∩ R)/(P ∩ Q ). Now J (R) = J (R) = (P ∩ V )/(P ∩ Q ) ⊂ (V ∩ R)/(P ∩ Q ) but
J (R)  (V ′ ∩ R)/(P ∩ Q ). Thus, if (V ′ ∩ R)/(P ∩ Q ) (V ∩ R)/(P ∩ Q ), then [4, Proposition 13.6]
shows that J (R) does not satisfy the right AR property. The reverse linkage arrow implies that J (R)
does not satisfy the left AR property. Now clearly R/(P ∩ Q ) is a ﬁnite module over the central
Noetherian subring C/(p ∩ q). The semi-prime property of R = R/(P ∩ Q ) is clear from (1). Finally
K.dim R < K.dim R = 3, and K.dimC/(p ∩ q) = K.dim Z/(p ∩ q) = 2 imply that K.dim R = 2. 
Remark 3.3. J (R) (of Proposition 3.2) does not, in fact, satisfy either of the AR properties.
This is a consequence of an AR symmetry result for semi-prime PI Noetherian rings which slightly
extends [3, Corollary 9].
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The next result is a well-known consequence of Jategaonkar’s theory. However, we include it here
as an explicit reference does not seem to be available.
Proposition 4.1. Let R be a Noetherian PI ring and I an ideal of R such that Y ≡ {Q | Q ⊇ I, Q ∈ spec R} is
link closed. Then R satisﬁes both the left and the right AR properties.
Proof. Let M be a right R-module with an essential submodule N . Suppose that NI = 0. By [4,
Lemma 13.1] it suﬃces to show that MIn = 0 for some positive integer n. Let P be an associated
prime ideal of M . Thus there exists a non-zero submodule B of M such that P = ann X for each non-
zero submodule X of B . Now since B ∩ N = {0} and (B ∩ N)I = 0, we have I ⊆ P . Thus I is contained
in each member of AssM . Consequently, the right link closure of AssM is contained in Y .
Let {0} = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M be an aﬃliated series of M with the corresponding sequence
of aﬃliated prime ideals P1, . . . , Pn . By [4, Theorem 12.4] the set {P1, . . . , Pn} is contained in the
right link closure of AssM , and therefore by the previous paragraph, {P1, . . . , Pn} ⊆ Y . Thus I ⊆ Pi for
each i = 1, . . . ,n. Now since MPn · · · P1 = 0 it follows that MIn = 0. 
Proposition 4.2. Let R = T (R) be a Noetherian prime PI ring which equals its own trace ring. Then J (R)
satisﬁes the left (as well as the right) AR property.
Proof. Let J (R) = P1 ∩ · · · ∩ Pn , be a presentation of J (R), where Pi is a minimal prime ideal in
R containing J (R), for i = 1, . . . ,n. Let X(P ) = ⋂M{M | M is a maximal ideal and M ⊇ P }. Clearly
Pi ⊆ X(Pi) and therefore X(Pi)  P j , if i = j. Therefore since ⋂ni=1 X(Pi) = J (R), we conclude that
X(Pi) = Pi and therefore Pi is semi-primitive for each i.
Let V  Pi (or Pi  V ) for some prime ideal V in R . Then, by [4, Theorem 8.18(a)] and the
above, V is semi-primitive and therefore V ⊇ J (R). Thus V ⊇ P j , for some j. Let pi = Pi ∩ Z(R). Then
V  Pi implies by [4, Lemma 12.11] that V ∩ Z(R) = pi . Thus pi = V ∩ Z(R) ⊇ P j ∩ Z(R) = p j .
If V ⊃ P j , then by the incomparability property between R and Z(R), we have pi ⊃ p j . By the
going down property between R = T (R) and Z(R) [2, Theorem Going Down, p. 82], we have a prime
ideal W in R such that W ∩ Z(R) = p j and W ⊂ Pi . Now P j ∩ Z(R) = p j = W ∩ Z(R) and so by [3,
Proposition 3] W ∈ clique(P j) and therefore by [4, Theorem 8.18], W is semi-primitive. Consequently
W ⊇ J (R) and therefore W ⊇ Pk for some k. Thus Pi ⊃ W ⊇ Pk , which is an obvious contradiction.
Therefore V = P j . This shows that {P1, . . . , Pn} is link closed.
Suppose now that V , W are prime ideals in R with V ⊇ J (R) and V  W (or W  V ). Thus
V ⊇ Pi , for some i. If V = Pi , then the above argument shows that W ⊇ J (R). Suppose therefore that
V ⊃ Pi . Let V ∩ Z(R) = v , Pi ∩ Z(R) = pi . Then W ∩ Z(R) = v , and v ⊃ pi by incomparability. Again,
by the going down property, there exists a prime ideal X in R satisfying X ⊂ W and X ∩ Z(R) = pi .
Therefore, since X ∩ Z(R) = pi = Pi ∩ Z(R), we have by [3, Proposition 3] that X ∈ clique(Pi) and
therefore, by the previous paragraph, X = P j , for some j. Thus W ⊃ P j ⊇ J (R). The result now follows
by Proposition 4.1. 
We end with a result which explains why 3 is the smallest Krull dimension for a prime counterex-
ample.
Proposition 4.3. Let R be a prime Noetherian PI ring with K.dim R = 2. Then the ideal J (R) satisﬁes the left
as well as the right AR property.
Proof. Assume that J (R) = 0. Let J (R) = P1 ∩ · · · ∩ Pr where the {Pi} are prime ideals minimal over
J (R). For each prime ideal P , set X(P ) ≡⋂M M where M runs over all maximal ideals in R which
contain P . Thus we have X(P1) ∩ · · · ∩ X(Pr) = J (R) = P1 ∩ · · · ∩ Pr . Since P j ⊆ X(P j) we conclude
that X(P j)  Pi whenever i = j. Therefore X(Pi) = Pi for each i = 1, . . . , r; that is P1, . . . , Pr are
semi-primitive. Let V be a prime ideal such that V ⊇ J (R) and let W ∈ clique(V ). By Proposition 4.1,
A. Braun, C.R. Hajarnavis / Journal of Algebra 348 (2011) 294–301 301in order to establish the AR property for J (R), we must show that W ⊇ J (R). Now if V = P j for some
j then V is semi-primitive and so by [4, Theorem 8.18(a)] W is also semi-primitive. Thus W ⊇ J (R).
If V = Pi , for each i = 1, . . . , r then since K.dim R = 2, it follows that V is a maximal ideal. Hence by
[4, Theorem 8.18(b)], W must be primitive (and thus a maximal ideal). Clearly we have W ⊇ J (R) as
required. 
Remark 4.4. The above is not true for ideals properly contained in J (R).
Indeed let P be any height one prime ideal in R (of Proposition 4.3), which is not localisable and
J (R) P . Then I ≡ J (R) ∩ P ⊂ J (R), but I does not satisfy the left (nor the right) AR property.
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