4th International Symposium on Ambient Intelligence (ISAmI 2013) by van Berlo, Ad et al.
123




on Ambient Intelligence (ISAmI 2013)
Ad van Berlo
Kasper Hallenborg
Juan M. Corchado Rodríguez
Dante I. Tapia
Paulo Novais (Eds.)
Advances in Intelligent Systems and Computing
Volume 219
Series Editor
J. Kacprzyk, Warsaw, Poland
For further volumes:
http://www.springer.com/series/11156
Ad van Berlo · Kasper Hallenborg















The Maersk Mc-Kinney Moller Institute
University of Southern Denmark
Odense M
Denmark
Juan M. Corchado Rodríguez

















ISSN 2194-5357 ISSN 2194-5365 (electronic)
ISBN 978-3-319-00565-2 ISBN 978-3-319-00566-9 (eBook)
DOI 10.1007/978-3-319-00566-9
Springer Cham Heidelberg New York Dordrecht London
Library of Congress Control Number: 2013937323
c© Springer International Publishing Switzerland 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broad-
casting, reproduction on microfilms or in any other physical way, and transmission or information storage
and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known
or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with reviews
or scholarly analysis or material supplied specifically for the purpose of being entered and executed on a
computer system, for exclusive use by the purchaser of the work. Duplication of this publication or parts
thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location, in its cur-
rent version, and permission for use must always be obtained from Springer. Permissions for use may be
obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under
the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material
contained herein.
Printed on acid-free paper
Springer is part of Springer Science+Business Media (www.springer.com)
Preface
This volume contains the proceedings of the 4th International Symposium on
Ambient Intelligence (ISAmI 2013). The Symposium was held in Salamanca,
Spain on May 22nd-24th at the University of Salamanca, under the auspices
of the Bioinformatic, Intelligent System and Educational Technology Research
Group (http://bisite.usal.es/) of the University of Salamanca.
ISAmI has been running annually and aiming to bring together researchers
from various disciplines that constitute the scientific field of Ambient Intelli-
gence to present and discuss the latest results, new ideas, projects and lessons
learned, namely in terms of software and applications, and aims to bring together
researchers from various disciplines that are interested in all aspects of this area.
Ambient Intelligence is a recent paradigm emerging from Artificial Intelli-
gence, where computers are used as proactive tools assisting people with their
day-to-day activities, making everyone’s life more comfortable.
ISAmI 2013 received a total submission of 43 papers from 19 different coun-
tries. Each paper has been reviewed by, at least, three different reviewers, from
an international committee composed of 50 members from 20 countries. After
a careful review, 30 papers were selected to be presented at the conference and
published in the proceedings.
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Content-Based Design and Implementation  
of Ambient Intelligence Applications 
Jurriaan van Diggelen1, Marc Grootjen2, Emiel M. Ubink1,  
Maarten van Zomeren3, and Nanja J.J.M. Smets1 
1 TNO, The Netherlands  
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3 Curiehom, The Netherlands 
{jurriaan.vandiggelen,emiel.ubink,nanja.smets}@tno.nl, 
m.grootjen@eaglescience.nl, maarten@curiehom.nl 
Abstract. Optimal support of professionals in complex ambient task 
environments requires a system that delivers the Right Message at the Right 
Moment in the Right Modality: (RM)3. This paper describes a content-based 
design methodology and an agent-based architecture to enable real time 
decisions of information presentation according to (RM)3. We will describe the 
full development cycle of design, development, and evaluation. Ontologies are 
regarded as key enablers as they define the classes and attributes to allow (RM)3 
delivery. As a case study, we describe an ambient computing application for 
human-robot interaction in the Urban Search and Rescue domain. 
1 Introduction 
Modern Ambient Intelligence (AmI) applications that support professionals in their 
complex task environments are characterized by a large number of humans, 
networked computing devices, sensors, and possibly robots working together. All 
these actors can be sources of valuable information to the professionals that work in 
this environment, but forwarding all information to everybody will cause 
unmanageable overload and interruptions. To make optimal use of the vast amounts 
of digitally stored information we need a system that delivers the Right Message at 
the Right Moment in the Right Modality, or (RM)3 [1] . 
Whereas our aim might appear straightforward, the inherent design complexity is 
overwhelming. To decide what qualifies as right, the system must take into 
consideration the type of content (e.g. whether it is an urgent message or not), the 
user (e.g. current activity, cognitive task load, location, role in the organization, and 
other context factors [8]), and the technological environment (e.g. which interaction 
devices are currently available to whom, and in which way). All of these factors are 
highly dynamic and must be decided at runtime. Current design methodologies fall 
short in adequately addressing these challenges. Software engineering methodologies 
focus too much on technology and its functional requirements to take usage issues 
(such as information overload) into account [2]. User-centered design methodologies 
solve a part of the problem by adopting a view which is centered around humans and 
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the tasks they perform (e.g. [3,4]). However such methods do not lead to development 
of implementable rules or algorithms for distributing messages in an (RM)3 way.  
To bridge the gap between high-level task analysis and an implementable system 
specification, we have extended the user-centered design methodology called situated 
Cognitive Engineering (sCE) [5,6] with a content-based perspective and developed an 
agent-based software architecture which can be used to distribute content according to 
(RM)3 in various applications. The purpose of this paper is to present the design 
methodology, the software architecture, and to demonstrate its functioning in a 
working prototype. 
Our design methodology adopts content as the departure point. We regard pieces of 
content as competing with each other for access to the user interfaces that are available 
and ultimately, to catch the user’s attention. The user’s cognitive abilities as well as the 
various user interfaces are considered as resources that need to be distributed between the 
tasks that the user is performing and all the information streams that can be consumed by 
the user. If, how and when information is delivered to the user is made dependent on the 
user’s state, task, context, and available devices and services.  
We propose an agent-based architecture that makes these decisions at runtime. A 
central component in this architecture is a set of ontologies which describe the classes 
and relationships which form the vocabulary for describing content, users and 
devices. From a content-based perspective, these ontologies specify the blueprint of 
the whole application. We apply the framework to a robot case in the domain of 
Urban Search and Rescue (USAR). 
The paper is organized as follows. Section 2 describes the content-based design 
methodology. Section 3 describes the software architecture for designing content-based 
AmI applications, which is based on the ontologies constructed in the design phase. 
Section 4 describes a demonstrator in the USAR domain. We conclude in Section 5. 
2 Developing the Design Specification  
Following the sCE methodology, we iteratively specify the design specification in 
terms of use-cases, requirements and claims. Use-cases are short and structured 
prototypical examples of the envisioned use of the system. Requirements describe 
what the machine should be able to do in order to make the use cases possible. Claims 
described the expected advantages and disadvantages of the requirement and are used 
to justify the requirements by describing the effect. A full description of the 
methodology can be found in [6]. 
In co-evolution with the use cases, requirements and claims, ontologies are 
developed. In the design phase, the ontologies are simply lists of definitions of terms 
occurring in the requirements, thereby making the requirement statements more 
precise. Later, in the implementation phase, the ontologies form the basis of 
knowledge representation and specify the shared vocabulary with which different 
system components interact.  
Below, we will further describe the content-based sCE method for AmI 
applications. We distinguish between the generic design specification specifying the 
universal principles behind an (RM)3 application, and the case specific design 
specification which describe specific applications. 
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2.1 Generic (RM)3 Design Specification 
User requirements can be specified at different levels of abstraction. We have 
developed a generic tree of high-level user requirements, that specify the universal 
ideas behind (RM)3 and can be reused across various applications. The tree is 
presented below as a screenshot from the requirements management tool SCET [5] 
which we have developed to facilitate reuse and collaborative development of (RM)3 
design specifications. 
 
Fig. 1. Generic tree of high-level user requirements using SCET [5] 
The tree of universal (RM)3 requirements is supported by a set of top-level 
ontologies which are specified in protégé [7].:  
• Upper content ontology is used to describe each type of content and contains 
classes such as message, sensor-reading, question, etc. 
• Upper user ontology is used to describe users and contains  classes such as actor 
and robot, and contains attributes such as hasLocation, isPerformingActivity. 
• Upper device ontology is used to describe devices and contains classes like laptop, 
tablet, large-information-display, means-of-interaction (MOI). It contains 
attributes like supports-modality, hasInterruptiveness, isUsedBy. 
2.2 Developing Application Specific Design Specifications 
The generic design specification provides a nice starting point for deriving application 
specific requirements and ontologies. This is usually done by specifying a use case which 
contains an action sequence. A snippet from an action sequence is presented below: 
1. The UGV has found a victim 
2. The UGV adds a Victim Form to the common information space 
3. The Mission Commander who is not that busy at the moment gets the Victim Form delivered in an 
obtrusive manner. 
Given such an action sequence, the ontologies can be extended rather 
straightforwardly. For example, the class robot is subtyped with UGV and UAV. 
Furthermore, requirements for delivering information to the right person can be added  
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to the generic requirements tree. In this way, a fully specified design specification 
emerges which are grounded in a set of coherent ontologies. After this is finished, the 
implementation phase begins. 
3 Agent-Based Framework  
The purpose of the agent-based framework is to deliver new messages according to the 
(RM)3 philosophy. A high level overview of this framework is presented in figure 2.  
  
Fig. 2. Agent-based framework 
The monitoring agents, presented at the bottom of Fig. 2, collect information about 
the user. The ontology-based databases, presented at the middle of Fig. 2, store 
relevant information about content, users and their user interfaces. The agents 
presented at the top of Fig.2 are responsible for routing information in an (RM)3 way. 
We will discuss the different components in further depth below.   
The content providing agent can be a sensor or an electronic form which gathers 
information from its user. The agent formats the information according to the 
ontology, adds metadata (e.g. source, creation time, creation GPS location) and stores 
it in the content store. The set of content providing agents determine what information 
will be shareable within the (RM)3 system.  
The content targeting agent decides for each piece of new information to whom it 
must be sent and with which priority. The relevance of information is determined by 
comparing the metadata of the content with the metadata of the user. For example, if a 
message is known to be created at a certain location, and one of the users is currently at 
that location, the agent might decide that the message should be sent to that user. 
Multiple targeting agents can be implemented, each specializing in specific content types. 
Information about the user is constantly updated by the user monitoring agent which 
stores this information in the user store. The monitoring agent could be very 
sophisticated and take various sensor data into account, such as GPS and physiological 
data. A more simple solution could be a monitoring agent that consults the user’s agenda 
or simply prompts the user with a question which task it is performing. 
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The role of the content presentation agent is to decide how (in which form and in 
which modality) information must be presented to a user. This is done by taking into 
account the priority of the message, what the user is doing (represented in the user store) 
and what user interfaces are available to reach the user (represented in the UI store, such 
as a PDA, headphone or tactile vest). For example, if the user is doing a task which 
requires full visual attention, this agent might decide that the information should be 
presented through headphone instead of the PDA. Also, if a message is represented with 
low priority, the agent might decide that the information should be made available for 
information pull, e.g. in the user’s inbox of an email-like application. The UI Monitoring 
agent keeps an overview of which user interfaces are available to the user. It monitors 
which means of interaction (devices and applications) are available to the user, and which 
content types are supported by these means of interaction.  
At the end of the chain is the content delivery agent. It monitors the delivery list for 
delivery items with a specification of content, relevance and means of interaction 
(application + device). It will try to display the content in the delivery items,  most 
relevant items first. The receiving application handles the piece of information and 
notifies the content delivery agent that the item has been received so it can update the 
delivery list. 
The necessary information exchange between all agents in the system requires that 
content, applications and devices are specified in uniform ontologies. These 
ontologies should remain as simple as possible, yet be sufficiently expressive to 
provide enough information to for the agents to decide what  is (RM)3.  
4 USAR Demonstrator 
This section describes the design, use and first evaluation of the framework for an 
USAR application.  
4.1 USAR Prototype  
We applied our framework to an application for managing tactical information which 
is collected by humans and robots in an Urban Search and Rescue scenario (used in 
the NIFTi project [9]). The scenario consisted of a chemical freight train accident 
with hazardous materials and human victims. The goal of the team was to rescue the 
victims, build up awareness of the environment, situation and stay unharmed 
themselves. The participating team members were: 
• A Mission Commander whose task was to get an overview of the situation and 
make decisions.  
• An In-Field Rescuer. His role was to perform Triage, rescue victims, Support the 
UGV when necessary and stay unharmed. 
• A UGV Operator. Controlled the UGV on macro level and if necessary on micro 
level. Took pictures of the environment with the Robot sensors. 
• A UGV (Unmanned Ground Vehicle) The UGV is capable of performing a number 
of intelligent behaviors such as autonomous navigation, detecting objects (s.a. cars, 
victims). Its task was to go into the hot zones where a humans cannot go because 
of e.g. hazardous materials. 
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Within this scenario we used a Common Operational Picture application called 
TrexCOP, an application that demonstrates the (RM)3 philosophy. It is able to display 
the information through two Means of Interactions: unobtrusive as an icon on a Map 
for non-important messages or obtrusive with a Pop-up Message for important 
messages. The information that was generated during the experiment was routed by 
(RM)3 Agents and stored in ontology-based content stores (using OWLIM [10]).  
The evaluation took place at the training center of the Fire brigade Dortmund and 
the participants were all firemen (professional and voluntary). During one evaluation 
session there were two participants, and in total there were five evaluation sessions. 
The firemen either fulfilled the role of in-field rescuer or UGV operator. The rescuers 
in the field where equipped with TrexCop on a Windows Tablet and the “desk” 
rescuers used TrexCop on a laptop. 
  
Fig. 3. Left, in-field rescuer with TrexCOP; righ, screenshot of TrexCOP 
4.2 Results 
In this section the results are described of the feedback from participants and the 
(RM)3 agents log files. The Information flows through the system through various 
(RM)3 agents. First the Content Providing Agent adds the data, enriched with meta 
data, to the system. For example, the in-field rescuer submits a victim-report with a 
certain location. Second the Content Targeting Agent calculates the priority of each 
piece of information for each receiver (Recv) and adds the corresponding 
DeliveryItem (DI) to the delivery list. This set of DeliveryItems is input for the third 
agent, the Content Presentation Agents. It decides which DeliveryItem is send to the 
user through which Means of Interaction (MOI). For example, a medic who is close to 
the victim is given the in-field-rescuer’s report in an obtrusive way. See figure below 
for an excerpt of its log files. The fourth agent is coupled with an MOI and presents 
the piece of information to the user.   
 
Fig. 4. Screen shot of the Content Presentation Agent logs 
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One piece of information was handled by the Content Presentation Agent in the 
above log excerpt. It found three delivery items for the three actors in the scenario. 
For the Mission Commander the priority was high so it sent the information to the 
corresponding TrexCOP-Map and TrexCOP-PopUp Means of Interaction. For the In-
Field Rescuer the priority was not that high so it routed it only to the TrexCOP-Map 
Means of Interaction. The UGV Operator was not connected to the system. So the 
presentation could not deliver this piece of information yet. 
During the evaluation we observed the participants and they also gave feedback to 
the test leader. One of the results was that especially the in-field rescuer liked to add 
to the common picture with a team and by use of a tablet in the field. Another result 
was that the calculation of the priority of the information for a specific actor should be 
improved further. An example of this was that the in-field rescuer found it confusing 
that some objects that were added by himself, were not shown on his Trex-COP.  
After the evaluation, the participants filled out several questionnaires. The most 
important feedback was that the messages that were pushed over the current screen 
were appreciated but were too much interfering with their current task. This issue will 
lead to a refinement of requirements in the next development cycle.  
5 Conclusion 
Optimal support of professionals in complex ambient task environments requires a 
system that delivers the Right Message at the Right Moment in the Right Modality 
(RM3). We showed how a content and ontology-based approach can be used to cope 
with the inherent design complexity of such systems. We tested our approach in a 
real-world setting where humans, robots, collaborate together to rescue victims and 
exchange information using a tactical information display which is available on 
mobile tablet displays and fixed laptops. The first results are promising, and we intend 
to apply the approach to more complex situations (i.e. more actors, devices, types of 
information) in the future. 
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Abstract. Simulating the trajectory of a patient, health professional
or medical equipment can have diverse advantages in a healthcare envi-
ronment. Many hospitals choose and to rely on RFID tracking systems
to avoid the theft or loss of equipment, reduce the time spent looking
for equipment, finding missing patients or staff, and issuing warnings
about personnel access to unauthorized areas. The ability to success-
fully simulate the trajectory of an entity is very important to replicate
what happens in RFID embedded systems. Testing and optimizing in a
simulated environment, which replicates actual conditions, prevent acci-
dents that may occur in a real environment. Trajectory prediction is a
software approach which provides, in real time, the set of sensors that
can be deactivated to reduce power consumption and thereby increase
the system’s lifetime. Hence, the system proposed here aims to integrate
the aforementioned strategies - simulation and prediction. It constitutes
an intelligent tracking simulation system able to simulate and predict
an entity’s trajectory in an area fitted with RFID sensors. The system
uses a Data Mining algorithm, designated SK-Means, to discover object
movement patterns through historical trajectory data.
Keywords: RFID object tracking, Trajectory prediction, Simulation,
Healthcare, Data Mining, SK-Means.
1 Introduction
The Radio-Frequency Identification (RFID) is a tecnology that allows the de-
velopment of object tracking systems, in order to guarantee an improvement on
safety, healthcare quality and a reduction of costs. Today, most of the tracking
systems implemented in hospitals are based in this techology [1,2,3,4].
It is proved that these systems provide a reduction on the time spent by nurses
and staff localizing medical equipment, hence improving productivity. On the
other hand, there is a significance reduction on costs associated to equipments
theft, loss and misplacing, leading to greater utilization. Adopting an RFID
 Corresponding author.
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based system to prevent these incidents becomes a potential solution for those
hospitals that spend millions on stolen or lost equipments every year [5,6,1].
Recently, the topic of saving energy in sensor networks has attracted much
attention. Being able to correctly predict an entity trajectory is one approach
to be considered when dealing with this matter. In fact, an accurate trajectory
prediction in sensor networks can benefit energy saving as it is possible to find
out which sensor nodes will not detect the object being tracked, thus reducing
its utilization or inactivating it. Most people make trajectories of a repetitive
nature, making it possible to predict the next route of a person based on his
previous history. The topic of trajectory prevision can be treated in a simulating
context, and a person’s trajectory can be easily obtained based on his personal
route prediction [7,8,9,10,11,12,13,14].
Create a simulation environment it is essential to test and evaluate the system.
With this simulator, we can correct existing errors, test changes in the tracking
system without costs and prevent accidents that occur in test environment. This
system can help the study of the system behavior when subjected to specific
challenges.
One main purpose of this study is to evaluate the influence of the RFID
sensors on predicting the trajectory of the object. Does it make any difference to
place sensors all along the path, or to just keep some at specific points? Secondly,
what about its range? Is it worth the investment on a better sensor, with a higher
range of detection? What are the critical points on this floor that demand RFID
sensors? All these questions can be addressed in a simulation context, and the
hospital shall benefit from a study of these aspects in the proposed simulator.
In this paper some examples will be presented to illustrate how the hospital can
use the simulator to solve this issues.
2 Data Mining
A clustering Data Mining algorithm, designated SK-Means, was implemented to
calculate those points where the object is most probably going to pass based on
the history of trajectories. The chosen algorithm is well-known for its simplic-
ity and is frequently used for discovering movement patterns [10,15]. SK-Means
can only be used if the number of clusters is previously known [10,15,16]. Thus,
a dataset containing all the movement sizes is maintained in order to give an
approximate measure of the number of clusters needed. Since ones wants a pre-
diction path similar to the real path this number is an average of the registered
movement sizes. Also, the travelled path is stored in a structured dataset to be
used in subsequent iterations. Before starting the movement, the simulator anal-
yses the dataset, containing all previous locations, and extracts the information
it needs to accomplish the purpose of calculating an estimated path. With a
large number of previous point locations and a predefined number of clusters,
the algorithm is capable of determining a set of coordinates, enclosing the entire
area, which represents the initial predicted path.
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3 Implementation
The proposed system is based on Java programming language, which provides
robustness and scalability through a set of APIs such as Swing and Weka, both
essential for the system’s design and Data Mining respectively.
In order to maintain a full record, it was used a MySql database, which guar-
antees security, reliability, trust and an easy access to the stored data.
The Pentaho Report Designer is an open source application that provides a
visual design environment to create reports and an easy integration of external
data from databases such as MySql. It was used to create dynamic statistics of
the results obtained in different scenarios.
The points travelled by the object are stored in a structured dataset at the
end of the movement, along with the size of that trajectory. As mentioned before,
to proceed with the SK-Means cluster analyzes, the number of clusters will be
calculated in advance. Since we want a prediction path similar to the real path
we consider this number to be an average of the registered movement sizes, that
is the reason why it is maintained a record of these values. With a large number
of previous point locations and a predefined number of clusters, the algorithm
is capable of determining a set of coordinates enclosing the entire area that
represent the initial predicted path.
The developed system in Java, which is essentially the simulator module, re-
lies on the interaction between the intelligent agent responsible for the learning
process and the one responsible to simulate a trajectory. Gathering both in-
formation, it is possible to calculate the prediction results at the end of the
movement. These results are stored in a MySql database to posterior analyzes
and reporting in Weka.
4 Trajectory Simulation
Beginning with the primary work developed by Gonçalves et al.[17], several
changes were applied to improve the performance of the algorithm and to adapt
it to the dynamic of the chosen path. Where before we had a simple environ-
ment, with no obstacles, representing a total of 150 positions, now we have an
hospital floor filled with doors, rooms, corridors and elevators, with 14506 pos-
sible positions that the object must travel in order to simulate a more accurate
algorithm. New features regarding the movement on corridors were added to the
trajectory concept. The Graphic User Interface is represented in Figure 1.
Figure 2 shows the simulation environment with three robots, distinguished by
their color and identification, moving around on the hospital floor. The simulator
allow for starting each object movement whenever the user decides to, and to
program them to move at distinct velocities.
4.1 Corridors
In order to submit the object to a certain direction, each corridor is associated
with a number (-1, 0 or 1) that represents the preferable direction the object will
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Fig. 1. Actual graphic user interface Fig. 2. Simulating the movement of three
objects simultaneously
follow in xx (xdir) and yy (ydir). So, for a given position within the corridor,
xdir and ydir will be calculated under the influence of these two parameters. For
example, if the values assumed for corridor x are (0,1), then xdir component will
have much less effect on the movement (xdir will be much inferior) than the ydir
component. In other words, the object will move preferentially on yy direction,
and less on xx. The problem concerning the object being “stuck” around some
place is eliminated, as it keeps on moving through the given direction. Another
advantage related to this approach is that it is quite simple and intuitive to,
at any time, change the course of the study and define new paths, by simply
alter the values of those two parameters, and the initial and final points of the
movement.
4.2 Rooms
Every time the object reaches a room, its next position is determined randomly.
Random points are generated in order to create an unpredictable movement
along the selected area, a method achieved by using the concept of gravitational
forces. Given a random point, the algorithm will give a direction based on the
gravitational force calculated between the current point location and the ran-
dom one, which can be attractive or repulsive. This means that when inside a
room, from the moment it enters to the moment it leaves, the object will have a
complete random movement. In fact, considering the process of tracking assets
inside a hospital, it is not relevant to predict the path inside the room, it is only
necessary to know that the object has enter it.
5 Results
When the robot object reaches the end of the board, the results treatment mod-
ule takes place. Based on the estimated and real trajectory it is possible to eval-
uate the model precision, and is present to the observer an intuitive perception
of the similarity between both paths.
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The number of correct and incorrect predictions are calculated iterating both
real and estimated paths together, having both agents working cooperatively.
The precision is given by:
correctly predicted
correctly predicted+ wrongly predicted
100 (1)
All these values are stored in a dataset to allow a subsequent analysis, namely to
calculate the precision average for each case, and detect and eliminate movement
logs that do not fit the pattern.
Four different scenarios were studied in order to evaluate the simulation dy-
namics and the prediction results under different circumstances. The first study
case (Figure 3)has to do with an area with no sensors available, except those on
elevators. The predicted path is distributed all along the floor’s 5 blocks of circu-
lation at any time, as there are no sensors limiting the possible object location.
In the second scenario (Figure 4), sensors were placed at each room’s door cov-
ering the entire width of entry or exit, thus preventing the object passes without
being captured. The estimated path is restricted to a certain area, accordingly to
the last object position captured by sensors. So, if a sensor responsible to detect
room entrances, detects that the object has entered the room, the estimated path
in that moment will be the predicted points calculated by data mining enclosed
on that room. Another way of reducing the object’s possible location is to place
sensors where the four blocks communicate with the central block (Figure 5).
In this case, no predicted path will be shown for those blocks where the object
never enters. Similarly, a fourth scenario (Figure 6) regards the case in which
the sensors architecture replicates the real architecture deployed in the Hospital
floor.
Fig. 3. First scenario Fig. 4. Second scenario
Table 1 resumes the average precision obtained for each scenario. The previ-
sion started with four trajectory records and proceed until the object conclude
three hundred movements. Different historical trajectories were maintained for
each scenario. Figure 7 illustrates the precision evolution as a function of the
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Fig. 5. Third scenario Fig. 6. Fourth scenario
number of records in one of the aforementioned scenarios. This graphic shows
the precision when the object describes an usual and an unusual trajectory (red
and black lines, respectively). It also demonstrates that the algorithm converges
quickly.
Table 1. Precision results
Scenario 1st 2nd 3rd 4th
Elevators Doors Corridors Hospital
Number of sensors 4 124 10 10
Average Precision 56.4% 60.8% 60.1% 62.5%
Fig. 7. Precision evolution as a function of the number of records - scenario 3
When sensors are placed at each door, in a total of 124 sensors, the algorithm
is capable to predict the travelled path with a precision/accuracy of 61% (aver-
age). If the sensors are placed on corridors, instead of rooms, only 10 sensors are
needed, and the value obtained in this case is similar - 60%. The best precision
average recorded, although, concerns the scenario that represents the Hospital
RFID sensors distribution. Here, the prevision model was able to estimate posi-
tions with a 62% precision. This value decreases to 56% when no sensors at all are
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available (limiting the possible object location). An higher accuracy is obtained
when intelligent agents, that have adequate knowledge about one another, are
used to retrieve predicted locations based on reality.
6 Conclusions and Future Work
The simulator is now capable of predicting behaviours in an ambient more re-
alistic than before [17]. The object trajectory has been improved to meet the
requirements of a healthcare environment. It can move through different areas,
visit rooms and follow predefined directions chosen by the programmer. It is
possible to define any desirable path within the hospital’s 6th floor and initiate
the prediction system based on that behavior. The prediction system works for
any initial and final points the user may want to apply, by simply changing the
directions associated with corridors. Also, it is now possible to simultaneously
visualize the predicted and simulated path in real time.
The trajectory algorithm has a new feature that, when selected, prevents the
object from going more than once through the same point which resolves the
problem related with statistical computation.
One of the major achieved improvements was the insertion of multiple entities
in the simulation environment at the same time. The proposed simulator is
capable of showing many moving objects simultaneously, which constitutes the
fulfilment of a hospital requirement. Indeed, it is anticipated that this system
will be incorporated as a decision-making support tool in hospitals in the future.
Introducing the walls, rooms, corridors and doors coordinates into the simula-
tor was one of the most time consuming parts of this work. In order to streamline
the simulator we propose as future work an application focused on an automatic
reading of images (regarding areas the user may intend to simulate) and a sub-
sequent automatic input of these entities coordinates into Java language.
The predicted path should be calculated in real time, accordingly to the object
trajectory and the positions captured by sensors. Indeed, it would be more effi-
cient and logic to add points to the predicted path as the object passes through
sensors, instead of eliminating those that do not belong.
As future work, we advised the hospital to adopt a strategy of energy saving
based on the prevision model. We anticipate that it is possible adapt the system
easily, in order to retrieve the sensors that can be unactivated and the period
that should be asleep until they are needed again.
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Abstract. Application of patterns to address Non-Functional Require-
ments (NFRs) is a field that has not been widely explored, and that is
still uncovered in the scope of Ubiquitous Computing. The unique fea-
tures of this paradigm, such as context-awareness or technological unob-
trusiveness, present a challenge to appropriately treat the specific NFRs
related to this field. In this paper, recurring situations in ubiquitous sys-
tems have been identified and captured as patterns, which can be used
to satisfy NFRs in different domains.
Keywords: requirements engineering, patterns, ubiquitous computing,
ambient intelligence.
1 Introduction
Ubiquitous Computing features are tightly related to the satisfaction of certain
Non-Functional Requirements (NFRs) [2]. For instance, this paradigm claims
that technology should remain invisible, providing unobtrusive access to the
user, or that systems should be able to adapt themselves based on contextual
changes.
Moreover, there are recurring situations that happen in most ubiquitous sys-
tems where there is a direct impact to the satisfaction of NFRs. That is the case,
for example, of providing input/output mechanisms that are aware of contextual
circumstances. Usability of the system is partially determined by the assessment
of the I/O mechanisms.
Failure to systematically treat NFRs may result on a loss of the overall quality
of the system. To overcome this problem, we proposed a method for Require-
ments Engineering (REUBI) [12] that aims to systematically deal with NFRs.
However, the provided support is broad and it does not capture recurring situ-
ations and their treatment to maintain the system quality.
In this regard, a set of requirements patterns [13] have been identified. This
allows to provide reusable, well-known solutions to common problems, enhancing
the satisfaction of the NFRs that are related to the patterns.
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The rest of this paper is structured as follows. Section 2 presents a set of
requirements patterns for ubiquitous systems, organized in five categories: de-
composition, resolution, operationalization, selection and ethics. The impact of
the application on the NFRs is studied in Section 3. Finally, the main conclusions
and future work are outlined in Section 4.
2 Requirements Engineering Patterns for Ubiquitous
Systems
Requirements analysts have to face similar situations during the requirements
stage across different projects for Ubiquitous Environments, no matter what
their scope is. Being able to reuse previous knowledge about other projects may
be helpful in order to provide a more systematic treatment of the requirements,
and consequently, reducing the time taken to perform this activity.
Patterns are good means to achieve this goal. They capture recurring situa-
tions in a well documented form, so that they can be applied regardless the intent
of the final system and communicated between different analysts. In this paper
is presented a set of patterns for ubiquitous systems that have been identified
from the analysis of existing systems, the authors’ experience in the develop-
ment of these systems, and the adaptation of existing design patterns to the
requirements engineering stage [4]. They have been organized into five cate-
gories: decomposition, resolution, operationalization, selection and ethics. This
organization responds to the application of these patterns in the corresponding
stages of REUBI. To the best of our knowledge, no previous work has been car-
ried out in the Ubiquitous Computing field regarding NFRs. Table 1 summarizes
the intent of each pattern. They are described in the following sections.
2.1 Decomposition Patterns
This set of patterns focus on the decomposition of top level goals (i.e., objectives
that need to be addressed) into more concrete, finer-grained ones which can
be operationalized (i.e., looking for architectural/design decisions to contribute
to the satisfaction of the goals). Existing approaches suggest to apply type or
topic based decompositions to divide a goal. Also, decomposition catalogs can
be employed to reuse recurrent decompositions.
The patterns presented in this section focus on characteristics that are essen-
tial in ubiquitous systems. In particular, the Ubiquity definition pattern proposes
the incorporation of an objective, titled Ubiquity. In order to be able to define
what ubiquity means in the context of the system under analysis, this objective
should be further decomposed into more concrete sub-objectives; for instance,
taking into account the main features of the paradigm, it could be decomposed
into Enhance invisibility of technology, Create smart spaces, or Mask uneven
conditioning [14]. Precisely defining the concept of ubiquity in the scope of the
project helps to make decisions in order to facilitate the design of the required
system.
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To be able to clearly specify the notion of
ubiquity in the system under analysis, so that




To be able to break down objectives into
finer-grained ones taking into account the
structure of the context situations that they




To establish an obstacle resolution strategy
taking into account the likelihood of occur-
rence of the obstacles.
Severity-driven
resolution
To be able to modify the obstacle resolution
strategy if the severity of an obstacle changes




To determine the input/output methods that
should be used taking into account context,




To be able to perform security-sensitive ac-
tions in a secure way without interfering the




To avoid a single point of failure that can
cause the failure to fulfill a Non-Functional
Requirement.
Selection Variable priority
To specify the prioritization changes in an ob-




To set up the amount of user’s personal data
that is exchanged depending on the trustwor-
thiness of the context situation.
Human factor
To be able to analyze which parts of the sys-
tem are performed in a better way by a hu-
man agent instead of pointlessly introducing
technology to perform them.
As mentioned above, objectives need to be decomposed. The Context-narrow-
ing pattern proposes to break down objectives taking into account the structure
of the context. The realization of a goal may differ depending on contextual
variables; therefore, splitting it into different sub-goals which apply under certain
context situations helps to address their realization in a more suitable way [9].
2.2 Resolution Patterns
Effective obstacle (undesirable situations that can hinder the satisfaction of an
objective) overcoming has two facets: prevention and resolution. This set of
patterns aims to provide strategies to be followed to identify and solve problems
caused by the appearance of inconvenient situations that may hinder system
goals.
Likelihood of obstacle occurrence is an important factor in order to determine
the protocol to follow, both to prevent and correct possible misbehaviors. The
Obstacle-objective chain pattern proposes to sort the obstacles according to their
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likelihood, and find objectives to mitigate them accordingly. Probabilities can
be difficult to estimate; however, a rough estimation based on the frequency of
occurrence of inconvenient situations may be sufficient [1].
Another important factor is the severity of the obstacle, if it happens. Moreover,
severity may change under certain contextual circumstances. The Severity-driven
resolution pattern extends the previous one taking into account the severity of the
obstacle to define alternative resolution protocols when the severity changes de-
pending on context. It is important to note that likelihood of occurrence may also
change upon contextual constraints, since severe obstacles have lower probability
to occur.
2.3 Operationalization Patterns
Searching the solution space to find the most suitable technology or method
in Ubiquitous Computing is a hard task given the heterogeneity of available
solutions and the different quality properties that they present. Moreover, there
is no silver bullet ; none of the existing solutions can give the best results in every
situation. Thus, adaptation can be a good choice to overcome this problem.
That is the case of the Context-sensitive I/O pattern. It states that different
input/output mechanisms need to be applied under different contextual circum-
stances in order to avoid disruptions in the user’s activities [4]. The interaction
mechanisms should make use of natural interfaces in order to be unobtrusive and
easy to use. Therefore, the system needs to adapt to provide the most suitable
interaction mechanism to be applied depending on the context situation.
Similarly, there are some activities that deal with security-sensitive data from
the users. Software systems need to authenticate users in order to give access to
this information of operations. The Unobtrusive identification pattern proposes
to apply different mechanisms in order to authenticate users in an unobtru-
sive way [6]. To do that, actions need to be sorted according to their security
level. Then, for each of them, analysts should find security mechanisms that are
least invasive for the users, but at the same time, guarantee secured access to
resources.
In other occasions, a usual problem that may happen is the failure of one of
the operationalizations that are responsible for the satisfaction of an objective.
This is the case of, for instance, sensors or actuators. There are many possible
scenarios where their functioning is not as expected, e.g., due to a power out-
age or a hardware failure. The Redundant operationalization pattern proposes
the introduction of a combination of operationalizations [12]. Redundancy is a
well-known technique in distributed systems in order to increase the robustness
of the system in case of failure of one of its parts. It leads to avoid a single point
of failure. Grouping and combining different alternatives to satisfy a goal also
triggers the appearance of new properties that the operationalizations do not
have standalone, both positive and negative. Also, the interactions among op-
erationalizations should be studied in order to determine if they can be applied
simultaneously.
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2.4 Selection Patterns
Selection among different alternatives in the REUBI method is done following
a quality-driven approach; i.e., the satisfaction of NFRs usually determine the
election or not of a certain operationalization. When a tradeoff happens, i.e. a
conflicting situation between two NFRs, priority of the NFRs is used to break
the tie [10].
However, since priority may vary under different situations, this entails that
different selections can be done. The Variable priority pattern aims to capture
this situation. For each priority level that can be assigned to a requirement
given a certain context, the analyst needs to find possible operationalizations
that address this change. Note that different operationalizations can be possible
for different prioritization levels (critical, important or normal), but there can
be cases with the same operationalizations.
2.5 Ethics Patterns
Ubiquitous Computing is user-centric in nature. This means that the whole
Requirements Engineering process has to be focused on fulfilling the user’s needs,
applying those techniques that are more suitable to unveil what the requirements
for the system are. Moreover, it also entails that those NFRs which are closely
related to the user, such as privacy and safety, have to be carefully treated.
Thus, to enhance the privacy of the user, the Pseudonymity pattern proposes
the creation of a hierarchical structure with different amounts of information.
The hierarchy contains all user’s private data [5]. The top node of the hierarchy
provides all the user’s information, whereas the bottom node provides no infor-
mation about him/her. Between both extremes, different amounts of information
can be shared. When user’s information is requested, a node of this hierarchy is
selected taking into account the trustworthiness of the situation. Thus, the user
decides to share certain pieces of data depending on context variables, expressing
this decision as configurable user preferences that are checked when information
needs to be exchanged.
Finally, current developments mainly focus on the technological aspects. Few
or no works study the possibility of not introducing technology to perform certain
tasks, and rather, leave a human agent perform it as usual. User’s well-being can
be achieved with the introduction of assistive technologies, but also by leaving
them to do things on their own.
The Human factor pattern proposes a simple, yet important idea: the incor-
poration of an extra “operationalization”, the human action. This operational-
ization has to be related to those goals that can be performed by a person, as
well as to the softgoals, in order to study the benefits of the realization of the
objectives by the technology versus the realization by a human.
There can be both positive and negative contributions to the satisfaction of
the NFRs, but the evaluation procedure described by the REUBI method should
be able to tell which options are ultimately the best ones to satisfy them. This
evaluation procedure enables to obtain a set of operationalizations that has a
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better fulfillment of the requirements. Moreover, since objective prioritization
may change, a hybrid approach could be the most suitable option: depending on
the context, some activities would be performed by the user, and some others
by the software.
3 NFRs Impacted by the Application of Patterns
The main criteria followed to the discovery of the proposed patterns is the im-
provement of the satisfaction of the NFRs. In fact, their application enhances
the satisfaction of some of them, besides providing a more systematic way to
perform requirements engineering.

















































































































































Unobtrusiveness     
User acceptance      
Usability    
Security    
Accuracy    
Ease of development  
Ease of maintenance  
Development time and cost        
Performance  
Robustness   
Privacy   
Safety  
Adaptability     
User’s autonomy  
Interface compatibility    
Reliability   
Recovery  
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Table 2 summarizes the interactions that arise between NFRs and each of
the proposed patterns. These interactions can be both positive and negative,
depending on the actual project under analysis. Consider, for instance, Devel-
opment time and cost. The application of some of these patterns may involve
the need to develop extra components, as well as adaptation mechanisms; e.g.
to determine which input/output method should be used in a certain context
situation, as proposed in the Context-sensitive I/O. These effects can be mit-
igated by the application of additional development techniques, like the reuse
of components or services in a Service-Oriented Architecture (SOA) [3] or the
application of Model-driven Development (MDD) techniques [11].
Some other requirements are easily improved. That is the case of those NFRs
related to the development process. The application of patterns constitute a
source of reusable assets that can be applied across different projects with the
introduction of some small modifications to better fit the project needs. The
adaptability of the software can be also improved, since adaptations are the
main focus of some of the patterns.
Last, but not least, the satisfaction of some other NFRs can be enhanced,
but it depends on the final instantiation of the patterns by the analysts. Special
emphasis should be made in those requirements related to the user experience.
Unobtrusiveness, usability, accuracy or security, among others, are key require-
ments that can lead to the acceptance of the system if they are treated in an
appropriate way.
4 Conclusions and Future Work
The patterns presented in this paper stem from the analysis of ubiquitous sys-
tems and are the core of a more extensive set of patterns that are being identi-
fied. Many examples of their application can be found on the bibliography, where
they have proven to be useful. Nevertheless, it is still necessary to perform an
exhaustive evaluation of the suitability and usefulness of these patterns in the
requirements engineering phase.
Patterns have several advantages: they speed up the development, increase
reusability of software assets, provide general solutions that can be applied in
several fields, and provide a common terminology to refer to recurring prob-
lems, improving communication among analysts and designers. However, they
should be carefully applied, since a misuse of pattern application may lead to
an unnecessary increase of software complexity [7].
Requirements patterns may be useful both to satisfy certain NFRs, specially
some that need to be carefully addressed in ubiquitous systems, and to derive a
design that actually meets the requirements. This paper has briefly presented an
approach to proceed to design realization after requirements patterns have been
applied, but a thorough study needs to be performed in this regard to finally
obtain a high quality design.
In the future, we are planning on studying the implications of these patterns
in the software design phase. The aim is to take into account the patterns in a
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model-driven engineering approach [11] [8] to semi-automatically derive design
and implementation models for ubiquitous systems.
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Abstract. In outdoor localization, global positioning systems (GPS) has been
widely used. Indoor applications require a precise estimation that GPS can not
achieve. Several technologies have been tried out as WI-FI, RFID, Bluetooth,
Zigbee and others. This paper describes an experiment conducted in a medium-
sized room in which six zones have been identified and two Bluetooth transmitters
were installed. The aim is to enable continuous monitoring of areas where a
person moves. For this purpose, we have used the technique of RSSI fingerprinting
and tested three different algorithms. The best results were obtained with an
algorithm based on SVM, which yielded success rates of 88.54%. Based on this
algorithm, we intend to develop a cheap and easily configurable indoor localization
system.
1 Introduction
Global Positioning System (GPS) is a well known outdoor localization and navigation
system; however this technology does not work in indoor environments [1]. There
have been numerous attempts at indoor localization tracking [2] but none of them
have been widely adopted, primarily due to the cost of deploying and maintaining
building-wide location technology [3]. Real-world location-aware applications are
continuously expanding: location of products stored in a warehouse, people location
in buildings, way-finding systems, etc. Different technologies have been tested in
numerous systems, such as infra-red beacons in the Active Badge Localization System
[4], ultrasound time of arrival in Cricket [5] or Radio Frequency Identification in
LANDMARC [1].
At this moment, most of the researchers are currently focussed on two wireless
technologies: Wi-fi and Bluetooth. Wi-fi has high power demands, is more difficult to
set-up and maintain and is also less common in mobile phones. Instead, Bluetooth was
designed for low power devices and the vast majority of the mobile phones supports it.
For these reasons our research is based on Bluetooth technology [3, 6].
When using Bluetooth, RSS is a widely employed parameter, either with trilateration
or with fingerprinting. Trilateration is a trigonometric approach for tracking mobile
objects considering the concept of triangles. It requires a theoretical propagation model
that relates RSS values with distances. Fingerprinting is the most accurate and popular
method and is based on matching some characteristic of the signal that is location
dependent [7, 8].
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We intend to design and implement a system for locating and tracking people at
home. Many people living alone may have issues in their daily routines, both due to
physical limitations inherent to age or caused by some disease. These people can benefit
from some kind of non-intrusive supervision, so the use of cameras or regular visits by
social workers is not considered as a first option. A computational system that makes
a regular tracking of the subject will be useful in these cases. The daily routine can
be monitored and any anomaly can be detected. The point is to select which locations
would be considered of interest and the system will report in which zones the subject
has been stayed and for how long. The system must be cost-effective, easy to manipulate
and install by non skilled people.
This paper presents the results of the first stage of this project, specifically a
comparison of different algorithms to process RSS information obtained from Bluetooth
in order to obtain information about location of a mobile object. The paper is organized
as follows: Section 2 contains some information about Bluetooth and its use for indoor
location. Section 3 describes the experimental set-up, the protocol followed for data
collection and the algorithms we tested. Section 4 includes the experimental results and
some discussion about them. Finally, in section 5 some conclusions are given and future
improvements are proposed.
2 Related Work
As previously said, different techniques and technologies have been used for indoor
location [9, 2]. The reasons for choosing Bluetooth are that is it easy, cheap and it
can be embedded in very small devices. Bluetooth was the technology used in many
projects [10–13] based on a wide range of algorithms: proximity-based, trilateration,
ad-hoc approaches, received signal strength indicator, fingerprinting and combinations
of them and even fusion with others technologies [14, 15].
Proximity-based methods are simple to implement and relatively reliable [16]: if
a user is contacted by a beacon, then the user is located in an area defined by the
Bluetooth range of transmission. In trilateration, distance from the mobile node to three
fixed nodes whose positions are already known is estimated using a radio propagation
model; accuracy depends on signal and environmental conditions [7]. The idea is to use
RSS values as a measurement of signal attenuation. Although there is no deterministic
relationship between distance and RSS values, there is a qualitative trend [17, 3], where
the relation can vary due to many factors [18].
Fingerprinting-based methods consist of two stages: set-up stage and online stage.
During the set-up stage, a mapping is created using RSS values obtained in distinct
positions of the room. In the online stage, object position is estimated based on the
database obtained in the first stage [19]. RSS can be affected by diffraction, reflection,
and scattering in the propagation [2]. There are several fingerprinting location algorithms
based on pattern recognition techniques: probabilistic methods, kNN [20], neural
networks, support vector machine (SVM) and others [2]. This paper describes an
experiment using Bluetooth and fingerprinting for indoor location. Different techniques
related with pattern recognition are evaluated to determinate which one gives more
accuracy.
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3 Methodology
3.1 Experimental Set-Up
Our experimental testbed was an area assembled as a typical living room. It is a 3.53 x
8.09 m rectangular area of 28.55 m2. Six zones are marked, each one receiving a letter
from A to F. Two Bluetooth devices BT1 and BT2 are placed in the middle of the room:
they are equidistant from the borders of the room, and at 70 cm from the floor. This
set-up is shown in Figure 1. Both Bluetooth devices are Conceptronic Bluetooth 2.1
USB Nano Adapter with a range of 200 m, class 2 with output power less than 100 mW .
Each Adapter is connected to a PC, one running Linux and the other Windows XP. The
mobile host is carried by the experimenter, it is a Netbook running Linux with the latest
BlueZ protocol stack, and equipped with an USB adapter of the same characteristics of
the other two BT devices.
In our experiments, the mobile host is running bluetooth inquiries without connection
while standing at different positions, both inside zones A to F and in other positions
outside this six zones. RSSI values obtained in the mobile host from BT1 and BT2 are
stored. Records contain the MAC of the inquired BT device in range and the associated
RSSI value. Inquiries without connection work as a inquiry with connection but they also
return the RSSI value at the time of the inquiry. This mode has two important advantages
over the connected inquire mode: (1) it does not require an active connection, and (2)
RSSI values are free from side-effects caused by power control thus being more reliable
and informative [21]. Implementation was done with the PyBluez libraries, that provide
access to system’s Bluetooth resources and a fine control of the local Bluetooth adapter
[22].
RSSI values thus obtained are quite variable even when the mobile host is stationary.
Figure 2a shows the probability density estimation of BT1 RSSI values measured in
zones A to F. These figures shows that even it is possible to detect some peaks
corresponding to RSSI values more repeated, there is too much variability to easily
assign RSSI values to distances or positions, as it is also concluded in [12, 18]. In order
to overcome this issue and achieve higher accuracy, three pattern recognition algorithms
were tested.
Fig. 1. Experimental testbed
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(a) Probability density of BT1 RSSI values
































(b) Quantiles lines for BT1 and BT2
Fig. 2. RSSI values
3.2 Algorithms
Three algorithms were compared: the first one, called Cumulative Distribution Function
(CDF) uses RSSI values directly. In the other two a wide set of parameters that
characterize the RSSI response were calculated as input to a Support Vector Machine
(SVM) classifier and a Linear Discriminant Analyzer (LDA).
CDF Comparison. CDF uses quantiles: points taken at regular intervals from the
cumulative distribution function of RSSI values. For each of the six reference zones
(A-F), 10-quantiles (also called deciles) were calculated from a random sample of RSSI
values for each Bluetooth adapter (BT1, BT2). Each zone is then characterized by two
vectors BT X1 and BT
X
2 , where X identifies the reference zone. The distribution of these
deciles can be seen in Figure 2b. To determinate if a user position corresponds to a
reference zone, two vectors BT1 and BT2 were calculate using randomly selected RSSI
from (BT1, BT2). These vectors characterize the position of the user.
The algorithm consists of two steps. First, we calculate for each reference zone X
















represents the distance between the user and zone X . The lower the distance,
the closer to a zone X is the user. If both components of the distance vector are minimal
for the same zone, this is recognized as a reference zone. That is, zone X will be
identified if
X = arg min
x∈{A,...,F}
(dx1) = arg min
x∈{A,...,F}
(dx2)
If this condition is not fulfilled, a second step is required. First, the nearest BT adapter
to the user’s position is identified using the medians of vectors BT1 and BT2 (the higher
the median, the closer the adapter). Then, a polling procedure is used, where votes from
the nearer BT adapter are given greater scores. If BT1 is closer then the closest zone
indicated by dX1 receive a greater score than the closest zone indicated by d
X
2 . With this
procedure, values from both adapters are taken into account, and more powerful signals
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are given more weight in the decision. This scheme offers the advantage of being easily
extensible if using more than two BT adapters.
Advanced Classifiers: SVMs and LDA. With the aim of increasing the complexity of
the decision process, the next step was to implement more complex classifiers capable
of extracting information from the data in an unsupervised way. In order to select
which parameters were going to be used by the classification systems, we calculated a
wide set of statistical parameters, including variance, skewness, kurtosis, quartile range,
etc. Statistical significance of these parameters was estimated using an Random Forest
algorithm [23] and the set was reduced to three parameters: mean, variance and upper
quartile. Vectors composed by statistical parameters obtained from RSSI values of both
BT adapters were used. As said, we tried two families of classifiers:
– Support Vector Machines (SVM) [24] are a group of supervised learning algorithms
which depend on data only through dot-products. In this case, dot-products can
be replaced by kernel functions in feature spaces with higher dimensionalities.
This methods offer the advantage of being able to generate non-linear decision
boundaries using methods designed for linear classifiers [25].
– Linear Discriminant Analysis (LDA) [26] is a statistical technique which tries to
classify objects into mutually exclusive and exhaustive groups based on a set of
measurable object’s features. This is achieved by finding a linear combination of
features characteristic from a group of classes.
4 Experimental Results
The total number of readings is 1225. The number of readings per zone is: Zone A
237, Zone B 211, Zone C 193, Zone C 181, Zone D 203 and Zone F 200. This set was
divided into four subsets for performing a 4-fold validation, taking 3/4 of the dataset for
training and the other 1/4 for testing, and repeating this process four times. For CDF,
30 RSSI values per zone were extracted from the training set in order to calculate BT X1
and BT X2 vectors. For SVM and LDA, training set was used to calculate the statistical
parameters which build the features vectors. We used 7 features vectors of 15 RSSI
values selected randomly. As there are two adapters BT1 and BT2, the parameters are
joined to characterize the zones.
For testing, 15 RSSI values were randomly selected. For CDF, these values were
used to obtain BT1 and BT2, while for SVMs and LDA they were used to obtain the
statistical parameters.
First, a test without out-of zone data was performed. Three vectors from each zone
were selected, and since there are six zones in a 4-fold validation process, a total of 72
test vectors were used.
Table 1 shows that the three algorithms are capable to discriminate the six zones
chosen as reference zones. The best accuracy was achieved using LDA
(91.66%). CDF and SVM also achieved good rates: 90.27% and 88.88% respectively. In
the SVMs approach, using generic functions to tune hyper-parameters of SVM helped
to determine the best hyper-parameters. The best results were obtained using a radial
kernel with parameters gamma=0.5 and cost=4.
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CDF 65 7 90.27%
SVMs 64 8 88.88%
LDA 66 6 91.66%
When including out-of-zone data in the experiment, thresholds are required for all
algorithms. Setting values for thresholds is the result of a trade-off between sensitivity
and specificity. We decided to estimate global thresholds (shared by zones A-F) by
averaging the outcomes obtained in the first experiment, without out-of-zone data.
The 4-fold validation process is repeated, with two vectors per zone, giving 48 test
vectors. Another 48 out-of-zone vectors are added to the experimental set-up, giving a
total of 96 test cases.
Table 2. Results with out-of-zone positions
Algorithm
Correctly Correctly Incorrectly Incorrectly
Accuracy
identified discarded identified discarded
CDF 40 44 8 4 87.5%
SVMs 41 44 6 5 88.54%
LDA 43 8 41 4 53.12%
As can be seen in table 2, this procedure achieves good accuracy in CDF and SVM
but not in LDA. The CDF approach yielded 87.5% of correct classification, while
SVMs achieved 88.54%. LDA gave the lowest rate of success: only 53.12% of correct
classification. The percentage fall in the LDA is due to its inability to distinguish among
reference zones and nearby positions. Symmetric positions (those which are at similar
distances from BT1 and BT2) and out-of-zone positions very close to a zone are the
most problematic cases. On the other hand SVM and CDF show more generalization
capability, which results in a better performance when dealing with out-of-zone
positions.
5 Conclusions and Future Work
This paper describes the results of an experiment conducted to determine if it is
possible to track the movements of a person within a room, using only information from
Bluetooth transmitters and receivers. We tested three different algorithms and we found
that the best is the one based on SVM which achieves a 88.54% of correct classification
rate, which was rendered as enough for our purposes.
Our future work will focus on two aspects. The first one is to look for more
suitable devices for a real system deployment, that is, small and autonomous Bluetooth
transmitters and mobile phones as receivers. The second is to develop a high level
layer to process location information with the goal of obtaining higher level semantic
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information such as usual trajectories or areas where the person stay longer, etc. This
layer will allow us to build a behaviour-aware system capable of raising abnormality
alarms when variations on the daily routine are detected.
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14. Aparicio, S., Pérez, J., Bernardos, A., Casar, J.: A fusion method based on bluetooth and wlan
technologies for indoor location. In: IEEE Int. Conf. on Multisensor Fusion and Integration
for Intelligent Systems, MFI 2008, pp. 487–491 (2008)
15. Wang, R., Zhao, F., Luo, H., Lu, B., Lu, T.: Fusion of wi-fi and bluetooth for indoor
localization. In: 1st Int. Workshop on Mobile Location-Based Service, MLBS 2011, pp.
63–66 (2011)
32 M. Rodrı́guez-Damián, X.A.V. Sobrino, and L. Rodrı́guez-Liñares
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Abstract. In our daily living, the environment surrounding us influ-
ences us as much or more than we influence it. Whether it is a domestic,
leisure or working environment, its conditions will certainly have short
and long-term effects on aspects such as stress, mood or fatigue, which
will in turn influence indicators such as productivity, quality of work,
quality of life, personal/group performance or even health. In this pa-
per a dynamic environment is proposed that, based on the behavioural
analysis of its users, will adapt its conditions to improve particular indi-
cators. This will result in better working environments, with an impact
on the quality of the work produced.
Keywords: Intelligent Environments, Stress, Fatigue, Mood Induction
Procedures.
1 Introduction
The interest in designing harmonious environments for people to live and work
in is not new. Some of the earliest evidences of practices aimed at improving
physical environments date back to the Neolithic period, which later resulted in
popular trends such as Feng Shui. Superstitions aside, Feng Shui can be seen as
the process of designing and building spaces that obey to specific rules. When
concluded, such spaces are expected to provide specific benefits to their users,
particularly in what concerns health and well-being. Recently, several studies
have acknowledged the advantages of such practices [1,2].
This paper builds on a similar yet modern view on the shaping of environ-
ments. While Feng Shui and related approaches deal with the design and building
of new spaces that will remain static afterwards, this paper focus on dynamic
and adaptive environments that respond to the user’s (implicit or explicit) state.
The aim is the development of workplaces that are aware of their user’s state
(defined mostly by his stress and fatigue) and continuously adapt the conditions
in order to improve the environment. The actions of the environment will have
as main objective to affect the mood of the users in order to improve their
state. This will result in more harmonious working environments, with effects
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on interpersonal relationships, productivity, quality of work and health. The
accomplishment of such technological evolution may lead to a significant socio-
economical impact and open the door to a wide range of application domains,
including in leisure, learning or domestic environments.
2 Inducing Moods to Alleviate Stress and Fatigue
Stress is a widely studied phenomenon. Despite this, it continues to be a complex
topic, mainly due to its subjective and multi-modal nature [7]. Particularly, this
paper focuses on stress in the workplace and its socio-economic impact.
The loss of productivity due to stress can be estimated. [9] puts it between
$200 and $400 monthly, in workers with depression (often caused by stress or fa-
tigue). Other studies point out to a direct, linear and negative stress-productivity
relationship: the greater the stress, the less productive the workforce [8]. Work-
place stress has also personal damaging effects. A relationship between burnout
and a broad range of negative health symptoms including physical and emo-
tional exhaustion, has been found in several studies. It results in a lack of energy
and enthusiasm, feelings of depression, frustration, hopelessness, and a sense of
entrapment [10].
Fatigue is also one of the most significant factors influencing performance and
mood, being one of the main reasons for Human error as well. The continuous
disregard of the effects of fatigue, seen frequently as normal consequences of our
busy lifestyle, may end up affecting our health or even our life [3].
Fatigue can be defined as the inability to maintain an expected level of perfor-
mance in executing a given task, comprising symptoms such as loss of attention,
slow reaction or low performance. It also makes the individual moody, less tol-
erant and more prone to conflict.
Similarly to stress, fatigue is a non-specific symptom. It can be detected from
multiple sources including the profile of the user (e.g. age, gender, professional
occupation, consumption of alcohol and drugs), performance and precision in-
dicators (e.g. mouse click/movement precision, work throughput) or attention
span (e.g. time spent on actual task being performed versus time spent in other
non-related tasks).
Inducing specific moods in human beings has been a topic of research of
psychology. However, the relationship between cognition and emotions has not
been studied in detail until recently. The interest in this relationship lies in
the hypothesis of influencing mental processes that, in turn, affect mood. Such
mental processes include, but are not limited to, attention, memory or decision-
making.
Many different ways to induce mood exist [11], with varying effects on the type
of mood induced, its positiveness or negativeness, its duration or its intensity.
Some of the most frequent ones include the use of uplifting music, upsetting or
relaxing images, critical feedback or storytelling.
The effects of these techniques can act on several spheres of the individual.
Experiments have been conducted to induce mood on users in order to increase
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their creativity and originality [12]. Activating moods (e.g., angry, fearful, happy,
elated) leads to more creative fluency and originality than do deactivating moods
(e.g., sad, depressed, relaxed, serene). In [13], the satisfaction of elderly in Virtual
Environments was improved by inducing joy and relaxation through the use of
exercises for generating positive-autobiographic memories, mindfulness and slow
breathing rhythms.
3 Acquiring Contextual Features from Behavioural
Analysis
The study of stress or fatigue, including their causes and symptoms, has been
a topic of disciplines such as Medicine or Psychology. Traditionally, data about
users is acquired either through self-reporting mechanisms (generally question-
naires) or through the use of physiological sensors.
The former has known disadvantages, namely: (1) people often lie or exagger-
ate responses; (2) questionnaires are static (responses of a past questionnaire will
not change if the environment changes); (3) are inadequate to represent certain
types of complex information (e.g. emotions, behaviours, feelings) and (4) are
dependent on the formalization and interpretation of the questions.
The latter is a much more precise approach, having however disadvantages of
its own: (1) physiological sensors are generally invasive, with the user physically
connected to one or more devices; (2) invasive sensors may have an effect on
the results, possibly invalidating them (the sheer consciousness of the individual
being measured may influence what is being measured).
The development of an environment that can adjust, in real-time, to significant
changes in its context thus calls for non-invasive and dynamic methods of data
acquisition. Moreover, given the subjective nature of the aspects under study,
such methods should also be personalized.
Thus being, the approach devised focuses on the non-invasive analysis of the
users’ behavioural patterns. In previous work by the research team, it has been
studied how stress affects the way users interact with handheld devices and the
way they move inside the environment [5,6]. This approach, which was imple-
mented in the past and will be implemented now, comprises the collection of
data on several moments, with different configurations of the independent vari-
ables (e.g. stressors, fatigue). The data collected in the different moments is then
analysed in search for statistically significant differences that can be the result
of the independent variables. It was already demonstrated that stress does in-
fluence significantly the way we move and the way we hold and interact with a
handheld device [6].
3.1 Features under Study
A similar process is now being implemented in a larger scale, including more
devices and features. Besides the features related to handheld devices that were
already studied [6] and are out of the scope of this paper, the focus is now on
36 D. Carneiro et al.
the patterns of interaction with keyboards and mouse. The data collected from
these devices results in the following features:
– Keydown Time - time spent between the key down and key up events;
– Errors per Key Pressed - number of times the backspace key is pressed,
versus the keys pressed;
– Mouse Velocity - velocity at which the cursor travels;
– Mouse Acceleration - acceleration of the mouse at a given time;
– Time Between Clicks - time spent between each two clicks;
– Precision - a measure of the number of clicks on active controls versus the
number of clicks on passive areas;
– Total Excess of Distance - excess of distance travelled by the pointer
between each two consecutive clicks;
– Average Excess of Distance - average of the excess distance travelled
by the pointer between each two consecutive clicks;
– Double Click Speed - speed of the double click;
– Number of Double Clicks - number of double clicks in a time frame;
– Distance While Clicking - distance travelled by the mouse while drag-
ging objects;
– Signed Sum of Angles - how much the pointer "turned" left or right
during its travel;
– Absolute Sum of Angles - measures, absolutely, how much the pointer
"turned" during its travel;
– Sum of Distances Between Path and Straight Line - between each
two consecutive clicks, measures the distance between all the points of the
path travelled by the mouse and the closest point in a straight line (that
represents the shortest path) between the coordinates of the two clicks;
– Average Distance Between Path and Straight Line - same as above,
but provides an average value of the distance to the straight line.
All these features are computed from the data provided by the computers in the
environment concerning the events of the keyboard and the mouse. For the pur-
pose, each event has an associated timestamp. Figure 1 depicts the visualization
of the data collected for a particular user.
3.2 Architecture
Figure 2 depicts the architecture envisioned to tackle a problem with such con-
straints. It is composed of six interrelated layers, each one building on the lower-
level one and providing services to the upper one. Let us now describe each of
them, following a bottom to top.
A working environment, in itself, is composed of users and devices. Users
are the key part of the Ambient Intelligence paradigm [4] and are represented
computationally by a profile, which includes personal information, preferences,
needs, background, context, among other aspects. Users can interact with devices
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Fig. 1. Visualization of the data collected for each user. The leftmost image depicts
the path travelled by the mouse, the areas where the moused clicked more and small
vectors depicting velocity and acceleration. The two rightmost images depict the data
concerning the keyboard: the topmost depicting the most used keys and the lowermost
the keys where there were more typing errors.
and can sense the actions of the devices on the environment. Devices may provide
some information about the environment (in which case they become sensors) or
may act on the environment (in which case they become actuators). Their type
may be very different and their availability may change with time.
The first layer is the Data Acquisition one. This layer is responsible for receiv-
ing information describing the behavioural patterns of the users. Essentially, it
receives data from multiple sources (e.g. computer, handheld device, video cam-
era) and creates the corresponding software objects that can be easily accessed
by the superior layers. Each source of data provides the necessary values and
the timestamps in which they were measured.
The Sensor Fusion layer is responsible for synchronizing the data from the
lower layer. Synchronization is performed via timestamps. After this layer, it is
possible to know, in a given instant, what was the state of the environment and
their components.
The following layer is the Feature Extraction one. This layer takes the output
from the previous one and generates the features described in subsection 3.1,
which already provide some meaning about the environment.
Next, the Feature Selection layer takes the features and selects the most suited
ones. This process of selection is based on the availability of the sources of the
data, the quality of the data and the problem being dealt with.
After the interesting features have been selected, the Pattern Recognition layer
will compute the highest-level information available on the architecture. This
information describes how close the distribution of the data being gathered is to
each of the known data models. That is, if the distribution of the data concerning
a given user is very similar to the distribution of the data that was collected from
that same user when he was stressed or tired, that user is most likely stressed
or tired right now.
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Fig. 2. The layered architecture of the environment. Each layer builds on the lower
one and provides functionalities for the upper one.
4 Acting on the Environment
The topmost layer of this architecture encompasses decision-making and influ-
ence of the environment. The influence on the environment is achieved through
the so-called Mood Induction Procedures (MIPs). The MIPs considered can act
at two different levels: (1) at a User Level, including decisions to influence a spe-
cific user, with an isolated objective such as calming him down; (2) at a Group
Level, including decisions to influence a group of users in its whole (e.g. control
of temperature or noise). Given this, MIPs are organized as:
– User-area MIPs
• Autobiographical Recall - each user has in his personal space a
USB digital photo frame. The contents displayed are controlled by this
layer. By looking at pictures of specific objects, people or past personal
experiences of the user, memories and emotions linked to those objects,
events and people will be experienced by the user, inducing a positive
change on user’s mood;
• Color Schemes - the color scheme can be changed by this layer in
order to induce specific states on the user. As an example, dark tones of
blue and green are generally recognized to relax people;
• Musical Selection - in the case of the user being allowed to work
with headphones, the musical selection may be selected by this layer in
order to induce specific feelings on the user;
• Individual Recommendations - individual recommendations can be
issued in the form of notifications that aim to improve the mood of the
individual user (e.g. take a break, play a given game for a while).
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– Group-area MIPs
• Environmental Actuators - this group of devices controls the levels
of temperature and luminosity, which are closely related to stress and
fatigue. It does it by interacting with air conditioning devices and the
lighting system. The control of the electric window blinds can also be
used with some purposes (e.g. open them to distract people for a while
and increase creativity, close them to make people focus on their tasks);
• Environmental Sounds - the system uses the installed sound system
to induce specific moods on the group of users (e.g. agitation, calm) by
playing specific types of music or sounds;
• Level of Noise - when the level of noise is too loud the system may
choose to stop eventual environmental sounds or to show notifications to
the users;
• Video Projectors - video projectors are used to display specific col-
ors, shapes, images or videos on the unobstructed white walls of the
environment, in order to produce an effect on the global mood of the
users;
Using these actuators, the system being devised is able to induce specific moods
on the users, with the objective of maximizing some collective goal. This goal
can be to achieve a more harmonious and calm environment (traditionally this is
desirable for long-term environments) or it can be to induce agitation, creativity
or even conflict (such approaches are often desirable for brainstorming sessions,
for example).
5 Conclusions and Future Directions
In this paper the negative impact that continued stress or fatigue can have on
the workplace was briefly analysed, namely in terms of the productivity, quality
of the work, interpersonal relationships and even personal health.
An architecture that is now under implementation was proposed to analyse the
interaction patterns of the users in order to search for (personal or collective)
signs of stress or fatigue, and then act on the environment to alleviate their
effects. Interaction patterns are analysed in real-time, in a non-invasive way, and
stress or fatigue level is estimated through the similarity between the pattern
being analysed in real-time and known previously classified patterns.
Work is now being done on the topmost layer of the architecture, in order to
develop algorithms that can maximize the collective sense of satisfaction of the
users, who possibly have conflicting goals, so that the actions on the environment
can be optimal. At a user-level, these actions will focus on playing pleasant or
relaxing images and/or musics on the personal space, configuring color schemes,
among others. The information concerning personal preferences regarding these
issues is currently acquired through questionnaires. Work is now also being done
to implement profiling techniques that can acquire such information. At a group-
level, actions will focus on the improvement of the quality of the environment,
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concerning aspects such as the noise level, the temperature, the luminosity or
even colors or images being displayed in the walls. The rationale to act on the
environment will have its foundations mostly on psychology and on occupational
ergonomics.
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Abstract. Ambient Intelligence (AmI) promotes the integration of Information 
and Communication Technologies (ICT) in daily life in order to ease the execu-
tion of everyday tasks. In this sense, education becomes a field where AmI can 
improve the learning process by means of context-aware technologies. Howev-
er, it is necessary to develop new tools that can be adapted to a wide range of 
technologies and application scenarios. Here is where Agent Technology can 
demonstrate its potential. This paper presents CAFCLA, a multi-agent frame-
work that allows developing learning applications based on the pedagogical 
CSCL (Computer Supported Collaborative Learning) approach and the Am-
bient Intelligence paradigm. CAFCLA integrates different context-aware tech-
nologies, so that learning applications designed, developed and deployed upon 
it are dynamic, adaptive and easy to use by users such as students and teachers. 
Keywords: Ambient Intelligence, Mobile technologies, Computer Supported 
Collaborative Learning, Context-Aware Learning. 
1 Introduction 
In recent years there has been a technological explosion that has flooded our society 
with a wide range of different devices [1]. Moreover, the processing and storage  
capacity of these devices, their user interfaces or their communication skills are im-
proved day by day. Thanks to these advances, we are currently surrounded by tech-
nology that has changed our habits and customs [2]. All this has caused the apparition 
of new fields such as Ambient Intelligence, whose main objective is to simplify the 
use of technology to improve people’s quality of life [3].  
Education is one of the areas in which Ambient Intelligence presents a greater po-
tential as it provides new ways of interaction and communication between individuals 
and technological systems [4]. The usage of Information and Communication Tech-
nologies (ICT) has been present in educational innovations over recent years [4], 
modernizing the traditional transmission of contents through electronic presentations, 
email or more complex learning platforms such as Moodle or LAMS and fostering 
collaboration between students (Collaborative Learning) [5]. Beside the use of those 
general-purpose tools in education, other tools that make more specific use of  
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technology have appeared. This applies to those that make use of Context-awareness 
information and ubiquitous computing and communication, fundamental parts of 
Ambient Intelligence [6]. 
The inclusion of context-awareness in educational scenarios and processes refers to 
Context-aware Learning [7], a particular area of application of Context-aware Com-
puting [8]. Moreover, the ability to characterize and customize the context that  
surrounds a learning situation at a certain time and place provides flexibility in the 
educational process. This way, learning does not only occur in classrooms, but also in 
a museum, park or any other place [9], obtaining ubiquitous learning spaces. Thus, 
there is an extensive literature that addresses the problem of this kind of learning, 
highlighting those works that attempt to solve contextual information acquisition and 
providing data to users [9]. The use and integration of different technologies and the 
approach to specific learning activities characterize these solutions. However, the 
complexity of understanding and use of the technology and solutions in the aforemen-
tioned works does not allow a wide use of them. 
This paper presents CAFCLA, a framework aimed at designing, developing and dep-
loying AmI-based educational scenarios. Teachers are able to characterize the context 
where the learning activity will occur through the creation of a world model in which 
locate data collectors (e.g., sensors), identify and characterize areas of interest (e.g., 
paintings in a museum), etc. Moreover, the collaboration between students and the  
customization of the information available is also provided and can be integrated in the 
activity design. The framework is supported by a multi-agent architecture that provides 
intelligence to the learning process by helping to manage the activity, all the communica-
tions involved, the context-awareness and the collaboration between students and teach-
ers. In addition, developers and technicians benefit from the Application Programming 
Interface and the formal schemas provided by CAFCLA. 
The following section describes the background and problem description related to 
the presented approach. Then, the main characteristics of the context-aware technolo-
gies that CAFCLA integrates are described. Finally, the conclusions and future work 
are depicted. 
2 Background and Problem Description 
Providing contextual information and fostering collaboration between students benefit 
the learning process [1]. Moreover the combination of Collaborative and Context-
aware Learning naturally leads to thinking about ubiquitous learning spaces, characte-
rized by “providing intuitive ways for identifying right collaborators, right contents 
and right services in the right place at the right time based on learners surrounding 
context such as where and when the learners are (time and space), what the learning 
resources and services available for the learners, and who are the learning collabora-
tors that match the learners’ needs” [11].  
A better understanding of environment through technology allows educators to 
customize the content provided to students. Similarly, technology facilitates the inte-
raction with the environment and between students. This should be reached in a way 
as transparent and ubiquitous as possible. The technologies used for the collection of 
contextual information and for the communication between different devices are the 
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cornerstone of the different works presented here. Literature about Context-aware 
Learning proposals has been deeply reviewed in this work. Some of the most repre-
sentative works are classified in this paper, following technological criteria related to 
communications and data collection. 
A first approach to provide contextual information is “tagging the context”. Even 
though RFID (Radio Frequency IDentification) is the most spread technology [14], 
there are other technologies such as NFC (Near Field Communication) or QR Codes 
(Quick Response Codes) [12] which are growing fast. As can be seen in the usage of 
Active RFID, both location and context-awareness are closely related: knowing pre-
cisely location of objects and people allows determining what is surrounding them 
and, consequently, characterizing the context in which they are involved. GPS (Glob-
al Positioning System) is the most used technology to provide location in Context-
aware Learning [13]. This location system provides a high accuracy level and is  
currently implemented in a wide range of smart phones and mobile devices. In those 
cases, the mobile device provides a position to the system. However, most of those 
works do not implement a specific case of use, but propose a general purpose model 
in which GPS technology is included to facilitate the provision of contextual data.  
Furthermore, GPS technology does not work indoors because of the direct vision 
necessary between satellites and devices. However, indoor environments are very 
common in learning: museums, laboratories or the school are places where activities 
that require mobility can be developed. Trying to cover this lack, different location 
systems based on Active RFID [14] or Wi-Fi [10] are used. Both cases the perfor-
mance of systems is similar: student’s position is determined by the access point 
which is providing coverage in each moment. This type of approach has significant 
limitations when developing context-aware learning activities: the location accuracy 
is too poor. This situation presents an important problem when areas where context 
information is different are close (e.g., two paintings in a museum).  
The review of the literature evidences some lacks in the Context-aware Learning 
systems proposed until now. Even some works try to combine different technologies 
to cover as much situations as possible [10], most of them only cover specific learning 
situations, as those where tagging context with RFID/NFC [12] is necessary or those 
where learning occurs outdoors [13]. The combination of both situations is only ad-
dressed by M2learn [10]. However, this solution does not provide a precise and effi-
cient location systems or the possibility to integrate wireless sensor networks, except 
for RFID systems. 
However, none of the solutions mentioned before takes into account Ambient Intel-
ligence guidelines. The proposed solutions focus their work on the architectural de-
scription, framework developers or end-user applications whose designers have not 
taken into account how complex will be them for educators or students. Some aspects 
such as designing intuitive and attractive interfaces or abstracting end users from the 
complexity of technology, issues on which Ambient Intelligence pays special atten-
tion, are not taken into account. Thus, if these aspects are excluded from each solu-
tion’s design process, the final result may be rejected by students and educators. For 
this reason, the design process must take into account, from the beginning, the opi-
nion of all the interested parties [5], that is, educators, designers and developers. This 
way is easier to accomplish with Ambient Intelligent issues related to user interfaces 
and usability of final applications. 
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Moreover, the works analyzed in this review do not include mechanisms for data or 
communication management. Ambient Intelligence emphasizes the transparency of 
technologies for users. In addition, technology is used to ease ordinary tasks or im-
prove activities and the quality of life [6]. In this sense, systems that combine differ-
ent technologies do not facilitate mechanisms to change between them (e.g., different 
communication protocols) attending to the needs of a situation. Similarly, data have to 
be managed in an intelligent and efficient way. Most of the literature reviewed does 
not include this issue, using only standard data repositories that only consider persis-
tency and consistency [1]. Functionalities like data redundancy to solve network   
failures help to make the system dynamic and benefit data accessibility with indepen-
dence of the place and the moment. 
Even though it is well known that collaboration benefits the learning process [1], 
collaboration between students is an issue not considered by many proposals [10]. 
Including mobile devices and wireless communication protocols in any learning de-
sign that requires mobility (as discussed in this paper) is nowadays necessary. Mobile 
devices easily connect each other so including collaboration between students is an 
easy task, increasing the variety of activities and improving the learning process. 
Furthermore, this work is developed following Ambient Intelligence guidelines, 
such as personalization of the provided context or transparency and ease of use for 
teachers and users. Moreover, the inclusion of reasoning mechanisms facilitate the 
personalization of data provision or the communication management of these kinds of 
complex systems [2]. 
3 CAFCLA Context-Aware Technologies Integration 
CAFCLA is a framework aimed at designing, developing and deploying AmI-based 
educational scenarios, focusing on collaborative and context-aware activities. The 
framework integrates a set of wireless context-aware technologies and communication 
protocols (e.g., GPS, ZigBee, Wi-Fi, or GPRS/UMTS). Those technologies allow 
establishing collaborative activities based on Ambient Intelligence among students 
and teachers. In this sense, communication models vary dynamically depending on 
the activity; for example, following a client-server model to perform a data query or 
forming an ad-hoc network to gather contextual information. Thus, the contextual 
information is always available and may be modified every time. Contextual informa-
tion is useful in the educational process, facilitating the acquisition of new knowledge 
and training. The use of contextual information allows a better understanding of the 
environment surrounding the learning and student in a given time. With this know-
ledge, the information received by the students can be dynamically optimized, custo-
mized and adapted to their needs and requirements. In order to provide contextual 
information for a wide range of learning scenarios, CAFCLA integrates three differ-
ent context-aware technologies. More specifically, CAFCLA integrates indoor and 
outdoor location capabilities and a platform to deploy wireless sensor networks. 
As shown in Figure 1, the main purpose of integrating these technologies is to cov-
er the widest range of possible learning situations. Thus, the contextualization of any 
object or place will be facilitated by an outside location and / or a representative in-
door plan of the place or places where the learning activity is taking place. Thus, the  
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Fig. 1. CAFCLA working schema 
system knows when and what information should be provided to students based on 
knowledge of their positions. Moreover, some contextualization can involve physical 
measurements, so CAFCLA offers the deployment of wireless sensor networks. 
The functionalities of each of the context sensitive technologies integrated into the 
framework are described in the next sections. 
3.1 Wireless Sensor Networks 
The integration of a platform to deploy sensor networks in the framework is useful to 
cover situations in which the contextualization of an environment requires the collec-
tion of physical quantities. CAFCLA integrates the n-Core platform [15], which al-
lows the integration of multiple sensors (e.g., temperature, humidity or pressure). The 
sensors form a mesh network through which data are sent to the access point that 
sends information to the CAFCLA data server. There, information is stored and 
processed. Moreover, the sensors can be connected with other ZigBee devices (e.g., a 
laptop or Tablet PC) and share the data they collect through an ad-hoc connection 
established in that moment for that purpose. In this case, educators must decide the 
location of each sensor, the data type and how often data have to be collected and sent 
to CAFCLA data server. So CAFCLA records where each sensor is placed and im-
plements the protocol to communicate with other sensors, users or data server. Stu-
dents will be able to receive data from sensors as they approach them by forming an 
ad-hoc network. Furthermore, the system is aware of which student has approached, 
so that the information provided can be customized or filtered. 
3.2 Outdoor Real Time Locating System 
The outdoor location system, specifically the GPS positioning system, is fully inte-
grated into a wide range of mobile devices. For this reason, it is easy to integrate this 
technology into learning activities. This functionality requires a GPS device and maps 
platform like Google Maps or OpenStreetMap. CAFCLA integrates all the necessary 
logical background that may be available on the system and hides all the complexity 
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inherent to the use of this technology to educators. When designing an activity, teach-
ers draw an area on the map. There, all the contextual information related to the area 
is placed, including different versions of information that are used in different activi-
ties or by different users. The system is capable of associating an area to one or more 
descriptions, so that personalization is easy to achieve. During the development of the 
activity, students use an integrated GPS device that transmits its position continuous-
ly. When the student enters into a characterized area or approaches an object of inter-
est, he or she receives contextual information according to the design of the activity. 
3.3 Indoor Real Time Locating System 
CAFCLA also provides an indoor Real Time Locating System. The main reason to in-
clude this technology is the technical failure of the GPS system to determine the position 
of users indoors. The Real Time Locating System is based on n-Core Polaris [15], a sys-
tem that uses the ZigBee wireless communication protocol and that determines the posi-
tion of users with up to 1 meter accuracy. The n-Core platform facilitates the localization 
process. The area where the tracking system is deployed is equipped with a set of      
beacons called n-Core Sirius D. These beacons are able to communicate and send infor-
mation about the location of a student to the network access point. Each student has a 
ZigBee device called n-Core Quantum that communicates with the beacons closest to his 
position. Beacons collect different types of signals sent by mobile devices and send them 
to the access point. The access point sends all information to the activity server where a 
location engine calculates the position of the student. Teachers include any kind of in-
formation related to any area and students can receive the same way as it is done with the 
GPS tracking system. Thus, the complexity for educators is reduced and they only have 
to worry about what information is included in the system regardless of where they   
perform contextualization. 
4 Conclusions and Future Work 
The use of Information and Communication Technology in the different areas has 
increased in recent years thanks to the emergence in society of mobile devices, easy 
access to currently existing technology and the many features they present, such as 
communication protocols and context-aware technologies. However, it is difficult to 
develop applications to squeeze all the potential offered by technology, especially 
when the main objective is the development of technological applications that are 
transparent to users, as is suggested by the paradigm of Ambient Intelligence. 
CAFCLA is a framework designed within the education field with the objective to 
design and develop a set of tools that provide a basis for designing, developing and 
implementing Ambient Intelligence based collaborative learning activities that use 
contextual information. CAFCLA is a framework that integrates different context-
aware technologies, such as Real Time Locating Systems, and several communication 
protocols that abstract educators and developers of context-aware collaborative learn-
ing activities from the complexity of the use of different technologies simultaneously. 
In this case, CAFCLA focuses on provide a set of tools and methods to teachers, de-
velopers and technical staff in order to easily design, develop and deploy this type of 
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learning activities. CAFCLA has been designed following the guidelines established 
by AmI. Requirements such as adaptation, context awareness, anticipation or reason-
ing have been covered by the implementation of different context-aware technologies 
that allow the framework to be able to cover a wide range of learning scenarios. 
Moreover, CAFCLA presents an innovative way to design and develop learning activ-
ities, taking into account all staff involved in the process, facilitating the tasks each 
one is responsible. Future work includes the design, development and deployment of 
a specific use case where all the features of CAFCLA are implemented. This work 
will be developed by different teachers and developers in order to compare the results 
reached by all of them and evaluate the framework in different real scenarios. So that, 
all the features implemented by CAFCLA will be evaluated and improved thanks to 
the feedback of final users. 
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Abstract. This paper implements and validates a system to save fuel based on 
the collaboration of drivers. The system gets the optimal speed pattern evaluat-
ing the driving of nearby drivers. A fuzzy logic system is used to assess drivers 
and the information about nearby vehicles is obtained through WIFI-Direct.   
Best driver sends the optimal speed pattern to the other vehicles and the mobile 
device notifies the user through a vibration pattern or speaker if the user should 
slow down or speed up.  
1 Introduction 
One way to reduce fuel consumption and greenhouse emission is to change the driv-
ing habits. We should apply a set of rules such as: maintaining a constant speed, driv-
ing at high-speed, braking and accelerating smoothly. This is known as eco-driving. 
Applying these driving rules, we can save between 20 and 25% of fuel [1]-[5]. How-
ever, the percentage of fuel depends on the type of vehicle. For example, in hybrid 
vehicles, we can only save 10% of fuel. One of the problems of eco-driving is that 
drivers are not motivated to apply the rules eco-driving or forget them [5] [6]. Conti-
nuous feedback is needed to improve and maintain the effects achieved by learning 
[7] [8]. Eco-driving assistant can pro-vide the necessary feedback to adopt an efficient 
driving style. These systems can be classified into two groups: Evaluation systems 
and systems based on anticipation. Evaluation systems analyze the driving style and 
propose improvements to save fuel. Anticipation systems focus their attention on 
predicting the near future for the vehicle in order to be able to anticipate the driver's 
behavior to optimize it from the point of view of fuel consumption. 
The problem is that anticipation systems need information about nearby vehicles 
and traffic signals. Currently, although there is a standard (IEEE1609) for vehicular 
networks (VANET), the vehicle manufacturers do not support them and the infra-
structure is not deployed on the roads.  
However, in recent years the number of phones have increased exponentially and 
these have multiple connections (LTE, WiFi, Bluetooth and NFC) to allow connection 
between them. WiFi connection, particularly on devices that support WiFi-Direct 
protocol, is suitable for building a vehicular network. In this paper, we propose to 
build a VANET network using WiFi-Direct to exchange information between ve-
hicles. This information will be used to evaluate the driving style of each driver. The 
driver will get better score is who provides the reference speed. The other drivers will 
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receive on its devices the vehicle speed of the reference driver. Fuzzy logic is em-
ployed to evaluate the driving style. 
The key to save fuel is to minimize the accelerations/decelerations. Although the 
optimal speed depends on the vehicle, we have observed in real tests that following 
the speed of a nearby vehicle that is driving better, we will save fuel. This speed pro-
file is a local optimal solution. However, the driver reduces abrupt accelerations/  
decelerations, so it improves the fuel consumption.  
Currently, there are on-board computers in cars. These computers show the driver 
which is the appropriate gear based on the speed for efficient to save fuel, through a 
screen on the dashboard. However, these systems do not show the optimal speed to 
minimize decelerations taking into account the current situations of the surroundings. 
Moreover, such systems are available only in modern vehicles. The solution proposed 
in this paper can be installed in any vehicle regardless of its age. 
2 Collaborative System for Fuel Economy Using WIFI-Direct 
In this work, we propose to create a VANET network to exchange vehicle infor-
mation. This information is used to obtain the best driver from the point of view of 
fuel consumption. Speed pattern from the best driver is sent to other drivers.   
In VANET, using WiFi-Direct protocol, a node will be GROUP OWNER. A 
GROUP OWNER node is similar to an access point. This node will be whoever rece-
ives the information from the rest of the nodes to assess the driving. 
The GROUP OWNER node uses fuzzy logic and vehicle’s telemetries to deter-
mine who the best driver is (node reference). For the driving evaluation, we have 
considered the last ten minutes and we have used the following variables:  
• High Speed: The number of times the speed higher than 100 Km/h allows us to 
measure the aggressiveness of the driver. Many studies have demonstrated that 
driving at high speed increases fuel consumption.  
• Average Vehicle Speed: It is a parameter that can help us to detect if a driver is 
novel or aggressive. An unusual vehicle speed can indicate that the driver has bad 
driving habits. 
• Average Acceleration: Acceleration involves increase in energy demand and dece-
leration involves energy loss. Reduce the number and intensity of accelerations 
(positives or negatives) allows us to save fuel. Frequent and sudden accelerations 
mean that driver is not driving at a speed appropriate to the road state.  
• RPM: The engine speed is directly related to fuel consumption. If the engine speed is 
high, driver drives with low gear, and therefore, he is not efficient. On the other hand, 
if the engine speed is low means that the driver is changing gear conveniently.  
• Difference Fuel Consumption: Optimal speed is different in each vehicle since it 
depends on engine, aerodynamics and vehicle weight. To assess correctly the ve-
hicle speed from the point of view of fuel consumption, we calculate the difference 
between the retrieved real fuel consumption and the fuel consumption supplied by 
the manufacturer. If the difference is large, the driver will drive inefficient, and 
otherwise, the driver will be efficient.  
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• Time: In many cases, time allows us to know if the vehicle speed is well or not. 
For example, there will be less traffic at night, and therefore, driver can drive faster 
than at 19:00 pm (rush hour in Spain). 
This information is obtained from vehicle diagnostic port (OBDII). Group Owner set 
the best node like reference node. Then, the reference node will send its speed pattern 
to GROUP OWNER. Finally, GROUP OWNER node forwards the speed pattern to 
other nodes. 
This scheme can present a problem. The reference node may be behind the remain-
ing nodes. To avoid this problem, the GROUP OWNER node can only choose as 
reference node the node that has at least one vehicle behind it.  
Another main component of the fuzzy systems are the rules. The rules have a 
strong influence on system behavior. The number of rules should not be very high 
because in that case the execution time will increase. On the other hand, if the set of 
rules are very small, the system response is low quality because it cannot model all 
the situations that may occur during driving. The rules used in this proposal are: 
• IF VehicleSpeed is high and Acceleration is low and Rpm is high THEN efficient 
• IF VehicleSpeed is low and Acceleration is Low and Time is rushHour1 or rush-
Hour2 or rushHour2 THEN efficient  
• IF VehicleSpeed is high and Acceleration is low and FuelConsumption is Low 
THEN efficient  
• IF VehicleSpeed is high and Acceleration is low and RPM is low and FuelCon-
sumption is Low THEN efficient 
• IF VehicleSpeed is low and Acceleration is low and RPM is low THEN efficient 
• IF Acceleration is low and fuelConsumption is low and timeSpeedHigh is low 
THEN efficient 
• IF VehicleSpeed is high and Acceleration is High and fuelConsumption is high 
THEN noEfficient 
• IF VehicleSpeed is high and Acceleration is High and Time is rushHour1 or rush-
Hour2 or rushHour2 THEN noEfficient 
• IF fuelConsumption is high and timeSpeedHigh is high THEN noEfficient 
• IF Acceleration is high and fuelConsumption is high THEN noEfficient 
These rules have been obtained observing real data recorded on Spain roads. Out-put 
from fuzzy system has a value normalized between -1 and 1. If the output is -1, it 
means that the driver is totally efficient and if output is 1 driver is not efficient.  
2.1 User Interface 
Mobile devices cause distractions and traffic accident. In [9], we can find a review 
about driver distractions. Therefore, the user interface is a critical aspect in all eco-
driving assistants. 
In our case, the assistant has two different outputs: using the speaker or vibration 
pattern. If we use the speaker, the system notifies the user when he should speed up or 
slow down. The system only warns when the difference between the recommended 
speed and current speed is greater than 4 Km/h and vehicle is not stopped.  
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In the case that the user set vibration notifications, the system uses two types of vi-
bration patterns to alert: a set of short vibrations when driver has to accelerate and a 
set of long vibrations when driver have to slow down. The notifications are only acti-
vated when the difference of speed is higher than 4 km/h and the vehicle is not 
stopped. 
3 Results 
3.1 Tests Configuration 
Tests were made using three Citroen Xsara Picasso 1.6 HDI with different drivers. 
This vehicle consumes 6.3 L/100 Km on urban road and 4.1 L/100 Km on highway. It 
engine has 110 CV and weighs 1313 Kg. The route took place between Leganes and 
Getafe (Spain). The distance of the route was 8.7 km. This route has urban road and 
highway. Driving tests were made in October, November and January.  
VANET Network was built using three devices: Galaxy Nexus, Nexus 7 and HTC 
One V. Galaxy Nexus has a dual core processor and 1 GB of RAM. Nexus 7 has a 
processor with four cores and 1 GB of RAM. Htc One V has a mono core processor 
and 512 MB of RAM. 
The OBDLink OBD Interface Unit from ScanTool.Net [10] was used to get the re-
levant data from the internal vehicle’s CAN bus. The OBDLink OBD Interface Unit 
contains the STN1110 chip that provides an acceptable sample frequency for the sys-
tem. In our tests, we obtain ten samples per second. 
The execution time of fuzzy logic system was 2 milliseconds in the worst device. 
Building VANET network time depends on the distance at which the devices are. 
Maximum coverage using these devices is 120 meters, when the Group Owner node 
is located in the middle of the network. Otherwise, the minimum coverage is 65 me-
ters. To improve the distance, we could use 3GPP networks in combination with 
VANET network. In [11] the authors propose a solution to integrate a VANET net-
work with a 3GPP networks. When the nodes of the network are at the limit of cover-
age, connection establishment time was 35 seconds. The average time for establishing 
the connection during the tests was 20 seconds. 
3.2 Results 
Table 1 shows the results of the evaluation of the driving style. The results are em-
ployed to determine which vehicle to use as reference. For example, in test 1, the 
speed profile is obtained from vehicle B (0.80). Table 2 captures the telemetry ob-
tained by vehicles following the optimal speed pattern. We can see that using the 
collaborative system, drivers reduce fuel consumption when following the optimal 
speed pattern. In addition, average accelerations and decelerations decreases in the 
most cases. It also reduces the time that vehicle is travelling at high speed (> 100 
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Consumption  Result 
1 A 44.51 Km/h 60 s 0.54 m/s2 1514.58 R.P.M 7.43 L/100Km 0.89 
1 B 41.11 Km/h 64 s 0.50 m/s2 1419.71 R.P.M 7.44 L/100Km 0.80 
1 C 31.99 Km/h 0 s 0.57 m/s2 1284.28 R.P.M 8.00 L/100Km 1.00 
2 A 43.41 Km/h 62 s 0.55 m/s2 1479.36 R.P.M 6.59 L/100Km 0.90 
2 B 46.72 Km/h 51 s 0.55 m/s2 1508.67 R.P.M 7.43 L/100Km 1.00 
2 C 39.93 Km/h 55 s 0.58 m/s2 1437.52 R.P.M 7.33 L/100Km 1.00 
3 A 42.90 Km/h 55 s 0.52 m/s2 1466.62 R.P.M 6.97 L/100Km -0.40 
3 B 38.31 Km/h 82 s 0.57 m/s2 1364.33 R.P.M 6.94 L/100Km 1.00 
3 C 40.63 Km/h 128 s 0.64 m/s2 1432.80 R.P.M 7.06 L/100Km 1.00 
4 A 39.30 Km/h 55 s 0.65 m/s2 1529.56 R.P.M 7.47 L/100Km 1.00 
4 B 34.53 Km/h 0 s 0.50 m/s2 1490.22 R.P.M 6.40 L/100Km -1.00 
4 C 38.30 Km/h 80 s 0.56 m/s2 1457.88 R.P.M 8.02 L/100Km 1.00 
The collaborative system helps the driver to improve driving. If the driver is ag-
gressive, as driver B in test 2, the proposed system achieves the driver to relax the 
driving. In test 2, driver B drove at high average speed (46.72 Km/h) compared to the 
average speed of other vehicles in the network. But when the driver follows the op-
timal driving pattern reduces the average speed (42.53 Km/h) and RPM, saving fuel. 
On the other hand, if the driver drives is unsafe (driving at low speed and slows 
down constantly), the proposed system helps to improve the driving and gives it con-
fidence. Driver C in test 1, before activating the system, he is driving at a speed too 
low (31.89 Km/h) and average acceleration (positive and negative) is high (0.57 
m/s2). However, when the driver uses the optimal speed pattern, the average speed is 
normalized (40.90 Km/h) and average acceleration decreases (0.52 m/s2). 
However, we can observe in test 4 that sometimes, when driver try to follow the 
optimal speed pattern, he drives slows down and accelerates more times than without 
using the assistant (Driver B and C). However, in such cases, the fuel consumption 
decreases despite the increase in acceleration. 
In order to validate the system, we have done 10 tests. Each tests involved 3 differ-
ent drivers. Drivers completed the route between Leganes and Getafe twice. In the 
first time, drivers drove freely without assistant. In the second time, the assistant was 
activated using speed profile from the best driver of the first time. Drivers were able 
to save 6.7% of fuel on average and sudden accelerations (higher than 1.5 m/s2) were 
down 30.5%. We observed which the major difference introduced by the use of assis-
tant is appreciated when the driver has an aggressive driving style. 
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1 A 41,28 Km/h 89,00  s 0,59 m/s2 1520,70 R.P.M 7,19 L/100Km 
1 B 40,48 Km/h 48,00 s 0,50 m/s2 1456,21 R.P.M 6,81 L/100Km 
1 C 40,90 Km/h 55,00 s 0,52 m/s2 1466,62 R.P.M 6,97 L/100Km 
2 A 43,22 Km/h 76,00 s 0,54 m/s2 1561,92 R.P.M 6,01 L/100Km 
2 B 42,54 Km/h 67,00 s 0,55 m/s2 1466,05 R.P.M 7,07 L/100Km 
2 C 40,55 Km/h 76,00 s 0,58 m/s2 1464,32 R.P.M 7,20 L/100Km 
3 A 41,34 Km/h 51,00 s 0,50 m/s2 1456,89 R.P.M 6,80 L/100Km 
3 B 40,11 Km/h 50,00 s 0,55 m/s2 1451,62 R.P.M 6,84 L/100Km 
3 C 41,20 Km/h 72,00 s 0,55 m/s2 1456,21 R.P.M 6,81 L/100Km 
4 A 39,93 Km/h 55,00 s 0,58 m/s2 1437,52 R.P.M 7,33 L/100Km 
4 B 39,08 Km/h 20,00 s 0,56 m/s2 1449,04 R.P.M 6,96 L/100Km 
4 C 39,71 Km/h 69,00 s 0,60 m/s2 1452,41 R.P.M 7,06 L/100Km 
4 Conclusion and Future Work 
Anticipation is the key to save fuel. Avoid unnecessary energy demand allows you to 
save a lot of fuel and reduce the emission of greenhouse gases. For this purpose, it is 
necessary to have knowledge about the environment and vehicles that precede us. In 
this paper, we proposed a collaborative system to improve the driving from the point 
of view of fuel consumption. The proposed system lets the driver know in advance the 
appropriate speed for fuel saving. However, the percentage of fuel saving depends on 
the skill of the driver. 
As future work, we aim to evaluate the system in other environments and with oth-
er vehicles. In addition, we want to research the effect that has the collaborative sys-
tem in the safety, because the speed is one of the factors that most influence in traffic 
accidents and their severity. 
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Abstract. In this paper; we propose a solution to one of the most known prob-
lems in information retrieval field which is the ambiguity of short queries. In 
fact, short queries are often ambiguous and their execution by search tools en-
genders a lot of noise. The proposed contribution consists of a query expansion 
approach that exploits the recent browsing history of the user and the time pa-
rameter to expand short queries based on the feedback returned by the users 
having search behaviours similar to that of the current user. 
Keywords: Information Retrieval, search context, query expansion, recent     
interest.  
1 Introduction 
One of the main reasons of query ambiguity is there shortness. Indeed queries of sin-
gle or two words are often ambiguous and they may refer to more than one domain of 
interest. As well, the user expresses his information need with a long query, including 
keywords that suggest finding together in the returned results as the search system can 
target his need and returns relevant contents. The single word and the two word que-
ries constitute according to the American audience measurement society One 
stat.com, more than 50% of the whole number of search engine queries.  
If we take an example of the single word query “pascal” and the results of their ex-
ecution on Google1, We can find seven different topics in the first 10 documents   
retrieved. The resulted contents are about the mathematician Blaise Pascal, the uni-
versity that bears his name, the Pascal programmation language, a reference index 
data base and a lot of other different topics. The asked question is from all these   
different topics which one the user seeks about through the submitted query?  
In order to resolve the shortness problem, the query expansion has been proposed 
to support the user in his search task through adding search keywords to the query in 
order to disambiguate it and to increase the number of relevant documents retrieved. 
The relevance feedback and previous similar queries in addition to relevant visited 
pages have been proposed and treated widely [4,5,7,9,12,13]. In this paper, the choice 
of expansion terms will depend on the whole recent navigation activity and we try to 
                                                          
1 http://www.google.com/ 
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suggest terms that are contextually co-occurred with the query terms having the same 
search context based on the idea that the set of terms that co-occur often in similar 
query sessions and having similar search contexts may be useful to expand the user 
query. 
The paper will be structured as follows. In section 2, we present the proposed ap-
proach. We define in section 3, the notion of query session as well as its terminologi-
cal representation. In section 4 and 5, we detail the different steps of the approach. In 
section 6, we present the evaluation of the work and we discuss the obtained results. 
In the last section we conclude the paper. 
2 Proposed Approach 
The works in the contextual information retrieval field that attempt to provide satisfy-
ing and rich contents are numerous [1,4,5,7,9,10,12,13,14], a detailed state of the art 
about the different query expansion strategies can be found in [2]. The major differ-
ence between our work and the other works is that we attempt to treat this topic ac-
cording to new aspects: (1) On the one hand, we emphasize to use the query session 
including a single search query at a time that aims at filling a single information need 
as the basic source for expansion. (2) The documents visited a few times ago before 
the query submission called in this paper the recent interests of the user has been ex-
ploited as a contextual dimension in combination with the time dimension with a view 
of identifying similar query sessions. (3) The time dimension has been studied in 
several works and used in different manners [1,9,14]. Here, and by employing the 
time dimension we attempt to invest the periodicity criterion that can arise in a lot of 
queries. (4) On the other hand, past similar query sessions represented a useful source 
to our query expansion approach, which aims to resolve the short query problem and 
proposes to expand the user query based on the users' feedback of past similar pre-
vious query sessions having similar search context. Beside the relevance feedback, the 
pages visited a few times ago before the query submission is also used in identifying 
related query sessions. In fact, we consider similar, all queries having issued in simi-
lar contexts and having similar relevance feedbacks. 
3 Query Session 
We use the notion of a session and a query session differently in our work. A session is a 
sequence of queries issued by a single user within a small range of time, while a query 
session includes a single search query and aims at filling a single information need. As 
our goal is the improvement of the search on the Web, we were interested in sessions 
embedded at least one search query. We define formally the query session as follows: 
[ ] [ ] { } [ ]"11'""' tt,/tFB,tq,RI,QS,t/ttt,QS,tt,S ∈=≤∈∃∈∀  
The query session QS embeds a single query q issued at the time 
1
t , the whole navi-
gation activity of the user conducted before submitting the query which includes a  
sequence of pages visited between [ ]1−1tt,  with the number of clicks C and the visit 
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time of each one VT , what is called the recent interest of the user 
( ) ( ) [ ]{ }1tt,TC,p,1..n,/iTC,p,RI 1IViv −∈==  and a sequence of relevant pages 
retrieved by the query and visited by the user who issued the query, which represent 
the user’s relevance feedback: 
( ) ( ) [ ]{ }"1jvjv t,tTC,p,1..m,/jTC,p,FB ∈==  
Each query session QS is represented through a terminological representation tQS  
that is described below. 
3.1 Terminological Representation 
This step allows representing each query session as a list of terms extracted from the 
relevant pages visited within the query session using Treetagger that is one of the 
most commonly used tools in the natural language processing field. The first 10 terms 
having high frequency scores are kept. The main terms of the relevant pages visited a 
few times before the query are ranged in the set tRI and those belonging to the pages 
visited a few times after the query submission are ranged in the set tFB . The feedback 
of the query iq  includes the pages visited during the time between the submission of 
iq and the query jq submitted immediately after. To ensure that the page is part of the 
feedback of the query iq , we use the function ( )xtopic  to check if the page includes 
the query terms. The terminological representation of a QS is obtained from the union 
of two sets of terms tRI , tFB   and the query terms tq . The function ( )xtopic returns 
the domain may be targeted by a query or the topic of a web page referring to the 
domain descriptors that are 6 vectors containing the most common words in the 
treated domains. The function is-relevant ( )x calculates the relevance of a given page 
using the equation (1). After that, the set of pages visited in QS is ranked by relevance 
and only the two thirds first pages are kept. 
The relevance of a given page which has been visited in a given query session is 
( )QSp,R , here vT measures the visit time of the page p , C measures the number of 
clicks inside this page and TC refers to the total number of clicks on all pages visited 
during the corresponding query session and T is the duration of the query session.  
4 Query Session Clustering 
In order to realize a query sessions clustering, we gathered similar query sessions into 
separated sets SimQS using the cosine similarity measure given by the equation (2) 






QSp,R =  (1) 




yx,Sim =  
(2) 
This therefore allows to avoid obtaining a greater number of clusters produced using an 
unsupervised learning strategy without making the regrouping. Let S a navigation session 
including at least one search query; we divided S into
 
k query sessions including each 
one, one single search query kkkk1111 FB,t,q,RI,...FB,t,q,RIS = , where 
( )1≥k is the number of queries in the whole session; after that assembled the query 
sessions by similarity into iSimQS using the cosine function which resulted 18 differ-
ent iSimQS . Then, we prepared each iSimQS for clustering using multi-layer perceptrons 
MLP, such as each iSimQS corresponds to one cluster. 
4.1 The Dataset 
We constructed our own data set by creating a plug-in for the Firefox browser in order 
to record the user's browsing history from eight machines in a net-space made availa-
ble to an audience of users. The net-space ensured for each user only one hour of 
navigation per day; the add-on installed on each machine saves all users' browsing 
activities that are captured from the browser. During the month of November, 2011, 
we collected 12 MB of query log including 396 sessions of one hour each one, each 
session includes 4 queries in average. 
4.2 Machine Learning 
In our experiments, we opted for a supervised learning strategy using the Multilayer 
Perceptron (MLP) [8] which is an artificial neural network that gave an important 
accuracy in classification problems [3,6]. The created network has been used for 
learning users' query sessions grouped through their similarity degrees into separate 
sets of similar search behaviours. The used data set includes 1245 entries each one 
corresponds to a single query session that includes a single query; the data set was 
subdivided into training and test. The training set consists of 830 entries were used for 
learning, while the test set which contains 415 entries were used to estimate the test 
error. The neural network configuration consists of 32 entries while the first sequence 
of 14 values corresponds to the neural inputs and the last sequence represents the 
desired neural outputs. The edited MLP with two hidden layers of 16, 15 neurons 
respectively is trained using the back-propagation algorithm.  
5 Expansion Terms  
The choice of the expansion terms depends on the whole recent browsing activity and 
try to suggest terms that contextually co-occurred with the query terms having the 
same search context. Indeed, the set of terms that co-occurred often in similar query 
sessions are used to expand the user queries as follows. Let { }n1i ,...QSQSSimQS =  a 
set of similar query sessions; let { }lt ,...QSQS  the set of terminological representation 
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of them. Based on the couple tt FB,q , we build the corresponding term co-
occurrence matrix inM . Let iSimQS a set of similar query sessions and let n be the 
number of terms in iSimQS . The co-occurrence matrix denoted 
i
nM corresponds to a 
square matrix of n rows and n columns. For each new query, find in the correspond-
ing term co-occurrence matrix the 3 first terms having a high co-occurrence frequency 
with the query terms, and suggests them for expanding the user query.  
6 Evaluation  
In this step, the contribution of the proposed approach is checked referring to the re-
sults provided by Google. We used a sample of 10 users who were invited to conduct 
searches and to provide after their judgments about the returned results. First, the 
query is submitted to Google search engine and the relevance of the first retrieved 
documents is determined by the user who submits the query through a simple form in 
which he indicates the number of relevant pages in the returned results. Except in the 
case when the Web page contains no information on the topic desired by the user, or it 
belongs to another domain to that one targeted by the user, it is considered irrelevant. 
After that; the system executes the different steps of the expansion algorithm cited in 
section (5). The expanded query is submitted to Google and the users’ judgments are 
offered again. The precision at the top 5, 10 and 15 documents is measured in both 
cases through the equation (3) and a simple comparison between results is made to 
evaluate the effectiveness of the expansion approach.  
P@n=
n
Rn  (3) 
In equation (3), nR represents the number of relevant documents in the top n results 
where n takes the values 5, 10 and 15. The table (1) presents the judgment of users 
about the results provided by the system during this period of time. 
Table 1. P@n precision before and after query expansion 
Precision P@5 P@10 P@15 Average
Before expansion 0,58 0,55 0,53 0,55 
After expansion 0,59 0,57 0,57 0.58 
 
  
Fig. 1. P@n precision before and after query expansion 
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The evaluation results of the query expansion approach show that there is not a 
significant improvement in the relevance of the search results. The main reason is that 
the terms used in expansion are not always relevant, which is due to the fact that the 
frequency of co-occurrence of two terms in a given context does not often indicate 
that each one may be useful for disambiguating the other. Also the frequency degree 
alone can not be an effective parameter to pick out the relevant terms from the set of 
co-occurrences.  
7 Conclusion  
In this paper, we proposed a contextual query expansion approach in order to help the 
user to better express his information need and furthermore improve the results of the 
search task on the Web based on the real-time search context. Our study focused on 
the day and the recent interests of the user as contextual dimensions.  
The state in which the user conducts a search on the Web has an effect on its 
search behaviour, for that reason, the search context must be studied better with the 
view of discovering new dimensions that can affect the users’ search behaviour. There 
are several areas for future works; first, the context covered in this work may be fur-
ther extended and combined with other dimensions. We attempt to more refine each 
group of similar query sessions in order to improve the quality of the co-occurrence 
relationships between the terms of the same group.  
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Abstract. Applications for smartphones have a great potential to facilitate the 
lives of people with intellectual disability. In fact, it is possible to design spe-
cific applications adapted to their needs. But even in this case, users may ex-
perience accessibility issues with some structural elements of smartphones. In 
this study, we have identified these elements through a 2-month test period with 
some people with intellectual disability. They used a simple smartphone appli-
cation that met some needs identified by their caregivers. Through this practical 
experience, problems with the notification bar and the home, back, menu, 
search, volume and power buttons have been detected. Potential solutions to 
overcome these issues have also been proposed. 
1 Introduction 
People with intellectual disability are characterized by significant limitations both in 
intellectual functioning and in adaptive behaviour, which covers many everyday  
social and practical skills [1]. Research has shown that assistive technology can facili-
tate learning, increase access, and serve as a tool to compensate for specific chal-
lenges associated with a disability [2]. 
In this sense, traditional mobile phones have evolved into modern “smart” phones 
which combine the communication facilities of cellular phones with the potential of 
handheld computers [3]. Regarding their use, a recurring theme is the diversity across 
subjects [4]. Bryen et al. [5] reported that the mobile phone usage rate of adults with 
intellectual disabilities was much lower than expected. Many mobile phones still lack 
features that would reduce the level of difficulty and improve access to them. Further-
more, the complexity of some mobile handsets and services can represent barriers to use 
[6]. 
Some studies have focused on identifying the features that make the use a complex 
process. Urturi Breton et al. [7] examined the problems intellectually challenged users 
might experience when using touch screen mobile phones. They identified issues 
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regarding buttons (too small), menus (too many), text size (too small), multi-touch 
events (too complex) and feedback (not provided). Interfaces should be clear and 
concise. Other studies also point in the same direction [8][9]. 
Most authors admit that it is not possible to face people with intellectual disability to 
smartphones as they were initially conceived [7][8], and we concur with this opinion. 
However, we cannot renounce using such powerful devices since they have great poten-
tial in the field of ambient intelligence. Smartphones, like computers, also run a hardware 
operating system, which allows for the development of supplemental software applica-
tions to be run on the phone [3]. We should take advantage of this potential to make them 
accessible to people with intellectual disability. It is possible to design specific applica-
tions adapted to their needs, with reduced functions, improved usability and enhanced 
accessibility. But even if an application is adapted, there are structural elements of the 
smartphones that could hinder its use. These elements are common to all applications and 
inherent to the mobile devices. In this study, we present a practical experience that has 
enabled us to identify these elements. The results presented here are general and aim to 
be of interest to researchers developing smartphone applications for the disabled.   
2 Subjects 
Three people with intellectual disability were recruited for this study. They were 
members of the Agrupacion Turolense de Asociaciones de personas con Discapaci-
dad Intelectual (ATADI). The study was approved by the board of the organization 
and two of their caregivers were involved in the 2-month test period. None of the 
three participants had used a smartphone before. During the tests, they should interact 
with a smartphone running an application for people with intellectual disability. Each 
of the three subjects wore the phone for two months. The tests were performed in the 
subjects’ living environment and they used an application designed according to the 
needs identified by their caregivers [10] (section 3). Therefore, we did not force inter-
action with the mobile phones. In fact, this is one of the strengths of this study; we 
avoided scheduling sessions where users are often asked to perform some predefined 
actions under the supervision of the researchers. Instead, the subjects handled the 
phones in their living environment as they considered, without receiving specific 
instructions. This long real-world evaluation allowed some problems emerge that, in a 
supervised context, would have rarely been detected. The application with which 
users interacted is briefly explained in section 3.  
3 Methods 
The application is intuitive and quite simple. It consists of a button to be pressed in 
case of emergency. Simultaneously, it locates and stores the position of the phone. In 
this sense, caregivers can visualize the routes performed by users through their PCs 
(Figure 1). This last task is accomplished in a transparent way, that is, users’ interven-
tion is not required. Their interaction with the phones occurs if they leave some prede-
fined security areas, in which case they are alerted through a message sent to their 
phones. An alarm tone rings and simultaneously the phone starts vibrating. Users can 
view the content of the message by switching on the phone screen.  
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• Volume Button: The volume should be controlled internally by the application. 
Two of the participants accidentally used to switch to vibrate or silent mode which 
affected the operation of the phone, for example, when receiving a call.  
• Notification Area: It can cause confusion since notifications are displayed in a 
small area (up to 64 density-independent pixels tall). The characteristics of this 
area make it inappropriate to be managed by people with very low technological 
skills.  
• Power: By long-pressing this button a menu with three options (power off, airplane 
mode and restart) is displayed. Participants often accessed this menu accidentally 
due to the need of short-pressing the power button to switch on the screen. None of 
the three subjects were able to distinguish between a short click and a long click.  
To overcome the problems encountered, some design guidelines concerning each one of 
these elements are provided in table 1. An extra column has been added, reporting on the 
degree of complexity in carrying out the proposed solutions in an Android device. 
Table 1. Solutions proposed to overcome the problems encountered 
Structural 
element 




 Search button 
The normal behaviour of these elements should 
be overridden, preventing the application from 
being destroyed (back button), from returning to 
the main screen (home button) or from accessing 
to the search option that can cause confusion in 
the users. 
Low. The Android operat-
ing system has functions 
to override the normal 
operation of these buttons. 
Menu 
button 
The menu button should be discarded, and all 
options included in the main screen of the appli-
cation. Obviously, this screen should be de-
signed according to the international accessibil-
ity standards [11]. 
None. It is a designer’s 
choice whether to include 
a menu or not. 
Volume button
The volume should be controlled internally by 
the application. That means, caregivers should 
decide whether to enable or disable the volume 
settings, since users may inadvertently change 
the configuration. 
Low. The Android operat-
ing system has functions 




The notification area should not be present, 
filling the whole screen with the content of the 
application. 
None. It is a designer’s 
choice whether to include 
the notification area or 
not. 
Power 
At best, the functionality of the power button 
should be overridden and a password required 
for turning off the phone. Since this is a hard 
task, strategies to prevent the use of the power 
button are needed. This necessarily leads to the 
search for alternative ways of switching on the 
screen. The volume button is a good candidate 
for this function.  
Very high. The power 
button is a structural 
hardware element of the 
phone, and changing its 
operation, if possible, is a 
hard task. 
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Most of the design guidelines given in this paper can be easily implemented. In 
fact, we have developed a preliminary application with the back, home, search, menu 
and volume buttons overridden and the notification area removed. As this application 
lacks of functionality, it should be seen as a framework through which any type of 
adapted application could be implemented. Thereby, future applications should be 
contained inside this “framework” application in such a way that if they are designed 
following the accessibility standards, the whole system will be usable, not being  
compromised by the structural elements of the smartphones. 
5 Conclusion 
This study identifies the structural elements of a smartphone that may hinder its use 
by people with intellectual disability. These elements are the notification bar and the 
back, home, search, menu, volume and power buttons. When an adapted smartphone 
application is developed, the functions of these buttons should be overridden to make 
the system usable. Furthermore, all options within the application should be made 
accessible from the main screen, designing the interface according to the international 
accessibility standards [11].  
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Abstract. We introduce a method for detecting whether two users are engaged
in focused interaction using a windowed correlation measure on their acoustic
signals, assuming that a continued exchange of verbal turns contributes to anti-
correlation of acoustic activity. We tested our method with manually annotated
transitions between focused and unfocused interaction stemming from experi-
ments on AR-based cooperation within a research project on alignment in com-
munication. The results show that a high degree and extended duration of speech
activity anticorrelation reliably indicates focused interaction, and might thus be a
valuable asset for situation-aware technical systems.
Keywords: situation awareness, collaboration, speech activity, data mining,
multiscale analysis, correlation.
1 Introduction
Recent developments on technical interactive systems do not only focus on user inter-
faces that are easy to use but also take the actual usage context into account. Features
like ambient light or GPS location information are already used to change the behav-
ior of mobile phones or smart environments, allowing to create situation awareness
and adapt the system to the changing environment. Verbal utterances are commonly
used either in a rudimentary way to detect general ambient noise or in a complex way
which involves speech recognition and semantic parsing. Regarding conversation, using
speech only for noise detection ignores its vital role in joint activities [2], while speech
recognition often does not fulfill accuracy or speed requirements for reliable informa-
tion gathering in such a context. It also demands powerful hardware which can involve
more than one recording device [7].
We propose a simple and lightweight speech activity correlation approach to reveal
verbal dialogue communication patterns which can be used to increase situation aware-
ness for static and mobile cognitive interaction technology. These developments come
from the Augmented Reality based Interception Interface (ARbInI) which we developed
as a system to investigate communication phenomena such as alignment, joint attention
and co-orientation in human-human interaction. ARbInI was used to collect data in our
latest study, a cooperative interaction study where participants had to collaboratively
plan fictional building activities and negotiate possible solutions. Besides video and
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tracking data, the recorded multimodal corpus also includes sound signals from headset
microphones that our participants had worn during the experiments.
Exploratory data mining revealed interesting speech activity patterns in these data
which we further investigated. Based on 10 dyads from our corpus we developed a
correlation measure which depends on noise threshold Θ , silence duration dp and cor-
relation window size ω , and we tested the algorithm performance against manual anno-
tations of the same data. In the following we will give a brief introduction to our study
and the collected data corpus. After that, we will introduce the algorithm and its evalua-
tion and furthermore also show how the algorithm’s parameters can be determined from
the data. However, we propose that dp and ω do not have to be adapted to fit varying
scenarios.
Fig. 1. ARbInI consists of static components
such as three DV cameras, a Microsoft Kinect
and two to three workstations. Each participant
also wears a head-mounted display, a micro-
phone headset and a BRIX motion sensor to
measure head movement at high temporal res-
olution.
Fig. 2. In the ongoing study our participants
collaborate to recreate a local lake and its sur-
roundings. ARbInI monitors their actions. The
markers on top of the wooden cubes are aug-
mented with models representing concepts for
possible projects (e.g. hotel or skater park).
2 Alignment in AR-Based Cooperation
The Collaborative Research Center 673 Alignment in Communication1 investigates the
role of alignment and other communication patterns for successful communication. In
the subproject C5 Alignment in AR-based collaboration we use Augmented Reality
(AR) as a technology for communication research which provides new features and
methods for this discipline.
Within this context the Augmented Reality based Interception Interface (ARbInI)
was developed and tested as a monitoring and assistance system in everyday dialogue
scenarios [4]. The system allows a direct access to the audiovisual communication chan-
nels to monitor and alter information perceived by the users. Combined with other non-
verbal communication cues such as gestures, posture and gaze direction these data form
a complex multimodal data corpus.
1 www.sfb673.org
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Fig. 3. This is participant B’s waveform of a 5 second dialogue sample. Participant A interrupts
participant B to deny her suggestion instantly. The orange area of the waveform indicates parts
louder than −15 dB which is a sufficient threshold choice here. The speech activity before the
interrupt should be merged into a continuous activity but the pause must remain. A short silence
duration like 200 ms leaves the activity fragmented; a long one like 1500 ms might close too
many gaps.
2.1 ARbInI and Obersee II Scenario
Our system consists of several components which are either positioned around two
chairs and a table or worn by the users. All components are shown in Figure 1. The
sensors attached to the users contain motion sensing devices from the BRIX toolkit
which was developed in our working group [10] and headset microphones to record au-
dio signals. The core component is a video-see-through head-mounted display (HMD)
equipped with two Firewire cameras and a display for each eye. Three HD digital video
cameras surround the participants, two of them are placed diagonally behind each par-
ticipant and the third right above the table where also a Microsoft Kinect2 is located.
All data streams can be accessed, stored and manipulated in real-time except for the
HD videos which we only record for later analysis.
For the study we have designed a recreation planning scenario which takes place in
the surroundings of a lake called Obersee in the city of Bielefeld.
Figure 2 shows the setup from the top with the sketch of the Obersee area in the mid-
dle of the table. An important part for our AR approach is the introduction of mediating
objects which represent constructions for the participants to use for their planning. They
are wooden cubes which are used as “physical handles” with ARToolkitPlus [8] mark-
ers attached on top. When the system detects a marker it augments the corresponding
visual representation of a building or concept on top of the cube as depicted in Figure 2.
This feature allows us to monitor, control and manipulate the visual information avail-
able to both users separately during the negotiation process at every moment during the
experiment [3].
3 Analysis
In the analysis process of the collected data, we investigated speech activity as a feature
for measuring the degree of collaboration. We define speech activity as any verbal utter-
ance which addresses the speaker’s interlocutor with no regards to syntactic or semantic
information.
2 www.xbox.com/en-US/kinect
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We retrieved speech activity from the subjects’ microphone recordings with a sound
finder based on an audacity plugin by Jeremy R. Brown3. This approach reads 100
samples of a signal and detects the sample with the highest volume within this frame k
and returns 1 if this sample is louder than Θ . The result was further compressed with a
sample & hold interpolation to fit the 50 Hz sample rate of our data set.
sp[k] =
{
1 if 10 · log10(max(s[i]2))>Θ
0 else
s[i] ∈ [−1,1], i
100




In our case−15 dB has been proven to be a robust and reliable noise threshold which de-
tected all verbal utterances articulated by the speaker without false positives like back-
ground noise, speech activity of the interlocutor or pure intrapersonal stimulation such
as very quiet “hmm” sounds which did not fulfill communication purposes. Certainly,
this threshold depends on our special case since used hardware and control parameters
(e.g. microphone volume) vary between scenarios.
However, the feature so far leads to fragmented results. For instance even a single
word like “friendship” could result in two chunks due to intonation and short pausing
between syllables. Therefore, we applied an erosion method where gaps within a con-
tinued activity are bridged and fragments are merged into a continuous segment if the
gap is shorter than a silence duration parameter dp. We chose this duration with help
of the multiscale correlation structure described in section 3.1. Our goal was to ignore
small pauses (e.g. “well,... uhm... what about here”) but to keep independent statements
separated as depicted in Figure 3.
Fig. 4. The color maps show the distribution of speech activity durations on the x-axis and the
chosen threshold dp on the y-axis. The color is the logarithm of the amount of activities with a
certain duration. The left plot shows the data of one participant which includes some vertical lines,
for instance at 2000, 2500 or 3500 ms of speech activity duration. These lines indicate durations
which are very consistent for dp in range of 250 to 1500 ms. With 20 participants included (as
seen on the right) this lines form a “corridor” within this range.
3 audacity.sourceforge.net
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Fig. 5. The graph shows the correlation result of the participants’ speech activity time series.
The vertical red lines mark phase transitions which were annotated manually. The numbers mark
the negotiation (I), presentation (II) and free phase (III) of the experiment where participants
collaborated. The correlation changes during phase transitions where the focus shifts from the
interlocutor to the experimenter or vice versa.
3.1 Structure in Verbal Dyadic Interaction
To better understand the distribution of gaps and the effect of erosion on the stability
of utterance lengths we introduced a multiscale analysis of acoustic segment statistics.
Specifically we coupled the histogram of segment length as a function of the erosion
length dp. Figure 4 depicts the result using a log color mapping for frequency, and
showing dp on the y-axis for a participant. Interestingly there are vertical bars at certain
segment lengths, corresponding to repeated occurrences of specific utterance durations
which remain quite stable under variation of dp and gets more visible when pooled data
of 20 participants is used. This (visually) suggests a corridor of dp ∈ [250,1500] ms in
which stable statements are rarely affected by the erosion approach.
3.2 Correlation
The processed data of both participants are used to calculate a windowed correlation as







(spx[i]− 0.5) · (spy[i]− 0.5) (2)
We use a rectangular window function centered at t = 0. Local structure decreases with
increased window size ω and stabilizes so that fast oscillations are filtered since the
windowing operates similar to a low pass filter on the product feature x · y. The cor-
relation is computed on the speech activity feature introduced in section 3. Different
from standard correlation, we shift the features so that silence is represented by − 12 and
speaking by + 12 . The motivation is that both joint silence and joint speaking should
contribute in equal measure to positive correlation. For the correlation function to range
between −1 and +1 the result is multiplied by 4.
4 Evaluation
To evaluate the correlation results, we manually annotated phases in our video data
which occurred in a certain order in our experiment. We started with an introduction
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Fig. 6. The graphic shows the correlation for the time series s1, s2 from one trial and se from
another trial. The vertical red lines mark the start and end of the negotiation phase which was
annotated manually. The time series s1 and s2 (green graph) constantly anticorrelate after the
phase transition until the end of the phase. Pre- and post-negotiation results of (s1,se) and (s2,se)
look similar to the top graph, but steady anticorrelation cannot be observed during this phase. The
gap at 13:40 is caused by different negotiation phase durations of the trials.
phase where the setting and task was introduced by the experimenter and the partici-
pants mostly listened or talked to a person from the experiment team. In the negotiation
phase the participants had to discuss and agree on solutions for the recreation planning
task. The study personnel left the room during that phase. The negotiation phase ended
when the participants rang a bell and was followed by a presentation of the final solu-
tion. Between negotiation and presentation was a small window where the experimenter
asked some question and handed out a questionnaire. After the presentation, the staff
left the room a second time for about 5 minutes which was called the free phase where
the participants were left sitting on the table without the mediating objects to record
pure conversation data4.
In Figure 5 both results are shown together for one trial exemplary. The correlation
graph’s zero crossing happens shortly after the negotiation and the presentation phase
started and stays below zero right until the end of the phase. In the free phase we observe
more fluctuation which additionally differs for every trial.
We cross-validated our findings by correlating time series from different trials to
verify the approach. This was only done for phase transitions since these are essential
moments for conversation detection and the phases’ durations varied across the trials.
Figure 6 shows such a cross-validation for start and ending of the negotiation phase.
Speech activity time series s1 and s2 belong to the same trial that was shown in Figure 5
and were checked against se from another one. The blue graphs depict the inter-trial
correlation and show similar shapes as the green graph before and after the end of the
negotiation phase. During the phase the graph passes zero several times and fluctuates
within the range of about − 12 and + 12 in both cases (s1,se) and (s2,se). The gaps are a
result of the differing length of the negotiation phases.
4 The participants were told that some system calibration had to be done to finish the experiment.
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5 Discussion
Collaboration requires listening and a proper turn taking behavior where overlaps are
accepted (in contrast to interrupts) and cause minor speech activity correlation. One
person should speak at a time even though research has shown that there can be overlap
towards the end of a turn or for backchannling (e.g. “yeah.. ahh”) depending on the
social norm, context and the interlocutors’ relationship [5]. Weilhammer and Rabold
found that average overlap related to the spoken language ranging from 150 to 330 ms
for English, German and Japanese speakers [9].
The fact that cooperative speaking behavior anticorrelates is not surprising. But it is
interesting how accurate this feature alone can determine if both participants cooperate.
In our trials the probability of cooperative interaction was tightly coupled to the degree
of the participants’ verbal anticorrelation and its duration. Values smaller than − 12 were
hardly reached by cross-correlated time series.
For more fractured conversations this approach has to be adapted since the turn-
taking time (also called inter-speaker interval) depends on the task [1]. The similarity
of the inter-trial correlation with the intra-trial correlation shown in Figure 6 indicates
that during those periods all participants, disregarding the trial, were listening most of
the time to the experimenter’s instructions which is supported by our qualitative analysis
of the data. Joint silence is treated as uncooperative which is okay if both participants
listen to the experimenter but it does not have to be true in all situations. We believe that
this is one reason for fluctuation during the negotiation phase. Suppressing this behavior
has to be done very carefully since in some cases the lack of verbal communication can
be an indicator for recent problems in the problem solving process.
6 Conclusion
We have introduced and tested a new reliable signal-driven method for interaction fo-
cus detection from speech signal correlation. However, joint silence is treated as cor-
relation and thus influences the current rating heavily. We propose a memory-based
weight-decay feature to take the likeliness of a conversation between two (or more)
interlocutors into account.
This approach may be useful to improve context awareness of future devices, a factor
of increasing relevance in application development [6]. Importantly, this feature can be
computed without any privacy-intrusion as no semantic features are accessed. Until
full speech recognition-based interaction analsyis becomes available and cheap, our
approach can support real-time situation detection.
As an interesting application beyond the scope of this paper we suggest the ubiqui-
tous Chatter Tracker for parties, conferences or other social events: Every mobile phone
running the application would collect speech activity to a server, which in turn computes
pairwise correlations and composes for each interlocutor a summary of whom he has
spoken with. Never forget to exchange contact information again as this could replace
business cards.
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Abstract. Develop a client-server application for a mobile environment can bring
many challenges because of the mobile devices limitations. So, in this paper is
discussed what can be the more reliable way to exchange information between a
server and an Android mobile application, since it is important for users to have
an application that really works in a responsive way and preferably without any
errors. In this discussion two data transfer protocols (Socket and HTTP) and three
serialization data formats (XML, JSON and Protocol Buffers) were tested using
some metrics to evaluate which is the most practical and fast to use.
Keywords: Client-Server Communication, Mobile Applications, Protocol
Buffers, Performance.
1 Introduction
Nowadays mobile devices still have several limitations (network traffic and battery con-
sumption) compared to traditional computers that must be considered when developing
a mobile application. It was based on these limitations that led us to the question: Which
is the best way to exchange information between a server and a mobile client in order
to minimize these limitations?
This question started to appear when developing a mobile application PSiS (Per-
sonalized Sightseeing Planning System) Mobile [1] to support a tourist when he is on
vacations - more information about PSiS Mobile can be seen in section 2.
To answer this question a case study was performed, where the data transfer protocols
performance were tested. It was done by transferring the points of interest data between
the two sides (PSiS server and mobile application). Each point of interest is represented
by 13 data fields where each one is formatted as string. The field which contains more
data is the description, which in some cases can have more than 1000 characters. Each
point of interest has about 600 Bytes of data.
Since the mobile application was developed to be used by an Android mobile device,
a Google Nexus S with Android 4.1 was used. A normal notebook PC was used as
server. Both were connected to the same IEEE 802.11g network. To decide which is the
best technique to perform the data exchange, five metrics were used:
A. van Berlo et al. (Eds.): Ambient Intelligence – Software & Applications, AISC 219, pp. 79–86.
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• Process Duration, includes server request, data transfer, deserialization and data
record on local database. This is important to realize which is the fastest technique;
• Average CPU load, important to see which system resources are being used;
• Average used Memory, the same as the previous one;
• Total bytes sent, this is very important because of the expensive data costs that carri-
ers charge, less data consumption means less money spent;
• Total bytes received, has the same importance as the previous one.
In section 3 the performed case study is presented. This case study involves the transfer
of points of interest from the server’s database into the mobile device database using
different technologies and based in some metrics to evaluate the results and understand
which is the more appropriate to use. Section 4 presents an analysis and discussion
about the obtained results. Finally, in section 5 some conclusions about the case study
results are presented.
2 Case Study Context
The necessity to discover which is the best transfer protocol and data serialization for-
mat to transfer information between a server and a mobile application came when the
authors were developing PSiS Mobile. This mobile application appears on the context
of PSiS, which is a web application that aims to define and adapt a visit plan combin-
ing, in a tour, the most adequate tourism products (interesting places to visit, attrac-
tions, restaurants and accommodations) according to the tourists specific profile (which
includes interests, personal values, wishes, constraints and disabilities) and available
transportation system between different locations [1].
PSiS Mobile is composed by three pieces (see figure 1), the server-side, the middle-
ware and the mobile client. In the server exists have a complete database with all the
information about points of interest in a certain city/region and a complete users portfo-
lio. The middleware was implemented to enable the communication between the server
side and the mobile application.
The mobile client is a very important part of this system, because it is the bridge
between the central services and the user visits. With a mobile device, the user can see
the generated planning and the information about the nearby sights to visit, which are
recommended according to his profile and current context. Also, the trip planning can
be re-arranged according to the current context.
Since PSiS Mobile is an occasionally connected application, a temporary database
is used on the mobile device to enable the access to part of the data without being con-
stantly consuming network traffic, allowing the application to work without an internet
connection (with some limitations, like no access to new points of interest).
After requesting a recommendation for a trip, all the necessary data is transferred
from the server and stored on the mobile device. This was found to be necessary, be-
cause of the mobile Internet low speed rates and the possible unavailability. This nec-
essary data represents the information about all the points of interest present on the
planning schedule and other points of interest nearby the first ones.
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Fig. 1. PSiS Architecture Overview
3 Inter-process Communication Flow
There are several ways to exchange information between a server and a client, but in this
case only two of the most used protocols were chosen to test, the Java Socket API [5]
and the HTTP (Hypertext Transfer Protocol) REST (REpresentational State Transfer
Web Services) [3]. The SOAP Web Services were left behind because of the bigger
headers compared to the REST architecture, which increases the amount of network
traffic and process power [7].
After data transfer protocols selection, the structure to serialize the information was
defined. This is important in order to the two parties (server and client) “understand”
each other, in this case it was chosen the XML, JSON and Protocol Buffers data struc-
ture formats.
Raw socket was the first tested approach since normally they are used to quickly
exchange information [6]. First of all, a raw socket client and server modules were
implemented. For each established connection, the server creates two threads: one to
send data and another to receive data. Since there are two different threads the exchange
can be performed asynchronously, avoiding waiting states on the client application. To
test this protocol the data was serialized by the SAX Parser using a XML structure.
With this protocol, message sizes were more compact since there aren’t any headers
(e.g., HTTP or SOAP headers).
However, this system poses several problems in sockets management. Besides the
need to specify a hard-coded and very inflexible communication protocol, raw sockets
also need further implementation for error detection and transaction control.
The other tested protocol was HTTP, which is one of today’s most popular client-
server communication protocols. HTTP is a mature approach and a widely used pro-
tocol that already handle errors, simplifying its use and implementation. The only
downside, comparing to the raw socket communication protocol, is the size of the
sent/received data frames. This mainly happens because of the HTTP header, which
is added to the sent/received data.
The header size along with the sent and received ACK (Acknowledgement) pack-
ages, to validate the transaction, varies between 6% and 10% of the size of the trans-
ferred data. For example, for a XML file with a size of 1.875 Mb, the client receives a
total of 2.048 Mb (9% more than the original file size).
After the protocols chosen, three data structure formats were selected to test. The first
one is the XML, since it is one of the most popular data structure formats used to store
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information. To have a better understanding about the XML performance three different
XML parsers were used: DOM (Document Object Model), SAX (Simple API for XML)
and Pull. DOM was chosen since it is the World Wide Web Consortium (W3C) standard
and the other two because they claim to be the fastest XML files parsers.
Second one is JSON (JavaScript Object Notation) [2], which has a structure identical
to the XML, but tries to be a low-overhead format. Finally there is Protocol Buffers [4],
which is a serialization format developed by Google Inc. with the purpose to be simpler
and faster than XML.
4 Empirical Analysis
In this section the results for each of the previously described exchange data techniques
will be presented. To ensure more accurate results, four different tests with different
file sizes were performed. Each of these tests was executed five times, and the pre-
sented results are the average of the five attempts. The file sizes, for each test and data
serialization format are described on table 1.
Table 1. File sizes (in kB) for each test and data serialization format
Serialization format First Second Third Fourth
XML 1 253 375 1875
JSON 0.779 227 313 1564
ProtocolBuffers 0.665 195 256 1276
In the first test only the information of one point of interest was used. This was
valuable to get a first look of the mobile devices behavior when few data bytes are
exchanged over network compared to big files.
Analyzing table 2, it appears that the fastest architecture is HTTP using Protocol
Buffers, followed by HTTP using JSON. The raw socket protocol was slower mainly
because of the connection initialization, which is a time consuming process, especially
when we try to detect and control communication errors.
However, as expected, it was the raw socket with XML architecture that had fewer
bytes transferred between server and client followed by the HTTP protocol with Proto-
col Buffers. Finally, HTTP with XML is the heaviest of them all.
To this test weren’t provided any data for the CPU load and memory metrics be-
cause the process is completed so quickly that significant values can’t be obtained (the
readings are made per second).
In the second test the information about 250 points of interest was transferred. One
of the most relevant findings is that the XML parsing algorithms have significant per-
formance differences. The DOM, one more time, was the slowest and SAX proved to
be the fastest, surpassing Protocol Buffers that only in this test wasn’t the best.
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Table 2. First test results
Protocol Duration (ms) CPU (%) Memory (MB) Data Received (kB) Data Sent (kB)
HTTP XML SAX 595 - - 1.5 0.5
HTTP XML DOM 773 - - 1.5 0.5
HTTP XML Pulll 555 - - 1.5 0.5
HTTP JSON 511 - - 1.2 0.5
HTTP PROBUF 506 - - 1.1 0.5
SOCKET 1893 - - 1.0 0.5
Table 3. Second test results
Protocol Duration (ms) CPU (%) Memory (MB) Data Received (kB) Data Sent (kB)
HTTP XML SAX 2023 46.5 4.59 270.0 5.8
HTTP XML DOM 14947 90.1 6.02 270.2 5.5
HTTP XML Pulll 4940 76.4 5.43 270.0 7.1
HTTP JSON 3784 78.9 5.26 241.2 6.4
HTTP PROBUF 2036 55.8 5.03 206.9 5.3
SOCKET 7485 22.7 4.27 262.9 4.7
Looking at table 3, can be seen that socket method consumes less system resources
(CPU and memory) than the others because it doesn’t have so many parsing routines.
However, the whole process still takes a long time to execute. Protocol Buffers was the
one that had transferred less bytes, since it includes some data compression.
In the third test, it was transferred the information about 461 points of interest. The
results follow the same pattern of the previous tests, where Protocol Buffers was the
fastest, though only for a little margin (table 4).
JSON behaved as expected, serialization turns the file lighter than XML, but it has a
weak decoder (the Android platform native JSON parser was used) and becomes slower
when compared with the, also Android native, SAX Parser.
Analyzing the CPU utilization data, can be observed that the worst is HTTP with
DOM parser, since it uses an average of 93% during 26 seconds, which can represent
a lot of battery spent. Another important analysis is that the socket method only has
used 48% of CPU but it has an overall duration of almost 8 seconds. Comparing it with
HTTP using Protocol Buffers, can be seen that Sockets aren’t so good, because HTTP
with Protocol Buffers uses 51% but only for 2 seconds. Considering the memory usage,
socket method uses less memory than the others protocols.
Finally, the fourth test, where it was decided to perform a more thorough test to
denote additional differences on the obtained results. In this test the information about
1884 points of interest (four times all the points of interest stored on the database) was
used.
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Table 4. Third test results
Protocol Duration (ms) CPU (%) Memory (MB) Data Received (kB) Data Sent (kB)
HTTP XML SAX 2797 70.4 5.65 398.9 8.6
HTTP XML DOM 26985 93.3 5.95 399.4 8.5
HTTP XML Pulll 5331 81.6 5.44 398.9 8.4
HTTP JSON 4876 79.7 5.16 332.6 8.6
HTTP PROBUF 2316 51.0 5.14 271.5 7.4
SOCKET 7949 48.0 4.99 384.7 7.0
Table 5. Fourth test results
Protocol Duration (ms) CPU (%) Memory (MB) Data Received (kB) Data Sent (kB)
HTTP XML SAX 12171 70.0 6.59 2048 37.3
HTTP PROBUF 10060 72.3 5.89 1400 28.5
Comparing the third with the fourth test, can be observed that the processing time
has been 5 times more and the amount of data transferred is only 4 times the transferred
data on the third test. This is mainly explained because of the limited mobile device
memory. The operating system is always trying to get more and more memory and it
slows down the entire process.
Notice that only results for two techniques are provided. This happened because all
the others gave an “Out of Memory” error due to the mobile device lack of memory.
This happens because Android heap memory is limited to 16MB per application on the
most available devices, and only the high-end ones have a limit of 24MB. These two
techniques were also the ones that have produced better results in the other tests (HTTP
with SAX Parser and HTTP with Protocol Buffers). As can be seen on table 5 both used
almost the same system resources.
In this test can be seen a bigger difference in performance between Protocol Buffers
and SAX, especially in the transferred data size. Protocol Buffers transmitted about 600
kB less data (since the serialized file is that much smaller) and in lesser two seconds
than the SAX parser.
5 Conclusions
The purpose of this study was to discover which technology/technique is more reliable
and faster to use in a server-Android mobile application environment. Therefore, in this
chapter the conclusions about the obtained results and what technique was chosen to use
are presented. Also, some considerations that have been learned and validated during
these tests are discussed.
In theory, socket approach seems to be the right choice. In practice, it was found some
important disadvantages compared to the other approaches, since it proved to be error
prone and slower. Considering the analysis of cost over benefit between this approach
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and HTTP, it was concluded that the socket gains on the transferred kBs between the two
sides, don’t outweigh the associated disadvantages. The socket results can be explained
by a poor optimization of the Android Socket API.
Sockets were left behind due to the few advantages that they actually bring, com-
pared to the HTTP protocol. Also, raw sockets are much more complex and hard to
work with. It’s like reinventing the wheel when it already exists. On the other hand,
HTTP is reliable and is able to perform error handling. HTTP was the chosen protocol
for the PSiS Mobile implementation. With these tests the research team attested, that
the time spent in the implementation of sockets is not worth the supposed superiority of
performance, which in this case there wasn’t any of it besides the smaller data messages.
After choose the transfer protocol the most commonly used data serialization formats
to encapsulate the data to be sent over that protocol were inspected. Starting with XML,
the case study revealed that after all it isn’t so slow to parse, but instead it depends highly
on the used parser. Regarding file size it is only slightly behind the others, because of
the inclusion of multiple tags and for no data compression implementation. Another
issue that has to be considered is to not rely only in the theory, but try to understand it
and put it into practice in order to confirm the results for our case.
Considering the XML parsers, it is noteworthy that DOM is definitely the slowest
and the most complex to work. The SAX ends up having a similar performance to
Protocol Buffers, which proved to be the lightest and the fastest in almost all the tests.
These two are, according to our tests, the best approaches. SAX is overtaken by the
Protocol Buffers when it comes to speed and file sizes, thus can be concluded that
Protocol Buffers is the fastest and lightest serialization format. Then and as expected,
since it is one of its claims, JSON files are smaller. However, the Android native JSON
parser proved to be slower than the best XML parser.
According to the previous statements, the HTTP protocol in conjunction with Pro-
tocol Buffers was the chosen mechanism to exchange information between PSiS server
and mobile application, since it spent less system resources (therefore less battery) and
less network data consumption. Thus, some of the limitations of mobile devices were
minimized.
Another lesson that was learned is that there is no advantage in sending few or a lot of
information at once, but something in between them. If few information is sent at once
a great waste of time exists in the initialization of the communication. Comparing the
second and third tests, where twice the information was sent, can be seen that it takes
just a little more time to process it. However, if a lot of information is sent at once, as
done in the fourth test, some memory problems can be experienced and thereby slow
down the whole process. The best thing to do is to choose something in the middle, i.e.,
medium-sized files.
Finally, the research team has learned that it is worth investing some time in these
small tests, because with them the user experience can be improved. These tests don’t
take so long to implement and can result in a good knowledge for the team. Has can
be seen, for Android platform the HTTP protocol and Protocol Buffers are well im-
plemented and it is worth to give a try, getting a fast and reliable solution to transfer
information between a server and an Android mobile device.
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Abstract. Cloud computing and associated services are changing the way in 
which we manage information and access data. E-health services are not im-
permeable to novel technologies, especially those that involve mobile devices. 
At present, many patient monitoring m-health (mobile-health) platforms consist 
of close, vendor-dependent solutions based on particular architectures and tech-
nologies offering a limited set of interfaces to interoperate with. This fact hind-
ers to advance in quality attributes such as customization, adaptation, extension, 
interoperability and even transparency of cloud infrastructure of existing solu-
tions according to the specific needs of their users (patients and physicians). 
This paper presents an extensible, scalable, highly-interoperable and customiz-
able platform called Zappa, designed to support e-Health/m-Health systems and 
that is able to operate in the cloud. The platform is based on components and 
services architecture, as well as on open and close source hardware and open-
source software that reduces its acquisition and operation costs. The platform 
has been used to develop several remote mobile monitoring m-health systems. 
Keywords: m-Health, e-Health, mobile applications, patient monitoring, SOA, 
open source, cloud computing.  
1 Introduction 
The appearance of mobile systems for e-Health has revolutionized this domain by pro-
viding tools that enable, among others, remote monitoring of patients and automate both 
the capture of health parameters data and its transference to remote computer systems, 
thereby, giving rise to so called m-health systems [1]. Furthermore, m-health systems 
allow patients to be under steady medical supervision so that changes in patients’ health 
status can be tracked and notified. Unattended care is also possible, i.e., peak values in 
certain parameters and temporary crisis that alert of abnormal situations can be regis-
tered, which otherwise might go unnoticed, thereby affecting patients’ health due to the 
lack of fairly relevant information in his/her medical record [2]. 
The challenge is not only to automate these tasks, but to also try to assure certain 
quality attributes of the system that support them through the application of design 
techniques. For instance, although there exist several monitoring systems that provide 
plenty of functionalities, in many ways these systems do not cover the different needs 
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of a wide range of patients, since each patient requires a personalized and adaptive 
monitoring to be defined by physicians [3]. 
Likewise, physicians demand technological infrastructures that provide seamless 
interaction with medical systems any-where anytime through internet-operable clouds 
where the clouds themselves are a transparent element. 
This paper presents the design of an extensible, scalable and customizable cloud 
platform for the development of eHealth/mHealth systems. Some key design deci-
sions are based on the use of the recent concept for delivering resources as services 
over Internet (Cloud computing), open technologies (open-source software, open 
hardware, etc.) and additional techniques, for instance, the personal information about 
patients who use the platform is to be remotely managed in a customizable manner. 
Moreover, the platform is intended to provide uninterrupted monitoring with the goal 
of obtaining some information that can be subsequently analyzed by physicians for 
diagnosing.  
This paper is organized as follows. Section II presents related work. Section III 
presents the platform and its features. Section IV introduces software applications and 
tools based on the platform. Finally, Section V summarizes the conclusions and future 
work. 
2 Related Work 
So far, several mobile systems for patient monitoring have been proposed. For space 
limitation, it is not possible to compare the present proposal with each one of them. 
Nonetheless, one common drawback of many of them is that they are designed with 
hardly-scalable architectures and implemented with privative software [6][10]. This 
not only makes it difficult for other developers to work with them, but also increases 
their cost and limits their adaptability to be customized for a wide range of patients 
[7]. In other cases, the set of services provided is limited or focused on specific ser-
vices, such as information representation/visualization [4], just show the health status 
of one vital sign in an exact moment of time [5], are designed and devised for local 
monitoring of patients and, limit the number of patients that can make use of the  
system [12][13], or monitor just one vital sign [14][15]. 
3 Zappa: Cloud m-Health Platform 
In the following sections it is introduced the Zappa platform, the intended properties 
and principles that have guided its design, as well as the constituents of its system  
architecture. 
3.1 Desired Features 
E-health and m-health platform must comply with certain desired features that foster 
their acceptance by the different group of users that interact with them (patients, rela-
tives, physicians, etc.). The proposed platform aims at providing certain monitoring 
services for medical purpose and intends to achieve the following characteristics:  
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Fig. 1. Local-Remote monitoring scenario 
1. System adaptability, which allows the customization of the application in order to 
meet heterogeneous and changing patients’ needs. Integration of user profiles that 
are used to set up the application (i.e., determine the biosensors to be used, peak of 
values for triggering alerts, etc.). This information is internally represented in XML 
to foster interoperability. 
2. Timely alert, when a peak value in certain patient clinical parameter is registered, 
the system should react in the predefined interval of times to safely notify about 
abnormal situation to professionals and caregivers. Besides, this value will be 
stored in the patient medical record. 
3. Self-configuration, the system which must adapt to changing needs of clinical con-
ditions of patients, their profiles, and their dynamic environment, without external 
tools or expert knowledge. 
4. Cost-reduced system, by making use of: 
• Open Source software, so that system modules can be reused by developers 
and extended without paying for licenses, and thus, reduce costs. 
• Open Hardware, which required the different elements to be based on open 
hardware, to reduce the costs for customers [3][8]. 
5. Dynamic System. M-health scenarios are dynamic in nature. This means that not 
only new components (software components and hardware devices, like biosen-
sors) are able to automatically connect and disconnect to the system at run-time, 
but also new patients can become part of a scenario and interact with the system on 
the fly. Fig. 1 shows a generic local-remote scenario where the patient is being 
monitored locally and remotely (family, doctor, hospital).  
6. Interoperable system, in order to overcome the heterogeneity of system devices and 
enable the system to communicate and integrate with other systems. XML-based 
representations of data in conjunction with some extensible and adaptable commu-
nication protocols are used to achieve this goal. 
7. Seamless clouds, i.e., users (either physicians or patients), are not aware that they 
are interacting with a cloud infrastructure. 
8. Use of medical devices. The system should be able to use different medical devices 
based on different technologies. This feature guarantees the use of commercial and  
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close-source hardware devices of popular vendors, such as Polar or Zephyr  
(Bluetooth), and custom/research devices based in open-source hardware as Arduino 
(ZigBee, Bluetooth, Wifi). 
3.2 Architecture 
According to the characteristics enumerated in the previous section different concerns of 
mHealth systems can be identified, e.g., communication with and between devices, data 
representation, formatting and storage, wireless protocols, cloud access, etc. These con-
cerns are supported by means of a component-based (modular) architecture design so that 
changes in one system component do not alter system behavior and do not affect the 
configuration of other system components either [11]. Fig. 2 shows the Zappa platform  
 
 
Fig. 2. Zappa Component-based Architecture 
architecture. There exist different components that encapsulate and abstract all functio-
nalities related to information management (e.g., zXML, zDB), communications 
(zComm, ZBTServer) and cloud technologies (gAndroid for G Technology), as well as 
biosensor devices, among others. These components could be used in eHealth/mHealth 
systems (Android). Some design decisions, such as the management of the communica-
tion between different devices with different components(zComm for Wifi and zHear-
tRate for Bluetooth) or separate the cloud management in different components, have 
been adopted in order to foster higher extensibility of the mechanisms and functionalities 
the platform permits to: 
1. Connect a new biosensor or disconnect a biosensor at run-time. The status of bio-
sensors will be detected and updated automatically, thanks to zComm (for custom 
biosensors) and zHR (for Bluetooth heart rate sensors) components. 
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2. Establish the communication between two devices (i.e., between two mobile    
devices or between a mobile device and a biosensor) with any of usual communi-
cation protocols, like Bluetooth and Wifi. This is achieved using different com-
ponents (zHeartRate with Bluetooth and zComm/zArduino with Wifi) which are 
used in services that are executed in the background to provide a full time sup-
port. Thanks to message passing communication protocols implemented in 
zComm and zArduino components, the developer can add new functionalities and 
specify new types of notification messages, without changing the behavior or   
performance of the system.  
3. Interact with cloud infraestructures. For example, the gAndroid component has 
been explicitly designed to work with G-Technology IaaS (Infrastructure as a 
Service). If interoperation with other IaaS vendors is required, new components 
can be added to the platform seamlessly. 
4 Example Applications 
In order to show the applicability of the platform, several m-health applications based 
on the Zappa platform are introduced. These applications use different components 
(Fig 2) of the platforms to provide the corresponding functionality. 
4.1 Zappa App 
Zappa App is an m-Health system used to monitor the heart rate, temperature and 
blood pressure of the patient. In addition, the system is able to save the vital sign val-
ues, detect health problems and share information with a doctor or medical staff that 
are in the same place that the patient (Bluetooth). 
Currently, Zappa App consists of four software applications. Three of these appli-
cations have been built for mobile devices (Android) and the last one (desktop appli-
cation) has been built to support the information exchange between mobile devices 
and the biosensors connected to Arduino boards (an open-source electronics prototyp-
ing platform based on flexible, easy-to-use hardware and software), which makes use 
of the Zigbee technology for communication. The different mobile applications are 
the following: 
─ Setting Application (Zappa App Setting): It is the application installed on the pa-
tient’s mobile devices. It is used to manage all the different elements of the system. 
It allows the user to manage sensors (zComm component), statistics (zStatistics 
component), profiles and patients (Fig. 3 - left).  
─ Monitoring Application (Zappa App Patient): This application (Fig. 3 - center) 
shows the obtained values from the biosensors through the communication service 
(zComm and ZCommService components). Each monitorization is customized and 
varies depending on the selected user profile. This application has been built as an 
Android service. In this manner the system (alert notifications, real-time biosensors 
connection/disconnection, information storage and other tasks, can be executed 
even when the application is running in background. In addition, this application 
starts the different components that allow sending and receiving information from 
the cloud. In this manner, the application can receive requests and act accordingly. 
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─ External request application (Zappa App M.D.). This application could be installed 
in any mobile device and it able to search, via Bluetooth, different patients in the 
same location and to obtain personal in-formation or monitoring values. This is 
possible using zBTCommClient component in this app, and the component 
zBTCommServer in the mobile device of the patient (Fig. 3 -right). 
 
    
Fig. 3. Zappa App 
4.2 Cloud Rehab 
Cloud Rehab is a full m-Health system that is used to monitor the daily activities of 
patients with severe brain damage. This kind of patients can evolve faster performing 
certain activities, such as having lunch, dressing, etc., if these activities are monitored 
(in real-time) by physicians or medical specialist. The doctors can define new activi-
ties, called sessions, according to the evolution of the patient. 
One session is made up of a training video of a patient performing an activity in a 
training process, a set of audio and image files used when the heart rate value of the 
patient reach a certain value, the recorded video of the session, the heart rate values, 
and alert triggered, among others. The doctor can define new sessions with new train-
ing activities and, once the patient has completed them, review the session’s informa-
tion to evaluate patient progress. The system includes two applications. 
– Web Application: The web application (Fig. 4 left) is used by the medical staff to 
manage patients’ medical information. This application is used to manage sessions, 
monitor patients values, real-time monitoring, etc. The application can be also used 
by the relatives of the patient to check if she/he has completed all the sessions, 
her/his medical progress and/or check if the doctor has defined a new session. 
– Android Application: This application (Fig. 4 right) is used by the patient to per-
form the sessions. The application monitors heart rate in background (zHR compo-
nent as a service) and stores the values in a cloud server (gAndroid component as a 
service) and in a local database in real-time (zDB component). If the heart rate val-
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Fig. 4. Cloud Rehab Web Application (left) and Android Application (right) 
5 Conclusions and Future Work 
Health monitoring systems can help patients in many different ways [3]. Normally the 
control of the status health of the patient is good enough, but thanks to mobile devices 
and their hardware and software evolution it is possible to provide more functionality 
to them like remote at home monitoring. 
An m-health cloud-transparent platform, called Zappa, for developing systems in-
tended to monitor patients remotely and in real time has been described. Its design is 
based on an open architecture and made up of components based on standard technol-
ogies that allow a higher extensibility and support the management of different     
patients, being able to customize the systems to be developed to their needs. The plat-
form aims also at saving implantation and economic cost through open source hard-
ware and software. The platform enables systems to operate in hybrid monitoring 
scenarios and offers robust communication capabilities by enabling to switch between 
different protocols seamlessly and on the fly depending on availability, efficiency, 
etc., issues. 
Zappa supports the construction of m-health cloud-based systems so as to provide 
functionalities fulfilling non-functional properties that foster patient acceptance of 
such systems. Several sample applications have been shown in order to illustrate the 
applicability of the proposal. 
We are currently working in the improvement of the proposed platform. Plans for 
future work include: 1) the development of an expert system¸ so as to improve diag-
nosing; 2) the improvement of the main web server, in order to incorporate new func-
tionalities such as external remote calls to public emergency services (112, 911, etc.), 
security and privacy control; and 3) the development of additional components to 
adapt the platform with other cloud platforms such as EC2 or Windows Azure will be 
designed and developed in the future. 
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SINTEF ICT, Trondheim, Norway
{Aida.Omerovic,Anders.Kofod-Petersen,
Bjornar.Solhaug,Ingrid.Svagard}@sintef.no
Abstract. Ambient Assisted Living (AAL) is a promising and fast growing area
of technologies and services to assist people with special needs (e.g. elderly or
disabled) in managing more independently their everyday life. AAL is founded
on increasing needs for welfare technologies, as well as on significant effort from
many scientific disciplines, the society, and the industry. The research has so far
been primarily concentrated on elicitation of the functional aspects and on pro-
viding the technical solutions for the AAL systems and services. The problem of
eliciting non-functional requirements and quality characteristics that are specific
and critical for AAL, however, has been addressed to a much lesser extent. Failing
to ensure the necessary system and service quality regarding critical characteris-
tics may represent a significant obstacle to the wider acceptance of AAL in the
society. There is hence a need to increase awareness of quality of AAL systems
and services by providing the necessary supplement to the established state of
the art. This paper reports on the process and the results from elicitation of AAL
specific quality characteristics. The approach is based on established reference
architectures and roadmapping material, as well as the ISO/IEC 9126 software
product quality standard. The paper demonstrates how to do the elicitation in
practice, and proposes the set of quality characteristics that are most important in
the AAL context.
Keywords: Ambient Assisted Living, AAL Systems and Services, Quality Char-
acteristics, ISO/IEC 9126.
1 Introduction
Ambient Assisted Living (AAL) [8,14] is a growing application domain of Ambient
Intelligence [3], and is characterized by responsive ICT systems that are used for em-
powering people with special needs for managing their everyday activities. The goal is
to make the life of the end users more comfortable and independent, supporting them in
maintaining an active and creative participation in the community and in their preferred
living environment. Due to the societal and demographical changes in the society of
today, the need for welfare technologies in general and AAL systems and services in
particular, is growing. This is also clearly recognized at EU level with the Horizon 2020
funding programme [6], where health, demographic change and wellbeing constitute
one of the identified focus areas, and ICT is stressed as one of the key enabling tech-
nologies. Moreover, significant effort from many scientific disciplines and the industry
is driving the development of the AAL technologies and application areas.
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The AAL research and development activities have so far primarily concentrated on
elicitation of the functional aspects, as well as on providing the technical solutions for
the AAL systems and services [16]; there are few approaches on how to do a system-
atic elicitation of the AAL-specific non-functional characteristics. Such characteristics
should be taken into account already during development as inherent aspects of the very
architecture and design of AAL systems. It is crucial for the acceptance of the AAL
technologies that they are able to fulfill and verify both functional and non-functional
requirements, taking into account all relevant stakeholders.
The main contribution of this paper is twofold. First, we propose an approach to
elicit, weight and document non-functional requirements in terms of so-called quality
characteristics. The approach is based on international standards on software product
quality, as well as AAL reference architectures and roadmapping as proposed by lead-
ing communities in the field. Second, we report on our results of using this approach by
documenting the most important AAL quality characteristics. These characteristics can
be understood as a necessary and adequate complement to existing reference architec-
tures, and serve as guidance for service developers and providers.
The rest of the paper is organized as follows. In Section 2 we describe the underlying
basis for our work, both on AAL and on product quality, and we describe our method-
ological approach. In Section 3 we describe in more details the process undergone for
how to do the elicitation of the quality characteristics, and in Section 4 we present the
results. In Section 5 we discuss the threats to validity and reliability, addressing in de-
tail the particular uncertainties related to the process undergone and the results. Related
work is briefly summarized in Section 6, before concluding and proposing directions
for future work in Section 7.
2 Background
The specification and evaluation of software product quality requires the product to be
at hand, either as a requirements statement, as a design document, or as an implementa-
tion. When addressing AAL systems and services in general, as in this paper, there are
basically two ways of approaching quality specification and evaluation, namely bottom-
up or top-down. The bottom-up approach is to select a set of representative AAL sys-
tems and define the quality characteristics for each of them, before consolidating the
results. The top-down approach is to use a generic specification of AAL systems and
define the quality characteristics that are appropriate at this level. These characteristics
should then be adequate for all instances of the generic specification.
In our work we have used the top-down approach by carefully selecting AAL docu-
mentations that are developed by leading communities, that span most application do-
mains, and that serve as a common abstraction of typical use cases and system instances.
First, at the level of AAL architecture, we have adopted the reference architecture [13]
of the universAAL FP7 research project [12]. Generally, the purpose of a reference
architecture is to generalize and extract common functions and configurations, and to
provide a base for instantiating target systems that use that common base more reliably
and cost effectively [15]. Complementing a reference architecture with adequate qual-
ity characteristics should serve the same purpose for such non-functional requirements.
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Second, at the level of use cases, usage areas, users and recent driving developments
within AAL, we have used the AALIANCE Ambient Assisted Living Roadmap [14]
which is a comprehensive roadmap and strategic guidance for R&D approaches in the
AAL context.
As a basis for the elicitation of the adequate quality characteristics, we used the stan-
dardized ISO/IEC 9126 series on product quality in software engineering [9]. ISO/IEC
9126 provides an established specification of decomposed quality notions with their
qualitative and quantitative definitions. The clear advantage of this international stan-
dard for expressing quality characteristics, is the possibility of comparing one system
with another. The standard defines a quality model for external and internal quality,
and for quality in use. External quality is the totality of the characteristics of the soft-
ware product from an external view when the software is executed. Internal quality is
the totality of characteristics from an internal view and is used to specify properties
of interim products. The characteristics of the internal and external quality model are
functionality, reliability, usability, efficiency, maintainability and portability. These are
in turn decomposed into a total of 34 sub-characteristics. Quality in use is the user’s
view of the quality of the software product when it is used in a specific environment
and a specific context of use. The quality in use characteristics are effectiveness, pro-
ductivity, safety and satisfaction.
Determining the adequate quality characteristics for a specific product obviously de-
pends on who the relevant stakeholders are. In our approach we have aimed for the
identification of generic quality characteristics independent of the concrete stakehold-
ers in the specific AAL system instances. However, the quality characteristics should
capture the requirements and expectations of AAL service providers and consumers;
quality in use should in particular ensure that users can achieve their goals in a particu-
lar environment [9].
To ensure as much as possible an objective and unbiased quality elicitation, the pro-
cess was conducted in two independent strands by two separate groups. One group
consisted of experts from the AAL domain who conducted the elicitation based on their
experience and expertise, and by actively using the universAAL reference architecture
[13] as the normative specification of AAL systems and services. We refer to this strand
as Domain Expert Judgment (DEJ) based process.
The other group consisted of experts on security and quality assessment who con-
ducted the elicitation by a thematic analysis [7] of the AALIANCE Roadmap [14].
Thematic analysis is one of commonly used methods of qualitative research analysis.
In thematic analysis, data are explored and coded according to patterns or commonali-
ties (themes). The codes emerge as the data are examined. Then, the codes are analyzed
by comparing theme frequencies and the relationships between the themes. We refer to
this strand as Thematic Analysis (TA) based process.
Both the DEJ-based elicitation and the TA-based elicitation resulted in a specification
of all ISO/IEC 9126 quality characteristics with weights and their rationale in the AAL
context. As explained in more details in the next sections, the respective results of the
two groups were subsequently compared and consolidated.
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3 Process
This section reports on the process of elicitation of the AAL-specific quality charac-
teristics. In order to ensure, as much as possible, an unbiased and objective process,
we combined two independent approaches, namely the DEJ-based process and the TA-
based process. Based on two parallel processes, we have instantiated the ISO/IEC 9126
software product quality standard [9].
Four participants were involved in the elicitation process. Two of them (participants
A and B) are experts in AAL and researchers in the fields of welfare technologies and
ambient intelligence, respectively. The other two (participants C and D) are researchers
in the fields of model-based security and quality analysis. Each participant had at least
ten years of professional experience in the respective domain of expertise. Participants
A and B performed the DEJ-based elicitation, and participants C and D performed the
TA-based elicitation.
TA-based elicitation
C: Thematic analysis 
of AALIANCE 
Roadmap
C: Categorization of 
terms 
D: Categorization of 
terms 
C and D: Weighting of quality 
characteristics from ISO9126 w.r.t. AAL 
C and D: Documenting rationale for  
weights w.r.t. each thematic analysis
DEJ-based elicitation
A and B: Weighting 
of quality 
characteristics from 
ISO9126 w.r.t. AAL 
A and B: 
Documenting 
rationale for  weights 




Comparison and consolidation of the results
D: Thematic analysis 
of AALIANCE  
Roadmap
Fig. 1. The two independent approaches in the process of the quality characteristics elicitation
through instantiating the ISO/IEC 9126 standard, followed by comparison and consolidation of
the results
The instantiation, which was performed independently by the two groups, involved
weighting of each quality characteristic with one of three possible marks (High, Medium,
or Low) and providing a rationale for the evaluation, as proposed by the ISO/IEC 9126.
All the four participants were familiar with the standard beforehand and actively used
it during the marking process, in order to retrieve the correct definitions of the quality
characteristics. As illustrated by Figure 1, the process undergone involved the following
steps during the two above mentioned independent directions:
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– TA-Based Elicitation: AAL quality characteristics elicitation by participants C and
D. This part of the process involved a thematic analysis of the above mentioned
AALIANCE Roadmap [14] with respect to quality aspects. The AAL quality re-
lated contents extracted were coded and the codes were categorized in the form of
overall quality characteristics. The two participants independently obtained 8 and 7
categories, respectively. The underlying codes for each category were documented.
The number of categories was not pre-determined and the possible categories were
not pre-defined. Based on the codes (i.e. their frequency of occurrences) and cat-
egories obtained, the quality characteristics from ISO/IEC 9126 software product
quality standard were weighted. While the thematic analyses by the two participants
were performed independently, the weighting was made during a joint session. The
rationale was documented with references to the results of the thematic analyses.
– DEJ-Based Elicitation: AAL quality characteristics elicitation by participants A
and B. This part of the process involved expert judgments in weighting quality
characteristics from ISO/IEC 9126 software product quality standard with respect
to AAL in general and to the universAAL reference architecture [13] in particular.
This was performed in the form of a workshop and the rationale for each weight
was documented.
The comparison and consolidation step was an overall consideration of all results by all
participants, where an agreed weight was assigned to each quality characteristic. The
weights which had full matches needed no further consolidation, while the ones that
deviated between the two elicitation approaches were consolidated by comparing the
rationales and agreeing upon a single weight.
4 Results
This section presents the results of the elicitation. First, we present the results of the
thematic analysis and the subsequent categorization. Then we present the weights and
the underlying rationales obtained by instantiating the ISO/IEC 9126 by the DEJ-based
and the TA-based approach, respectively. Finally, the results of the comparison and
consolidation are summarized.
The Thematic Analysis and Categorization of Terms. The thematic analysis provided
categories of non-functional characteristics extracted from coding the AALIANCE Am-
bient Assisted Living Roadmap. The categories obtained by participant C were: adap-
tive (18), availability (7), interoperability (23), reliability (13), security (25), usability
(14), embedded (1) and cost awareness (3). The categories obtained by participant D
were: embedded (4), adaptive (48), available (11), interoperability (25), security (31),
user friendly (22), compliance (1). The numbers in the parentheses represent the num-
ber of occurrences of the relevant codes. All codes collected were distinctly included in
one of the categories. For example, the category available obtained by participant D, in-
cluded the following 11 codes: always on, access, ease-of-use, available (3), connected
(2), interaction (2), and availability of information. Full traceability to the sources of
the codes in the AALIANCE Ambient Assisted Living Roadmap has been documented.
Note that there are some discrepancies between the underlying numbers of codes for
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Table 1. Results of the elicitation
Quality characteristic Weights (DEJ) Weights (TA) Consolidated weights
Functionality High High High
Reliability Medium Medium Medium
Usability High High High
Efficiency Low Low Low
Maintainability Medium Medium Medium
Portability High High High
Effectiveness High High High
Productivity High Low High
Safety Medium High Medium
Satisfaction High Low High
same categories deduced by C and D. This is due to independent coding and catego-
rization approaches by these two participants.
Weighting of Quality Characteristics. Table 1 presents the results of the instantiation
of ISO/IEC 9126 with respect to AAL. The first column specifies the name of the quality
characteristic. The first six characteristics are external and internal, while the remaining
four ones are quality in use characteristics as defined by ISO/IEC 9126. The second
column presents the weights assigned to the quality characteristics during the DEJ-
based elicitation (by participants A and B). The third column specifies the weights
assigned to the quality characteristics during the TA-based elicitation (by participants
C and D). The fourth column lists the consolidated weights (by all four participants).
Rationale for Weights Provided by Participants A and B. While weighting the qual-
ity characteristics, participants A and B argued that the AAL services distinguish from
software/services in general in the sense that the latter can be assigned requirements
by being considered in isolation. The AAL services must, however, function in close
interaction with humans, and are often embedded. A and B argued that high impor-
tance of functionality characteristic is due to its security sub-characteristic. Privacy and
data protection needs are grounded in sensitive health information, personal information
and other sensitive information. Interoperability (sub-characteristic of functionality) is
important due to the heterogeneous and dynamic nature of the AAL systems, as well
as many components having different configurations. Reliability should have medium
weight as most AAL services/systems are dedicated to empowerment and quality of
living, and are not life sustaining. Usability should be high, since consumers of the
AAL services typically are novices with limited experience with the AAL technology.
The expectation of minimal interaction is present at both user and care giver side, but
this can be changed over time when AAL has become more widespread. Efficiency
was weighted low, since AAL services seldom have real-time requirements and are not
life sustaining. Some components (e.g. mobile entities and sensors) may, however, re-
quire low energy and broadband consumption. Maintainability scored medium due to
the need for analyzability and early detection of faults, which is crucial for trust. AAL
systems must also be easy to test, update and perform changes on, in addition to being
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stable during modifications. Portability was argued to be highly important due to the
need for installability and co-existence. Additionally, limited technology mastering at
the consumer and care giver side, varied application areas of the components, as well as
frequent need for adaptation make portability important. Effectiveness (which stresses
the functionality) was assigned high importance primarily for the assisted person, and
secondarily for the care giver. The high importance of productivity is assigned primar-
ily from the perspective of the formal care giver, provided the objective to improve
efficiency of the welfare sector. The medium importance of safety is due to the fact that
many AAL services are not safety critical or life sustaining, but rather a supplement to
the existing care services. The high importance of satisfaction is due to the voluntary
adoption of the AAL services by the assisted person. As such, the services should be
positively experienced. For formal care givers, satisfaction is important due to the AAL
market domain being rather immature.
Rationale for Weights Provided by Participants C and D. Rationale provided
by C and D was solely based on the results of the thematic analysis (based on
the relevance of the related categories for the quality characteristics, as well as
number of underlying codes for each category). Thus, when providing the ratio-
nale, C and D jointly linked the relevant above mentioned categories that have been
extracted, to the ISO/IEC 9126 quality characteristics. The links were as follows
(where the italic categories stem from the thematic analysis conducted by D and
the underlined ones stem from the thematic analysis conducted by C): functionality
(interoperability, security, interoperability, security), reliability (security, reliability),
usability (user-friendly, usability), efficiency (no categories found), maintainability
(adaptive, interoperability, adaptive, interoperability), portability (adaptive, interop-
erability, adaptive, interoperability), effectiveness (user-friendly, adaptive, available,
usability, availability), productivity (no categories found), safety (security, user-friendly,
security, reliability, usability), satisfaction (no categories found).
Comparison and Consolidation of the Results. The results of the elicitation show al-
most full agreement between the two approaches. Functionality, usability, portability
and effectiveness were evaluated as highest priority quality characteristics in both ap-
proaches. Reliability and maintainability were assigned medium weight, and efficiency
was assigned low in both approaches. The only deviation of the results between the two
approaches arose with respect to weights of productivity, satisfaction, and safety char-
acteristics. The former two could not be linked to any category in the rationale by the
TA-based approach. Moreover, there was in the TA-based approach some uncertainty
in the rationale for safety and efficiency. The weights of these four characteristics were
by far most uncertain ones in the TA-based elicitation. The reason is that the TA-based
approach analyzed only the AALIANCE Ambient Assisted Living Roadmap and ex-
tracted solely quality-related aspects. Therefore, the consolidation relied more on the
DEJ-based weights of these four characteristics. The TA-based weights of the overall six
quality characteristics were considered to be substantiated with higher reliability com-
pared to the weights of productivity, satisfaction, safety, and efficiency. The TA-based
weights of those six characteristics were moreover consistent with the DEJ-based ones.
Therefore no further consolidation of these was needed. The consolidation has assumed
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that the DEJ-based weights are relatively reliable due to the DEJ-based weights being
founded on the expertise of the participants in the AAL domain, as well as due to the
generality of the universAAL reference architecture. Thus, the consolidation of the devi-
ating characteristics concluded that productivity and satisfaction should be assigned high
weight, while safety was assigned medium weight. All ISO/IEC 9126 quality character-
istics have been covered. No need for specifying any additional AAL-relevant quality
characteristics was discovered in any of the two elicitation approaches.
5 Discussion
The validity [5] of the findings depends to a large extent on how well the threats have
been handled. Validity focuses mainly on aspects such as correctness of set-up, quality
of process, composition of participants, and accuracy of measurements. Reliability, on
the other hand, is concerned with demonstrating that the process can be repeated with
the same results. Among the main questions are: did we objectively extract the relevant
codes and categories during the thematic analysis; did the participants have the same
understanding of the underlying AAL needs; did the participants consistently interpret
the quality characteristics; is counting of code occurrences in the thematic analysis fair,
since their number is not necessarily proportional to their importance; is the composition
of the participants representative; are the AALIANCE Roadmap and the universAAL
reference architecture representative as the underlying documentation; are the findings
applicable for AAL in general and all instances of AAL?
One of the major threats to validity is the possible bias of the thematic analysis.
Both the subjective nature of it and the fact that the number of code occurrences (in the
AALIANCE Roadmap) may be a weak indicator of importance, are two obvious threats.
The first one was addressed by independent analysis of the two participants (C and D).
Nevertheless, we acknowledge that solely counting the number of occurrences obviously
imposes a threat to validity. The differences of the categories deduced in the thematic
analysis also indicate the subjective nature and partial discrepancies. The second threat
was addressed by having both TA-based and the DEJ-based approaches. However, the
DEJ-based approach also has uncertainties which at a few occasions could be observed
in the form of disagreements between the participants A and B. The discrepancies of the
results between the two approaches indicate partial uncertainty of the results in general.
Moreover, we have used abstract specifications of the AAL (Roadmap and Reference
Architecture). It is uncertain to what degree the set of proposed characteristics (or dif-
ferent subsets thereof) are relevant for specific instances of AAL systems and services.
Thus, validation in different instances and using different expert groups is needed. Fur-
ther validation of the results and evaluation of the approach have therefore to be part of
the future work.
Thus, due to the subjective nature of the problem, the conclusions are far from being
definitive. Preferably, more experts should have been involved to reduce the bias. Nev-
ertheless, we argue that this paper proposes an initial set of weighted characteristics that
should be considered in AAL. In addition, the paper proposes an approach for doing the
elicitation in practice by combining two methods (TEJ-based and TA-based). As a part
of the validation, the approach can in the future be applied by other researchers in the
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field. More iterations on the different data sets and by the different communities, may
gradually result in more reliable elicitation of quality characteristics.
6 Related Work
Multiple national and European research projects have aligned efforts in the fields of
AAL [1,2]. They have, however, mainly concentrated on specification and development
of AAL platforms. As a result, well-known AAL platforms have emerged, such as uni-
versAAL [12], OASIS [10] and OpenAAL [11]. These platforms address the different
quality requirements to a varying degree, without systematically following any specific
framework. Therefore, the quality in the respective platforms is difficult to compare,
measure and assess. The relevant research initiatives have so far mainly focused on the
functional aspects of the AAL systems, without proposing a common ground for quality
handling in AAL.
Antonio et al. [4] have evaluated the leading AAL platforms with respect to a set of
pre-selected quality characteristics. Their work differs from ours in three manners: 1)
the rationale for selection of the quality characteristics is not presented and we do not
know to what degree it has been systematic; 2) the quality characteristics selected have
been treated as equally important; and 3) they have evaluated fulfillment of the selected
quality characteristics in the context of AAL platforms, not AAL systems and services
in general.
Walderhaug et al. [16] argue that most of the AAL systems developed address the
needs of the end users but have failed to achieve a large market penetration. They argue
that this is primarily due to not sufficiently addressing the quality requirements posed
by the health care organizations. They present the initial steps towards a framework for
measuring quality by building on relevant ISO standards. In their paper, Walderhaug
et al. pinpoint selected quality characteristics and argue, based on their experience, for
the importance of those characteristics. Our approach differs by making the elicitation
systematic through instantiating the ISO/IEC 9126 standard and weighting the quality
characteristics relative to each other.
7 Conclusions and Future Work
This paper has been motivated by the lack of explicit specification of the most important
non-functional requirements for the AAL systems and services. We propose an approach
to elicit, weight and document such requirements in the AAL context. We have expe-
rienced that the approach undergone provides valuable knowledge about the AAL in
general and its quality requirements in particular. We also provide an initial overview of
the important quality characteristics of AAL. These characteristics can be understood
as a necessary and adequate complement to existing reference architectures, and serve
as guidance for service developers and providers. As such, our results contribute to a
common understanding of what AAL is.
Our ongoing and future work includes further validation of the results presented, as
well as developmentof a method for assessing quality fulfillment in AAL. This method is
intended to be based on methods for security risk assessment and modeling. In addition,
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we intend to facilitate use of templates and checklists in order to improve efficiency and
correctness of the AAL-specific requirements elicitation.
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Abstract. universAAL is a European research project that aims at creating an 
open platform and standards which will make it technically feasible and eco-
nomically viable to develop Ambient Assisted Living (AAL) solutions. It de-
fined hardware and software infrastructure for smart environments called AAL 
Spaces, which enable context sharing and reasoning about activities carried out 
by the assisted person. AAL Services developed with the universAAL platform 
may be a combination of hardware, software and human resources. Tools for 
the development, publishing and provisioning of such services have been de-
fined to support the whole chain of stakeholders involved in the AAL domain. 
The paper focuses on the provisioning of AAL Services by describing the main 
components involved in the service life cycle.  
1 Introduction 
One of the problems related to the adoption of AAL Services in real life is the lack of 
an economically viable platform for the provisioning of AAL Services. Although 
there were several initiatives funded by the EU in the recent years to create a platform 
for AAL Services that hides the complexity of the underlying infrastructure [1], none 
of them was aimed to produce a platform that groups all the needs of the AAL com-
munity under the same umbrella. 
The goal of the universAAL project [2] is to produce an open platform that facili-
tates the creation of a thriving market for AAL Services by making new solutions 
affordable and simple to develop, find, configure, personalize and deploy. The term 
"AAL Service" refers to the software artefacts, hardware items and human resources 
that all together compose a useful service for older adults. universAAL's vision is to 
make the download and setup processes of AAL Services as simple as downloading 
and installing software applications on a modern operating system.  
universAAL's first step towards this objective is to produce a public open platform 
that works as an intermediate layer between the operating system and the application 
itself [3]. In order to support the creation of a driven market community for AAL, 
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universAAL worked out the uStore, a one-stop-online shop for AAL Services, in-
spired by the Apple's App Store concept. uStore serves as the ecosystem for all in-
volved AAL stakeholders, namely developers, service providers, research groups as 
well as the end users and their caregivers. The goal of uStore is to speed up the adop-
tion and spreading of AAL Services by making it easier and more straightforward for 
the end users to get the services they are looking for.  
The main components of the universAAL platform that enable the provisioning 
process from the developer, through the service provider, to the deployer and the end 
users are described in Section  2. Section  3 gives an example of an innovative AAL 
Service that utilizes the smart atrefacts of the universAAL runtime environment and is 
able to demonstrate the full provision cycle. In section  4 the results of preliminary 
evaluations that assess the design, usability and quality of the relevant universAAL 
components are presented. The last section concludes and describes plans for future 
work. 
2 The universAAL Platform 
The universAAL platform is built around three pillars: Runtime support, Development 
support and Community support. Each of these pillars intends to provide support to 
different stakeholders. The Runtime support enables the cooperation among the dif-
ferent types of devices, sensors and services deployed in the environment in order to 
assist the person in everyday life activities. It consists of three functional layers: the 
execution environment, the generic platform services and the AAL platform services. 
The execution environment extends the native system layer of smart devices and 
hence hides the distribution of these nodes as well as the possible heterogeneity of 
their native system layers. It is implemented as a middleware layer facilitating the 
discovery of devices and services and providing communication capabilities to the 
upper application layer. Currently, an Android and Java/OSGi version of the middle-
ware are available. The generic platform services are building blocks common to all 
AmI-based systems; they are used to share context information like user position, user 
profile and detected activities whereas AAL platform services are domain specific 
services. 
The Development support provides tools that facilitate software development based 
on the universAAL platform and reuse of its components. The main component is an 
Eclipse based application called AAL Studio. The tools allow the developers to ab-
stract from the actual deployment environment.  
Finally, Community support is focused on the one-stop-online shop for univer-
sAAL services. Service providers and developers can offer their AAL Services in the 
store while beneficiaries can search and shop complete AAL Services that address 
their needs. The store is the main meeting point of all involved stakeholders. 
The main components that take part in the provisioning cycle are listed below. 
The Runtime Environment 
The runtime environment allows nodes of a network to cooperate in an environment 
that is called AAL Space. AAL Spaces are smart environments equipped with well 
defined software infrastructure [4]. The devices embedded in such environments op-
erate collectively using information and intelligence that is distributed in the  
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infrastructure. AAL Spaces are classified in profiles, each identifying the typical set 
of devices used in a specific AAL scenario and the available infrastructure; we distin-
guish between private space profiles, like homes, versus public space profiles, like 
supermarkets.  
AAL Space actual configurations consist of the nodes (peers) belonging to the 
space, the distributed applications installed in the space, ontologies dynamically add-
ed with the installed applications, and managers which are mandatory and optional 
building blocks realizing the software infrastructure. One peer of the AAL Space is 
elected as coordinator and it is responsible for the initialization and the announce-
ment of an AAL Space by propagating a space signature called AAL Space Card. 
Other peers can dynamically join and leave AAL Spaces by exploiting the discovery 
and peering capabilities of the middleware. In particular, the peering facility allows to 
exchange security information and to configure the communication channels among 
the peers. Several communication paradigms such as unicast, reliable multicast and 
broadcast are available based on pluggable protocol connectors for SLP, SSDP and 
JGroups communications [5,6,7].  
Central component of the provisioning mechanism is the Deploy Manager – responsi-
ble for managing the installation and un-installation of applications, also called Multi-
Part Applications (MPA). A MPA is a distributed application that can be deployed in one 
single peer or in a number of peers of the AAL Space. The MPA may be composed by a 
set of application parts; every part wraps one or more software artefacts that are installed 
into a target peer. Depending on the operating system adopted by the target peer, soft-
ware artefacts may be very diverse resources like: .exe file, jar file, libraries (.dll or .so), 
images, and so on. The MPA package (manifest file, licenses and parts) is compressed 
and sent to the Deploy Manager which is responsible for analyzing the MPA manifest 
and for delegating the installation of the parts to the target peers by following a deploy-
ment schema similar to other remote management specifications [8,9].  
The Online Shop 
The universAAL one-stop-online shop, uStore, is an eCommerce platform customized 
to the unique requirements and use cases of the AAL domain. It provides the ability to 
conduct commerce and specifically assists in publishing, purchasing and deploying 
AAL Services. Comparing uStore to the most successful solutions that exist today in 
the market, like Apple’s App Store and Amazon, reveals some significant features 
that do not exist or are not highlighted in the classic eCommerce solutions: Advanced 
products - AAL Service as a composition of software, hardware and human resources. 
Service composition - dynamic composition of AAL Services at purchase time. Per-
sonalization - based on the end user and the AAL Space profiles. Accessibility – better 
accessibility for uStore main clients; elderly and people with disabilities. Social com-
merce - social interactions among the involved stakeholders and their contributions 
via blogs, reviews, social networks, etc. Software management – management of the 
software artefacts that compose an AAL Service including versioning support. 
Several models were examined for the implementation of the store ranging from the 
Java content repository API (JSR 170) through content management systems to eCom-
merce solutions. Ultimately the core of uStore is based on IBM WebSphere Commerce1, 
                                                          
1 The official web site, http://www-01.ibm.com/software/genservers/ 
 commerceproductline/ 
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one of the two world leaders in eCommerce [10]. IBM WebSphere Commerce as a relia-
ble, secure and scalable solution is extended and customized to support the unique as-
pects of universAAL. 
The high level architecture of uStore is composed of three different blocks: Inner 
components – IBM WebSphere Commerce server (including IBM HTTP server and IBM 
DB2) and Sonatype Nexus [11] as the Content Management server for managing the 
software artefacts. Web interfaces - the Administration Console for operating the store, 
the Management Center for managing the uStore catalog by the AAL developers, service 
providers and legal authorities and the store site that can be accessed by all the stakehold-
ers. External interfaces to universAAL tools - AAL Studio supports developers by simpli-
fying the packaging and deployment of MPA in the uStore and the universAAL Control 
Center (uCC), an extendible console running in the AAL Space, helps the end user  
(deployer) to select, deploy and install a MPA from the uStore.  
The Deployment Tool 
The uCC manages the deployment of the software artefacts according to the refer-
ence-deploy-process [12]: Installation - this step includes the acceptance of the ser-
vice license agreement by the end user and the registration of the application in the 
uCC database. Configuration - this phase is split into the adaptation of the service to 
the end users’ needs and the collection of customization information for the deploy-
ment layout. Based on the application configuration a new view is generated in which 
the deployer adds all required properties for the service. The values entered are stored 
and used at runtime. The deployment layout is set by the deployer and being used by 
the Deploy Manager to distribute application parts to the specified peers in the AAL 
Space. Maintenance - the last phase provides uCC tools to observe the runtime envi-
ronment and its services and provide additional functionalities during runtime:        
un-installation, managing, reconfiguration, etc. 
3 A Practical AAL Service 
An AAL Service is the added value perceived by a person. The combination of soft-
ware, massive hardware distributed in the local space, human resources and processes 
enables the person to increase his autonomy and independence level.  
Long Term Behavior Analyzer (LTBA) AAL Service 
The main goal of the LTBA service is to measure the status of an older adult and to 
detect the risk of becoming a frail elderly in order to apply intervention actions that   
extend the time the older adults can live autonomously [13]. In the end, this service uses 
the sensors distributed in the environments to detect changes in certain parameters related 
to the daily habits of an elderly person: functional, social, mental and medical. Those 
parameters are directly related to certain common diseases, quality of life and the frailty 
level. The information generated by the system is not only raw information but especially 
new knowledge coming from the activity detection. It is presented in an understandable 
way to professional experts and to relatives who analyze the information in order to help 
in the continuous management process of those patients. 
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This service does not offer much to the assisted person himself. They can access 
the system by a TabletPC or a similar device to start/stop it (to empower them with 
control) as well as select which information they want to share with their relatives. 
However, since this is a preventive service, there is no significant enjoyable feature 
for them.  
LTBA is based on the following technologies: KISS (Keep it simple stupid) ap-
proach – hide the complexity from all involved users, not only from the older adults. 
Sensors - acquire ambient information about user activities: magnetic contacts in 
doors, windows and smart appliances, energy smart meters, localization and identifi-
cation of the user, presence detectors strategically placed, wearable fall detectors, etc. 
User context – user agenda, external information (weather, public events, etc.), user 
profile, health record, etc. Artificial intelligence techniques - as workflow mining and 
rule based systems to analyze the information acquired and produce a meaningful 
result. Games - use of third party developed games to assess mental status and control 
potential degeneration in cognitive skills. Structured questionnaires and feedback - 
about elderly’s status provided by the relatives. 
LTBA Benefits from universAAL Platform 
The runtime environment provides many features in order to build Ambient Intelli-
gence applications and specifically provides many of the features required by the 
LTBA service. The interaction of the service with the underlying platform is achieved 
by a group of libraries that the service interfaces with.  LTBA is configured with mul-
tiple nodes in the AAL Space running instances of universAAL runtime and sharing 
information among them. The features offered by the runtime platform for the benefit 
of LTBA are: 
• Abstraction: LTBA is able to work with any hardware (e.g. KXN, ZWave and 
ZigBee devices [14]). By default, universAAL supports the above technologies, 
though developers can add translators to other technologies/protocols. 
• Intelligence: universAAL is providing by default a Drools [15] based reasoner 
which based on complex rules creates events that indicate new knowledge derived 
from a rule match. This is a very useful approach to detect activities from a com-
position of different events with a certain timing pattern. 
• Authenticated Remote Access: both technicians and relatives of the assisted person 
are able to enter the system at home by using a web based interface.  
• Reuse of heterogeneous applications: questionnaires are usually legacy applica-
tions developed by healthcare experts that can be integrated in the AAL space and 
easily deployed on some peer by using a multi-part application schema. 
• Interaction with Third Party Applications: third party applications can listen to 
triggered rules and to raw events coming from sensors or ask about current activity 
being done by the assisted person by using several protocols.  
The universAAL platform as a whole provides the full marketing chain for LTBA: 
development, publishing, purchasing, deployment and utilization (see Fig. 1).  
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Fig. 1. Long Term Behaviour Analyzer full provisioning cycle 
Through uStore developers and service providers can offer the LTBA service and 
make it available to users under different purchasing models (free, fixed, per use, per 
time, etc.). For the end users (older adults and their care givers), uStore provides a 
simple way to find and acquire the service. By acquiring the LTBA service from uS-
tore, required software (applications and device drivers) will be easily deployed to the 
user's local environment by the uCC tool. New hardware will be ordered, mailed and 
locally installed. Ideally, the installation process is being done by the end users or by 
their relatives. In some cases when the installation is more complex (typically involv-
ing hardware installation), agreements will be made with the service provider to   
reserve required human resources both for the deployment and the operation of the 
service. Finally, the LTBA service is being utilized, providing ongoing measurements 
on the status of the older adult. 
4 Evaluations 
In the course of the universAAL project various evaluations and analyses have been 
performed. The evaluations are ongoing and accompanying activities of the develop-
ment process. Some results and insights concerning the above mentioned components 
are summarized in the following. 
The definition of the LTBA service has been evaluated in a small scale explorative 
study with 7 informal/formal caregivers and 4 older adults by means of face-to-face 
interviews. In general the participants rated the service as interesting and useful. Es-
pecially, the prediction of chronic diseases and the generation of easily to interpret 
daily reports, have been mentioned positively. Nevertheless, there are still some bar-
riers to be solved. The most important one is the invasion of privacy. Older adults do 
not reject the data collection and analysis per se, but want to be fully informed about 
the functionality of the service and especially the usage of the collected sensitive  
data. They want to feel confident with the system and to be able to control it. Other 
important open questions are related to the cost of service.  
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universAAL uses scenarios, which are short and non-technical descriptions, as a 
design tool to get a better understanding, identification and validation of the user 
needs. These scenarios describe different functionalities of universAAL from the 
point of view of a certain key stakeholder. For this paper the view of the older adult 
has been picked since it covers the online uStore as a single access point to services 
offered by different vendors. The uStore scenarios have been evaluated in an online 
survey with 10 participants. The main response has been that the concept of uStore is 
liked by most people, especially as a place to find and learn more about services that 
can help older adults in their daily life. Nevertheless, people are still skeptical regard-
ing technology, since it is still perceived as something that can isolate assisted persons 
from personal relationships and that may invade their privacy. It is important to use 
technology to support and not to replace people, but it will take time to overcome 
technophobia of older adults.  
5 Conclusions 
In this article we introduced the universAAL integrated system that provides not only 
an open and scalable technological platform that facilitates the execution of a broad 
range of AAL Services, enabling ecosystems of interoperable hardware and software 
products. Also, provides tools for developing and reusing code for innovative AAL 
Services, meeting all stakeholders together in a one-stop-online shop and giving sup-
port to the end users to manage their AAL Spaces.  
universAAL’s achievements contribute to increase the AAL market fostering the 
wider use of a common open platform, tools and established standards. Functionalities 
as privacy, confidentiality, data protection and an extensive user community building 
will help to achieve the expected impact of universAAL in the AAL market. Further-
more, parallel activities such as AALOA [16] will ensure the continuity and mainten-
ance of universAAL after the project ends. Further projects funded by the EU, such as 
ReAAL, will pursue the validation and wide adoption of the universAAL platform 
while measuring the related socio-economical impact. 
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Abstract. When it comes to user interaction elderly and people with special
needs have special requirements, that evolve over time. Ambient Assisted Liv-
ing (AAL) envisions ubiquitous, intuitive human-machine interaction running on
heterogeneous devices (tablets, televisions, smart-phones, etc.) and by means of
multiple modalities (graphics, voice, gesture recognition, etc.). This vision often
represents a strong technological challenge for any developer of AAL services.
In order to relieve the developer from the burden of repeatedly adapting the inter-
faces, the universAAL platform [6] offers a framework for user interaction that
separates the content, that is exchanged between the user and the application, and
its actual representation. The main drawback of this solution is that it delegates
all the responsibility of the representation of the content to the platform, which,
in turn, must be able to adapt to all kinds of showable messages. This paper
explains how a so-called UI Handler has been designed and implemented to ren-
der messages in universAAL, as well as the results of its technical and usability
evaluations.
Introduction
The European population is becoming increasingly older. As a result of this demo-
graphic trend and the global economical crisis, enormous effects on expenditures in
welfare and healthcare are putting the sustainability of European social systems in dan-
ger. The AAL paradigm faces this challenge by envisioning the utilization of Infor-
mation and Communication Technologies (ICT) in support of elderly population, with
individuals surrounded by networked and computing technologies, unobtrusively em-
bedded in their environment, helping them to better manage their daily lives.
One of the biggest obstacles to its success is the distance between technologies
and the real needs of the population. When it comes to user interaction (UI) this is
particularly important because AAL technologies should serve people with special char-
acteristics like reduced mobility, visual impairments and lack of familiarity with com-
puters [7]. AAL aims at a natural, simple, effortless, device-independent, and reactive
interaction with users; allowing continuous, autonomous and ubiquitous service adap-
tation with the aim of engaging and empowering users. Several interaction channels
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are available nowadays for interacting with users, different devices (televisions, smart-
phones, tablets etc.) as well as alternative communication means (e.g. graphics, sound,
voice, gestures etc.), and AAL applications should make use of as many of these means
as possible in order to accommodate the strong and evolving needs of older adults. In
order to abstract technologies, platforms are being created, but, although several have
already been proposed, none reached a sufficiently wide adoption.
UniversAAL1 is a European co-funded project that aims at developing the reference
open platform “for providing a standardized approach for making it technically fea-
sible and economically viable to develop AAL solutions”. The universAAL platform
includes a framework for user interaction for abstracting UI. The framework models
the messages that applications can send to the users by means of a semantic model that
organizes the content into concepts like dialogues, submits and input/output fields that
carry no information about the way they should be represented. The role of delivering
messages, as well as collecting feedback from the user, is delegated to UI Handlers.
Several UI handlers can co-exist in a single set-up, each one dealing with a different
device or a specific modality (e.g. a UI Handler for graphics, another for voice, etc.).
Building a UI Handler is daunting task, given that it has to be flexible enough to
correctly represent all kinds of messages, regardless of their complexity and, at the
same time, be usable and attractive. The reference UI Handler for standard computer
graphics included in universAAL, the Swing UI Handler, is the objective of the work
explained hereby. The following sections show how the Swing UI Handler has been
designed, implemented and evaluated.
1 Methods
1.1 The universAAL UI Framework
The universAAL platform is based on the concept of “buses”. A bus is a software arte-
fact that abstracts the distribution of the networked nodes sharing a common “middle-
ware”. Buses can be either event based (with providers and subscribers), or call based
(typically with callers and callees). There are currently three buses in universAAL, one
dedicated to contextual information, the Context bus, one dedicated to services, the
Service bus, and one dedicated to user interaction, the UI bus.
The UI bus is part of the UI framework, which consists of the following components:
UI Bus provides distributed methods for accessing universAAL instances in
relation to user interaction.
UI Model contains ontological representations of the most common user in-
teraction components i.e. the building blocks for sending messages
(UIRequests) and retrieving feedbacks (UIResponses) that are shared
among the bus peers. It enables modality-neutral description of user
interfaces, inspired by the standard W3C XForms.
UI Caller is the representative of an application, it sends UIRequests to the bus,
and manages UIResponses from the user.
1 http://www.universaal.org/
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Dialog Manager is a single instance in the AAL space (the connected set of univer-
sAAL nodes), that is used by the bus in order to manage system-wide
coordination of each user’s dialogs through dialog priority and adap-
tations.
UI Handlers the components that represent UIRequests to the user and packages
UIResponses to be delivered back to UICallers.
Applications define what they want to present to the user (and what they need from
him/her) in terms of dialogues using previously mentioned UI Model. Once the dialogue
is built, it is encapsulated in a UIRequest that is sent through the UI Bus. The Dialog
Manager then approves and adapts the UIRequest, and the bus routes the message to
the best UIHandler (eg. the physically nearest to the destined user or the most suitable
for the user’s needs). UI Handlers unwrap the dialogue coming from the applications
and present it to the user in an appropriate way (through the channel the UI Handler
controls). Once the user provides the required input, this information is injected into
the dialogue and sent back to the application via a UIResponse.
1.2 The Swing UI Handler Internal Architecture
The Swing UI Handler is the default UI Handler of the universAAL platform for stan-
dard computer graphics interaction. It is designed to work on standard computers with
a Java SE virtual machine and is based on the Java Swing [8] graphic library.
The design of the Swing UI Handler is based on the Hierarchical Model View Con-
troller Architecture [4]. This architecture decomposes each UIRequest into its building
blocks (ie. the individual UI Model components) and passes them to a set of modules
specialized to render each block. The actual visualization of a block is then delegated to
two layers, as shown in figure 1. The first layer, namely the model layer, is responsible
for creating an instance of a Swing component for each processed block (e.g. a submit is
mapped to a button), these Swing components are generated with default look and feel
and filled with the content provided with the request (e.g. the title of the button). The
second layer, namely the LAF layer, is a collection of classes that extend the first layer,
providing the Swing components with the visual details and behaviour (e.g. size, color
and layout), implementing, therefore, the actual look and feel (LAF) of the Handler. A
collection of these “graphical enhancers” is called LAF package.
A LAF, in this context, is different from the standard Java Swing “look and feel”.
While the swing proposal focuses on system-wide visual customizations; our proposal
is block centred customizing each block independently according to its context. This
differentiation enables first, for LAF packages, to use the swing “look and feel” method-
ology to ease the implementation of system-wide features; and second, for LAFs to be
designed for specific impairments. As an example of both possibilities a LAF package
can use swing’s “look and feel” mechanism to set default visualizations like background
colour or font size for all swing components, but the block centred proposal enables for
it to adjust size and colour so the information is better differentiated by the user, even if
rendered with the same swing component.






















Fig. 1. Example of the model and LAF layer interaction for the case of a submit. The model layer
is based on the universAAL UI framework model, and provides an instance of a Swing button,
while the LAF layer extends the model providing a visually enriched instance of the button.
In order to allow developers to create LAFs adapted to certain accessibility chal-
lenges, an API is offered to initialize LAF packages, configure global settings, and react
to users’ logins/logoffs so user-specific customizations can be reflected. The power of
this architecture resides on the capability of the Swing UI Handler to use different LAF
packages, which can be specialized for different UI challenges, while maintaining the
development of these LAFs packages easy and content management free.
1.3 The UI Development Guidelines
With the aim to facilitate the work of developing effective and easy to use applications,
the Swing UI Handler comes with a manual containing a set of good practices for de-
veloping applications’ UIs and/or LAF extensions. These good practices cope with two
main challenges. On one hand they recommend typical usability patterns for elderly
people, providing suggestions for developing intuitive interfaces that minimize the cog-
nitive effort for the users. On the other hand, they provide a methodology that guides the
application developer into the implementation of the interfaces using the universAAL
UI framework.
The guidelines comprise a combination of the principles stated in the User Centred
Design, a set of relevant standards [1,2] and suggestions from experts in the field [3,5,7].
The proposed approach integrates the classic user-centred iterative methodology, from
requirements assessment to user validations with tasks specific for development with
the universAAL platform (e.g. suggestions about colours and metaphors to be adopted
in LAFs, a scheme for the organization of the dialogues etc.).
2 Evaluation Results
The Swing UI Handler has been evaluated under both the developer’s perspective and
the user’s perspective.
The universAAL UI Framework and the Swing UI Handler 117
2.1 Technical Evaluation
The evaluation with developers involved two programmers involved in the project who
developed a set of LAF packages and some supporting applications for testing the out-
come of the LAFs. One default LAF was already provided together with the handler
while three other LAFs were produced by the participants of the evaluation
(see figure 2).
(a) Default LAF (b) Classic LAF
(c) Modern LAF (d) Bluesteel LAF
Fig. 2. Samples of LAF packages showing the same application’s form. (a) is the default package,
(b) and (c) were developed by one participant and (d) by another.
After the development had concluded, the programmers were asked to answer a ques-
tionnaire. Four aspects were evaluated: 1) if the architecture and design are easy to un-
derstand, 2) whether the documentation provided is enough and of sufficient quality, 3)
how easy is to develop custom LAF packages, and 4) the potential to extend the design
and/or the implementation to other functionalities and technologies.
The answers show that the time required to develop a fully customized LAF package
is around 2 weeks, including the training. The learning curve is gentle, but can still be
improved for instance by allowing simple changes in the configuration of the default
LAF. Participants also stated that their preferred source of knowledge and skill acquisi-
tion were the examples. This implies that there must be well defined LAF examples and
templates where the programming patterns are clearly shown, and these samples must
be well documented.
The most critical detected point is the availability of layouts for organizing the con-
tent. In the proposed implementation, layouts are left as part of the LAF development,
but the fact that the Swing framework has a small set of layout managers constrains
the developer’s options. With respect to the current implementation, a richer collection
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of layouts is needed, or preferably a component that would automatically select the
best-fitting layout on the basis of the content to be shown.
A secondary detected issue is related to the capability of overlaying dialogs (e.g.
showing pop-ups) which is responsibility of a component that is already separated
within the handler’s architecture, and activated through the handler’s configuration pa-
rameters.
Finally, the participants believe that the current architectural design is easily portable
to other UI technologies, even for other modalities or devices. Porting the paradigm
to other technologies implies the implementation of a new UI Handler, and therefore
development of a model for the selected technology, then LAFs have to extend that
model. Some candidate technologies mentioned by participants are Android for mobile
devices, and GWT and other html-based technologies for web-based modality.
2.2 Usability Evaluation
For what regards the evaluation from the users’ perspective, 8 usability experts were
involved to assess the graphical outcomes of the Swing UI Handler. Seven engineers and
one psychologist, with more than 5 years experience in usability with elderly population
from four different countries participated.
The assessment required the preparation of a set of sample applications that showed
some classical patterns of interfaces that an AAL application can implement. Two sce-
narios were created, the first scenario included three sample applications with simple
interfaces and navigation flows, while the second scenario included eleven sample ap-
plications with very complex interfaces, used to test the behaviour of the handler under
extreme conditions.
The actual evaluation consisted of two phases. In a first phase, experts had to run the
sample applications and perform simple, repeatable operations, called walk-throughs
[9], analyse the presence of usability issues and provide suggestions for improvements.
Walk-throughs were designed in order that evaluators had the chance to see all the main
functionalities of the handler, and how typical dialogues were organized on the screen.
In a second phase experts had to fill in a questionnaire examining whether the handler
met a set of standard usability heuristics as defined by Nielsen in [10]. Both simple
and complex scenarios were evaluated separately and the most advanced LAF (namely
Bluesteel pictured in figure 2(d)) was used. Some alternative implementations of some
graphical details were also assessed separately.
The results of the evaluation show that on average the Handler produces outputs that
are suitable for elderly users if the rendered dialogue is simple enough, while, with
more complex examples, the implemented layout fails to organize the information in an
efficient way. Participants found the look and feel of the graphical elements coherent
and attractive. Experts also appreciated the way on-line help is used to guide the users
towards the dialogues and suggested specific improvements like a generic “back” button
for cancelling operations and undo-redo commands for recovering from errors while
filling the forms. Also the navigation through running applications was assessed with
different options, and the preference of the evaluators fell on using a general “home”
menu where all applications are listed both for starting them and resuming their usage
when in background.
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3 Conclusions
The universAAL UI framework is based on the separation between content and actual
representation of user interfaces in a highly distributed environment. Although bene-
ficial for applications development, this separation raises big challenges in the imple-
mentation of the components responsible for the visualization of the interfaces, the UI
Handlers. The Swing UI Handler proves that it is certainly feasible to design and imple-
ment such components, but it is not a simple task. One important aspect to be considered
is the suitability of its internal architecture and the separation between models and look
and feel.
The preliminary evaluation conducted on the Swing UI Handler shows that the cur-
rent implementation still needs many improvements, but also that good design decisions
were taken and that the work is promising. Concretely the technical evaluation shows
that the internal design of the Handler is well understood and that LAF package ex-
tensions are simple to implement. Nonetheless, the usability evaluation proved that the
major point of failure is represented by the adopted LAF package, and that the one
which was evaluated still has many bugs to be solved.
There are indications that the design principles of the handler can be adopted in
other UI technologies, even including other modalities, and the principles of the UI
framework and the Swing UI Handler can be also extended to other AAL platforms or
domains.
For future development, the results of the evaluation will be taken into consideration
for improving the artefact. A second round of evaluations, with more realistic appli-
cations and real final users, will be performed. The evaluation will have to assess if
real users’ needs and preferences are covered and, if these assessments are positive, the
results feed a new version of the UI development guidelines.
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Abstract. One limitation that still exists for the use of ontologies in pervasive
and ambient intelligence environments is the performance of the reasoning task,
which can slow down the use of an application and make a solution inappropriate
for some scenarios. In this paper we first present the results of a user evalua-
tion that substantiates the amount of time, that is acceptable (from the point of
view of a user) as a delay resulting from the reasoning process in ontology based
scenarios. Based on this results we introduce an experimental setup to test the
performance of an ontology based architecture. This test shall demonstrate the
performance of the state of the art technology without specific performance opti-
mizations and provide concrete measurements for such a setup.
Keywords: Ambient intelligence architecture, ontology, reasoning, performance.
1 Introduction
Pervasive computing, ambient intelligence and smart environments have recently gained
a high popularity resulting in a huge number of research projects, e.g. [1] [2]. For the
representation of the domain knowledge as well as the context data the use of ontolo-
gies is a common way in the field of ambient intelligence and related areas like ambient
assisted living.
Ontologies offer a high expressiveness, can be exchanged between different systems
and therefore can be reused. They also provide reasoning capabilities to generate new
knowledge based on defined rules. Thus, ontologies are often used to define the domain
knowledge as well as to build the “intelligence” within an application and to analyze
the context information [3].
While smart environments, weather they are based on ontologies or not, may com-
pute complex states to derive further knowledge, they are also used for simple tasks
like switching a lamp on or off when the associated light switch was pressed. This is
a straight forward task in a static environment where the connection between the light
switch and the corresponding light is defined within a program. In a less static environ-
ment which is able to dynamically change its behavior (for example switch a different
light when the light switch is pressed) and which can be extended through further com-
ponents at runtime, other mechanisms than defining the behavior in static programs are
necessary.
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To accomplish this task, rule engines provide a dynamic and flexible solution which
also allow to add and modify rules at runtime. They can be differentiated to semantic
reasoners that work on ontological data to compute additional knowledge and business
rule engines which trigger actions based on a given fact basis. A semantic reasoner is
usually build to provide support for one or more ontology specifications like the Web
Ontology Language (OWL). In addition many of them allow to additionally apply user
defined rules based on a rule syntax like the semantic web rule language (SWRL) [4]
or Jena1 rules. These rules in turn may be used to define a specific behavior within the
form similar to an event-condition-action rule.
Nevertheless, the flexibility gained through the use of rule engines also consumes
much more computational power than the execution of static code and thus is often
much more time intensive. The resulting delay of a defined action may not be critical
in some cases, but in other cases like within the light switch example a few seconds of
delay are undesirable.
In this paper we are taking a closer look at the aforementioned problem of delays
of expected reactions resulting by the overhead of an ambient environment. After pro-
viding an overview of the related work in section 2 we introduce an user study that
was performed to approximate the amount of time which is acceptable as a delay for a
reaction on a users input in section 3. In this premises we evaluate the time that it takes
in the ontology based act-mobile architecture [5] [6] to react on an event or a change
in the environment. After discussing some architectural-specific aspects that may influ-
ence the use of existing approaches for a better performance, we finally summarize the
results and give an overview of future work before we conclude the paper.
2 Related Work
The importance of ontologies in the field of ambient intelligence and pervasive comput-
ing architectures can be illustrated by the number of research projects using semantic
technologies, like [7] [8] [9] [10] [11]. In [11] the authors present a service oriented ar-
chitecture that is based on semantic technologies and dedicated to smart homes. In the
described work the authors use a context model based on OWL that describes a smart
home as well as objects in the smart home. In addition SWRL is used to define rules to
create high-level contextual data as well as to create action rules for example to switch
a light. The authors mention in their conclusion, that the inference time slows down
the use of ontologies without mentioning a specific factor. The architecture proposed
in [10] uses a similar approach. The authors use OWL for context representations and
SWRL to define inference rules. In [12] a performance evaluation of an ontology based
context-aware middleware for smart spaces is done. The proposed architecture is based
on agent-technology and uses OWL for context modeling. The reasoning is done using
a probabilistic approach based on a Bayesian network. While this approach offers a way
to handle uncertain context, the results of the evaluation show that it is only suitable for
non time critical applications.
To achieve a higher performance, Agostini et al. proposed a hybrid reasoning
mechanism within their CARE [9] middleware. They are keeping the TBox data - the
1 Jena is a java framework for building semantic web applications.
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ontological part that holds the definition of concepts and relations between those - static
to be able to perform the TBox classification in advance, before the actual information
is requested through a context sensitive service. The same concept is partly applied to
the ABox data which holds the individuals of the ontology. Instances, that are known
before the contextual information is evaluated are used to prepare the ontological model
to provide a faster response time on a service request. While the results of the perfor-
mance evaluation show that this approach still needs seconds for reasoning and rule
execution on ontologies with 500 classes and 2000 instances, it scales better than other
approaches with respect to the ontology size.
Another hybrid approach is proposed in [13], where the context model gets divided
into a static part which is defined by an ontology and a dynamic part which is stored
within a relational database. This approach addresses the time consuming reasoning
process resulting from frequent changes on the ontology. Thus, selected concepts from
the ontology are transferred to the database and both models are connected through so
called knowledge connectors. The results of the evaluation show, that the hybrid model
performs faster than a pure database model or an ontological model.
Besides the use of hybrid approaches to achieve a higher performance, the use of
clustered computers for a distributed and parallel reasoning is considered in several
other works like [14] [15]. While these approaches seem to be promising in providing a
way to reason about millions of triples in the context of the semantic web, the overhead
of distributing the computation on different hosts is too high for smart environment
scenarios with just a few thousand triples.
3 Time for Reaction
While the significance of ontology based architectures was already shown in section 2,
the following user study shall answer the question, which delay of an action is accept-
able for users in a smart environment, to be able to point out an assessment about the
suitability of semantic technologies for ambient scenarios.
The experiment shall reflect typical situations in a smart home like switching a light.
Accordingly the first test we are doing is letting people press a light switch. The light
switch causes a random artificial delay which simulates the reasoning and computation
time and finally switches a high power LED-lamp. After the light is on, the user has to
decide if the delay between pressing the switch and the reaction on the lamp was not
noticeable (answer a)), was noticeable but did not bother (answer b)), was noticeable
and bothered a little (answer c)) or was noticeable and bothered a lot (answer d)). This
process is repeated 55 times with different delays between 0 and 4000 milliseconds,
while the delays from 0 to 1000 ms are more fine-graded to get a detailed impression
about which delay gets recognized at all.
A similar test-case like described before is used in a second evaluation, where the
same setup is used to control a music player. In this case, the laptop itself is the music
player, so that there is not additional delay in terms of latency like with the lamp. The
user can click the play button and the program will play a song after a random delay.
To not influence the user through visual effects on the user interface, the program is
multithreaded so that there is no optical relation between the button click and time
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of delay until the music plays. In addition the song does not start to play from the
beginning, so that there will be no silent parts which mistakenly could be identified as
a delay by the user.
The tests where performed by 20 users (scientific staff and computer science stu-
dents) and each of them used both test cases, the lamp and the music player. We have
chosen these users with respect to their technical background and their affinity to tech-
nical improvements. These users usually have a particularly high demand on technology
integrated in their environment. In figure 1 the averaged answers are plotted on the y-
axis (from a), was not noticeable, to d), was noticeable and bothered a lot) and the
actually delay on the x-axis.
delay/ms
answer







Fig. 1. Results of the evaluation
It can be seen, that there is only a little difference between the lamp and the mu-
sic player. This difference may be caused through the natural latency the lamp has in
terms of communication and computation on the lamp-controller. However, many users
described that they were more patiently with the music because they were used to an
internet radio which also takes some time to start to play. It can also be seen, that small
delays of up to 300 ms nearly do not get recognized by a user while delays from 500 ms
to 1000 ms definitely get recognized, but do not bother most of the user in such a smart
home scenario. This changes when it comes to delays of up to 1300 ms, which seems
to be a limit where the user gets bothered a little. The next limit according to our tests
is located at 2200 ms to 2300 ms, which is a delay that really seems to bother. At this
point, also the recognized difference between the delay of the lamp and the music gets
smaller because the artificial delay dominates the actual delay of the lamp.
4 Experimental Setup and Evaluation
We chose the act-mobile [5] [6] architecture as a reference architecture because of its
special characteristics and the possibility, to load an arbitrary owl-ontology. The act-
mobile architecture is domain independent and can serve many different connected
environments, using different ontologies, at the same time through a client / server
architecture. Each environment is connected through a local gateway, which transfers
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data between the act-mobile server and the local sensors and actuators. The architec-
ture allows to simply load an adequate ontology for a given scenario like for a smart
home, but also for a different domain like for a small sewage treatment system. This
also implies, that the architecture needs to be scaleable due to many possible requests
for different environments and thus for different ontologies.
While the architecture itself is build on java enterprise technologies, the semantic
part is build using the Apache Jena Framework. In our setup we use the OWL reasoner
provided by Jena in addition to the general purpose rule engine to apply rules for seman-
tic enrichment as well as to react on events. In contrast to most of the aforementioned
architectures, the general purpose rule engine does not support SWRL rules but has its
own rule language, Jena rules. The rules as well as information about an environment
are stored in a database which is independent of the ontology datastore.
There are several things which should be considered in a performance evaluation.
On the one hand, we want to measure the time that it takes for one reasoning process
to finish. This time may depend on the size of the ontology as well as on the number
of rules that are applied. Furthermore this step is independent of other characteristics
of the chosen act-mobile architecture and depends on the performance of the chosen
reasoner. On the other hand, we want to know how long the overall process takes from
pushing a button to a recognizable effect for example on a lamp. Accordingly we are
going to investigate the performance on different ontologies with different sizes. The
rules that are applied to the ontologies are not only used to provide a higher level of
context information (for example, a temperature sensor with a value of above 70◦C is a
hot sensor) but are also used as action rules for example to switch a light on or off. For
the tests the act-mobile architecture was deployed on a server with a 2.4 GHz four core
Intel Xeon processor and 6GB of memory.
To define a smart building environment we used the BOnSAI [16] ontology, which
is a smart building ontology for ambient intelligence and contains among other things
concepts to define a building with floors and rooms as well as sensors and actuators.
Based on this ontology we created a model of the building of our department of com-
puter science in Dortmund, containing 10 floors and 110 rooms and lecture halls. Each
room in the model was equipped with things like a light, a light switch, an air condi-
tioner and different kinds of sensors. Finally the ontology had a size of more than 9500
triples.
For a second and smaller use case we defined an ontology for small sewage treatment
systems and created an environment which finally consisted of about 630 triples. The
user-defined rules that were applied to the environments had a varying complexity and
partly were based on each other. For example in the small sewage treatment example
we created a rule which defines a container to be empty while a second rule fires a
notification when a container is empty and some other criteria are met.
4.1 Results
To get an overview of the actually time that it takes from pressing a button until an
action is triggered, we simulated a gateway and thus a connected environment that sends
messages to the server and expected a specific answer in form of a JMS message that was
triggered by a rule. In addition we simply updated values like provided by temperature
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sensors, which for example could result in controlling the air condition, but we also
simulated events. This steps were repeated with different sensors and actuators over 50
times on each environment to get the averaged values which are listed in table 1.
Table 1. Performance evaluation results
smart building sewage treatment
preparing time 619 ms 56 ms
reasoning time 3153 ms 92 ms
server process time 3772 ms 148 ms
reaction time 2473 ms 140 ms
The preparing time in table 1 describes the time that was necessary to load the model,
the rules and to update or insert the transmitted value within the model. The reasoning
time is the amount of time, that the reasoner needed to build the OWL ontology and
to apply the given rules. The server process time is calculated by adding the preparing
time to the reasoning time. The reaction time in turn is the time measured by the client
from sending a JMS message until the expected result in form of a reaction triggered
by a rule was returned.
What should be noted is that the average time until an action is triggered and trans-
ferred back to a gateway is smaller than the average time the whole update and reasoning
process takes on the server. That means that some actions resulting from rule execution
may be transferred back to a gateway before the reasoning process has even finished.
This applies to both environments, even if the difference between the server process
time and reaction time is considerably larger in the building example in contrast to the
sewage scenario.
Compared to the results from the user study in section 3 we can say, that the act-
mobile architecture and thus the technologies used within that architecture are well
suited for small environments due to the fact that the average reaction time is 140 ms,
which is not recognized as a delay by most users. In contrast the results of the building
example show a more critically result. With an average reaction time of about 2500
ms and an average process time on the server of nearly 3800 ms, the execution of the
reasoning process takes too long for applications like switching a light. Like shown in
the user study, most users would be bothered through the resulting delay.
5 Discussion and Perspectives
While in many other publications no specific time is mentioned, our results show that
the performance of a rule based reasoning task which can be extended with user defined
rules is still a limitation in ontology based architectures, which underlines the findings
in [12]. Hybrid approaches like proposed in [9] and [13] in turn can not be simply
transferred to the act-mobile architecture because of the domain-, and thus ontology-
independence. For example the separation of the static and dynamic parts of the ontol-
ogy like proposed in [13] can not be adopted to the act-mobile architecture because a
user may simply create an environment with a different ontology.
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The problem of an insufficient performance on the reasoning task may partly be
solvable through enough computation power. In addition, more optimized reasoners
and triple stores could be used. However, especially in scenarios where a rule execution
on a cloud server is not desirable, the trend is towards smaller devices that can be inte-
grated into our environment. In consequence in a smart home scenario, a local gateway
with low computational power may be installed to communicate with the server. Never-
theless, such a gateway should be able to execute at least some basic rules on his own to
be more independent on failures of the internet connection as well as to reduce the ad-
ditional latency. Accordingly, in the future work we are going to investigate the hybrid
approaches in more detail to provide a way of local and fast rule execution on devices
with limited resources even in a flexible architecture like act-mobile. Thus, the solution
being aimed needs to be independent of a specific ontology. In addition especially for
large environments, like the smart building example of our department, a distributed
approach of the ontology will be considered, where for example one gateway for each
floor may be installed to perform basic operations like switching a light.
6 Conclusion
The performed user evaluation showed that a delay of about 500 ms and less should
be acceptable for a reaction on an event in most ambient scenarios. Based on this re-
sults the evaluation of the act-mobile architecture showed, that the architecture and thus
the used technologies regarding the reasoning process are suitable for small scenarios
with a limited number of triples like in the sewage treatment example. For larger envi-
ronments the performance and scaleability of the reasoning task is still problematic so
that further improvements are necessary for time critical applications. In consequence,
in the future the development of ontology based architectures should focus even more
on the performance and execution time to provide a basis for a practical use in smart
environment.
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Abstract. Nowadays, the percentage of elderly people is increasing, especially
in developed countries. Technological products can be used to propel a cohesive
and inclusive inter-generational society, although they should be adapted to sat-
isfy the needs and preferences of elderly people. In this paper, we present 3D
virtual agents as a promising system to improve the autonomy and Quality of
Life (QoL) of elderly people, as they are technological systems that look and act
like a person, thanks to the use of speech recognition and voice communication,
and they can facilitate users’ everyday life. In this work, the connection between a
virtual agent with a SQL database engine allows our agent to be connected to the
health center, thus being able to assist users in their daily intake of medication.
1 Introduction
In last decades, there has been a considerable increase in the average age of the inhab-
itants and the life expectancy, especially in developed countries. According to a statis-
tical study done by Eurostat [5], the percentage of population in the European Union
(EU) aged 65 years or older was of 22.5% in 2005, and it is expected to increase to 30%
in 2050. Nowadays, in Spain, 17.4% of the total population is over 65 years old, ac-
cording to data collected by the Spanish National Statistics Institute; additionally, they
estimate that this percentage will reach 32% in 2049.
Statistical data are even more revealing if we focus on rural areas, which present
special demographic characteristics, such as: (i) the gradual depopulation of its territory,
(ii) aging population, (iii) declining birth rates, and (iv) increasing life expectancy.
The purpose of this work, based on the use of Information and Communications
Technologies (ICTs) in rural areas, is to create a system that tries to improve the auton-
omy and quality of life for the elderly people. Our objective is to implement a system
able to assist elderly people with their day-to-day activities, making their life more
comfortable. In particular, our approach focuses on covering the needs that have been
identified in this collective related to health and safety, specifically, to assist elderly
people in their daily tasks (e.g., their intake of medication). These needs are more im-
portant in depopulated areas with aging population [11], since these areas are prone
to present a lack of resources and opportunities for their inhabitants, compromising
people’s autonomy, and thereby provoking a loss of quality of life.
A. van Berlo et al. (Eds.): Ambient Intelligence – Software & Applications, AISC 219, pp. 129–136.
DOI: 10.1007/978-3-319-00566-9_17 c© Springer International Publishing Switzerland 2013
130 P. Garrido et al.
Table 1. Population Evolution in the last years (source: http://www.ine.es)
1999 2002 2005 2008 2011
Maestrazgo 3,717 3,700 3,739 3,789 3,670
Teruel 136,849 137,342 141,091 146,324 144,607
Aragon 1,183,234 1,217,514 1,269,027 1,326,918 1,346,293
Spain 40,202,160 41,837,894 44,108,530 46,157,822 47,190,493
Based on a study which reviewed some important issues regarding the quality of
life of older people in rural areas [9], we focus on the Maestrazgo, a rural area of the
province of Teruel (Aragon, Spain), whose demographic statistics reveal that, while the
rest of Spain is gaining population, this region continues with the same figures during
the last 13 years (see Table 1). Specifically, 28.6% of the Maestrazgo population is over
65 years, in contrast to Aragon, which has a 20%, or Spain, which has a 17.4%.
In this work we use Maxine, a virtual agent platform [1], developed by the Advanced
Computer Graphics Group (GIGA) of the University of Zaragoza. In particular, we have
implemented a prototype able to connect online 3D virtual agents with the health cen-
ters of the province of Teruel, in order to carry out more humanized telemedicine and
telecare tasks (e.g., the correct daily intake of medication, and task reminder), func-
tionalities that currently are performed by using cellphones or tracking devices. The
software responsible for making the connection is integrated into the agent’s knowl-
edge base and it makes use of modern techniques of Artificial Intelligence (AI) based
on natural language processing and automatic speech recognition, since we want to pro-
vide users an easy way to interact with our system in a more natural way by means of a
user-friendly interface.
The rest of the paper is structured as follows. The following section explains the
background and the different needs that motivated our work. Section 3 describes the
Maxine’s architecture and how user interacts with Maxine. Later, Section 4 describes
our prototype, detailing: (i) the procedure of via voice communication with the agent,
(ii) the query process, and (iii) the intake of medication alarms. Finally, Section 5
presents the conclusions and future work.
2 Background and Motivation
Quality of life (QoL) is a concept that evaluates the general welfare of individuals and
societies. The term is used in many contexts and fields, such as sociology, political
science, medicine, development studies, etc. Our proposal is based on the analysis and
measurements, centered in QoL for elderly people, made by authors such as Brown et al.
[3], and Bowling and Stenner [2], as well as on the needs identified in the study focused
on the autonomy and QoL of elderly people in the Maestrazgo [9]. After identifying the
factors that these works have in common, we developed our own QoL model, which has
been called ’Common Working Model’ (CWM), which aims to reflect the requirements
that allow elderly people to remain in their homes safely, according to their preferences
and desires.
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(a) (b)
Fig. 1. Example of Maxine’s virtual actors representing: (a) Visemes (visual phonemes) designed
for the lip-sync in Spanish, and (b) basic universal facial expressions.
Our CWM accounts for the following factors: health, psychological and physical
welfare, and social integration and adaption. The prototype developed covers all of these
factors, as follows: (i) as for health, it reminds users their daily intake of medication, and
manages their weekly pill box, (ii) regarding psychological welfare, users interact with
a ”humanoid” interface through voice, (iii) as for physical welfare, the user does not
need to memorize anything, and does not require previous training, and (iv) regarding
social integration and adaption, as it assists people in their daily activities, they can
remain in their homes more time.
Although the market offers other initiatives based on the use of ICTs to facilitate access
to health services through Internet, Digital Terrestrial Television (DTT), or cellphones,
the use of Embodied Conversational Agents (ECAs) in this area is not widespread, and
it is often centered on domotics [6], or aimed at people who suffers from some type of
chronic disease such as dementia, or Alzheimer’s disease [10]. In this paper we show
the use of an interactive 3D animated agent as a new user-friendly interface in geriatric
environments. The main advantage of our work compared with others, is that the user in-
teracts with a ”humanoid” interface via voice. The 3D virtual agent is provided with both
expressivity (facial) and emotional capabilities. Our system interacts with the user nat-
urally, as he/she can directly talk to the virtual agent through natural language questions
without requiring to memorize anything, or to be previously trained.
3 Maxine: The Animation Engine
3.1 Overview
Maxine is a powerful engine for the management, animation and visualization of 3D
worlds [1]. It allows not only the creation and management of objects, scenes and vir-
tual characters, but also real-time multimodal and emotional interaction with users. The
scenarios can include 3D virtual actors endowed with facial and body emotion expres-
sion, as well as lip-sync animation and emotional synthetic voice (see Figure 1). Virtual
actors can also vary their answers during a conversation depending on the relationship
with the user, so that they are especially suitable for their use as natural interfaces.
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Fig. 2. Example of AIML code
The engine has been written in C++ and employs a set of open source libraries,
excepting the libraries required for the speech recognition and generation capabilities
that are carried out through the Loquendo1 commercial software.
3.2 User Interaction with Maxine
In order to allow conversations in natural language with the virtual characters, Maxine
is able to recognize user’s speech. For this purpose, our platform includes the Auto-
matic Speech Recognition (ASR) system of Loquendo, which allows to process any
question, thus generating the appropriated answers in real time, due to the support and
fulfilment of the following standards: W3C SRGS (Speech Recognition Grammar Spec-
ification), ABNF (Augmented Backus-Naur Form), and SISR (Semantic Interpretation
for Speech Recognition). The answers of the system are communicated to the users
through the Loquendo TTS (Text-to-Speech) voice synthesizer, which satisfies the W3C
SSML (Speech Synthesis Markup Language), and therefore allows to obtain a simple
and natural dialogue that simulated the human voice in a very natural way.
Furthermore, Maxine allows to create and manage dynamic knowledge databases
with their corresponding questions and answers. The performance of the answering
engine and the syntax used for the definition of a database is based on the Artificial
Intelligent Markup Language (AIML), a markup language that derives from XML, with
the aim of being served, received and processed in the web. In this work, the AIML code
used in Maxine has been modified to allow the execution of embedded SQL scripts
required to obtain the medication needed, or to manage the alarms (see Figure 2).
1 http://www.loquendo.com
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Fig. 3. Stages of the voice communication process between the user and the agent
4 Description of Our Prototype
Based on the deficiencies observed in the QoL and the problems showed by elderly
people that lives in rural areas, we consider to apply the use of Information and Com-
munications Technologies in order to overcome these problems.
The prototype developed is focused, on the one hand, in the use of Embodied Con-
versational Agents (ECAs), which are software entities that have human appearance,
that act like human beings, and that are able to establish a conversation, or collaborate
when carrying out different tasks [4]. On the other hand, the prototype is character-
ized by the development of a innovative software that allows connecting the Maxine’s
answering engine, designed in AIML, with a relational answering engine.
The innovation in this project is centered in the connection between an ECA, an
entity from a virtual world [7], with an engine for searching answers, based on the use
of the SQL standard language. This relational database is in charge of remembering the
correct intake of medication through the alarms that are communicated via voice to the
users, informing about the hour, type, and doses of each medication.
Our system allows that the health center can create the alarms adapted to each pa-
tient, and that the user can ask the virtual agent about the medication he/she has to
take each day. In order to obtain the required information, the virtual agent accesses
to the relational database of the health center, obtains the list of the daily alarms, and
communicates the response to the user, interacting with him in natural language.
In order to facilitate users the management of the system, neither they nor their rel-
atives have to introduce the information related with the medication. The health center
is directly in charge of providing this information, through a simple online application
for introducing the data into the database. Besides helping users to remind their daily
medication, our system interacts with the user, since he/she can talk or ask questions to
the virtual agent. Therefore, the system developed improves the QoL of elderly people,
satisfying all the factors of our Common Working Model (CWM).
4.1 Communication between the User and the Virtual Agent
The communication process between the user and the virtual character is performed via
voice, and it is divided into three stages [1], as shown in Figure 3:
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Fig. 4. Process of medication request
1. The user formulates an order or question in natural language. The audio generated
is picked up by the microphone and the sound card. The ASR software, using a
grammar with the dictionary of all the words that can be recognized, converts the
audio input into a text with the words pronounced by the user.
2. The search engine processes the meaning of the input, assigning an answer to that
question, either looking for it in the AIML database, or generating it from the exe-
cution of a script.
3. The speech synthesis is performed with the Spanish voice packages offered by Lo-
quendo TTS. Additionally, SAPI [8] is used for gathering information regarding the
visemes corresponding to each word. This information is necessary for performing
the virtual character lip synchronization. In this way, the user can hear the answers,
and at the same time, see the humanized virtual character.
4.2 Application: Assistance with the Medication
Figure 4 describes the communication process between the user and the virtual agent
in order to obtain the information required. In particular, it shows the process from the
moment that the user asks a question, until the virtual agent indicates the medication to
take. The steps followed in the process are:
• Step 1: The user, for example, formulates the following question to the virtual char-
acter: ”Which medication I have to take?”
• Step 2: The virtual agent analyzes the question and answers: ”Give me the number
of your ID card”
• Step 3: The user communicates the required data to the virtual agent.
• Step 4: The virtual agent receives the information, performs the speech recognition
process, and sends it to the module in charge of analyzing questions and answers.
• Step 5: This module decides the answer that must give to the user. This information
is not stored in the knowledge database of the agent, but in an external relational
database implemented in FireBird, hence, a communication channel between the two
knowledge databases must be created.
• Step 6: Using the communication channel created by a Java servlet, the virtual agent
sends the information about the ID card to the database, together with the present
date, and it makes a SQL request about all the alarms that the user has for that date.
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• Step 7: Using the same communication channel, the alarms obtained in SQL are auto-
matically sent, filtered, and parsed to XML, thus making the result AIML compatible.
• Step 8: The virtual agent automatically processes the information, and through its
voice, communicates the different alarms to the user. If there are no alarms, the agent
informs user that he/she does not have to take any medication.
5 Conclusions and Future Work
In this paper we have presented a 3D virtual agent able to improve the QoL of elderly
people. Its main objective is to remind users when and how take their medication. Ad-
ditionally, it can mitigate their excessive loneliness, one issue quite common in aging
societies. Our intention has been to create a system closer to the user; the interaction
between the user and the virtual agent is made in natural language. In the future, we
consider to enhance our system in several ways: (i) using the open source Julius speech
recognition software instead of Loquendo, (ii) using Web services instead of servlets
for the communication between the virtual agent and the relational knowledge base,
thereby improving system performance (providing higher speed and independence, and
a more efficient information retrieval process), and (iii) adapting the interface for the
implementation in other devices.
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Abstract. In this paper we present a proof-of-concept practical archi-
tecture of a system for tracking older adults living alone in an ambient
intelligence environment by using multi-modal sensory information, such
as audio and video input from Kinect and Arduino devices. This AAL
(Ambient Assisted Living) system collects data into a Database of Tra-
jectories, used to automatically generate training examples. We then
show how the Database of Trajectories can be used in conjunction with
a set of well-trained algorithms to alert remote caregivers in case of an
unfortunate event, such as the elder falling down - one of the leading
causes of injury and death.
1 Introduction
The world’s population is ageing: studies project that, by 2050, over 32% of
people in industrialized countries and 20% in developing countries will be over
60 [5]. As part of the public policy-making mechanism, increased attention was
given to developing intelligent environments that can safely accomodate elder
with physical and/or mental problems and alert caregivers in case of important
events. The United Nations have published ”United Nations Principles for Older
Persons”, in which one of the key elements is safe environments, enabling the
elderly to live at home independently for as long as possible.
Monitoring and real-time data processing have a key role in building a smart
environment that is able to prolong the period of independence of an elder living
alone at home. While working on the problem of tracking an elder at home, we
have identified the following challenges:
C1 : the environment may be cluttered with many different objects accumulated
throughout life (this depends very much on the culture and the country;
people in developing countries tend to have more cluttered apartments).
 This work was supported by projects ERRIC - Empowering Romanian Research on
Intelligent Information Technologies/FP7-REGPOT-2010-1, ID: 264207 and ”DocIn-
vest” - POSDRU/107/1.5/S/76813.
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C2 : the tracking system must be non-invasive and easy to train (the monitored
person should not be required to wear anything or to press any buttons).
Also, for training, it should have a simple way to accomodate temporary
visits of a relatively large number of persons without setting off an alarm.
C3 : this system has to work 24/7 in actual living conditions. In particular, it
cannot expect to have proper lighting during the night. Therefore, it should
use infrared capabilities and microphones in order to compensate in these
cases.
C4 : adding a new sensor to the system should be simple and the existing sensors
should be main-stream, so that the it is easy to scale depending on the
available funds. Also, data processing should be done in the cloud, where
cheaper and more reliable computing resources are available.
As the MIT House n consortium team note in their work on challenges of deploy-
ing smart systems [12], there is a conflict of interests between the user perception
of certain types of sensors (video cameras and microphones) and the amount of
information needed by the system in order to do meaningful inference. On the
one hand, users prefer ”non-invasive” means of detecting activity such as RFID
tags and proximity sensors, but these are needed in larger numbers, harder to
set-up, train and more expensive to operate in the long run. [12] also mentions 12
questions that prospective research work on intelligent homecare systems should
answer related to practical aspects of their deployment, training and mainte-
nance, aspects largely ignored by the currently published work.
We propose a proof-of-concept in-door tracking system developed in the spirit
of these questions, that monitors a single elder at home. This tracking system
will provide permanent information on the approximate physical location of the
tracked person and its body posture by combining audio and video information
streams from off-the-shelf mainstream components. Published work on combin-
ing audio and video in tracking systems [7] confirms our assumption that it
improves accuracy. Even though this system does not tackle the problems of
activity or sentiment detection, it can serve as a solid building block for such an
undertaking.
The outline of this paper is the following: in section 2 we will present the
general system architecture. In section 3, we will present the chosen hardware
components and the actual physical layout of the proposed system, providing
estimated costs and a list of unexpected challenges. Section 4 describes our
processing infrastructure and a model for storing information related to tracking
a person in space and time. We demonstrate how this data structure can be
further used to detect whether the person has fallen down. In section 5, we
present our conclusions and future research directions.
2 Related Work
The Kinect is a revolutionary sensor given its sensing quality, capabilities and
price tag. It has spanned a large number of indoor-related projects such as
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3D modelling of indoor environments [4] and multiple amateur-level enthusi-
ast projects posted on websites such as http://www.kinecthacks.com. Also,
multiple Kinects have been shown to successfully work together despite some
physical interference among them in [3].
Previous work on tracking the location of a person in an indoor setting can
roughly be divided into two large categories: related to estimating future loca-
tion of the subject by using a statistical model of the activity, while the opposite
approach is using as much information as possible with sensors emulating the
human senses embedded into the environment. Singla et al. use in [11] a combi-
nation of proximity sensors and sensors placed on objects such as taps, together
with Markov models, in order to estimate the current activity, and thus, the most
probable next location(s), while PlaceLab [8] uses over 300 sensors, featuring full
video, audio and infrared coverage of an apartment-scale laboratory, being closer
to our own approach but with a much more intrusive set-up (we have optimized
ours so that it can be installed without too much trouble in any reasonably-sized
home: it just needs some extra electrical wires and network connections).
Our work complements these approaches by taking what is best in each: the
use of multiple Kinects, in a simple and cost-efficient set-up that does not make
too many assumptions about the operating environment (for example, night
tracking is rarely mentioned in indoor tracking literature).
A similar system is currently being developed in Austria - ”CARE: Safe Pri-
vate Homes for Elderly Persons” [1], but it does not feature multi-modal infor-
mation processing and correlation.
3 General Architecture of the Tracking System
The general architecture of our proposed tracking system is presented in figure 1
(page 140).
The sensing infrastructure is built on top of a number of Microsoft Kinect
sensors and Arduino boards, from which data is fetched using either a wired
USB connection (for high-bandwidth measurements such as frames), or a wireless
802.11/b connection (for discrete measurements such as the output of an infrared
proximity sensor).
The software that processes this data is organised as a pipeline made up of
individual PDUs (processing data units) communicating through a system of
distributed queues. There are two types of PDUs: data acquisition PDUs, which
poll the sensors for new data and record these measurements into a Database
of Trajectories, and data crunching PDUs which use face recognition and voice
recognition webservices and the recorded data to generate automatic examples
by correlating spatio-temporal information.
The software is installed on 2 types of processing nodes: data acquisition nodes
(running data acquisition PDUs and the database engine), and data crunching
PDUs (running detection and correlation algorithms).
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Fig. 1. Diagram of the tracking system
4 Hardware Components and Physical Layout
Our tracking system uses only off-the-shelf sensing components:
– 9 Microsoft Kinect sensors. Priced as low as $100, these contain an RGB
camera and a depth sensing device and are able to deliver at 30 frames per
second (fps) both RGB and depth information. The SDKs available both on
Linux and on Windows contain well-trained algorithms able to extract the
positions of 17 joints, including head, neck and shoulders.
– 18 Arduino Mega boards, with the following configuration:
• Atmel AtMega 2560 8-bit processor running at 16 MHz
• WiFly shield that enables wireless communication (802.11 b/g)
• Sharp infrared proximity sensor (sensing range: 20-150 cm)
• Electret Microphone
One such completely equipped board is priced around $250.
The tracking system gathers the following type of data from the sensors:
Sensing Equipment Type of Information Gathered
Microsoft Kinect
– Joint Position (2D/3D coordinates of the tracked
person’s skeleton joints)
– RGB image (1280 x 1024 x 32bpp)
– Depth image (640 x 480 x 8 bpp)
Arduino with WiFly shield
– Estimated distance to nearby person
– audio recording (useful to infer sound source po-
sition)
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The total of 27 equipments is grouped into 9 T-shaped keypoints numbered
K1,K2, . . . ,K9, each of them containing one Kinect and 2 Arduino equipments.
The actual physical layout of a keypoint is given in figure 2 (page 141).
Fig. 2. Keypoint - a group of 1 Kinect (k) and 2 Arduino (a) sensing equipments
The 9 keypoints (K1−K9) were placed in our 8.5 m × 4.5 m room as evenly
spaced as possible, given the constraints (door, windows and cabling). Their
approximate layout is specified in figure 3 (page 141).
Fig. 3. Approximate layout of the 9 keypoints in the experiment room
The total cost of the prototype is under $10k, a promising answer to question
3 from [12]: ”What is the cost of end-user installation?”. We prefer cost-effective
information-complete sensors to privacy-sensible deep sensing approaches.
Data processing is done using local servers, planning to move to the cloud in
the future, thus trading a known and measurable extra latency for availability.
As a final note on the hardware part of the system, three unexpected impor-
tant details must be mentioned:
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– the data acquisition node must be near the keypoint. The USB 2.0 standard
[2] notes a maximum length of 3.5 m for an USB cable, and the Kinect video
data and Arduino audio data can only be fetched via the USB cable (due to
Arduino WiFi driver limitations).
– Arduino proximity information is fetched using a WiFi connection and is
supposed to complement the RGBD information from the Kinects. While
the extended range for the Kinects is pretty generous (0.7 m − 6 m), it
is clear that they cannot be used when the tracked person is too near the
sensors
– even though it is not specified in the official user documentation, independent
tests from multiple hardware developers have confirmed that Kinect sensors
also work in the dark, making them a proper way to tackle challenge C3.
5 Processing Infrastructure and Person Tracking
Data processing for such a tracking system has several important properties.
First of all, data loss for short periods of time is not an issue and we can even
contemplate sampling it in order to reduce costs. Secondly, a latency in the order
of seconds is acceptable in delivering the result of processing. If a known person
enters the room and the system greets it 5 seconds later, the perceived effect is
more than acceptable (however, this delay must be always bounded).
Processing the stream of data using PDUs is an industry-standard approach
and has several advantages:
– high-availability by having hot replacements for PDUs in place, managed by
a supervisor process
– easy vertical scaling by distributing different PDUs on different machines (a
partial solution to challenge C4)
– the ability of throwing away messages from the queues as the cost of main-
taining a bounded delay in emergency situations
Examples of PDUs include: DatabaseWriterPDU (writes all measurements to
a database), HeadCropPDU (crops headshots from a stream of incoming raw
frames), FaceRecognitionPDU (identifies a given face against a list of known
person).
5.1 The Database of Trajectories
All PDUs have access to a shared database of person trajectories. This database
Δ should implement the following operations:
– start a new tracking session, Δ.startNewSession(person identity).
Whether the person is known to the system or not, a new session will be
started when a person is detected. Unknown persons will be assigned a ran-
dom ID and the caregiver will be given the option to identify them at some
point.
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– add a location to a trajectory,
Δ.addLocation(person identity, (X,Y, Z))
This means that a PDU has detected that the specific person is at the
position (X,Y, Z).
– retrieve the trajectory of a given person,Δ.trajectory(person identity).
– retrieve the persons nearby a given position, Δ.personsNear(X,Y, Z).
– annotate a location from a trajectory with additional information,
Δ.annotateLocation(person identity, (X,Y, Z), info)
After detecting that a person is at the location (X,Y, Z), one or more PDU’s
are able to bring actual proof that the person is at that location.
What kind of information can serve as an annotation to a location of a
trajectory? It can be a sample voice taken from a nearby microphone, the
joint coordinates of the skeleton of the person, a headshot of the nearby
person and many more.
The purpose of this database is to build a list of successive annotated positions
for a given person, where annotations serve as proofs that the person was actually
there, and can be correlated to solve challenge C2.
The Database of Trajectories can be used to generate training examples au-
tomatically: if person P enters the room but is not identified for the first 300
seconds due to a new haircut and sunglasses, when a PDU finally identifies the
person using its voice, it can mark previous headshots of the person as belong-
ing to it. We believe that self-generating passive examples are key to keeping a
tracking system up-to-date. This scenario is described formally in algorithm 1
(page 144).
5.2 Detecting When the Person Has Fallen Down
In the last section we have defined the database of trajectories, and shown how
it works like a time and location based index of person knowledge.
Our end goal is alerting the caregiver of the elder when a fall has occured.
An exhaustive classification of other unfortunate events and action plans can be
found in a novel, freely editable format in [9].
Given our network of sensing devices, we propose the following novel condi-
tions for detecting a fall:
– if the person was being tracked by one of the Kinects, the center of gravity
of the person’s skeleton has a large downward acceleration and afterwards
the person cannot be tracked anymore, followed by a falling noise or by a
scream. The center of gravity is computed as the average over all 17 joint
3D coordinates provided by the Kinect.
– if the person was not being tracked by one of the Kinects, but was in
the visual range of one, the person’s contour can be computed using back-
ground subtraction [10], and then the center of gravity can be approximated
from this contour. This condition consists of a large downward acceleration
followed by a falling noise or by a scream.
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Data: a voice sample s from microphone M1
Result: a set (F1,F2, . . . ,Fn) of headshots of the same person
fed as examples to the face recognition algorithm
person identity = voiceRecognition(s);
if person identity = NULL then
nearby persons = Δ .nearbyPersons(XM1,YM1,ZM1);
if len(nearby persons)> 1 then
# cannot infer anything, so give up;
return [];
end
# Retrieve the frames from the trajectory containing the person;
frames = [t.info.frame for t in Δ .trajectory(person identity)];
# Extract headshot by detecting face and possibly correlating with skeleton;
headshots = [cropHeadshot(frame) for frame in frames];
# Feed the headshots to the face detection algorithm as examples;




Algorithm 1. Learning Face Samples Starting From a Voice Sample
Our proposal can even solve challenge C1 to some extent: even if the room is
cluttered with objects, the person will not be completely surrounded by such
objects. So he/she will be in the range of one Kinect camera (possibly facing
backwards), increasing the probability of triggering our conditions.
Even if the light is turned off, the Kinect can still track skeletons in the dark,
and this can be complemented by background subtraction on the depth image.
6 Conclusions and Future Work
We have presented a practical architecture for tracking an elder in an indoor
environment and detecting falls in a holistic way: from the necessary hardware,
to estimated costs, to an outline of a software architecture and to a novel way
of organizing information recorded by it. Such a tracking system can reduce the
damaging effects of falling (one of the leading causes of death and injury in elder
[6]) by enabling a quick reaction.
The system depicted in this work has been partially implemented in a labo-
ratory of Politehnica University of Bucharest. Primary experiments are showing
a propagation time of at most 20 seconds from the moment of data acquisi-
tion to the actual recognition of the user, even when using 3rd party APIs that
run in the cloud. Also, we have performed reproducible tests for our processing
pipeline by performing a sensor data dump during a period of time and running
experiments on the recorded data.
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This contribution lays the foundation for building intelligent systems that
react to unfortunate events within a bounded timeframe. The Database of Tra-
jectories model can be extended to support annotations in RDF format that
store results of algorithms such as object detection. This would also allow inte-
gration between the database and public triple stores such as DBPedia, contain-
ing common sense knowledge. One important extension of this system would be
a playback infrastructure that delivers measurements without having an actual
physical infrastructure - this would allow research in AAL without having actual
access to a well-equiped laboratory.
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Abstract. Ambient Intelligence (AmI) applications need information about the 
surrounding environment. This can be collected by means of Wireless Sensor 
Networks (WSN) that also analyze and build forecasts for applications. The 
RUBICON Learning Layer implements a distributed neural computation over 
WSN. In this system, measurements taken by sensors are combined by using 
neural computation to provide future forecasts based on previous measurements 
and on the past knowledge of the environment.  
Keywords: Ambient Intelligence, Wireless Sensor Networks, Neural Networks. 
1 Introduction 
Wireless Sensor Networks (WSN) [1] play an important role in Ambient Intelligence 
(AmI) [2], since it is one of the primary sources of real-time, contextual information 
to be used in decision-taking processes. However, their role is typically limited to data 
acquisition with minimal data filtering and preprocessing. This approach to the use of 
WSN in AmI has been motivated by the limited computational resources of the sen-
sors and by the complexity of sensors programming, which requires a deep know-
ledge of embedded systems and wireless communications [1]. On the other hand, 
sensors have data filtering and preprocessing capabilities that, although limited, are 
still unexplored. These features are of extreme importance to AmI applications, since 
smarter sensors may become a permanent part of the environment where they are 
deployed and learn to recognize events typical of that environment. In this way, a 
WSN may provide information on the environment to mobile components (such as 
robots or smart phones) that are not permanently included in the system: based on its 
past experience it can provide a description of the environment and of the occurring 
events. In other words, the WSN is part of an ecology, along with robotic compa-
nions, robots, smart phones, appliances etc., where all elements of the ecology im-
plement a distributed learning system. This is the focus of the EU FP7 project 
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RUBICON [3], and specifically of the RUBICON Learning Layer (LL), whose archi-
tecture and implementation is presented in this work. 
2 Related Works 
Learning in WSNs introduces unseen challenges with respect to adaptive control and 
data processing, mostly due to computational limitations and distributed architecture 
of WSN. Artificial Neural Networks (ANNs) [4] are one of the most important learn-
ing paradigms, characterized by interesting analogies with the distributed nature of 
WSNs. Recent applications of ANN  to WSN can be found in [5], [6], [7]. However, 
current work on neural applications to WSNs is fairly limited in exploitation of the 
distributed sensor architecture. Learning techniques are used to find approximated  
solutions to very specific tasks, mostly within static WSN configurations. Learning 
solutions have a narrow scope, resulting in poor scalability, given that different tasks 
are addressed by different learning models. Further, these solutions are centralized or 
characterized by little cooperation between the distributed learning units [8]. Recent-
ly, Reservoir Computing (RC) [9], [10] has gained increasing interest as modeling  
paradigm for Recurrent ANN (RNN). Within this framework, we take into account 
the Echo State Network (ESN) model [11]. A typical RC network is composed of a 
dynamical component called reservoir, and a static component called readout. The 
former  implements a recurrent contractive encoding of the driving input sequences 
into a fixed size state space, providing the readout with a large “reservoir” of dynam-
ics to linearly combine for output computation.  The RC/ESN approach is rather effi-
cient, as the readout is the only trained part of the network, while the reservoir is  
initialized under contractive constraints [12] and then is left untrained. Overall, the 
RC paradigm  is able to conjugate the power of RNN in capturing dynamic know-
ledge from sequential information with the computational feasibility of learning by  
linear models. Thereby, RC networks result in suitable models for learning in the 
computationally constrained WSN scenario and for being embedded on-board the 
sensor nodes. RC application to WSN for user's indoor movements forecasting has 
been proposed in [13], [14], showing the appropriateness of the RC models when 
dealing with the complex dynamics of data gathered by WSNs. 
As compared to previous works, in the design of the RUBICON Learning Layer 
(LL) we take a different, innovative approach in the exploitation of RC in a distri-
buted scenario comprising a loosely coupled network of computationally constrained 
devices. Specifically, we realize a general purpose learning system capable of ad-
dressing a large variety of computational learning tasks through a scalable distributed 
architecture comprising independent RC learning modules deployed on a variety of 
devices, including sensors. The LL provides learning services through a distributed 
neural computation that, differently from the works in literature, is capable of catering 
for the dynamicity of both the monitored environment as well as of the underlying 
network.  
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Fig. 1. High-level software architecture of the learning system 
3 Learning Layer Architecture 
The Learning Layer (LL) is the primary learning system of the RUBICON ecology. It 
implements a distributed, general purpose learning system where independent learn-
ing modules are embedded on sensors and on more powerful devices, e.g. PCs. The 
high-level goal of distributed learning system is to deliver short-term predictions 
based on the temporal history of the input signals, including, for instance, the recogni-
tion of events ongoing in the monitored environment.  
The LL is a complex software system organized into 3 subsystems (see Fig. 1) that 
are: the Learning Network (LN), the Learning Network Manager (LNM), and the 
Training Manager (TN). Each subsystem is realized by a variable number of software 
components that are distributed over an heterogeneous network comprising both sen-
sor and more powerful devices such as robots and PCs.The LL is implemented in 
NesC [16] for sensors and C and Java for powerful nodes.  
The LN realizes an adaptive environmental memory for the RUBICON ecology by 
means of a distributed learning system where independent learning modules 
(represented as circles in Fig. 1) reside on the ecology nodes, that are devices with 
heterogeneous computational capabilities, and cooperate through Synaptic Connec-
tions (thin arrows in Fig. 1) to perform a distributed neural computation. The single 
learning module mainly processes local information gathered by the on-board device 
sensors and integrates this with remote inputs received from other learning modules 
and delivered through the Synaptic Connection mechanism. The LN subsystem, as a 
whole, implements the computational learning tasks providing the run-time predic-
tions that serve to the RUBICON ecology to achieve its high-level objectives. Further, 
it is capable of online refining the learned task based on teaching signals provided by 
the higher levels of RUBICON. The LN can be trained to tackle any well-defined 
computational learning task, provided that sufficient supervised learning information 
is available: hence, it implements a general purpose learning system for RUBICON. 
The range of computational learning tasks that LL addresses include event detec-
tion, support to adaptive planning and control, localization and movement prediction 
using signal strength information. All these tasks are characterized by a time-
dependent nature are they suit to be modeled as time-series prediction problems. For 
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instance, we expect the LN to be capable of recognizing user activities, such as 
“cooking” or “cleaning”, by learning to predict the corresponding class label in re-
sponse to input sequences of sensor readings (such as pressure sensors on chairs,  
accelerometers on kitchenware, infrared presence sensors, etc.). Such readings are 
provided as inputs to the LN, that is trained to recognize ongoing user activities cor-
responding to characterizing time-dependent patterns in the sensor data (unknown a 
priori). The LN also exploits feedback information from the Control and Cognitive 
layers of RUBICON, which provide the LL with measures of “successfulness” of the 
actions undertaken to complete a plan, as a result of LN predictions. Such measures 
can be exploited as feedback signals to refine the corresponding LN predictions. Also, 
the Cognitive Layer can exploit information on novel user activities ongoing in the 
ecology (due to its ability of novelty detection) to assemble a training set of examples 
of sensor measurements corresponding to the novel event, in order to train the LN to 
recognize the novel activity. 
The LNM is a Java software agent hosted on a gateway, that is responsible for the 
setup and management of the LL. It receives control instructions from the other layers 
of RUBICON to manage the learning phase and the configuration of the LN. Also, it 
provides the LN with instructions for setting up and destroying Synaptic Connections, 
to dynamically attach a learning module to the LN when a new sensor joins the ecolo-
gy, or to gracefully recover from the loss of a learning module (self-adaptation) con-
sequent to the disconnection of a device from the ecology. Further, it interacts with 
the TM to control the LN training phases, to incrementally learn a new task or to re-
fine an existing task based on the training information received from the upper 
RUBICON layers. 
The TM is responsible for the learning phases of the LL and for the management, 
training and self-adaptation of the LN. It receives training information from the LNM to 
update the modules in the LN. As depicted in Fig. 1, the TM comprises the Training 
Agent, the Network Mirror and a Repository. The Training Agent is a Java component 
that manages the activation of the training phases of the LL, by processing the control 
instructions received from the LNM and by orchestrating the learning in the Network 
Mirror component through appropriate control messages. The Training Agent receives 
online learning feedbacks from the upper RUBICON layers, and administers the appro-
priate refinement signals to the LN. Further, it receives training data and stores it into the 
Repository; these data are used for the incremental training on novel computational tasks, 
that are then deployed to the LN, once appropriately learned. 
The Network Mirror handles the bulkier learning phases of the LL. In fact, a com-
plete retraining of the distributed learning modules cannot be achieved on resource 
constrained sensors. To this end, we differentiate between the online refinement  
mechanism, that is used to fine tune the predictions of existing computational tasks 
(done onboard the sensors), and the incremental learning mechanism (performed in 
the Network Mirror), that is used to learn new computational tasks which are later 
deployed in the LN. To this aim, the Network Mirror maintains a copy of all the LN 
modules. Such a mirrored copy of the LN is also useful to ensure LN robustness when 
a device (and its associated learning module) disappears from the ecology. If the pa-
rameters of the missing learning module encode critical knowledge, this is maintained 
in the Network Mirror, which can clone the module and deploy it to a new available 
sensor. 
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4 Learning Layer Implementation in WSN 
The LN component on-board of each sensor of the WSN implements the ESN net-
work responsible for the Forward Computation, i.e. the operation modality in which 
the learning system produces its output predictions at each clock tick. This includes 
the implementation of the necessary functions invoked either locally on the same 
sensor or remotely on different sensors, and all the data structures required  for the 
embedding of the RC network. In order to allow the communication of learning-
related information across the RC modules residing onboard the sensors, a proper 
mechanism, called Synaptic Channel, is implemented at the underlying Communica-
tion Layer. In the following, the main aspects concerning the design of Synaptic 
Channels and Forward Computation modality are described. 
 
Fig. 2. Synaptic Channel and Synaptic Connection abstractions 
Synaptic Channels are a communication mechanism provided by the Communica-
tion Layer of RUBICON. They implement the communication abstraction used by the 
learning modules to perform the distributed neural computation. In particular, a Syn-
aptic Channel CAB is a point-to-point communication channel established between 
nodes A and B for the transmission of the output information generated by the LL in A 
to the LL in B (Fig. 2). Synaptic Channels are directional and they are composed of an 
output end (located on the source node) and an input end (located on the destination 
node). Synaptic Channels belonging to the same distributed neural computation, are 
synchronized between them according to a global clock that defines the frequency of 
the computation. A Synaptic Channel contains one or more Synaptic Connections, 
each representing the output of a set of neurons in the learning module. Fig. 2 
represents two Synaptic Channels each containing 2 Synaptic Connections: CAC that 
connects node A with node C and contains the output Synaptic Connections 3 and 4 of 
node A, and CAB that connects node A and node B and contains the output Synaptic 
Connections 1 and 2 of node A that are bound, respectively, to the input Synaptic 
Connections 2 and 3 of node B. In the figure are also shown local Synaptic Connec-
tions that are used to transfer data read from local transducers to the learning module. 
All the Synaptic Connections between two sensors are encapsulated into a single Syn-
aptic Channel, thus there exists only one Synaptic Channel for a given pair of sensors. 
However, a sensor can have several input Synaptic Channels from different sensors, 
and several output Synaptic Channels to different destinations.  
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The Forward Computation is the main operational phase of the LL. At each clock 
tick, computes the predictive output of the RC networks from the input data. The 
successful completion of a forward computation in a learning module produces a new 
activation of the internal reservoir units and new values for the readout units. In order 
to perform a Forward Computation step, each learning module needs all its input data. 
Such input data can be generated locally to the node (i.e. data produced by local 
transducers), or it can be received (by means of the input Synaptic Channels) from the 
learning module residing on remote sensors. The Synaptic Channels implementation 
ensures that input data is given to the appropriate input units by exploiting a Synaptic 
Connection mechanism. Let consider the scenario depicted in Fig. 2 and suppose that 
the learning module on the source A has correctly completed a Forward Computation 
step, i.e. the output of it RC units has been updated. The LL in sensor A writes the 
output of units 1 and 2  into the outgoing Synaptic Channel CAB (specifically in the 
Synaptic Connections SC12 and SC23). Similarly, it also writes the output of units 3 
and 4 into the Synaptic Channel CAC. In turn, the Synaptic Channels transfer these 
outputs to the input interface of sensors B and C, respectively. At the next clock tick, 
the learning module in B acquires the input from the Synaptic Connections SC12 and 
SC23 to feed input nodes 2 and 3, and it acquires the data from local transducers to 
feed input units 1 and 4. Then, the learning module in B progresses with the Forward 
Computation, producing the outputs on the output units 1,2 and 3, which, in turn, are 
written in the respective output Synaptic Channels.  
 
Fig. 3. The main window of the LN interface 
The RUBICON LN interface provides a GUI to organize and access the distributed 
learning system, giving an easy way to adjust the current network settings in order to 
configure appropriately the LN. By means of the GUI, the user can define new expe-
riments to be tried on the learning network, that are also stored in a database to be 
retrieved for future executions. Each experiment is defined by a set of devices (sen-
sors) participating in the computation. All devices are seen as opaque objects 
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equipped with an ESN. Inputs to the device can be sent to any of the input neurons of 
the ESN, while outputs can be read from any neuron in the ESN (input, readout or 
reservoir). A screen-shot of the typical appearance of an experiment the LN interface 
is shown in Fig. 3. Here, the structure of an LN network is represented as a graph in 
which nodes are devices and arcs are Synaptic Connections between them. Each arc is 
labeled with the identifiers of the neurons connected in the two devices. As connec-
tions between  modules are usually quite rich, the interface allows to select a single 
device to focus only on its connections (the red node in the picture). In Fig. 3, we 
have three incoming Synaptic Connections for light, positionx and positiony and five 
outgoing Synaptic Connections to different devices.  For each device, the LN inter-
face provides a device manager in which a user can control all the parameters of the 
ESN loaded on board. 
5 Discussion and Conclusions 
The RUBICON  LL enables all the participants of the ecology to interact and use their 
past experience to forecast relevant indicators for a changing environment. This fea-
ture is of great importance in AmI, since it allows the widespread distribution of 
learning capabilities in all components of AmI systems, regardless of their processing 
capacities. The LL is currently available for the TMotes platform [15], and there are 
short-term plans to publish its code with an open source license. This implementation 
underwent a deep testing in order to be ready in view of its use in the RUBICON 
testbeds. Main tests addressed the major functions of LL, namely: the Core Learning 
Services (that include setup and configuration of the LL and of the LNs), the Local 
Learning (including testing forward computation and the mechanisms to upl-
oad/download learning modules to/from the LN), and the Integration with the Control 
and Cognitive layers. The LL is now undergoing the experimentation phase of 
RUBICON, in which it is being tested in living labs and hospitals.  
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Abstract. Currently, the number of devices and services contained in the user’s 
home has considerably grown. Sometimes these devices are provided and ma-
naged remotely by service providers by facilitating installation or uninstallation 
of services. In a typical situation service providers install their services in the 
user’s home gateway from their remote repositories, regardless of the rest of the 
software installed on it. However, when various service providers work on a 
given gateway, the number of services and components installed on it increases. 
Therefore it is possible that this fact may lead to duplication or replacement of 
components necessary for other installed services, causing performance prob-
lems or service interruptions. This paper presents a system for analyzing and 
automatically optimizing the OSGi components deployed on a home gateway. 
1 Introduction 
The advancement of technologies in recent years has caused the emergence of new 
devices with new functionalities and services. These advances offer new possibilities 
for users in addition have allowed to large companies not only offer new services and 
but also they are able to remotely manage them in a transparent way to users. For this 
scenario the service providers use a home gateway device to join a home network to 
Internet. Service providers (SPs) install on the home gateway the services contracted 
but when a user contracts various service providers, this device may contain pieces of 
software from different service providers increasing the possibilities of duplicating of 
components or software libraries on the home gateway.  In this work we present a 
solution to alleviate the problem on services deployed with technology OSGi [1]. The 
proposed solution analyzes the services installed on OSGi framework and detects that 
components may remove of the system without affecting the global system perfor-
mance. Thus, the system optimizes the software installed by reconfiguring the  
components installed. Also, we propose to connect various systems to exchange in-
formation about its components. If the local system detects that any remote compo-
nent (installed on a remote system) could improve the performance of local system. It 
may connect to that system to transfer that component and install it on the local sys-
tem after of remove the old components. It allows the creating a shared knowledge to 
help others to improve the performance of the applications installed in their home 
gateways. 
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2 Background 
Currently, there are several ways to install applications on the devices. Normally, users 
first have to get the application, copy it to the target device and finally install it on that 
device. However, along the years this concept has changed and appeared mechanism that 
automatically downloads applications between machines and after install them following 
a client-server architecture model. Some mechanisms aim to go beyond and are able to 
detect and install the necessary dependencies such as Java Web Start [2]. It is a system 
for the deployment of Java applications through networks, this system describes the code 
used and the requirements of a Java application into an XML. Then the user may install 
the application via the Internet with a special client Java Web Star. However, this system 
does not support dependency resolution as required by OSGi. Therefore as this work is 
oriented OSGi platform, this solution is not valid. OSGi specification defines a frame-
work inspired on Service-Oriented Architectures (SOA). It allows to manage services 
with the aim to make up applications based on services. OSGi is usually built on top of 
Java and each element of the OSGi frame-work is called bundle. A bundle is a software 
package that is able to provide services to other bundles installed in the OSGi framework. 
Each bundle is also able to export packages. Thus, OSGi applications are formed by 
coordinated resources offered from different bundles. OSGi is a key technology for  
service providers because it allows them to remotely monitor, install and to maintain 
services deployed on the gateway. There are several ways to deploy OSGi bundles on a 
platform. One of the most extended is to connect the platforms with centralized reposito-
ries of OSGi bundles. From there the users download the desired bundles for use in their 
applications. However, using bundles from any repository may present a risk to the ap-
plications since users may provide bundles intentionally malicious or defective and other 
users may download them. However, this system is very advantageous to the SP, since 
them-selves manage their repositories and therefore could rely on bundles hosted on 
them. However the problem appears when the applications of different SPs have to share 
the same OSGi framework. 
3 Related Work 
OSGi frameworks have mechanisms to resolve the dependencies required by a given 
bundle from other bundles located in the framework. Whether various bundles export 
the same libraries, the OSGi framework assigns one of them to the bundles requiring 
it. However, the framework does nothing with duplicated libraries and keeps the 
loaded bundles in the OSGi framework. There are several works describing solutions 
to complement OSGi application deployment. However, they do not take into account 
the problem presented above and they focus to transfer the remote components and 
create the list of available components in the network. An example of it may be seen 
in [3] which presents a system to deploy bundles using a P2P network. It relays in 
Pastry overlay network and provides a scalable system and reliable, however it does 
not control the configuration of the installed components. [4] shows a solution more 
advanced than [3], it uses JXTA to rely in P2P protocols and not only is in charge to 
discovery and download bundles from other systems. But also analyzes the features 
and requirements of each component and then calculates a score to select which is the 
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best component for installation on the local system. [4] does not take into account the 
possibility to eliminate duplicated components in the OSGi platform as it is presented 
in this article. Other solutions also deal with distribution of bundles in OSGi frame-
works in different ways like [5] which is focused on increasing the security during 
bundle distribution from a centralized repository. But it does not offer controls for the 
management of resources on the framework. A similar reference to the work proposed 
in this paper with some limitations can be found in [6]. The proposed architecture is 
able to install the elements necessary when a service provider installs a service for a 
new device. It uses ontologies to meet with the required services fitting with their 
requirements. In spite of it selects the best configuration for the new service that will 
be installed. However, [6] does not consider the components installed on the Gateway 
from third parties, and it does not optimize its configuration. Briefly summing up, 
none of the aforementioned approaches try to reduce the re-source consumption or to 
detect duplicated software components. So, the next sections will present a software 
architecture to reduce the resources used by the applications on a OSGi platform. 
4 Architecture 
For clarity, we want to put the reader in context in order to identify the components of 
our system and their interactions. For that reason, let us to introduce a scenario of 
application as sketched out in figure 1. The scenario consists of several key elements, 
service providers (SP), home gateways (HG) and home networks (HN). The user has 
multitude of services and electronic devices are within theirs home network, however 
at any given time the user requires a specific service offered by a service provider. 
The user then contracts the service provider and the provider installs the service in  
 
 
Fig. 1. Scenario of the proposed solution. This scenario shows the most important elements 
involved where the solution will work.  
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the user’s HG. Later, user sees another interesting service and decides to contract it, 
the service belongs to another service provider which similarly installs the services on 
the HG. At this point the user's HG hosting services from different providers, it im-
plies that the HG has installed software developed by independent companies without 
any contact between them. It gives the possibility that the HG could have similar 
components installed on the HG and belonging to different SP, because each SP op-
timize its software for theirs services and they do not take in account the services 
installed on the GW. It causes to the device higher resource consumption. For this 
reason, the proposed system identifies the problem and tries to reconfigure the soft-
ware packages to eliminate the duplication of software on the system. 
The proposed architecture adds several services to the HG to control the duplica-
tion of SW installed on it. The goal is to eliminate duplicated components in a manner 
transparent to the user and without affecting the operation of other services installed 
on the device. This optimization will improve the utilization of resources minimizing 
the resources used as for instance the memory consumed. As the user may infer, our 
solution requires nothing but a slight change in the applications installed on the de-
vice, just add the services defined in this article which are show in the figure 2. They 
are four services: Analyze Service (AS) which is responsible for detecting and analyz-
ing bundles installed on the OSGi platform, Storage Service to store and manage  
information collected by the previous service. Optimizer Service (OS) which uses the 
information obtained from the other services and is able to obtain the optimal configu-
ration of the system. And finally Distribution Service (DS) is responsible for retriev-
ing information about components located at remote systems provide information 
about remote packages. Our solution first analyzes the installed bundles, to process 
the data collected and decides how to reconfigure elements in the OSGi framework to 
optimize resources. So the solution proposes to model the service such that the devel-
oper distributes services and packages in several bundles instead to group these    
elements in the same bundle. 
 
Fig. 2. Schema of blocks. It shows the services implicated in the process to optimize the OSGi 
framework.  
In OSGi the packages are used of several ways, when a service (S1) requires a 
package, it could be included inside of bundle that contains the service (S1). Whether 
other service (S2) needs the same package, the service (S2) will have to include the 
package inside of bundle that contains S2. This behavior does not allow to share simi-
lar packages. However, whether the package is packed in a bundle and the bundle 
exports the package to other bundles of the system. Any bundle will be able to use the 
package as whether it was contained inside of that bundle. For instance, whether the 
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package is packed inside of bundle P1 and is exported for that other bundles can use 
it. The service S1 will not need include the package inside of its bundle because may 
import the package from P1. Same thing happens with S2, S2 will be able to import 
the package from P1 and could use it. So, S1 and S2 are able to use the same package 
and due to it is not necessary to load that package on different bundles within the 
OSGi framework. It is possible because OSGi provide of a class loader for each bun-
dle of the system. That is, each service has a class loader that loads the necessary 
classes for that service. Figure 3 shows discussed model.  
 
Fig. 3. Structure of services. It shows as to distribute the dependencies of the services.  
Our solution is transparent to the services installed by third parties and is also in-
stalled on the gateway. The proposed solution consists of two groups. The first group 
is formed by the services that belong to service providers and the second group is 
composed by the services presented in this work which are responsible for the optimi-
zation of the services contained in the first group. The first service located in the 
second group is called Analyzer Service (AS) that aims at detecting the bundles in-
stalled on the OSGI framework and analyzing each of them in order to find out theirs 
dependences, and the packages exported by them. The AS requests to the OSGI 
framework the list of services installed in any moment. Then, for each service, the AS 
retrieves the manifest.mf file of each of bundle. This file exists on each bundle since it 
is used to register the required resources used by the bundle as classes, packages, 
services, etc. For our solution, the AS retrieves the list of exported packages and im-
ported of each bundle, thus the system is able to find out the available resources on 
the OSGi framework and then be able to calculate the best configuration for its opera-
tion. The “Storage Service” (SS) is responsible of management the information col-
lected from the AS. The SS allows to store and consults that information from other 
installed services on OSGi platform. Mainly the Optimizer Service (OS) uses the SS 
to carry out the process of optimization. The Storage service’s behavior is similar to a 
data base, it manages the collected information and keeps it updated using the AS and 
DS. When the AS detects changes on the OSGi framework, it updates the stored local 
information through the SS. The “Distribution Service” (DS) is in charge of retrieving 
the information from remote systems. This service provides added value to the solu-
tion proposed on this article. Because of it tries to improve the obtained results in-
creasing the available knowledge on the local system. This aim is achieved providing 
of a distributed communication system to share information of the installed compo-
nents on the remote systems. Thanks to DS, the local systems not only have more 
available information but also they are able to transfers components installed between 
the remote systems. So that, whether a remote bundle is ideal for optimizing the local 
system, the system will transfer and install that bundle on the local system. To allow 
the system to share resources with trusted, we may use a mechanism such as that 
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shown in [7]. The Optimizer Service (OS) is in charge to optimize the system with the 
retrieved information by the services commented above. Within the concept of opti-
mization about this work, the proposed solution tries to detect duplicated software 
packages used by different bundles duplicated on an OSGi platform. The aim is that 
packages can be shared with other elements on the OSGi platform to eliminate other 
bundles. The OS aim is uninstall the unnecessary bundles and keeps the necessary 
bundles to satisfy the requirements of the other elements. In a real scenario, in general 
the services installed on the OSGi platform requires of many packages and bundles. 
In that scenario the packages are distributed among bundles where it is possible that 
any bundles export a great number of packages (B1) and other bundles export few 
packages. (B2). In this case, the proposed solution will try to detect whether B1 pro-
vides the same resources that B2 export. Then, if it happens the systems uninstalls B2 
and the system will continue working. B1 could also include part of resources of B2 
instead of including all them. In that case, two things may happen: 1) the system 
should keep B1 and B2 (because B1 does not meet with the packages provided by B2) 
or 2) the system tries to detect other bundles (for instance B3) with the aim that they 
will be able to supply the resources that B1 is not able to meet. It will allow B2 will 
be uninstalled without affect to the other services installed on the system because  
the resources provided by B2 are supply by B1 and B3. As a result of this process, the 
system is consuming less resource because the OSGi platform only has loader the 
bundles B1 and B3.  
5 Operation 
This section will explain in detail the sequence of execution of the proposed solution 
in a runtime environment. The operation is composed of three stages; in the first the 
proposed solution obtains information on the OSGi framework. Depending of this 
information, the system will decide if the system has been optimized. If the system 
must be updated, the OS gets the information from the SS and builds a table with all 
available information about the available packages offered in each bundle. After the 
OS creates a list of necessary packages for the OSGi platform meets the requirements 
of the installed services. At this point, the OS should combine the bundles to find a 
combination ideal in order to improve the configuration of the system. For this pur-
pose, the solution uses search algorithms which from a root combination are generat-
ed combinations which each combination adds a new feature with respect to the  
parent combination and a different feature regard to the same level nodes and so on. 
Once the algorithm has generated all possible combinations, it has all possible combi-
nations of the bundles. So also it has all the possible optimal solutions. Although the 
full deployment of the combinations generated by the algorithm would be the ideal 
result, because then it will look for among generated combinations the best configura-
tion of platform. In many cases it is not possible due to high consumption of memory 
and processor used by the algorithm. For this reason we have added three modes of 
operation that control the generation of combinations: The mode 1 generates all the 
possible combinations of bundles and later it will take the best combination among all 
the combinations that meet the requirements. The mode 2 generates all the possible 
combinations of bundles until that it gets a combination that meet with the defined 
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requirements. The mode 3 uses a heuristic to eliminate the combinations of bundles 
generated which is exporting the less number of libraries, giving as a result a system 
with few bundles. It is possible that the algorithm converges and returns no solution. 
In this case, the system is not updated, because it is not possible to obtain a configura-
tion more optimal than that the current. Once the system has decided which would be 
the best configuration for the system, there are other factors to take account before 
install or remove any component. In another paper our previous [8] discussed the 
factors to consider when it has to make changes in the system. 
6 Conclusions 
This paper has presented a system to reduce the software resources consumed by OS-
Gi applications deployed on Home Gateways. The solution is focused on reducing the 
bundles installed on an OSGi system, identifying those bundles that are unnecessary 
through the analysis and processing of information of the elements installed on the 
platform. The objective is to obtain the best combination of bundles installed to satis-
fy the minimum set of elements installed on the OSGi platform. In such a way, the 
solution will allow that non-professional users can forget about configuring the gate-
way, except for some preferences that should be defined during the set up. Looking to 
the users, the big advantage is that the Home Gateway will be able to automatically 
optimize OSGI applications installed by service providers contracted by the user.  
The proposed solution is based on search algorithms which generate combinations 
of resources with the aim of getting the best combination of bundles to minimizing 
the number of resources loaded in the OSGi framework. In future works we will de-
sign heuristics in order to improve the system efficiency. 
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Abstract. Ambient Intelligence technologies call for new space concepts build-
ing on an understanding of how humans interrelate with objects. This paper  
argues for an environmental perspective on the analysis of persuasive technolo-
gies. It assumes that dualistic thinking, which recurs to categories such as soci-
ety/technology or subject/object, has to be questioned. This paper resumes the 
approach of the PhD project ‘Thinking Space’ on the spatial dimensions of in-
telligent technologies. Space concepts from physics, sociology and literature 
theory form the basis for an empirically informed philosophical approach. 
Keywords: Ambient Intelligence, control, smart objects, Ubiquitous Compu-
ting, philosophical ecology, smart environment, persuasive technology. 
1 Introduction 
In bed that night I invented a special drain that would be underneath every pillow in New York, and 
would connect to the reservoir. Whenever people cried themselves into sleep, the tears would all go 
to the same place, and in the morning the weatherman could report if the water level of the Reservoir 
of Tears had gone up or down, and you could know if New York was in heavy boots. [10] 
Catastrophe is a rewarding motive when philosophers of technology refer to literature. 
It means a radical change of the world of an individual or a group. Hereby implied is 
the destruction of the ready-to-handness of everyday practices and objects; therefore, 
world becomes explicit. Jonathan Safran Foer’s Extremely Loud and Incredibly Close 
starts with a catastrophe: 9/11 – The nine-year-old Oskar Schell loses his father in the 
terrorist attacks on the World Trade Center.  
This novel serves as leitmotiv to this paper, which explores the theoretical concepts 
underlying impact evaluations of Ambient Intelligence (AmI) technologies. Thereby, 
this paper explores how literature comes into play in the analysis of ubiquitous tech-
nologies. Literature is acknowledged to hold a source of knowledge of the real world 
in a more fundamental way, beyond delivering scenarios. As the leading thinker of 
literary géocritique Bertrand Westphal shows, literature makes the imaginary dimen-
sion of the real explicit. [37]  
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2 Fear and Adoration 
What if the water that came out of the shower was treated with a chemical that responded to a com-
bination of things, like your heartbeat, and your body temperature, and your brain waves, so that 
your skin changed color according to your mood? (…) Everyone could know what everyone else felt, 
and we could be more careful with each other, (…). [10] 
To reflect on the radicality the implementation of technological developments might 
get in practice, a range of spearing technology analyses in philosophy build upon 
catastrophes. [29] Martin Heidegger for example may be interpreted as a thinker for 
whom ‘philosophy can only reflect on the catastrophe of technology‘. [9, p. 88] His 
contemporary (and in many ways opponent) Günther Anders was as well driven by 
the motive of catastrophe: the destructive power of the Atomic Bomb, experienced in 
Hiroshima and Nagasaki. His writings inherently aim at bringing the technological 
world, experienced as hostile, back to a human scale. [1] On a more recent account, 
new information technologies have been analyzed within their contingent geospatial 
implications by Paul Virilio who points at the failures and accidents as elements of 
catastrophic imaginary impacts of these technologies on humanity [35].  
These approaches, partly coined as cultural pessimism, can be contrasted to technolo-
gical determinism; generally speaking, thinkers for whom progress is technologically 
induced [16] and in the extreme leads to utopias of humans harmoniously dwelling in a 
technologically immersed every-day. The community around the paradigm of Artificial 
Intelligence has been criticized for the inherent assumption that with technological ad-
vancements human and social problems might be solved [see e.g. 11]. Similarly, Oskar 
confronted with the devastation finds comfort in the idea that new technologies might 
release him from all kind of problems. His notion of society builds on endless trust upon 
his fellow people. For him, total transparency is something worth pursuing, because 
people may grow to be more careful with each other.  
Both positions – fear and blind adoration for any technological novelty – contain 
the wish for some kind of a natural state. Richard Sennett resumed this on the point: 
‘Fear of Pandora creates a rational climate of dread—but dread can be itself paralyz-
ing, indeed malign. [...] a desire in many of us, that of returning to a way of life or 
achieving an imaginary future in which we will dwell more simply in nature.’ [30, p. 
3] Whereas the ones relates to the idea of a perfect harmony with the world mediated 
by technologies, the others have a return to some primary nature state without tech-
nologies in mind. [19, p. 13] When Mark Weiser proclaims Ubiquitous Computing 
(UbiComp) as a concept of a perfect embedding of machines in our daily environ-
ment, which will make ‘using a computer as refreshing as taking a walk in the woods’ 
[36, p. 104], he moves within the same logic of those proclaiming scenarios of hu-
mans slaved to the will of a machine world. In the context of AmI, utopianism is not 
the prevalent driving force. Still, ‘what might be called specific or single system uto-
pianism still abounds in various beliefs in the technological fix.’ [19, pp. 6–7]  
It is important to realize that both states can only be reached in theory. The emer-
gence of AmI technologies adds something utterly new to these imaginations. The 
common point of the different concepts such as UbiComp or AmI is the unobtrusive-
ness of objects [20, p. 8] as an idea of calmness [36]. This aspect is central because it  
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challenges thinking of technology as confronting the human or nature: an immersion 
of technological artefacts into our environment surpasses the previously experienced, 
and more evidently challenges the still prevalent thinking [12] within dichotomies.  
The persuasiveness of technologies in AmI environments is nothing new per se, 
there is a long history of analysis to be traced of how artefacts shape perception and 
actions of humans as social beings, but what changes within AmI is the subtleness this 
influence takes on. The agency of objects, or the inscription of morality into them, is 
well explained within the work of the sociologist Bruno Latour, which has substan-
tially contributed to consider not only humans but also things as communicating. [2, 
p. 17] In persuasive environments though human experience fundamentally changes 
as we do not encounter technologies but they are present in the background, merged 
with the built environment and far more dynamically constituted than classical tech-
nologies. ‘They occupy a radically new position in the realm of human experience. 
While «classical» technologies are encountered from a configuration of «using» tech-
nology, these technologies merge with our environment [...]. Often without us notic-
ing them explicitly, they actively interfere with our lives, in tailor-made ways. Some 
do so in compelling ways, and others by means of persuasion or seduction; some do 
so visibly, while others remain largely unnoticed.’[34, p. 232] 
3 Controller and Controlled 
What about a device that knew everyone you knew? So when an ambulance went down the street, a 
big sign on the roof could flash DON’T WORRY! DON’T WORRY! if the sick person’s device didn’t 
detect the device of someone he knew nearby.[10] 
‘Total control at your fingertips!’[26] Ambient Intelligence has the explicit objective to 
be humanist; the driving forces of development should be ‘humanistic concerns, not 
technologically determined ones’, and the ability of users to control AmI technologies is 
considered central in this respect. [20, p. 8] This imposes challenges, (see e.g. [33]) most 
obviously because the concept of disappearing technologies and the ambition to remain 
in control are contradictory. [31, p. 12] The concerns framed as questions of privacy [24] 
lead to an established field within technology studies: the question of control and hence, 
to which extent the vision of Mark Weiser should be questioned. [28] Hereby, there are 
several inherent risks in how to address this problem.  
The complexity of distributed responsibility has to be acknowledged. The classical 
example brought forward to contradict any line of argument thinking of the de-
signer/developer of a technological invention as the responsible, is the physicist Robert 
Oppenheimer. He had a leading position in the Manhattan Project that produced the first 
Atomic bomb. Later on he dealt with the outraging consequences his work had had. 
‘When you see something that is technically sweet, you go ahead and do it and you argue 
about what to do about it only after you have had your technical success.’ [30, p. 2] It is 
not only that the technologist as the ‘inventor’ may not control or even predict the conse-
quences of his/her acts. The idea of anything such as the controller and the controlled as 
fixed and stable categories is misleading as well. This becomes even more obvious 
within the complex context of AmI technologies’ development. 
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The relation between controller and controlled may be considered as one of con-
stant interaction and negotiation. With reference to Oppenheimer the philosopher 
Hannah Arendt for example entrusted the public to debate on technological inventions 
and hence counterbalance any risks induced by raw technical ambition. ‘She had a 
robust faith that the public could understand the material conditions in which it dwells 
and that political action could stiffen humankind’s will to be master in the house of 
things, tools, and machines.’ [30, p. 4] A more open account to this interplay was 
formulated by Pierre Bourdieu, who spoke about a field of struggle. ‘In short, no one 
can take advantage of the game, not even those who dominate it, without being taken 
up and taken in by it.’ [6, p. 308]1 His focus on the inscription of social structures in 
bodily practices and perceptions does deal with the question without defining tech-
nologies as such. The intention thereby is not to say that technologies are obsolete to 
analyzing societal structures and dynamics, but in contrast it shows how from an ana-
lytic perspective technologies can be both looked at as artefacts and objects, as well as 
techniques and practices mediating body-world relations. [32, p. 370] Insofar, as AmI 
technologies have as a core objective the unobtrusiveness this theoretical perspective 
opens a way to deal with the questions of control within the appropriate complexity. 
The complexity hereby is constituted by different factors: on the one hand AmI 
technologies are ought not to interfere into the body as human enhancement technolo-
gies do, but to shift to the background. This imposes difficulties, as stated before, to 
properly address from a philosophical perspective the question of control as under-
standing the agency of objects cannot consist in working with the notion of human 
agency as bodily rooted agency. On the other hand, AmI technologies are ought to 
constitute a net which surpasses by its connectivity distances. As such it becomes even 
more difficult to name actors, and thus, to understand who controls whom. When Mi-
chel Foucault explores the society of confinement with reference to the Panopticon, it – 
at least at first sight – seems possible to make someone responsible. There have been 
thinkers to say that this form of control has been replaced with what Gilles Deleuze 
coined as societies of control [35, pp. 66–67], in which the immanence of control pre-
vails. Thereby, the difference is to be seen in the continuous control. As example 
serves The Trial of Franz Kafka, in which there is at no point an acquittal or conviction 
but an ever ongoing postponement. [8] How to within this complexity ever assign any-
one responsibility for decisions? ‘[…], any technology or machine is an expression of a 
given social form, and is neither its cause nor its effect. Stated differently, machines 
form part of a given societal assemblage’. [27] 
4 Ambient and Environmentalistic 
We need enormous pockets, pockets big enough for our families, and our friends, and even the people 
who aren’t on our lists, people we’ve never met but still want to protect. We need pockets for bor-
oughs and for cities, a pocket that could hold the universe. [10] 
The philosopher Peter Sloterdijk devoted his main oeuvre to the idea of humans as 
creators and sharers of space. This perspective may be called environmentalistic: 
humans exist inside different spheres, embedded in a multiplicity of relations and 
through interaction with other human and non-human actors.  
                                                          
1 For Bourdieu technology is a social practice and artefacts form a part of social space. 
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Extremely Loud and Incredibly Close is a spherical text. Space is always shared and 
thus requires constant negotiation between its sharers. The novel shows this negotiation 
down to the most intimate scale of the family and the body. This is made explicit with the 
example of a couple, which constantly creates ‘places’ and ‘non-places’ in their apart-
ment, where they can be together or disappear from another. ‘Home is where the most 
rules are.’ [10, p.185] And: ‘Home. Where the stuff is.’ [10, p.202] 
We’ve wandered in place, our arms outstretched (…), they’re marking off distance, everything be-
tween us has been a rule to govern our life together, everything a measurement, a marriage of milli-
metres, of rules, (…).[10] 
This ambient perspective is needed for the analysis of AmI impacts. The spatial di-
mension of these technologies is understated although perfectly recognized within the 
term of Ambient Intelligence. AmI in its application within the urban and the home is 
‘a new form of production of space’ [4, p.3]. Still, there is a tendency to speak about a 
dissolution of space [23, p. 11] insofar as the virtual part of these technologies is con-
sidered detached from its material support. This is inscribed in a long history of neg-
lect of space that has been extensively criticized within the ‘spatial turn’ [17]. This 
regards the explicit decision to leave space behind in sociological analyses. This re-
fers also to the assumption of space as ubiquitous to every action, depriving it though 
of its importance in the context of actions. [7, pp. 21–22]  
The difficulty in inquiring the spatial dimensions of AmI lies, we assume, in a lack 
of adequate concepts to grasp the complexity of these environments. Therefore, soci-
ology of space has since its beginning often referred to and build on space concepts of 
physics [22] Currently, research on space is a highly relevant topic in physics as one 
if not the most important challenges of modern theoretical physics consists in the aim 
to present an over-all-theory of quantum mechanics and general relativity as a whole 
in a quantum gravity. No satisfactory theory has been found yet despite the great ef-
forts is a lack of data, which are essential to elaborate physical theories. Crucial in this 
respect is that elements between theory and experimentation like observation and 
measurement are not well defined within quantum mechanics. Whereas in classical 
physics object and observer can be considered independent from one another, interac-
tions between them form an incorporate component of the phenomena in quantum 
mechanics [5]. Hence, also within physics the classical dichotomies of subject/object 
or nature/culture have to be abandoned [3]. 
To question dualities in thinking, be it between subject and object, or between na-
ture and culture or technology and society, is our approach to discuss the spatial di-
mensions of AmI. Subject and object do not pre-exist as such but emerge; Karen 
Barad refers to this as ‘intra-action’. [3] The idea is not to reject dualism as Latour 
does, by requesting a ‘parliament of things’ and proclaiming the equality between 
objects and subjects. In contrast, while acknowledging that reality is more complex 
than dual pairs of categories, they still form our perception and thus structure our 
reality. [12, p. 14] Indeed, it is not merely about whether dualisms represent any real-
ity, but what they prevent and whether new metaphors might be of need.  
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5 Conclusive Remarks: Making Sense 
There was (…) a girl with crutches whose cast was signed by a lot of people. I had the weird feeling 
that if I examined it I would find Dad’s writing. Maybe he would have written “Get better soon.” Or 
just his name. [10] 
Having lost his world Oskar spots clues that may lead him to a new orientation system 
all around. Every step and action is committed to a hermeneutic of the everyday, 
which tries to constitute meaning out of all this sense, distributed into the environ-
ment. He collects arbitrary objects in Central Park and draws a map of their locations. 
By connecting the spots where he found them, he searches for letters and messages. It 
is a constant translation effort, aiming at putting objects into language to finally un-
derstand why all this meaning-less stuff is around. Oskar tries to find the code to de-
cipher the world, in which he does not fit anymore. It becomes clear, that by now, his 
father has had the role of such a code. 
This deciphering becomes interesting, when we consider that Ambient Intelligence 
realises information-intensive environments, which means that information becomes 
inscribed into the material. The communication of smart objects opens up a tight net-
work of codes. How to think these landscapes of codes is an open question; reading 
and the relation of text-reader might serve as that purpose. Literary theorists, like the 
American scholars of Comparative Literature N. Katherine Hayles and Mark Hansen, 
deal with ambient technologies, [13, 15] since they challenge the relation between the 
virtual and the material. These debates have a long tradition in literature theory, since 
a text is considered a material entity (also, when written on a computer screen) on the 
one hand, but what we refer to as literature is much more than black letters on white 
support on the other hand. This more is not merely imaginary, but opens up in a vir-
tuality which belongs to the real world.  
But Oskar does not only read objects, he also creates some with a meaning in-
scribed, as a strategy to regain power over his surroundings. He e.g. hides a message 
of his father on the answering machine from his mother. But, to cope with the se-
crecy, he hangs it around her neck in another language: 
As for the bracelet Mom wore to the funeral, what I did was I converted Dad’s last voice message 
into Morse code, and I used sky-blue beads for silence, maroon beads for breaks between letters, 
violet beads for breaks between words (…). [10] 
Oskar’s bracelet is not smart in the sense of AmI, but his attitude towards objects, 
makes us reflect upon the relation between material and meaning. If ‘materiality 
emerges from the dynamic interplay between the richness of a physically robust world 
and human intelligence as it crafts this physicality to create meaning’ [14, p. 33], it 
points to the question how this information materializes and what smart objects do or 
make us do. Erich Hörl speaks in this context of an ‘ecotechnological’ order of sense. 
[18, p. 10] Referring to Heidegger as well as Hayles and Hansen, he stresses the envi-
ronmental perspective, necessary to fully capture the specific novelty of these tech-
nologies. [18, p. 27]. ‘Smart dust rather than the Terminator’ [15, p. 49] will gain in 
power and change society; since sense is distributed into the environment through 
small devices, it is accurate to leave the black box of machine-thinking and focus on 
the objects themselves [18, p. 8]. 
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Abstract. Technological advancements have taken us closer to the “kitchen of 
the future” where everyday kitchen activities are seamlessly integrated with 
smart computing services. While there exist smart kitchen approaches, the ex-
plorative nature of the field encourages novel designs. This paper follows the 
trend by describing the design and development of the Kitchen AS-A-PAL, an 
infrastructure for facilitating smart kitchen services. Smart objects are the build-
ing blocks of Kitchen AS-A-PAL where three types of smart objects namely 
Containers, Surfaces and Actuators are explored through smart kitchen applica-
tions including interactive cookbook, health’n shopping and kaffe, god morgon. 
1 Introduction 
Kitchen is a place where humans perform important everyday activities like cooking 
and dining that contribute to their health and wellbeing. Ambient intelligence [1]  
envisions a future where environments like the kitchen environment could be trans-
formed into a space that offers value added smart computing services, thereby en-
hancing human experience and improving the quality of the activities performed. 
Smart objects could be viewed as the building block towards a smart environment, 
and are defined as “computationally augmented tangible object with an established 
purpose that is aware of its operational situations and capable of providing supple-
mentary services without compromising its original appearance and interaction me-
taphor where supplementary services typically include sharing object’s situational 
awareness and state of use; supporting proactive and reactive information delivery, 
actuation and state transition” [2].  
The fact that smart objects are viewed as tangible objects can be seen through sev-
eral prototypes including Teco’s Media Cup [3] which is an ordinary coffee cup with 
additional capabilities like being aware of its temperature, mobility patterns and cof-
fee content level; Energy Aware Kettle that provides energy consumption information 
and the Smart Medicine Box that presents context-aware services about medicine 
information and their location [4]; Smart Fridge that detects objects when placed in-
side it using RFID readers and antennas explored in the pizza lifecycle scenario [5]. 
There are several smart kitchen services like the Nutrition-Aware Cooking [6] that 
senses cooking activities and presents nutritional information in real-time for persuad-
ing family cooks to make informed decisions; Diet-Aware Dining Table [7] that 
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tracks the nutritional intake of persons dining on it and presents such information for 
inculcating healthy eating habits; Web-based personal multimedia recipe creation tool 
for using it as memos and for sharing it with others [8]; and automatic analysis of 
shopping list for inferring nutritional content of the food purchased to support in-
formed shopping list generation in the future [9]. 
The term tangible objects incorporates certain restriction on the type of objects we 
consider as smart objects. While an everyday kitchen is not restricted to tangible ob-
jects, in this work we try to explore other forms of smart objects that are not tangible 
but possess specific type of embodiment creating meaning and offering complementa-
ry value added services within a smart kitchen context. This paper contributes with 
the design and development of the Kitchen AS-A-PAL infrastructure and in using it to 
explore three smart kitchen applications namely interactive cookbook, health’n shop-
ping and kaffe, god morgon.  
2 Designing the Kitchen AS-A-PAL 
Our design of the Kitchen AS-A-PAL, a smart kitchen is informed by analyzes of four 
ordinary kitchen environments where human behaviors were observed. In particular, 
we were interested in human interaction with kitchen objects, both while performing 
activities and during inactivity. Our observations of the kitchen environments lead to 
the design of three types of smart objects namely: containers, surfaces and actuators. 
While actuators are one of the most common types of smart objects that change the 
state of the world, this paper expands the exploration to include containers and sur-
faces offering valuable contextual information.  
We distinguish between containers and surfaces by defining containers as being a 
placeholder for objects, while a surface typically has objects on it while a person is 
active performing activities. We identified the properties that may influence a human 
actor’s organization of objects, surfaces and containers. The purpose was also to iden-
tify contextual information that is valuable in identifying, and defining the properties 
of containers. 
The following factors were influential: temperature, purpose of an object, the state 
of an object in terms of time (e.g., expire dates for milk), change of location (may 
indicate that an object is being used in an activity, e.g., move from a container to a 
surface) and an object’s relative location to other objects when included in a set of 
objects for a certain purpose. 
Surfaces typically play the role of scenery for purposeful activity, e.g., eating takes 
place by the kitchen table. Detecting objects placed on a surface informs the assess-
ment of which activity is being performed. Other important contextual cues are if an 
object is added to or removed from a smart surface. Such events can be associated to 
the ongoing and immediate future activities. For instance, by placing the eating plate 
on the dining table signify that dining activity is about to begin soon. Knowing the 
beginning and end of an activity is important for offering smart services. The above-
mentioned contextual cues would be useful in knowing the beginning and the end of 
an activity. In addition, observed relationships between objects with respect to co-
location and time will provide valuable information about the qualitative aspects of 
the execution of activity.  
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There are many objects that change their state and thereby offer valuable contex-
tual information. For instance, a coffee machine that can be turned on/off, a water 
heater whose state can be changed from water absent to water present. While some of 
the internal state/state change information offers direct contextual cues, there are also 
contextual cues that can be derived by fusing several states. Smart services can be 
offered like a coffee machine cannot be turned on without adding water. A change of 
a state of an object is affected by other changes (or) affect other changes. As a result, 
simple rules are created as part of our implementation that enables proper functioning 
of the smart objects.  
3 System Architecture  
The Kitchen AS-A-PAL system architecture is described in Fig. 1. Networks of Phid-
getRFID readers are used in creating 3 smart surfaces wherein a total of 13 RFID 
readers are used. The smart surfaces read RFID tagged objects using EM4102 proto-
col with typical read ranges of 7cm. The type of passive RFID tag embedded in  
objects contribute to read ranges between 3cm and 11cm. The RFID readers are stra-
tegically positioned to maximize the object recognition coverage. Standalone RFID 
readers are used for tracking 5 containers in a semi-automatic manner where implicit 
tracking is complemented by explicit human actions to improve tracking performance. 
In total, 36 kitchen objects are passively tagged with each object having multiple tags 
depending on the object size and shape features. 25 state change sensors are embed-
ded within 6 actuators, 3 containers and 1 surface.     
State change sensors offer inference of higher-level contextual cues like coffee ma-
chine has_coffee_powder using sensor readings over time and logical rules. Such 
contextual cues are further used as trajectories for activity inference.   
 
Smart Object: Coffee machine (O1)       Fluent: has_coffee_powder {true, false} 
Action: [add_coffee_powder_O1, remove_coffee_powder_O1] 
Rule R1: add_coffee_powder_O1 CAUSE has_coffee_powder {true}, has_coffee_powder_time  
{reset} IF is_on {false}, has_coffee_powder {false}, has_coffee_powder_time {stop} 
Rule R2: remove_coffee_powder_O1 CAUSE has_coffee_powder {false},  
has_coffee_powder_time {stop}, has_old_coffee_powder {false} IF is_on {false}, 
has_coffee_powder {true}, has_old_coffee_powder {true} 
Activity: Preparing coffee (inferred using trajectories) 
 
Typical sensor types include distance/range (IR reflective sensor 10cm and Sharp dis-
tance sensor 2Y0A21), environmental (PhidgetTemperatureSensor IR, relative humidity 
sensor HM1500LF, precision light sensor), force/pressure (force sensor, FlexiForce 0-
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Three Toshiba AT100 tablets running Android 3.1 use Phidget21 library to access the 
sensors. Several I/O boards are used including PhidgetsInterfaceKit 8/8/8 with 6 port 
hub and dongle sized 2/2/21.     
 
Fig. 1. Kitchen AS-A-PAL system architecture including the different ambient intelligence 
technologies used with their locations 
Raw sensor data are converted to low-level contextual cues in the tablets, while 
higher-level context inference, activity recognition, smart services, etc. are developed 
as REST web services. Wireless LAN is used for data communication with the data in 
JSON (JavaScript Object Notion) data-interchange format. Refer to Fig. 2 for photos 
of containers, surfaces and actuators that are a part of the Kitchen AS-A-PAL.  
4 Applications 
Interactive cookbook is an application for the mixing area smart surface of the 
Kitchen AS-A-PAL that enhances cooking and baking experience by providing con-
text-aware recipe recommendations. The smart services offered by the interactive 
cookbook are built on the Kitchen AS-A-PAL architecture described in section 3. 
Objects placed on the mixing area surface are tracked using a network of RFID read-
ers offering tangible interaction [10], while the weight of the ingredients are measured 
using weight sensors. Human interaction with smart surface using tangible kitchen 
objects drives the interactive cookbook application. The contextual cues generated 
when a person places certain object on the smart surface, removes that object, changes 
                                                          
1 For more information about the sensors, I/O boards and Phidgets21 library, visit  
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its location, and adds it to a set of co-located objects enable implicit provision of reci-
pe recommendation service. IR distance sensor supports simple hand gestures in the 
air above the surface instead of supporting touch-based interaction. A person’s hands 
might be dirty while cooking or baking, and hand gestures in the air remove the need 
to touch the surface. Information is presented using a projector on the center of the 
countertop surface (shown in Fig. 1).  
 
Fig. 2. Network of RFID readers and simple state change sensors embedded in containers, 
surfaces and actuators forming the sensing backbone of the Kitchen AS-A-PAL 
When an object is placed on the surface, the interactive cookbook smart services 
are initiated apart from displaying what the object is. Several recipes are recommend-
ed that make use of the objects on the surface and the person can select a recipe of 
their choice. If there are several objects explicitly registered, then the potential recipe 
options making use of those ingredients are recommended. Including user profile 
improves the recommendation capabilities of the interactive cookbook by making it 
personalized. In Kitchen AS-A-PAL, containers are developed to keep track of the 
objects they contain like the refrigerator, freezer and wall cabinets. Such contextual 
information is useful in recommending the appropriate recipes based on available 
ingredients. The refrigerator smart container described in the next section keeps track 
of its items, thereby replacing the manual process of checking for ingredients at home 
by computational services that can provide this information automatically. Time is 
important contextual information that can be used in recommending appropriate reci-
pes. For instance people are less likely to bake a cake during dinnertime while they 
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Fig. 3. Six different screen shots from the initial version of the interactive cookbook guiding a 
person through the activity of preparing chocolate balls 
In Fig. 3, the top-left screenshot initiates a person to start the baking session by 
placing an ingredient for baking on the mixing area smart surface. The top-middle 
screenshot informs the person about inappropriate ingredients used for baking based 
on tracking the object on the smart surface. The top-right screenshot initiates the user 
to select and pour the right ingredient into a mixing bowl. The bottom screenshots 
from left to right inform about the quantity poured, inform when the sufficient quanti-
ty is reached, and remove that ingredient from the ambient display and continue to 
track the other ingredients used by the person. The smart surface capable of measur-
ing the quantity of ingredients used removes the need for additional measuring tools 
and to wash them after use.       
The smart surface of the mixing area provides the feel and purpose of an ordinary 
surface with value added computing services as with the definition of smart objects 
[2]. It is unobtrusive, staying in the background as with Weiser’s vision of ubiquitous 
computing [11] and expects active user participation before recommending recipes 
using the interactive cookbook. The interactive cookbook enhances recipe recom-
mendations both quantitatively (in terms of the number of recipes available for  
recommendation) and qualitatively (how useful are they to the current context) in 
comparison to traditional cookbook. 
The Health’n shopping application for the refrigerator smart container (part of 
the Kitchen AS-A-PAL) provides smart services for enhancing the occupant’s shop-
ping choices for maintaining health and to be on a budget. While it is advisable to buy 
and eat healthy food, people choices are affected by the unavailability of services that 
present timely information to persuade them into making healthy shopping choices. 
The following services are offered by the health’n shopping application:  
• List of Objects Stored. An occupant of the Kitchen AS-A-PAL can register the 
items purchased for storing inside the refrigerator and the ones that are desired to 
be present. The concept is to keep track of the objects stored based on natural  
human actions.  
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• Inventory Level. Four weight sensors are used on a rack of the refrigerator. The 
increase or decrease in weight when an object is placed or removed from the refri-
gerator is used to calculate the object’s content and provide information for exam-
ple to facilitate shopping.  
• Smart Searching. Objects registered to the refrigerator are passive RFID tagged, 
where their tags can be considered as electronic product code that provides addi-
tional information about the object from its manufacturer. Tangible door magnets 
representing diary products, expiry date, etc. enable searching for objects inside 
the fridge and returning the list. Smart searching offers list automatically.  
• Expiry Control. Items to be expired are presented in an ambient manner by first 
sending a light signal with no information about which item is to be expired. 
Tangible door magnet for expiry could be used on the RFID reader for knowing 
more about the exact items that are to be expired soon.  
• Shopping List with Price Information. Shopping list can be prepared instanta-
neously based on the items already available, their inventory level and also their 
current pricing in the supermarket. While the application is developed as a “proof-
of-concept”, pricing information from multiple supermarkets in real-time would 
improve the shopping experience and allow for staying on a budget. 
• Nutritional Value. The nutritional content of the items stored in the refrigerator 
in terms of proteins, carbohydrates, fats, minerals, etc.; their consumption rates in 
terms of how often milk is used in comparison to say mustard; and services to 
adapt the shopping habits for healthy living are offered.  
The Kaffe, god morgon application for the smart coffee machine enables occupants 
of the Kitchen AS-A-PAL to wake-up with some coffee. Kaffe, god morgon is an 
application for smart phone for controlling a coffee machine that can automatically 
prepare coffee. The application facilitates setting-up alarms, and the snooze feature is 
unique which persuades a person to move to the coffee machine and take a cup of 
coffee before the alarm can be disabled or snoozed. The coffee machine sends re-
minder to the person while setting-up the alarm to fill-up the coffee machine with 
coffee powder and water. IR distance sensor is used for keeping track of coffee powd-
er availability, humidity sensor for knowing water availability, weight sensor to know 
the amount of coffee brewed, temperature sensor to know the kettle temperature and a 
servo motor to turn on and off the coffee machine.  
5 Conclusion 
This paper has presented the design and development of Kitchen AS-A-PAL using 
three types of smart objects namely containers, surfaces and actuators with varying 
properties, tracking technology requirements, and the contextual cues generated. The 
smart kitchen applications were explored on the different smart object types. The 
immediate step in the future would be to perform user studies with real users to obtain 
quantifiable results and evidence of how well the design strategies work in the      
devised architecture.  
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Abstract. Energy efficiency is regarded as an important objective in a world of 
limited resources. The sustainable use of energy is necessary for the continuity 
of life styles that do not jeopardize the future. Nevertheless, due to poor 
information about the impact of human actions on the environment, it is hard to 
promote and warn for sustainability. This work focuses on the use of ambient 
intelligence as a mean to constantly revise sustainability indicators in a way 
they may be used for user awareness and recommendation systems within 
communities. The approach in this research makes use of sustainable indicators 
monitored through ambient sensors which enable user accountability 
concerning their actions inside each environment. Also, it is possible to 
compare the effect of user actions in the environment, enabling decision making 
based on such comparison factors. 
Keywords: Ambient Intelligence, Sustainability, Energy Efficiency, User 
Awareness.  
1 Introduction 
Energy efficiency represents optimal use of energy to satisfy the objectives and needs 
from users, environments and interactions between them. According to Herring studies 
[1], over the last 25 years, the increase in the efficiency of domestic appliances has been 
nullified by the increase of the use of energy consumption devices. Initial results from 
energy efficiency policies state that small changes in habits can save up to 10% in home 
energy consumption [2]. On the other hand, sustainability represents the assurance that 
environments, users and interaction between them can be endured and, as a consequence, 
the future replication of the current patterns is not compromised.  
Both concepts, sustainability and energy efficiency, are not opposed to the use of 
energy, but they do remind people to be effective on how resources are used and the 
fact that sustainability concerns the viability of current actions in the present and in 
the future. Currently, different approaches to measure and assess sustainability are 
addressed in the literature. Some focus on an economic perspective while others em-
phasize environmental or social perspectives [3]. On a computer science perspective, 
although not being able to directly solve the sustainability problem, it can plan and 
develop solutions to measure and assess sustainability automatically from an envi-
ronment. This is not due without obtaining information about the environment and its 
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users. The scientific research field of Ambient Intelligence provides a wide spectrum 
of methodologies to obtain such information in a non-intrusive manner. 
The types of sensors used in the environment may be divided into categories to bet-
ter explain their purpose. Generally, an ambient might be divided by sensors and ac-
tuators. Sensors monitor the environment and gather data useful for cognitive and 
reasoning processes [4]. Actuators take action upon the environment, performing 
actions such as controlling the temperature, the lightning or other appliances. In terms 
of sensorization, environment sensors can be divided into sensor that monitor envi-
ronment or sensor that monitor the user and its activities. 
This division of sensor classes can also be presented in a different form, taking into 
consideration the role of the sensor in the environment [5]. In this aspect, sensors 
might be divided into embedded sensors are installed on objects, context sensors pro-
vide information about the environment, or motion sensors. 
The work here presented considers the use of these three types of sensors to assess 
and reason about sustainability and energy efficiency.  
The use of indicators for sustainability assessment is a common practice across 
many researchers. Nevertheless, the definition of a sustainable indicator is sometimes 
difficult and it may differ from environment to environment. In intelligent buildings, 
there are proposals to build Key Performance Indicators (KPIs) to monitor sustaina-
bility and act as sustainable indicators [6]. It has also been identified that indicators 
are useful at pointing unsustainable practices but not so accurate nor useful to define 
and guarantee sustainability [7]. Frameworks to evaluate energy efficiency through 
sustainability in the literature use similar approaches. The goal of energy efficiency 
was obtained optimizing sustainable indicators which monitor a set of specific energy 
sources [8]. Industrial environments are also object of energy efficiency projects. In 
Heilala et al. [11], an industrial AmI is proposed to optimize energy consumption. 
The main technique used by the AmI system is based on case based reasoning, com-
paring the data gathered and processed in the AmI with EUP values to assess and 
diagnose possible inappropriate energy usages. An intelligent decision support model 
for the identification of intervention needs and further evaluation of energy saving 
measures in a building is proposed Doukas et al. [7]. The demonstrated concept shows 
that it is possible to have an intelligent model to perform energy management on a 
building, combining aspects like ambient climate conditions, investment rates, fuel, 
and carbon prices, and, also, past experiences. 
2 Sustainability 
2.1 Definition 
Sustainability is a multidisciplinary concept related with the ability to maintain sup-
port and endure something at a certain rate or level. The United Nations have defined 
this concept as meeting the needs of the present without compromising future genera-
tion to meet their own needs. Due to the importance of sustainability, different authors 
have defined measures to assess and characterize sustainability. A popular consensus 
is based on 3 different indicators, used to measure the sustainability of a given envi-
ronment [9]. This approach is based on three different types of indicators, social,  
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economic and environmental, with the specific restriction that until all those values 
are met, a system cannot be deemed sustainable. From this perspective, sustainability 
concerns a delicate equilibrium between different indicators, where actions to        
optimize one indicator might affect anyone of the other two. As a consequence, sus-
tainability planning becomes a hard problem, involving multi-objective optimization 
techniques, whereas the best solution might not concern the optimization of individual 
indicators, but rather a compromise between all of them. 
2.2 Human Response to Sustainability 
It is intended to have users involved and motivated to the sustainability issues, even 
when some distress may arise from its experience on the environment. Thus, to im-
prove the user’s approach to sustainability management platform, it is necessary to 
reduce this emotional distress. To do so it is necessary to replicate human behavior 
and emotions, approaching psychological models. 
Affective Computing is a computational area that provides techniques for the simu-
lation of emotions, personalities and behaviors, introduced by Piccard. This simula-
tion concludes that cognitive and affective states of humans can reduce the  
non-determinism of decision making of robots and virtual characters by giving them 
another level of intelligence [10]. To simulate emotions, models such as the OCC 
model [11] and the PAD space [12] are common among computational researchers. 
For personalities, the big five factor model explains how personality is constructed 
mapping values into five variables: extraversion, agreeableness, conscientiousness, 
openness, neuroticism, being possible to replicate an human personality [13].  
Emotion and personality are intrinsic characteristics of the behavior control, so it is 
necessary to process the information of an external event. Kazemifard et al. present a 
model to do that [14]. They separate the information processing into three levels such 
as reactive level that receives external information triggering a proto-emotion like the 
associative component of thinking, a reflective level that receives internal information 
like the unconscious and a routine level, a rule-based component which controls the 
other levels. This computational model interprets the flow of information from exter-
nal events to internal change of cognitive and emotional states which might open the 
possibility to correspond the changes of sustainability indicators to user behavior. 
2.3 Sustainable Indicators 
The sustainability of a system may be pointed out by a set of indicators, as suggested 
by many authors, allowing the definition and monitoring of indicators. However, 
there are common problems with this practice, enumerated in the literature, [8]. The 
definition of global sustainable indicators, as a means to compare environments, is 
difficult since environments have different characteristics. Selection and formal defi-
nition of indicators is, also, a matter of concern as it has to be agreed by all interve-
nients and must have a series of properties, in which the indicators express their  
relevance. Some authors approach this problem characterizing these properties as 
dimensions, where some indicators are more important in some dimensions than in 
others, while monitoring the same object. One other problem is the definition of mea-
suring units and metadata. If not defined accordingly, it may be impossible to  
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compare indicators of the same type. Measuring data makes it possible to obtain an 
indicator which might have a range of optimal values and a range of non-optimal 
values.  
Finally, the presence of indicators to assess sustainability is a common practice. 
However it does not give any information on how to guarantee or plan sustainability. 
In fact, indicators only inform about the current status of a system. This work focuses 
on using sustainable indicators that are built using a common strategy with the same 
units within the same range of values to facilitate integration with learning and rank-
ing algorithms from ambient intelligence. 
3 Sustainability Assessment with Ambient Intelligence 
3.1 Sustainability Assessment 
As detailed in section 2, indicators are able to detect inefficiencies, but they cannot 
provide means to guarantee sustainable actions. Therefore, their construction should 
facilitate their integration on reasoning platforms and algorithms, so they can be used 
to help achieving sustainability and improving solutions [15]. In this work, the as-
sessment of sustainability focuses on three key dimensions: economic, environmental 
and social. Within each category, indicators are defined to monitor interest variables 
inside each category. Indicators are built measuring the positive and negative impact 















negative)positive,Indicator(  (1) 
In this proposal, each indicator as a common scale representing a ratio defined in the 
interval [-1; 1], where negative values represent unsustainability and positive values 
respect to sustainability. Moreover, it is possible to aggregate values using simple 
averaging functions, from a small to a larger perspective. All these indicators are cal-
culated either locally, i.e., in a room basis, or globally, i.e., environment. Thus, even  
if the environment is considered sustainable, the user may still assess changes in  
premises with unsustainable values. 
Table 1. Sustainability Indicators 
 Economic Environmental Social 
Sample 
Indicator 
Positive Budget Emissions Avoided Time Inside 
Negative Cost Emissions Time Outside 
The formal definition of indicators is an active research field. There are different 
proposals for indicator selection and definition [6], [8]. With the purpose of testing 
the definition of indicators with the strategy presented in section 2.1sample indicators  
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for each dimension of sustainability were created as demonstrated in table 1.  
These sample indicators were used to perform experiments in section 4. In order to 
deliberate about sustainability performance it is needed to rank solutions, by reward-
ing each solution with a sustainable score. This score can then be used to assess and 
compare environments inside communities, helping users improve their scores by 
sharing good behaviors across social network platforms, which presents the users with 
examples of the best scoring solutions, so they can improve their score. 
 





The ranking system was designed to take into account the three dimensions of sustai-
nability averaging them with variable weights per dimension as expressed by equation 
2. Although the dimension weights should ideally be equal, the expression designed 
allows the discrimination to account for the promotion of strategies. 
3.2 People Help Energy Savings and Sustainability (PHESS) 
PHESS is a research project under development at University of Minho which aims to 
measure the sustainability of environments and its users. The approach focuses on the 
user and its interactions with environments, assessing their impact in terms of sustai-
nability. The main objective is to build an ambient intelligence platform to promote 
overall energy efficiency and sustainability. 
 
Fig. 1. Multi-Agent System for Deliberation and Sustainable Assurance 
Thus, the sustainability assessment used in this work was embedded in a multi-
agent system (figure 1) that has, as its primary mission, the management of data and 
information flow across the community of users, and the promotion of sustainable 
behaviors. PHESS is built upon a multi-agent system divided into 3 components: data 
gathering, reasoning and actuating. The data gathering component is composed of 
agents, sensing agents, responsible for constantly monitoring the environment. All 
data transformation is made in the reasoning component, as well as the indicators 
definition and calculation, per environment and user. In this component there are two  
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types of agents: a model agent that models data coming from sensing agents which 
combines data from sensors to environment and user representations in the agents of 
this layer. Reasoning agents use agents that model users and environments to recreate 
simulations combining both where it is possible. It extracts information from both 
models and combines those models in the simulation engine to test sustainability hy-
pothesis through the values of sustainability indicators. The acting level uses informa-
tion processed by the reasoning context level to propose and alert users. 
4 Results 
A number of validations using the platform were designed and implemented in order 
to prove the practicability and usability of the concepts detailed. As a result, the plat-
form was integrated in simulated, controlled and restricted environments. It was re-
sponsible for sensorization and reasoning generating reports and recommendations to 
users with the aim of reaching better levels of sustainability and energy efficiency. 
Table 2. Simulation results for user and environent tracking 
Environment 1 
 Social Economic Environmental 
Kitchen -0.9011 -0.6859 -0.3263 
Bedroom 0.1818 0.9936 -0.3263 
Living Room -0.5294 0.1040 -0.3263 
Hall -0.9690 0.9968 -0.3263 
WC -0.9900 0.9968 -0.3263 
Environment 2 
 Social Economic Environmental 
Kitchen -0.8889 -0.6231 -0.3263 
Bedroom 0.0833 0.9946 -0.3263 
Living Room -0.4849 0.2533 -0.3263 
Hall -0.9690 0.9968 -0.3263 
WC -0.9900 0.9968 -0.3263 
For testing purposes, full-fledge environments were defined with a set of rooms 
commonly found under residential setups. The two environments simulated contained 
a total of 5 rooms, a bedroom, a living-room, a kitchen, a bathroom and a hall provid-
ing connection between all the other rooms. Appliances were defined ranging from 
lights and computers to ovens and refrigerators with different consumption models in 
each environment. Consumption of appliances was defined from their active use and 
explicit power on/off actions from simulated user actions and default consumption 
models. User actions included movement between rooms and appliance switching on 
and off. Although, the user performed the same generic action their duration, time and 
order was different, as well as, the time each user spends inside the environment. 
Table 2 demonstrates the user report generated by the PHESS system on two users 
under different environments for one full day.  
In order to produce the report an average cost was defined for each room and pres-
ence indicators represent the total time with users inside the room versus total time 
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without users in the room. This simulation demonstrates the identification through the 
use of sustainable indicators, the pattern of sustainability in two environments. Due to 
the fact that both environments where used by only one user, the social indicator has 
negative values for most of the room because they are mostly vacant, although the 
environment itself contains users on it. This results in the difference in the social indi-
cator on a room by room analysis and environment analysis. Environments with more 
users would help the value of the social indicator if more rooms become occupied at 
the same time. Regarding the environmental indicator, it is calculated from electrical 
consumption. As both environments have the same electrical source, they have the 
same value for this indicator. This indicator may vary if the electricity provider user 
more or less green sources. The economic indicator is directly connected with the 
price of electrical consumption and the amount available.  
Table 3. Taking Advantage of Information and Knowledge 
Environment 1 Social Economic Environmental 
User 1 -0.004 0.3241 -0.586 
User 2 0.5 0.927 -0.586 
Environment 2 Social Economic Environmental 
User 1 -0.004 0.2016 -0.586 
User 2 0.5 0.827 -0.586 
Using PHESS system and user models created it is also possible to recreate one us-
er behavior in other environments, provided environments are compatible as it is the 
case. Re-running the simulation using stored user behaviors showcases the potential 
to compare the effect on specific user behaviors in different environments and how 
environment and sustainability indicators are affected. In table 3, it is demonstrated 
that user 2 would perform better environment 1 while user 1 would not be as sustain-
able in environment 2, thus making environment 2 considered less sustainable for that 
group of users. Moreover, information collected efficiently aggregates different indi-
cators into each dimension of sustainability as defined in section 3 providing compre-
hensible information to the user. 
5 Conclusion 
The use of AmI technology is a valid effort to track sustainability on a real time basis, 
enabling user accountability for their action inside environments. The results provided 
in this work demonstrate that it is possible to use a sustainability assessment to direct-
ly compare the sustainability performance of both users and environments. Further-
more, the use of AmI techniques enables users and environments profiling testing if a 
better distribution of users per environments results in better sustainable indicators. 
In the future, there is the need to integrate more reasoning context with current and 
past indicators to create recommendations on the platform. Moreover, the definition 
of more sustainability indicators is necessary to test the robustness of the sustainabili-
ty assessment engine. Also, the deployment of the PHESS system is scheduled in 
order to test the findings found with real environments and users.  
186 F. Silva et al. 
Acknowledgements. This work is funded by National Funds through the FCT - Fun-
dação para a Ciência e a Tecnologia (Portuguese Foundation for Science and Tech-
nology) within projects PEst-OE/EEI/UI0752/2011 and PTDC/EEI-SII/1386/2012. It 
is also supported by a doctoral grant, SFRH/BD/78713/2011, issued by the Fundação 
da Ciência e Tecnologia (FCT) in Portugal. 
References 
1. Herring, H.: Energy efficiency—a critical view. Energy 31(1), 10–20 (2006) 
2. Chetty, M., Tran, D.: Getting to Green: Understanding Resource Consumption in the 
Home. In: Proceedings of the 10th International Conference on Ubiquitous Computing, pp. 
242–251 (2008) 
3. Singh, R., Murty, H., Gupta, S., Dikshit, A.: An overview of sustainability assessment    
methodologies. Ecological Indicators 9(2), 189–212 (2009) 
4. Aztiria, A., Izaguirre, A., Augusto, J.C.: Learning patterns in ambient intelligence envi-
ronments: a survey. Artif. Intell. Rev. 34(1), 35–51 (2010) 
5. Aztiria, A., Augusto, J.C., Basagoiti, R., Izaguirre, A., Cook, D.J.: Discovering frequent 
user-environment interactions in intelligent environments. Personal and Ubiquitous Com-
puting 16(1), 91–103 (2012) 
6. Al-Waer, H., Clements-Croome, D.J.: Key performance indicators (KPIs) and priority    
setting in using the multi-attribute approach for assessing sustainable intelligent buildings. 
Building and Environment 45(4), 799–807 (2009) 
7. Lyon, A., Dahl: Achievements and gaps in indicators for sustainability. Ecological Indica-
tors 17(0), 14–19 (2012) 
8. Afgan, N.H., Carvalho, M.G., Hovanov, N.V.: Energy system assessment with sustainabil-
ity indicators. Energy Policy 28(9), 603–612 (2000) 
9. Todorov, V., Marinova, D.: Modelling sustainability. Mathematics and Computers in    
Simulation 81(7), 1397–1408 (2011) 
10. Picard, R.W.: Affective Computing. The MIT Press, Cambridge (1997) 
11. Ortony, A., Clore, G., Collins, A.: The cognitive structure of emotions (1990) 
12. Gebhard, P.: ALMA: a layered model of affect. In: Proceedings of the Fourth International 
Joint Conference on Autonomous Agents and Multiagent Systems, pp. 29–36 (2005) 
13. McCrae, R.R., John, O.P.: An introduction to the five-factor model and its applications. 
Journal of personality 60(2), 175–215 (1992) 
14. Kazemifard, M., Ghasem-Aghaee, N., Ören, T.I.: Emotive and cognitive simulations by 
agents: Roles of three levels of information processing. Cognitive Systems Research 13(1), 
24–38 (2012) 
15. Silva, F., Cuevas, D., Analide, C., Neves, J., Marques, J.: Sensorization and Intelligent Sys-
tems in Energetic Sustainable Environments. In: Fortino, G., Badica, C., Malgeri, M., Un-
land, R. (eds.) Intelligent Distributed Computing VI. SCI, vol. 446, pp. 199–204. Springer, 
Heidelberg (2012) 
Distributed Intelligent Rule-Based Wireless Sensor
Network Architecture
Antonio Cubero Fernández, José Marı́a Castillo Secilla,
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Abstract. This paper describes the design of a new system architecture for mon-
itoring and controlling purposes of a group of sensors and actuators within a wire-
less sensor network (WSN). This system can manage an undefined amount of
clustered networks. The proposed system architecture enables Internet communi-
cations to reach the WSN in a highly efficient way. This structure reduces the bot-
tleneck of the Internet/WSN bridge and the amount of messages inside the WSN
when an Internet request arrives. Besides, each individual WSN implements an
Intelligent Rule-Based System Automation (IRBSA) that performs the automa-
tion of the behaviour of the network motes according to the previously included
rules. These rules describe the actions that are executed when all the conditions
of that rule are met. Opposite to traditional approaches, IRBSA is placed in the
WSN Header Mote rather than in the Internet server or in every mote.
1 Introduction
Nowadays, wireless comunications are continuously growing both in industry and in
domestic environments. It is easy to make an effective and secure wireless sensor net-
work (WSN) compared with wired networks. Currently, many WSN are opening their
capabilities to the Internet, offering the data acquired by the sensors included within
the WSN to the World Wide Web. Many efforts have been made by researchers in this
field, paying special interest in the conception of the Internet of Things (IoT) [7]. This
approach tries to interconnect any wired or wireless device, even with different types
of hardware and physical network modems. The first step to get an Internet–conected
WSN is to have a front–end server (usually a Web server) acting as a bridge between the
Internet and the WSN. This structure is very suitable for any WSN with a small number
of nodes (usually, called motes) and with very few requests from the Internet side. Each
time an Internet request arrives at the Web server, the computer translates the Internet
query to the WSN, with a message to a specific device address, requesting the value of
an input pin, or assigning a value to an output pin, etc. However, this structure collapses
when the WSN enlarges or when the amount of Internet requests rise.
Next stage in the WSN development roadmap is to build fully distributed systems,
in which system workload is shared among multiple devices. Besides, fully distributed
WSNs allow to introduce fault–tolerance. If any component fails, it does not affect the
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whole system. Some mechanisms are included in the WSN infraestructure to change
the role of an idle mote to handle the tasks of the faulty one. Some other benefits may
be obtained from fully distributed WSN, for example, these systems allow to enlarge
dinamically the amount of motes in an easy way. Thus, this makes the systems to be
stronger and more powerful.
The main objective of this project is to design a distributed and intelligent system
to manage multiple WSN. Each WSN acts independently, although, some of them are
joined to work cooperatively forming larger WSN. Each WSN has its own Intelligent
Rule–Based system being in charge of automation of the motes of that very WSN. A
communication platform will be created for the interconnection of the WSN. Each WSN
has a WSN Header Mote (WHM), which acts as a Coordinator device of that WSN.
Each WHM is able to communicate directly with the communication platform. This
communication platform makes possible to handle the data extracted from every WSN.
However, the communication platform also offers a entrance gate for the Internet to the
whole system, to request or update any data of any mote in any of the WSNs. The com-
munication platform is optimized using databases to store the data about WSNs. This
fact allows much faster readings of the data of the sensors linked to a mote, without the
necessity to ask directly the involved mote to obtain the data. This view of the database
will be replicated in each WHM to make every WSN completely self–sufficient.
This article has been divided in several sections. Section 2 makes a short scientific
revision about current articles related to the proposed system. The proposed System
Architecture is described in Section 3. The Intelligent Rule–Based System Automation
is stated in Section 4. Some prototypes are described in Section 5. The conclusions of
this work and some future work are presented in Section 6.
2 Scientific Review
Many researchers have used WSN to monitor and control enviroments. Some authors
have designed very interesting systems in order to communicate WSN with the Internet
while collecting large data from sensors. André et al. [3] proposed a model for moni-
toring WSNs based on a REST Web service and XML messages to provide a mobile
ubiquitous approach for WSN monitoring. Data collected from WSN are stored in a
database, although every request from the Internet produces a WSN message to the
end–node which has the requested sensor.
Serdaroglu and Baydere [6] studied a proxy–based and gateway–based system. They
defined an hybrid approach which combines the advantages to interconnect WSN and
the IP networks. The proposed approach is used to build a web server for WSNs. The
goal of the study is to reduce memory footprint of the overall system and use possibly
small amount of resources of a WSN node implementing in a middleware rather than a
full conventional stack or a ready solution.
Previous approaches make the data analysis in devices that are not inside the WSN,
either in remote nodes in the Internet or in the Internet proxy or gateway. For these mod-
els, WSN are non–intelligent and any Ambient Intelligence strategy must be addressed
by elements outside the WSN.
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The opposite approach is to include an intelligent data processing in every mote,
making the WSN not be a mere network infraestructure, but an intelligent one. Labraoui
et al. [5] proposed a new scheme for data aggregation in large–scale WSN. However,
authors focused mainly in fault–tolerance in clustered–based WSN.
Tapia et al. [8] proposed an innovative platform that addressed the requirements of
Ambient Intelligence paradigm, such as context–awareness and ubiquitous communica-
tion, allowing the use of heterogeneous WSNs and taking advantage of the use of intelli-
gent agents directly embedded on wireless nodes. This article described the integration
of the HERA (Hardware-Embedded Reactive Agents) platform into FUSION@ (Flexi-
ble and User Services Oriented Multi–agent Architecture) [1,9]. This way, through the
integration of HERA and FUSION@, there was no difference between a software and
a hardware agent.
Another issue to be analyzed are the Rule–Based Systems in WSN. Rule–Based sys-
tem are used as a way to store and manipulate knowledge to interpret information in
a useful way. They are often used in artificial intelligence applications and research.
They consists of a rule–base (permanent data), an inference engine (process), and a
workspace or working memory (temporary data). Knowledge is stored as rules in the
rule–base (also known as the knowledge base).
Dressler et al. [2] designed a Rule–Based Sensor Network (RSN) that mimics the cel-
lular signaling communication. That model has data–centric communications and the
rule–based programming scheme describes specific actions after the reception of spe-
cific data fragments for simple local behaviour control. RSN is able to process sensor
data and to perform network–centric actuation according to a given set of rules. In par-
ticular, this system is able to perform collaborative sensing and processing in SANETs
with purely local rule–based programs.
All these systems are suitable for the required objectives. However, they demand
computationally powerful platforms to be executed, and this work tries to minimize the
computational requirements of the WSN nodes, while providing similar results in terms
of performance.
3 System Architecture
In this section, the system architecture is described. Traditional WSN (Fig.1) are com-
pounded by an interface, an internal system application, and an access point to the
WSN. The interface allows the user to input the requests and to receive the results. In-
ternal system is usually composed by an application that performs the automation and
controls all devices and a warehouse storing data. Finally, the WSN is formed by some
motes, responsible for gathering data from the environment. This structure is not very
scalable and it can be easily overloaded. Therefore, every request from the interface
(external orders) would be translated into, at least, one internal message in the WSN,
even though of the requested value has not changed. Thus, large amount of requests
arriving from the interface would degrade the wireless medium. It is obvious that this
structure lacks generality and a different solution is requiered. For that reason, a fully
distributed system, called DIRB–WSN (Distributed Intelligent Rule-Based – Wireless
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Fig. 1. Typical Internet–connected WSN system architecture
Sensor Network), is proposed (Fig. 2). To achieve this objective, the system is divided
into two different modules: Communication AI and WSN AI.
Communication AI manages input connections from the Internet and the subsequent
responses. This module reduces the amount of messages to WSN using federated tables
for each WSN. The Database Managemente System (DBMS) is in charge of synchro-
nizing the data between database copies allocated in different devices. When a reading
sensor query is requested, Communication AI looks for the data in its own copy of the
federated table, so that, no message is sent to the WSN. This simple, but very effec-
tive, mechanism simplifies the working process of the Communication AI. On the other
hand, if a writing or update action is requested by the user, Communication AI sends
a message to the WSN AI requesting the modification of the data for a given mote.
WSN AI modifies its copy of the federated table (therefore, the Communication AI fed-
erated table is also modified by the DBMS) and a message is sent to the wireless mote to
modify or update an output value. Communication AI also stores a log for each WSN.
WSN AI is placed in the Header Mote of every WSN (WHM). This mote is usually
the coordinator node of the WSN and it also has another network interface which is
able to connect to the Communication AI node. WSN AI is in charge of analyzing and
processing the input packets coming from Communication AI and from the inner WSN.
It also runs IRBSA (Section 4).
Fig. 2. Proposed Internet–conected DIRB–WSN system architecture
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4 Intelligent Rule-Based System Automation
The second part of the project consists of a soft real–time fully automation of the
system. For the sake of simplicity, the WSN is assumed to have some kind of time–
synchronization protocol, therefore, the time/date of all the motes in the WSN is co-
herent. The Intelligent Rule–based System Automation (IRBSA) allows to program
different behaviours by checking some parameters of the system. IRBSA is composed
of a set of rules to be executed locally within each WSN.
Every IRBSA rule have two different parts: antecedents and consequents. An an-
tecedent holds the conditions that must be true for the rule to be executed. Each an-
tecedent is composed of the following elements:
• Active: it indicates whether an antecedent has to be examined.
• Date: date after which the antecedent is evaluated.
• Period: time interval for which the antecedent is enabled.
• Attempts: maximum number of attempts that the antecedent will be analized. An
attempt expires when period ends and one or more devices are not still ready.
• Cycle: it indicates whether an antecedent date has to be rescheduled with a new
future date.
• Rule: it states a dependency between the antecedent and one or more rules.
– These rules must have been activated before the antecedent is checked.
• Device: it states a dependency between the antecedent and one or more devices (or
other physical constraints).
– This element imposes a condition that a device must fulfill to activate the rule.
For example, the pin value of a device must be greater than another value.
On the other hand, consequent indicates an action to be executed in the system. This
action ranges from a simple change of the state of an actuator to the reprogramming of a
mote, and even to modify the IRBSA. There are two different consequent types: normal
consequent and error consequent. Once IRBSA checks an antecedent, every rule and
device dependencies are analyzed. If an antecedent of a given rule is not provided, the
error consequents associated to the rule are executed. Whereas, if all the antecedents
are met, normal consequents are executed. Besides, if any of the antecendents of the
rule are cyclical, new time instances of all the antecedents are rescheduled. This fact
assures that recent values are used for the antecedents before the deadline of the rule.
Figure 3 shows the activity diagram of IRBSA.
Fig. 3. IRBSA Activity Diagram
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Fig. 4. Mote prototype
5 Results
The proposed DIRB–WSN system is a complete functional system, composed of a In-
ternet server with the Communication AI and some WSN systems headered by a WHM
managing a network of motes. A prototype has been deployed using XBee modules
(Zigbee networking) placed on Arduino boards to create the WSN. Figure 4 shows a
mote prototype, with a humidity/temperature sensor, a movement sensor, some buttons
and switches, and a servo–motor connected to an Arduino FIO board with an XBee
modem.
This model has not been compared to any other previous proposals, due to time
restrictions. However, many tests have been carried out with different workload and
Internet requests. All the tests have provided similar results in terms of number of mes-
sages within the WSN. A test scenario was deployed: the WSN was composed of 3
XBee devices, two mote prototypes and a WHM. The WHM was a notebook computer
with an Xbee modem and a WiFi port running the WSN AI and a copy of the feder-
ated database. This WHM was interconnected to a Web server computer. This Web
server was running also the Communication AI and the main federated database. The
experimental test was to simulate 100 Internet queries (50 of them, sensor reading re-
quests and 50 of them sensor updating messages) to the Web server for 20 seconds.
One of the mote prototypes obtained the temperature from the sensor once every sec-
ond. Therefore, the number of messages in the WSN was 70: 20 of them starting from
the prototype mote due to the sampling of the temperature sensor and 50 of the mes-
sages were because of the modification requests from the Internet side. As the number
of messages was relatively low, no collapsing of the WSN was provoked and there were
no loss of messages. On the other side, using a standard structure (as described in Fig.
1) would provided a minimum amount of 100 WSN messages (one WSN packet for
each Internet request).
Regarding IRBSA, results show that it is a highly efficient system with a quick re-
sponse to any stimulus, taking less than one second to provide a response in the worst
case. This module is able to reduce the amount of messages going outside the WSN to
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the Internet, where the Ambient Intelligence module could be placed. A simple exper-
imental test was evaluated, by including a rule in the IRBSA in which several sensor
values of the prototype were taken into account to activate the servo–motor. For a 60
seconds experiment, the proposed system was able to reduce the number of Internet
packets to zero. Meanwhile, for the same experiment, the standard structure with the
Intelligent module as a remote application in the Internet side, produced more than 60
Internet messages (more than one each second). Besides, due to WSN collisions and
Web server delays, the execution of rules in the standard structure experiment were
delayed some seconds, most times.
6 Conclusions and Future Work
This system allows to manage multiple WSN Systems efficiently. The proposed in-
fraestructure and the IRBSA make possible to automate these WSN Systems, which
can be managed from a single Internet–conected machine. IRBSA is able to provide
some kind of intelligence, keeping very low the complexity of the end–motes without
provoking a bottleneck in the Internet gateway connection.
The usage of federated tables in distributed databases is a smart mechanism to dis-
seminate information very efficiently. The DBMS is responsible for the synchronization,
thus, the code of the Communication AI is simplified as there is no need of checking for
concurrent accesses. Furthermore, the data synchronization messages between databases
may rely on a different data network, and thus, the amount of messages inside the WSN
for reading requests from the Internet can be reduced drastically.
Related to the future work, it is very interesting to include fuzzy logic control (FLC)
into IRBSA, in order to evaluate the rules taking both approximated antecedents and
consequents rather than fixed and exact ones. FLC provides a simple way to arrive at
a definite conclusion based upon vague, ambiguous, imprecise, noisy, or missing input
information [4].
It is planned to make more experiments and to compare the proposed DIRB–WSN
with previous proposals. The experiments will be real scenarios with different deployed
WSN.
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Delft, The Netherlands 
Abstract. Human face detection is an essential step in the creation of intelligent 
lighting ambiences, but the constantly changing multi-color illumination makes 
reliable face detection more challenging. Therefore, we introduce a new face 
detection and localization algorithm, which retains a high performance under 
various indoor illumination conditions. The method is based on the creation of a 
robust skin mask, using general color constancy techniques, and the application 
of the Viola-Jones face detector on the candidate face areas. Extensive experi-
ments, using a challenging state-of-the-art database and a new one with a wider 
variation in colored illumination and cluttered background, show a significantly 
better performance for the newly proposed algorithm than for the most widely 
used face detection algorithms.  
Keywords: intelligent ambiences, adaptive lighting, face detection, skin seg-
mentation, color constancy. 
1 Introduction 
Intelligent ambiences have embedded the advances of human-technology interaction in 
arrays of smart sensors and actuators, in order to achieve a natural unobtrusive communi-
cation with the user [1]. A specific application of an intelligent ambience we are interest-
ed in, aims at building an automatic system which assesses the mood of a person in a 
room from videos and responds adaptively to it with (multi-color) light settings, which 
are believed to improve the well-being of the room’s occupant [18]. The first and most 
essential step towards such a system is automatic face detection from the video input, 
since the face conveys highly relevant emotional information. Therefore, our research 
focuses on a robust face detector that can handle the challenges of head pose variation, 
colored illumination, cluttered background and low resolution. 
Ambiences with colored artificial light present multiple challenges for face detec-
tion. First, these ambiences are created with different light sources positioned in vari-
ous locations in the room. As a consequence, light on the face is never uniform, but 
rather unevenly distributed, producing reflections or shades. In addition, colored light 
sources often alter the skin color captured in the images significantly. Finally, certain 
ambiences are composed with low intensity illumination, making the faces hard to 
distinguish. 
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A number of robust face detection algorithms have been proposed in the literature, 
with the most recent ones reviewed in [24]. The main concept of the latest appear-
ance-based approaches is that they collect a large number of positive and negative 
samples (face and non-face patches) from images, extract features from the intensity 
component of these patches and feed them as input to a classifier, which is trained to 
distinguish face from non-face patches. Among these approaches, the Viola-Jones 
(VJ) algorithm [23] has typically been preferred for detecting upright frontal faces, 
due to its simplicity and effectiveness. 
A general shortcoming of the appearance-based methods is that a high detection 
rate may result in a large number of false positives, namely non-face patches that are 
incorrectly recognized as faces. Especially a complex background increases the 
chance of misclassification. To reduce false positives, complementary information, 
like skin color, was used in [7, 12], however, without a light compensation technique. 
As a result, these algorithms missed skin regions, and as such, yielded a lower detec-
tion rate than the basic VJ detector. A skin color detector was used in [8] after the 
Viola-Jones module, in order to filter the correct detections. In this way, the authors 
achieved a low false positive rate, but did not improve the detection rate.   
This study proposes a refined, computationally inexpensive and human inspired 
face detection method from color images. The proposed algorithm combines robust 
skin segmentation (applied on the color-corrected image with an optimal color con-
stancy technique) with the publicly available VJ face detection framework [11].The 
skin segmentation module can successfully detect skin pixels under colored, multidi-
rectional and uneven lighting. The uniform background produced around the skin 
areas after segmentation can outbalance the clutter and improve the final detection 
rate, while the localized search of VJ only on the face-candidate regions reduces the 
false positives significantly. Due to a lack of suitable face databases for evaluating 
our face detection algorithm under ambient colored illumination, we introduce a new 
challenging face database, which we named “CI” for Colored Illumination. 
2 Overview of the Refined Face Detection Algorithm 
In order to choose a suitable face detection algorithm under colored ambience light con-
ditions, we tested the VJ on a subset of the state-of-the-art PIE face database [20]. Pre-
liminary results on 100 images of frontal faces under blue-flash illumination indicated 
that the VJ algorithm could not handle the colored illumination optimally (10% missed 
faces, 8% false positives). Therefore, we propose a refined approach, which enhances the 
basic VJ with a pre-processing step that robustly detects skin regions (Fig. 1).  
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The first step in the skin segmentation module performs local histogram equaliza-
tion. This step is followed by color correction of the image, in order to outbalance its 
color bias due to the chromaticity of the illumination. We then project the color cor-
rected image from the RGB to YCbCr space and isolate the chromaticity subspace 
CbCr. After that, we classify the pixels of the image as skin or non-skin and segment 
the image in skin and background regions. Finally we apply the VJ face detection 
framework on the selected regions that are likely to contain faces. More details on 
each step are provided in the rest of the paper. 
2.1 The Skin Segmentation Module 
Skin segmentation is based on the fact that skin tones form a fairly compact cluster in 
various color spaces under canonical illumination [16]. Nevertheless, skin segmenta-
tion should still be regarded as very challenging due to the intrinsic variability of the 
skin cluster (ethnicity, individual characteristics), as well as to the extrinsic variability 
of images (color overlapping with clutter background, capturing device characteris-
tics, illumination variations), which alter the value of the colored pixels.   
To start the segmentation process, histogram equalization is applied on local 
neighborhoods rather than on the whole image, since the latter enhances shadows on 
the faces, due to high intensity differences in the image.  
2.2 Color Correction 
Colored illumination biases the chromaticity of objects in a scene towards the color of 
the light source. This can severely deteriorate the performance of computer vision 
systems that recognize objects based on their color, like a skin color pixel classifier. 
In order to circumvent this issue, we use color constancy, i.e. the human visual ability 
to perceive the color of an object relatively similar under different illuminants. Simi-
larly, computational color constancy aims at maintaining stable colors in an image, 
regardless of the color of the illuminant. This is a two-phase process and consists of 
(a) estimating the chromaticity of an illuminant in a scene from the input image, with-
out prior information about the light source, and (b) adapting the image colors, so that 
they appear as if the image were illuminated with a canonical (neutral) light. The first 
problem is commonly solved by means of the general expression [21]   
 
(1) 
where ( ), ,R G BI I I I=  is the illuminant color, ∇
n is the n-order derivative, p is the Min-
kowski norm, and fσ is the convolution of the image function with a Gaussian filter with 
scaling parameter σ. Assigning a different triplet of values to the parameters n, p, σ in (1) 
results in four well-known and widely used color constancy algorithms: 
• Grey World [4] with (n,p,σ)=(0,1,0), which is based on the assumption that the 
average reflectance in a scene is achromatic.  
• White Patch [14] or Maximum RGB with (n,p,σ)=(0,∞,0), which is based on the 
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• Shades of Grey [9] with (n,p,σ)=(0,p,0), which is based on the assumption that the 
pth Minkowski norm in a scene is achromatic. 
• Grey Edge [21] with (n,p,σ)=(1,p,σ), which is based on the assumption that the 
average reflectance of the edges in an image is achromatic.  
Once we have estimated the illuminant, we color correct the image using the linear 
transformation of the von Kries model [22].  
In adaptive lighting ambiences, however, there are multiple chromatic light sources 
of different intensities and in different positions, as mentioned above. This compli-
cates the illuminant estimation. In this study, we benchmark the color constancy algo-
rithms described above in such a multi-color light source environment.  
2.3 Color Space Transformation 
Color spaces that decouple chromaticity from intensity, such as the YCbCr color 
space, are considered suitable for color segmentation [6, 19]. Figs. 2 and 3 depict the 
correlation of Cb and Cr with Y of a skin color cluster, collected from mainly indoor 
images from the internet, digital cameras and web-cameras. If we look at the figures, 
we can deduce that the functions Cb(Y) and Cr(Y) remain roughly stable. This im-
plies that both chromaticity components are practically luminance invariant, and as a 
result, the CbCr space is fairly robust for skin color segmentation.  Consequently, we 
choose to use only the chromaticity components of the YCbCr color space, without 
the non-linear transformation that Hsu adopted in [10] to remove the effect of very 




Fig. 2. Skin color cluster in YCb subspace Fig. 3. Skin color cluster in YCr subspace 
2.4 Skin Pixel Classification 
To detect skin pixels we adopt the naïve Bayesian classifier with histogram technique 
on the CbCr subspace. A pixel with chromaticity vector c=(Cb,Cr) belongs to the skin 
class if 
 (2) 
where p(c/skin) and p(c/nskin) are the class-conditional probability distribution func-
tions (pdf) of the skin and non-skin colors, respectively. They are calculated from the 
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Table 1. Characteristics of the CI database 
 
Table 2. Characteristics of each affective ambience 
 
3.2 Lighting Settings 
For the experiment we used 7 different lighting settings, each encoded in the re-
mainder of the text with an “affective” name, namely neutral, activating (1&2), cozy 
(1&2), exciting and relaxing. The affective state of the light settings was recognized 
by subjects in a separate experiment [13]. These names have no further relevance to 
the purposes of this study and will only serve as a reference. The different lighting 
settings can be described based on two main characteristics: their average intensity 
and dominant colors of the light sources used (see Table 2).  
4 Experiments and Analysis 
4.1 Experimental Setup 
We tested our proposed face detection algorithm on the new CI database and on a subset 
of the PIE face database[20], consisting of 1165 high resolution images of faces captured 
in different out-of-plane poses under three different types of illumination: neutral room 
lighting, only blue flash, and blue flash with neutral indoor lighting. We excluded the few 
completely dark images of the blue flash subset of the database. 
The images were first rescaled, so that the size of all faces was approximately 40 x 
























HQF 2448x 3264 frontal
336
Ambience Intensity Dominant 
Colors
Neutral Medium White
Activating 1 High Cyan-Blue
Activating 2 High White-Blue
Cozy 1 Low Orange-Blue
Cozy 2 Low Orange-White
Exciting High Random colors
Relaxing Low Green-Blue
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pixels of the downsized images. Subsequently, we color corrected the images with the 
four color constancy algorithms discussed above, using the Matlab implementation 
available online [2]. For the Shades of Grey we used p=5 and for the Grey Edge we 
set (n,p,σ)=(1,5,2).  We quantized the occurrence frequency histograms of skin and 
non-skin colors in the CbCr subspace using 64 x 64 bins. The threshold used for mi-
nimizing the error of the skin pixel classification was calculated theoretically, accord-
ing to (2), and slightly adjusted upon trial and error on our training image samples.  
In the final stage we applied the VJ face detector on the face-candidate areas of the 
gray scale images. We used the public domain Haar detectors for frontal [15] and 
profile face detection [3], whose implementation is available in [17] and performance 
thoroughly tested in [5]. The frontal classifier consisted of 22 stages of weak classifi-
ers, with the minimum size of the face to be detected 24 x 24 pixels, while the profile 
classifier consisted of 26 stages, with the minimum size of the profiles 20 x 20 pixels. 
The response of the detector was a square containing the target with some background 
pixels. The detection was considered correct if the square box included all facial fea-
tures and its width was not bigger than 4 times the eye distance. Otherwise, the re-
sponse counted as false positive. We fused the two classifiers for frontal and profile 
faces in a cascade structure, only using the profile classifier if the frontal one failed, 
for the main reason that the former has been proven more accurate than the latter [5]. 
We separated our test set of images into eight subgroups (four subcategories per data-
base), as illustrated in detail in Figures 6a-6b.  
4.2 Performance of the Color Constancy Algorithms 
The performance of the algorithms is compared in terms of accuracy, defined as 
 
(3) 
where DR is the detection rate and FP the false positives rate. Table 3 summarizes the 
accuracy of the four color constancy algorithms, tested on the images with frontal 
faces of the LQ dataset, indicating the added value of color correction. Concerning the 
final face detection accuracy, the Shades of Grey color constancy algorithm achieves 
the highest average result and performs well in all different colored ambiences. The 
simplest Grey World performs equally well in many cases in terms of detection rate, 
but it has a higher number of false positives. The White Patch outperforms in am-
biences with high intensity, but is unsuitable at medium and lower intensities. Hence, 
for the rest of the tests we applied skin segmentation after color correction with 
Shades of Grey. 
4.3 Comparison of the Refined Algorithm with Other Face Detection Methods 
Figure 6 evaluates the performance of the proposed method (Shades of Grey-based 
skin segmentation previous to the VJ detector) under challenging image quality, pose, 
and illumination conditions. For comparison, we also report the accuracies of other 









202 C. Katsimerou, J.A. Redi, and I. Heynderickx 
method [8], which refines the VJ results with subsequent Grey World-based skin 
segmentation. The proposed method seems to be more sensitive to pose rather than 
quality or illumination. The reason for this is that we have used a classifier mainly 
trained to detect frontal or nearly frontal faces. Strong out-of-plane-rotations that lead 
to occlusions of facial parts, like one eye, may cause the classifier to fail. Even so, the 
skin segmentation improves the detection performance with respect to [8, 23]. The 
second most significant factor is the low quality of the web-cameras, as expected. 
This is partly due to the false positives, resulting from the cluttered background, cap-
tured from the larger field of view of the web-cameras. Another reason is that the 
low-end cameras do not operate color adaptation mechanisms, as opposed to the high-
end ones. Challenging multicolor illumination can decrease the accuracy of the VJ 
detector more than 20%. In these cases, the skin segmentation module can improve 
the accuracy significantly, up to 10-15%. 
 
 
Fig. 5. Examples of the different illuminated ambiences of the CI database; from left to right: a) 
cozy 1, b) activating 2, c) activating 1(a-c: LQ), d) exciting (HQ F), and e) cozy2 (HQC)  
Finally, it should be stressed that the moment at which the skin segmentation filter 
is applied is crucial (Fig. 6a): applying VJ on detected skin regions yields better per-
formance than using a post-VJ skin segmentation filter [8] to refine the results  (in 
terms of FP).  
Table 3. Final accuracy of the refined face detection algorithm for different color constancy 
algorithms. Tests on 336 LQ images with frontal faces of size 40x40 
GW WP SG GE No CC VJ 
neutral 0,75 0,82 0,78 0,72 0,77 0,53 
cosy1 0,51 0,35 0,56 0,35 0,47 0,47 
cosy2 0,80 0,71 0,80 0,72 0,74 0,69 
act1 0,94 1 0,96 1 0,92 0,77 
act2 0,87 0,87 0,89 0,89 0,87 0,66 
exc 0,69 0,69 0,69 0,70 0,67 0,61 
relax 0,43 0 0,63 0,10 0,02 0,46 
average 0,71 0,63 0,76 0,64 0,64 0,60 
 
GW: Grey World, WP: White Patch, SG: Shades of Grey, GE: Grey Edge, No CC: no color 
correction, VJ: Viola-Jones without the skin segmentation module 
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Fig. 6. Accuracy of the VJ algorithm, VJ after skin segmentation module with SG (proposed 
method) and VJ before skin segmentation with GW [8]: tests on the PIE and CI (comparison 
only of the first two methods) databases: (a) from the Pie: 867 with frontal faces under indoor 
illumination, flash and indoor illumination and only blue flash, and 298 with multi-pose faces 
(b) from the CI: 336 LQ with frontal faces, 672 LQ with multi-pose faces, 672 HQ with frontal 
faces from the closest and furthest cameras. Faces of size 40x40 
5 Conclusions  
We have presented a face detection algorithm that retains performance under colored 
illumination, using a skin segmentation module before the VJ algorithm. The major 
contribution of the skin mask is the refinement of the detection by eliminating false 
positives. A pure appearance based system cannot cope with the false positives very 
efficiently, because it only uses information from the grey-scale image. 
This study can be generalized to every appearance-based face detection method in 
ambiences with colored illumination.  More effort can be put on refining the skin 
mask, taking into account pair-wise dependencies between adjacent pixels. In addi-
tion, shape constraints for the face can exclude non-face skin areas (e.g. hands) or 
skin-like regions (e.g. wooden furniture).  
Finally, the parameters of the color constancy algorithms can be adjusted automati-
cally to the different colors of illumination, exploiting prior information and intrinsic 
properties of the image. Even so, this study highlights the importance of color correc-
tion even with an overall optimal color constancy algorithm, before skin segmenta-
tion, and quantifies the added value of the latter to the accuracy of an appearance 
based face detector. 
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and Trading with Ambient Technologies
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Abstract. This paper presents a novel approach to carbon credit trading with
ambient computing technologies, particularly RFID or barcode technology. It in-
troduces RFID tags as certificates for the rights to claim carbon credits in carbon
offsetting and trading. It enables buyers, including end-consumers, that buy prod-
ucts with carbon credits to hold and claim these credits unlike existing carbon
offsetting schemes. It also supports the simple intuitive trading of carbon credits
by trading RFID tags coupled to the credits. The approach has been already con-
structed and evaluated with real customers and real carbon credits in a real supply
chain.
1 Introduction
Ambient intelligence is useful to build a sustainable world. This paper introduces RFID
tags or barcodes, which are ambient intelligence technologies, to reduce greenhouse
gases (GHGs), including carbon dioxide (CO2 ). Carbon credits provide an economical
approach to reducing the amount of GHG emissions, where carbon credits are gener-
ated by the reduction of CO2 emissions in sponsoring projects, which increase CO2
absorption, such as renewable-energy, energy-efficiency, and reforestation projects. Al-
though carbon credits themselves do not reduce the amount of CO2 emissions around
the world, they are important incentives for GHG reduction projects. Many companies
have also sold products with the amount of carbon credits equivalent to the amount of
GHGs emitted due to the use or disposal of products so that the credits have been used to
offset GHGs emissions. There are a variety of products on the market with carbon cred-
its, e.g., automobiles, disposable diapers, and toys. For example, from September 2007,
Lufthansa began offering its customers the opportunity of offsetting carbon emissions
through voluntarily donating carbon credits to mitigate the amount of CO2 emitted due
to the actual average fuel consumption per passenger.
However, carbon offsetting poses several serious problems that result from carbon
credit trading. Carbon credits are usually acquired through carbon credit trading be-
tween countries or companies, or in markets via professional traders, called carbon
traders or agencies. However, existing trading schemes are too complicated for non-
professional traders, individuals, or small and medium-sized enterprises, to participate
in. Furthermore, the minimal unit of existing credit trading is usually more than one
hundred or one thousand tonnes of CO2 emissions, whereas the amount of GHGs emit-
ted due to the use or disposal of consumables is less than one kilogram.
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This paper aims at enabling a small amount of carbon credits attached to products to
be transferred to endconsumers who buy these products and carbon credits to be easily
traded. The key idea behind our proposed approach is to use RFID tags (and barcodes)
as certificates for the rights to claim carbon credits and middleware for ambient in-
telligence [7]. We designed an architecture for managing RFID-enabled carbon credit
offsetting and trading. The architecture was constructed and evaluated with real carbon
credits in a real supply-chain system.
2 Related Work
Several researchers have explored computing technology to make a contribution to the
environment. For example, Persuasive Appliances [6] was an interface system to pro-
vide feedback on energy consumption to users. PowerAgent [1] was a game running on
mobile phones to influence everyday activities and minimize the use of electricity in the
domestic settings. UbiGreen [3] was an interactive system running on mobile phones
and gave users feedback about sensed and self-reported transportation behaviors to re-
duce CO2 emissions from the transportation sector.
There have been several projects that have used sensing systems to manage ware-
houses and logistics to reduce CO2 emissions. Ilic et al. [4] proposed a system for con-
trolling the temperature of perishable goods to reduce GHG emissions. Dada, et al. [2]
proposed a system for accurately quantifying GHG emissions to calculate carbon foot-
prints and communicate the results to consumers through sensing systems. The system
also planned to use EPCglobal RFID tags to trace carbon footprint emissions at higher
stages of the supply chain.
3 Basic Approach
This paper proposes an approach for enabling carbon credits attached to products to
be transferred to consumers who buy these products. Our approach introduces RFID
tags (or barcodes) as carbon credits for the rights to claim credits in carbon offsetting,
because RFID tags (or barcodes) are used in supply chains. In fact, our approach can
use the RFID tags (or barcodes) that have already been attached to products for sup-
ply chain management. The approach was designed as a complement to existing supply
management systems. It therefore has nothing to do with the commerce of products
themselves. It also leave the transfer of carbon credit between companies with exist-
ing carbon trading systems, because commerce for carbon credits must be processed
by certificated organizations. Instead, the approach is responsible for attaching carbon
credits to RFID tags and claims for carbon credits. The approach should support emis-
sion credits and caps in a unified manner. It also should not distinguish between prod-
ucts for end-consumer and others, because non-end-consumers may buy products for
end-consumers. Some readers may think that our approach is trivial. However, simplic-
ity and clarity are essential to prompt most people and organizations to participate or
commit to activities to reduce GHG emission by carbon offsetting.
Our approach satisfies the following main requirements: 1) The approach needs to
encourage industries and homes to reduce GHG emissions. It also needs to be compliant
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with regulations on carbon offsetting. 2) Simplicity must be a key concern in minimiz-
ing operation costs, because it tends to be in inverse proportion to cost. This is needed
for people and organizations to understand what is required of them. 3) Any commerce
scheme provides the potential to advantage some participants at the expense of others.
The approach enables organizations or people that reduce more GHG emissions to be
rewarded with greater advantages. 4) The values of carbon credits, particular emission
credits tend be varied. The amounts, expiration dates, and sources of all carbon credits,
which may be attached to products, need to be accessible. 5) When consumers purchase
products with carbon credits, they should easily be able to own the credits without any
complicated operations to authenticate them. 6) Product commerce in the real world is
often done in warehouses and stores, where networks and electronic devices may not
be available. Our approach itself should be available offline as much as possible.
4 Design
Our approach introduces RFID tags (or barcodes) as carbon credits for the rights of
emitters to claim credits in carbon offsetting and trading, because RFID tags (or bar-
codes) are used in supply chains. In fact, our approach can use the RFID tags that have
already been attached to products to manage supply chains. The approach was designed
to complement existing supply management systems. It therefore has nothing to do with
the trading of the products themselves. It also leaves the transfer of carbon credits be-
tween companies to existing carbon trading systems, because carbon trading must be
processed by certificated organizations. Instead, the approach is responsible for attach-
ing carbon credits to RFID tags and claims for carbon credits. The approach should
support emission credits and caps in a single manner. It should also not distinguish
between products for endconsumers and others, because non-endconsumers may buy
products for endconsumers.
4.1 RFID Tags as Certificates to Claim Carbon Credits
One of the most novel and significant ideas behind our approach is to use RFID tags
themselves, rather than their identifiers, as certificates for carbon credits. This is be-
cause it is difficult to replicate or counterfeit RFID tags whose identifiers are the same,
because their identifiers are unique and embedded into them on the level of semicon-
ductors. That is, we can assume that one identifier will always be held in at most one
RFID tag.
To claim carbon credits dominated by RFID tags, we need to return these RFID tags
to the stakeholders that assigned carbon credits to the tags. This is because there is at
most one RFID tag whose identifier is the same. RFID tags can be used as certificates
for carbon credits. For example, when sellers want to attach carbon offsetting credits to
products, they place RFID tags on them that represent the credits for the products. Our
approach couples carbon credits with RFID tags themselves, instead of the identifiers
of the RFID tags. Therefore, purchasers, who buy the products, tear the RFID tags
from them and return the tags to the sellers (or the stakeholders of the credits). When
the sellers receive the RFID tags from the purchasers, they transfer the credits to any
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Fig. 1. RFID-based attachment of carbon credits to products
Figure 1 explains our approach to attach carbon credits to products with RFID tags,
which involves seven steps
1) A seller places an RFID tag on a product (or a volume of products) if the product
has no tag.
2) It sets a certain amount of carbon credits for offsets for a product and registers the
amount and the identifier of the tag in a database.
3) It sells the product with the RFID tag to a purchaser.
4) The purchaser tears the tag from the product that it has bought.
5) It only returns the tag with information about the account that the credit should be
paid to, to the seller.
6) The seller receives the tag and then finds the amount of carbon credits coupled to
the tag in the database.
7) It transfers the amount to the account specified by the purchaser and removes in-
formation on the identifier from the database so that the tag can be reused.
4.2 Carbon Credit Trading with RFID Tags
When a purchaser has torn an RFID tag from a product, which might have been attached
to a product that he/she purchased, our approach permits the purchaser to resell the tag
to others (Figure 2). Instead, the new holder of the tag can claim the carbon credits
attached to the tag from the stakeholder of these credits or resell them to someone else.
Note that trading RFID tags corresponds to trading carbon credits.
To offset GHG emissions according to the Kyoto protocol, we must donate certified
carbon credits to the government via a complicated electronic commerce system. Our
approach provides two approaches to carbon offsetting. The first is to simply donate
RFID tags coupled to certified carbon credits to the government. For example, people
can simply throw RFID (unsigned) tags into mailboxes to contribute to reducing GHG
emissions in their home countries. The government then gathers the posted tags. The
second is to explicitly specify the certificated cancellation account of the government
as the account that the credit should be paid into.
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Fig. 2. RFID-enabled trading of carbon credit
4.3 Carbon Credit Agent
Anyone can access information about the credits attached to the products, because
the credits are transferred to purchasers who return the tags themselves to the sellers.
The sellers should provide information about the credits, e.g., their amounts, expira-
tion dates, and sources. This approach provides web-based agents, called carbon credit
agents, to enable customers to access the information. The agents are running as pro-
grammable entities on web servers specified at URLs in RFID tags or barcodes and can
be extended with the ability of artifical or ambient intelligence. When customers can
read RFID tags or barcodes with web-enabled terminals, they see information on the
credits attached to the tags or barcodes.
5 System
Our approach assumes that sellers at steps in a supply chain will sell their products to
customers, including raw materials and components, with RFID tags coupled to carbon
credits.
• Our approach requires each RFID tag to have its own unique read-only identifier.
Most RFID tags used in supply chain management already have such identifiers.
• To support carbon offsets, the amount of credits attached to a product need to be
equivalent to the total or partial amount of CO2 emissions resulting from the use or
disposal of the products.1
The system in Figure 3 is self-contained but it may cascade from upstream to down-
stream along a supply chain. Some readers may worry that returning RFID tags to their
stakeholders is more costly than returning the identifiers of tags via a network. There
1 This approach itself is intended to leave the amount of credits attached to a product at the















RFID tagRFID tagRFID tag
RFID tag RFID tag
Moving credit to 
allowance
Assignment of carbon













Fig. 3. System architecture
are two flows that are opposite to each other between sellers and purchasers at each
stage in real supply chains; the flows of products and the flows of receipts or contain-
ers for the products. Our approach can directly use the latter flow to return tags from
purchasers to sellers. Therefore, our cost and extra CO2 emissions are small. Actually,
returnable containers, which deliver parts or components from sellers and then return
them to sellers, are widely used in real supply chains.
• Each seller has at least one carbon credit account entrusted to agents for carbon credit
accounts. It has RFID tag reader systems to read the identifiers of RFID tags. If a
seller consigns one or more RFID agents to manage RFID tags for carbon credits,
they need a database to maintain which RFID agent will manage each of the RFID
tags.
• Each purchaser may have at least one carbon credit account entrusted to agents for
carbon credit accounts. It buys products that RFID tags have attached to them for
carbon credits from sellers or traders. It needs RFID tag reader systems, when it
intends to access information about carbon credits.
• Agents for carbon credit accounts, simply called account agents, may be existing
certified carbon providers. They have two databases. The first maintains carbon credit
accounts and the second maintains information about assigned credits. They can only
be connected to certain RFID agents and other account agents through authenticated
and encrypted communications.
• An RFID agent has a database to couple the identifiers of RFID tags and information
about carbon credits. The agent may lease RFID tags, which may already have been
assigned a certain amount of credits to sellers.
Easy Carbon Offsetting and Trading with Ambient Technologies 211
Barcode seal for carbon credit
Fig. 4. Beverage with Barcode for carbon credits
6 Early Experience
The experiment was an early case study on the proposed approach, but was carried out
on a supply chain for beverages it was evaluated at several steps in the supply chain,
including beverage companies (e.g., Pokka and Fujiya), a supermarket (Kitasuna branch
of Ito-yokadou) 2, and a carbon credit agency (Mitsubishi UFJ Lease). It was carried
out for two weeks from 9 am to 10 pm and more than five thousand goods were sold
with carbon offset credits in this experiment. The supermarket opened the returnable
containers or cardboard boxes containing the cans. It attached a barcode seal on the cans
and sold them to endconsumers, where each barcode seal displayed small amount of J-
VER carbon credits, because the price of each RFID tag was relatively more expensive
than the price of a can. Each barcode was formatted in a 2D barcode, called QR code,
and consisted of its own identifier, the weights of carbon emission credits assigned to it,
and the address of the management server. Figure 4 shows beverage cans with barcodes
in a showcase at the supermarket.
Endconsumers bought cans and collected barcode seals as their carbon credits. We
supported two cases to reclaim credits in the proposed approach.
• The first was for endconsumers to return barcode seals to the supermarket to reclaim
credits. Cashiers could distinguish between original or imitation seals, because they
received the seals themselves. Therefore, even when someone read the barcodes at-
tached to the cans, the endconsumers who bought the cans could reclaim the credits.
• The second was for endconsumers to read barcodes by using their own scanners,
e.g., cellular phones with cameras, and they then sent the information to the server
specified in the barcode. As some might peel off the barcode attached on the cans in
stores and illegally reclaim carbon credits. The barcodes were concealed by covering
them with other seals.
We used the former in our approach. Few endconsumers participated in the latter, be-
cause most endconsumers wanted to immediately reclaim their credits. The former also
enabled consumers to access information about carbon credits by reading the barcodes
2 The supermarket is one of the biggest in Tokyo area.
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with cellular phones before they bought the products attached with the barcodes. The
experiment assumed that retailers bought barcode seals that had already been assigned
to small amounts of carbon emission credits, like postage stamps. This is because small
retailers might not have any terminals. The sales volumes of cans with carbon credits
in two weeks was three times more than usual at the supermarket. Thirty-five percent
of barcodes were returned to the supermarket by customers who claimed the credits.
The experiment enabled consumers to offset their CO2 emissions by using the carbon
credits they reclaimed from the barcodes.
7 Conclusion
The approach proposed in this paper can be proposed to solve serious problems with
carbon credits, offsetting, and trading. The key idea underlying our approach is to in-
troduce RFID tags (or barcodes) as physical certificates for the rights to claim carbon
credits, including carbon emission credits and caps. When purchasers buy products with
credits for carbon offsets, they can claim the credits by returning the RFID tags (or bar-
codes) coupled with the credits to stakeholders, e.g., sellers or agencies, without the
need for any complicated authentication. The approach can treat carbon credit trading
as the trading of RFID tags. The approach was constructed to complement existing
systems of supply chain management and existing systems of carbon credit trading (or
barcodes).
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Abstract. With advances in the development of intelligent environments (IEs) 
social scientists and ethicists have begun to gauge the social impact of the diverse 
emerging technology assemblages and to work with developers and stakeholders in 
order to improve design and deployment of such technologies. Research conducted 
to better understand specific socio-technical settings faces multiple challenges due 
to the complexity of most scenarios, making it imperative to approach the attempt 
of understanding IEs both from multi-disciplinary perspectives and to include 
practitioners and managers of IEs. In this paper we introduce our framework for 
setting up a competence center (CC) for defining and managing socio-ethical 
challenges of intelligent working environments (IWEs). We detail practical steps to 
successfully build a CC in order to allow other research projects to adopt some of 
these steps or the whole framework to positively anticipate and manage socio-
ethical challenges of IWEs. 
1 Introduction and Problem Setting 
Currently numerous research projects are being conducted in the field of Information 
and Communication Technology (ICT) in order to develop environments which can 
record, analyse and handle ambient data from diverse sources and which are intended 
to meet the needs of their users automatically, in due time, and in a personalized and 
intelligent manner [3, 12]. These efforts are expected to radically transform our 
perception of reality and the organization of our everyday life [7], including the 
organization of work. In particular, intelligent environments (IEs) may be used by 
companies for managerial purposes providing accurate, real-time information. IEs can 
be integrated into workplaces to measure and improve employees’ working 
conditions, well-being and performance, and, last but not least, to optimize the 
organizations’ productivity.  
Studies related to new intelligent working environments (IWEs) have focused on 
technical difficulties [14], or on the implications of ubiquitous computing for 
knowledge management [11]. Scholars have sketched scenarios of the future 
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workplace [2], have conducted studies on the acceptance of IWEs [13], and have 
highlighted possible organizational issues [1]. The specific question of the ethical and 
human resource (HR) management issues raised by IEs in the workplace has not yet 
been explored. This gap is all the more striking since the first applications related to 
the workplace are arriving on the market1. Yet, neither employees nor (HR) managers 
seem to be sufficiently aware of the radical changes that are occurring and of their 
own role in the implementation of these developments. Furthermore, the socio-
political impact of these new technologies and questions of whether and how to adapt 
legal frameworks to the development of IWEs are starting to be assessed. An 
interdisciplinary examination of these issues with scholars and professionals is urgent 
if we want to anticipate, support and frame the technological developments to come. 
2 General Objectives and Expected Outcomes 
With the perspective outlined in the previous section in mind, we have started a 
project with the following aims: 
• The exploration of the socio-ethical and HR issues raised by the arrival of IEs in 
the workplace; 
• The raising of awareness in (HR) managers and designers of work environments 
with respect to IWE challenges, and; 
• The elaboration of tools intended to help (HR) managers to take part in the 
developments in an active and constructive manner. 
In the short term we expect to develop recommendations to (HR) managers and 
environment designers with regards to developing strategies and measures for 
organizations to meet the ethical and HR challenges of IWEs. We also seek the 
integration of findings into graduate and postgraduate teaching programs in order to raise 
awareness in engineering and management students of the challenges they will face. In 
the long term we aim to develop further interdisciplinary projects related to the design of 
IWEs and to support the elaboration of recommendations for political authorities.  
3 Methodology 
Defining challenges of IWEs requires thinking about how such a definition process 
can be accomplished. In the following section we first show the methodological 
challenges we faced in our project, then present building a competence center (CC) as 
a solution to these challenges, and finally explain the main steps completed since the 
project was initiated at the end of 20112.  
                                                          
1 See for example the 3D job interviews simulator developed by the Centre de réalité virtuelle 
de Clermont-Ferrand and the consulting company Athalia (www.aprv.eu) or the intelligent 
fireman hood developed by the firm Bodysens (www.bodysens.com). 
2 The project was initiated by Céline Ehrwein Nihan from of the Human Resources and 
Management Unit of the University of Applied Sciences in Business and Engineering Vaud 
(HEIG-VD) and Bernard Baertschi of the Institute for Biomedical Ethics of the University of 
Geneva. 
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3.1 Requirements and Challenges 
Deployment of an Interdisciplinary Perspective 
Often the decision to implement IWEs in companies is in the hands of top 
management and HR departments. However, IWEs do not solely concern (HR) 
managers. The rise of ubiquitous computing in the workplace implies a wide variety 
of stakeholders (certainly managers, but also workers, engineers, designers, etc.), who 
make sense of technologies from various viewpoints and who pursue different – and 
sometimes conflicting – interests [8, 10]. Furthermore, many ethical and legal issues, 
such as power balance, patent law, the right to privacy, accountability, etc., which 
come into play with IWEs [1, 5, 9], put at stake socio-ethical regulations and 
axiological frameworks that go far beyond companies. Finally, the development of 
IWEs involves fundamental cultural as well as anthropological changes [4, 7]. In 
other words, the settings of IWEs are complex: they raise managerial, 
epistemological, socio-technical and socio-ethical challenges. Handling the 
complexity of these challenges should neither be bound by disciplinary concerns nor 
be assumed solely on the level of individual actors’ personal ethical obligations. This 
implies an interdisciplinary perspective and a shared responsibility. Our intention is 
to make such an interdisciplinary exchange possible and to support (HR) managers 
and environment designers to face future challenges. 
Development of Cross-Institutional Collaborations 
One of the risks related to research of future IWE developments lies in the emergence 
of a gap between scholarly reflections and the needs and expectations of companies 
and professionals [10]. This gap may compromise the relevance of research 
initiatives. Therefore it is essential to ensure a dissemination of research results in 
academic communities as well as amongst professionals in order to facilitate 
comprehension and implementation of our work. Bridging the gap between 
researchers and practitioners is all the more important as many IWE applications are 
only now emerging. Both practitioners’ and developers’ perspectives are required to 
anticipate new challenges. Thus, to prevent the risk of being cut off from professional 
realities and practices we maintain a strong connection with companies and (HR) 
managers. 
Setting of a Common Research Structure 
Interdisciplinary work and cross-institutional collaborations are daring undertakings. 
There is a risk of profound epistemological misunderstandings amongst scholars with 
different backgrounds as well as of misunderstandings between academics and 
practitioners. Therefore the setting of a common structure for the research is 
essential. Institutionalised long term relations among both scholars and professionals 
need to be established. It is also necessary to develop a shared methodology to 
guarantee and improve the focus of the research group in the long term. Facing these 
challenges we decided to work, towards building a CC, based in Switzerland but with 
an international outlook.  
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3.2 Building a Competence Center 
The CC includes researchers and practitioners from various fields and disciplines and 
is intended to enhance the quality, visibility and accessibility of the project and its 
results. In the following section we outline our framework for building a CC by 
detailing the individual steps taken. 
Steps Taken to Ensure an Interdisciplinary Perspective  
One of the first steps was to gather scholars from different academic fields who were 
experienced and interested in intelligent technologies and who represented a variety of 
renowned research centers and university departments3. We recruited specialists who 
between them covered a wide range of fields, among them anthropology of technology; 
biotechnology and nanotechnology; corporate and HR management; bioethics, social 
ethics and ethics of politics; patents and new technology law; sociology of work; and 
science and technology studies. We then established a scientific and organisational 
committee at the core of the CC to be in charge of the direction and implementation of 
the project. The composition of the committee met the demands of interdisciplinarity. 
Steps Taken to Ensure Cross-Institutional Collaborations  
In June 2012, the Human Resources and Management Unit of the HEIG-VD, which 
first launched the project, was invited by the Association for Human Resources 
Management (HR-Vaud) for a conference on the theme of smart technologies4. This 
meeting allowed for an assessment of the relevance of the topics for professionals [6]. 
A partnership was concluded between HR-Vaud and the project committee. Two HR 
managers actively participate in the research project and the association supports the 
dissemination of project results among professionals.  
With the aim of an expansion of the project to a broader societal horizon two 
centers for technology assessment (TA-Swiss in Switzerland and Rathenau Institute in 
the Netherlands) specialized in public participation methods and in the elaboration of 
recommendations for political authorities were invited to join the research group.  
At the present time discussions for an implementation test in a company are ongoing, 
which involve the project committee, the HR department of a multinational company and 
two research centres developing IE applications. We expect these discussions to offer a 
common case study application, also intended to focus the research. 
Steps Taken to Ensure the Setting of a Common Research Structure 
The time frame of the project was set as a three year period at the end of which the 
CC will be fully operational. To ensure the collaboration of people with different 
academic backgrounds and perspectives through a focused structure we combined 
three different methods of collaboration: 
                                                          
3 For example, Institute for Social Sciences of the University of Lausanne, Institute for 
Information and Communication Technologies of the HEIG-VD, etc. 
4 A short version of this conference contribution was also presented in October 2012 at the 
Swiss Exposition for Human Resource Management: www.salon-rh.ch 
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• Interdisciplinary workshops (1-2 days every 5 months) to establish the framework 
and the main lines of the research; 
• Individual work to allow each scholar to deepen specific problems and to conduct 
field investigations; 
• Discussions with (HR) managers to guarantee the integration of practitioners’ 
needs and expectations throughout the process. 
The workshops were carefully prepared (establishment of a program, clear cut 
objectives and instructions) by the committee members and participants were 
requested to submit work in advance as a basis for the discussion. One or two 
participants would also be invited to present a paper related to their individual 
research in order to gain momentum for the discussion. Each workshop resulted in a 
report. During the workshops the committee members would pay particular attention 
to the interdisciplinarity of the discussion (e.g. speaking slots), the achievements of 
the pre-defined objectives and the integration of the points of agreement/disagreement 
in the workshop reports. 
In addition, an on-line platform was created to allow the project members to share 
information required for the research. This platform is being used as support for a 
project database. 
4 First General Outcomes and Steps to Take in the Future 
4.1 First General Outcomes 
The research group met twice during the first half of 2012 to assess the relevance of 
the research topic, to define general objectives and to determine the common 
methodology. In addition to the points mentioned above (see 3.2), the first main 
outcomes are: 
• Elaboration of a common definition of IWEs5; 
• Clarification of the degree of involvement in the project realisation for each group 
member; 
• Establishment of a list of research interests studied in the project; 
• Establishment of criteria for the selection of applications to be studied in 
interdisciplinary research; 
• Selection of two applications representative of IWEs and their related ethical and 
managerial issues6.  
With regards to the success of the measures taken to ensure an interdisciplinary 
perspective and cross-institutional collaboration we found the workshops with their 
specific aim of allowing all present viewpoints to be heard to be the most effective 
                                                          
5 The definition which has been elaborated is: “Working environments fitted with ubiquitous 
computing system(s), often imperceptibly, which records, integrates, correlates and analyzes 
ambient data from diverse sources and is intended to meet the needs of the stakeholders 
automatically, in due time and in a personalized and intelligent manner.” 
6 The selected applications relate to health care management and to clothing with sensors. 
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tool in facilitating a collaboration between people who may not normally have 
interacted with each other. Translating the workshop discussions into results became 
possible through the mix of individual, small-group and large-group activities. 
However, we find room for improvement in this translation process: In hindsight we 
think we may have underestimated the necessity of keeping questions more closed 
and result-oriented rather than open and explorative. The latter, while necessary in 
early phases of the project, can later on lead to questions being raised repeatedly and 
to continued discussions of the mode of discussion. Therefore, we are aiming to keep 
an even closer eye on carefully defining the intended results of every activity to 
ensure measureable progress with the project.    
4.2 Main Steps to Take in the Future 
While the project is still in its first stages, we intend to pursue it through further 
organization of workshops, individual work and discussions between scholars and 
(HR) managers. These are expected to result in an interdisciplinary definition and 
analysis of a) global socio-ethical issues of IWEs, b) ethical issues for (HR) managers 
and IWE designers in particular and, c) HR management issues, all indispensable 
prerequisites to the development of relevant recommendations to (HR) managers and 
IWEs designers. Having developed these recommendations, the CC will be in a 
position to establish a roadmap for the development of further projects. For example, 
we plan the organization of a civic forum on IWEs in order to support the elaboration 
of recommendations to political authorities. 
5 Conclusion 
In this paper we have shown how we are building a CC to engender interdisciplinarity, 
cross-institutional collaboration and a common research structure in order to facilitate 
timely and relevant research of the socio-ethical issues that (HR) managers and designers 
face with regards to IWEs. We have introduced the framework that facilitates the 
research. Our aim in this is to allow other projects to implement our framework, or parts 
of it, in order to include an exploration of socio-ethical issues in their own projects.  
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Abstract. The need for conversational agents based on the Belief-Desire-
Intention (BDI) architecture rise to support natural interfaces in many application
areas of ambient intelligence, among which are the smart homes, health moni-
toring and assistance, care for the elderly, transportation, education, and tourism.
The objective of this paper is to present an implementation of a conversational
agent as a full-pledged BDI agent. This is achieved through mapping the BDI
constructs in intelligent agents to the natural language processing components in
a classic conversational agent, Eliza. Discussions focus on the process of reengi-
neering the conversational agent technologies into BDI approach.
1 Introduction
The need for conversational agents based on the Belief-Desire-Intention (BDI) architec-
ture rise to support natural interfaces for ambient technologies such as the autonomous
car, smart homes, consumer electronics including the mobile phones, clothings and
many others. Existing implementation of whether speech-based or text-based dialogue
systems are primarily developed upon natural language processing technology such
as natural language understanding, dialogue management, and natural language gen-
eration. It is often tied to a specific domain to manage the dialogue management and
information database.
Rather than a rigid architecture, the driving key to future ambient application devel-
opment should capitalize on the concept of agency, hence the autonomous capability.
Autonomy is distinguished by the need to make decisions at any given time based on the
context of current situation, hence autonomous systems are designed to make a rational
evaluation of the choices available including the possible courses of action that could be
taken. The level of autonomy ranges in capability from fully autonomous systems that
are capable to make own decision without human control, semi-autonomous systems
that requires certain level of approval from human authority or intelligent assistants
that provide advice but takes action based on decisions made by human.
Being autonomous, intelligent agents work independently towards accomplishing
explicit goals in making decision. In 1989, Pollock [11] introduces the terms cogni-
tive and conative side of an intelligent agent in general. The cognitive structure con-
tains declarative and procedural knowledge about the agent and its universe, and sets
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to achieve the built-in goals. The conative structure sets the preference or desire of the
agent. His argument is that an agent is only interested in its own state in the universe,
not the general state of the universe. Given this premise, an agent is likely to ascertain
its own circumstances in making decision as influenced by its conative structure. From
the perspective of intelligent agents, this means a conversational agent requires a self-
reflecting thought mechanism or desire in its conative structure prior to communicating
with its knowledge base by wiring the agent with (1) sensory input that represents its
belief, and (2) rational deliberations that result in its intentions.
The conative structure of agents has been formalized as belief (B), desire (D), and
intention (I) by [12]. Belief-Desire-Intention (BDI) is a mature and commonly adapted
architecture based on the theory of human practical reasoning by Bratman [3]. Fol-
lowing the BDI architecture, agents are supplied with a set of plans (intentions) that
describe means to achieving their goals (desires) under varying circumstances as trig-
gered by events according to their internal informational state (beliefs) of the world.
In the essence, a BDI agent adopts a plan as its intention in reaction to an event that
could come from a change in environment or change in its belief. The algorithm for
BDI interpreter is as follows, which to date has benefited from various extensions to
support capabilities [9], look-ahead planning [13], commitment [4], and norms [8] to
state a few.
The objective of this paper is to present an implementation of a conversational agent
as a full-pledged BDI agent. This is achieved through mapping the BDI constructs in in-
telligent agents to the natural language processing components in conversational agent.
The remaining content is organized as follows: After the slight insight in conversational
agency, conation, and BDI formalism, we will present an existing conversational agent
called Eliza [14] and the software Jack Intelligent Agents that is used as the vehicle
to implement Eliza into a full-pledged BDI agent. Discussions that follow focus on
the process of reengineering the conversational agent technologies into BDI approach.
Finally, we will conclude the findings with some indication for future research.
2 Conversational Agents
Research has shown that the use of conversational agent results in improved understand-
ing of the presented information [2]. Conversational agents exploit natural language
technologies to engage users in text-based question-answering [10] or task-oriented
dialogues for a broad range of applications [7]. It is also an intuitive interface for tech-
nologies and applications using ambient intelligence such as in care homes, workplaces,
hospitals or schools. Three basic components in a conversational agent are (1) the inter-
preter to perform parsing on user utterance, (2) the dialogue manager to manage content
and turns of the dialogue structure, and (3) the response generator to generate response
utterance back to user. Different levels of analysis by the interpreter are essentially the
natural language understanding (NLU) tasks and the response generator is part of natu-
ral language generation (NLG) process. Meanwhile, data stores are the domain-specific
knowledge base with authoring facilities that should be straightforward enough to be
maintained by non-technical personnel. Figure 1 shows components of conversational
agent adapted from [7].
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Fig. 1. Components of Conversational Agent [7]
This paper does not intend to model complex natural language processing techniques
from tokenization to generation because the objective is to re-implement a conversa-
tional agent in a BDI architecture regardless of its natural language processing tech-
nologies. Hence, a conventional conversational agent called Eliza [14] is chosen due
to its architectural simplicity. Eliza is perhaps the first computer program that is able
to communicate with human user in natural language. In his article, Weizenbaum [14]
described the logic of natural language processing capabilities in Eliza. The behavior
of Eliza is controlled by a script that consists of input patterns extracted from user ut-
terance and corresponding responses, which is also appended at the end of the article.
The core of natural language processing technology in Eliza lies only in text manip-
ulation based on the concept of transformation rule associated with certain keywords.
The transformation rule technique, as described in detail by [14], works to (1) decom-
pose an input string into a selection of keywords, and (2) reassemble the decomposed
string based on given assembly patterns. An example of a decomposition pattern with
the corresponding assembly pattern is given below, where one keyword may have more
than one decomposition pattern as well as reassembly pattern and (*) represents an in-
definite number of unrecognized words:
Input string: (1) It seems that (2) you (3) hate (4) me.
Keyword: you
Decomposition pattern: * you * me *
Reassembly pattern: What makes you think I (3) you?
Output string: What makes you think I hate you?
The natural language processing steps are as follows. First, the entire user utterance is
tokenized into whole words separated by spaces. This means no stemming or reducing
inflected/derived words into its root are performed. Second, the list of keywords is con-
structed from the words that have been tokenized and is sorted according to the weights
associated with the keywords in the script. In the example above, the first recognized
keyword found from the list is the word ”you”. Third, for the given keyword, a decom-
position pattern is selected, which has the word ”you” and ”me” with infinite number
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of unrecognized words in between. If no pattern is found, Eliza will repeat this process
using the second keyword in queue. Fourth, for the selected decomposition pattern, a
reassembly pattern is selected. In the script, there may be more than one reassembly
pattern and Eliza will use the pattern according to its sequence. Finally, the resulting re-
sponse utterance after substitutions take place is returned to the user with the impression
that Eliza understood what the user was implying.
Referring back to Figure 1, text manipulation techniques in Eliza show that Eliza
only performs a shallow syntactic analysis in the interpreter module. The transforma-
tion rule of decomposition and reassembly is working in the capacity of the dialogue
manager that is supposed to manage the state of dialogue as well as the dialogue strat-
egy. Finally, the entire response generator component is not applicable because Eliza
response is based on substitutions in the reassembly pattern templates. The following
section will present the mapping of BDI constructs to the component of conversational
agent Eliza.
3 BDI Implementation
Programming Eliza in BDI is implemented using Jack Intelligent Agents (Jack) by
Agent Oriented Software [6], [15], which is a Java-based agent-oriented development
environment. While the term agent may describe a range of software components, the
entire system in agent-oriented programming is modeled in the form of agents with
autonomous reasoning entities capable of making pro-active decisions while reacting
to events in their environment [1]. Jack is based on the Belief-Desire-Intention (BDI)
paradigm that has been extensively studied in [12] and [16] and fully supports the de-
sign, implementation, and monitoring of BDI agents.
The BDI paradigm is an important feature of Jack using agent-oriented concepts such
as Agents, Event, Plans, and Capabilities as well as Agent Knowledge Bases. The Agent
class embodies the functionalities associated with Jack, the Event class is the originator
of all activities within Jack, and the Plan class describes a sequence of actions that an
agent can take when an event occurs. The core programming constructs in Jack is shown
in Table 1. The constructs Agent, Event, and Plan in Jack are graphically represented by
Table 1. Core Jack Programming Constructs
Construct Description
Agent Agents are the individual computational entities within Jack.
Event Events are the prime mover or the central motivating element in agents. Events
are generated in response to external stimuli or as a result of internal process.
Plans Plans are a set of procedures that define how agents should respond to events.
When an event is generated, Jack will consider all plans applicable to the event
and select the plan as its next intention. There may be more than one plan to
achieve the same goal.
Beliefset Beliefsets represent the agents belief as programmed in Jack. This is knowledge
about self and the world it resides in.
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Fig. 2. Design Eliza Ad in Jack Environment
icons connected with lines that indicate the relationships between the constructs, which
include the goal, contexts, reasoning steps, and actions by the agents.
As described, each Jack agent has (1) a set of beliefs about the world (its dataset),
(2) a set of events that it will respond to, (3) a set of goals that it may desire to achieve,
and (4) a set of plans that describe how it can handle the goals or events that may arise.
Figure 2 shows the design for Eliza as implemented in Jack, where (1) Eliza has a script
as its belief, (2) Eliza posts and handles event from user, (3) Eliza has desire to respond,
and (4) Eliza uses plan. As a conversational agent, the design shows that when Eliza is
instantiated, it will wait for input utterance from a user that it should return a response
to. When such input is obtained, it is considered as an event that needs to be resolved
hence Eliza will look through in its plan base on how to respond to the event.
Belief (B) represents the informative component or knowledge of the agent state
(self and the world it resides in) that is stored in a beliefset. A belief first come from
an environment, i.e., the agent believes that an utterance exists in its environment and it
needs to respond. Beliefs may also be implemented as inference rules that lead to new
beliefs. In Eliza, belief is implemented as a set of decomposition rules (Decomp) in the
script file. The script contains Decomp rules that extract the pattern in user utterance
and determine which reassembly pattern will be used to construct the response. The
decomposition and reassembly patterns represent its new belief as a consequence of the
Decomp rules (function).
The following shows the decomposition and reassembly patterns as extracted from
script for a keyword ”you”. A given keyword may have more than one decomposition
pattern and one decomposition pattern may have more than one reassembly patterns as
described by Weizenbaum [14].
Decomposition pattern: (1) you are (2)
Reassembly pattern:
What makes you think I am (2)
Do you sometimes wish you were (2)
Perhaps you would like to be (2)
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Desire (D) represents the motivational component of the agent state in the form of goals
to be accomplished. A conversational agent desires a list (plan) of possible responses
to the user, whereby the list represents the many ways the agent could take to achieve
its goal. In Eliza, desire involves deliberating for the possible reassembly patterns from
decomposing the user utterance until a keyword is extracted, matching the keyword
through its belief coded in Decomp, adopting a reassembly pattern as its intention,
and finally returning a response utterance back to user. However, note that one of the
important aspects of the BDI reasoning model is that it models goal-directed behavior
in agents, rather than plan-directed behavior [1]. This means a conversational agent
will commit to return a response to user (its desire), regardless the methods chosen to
achieve it.
The following is the parsing algorithm in Eliza adapted from [14] as explained in
Conversational Agent. Line 1 to Line 16 is executed each time Eliza gets an event
(input utterance) from user and its belief is updated. The entire algorithm concerns on
deliberating for the best reassembly pattern.
01 perform input transformation
02 decompose input into array of words
03 repeat for each word
04 match with keyword in script
05 if keyword found
06 try each decomposition pattern in sequence
07 if match with keyword
08 execute reassembly pattern and return
09 else
10 repeat line 6
11 else
12 search keyword in memory
13 repeat line 5
14 else
15 return random response
16 end repeat
Finally, intention (I) represents the deliberative component of the agent state that
have been committed based on plans (possible reassembly patterns). In other words,
what makes Eliza choose the best response is its intention. Every time Eliza posts an
event to indicate a user utterance is received, ElizaPlan is the first source that Eliza
will consult to proceed in achieving its desire. Plans can be thought as a procedural
manual or a collection of methods in conventional programming languages. However
in Eliza, planning only involves interaction between the decomposition and reassembly
patterns, dictionary of associative words or the backup of random answers. Because all
are implemented in the single-point script file, hence Eliza only needs one plan. Due to
this, the BDI mapping in Eliza may appear to be too simplistic. The following section
will discuss the potential of a BDI-based conversational agent.
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4 Discussion and Conclusion
Recall that the beliefset for Eliza Agent is the Decomp script, which is a straightfor-
ward implementation for pattern matching that sidesteps the entire response generation
process as in conventional natural language generation component. However, this is
not necessarily the de facto implementation of conversational agent. The response gen-
erator may be implemented as another agent that is responsible to generate response
utterance using information in its beliefset. Meanwhile, the beliefset may be designed
for a specific domain. For example, in a theater reservation system, the conversational
agent must keep the details of theatrical performances such as title, date, show times,
actor, director or other details. Similarly, in a Chemistry tutoring system, the belief-
set may contain the details of Chemistry syllabus such as topic, equations, experiment
or equipments. In a more advanced design, the beliefset may even be represented in
the form of standard or domain-specific ontology under the responsibility of another
ontology agent.
Unlike in Eliza, the separation of tasks for response generator agent and ontology-
based beliefset promotes scalability and modularity in conversational agent develop-
ment. The agent-oriented concepts could also be applied to other components in a dia-
logue system, such as for the interpreter. This means, more agents such as an ontology
agent, thesauri agent or translator agent could be incrementally added to the design
of conversational agent, while maintaining the architecture of belief, desire, and inten-
tions. In this respect, the desire of a conversational agent should orchestrate execution
of other supporting agents as strategized in its plan base, which is essentially the task of
a dialogue manager. For instance, should the agent is unable to interpret user utterance,
it may choose to ask the user to rephrase the utterance, consult the translator agent or
connect to another ontology agent from different domain. Again, unlike Eliza, planning
in conversational agent should not be limited to single reference point as in the script
file.
Because a conversational agent is not able to carry out conversation about arbitrary
subject, research on conversational agent or dialogue system is often being carried out
in isolation. This is due to the architectural design that greatly varies from one sys-
tem to another. Aside from the interpreter, dialogue manager and response generator,
a dialogue system may consists input decoder such as for speech, handwriting or ges-
tures and output renderer such a text-to-speech (TTS) engine, avatar or a talking head.
From the academic perspective, implementation of dialogue system from component-
based to agent-based is able to offer solution to the problem of subjective evaluation
in conversational agents. This means for comparison purposes, researchers may choose
performance of a particular agent, for example the recall and precision for the thesauri
agent, while assuming other agents are working independently.
As for our future work, we believe that cognition and conation [11] are not all that
there are to the mental attitudes, hence to the agent. Hilgard [5] first introduces the
trilogy of mind that includes feeling and desire as well as knowledge, emotion and mo-
tivation apart from cognition and conation. In future, we will consider this third side of
conversational agent, which is affection. We will proceed to implement the cognitive
(thinking), conative (doing), and affective (feeling) self-regulating capabilities in con-
versational agent using BDI-based Jack Intelligent Agent. We hope this contribution
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will lead to realization of multi-modal systems with ambient intelligence that support
speech, emotions, and body gestures in the near future.
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Abstract. Sterilization of medical instruments is a complex task because of legal
prescriptions and many regulatory specifications. Complicated instruments must
be correctly disassembled and loaded on a rack before they can be automatically
processed in a cleaning and disinfection machine. This paper proposes an assis-
tive system helping workers to avoid fatal errors during reprocessing. The system
provides disassembly instructions and important information for the reprocessing
of medical instruments to attract the worker’s attention to critical issues. Contin-
uous improvements and context-sensitive instructions are integrated by the use
of business process models, a tabletop projection system with a gestural inter-
face and radio-frequency identification (RFID) for instrument tracking. The user
interface adapts to the criticality levels of instruments, which are continuously
gathered and updated from the quality management of a sterilization department.
1 Introduction
Central Sterilization Supply Departments (CSSDs) are facilities in hospitals and labora-
tories where contaminated medical instruments are cleaned, disinfected and sterilized.
Reprocessing of medical instruments is critical, since mistakes can lead to dangerous
residues on instruments that can cause harmful (nosocomial) patient infections, as well
as higher costs due to faster instruments wear or repeated reprocessing. Legislation
in Germany forces the manufacturer of medical equipment to deliver instructions for
cleaning, disinfection and sterilization. Quality management and process documenta-
tion are also forced by law [8,11]. Although instructions and workflow definitions exist,
the worker within a CSSD is not always aware of them for several reasons: First, new
or inexperienced workers are not familiar with the different instruments and hygienic
restrictions. Second, a time limit for reprocessing is given for a set of instruments to
be sterilized and ready for use. Thus, time for checking the disassembly of instruments
and the machine loading is limited. Third, there are several thousands of different in-
struments in a hospital. For each instrument the worker has to assure the correct disas-
sembly and loading of a cleaning and disinfection machine. With the high number of
different, complex and changing instruments this is a difficult task. Fourth, instructions
are not available in a consistent way, because every vendor uses a different format. An
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assistive system can therefore be highly useful in order to help the worker with the re-
processing of critical instruments by drawing his or her attention to correct and critical
handlings. Failures during reprocessing can potentially be avoided by supporting the
worker with the right information at the right time in the right place. Alongside, pro-
cess documentation and evaluation also benefit from a system that enables fast input
of process parameters, e.g. issues with a given instrument. Since a CSSD is a delivery
service within a hospital, the system ideally embeds into the hospital logistics software.
Fig. 1 shows the challenging environment in the decontamination area of a CSSD.
Fig. 1. Example of a workplace in the decontamination area of a CSSD. The worker disassembles
contaminated instruments.
Given these requirements and the hygiene restrictions in the challenging decontam-
ination area of a CSSD (Fig. 1), the development of a computer based user assistance
system is an ambitious task. To the best of our knowledge no such system has been
described for today’s CSSD.
We propose an approach on how to support workers in the decontamination area of
a CSSD with an assistive system that utilizes a depth camera for hand tracking as well
as a user interface realized as a table-top projection to enable human computer inter-
action in this challenging environment. The user interface provides context-sensitive
information about the instrument currently reprocessed and allows the worker to in-
put process-relevant information, which can further be utilized by an additional quality
management process to e.g. generate failure reports. Workflows and data management
are controlled by executable business process models. We thereby address both the chal-
lenging task to display appropriate context-sensitive information to support the worker
in the concrete task and the approach to integrate the assistance system in the larger
context of the hospital’s quality management and data infrastructure.
Sect. 2 gives an overview of related work. Sect. 3 describes the requirements for as-
sistive technology in a CSSD. Sect. 4 introduces our our integrated system architecture
that deals with these requirements and briefly describes the current implementation and
interaction design. A summary and outlook is given in Sect. 5.
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2 Related Work
The preparation of medical instruments for disinfection falls in the broad class of man-
ual tasks which in the literature are mostly discussed in the context of assembly and
manufacturing. In particular, the project ACIPE focuses on intuitive and naturalistic in-
teraction between a worker and an assistive system for human manual workplaces. It
proposes mental, cognitive and process models for adaptively presenting instructions,
according to working situations [2]. The “Attentive workbench” assists the worker in
manual assembly with automatic parts delivery and projection of assembly instructions
[9,10]. Ziola et al. [13] propose an augmented reality system for guidance with the as-
sembly of LEGO Bricks. Additionally, the system detects constructed objects via com-
puter vision and augments the environment with multimedia content. Zhang et al. [12]
combine RFID, inertial sensors and a head mounted display to support the assembly of
a 3D-puzzle and a computer mouse.
This literature describes assistive technology more or less applicable in the CSSD-
domain, but is limited in relying on a fixed set of predefined data for worker guidance.
Changes to this data require a separate interface and cannot be made within the interac-
tion loop. The question on how an assembly system can acquire and maintain a valid set
of instructions remains open. This is a critical question for the application of assistive
systems in manual assembly and especially in hospitals, where thousands of different
medical instruments exist and change over time.
3 Interaction Requirements and Hardware Setup
An assistive system for worker support in the decontamination area of a CSSD must
meet special requirements. Acceptance and usability of the system by the worker is crit-
ical, because otherwise the worker will most likely ignore the system. This issue implies
a number of requirements for placement of instructions and relevant information in the
workers field of view as well as the robust and fast possibility for user input and instru-
ment annotations. Interaction design is important, because context-aware information
and context-aware control elements have to be present in the worker’s field of view
and thereby attracting the worker’s attention to the critical tasks of reprocessing a com-
plex instrument. However, in case of simple and uncritical instruments (e.g. clamps) the
worker does not need assistance and therefore must not be annoyed. For the selection of
interaction hardware, keyboards and touch screen are impossible in the decontamina-
tion area of a CSSD because the workers uses thick hygienic gloves, contaminated with
residues from the operating room and cleansing material. Moreover, ergonomics and
organization of the workplace are important because they directly influence the process
efficiency and the worker’s acceptance. Consequently, a touch-less interaction is the
method of choice, which we implement by means of a gesture controlled projective dis-
play. Additionally, the time for reprocessing medical instruments should not be delayed
by the use of the assistance system.
Our system setup is shown in Fig. 2(a). For our prototype, we assume that RFID-
tags are mounted on each instrument, which allows tracking and automatic process
documentation for single instruments. Process documentation is required by law, as
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(a) Hardware Setup (b) The user interface supports the worker by repro-
cessing instruments. All UI-elements are visible.
Fig. 2. System Prototype: The UI is projected on the workspace. A depth camera tracks the
worker’s hand and allows interaction with the UI. Additionally installed RFID and Barcode scan-
ners are used for instrument tracking and process documentation.
already described in Sect. 1. Our prototype also includes also a barcode scanner for
tracking sets of instruments, which is already widely used in practice.
The RFID-reader is mounted in the front of the workstation. A projector displays
information directly on the workspace and a depth camera captures the workspace from
above. This hardware setup provides a gesture controlled projective display. Fig. 2(b)
shows the User Interface (UI) which is context-sensitive to the instrument’s criticality
level. Only a small number of UI-elements are used: A panel shows instrument core
data while two other optional panels display instructions and special issues (e.g. recla-
mations) for an instrument. The visibility and configuration of these UI-elements are
controlled by workflow models.
4 System Architecture and Prototype Interaction
Our system uses the Modell-View-Control pattern [3]. The business process models, a
database with instruction and process information and a functional UI-model hold the
necessary information about the overall process as well as the process logic and UI
states. The UI displays this information and a controller executes the business process
models and controls the application. In the following, we describe the basic workflow
and the system architecture.
In the proposed system, the worker starts reprocessing of an instrument by scan-
ning the instrument’s RFID-tag which is a unique identifier of the instrument. Default
instructions for reprocessing are previously assigned to the instrument’s RFID-tag by
a CSSD administrative with a desktop pc running a dedicated application (“Admin-
strationGUI”). The worker can annotate these initial instructions during reprocessing
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assisted by the UI “InstructionGUI” in order to report process-relevant data, e.g. recla-
mations on defect instruments.
The system guides the worker through the disassembly and rack loading as shown in
Fig. 2(b). The framework “dSensingNI” [6] processes the image from the depth cam-
era and extracts the worker’s hand positions and gestures which it communicates via
the TUIO protocol [5]. The system supports trigger actions analogue to a mouse click,
i.e. a ‘touch-less finger event’ (defined by hand sufficiently close to table) allows ini-
tiating a software function connected to a button or widget element at that location.
Direct touches with the contaminated surfaces in a CSSD can be avoided by specifying
a desired distance between the hand and the surface.
The CSSD quality management is utilized to classify instruments’ criticality: The
operating room or a CSSD worker annotates an instrument if any problem such as a
defect or wrong assembly occurs. Our system uses this reclamation history of a given
instrument to influence the interaction behavior. A business process model (“Criticali-
tyClassification”) continuously classifies the criticality of the reclamation history: If a
specific instrument had several issues in the past, the workflow model ensures that pre-
cise reprocessing instructions are displayed in the worker’s field of view. Additionally,
a confirmation dialog must be acknowledged, to assure that the worker is aware of the
typical issues with the instrument. In contrast, no information is shown for instruments
classified as non-critical, because we can assume that the workers are already familiar
with the correct reprocessing, and therefore they are not disturbed by unnecessary in-
formation and dialogs. If there is no or not enough information available for a specific
instrument, the system automatically asks a CSSD administrative to submit reprocess-
ing instructions. The technical challenge is to integrate the assistance system into the
overall quality management of the hospital. The CSSD processes can be modeled very
well, since legislation and reprocessing guidelines exist. By utilizing business process
models and the powerful “Activiti”-framework [7] for the definition of our UI-behavior,
the application potentially integrates smoothly with other processes in the CSSD and
the hospital, e.g. purchase logistics.
Data maintenance is done by BPMN 2.0 process models [1,4]. The “Activiti”-
framework provides an execution engine which allows to model the CSSD process in
detail and to bind software functionality to the different states of workflow. As Fig. 3
shows, we use BPMN 2.0 models to 1) acquire instruction datasets in a consistent rep-
resentation1, 2) to assess the criticality of these instructions for the worker, 3) control
the user interface states regarding to the criticality level and 4) get reclamations and
annotations on instruments from workers consistently. More in detail, the table top UI
software architecture uses a Model-View-Control pattern. The model represents the UI-
State and is controlled by the business process models. Since the Activiti-framework
allows graphical edition of business processes, the behavior of the UI can be modeled
graphically. Simplified, the UI-model for the workspace user interface has one property
for an information object that is shown and one for the information density on the table.
1 We defined a domain specific data object ‘InfoStruct’ that holds all information about an in-
strument such as core data, instructions, reclamation history, etc.. This data struct uses stan-
dardized data formats for multimedia instructions (e.g. JPEG, AVI, PDF ...) and forms the
main data object for internal representation of instruments’ data.
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The information density conditions how much details are presented on the workspace
and which user control elements like buttons are necessary. The lowest information den-
sity is a simple representation of a help button and basic information about the current
instruments core data, like name and ID. The highest information density provides ad-
ditional instructions for reprocessing as well as warnings in case something went wrong
with the instrument. The instruction can be presented in video, picture and text form.
With the use of business process models, very complex tasks can be modeled and the
UI-state can be set for each subtask. For instance, a process model describes the subtask
of an instrument’s disassembly process and the UI-states and confirmation dialogs for
each subtask.
In our prototype, scanning an instrument’s RFID-tag starts the business process
“TaskManagement” which first checks if there are previous tasks that have to be ac-
complished before the new instrument can be handled. In case of unfinished previous
tasks, the process model either automatically marks the task as ‘done’ or it shows a
special confirmation dialog. In this way, tasks are auto-accomplished, if the previous
instrument was classified as uncritical or the confirmation dialog appears if a previous
task on critical instrument has not been accomplished yet. This ensures the worker’s
attention on critical issues. After acknowledgement of the previous task is guaranteed,
a workflow for setting the UI-model properties of the reprocessing view is executed.
Based on the information available and the reclamation status of the given instrument,
the UI is set to one of three modes. In the ‘silent’-mode, nothing but core data and a
help button is shown. The ‘warning’-mode is used when the reclamation count is greater
than one and a message is shown about the last issues with the instrument. The mode
‘critical’ is used when more than two mistakes happened during the last reprocessing.
This mode additionally enforces the worker to explicitly acknowledge the correct treat-
ment of the instrument. Symbolic weather-icons inform the worker about the criticality
of the current instrument. During reprocessing, predefined annotations can be selected
in order to add a reclamation on an instrument, e.g. if the worker wants to mark an
instrument as wrong assembly. Adding a reclamation starts a business process, which
calculates and updates the criticality of the instrument.
While developing and testing our prototype, we have conducted pre-studies with
students from computer science. With no knowledge about the system and the repro-
cessing of medical instruments, they were able to correctly prepare medical instruments
for automatic cleaning and disinfection. They did not achieve this without the system.
Instruments were correctly disassembled and correctly loaded on a cleaning rack, recla-
mations could easily be added to a specific instrument. Qualitatively compared to re-
processing without assistance provided by the system, they did fewer errors and needed
the same amount of time.
These very preliminary but encouraging experiences show the potentially high effec-
tiveness for supporting workers. A quantitative study to measure time, error rates, ac-
ceptance and usability of the system compared to the situation found in today’s CSSDs
is currently under the way.
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Fig. 3. System architecture. Workflow models are executed by the process engine and control
the persistent data storage as well as the user interface for instruction submission and instruction
view. The domain specific layer contains specific data structure and subsystems for the CSSD
domain. The ‘AdministrationGUI’ is currently used for the input and editing of instructions.
5 Conclusion
Our proposed approach for assisting CSSD workers combines BPMN 2.0 workflow
modeling together with gesture-based interaction and tabletop projection in order to
assist the worker with the complex cleaning, disinfection and sterilization of medical
instruments. The interactive display is controlled by BPM processes and therefore di-
rectly integrates in a larger scale application that controls the overall processes in a
CSSD domain, e.g. quality management. A prototype of the proposed system shows
high potential for effective worker guidance. The system allows to aggregate informa-
tion about preparation issues and equipment problems that can be accessed and shared
between several workplaces. Future work will extend the prototype’s functionality and
enhance the integration in larger scale CSSD software and future studies will evaluate
the usability and failure prevention capability of the prototype.
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Abstract. An ambient intelligent environment aims to have a pervasive compu-
ting, being a new paradigm that supports the projects of the next generation of 
intelligent systems and introducing new means of communication between man 
and machine. This paper reflects our efforts to develop an integrated control 
system for our Laboratory of Ambient Intelligent Decisions (LAID) in GECAD. 
The main purpose was to develop an application that is able to control three IP 
cameras Sony SNC-RZ25, together with the ability to monitor, control and view 
lab computers, thus adding a component of artificial intelligence in preparing 
and tracking a meeting in a smart environment. Therefore, this intelligent sys-
tem is now closer to make decisions and interact with users without human in-
tervention. 
1 Introduction 
AmI stands that in a near future, users are provided with services that support their 
activities in everyday life. AmI scenarios, like a smart meeting room, recognize the 
presence of individuals and seamlessly react to them. To accomplish this, some AmI 
systems are built with embedded sensors in the environment that acquire and exploit 
data with the purpose of generating automatic and semi-automatic responses to 
events. There are different sensor and network technologies: RFID, Wi-Fi, 4G cell 
networks, etc. However, visual sensors are receiving more attention in the last years, 
due to the ability of gathering a large amount of interesting data [1].  
Videoconference or video surveillance is increasingly being used in events such as 
meetings. With the potential that the Internet offers us, using IP cameras, it is possible 
to visualize these same images anywhere in the world. Nowadays meetings are impor-
tant events in our daily lives, where we can distribute information and share know-
ledge. Traditionally, in an old fashion meeting, people frequently forget important 
information presented, whether because they could not attend the meeting or simply 
because there’s just too much data, information and knowledge to retain. Most of us 
take notes and review them later, a process that can be inefficient, incomplete and 
inconsistent. The smart meeting systems are designed to support a new paradigm, 
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automatically recording meetings on digital media, to perform post tasks like archive, 
analyze and summarize a meeting [2, 3, 4]. In this article, we will start by exposing 
smart offices followed by the presentation of LAID, our test bed environment for this 
proposal. We will then present a new approach for video/other context data capture, 
preparing and tracking a meeting in a smart environment. A section with tests and 
results will be presented. This article ends with the conclusions and future work. 
2 Smart Offices 
To develop an intelligent environment, it is vital that the whole architecture efficiently 
uses the physical components such as sensors, software and intelligent electronic 
devices. Through these components, and using the information received by these sen-
sors and software, it’s possible to analyze the environment and launch actions in order 
to change its current state. For this, networks of sensors / actuators need to be robust 
and organized in order to create a platform for ubiquitous/pervasive computing. 
Streitz, et al., in 2005, developed a research where they were looking for an architec-
ture that would support collaboration, informal communication and social awareness. 
The planning to this architecture was made with the purpose of giving components 
intelligence and the ability to interact with the user in a simple and intuitive way. 
These researchers have introduced the distinction between two types of intelligent 
components [5]. Systems Oriented: these create an environment with intelligent indi-
vidual components and make it self-oriented performing actions based on the infor-
mation gathered. Thus, the system leaves humans out of the decision process; People 
Oriented: the main objective is to ensure that “smart spaces make people smarter”, so 
that the user has control of the entire system and can make the decisions, being the 
primary responsible for these same actions. 
In an expedited basis, we can say that Smart Offices aim to support users in       
performing their daily tasks, making changes in the environment, thus allowing an 
individualization of the desktop for each user. The work described on this paper was 
developed based on this kind of environments and with an architecture “oriented to 
people”, which, as stated before, leaves a great share of the responsibility to the user 
[10]. Figure 1 depicts a generic architecture for a smart meeting system where we can 
see three layers: Meeting Capture, Meeting Recognition and Semantic Processing, 
each and every one of them with some basic modules. The Meeting Capture layer is 
responsible for acquiring data from the environment, focusing on three major types of 
data: audio, video and other context data. The mid-layer, Meeting Recognition, is 
responsible to analyze the content captured by the Meeting Capture layer. It’s where it 
resides services like speech recognition, person identification or activity recognition, 
giving some meaning to the captured content and at the same time providing the es-
sential support to the upper layer, Semantic Processing. Semantic Processing handles 
high level manipulations such as Meeting Annotation, Meeting Indexing or Meeting 
Browser. The content of this article focuses on the two lowest layers, Meeting Cap-
ture and Meeting Recognition. We propose a solution based on a real scenario to deal 
with captured data using Video and Other Context Data, unifying these two sources of 
data in our lab at the Meeting recognition layer.  
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Fig. 1. Generic Architecture for a Smart meeting System (adapted from [6]) 
3 LAID – Laboratory of Ambient Intelligence for Decision 
Support  
The tests performed to evaluate our proposal were done in the Laboratory of Ambient 
Intelligence for Decision Support (LAID) [7]. 
 
 
Fig. 2. LAID 
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LAID allows us to make distributed and asynchronous decision-making meetings, 
so the participants can attend the meeting wherever they are. The software in this 
intelligent decision support environment share computers, information and services 
throughout the network [8, 9]. Figure 2 shows GECAD’s Laboratory of Ambient 
Intelligence for Decision Support. This lab is equipped with 6 interactive touch sensi-
tive 26” LCD screens, each one for 1 to 3 persons. In addition to this equipment, there 
is also a 62-inch plasma, a touch screen ideal for presentations. The room is further 
equipped with a video / audio system comprising three CCTV IP cameras, multiple 
microphones, an audio mixer, integrated speakers in the ceiling and active terminals 
controlled by a CAN network [1]. 
4 Proposed Approach 
This system was developed for a real scenario, the Knowledge Engineering and Deci-
sion Support Research Center (GECAD) LAID smart meeting room. As shown in 
figure 3, the system architecture consists of three new main parts: Laid CamControl, 
iTALC and a server for maintaining data from the meetings. 
Laid CamControl is a new module prepared to capture and record the meeting as 
the time goes by, interacting with iTALC, an open source software for intelligent 
learning and teaching [11]. iTALC is able to give a lecturer permission to create class-
rooms, with computers and users. Once those computers from LAID and users are 
added, definitions can be saved and reused later. A person who is supposed to lead a 
meeting may have different needs than another one. That person can create a scenario 
where only 4 specific computers in LAID room are used, while another one might 
need all 6 computers. Therefore iTALC offers a lot of possibilities, such as see what's 
going on in computer-labs by using overview mode and make snapshots; remote con-
trol to all computers to support and help other people; show a demo (either in full 
screen or in a window) - the screen of who needs to expose something is shown on all 
other computers in real-time, and also can send text messages from the master com-
puter to the others. Another very important feature: iTALC's network-technology is 
not restricted to a subnet and therefore, people from outside LAID room at home, at 
work, on any part of the world can join the meeting via VPN-connections. 
 
Fig. 3. Modified Partial LAID Architecture 
This software is very important not to track a meeting but to support it. In figure 3, a 
connection with Laid CamControl can be seen. The interaction created between the two 
modules it’s what gave us the ability to track a meeting and support it in an intelligent 
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way, recording everything that happens, but essentially, recording what matters. If some-
one is speaking and its screen is transmitting data to the other ones, we need to focus our 
attention on that person and at the same time on what he or she is showing. Laid Cam-
Control steps up at this time, being able to add, remove and control our LAID IP cam-
eras. In the next figure, figure 4, Laid CamControl’s interface is showed. The primary 
camera is always the one transmitting at the center of the interface. The other ones can be 
added and stay at the left, with a smaller refresh interval, waiting for a switch to be made, 
by the user or automatically, turning, at the time of the switch, into the primary camera. 
The Command Panel is located on the right side of the main window, as shown in 
figure 4. After binding to at least one camera, the user can control the orientation 
through the navigation buttons (enabled by default) or the bars angles (by selecting 
the slidebar control), both located on the Command Panel.  
 
Fig. 4. LAID CamControl Interface 
The application also has a scenario configuration functionality, allowing the user to 
choose between setting a new scenario or load a previously defined scenario. This 
feature has major advantages. One is that the user can set the location of the various 
terminals distributed by the conference room and several pre configured camera posi-
tions. This allows uploading one of several possible scenarios, composed of six, four 
or even two terminals, along with the positioning of all three cameras. The scenarios 
may still have the same number of terminals; however the layout of the tables can be 
changed for some reason if GECAD wishes. That information can be stored and be 
used at any time of the meeting, whether to initiate it, or to make quick, automatic and 
semi-automatic decisions to support the whole process of capture and record the 
meeting. Figure 5 depicts the overall system operation, since the meeting starts,    
explaining the flow when participants’ interactions appear.  
242 J. Teixeira et al. 









ITALC gives permission & 













ITALC and Laid CamControl 
return to default settings
























Fig. 5. Overall System Operation 
When a meeting is about to start, iTALC and Laid CamControl must be running on 
the main Desktop. iTALC checks the connectivity with all the hosts existing in LAID 
and loads a user class and respective hosts. Each host has an IP, name and MAC Ad-
dress. This communication between the main desktop and the clients is secure, using 
credentials, public and private keys to exchange authentication data. At the same time, 
Laid CamControl is responsible to check if all the cameras are reachable and load 
them. These cameras have an IP address, a name, as well a default value for PAN, 
TILT and ZOOM. The second main step is to load a scenario, accordingly to the type 
of user that is responsible for the meeting. Customized scenarios can be stored and 
loaded, containing witch terminals will be used and witch one is the primary (a meet-
ing might not necessarily start by someone presenting documents or media in the 62’’ 
plasma); initial values for pan, tilt and zoom of all cameras are also loaded. The meet-
ing starts to be captured with a central camera responsible to collect video signals 
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from what’s being showed at the 62’’ plasma and from the area around this equip-
ment, where usually a person might be. The other two lateral cameras are prepared to 
follow the other participants when they interact with the systems and present relevant 
information to the meeting. 
This leads us to a final and third phase presented in figure 5: participants’ interac-
tions. When someone wants to interact, by speaking and specially present documents 
or any other kind of media to the other participants, iTALC must grant or deny per-
mission. If it is granted, Laid CamControl is notified and cameras are repositioned as 
well as all screens get to see what that person has to show. This can be optimized by 
doing something very similar when loading scenarios at the beginning. By example, if 
terminal 2 was granted permission, values for pan, tilt and zoom of all cameras might 
be loaded automatically, without human intervention, once there was a prior configu-
ration and the system may react by itself to the change. 
5 Implementation and Testing 
All implementation was done with C# and C++ programming languages, plus addi-
tional CGI scripts in order to process HTTP requests to the cameras. Several tests 
were performed in order to assess the system’s capacity in dealing with IP cameras 
and communication between the two modules. Through an implementation layer 
perspective, boundaries had to be defined when a camera needs to move by itself. 
Values of tilt, pan and zoom must be restricted in a first approach and then controlled 
when communicating with the remote server embedded in each camera, so that we 
can guarantee the correct positioning from a whole scenario to a simple movement.  
When dealing with IP cameras and software that is able to communicate among an 
IP network, some cautions need to be taken care. Besides the inserted common con-
trols that improve the system’s usability, such as trying to add cameras with wrong 
IPs or IPs that do not belong to the network itself, system performance was a conti-
nuous concern throughout the development of this work. Communication is funda-
mental between the two modules presented, but also between Laid CamControl and 
all three IP cameras. Also, it was very important no to overload the remote server of 
each camera with unnecessary processing and requests. Modifications were made 
throughout the development of the work core: at the beginning delays were frequent 
and most of them were treated. It is critical that all the equipments that need to send 
packets to the network stay in the same network segment, preferably at the same 
switch in the network physical level. This way, fewer hops are necessary to a packet 
to reach its destination, and in cases such as our work, involving technologies similar 
to remote control like VNC (iTALC) and streaming (IP cameras), this is crucial. 
6 Conclusions and Future Work 
This paper described a solution that combines a new software module capable of con-
trol IP cameras, with the ability of interacting with an intelligent learning and teach-
ing application, for a real scenario. Special focus was given to the ambient used as test 
bed, the Smart Office named LAID. After detailing our approach we have shown how 
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our proposal is able to: capture and record video focused on the speaker and at the 
same time, on what all the meeting participants can see in real time. It is possible to 
monitor, control and view LAID lab computers during a meeting, adding an artificial 
intelligence component, that turns the system presented able to execute actions with-
out human intervention. All the work done and presented at this article improved the 
capabilities of the intelligent systems already existent in LAID. 
Future work can be oriented towards some limitations that weren’t vital for this 
project: implementation of the controls for brightness, contrast and other various set-
tings that can improve image quality. Facial/Voice recognition would improve the 
knowledge base, offering new possibilities when the time for analyzing the captured 
data comes, after a meeting is finished or even in real time. Emotional aspects can 
also be considered in the future, to support the decision making process. 
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