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A B S T R A C T
We study the error scaling properties of large-eddy simulation (LES) in the
outer region of wall-bounded turbulence at moderately high Reynolds num-
bers. In order to avoid the additional complexity of wall-modeling, we per-
form LES of turbulent channel ﬂows in which the no-slip condition at the wall
is replaced by a Neumann condition supplying the exact mean wall-stress. The
statistics investigated are the mean velocity proﬁle, turbulence intensities, and
kinetic energy spectra. The errors follow (Δ/L)αReγτ , where Δ is the char-
acteristic grid resolution, Reτ is the friction Reynolds number, and L is the
meaningful length-scale to normalize Δ in order to collapse the errors across
the wall-normal distance. We show that Δ can be expressed as the L2-norm
of the grid vector and that L is well represented by the ratio of the friction
velocity and mean shear. The exponent α is estimated from theoretical argu-
ments for each statistical quantity of interest and shown to roughly match the
values computed by numerical simulations. For the mean proﬁle and kinetic
energy spectra, α ≈ 1, whereas the turbulence intensities converge at a slower
rate α < 1. The exponent γ is approximately 0, i.e. the LES solution is in-
dependent of the Reynolds number. The expected behavior of the turbulence
intensities at high Reynolds numbers is also derived and shown to agree with
the classic log-layer proﬁles for grid resolutions lying within the inertial range.
Further examination of the LES turbulence intensities and spectra reveals that
both quantities resemble their ﬁltered counterparts from direct numerical sim-
ulation (DNS) data, but that the mechanism responsible for this similarity is
related to the balance between the input power and dissipation rather than to
ﬁltering.
c© 2019 Elsevier Inc. All rights reserved.
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1. Introduction
Most turbulent ﬂows cannot be calculated by DNS of the Navier-Stokes equations because the range of scales
of motions is so large that the computational cost becomes prohibitive. In LES, only the large eddies are resolved,
and the eﬀect of the small scales on the larger scales is modeled through an SGS model. The approach enables a
reduction of the computational cost by several orders of magnitude while still capturing the statistical quantities of
interest. However, the solutions provided by most LES approaches are grid-dependent, and multiple computations
are required in order to faithfully assess the quality of the LES results. This brings the fundamental question of
what is the expected LES error as a function of Reynolds number and grid resolution. The necessity of assessing
the impact of grid resolution on both the accuracy and convergence properties of SGS models and ﬂow statistics has
been highlighted in the NASA Vision 2030 [1] as a pacing item for computational ﬂuid mechanics. The issue was
also remarked by Pope [2] as a central problem concerning the foundations of LES. Therefore, LES should not be
framed as the result of one single solution, but instead as a convergence study using multiple grid resolutions. It is
then pertinent to determine the grid requirements in order to deem LES as a cost-saving approach compared to DNS.
In the present work, we analyze the LES error scaling of the mean velocity proﬁle, turbulence intensities, and energy
spectra in the outer region of wall-bounded ﬂows without the inﬂuence of the wall.
The equations for LES are formally derived by applying a low-pass ﬁlter to the Navier–Stokes equations [3].
The common procedure is then to solve these ﬁltered equations together with a model for the SGS stresses, but no
explicit ﬁlter form is usually speciﬁed. Instead, the discrete diﬀerentiation operators and limited grid resolution used
to compute the LES solution are assumed to act as an eﬀective implicit ﬁlter [4, 5, 6, 7]. The approach, usually referred
to as implicitly-ﬁltered LES, yields a velocity ﬁeld that is considered representative of the actual ﬁltered velocity with
ﬁlter size proportional to the grid resolution [4, 8]. This lack of explicit ﬁltering is responsible for the aforementioned
intimate relation between the grid resolution and the LES equations [9]. Grid convergence is only guaranteed in the
limit of DNS-like resolution, and the LES predictions may be sensitive in an intricate manner to the grid size above
such a limit. This is a distinctive feature of implicitly-ﬁltered LES which entails important diﬃculties for evaluating
the quality of the solutions.
First studies aiming to assess the accuracy of SGS models include the pioneering investigation by Clark et al.
[10], who established the numerical study of decaying isotropic turbulence as a reference benchmark, although the
grid resolutions and Reynolds numbers tested were highly constrained by the computational resources of the time.
Since then, common benchmarks for LES have broadened to include simple hydrodynamic cases such as forced or
decaying isotropic turbulence [11], rotating homogeneous turbulence [12], spatial or temporal mixing layers [13, 14]
and plane turbulent channel ﬂow [15, 16, 17], among others. See [18] for an overview of cases for LES validation.
The analysis of discretization errors in LES by Ghosal [19], Kravchenko and Moin [20] and Chow and Moin
[21] revealed that the magnitude of the numerical errors can be comparable to those from SGS modeling. Recent
developments in modeling and numerical error quantiﬁcation in isotropic turbulence by Meyers et al. [22] also showed
that the partial cancellation of both sources can lead to coincidentally accurate results. Along the same line, Meyers
et al. [23] studied the combined eﬀect of discretization and model errors, and a further series of works resulted in the
error-landscape-methodology framework reviewed by Meyers [24], where it is stressed that the determination of the
quality of LES based on one single metric alone may produce misleading results. The performance of SGS models
in the presence of walls is even more erratic. Meyers and Sagaut [25] investigated the grid convergence behavior
of channel ﬂow DNS at resolutions typically encountered in SGS model testing. They observed a non-monotonic
convergence of the skin friction and turbulence intensities with grid-reﬁnements, suggesting that the robustness of SGS
models should be tested for a range of Reynolds numbers and resolutions in order to avoid incidental coincidences
with DNS results. At much higher Reynolds numbers, Sullivan and Patton [26] examined the numerical convergence
of LES in time-dependent weakly sheared planetary boundary layers. They assessed the convergence of the second-
order statistics, energy spectra, and entertainment statistics, and concluded that LES solutions are grid-independent
provided that there is adequate separation between the energy-containing eddies and those near the ﬁlter cut-oﬀ scale.
Stevens et al. [27] showed the ability of LES to reproduce accurately second and higher-order velocity moments for
grid resolutions ﬁne enough to resolve 99% of the LES kinetic energy. The convergence of SGS models in complex
geometries has been explored in a lesser degree, but some noteworthy eﬀorts are the pulsatile impinging jet in turbulent
cross-ﬂow by Toda et al. [28] and the full plane calculations using the NASA Common Research Model by Lehmkuhl
et al. [29].
A central matter among the convergence studies above is the search for the most meaningful ﬂow quantity to
collapse the LES errors when the grid size, Reynolds number, and model parameters are systematically varied. Geurts
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and Fro¨hlich [30] characterized the simulation errors in terms of the subgrid-activity, deﬁned as the the relative
subgrid-model dissipation rate with respect to the total dissipation rate. Klein [31] studied the accuracy of single-grid
estimators for the unresolved turbulent kinetic energy to assess the quality of LES, and evaluated the sensitivity of the
LES results on the modeling and numerical errors. Similarly, Freitag and Klein [32] presented a method to evaluate
error contributions by assuming that the numerical and modeling errors scale as a power of the grid spacing and ﬁlter
width, respectively. Other indices to estimate the quality of the LES solution are the fraction of the total turbulent
kinetic energy in the resolved motions [2], the relative grid size with respect to Kolmogorov or Taylor scales, or the
eﬀective eddy viscosity compared to the molecular viscosity [33]. Alternative and more sophisticated metrics are still
emerging, for instance, the Lyapunov exponent measurement proposed by Nastac et al. [34] for assessing the dynamic
content and predictability of LES among others, but there is a lack of consensus regarding which should be the most
meaningful metric to quantify errors in a general set-up, if any.
In the present work, we study the error scaling of SGS models based on the eddy viscosity assumption in the outer
region of wall-bounded turbulence at moderately high Reynolds numbers. Our goal is to characterize the errors as a
function of grid resolution and Reynolds number, and to ﬁnd the physical length-scale dictating the relative size of
the grid that is relevant for error quantiﬁcation. For that purpose, we perform a theoretical estimation of the error
scaling for the mean velocity proﬁle, turbulence intensities, and kinetic energy spectra. Our results are numerically
corroborated by LES of turbulent channel ﬂows using a wall model that acts as a surrogate of the near-wall dynamics
by supplying the exact mean wall-stress. This numerical set-up is motivated by previous DNS and LES studies
showing that the features of the outer ﬂow are reproduced with reasonably good ﬁdelity even if the near-wall layer is
poorly represented [35, 36, 37, 38, 39]. Finally, it is important to remark that turbulent free shear ﬂows such as mixing
layers, jets, and wakes are also tenable candidates for studying shear-dominated ﬂows away from walls. However,
their large scales are dynamically diﬀerent to the large scale motions of turbulent boundary layer ﬂows typically
relevant for external aerodynamics, which is the focus of the present study.
The manuscript is organized as follows. In Section 2, we illustrate the challenge of assessing the performance of
SGS models in the outer layer of wall-bounded turbulence. We discuss the methodology and numerical setup to assess
the convergence of SGS models in Section 3. The results for the errors in the mean velocity proﬁle are presented in
Section 4, for the turbulence intensities in Section 5, and for the energy spectra in Section 6. Finally, we conclude in
Section 7.
2. The challenge of quantifying the performance of SGS models in the outer region of wall turbulence
Most SGS models assume that a considerable fraction of the turbulent kinetic energy (i.e., 80-90% [2]) is resolved
by the grid, and the Reynolds numbers and grid resolutions must comply with this requirement in order to faithfully
assess the performance of the models. In unbounded ﬂows, such as isotropic turbulence, LES can be performed at
relatively coarse grid resolutions while still meeting this condition. On the contrary, the scenario is not as favorable
for wall-bounded ﬂows as discussed below. The number of grid points N to compute a turbulent boundary layer of
thickness δ spanning a wall-parallel area of L1 × L3 is
N =
∫ L1
0
∫ δ
0
∫ L3
0
dx1dx2dx3
Δ1Δ2Δ3
, (1)
where x1, x2 and x3 are the streamwise, wall-normal, and spanwise directions, respectively, and Δ1, Δ2, and Δ3 are
the target grid resolutions in each direction which in general are a function of space. The required number of grid
points can be expressed as N ∼ Reζ , where the exponent ζ depends on the sizes of the eddies expected to be accurately
represented by the grid. Estimations of ζ can be found in Chapman [40] and Choi and Moin [41]. DNS aims to capture
eddies in the dissipative range, and hence Δi ∼ η and ζ ≈ 2.6, where η is the Kolmogorov length-scale. To resolve the
energy-containing eddies as in traditional LES (also referred to as wall-resolved LES or WRLES), Δi should scale as
the integral length scale, Δi ∼ Lε, which yields ζ ≈ 1.9. In the logarithmic region (log layer) of wall-bounded ﬂows,
Lε grows linearly with x2 and the energy-containing eddies have sizes proportional to the distance to the wall [42, 43].
Consequently, the LES grid must be accordingly reduced in all the spatial directions to resolve a constant fraction of
the turbulent kinetic energy, increasing the computational cost. WRLES can be properly performed through nested
grids [44, 45] such as the one depicted in Fig. 1. Otherwise, the near-wall grid resolution does not suﬃce to capture
the energy-containing eddies, and most SGS models perform poorly [46]. Finally, if we target to model only the outer
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Fig. 1: Instantaneous streamwise velocity in a turbulent channel ﬂow at Reτ ≈ 4200 and sketch of wall-attached eddies of diﬀerent sizes (white
circles). Colors range from blue (low velocity) to yellow (high velocity). Grid 1 (left) depicts a uniform grid typical of WMLES. Grid 2 (right)
represents a nested grid necessary for proper WRLES.
ﬂow motions as in wall-modeled LES (WMLES), the grid requirements are such that Δi ∼ δ, and ζ ≤ 1 depending on
the wall model approach.
Although WRLES has been practiced for a long time, actual WRLES is scarce due to the complexity of its
implementation and its associated computational cost. In typical WRLES studies, only the wall-normal resolution is
properly reﬁned according to the size of the energy-containing eddies, while the wall-parallel directions remain under-
resolved. Most of the grid convergence studies in wall-bounded LES mentioned in the introduction fall within this
category. The consequence is that the majority of previous validation works are performed at relatively low Reynolds
numbers to make the calculations computationally aﬀordable [41] and to avoid the errors of under-resolving the wall-
parallel directions. Under these conditions, it is questionable whether SGS models are active enough to adequately
measure their performance in the outer layer of wall turbulence.
To illustrate the low contribution of SGS models far from the wall and their poor performance in the near-wall
region, Fig. 2 shows the mean streamwise velocity proﬁle, 〈u˜1〉, for an LES turbulent channel ﬂow as a function of
the wall-normal distance. The details of the simulations are discussed in Section 3.2 (see Table 1), but for now, it
is only important to remark that all cases were computed using identical grids (with 13 points per boundary layer
thickness) and friction Reynolds number, Reτ ≈ 950. Coarse DNS (no SGS model and no wall model) provides the
worst prediction (squares in Fig. 2). Ideally, a perfect SGS model would supply the missing stresses at all distances
from the wall. Indeed, Fig. 2 shows that the solution improves by introducing the dynamic Smagorinsky model
(circles); however, the performance is still poor and 〈u˜1〉 is far from the reference DNS velocity proﬁle. In contrast,
the agreement with DNS in the outer layer (x2  0.2δ) is excellent when the equilibrium wall model from Kawai and
Larsson [47] is employed (triangles), despite the fact that there is no explicit SGS model in this case.
Note that for all cases, the shape of 〈u˜1〉 far from the wall is close to the DNS solution and barely aﬀected by the
presence or lack thereof of an SGS model. The main source of error comes from the inaccurate prediction of the wall
friction velocity, uτ, which translates into the overprediction of 〈u˜+1 〉 = 〈u˜1〉/uτ. This suggests that the application
of traditional SGS models alone is not suﬃcient to provide the correct stress at the wall, problem that is attenuated
by means of a wall model. The result highlights the importance of wall-modeling, but also shows that the validation
of SGS models in the outer layer of wall turbulence at low Reynolds numbers or very ﬁne grid resolutions could be
meaningless due to the low activity of the models themselves in this regime. On the contrary, accurate quantiﬁcation
of SGS model errors could be achieved by performing true WRLES using three-dimensional grid reﬁnement as Grid
2 in Fig. 1. However, we have mentioned above that the latter is not a common practice, and most attempts at WRLES
suﬀer from the limitation demonstrated in Fig. 2. Therefore, many of the mismatches in the mean velocity proﬁle
between DNS and LES reported in the literature are probably dominated by errors accumulated near the wall. This
calls for new numerical benchmarks aiming to isolate LES errors in the outer ﬂow from the region closest to the wall.
In the present work we propose a new benchmark to overcome this limitation.
The behavior of SGS models close to the wall has been improved in recent works such as the constrained LES
by Chen et al. [48], the integral length-scale approximation model by Rouhi et al. [49], and the explicit algebraic
model by Rasam et al. [50], among others. These approaches reduce substantially the grid requirements by modifying
the SGS model near the wall while maintaining the no-slip boundary condition. Nevertheless, in the present work
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Fig. 2: Mean streamwise velocity proﬁle, 〈u+1 〉, for a turbulent channel ﬂow as a function of the wall-normal distance, x2, scaled by the channel
half-height, δ. Lines and symbols are: (), no explicit SGS model with no-slip boundary condition at the wall (case NM950-NS); (◦), dynamic
Smagorinsky model with no-slip boundary condition at the wall (case DSM950-NS); (
), no explicit SGS model with equilibrium wall model from
Kawai and Larsson [47] (case NM950-EQWM); ( ), DNS. All cases are at friction Reynolds number Reτ ≈ 950. More details are provided
in Table 1.
we focus on the error analysis within the outer ﬂow far from the wall, and the aforementioned SGS models are not
considered.
3. Benchmark for the outer region of wall-bounded turbulence
3.1. Exact mean wall-stress turbulent channel ﬂows
We consider a plane turbulent channel ﬂow with periodic boundary conditions in the streamwise and spanwise
directions. The incompressible LES equations are obtained by applying a spatial ﬁlter to the Navier–Stokes equations,
∂u¯i
∂t
+
∂u¯iu¯ j
∂x j
+
∂τi j
∂x j
= −1
ρ
∂ p¯
∂xi
+ ν
∂2u¯i
∂x j∂x j
,
∂u¯i
∂xi
= 0, (2)
where u¯i for i = 1, 2, 3 are the streamwise, wall-normal and spanwise ﬁltered velocities, respectively, p¯ is the ﬁltered
pressure, τi j = uiu j − u¯iu¯ j is the eﬀect of the sub-ﬁlter scales on the resolved eddies, ρ is the ﬂow density, and ν is the
kinematic viscosity. The streamwise, wall-normal and spanwise spatial directions are xi for i = 1, 2, 3, respectively,
and the walls are located at x2 = 0δ and x2 = 2δ. The objective of LES modeling is to approximate τi j via the SGS
tensor τSGSi j . To emphasize that an LES model is not exact, the resolved LES velocity is denoted by u˜i and we expect
that u˜i ≈ u¯i for an accurate SGS model.
We have discussed in Section 2 the necessity of benchmarks for wall-bounded turbulence that are independent of
the strict near-wall resolution requirements. To attain this goal, the no-slip boundary condition at the wall is replaced
by a constant wall-stress condition imposed through a Neumann boundary condition of the form
∂u˜1
∂n
∣∣∣∣∣
w
=
τw − τSGS12
∣∣∣
w
ν
, (3)
where w denotes quantities evaluated at the wall, n is the wall-normal direction oriented towards the interior of the
channel, and τw is the mean wall stress known a priori from DNS. Equation (3) can be thought of as a wall-model
supplying the exact mean wall stress. Equation (3) is used here in the context of LES, but a similar shear-stress
boundary condition was used by Chung et al. [39] to study Townsend’s outer-layer similarity hypothesis in DNS.
The set-up above is not intended to capture the near-wall dynamics, and the small eddies close to the wall are
prone to be misrepresented when Eq. (2) is discretized for coarse grid resolutions. However, our focus is on the outer
ﬂow along the range 0.2δ < x2 < δ [51], and previous studies have revealed that the ﬂow statistics and structure of
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Case SGS model Wall condition Reτ Δ1/δ Δ2/δ Δ3/δ
NM950-NS NM NS
932 0.10 0.080 0.050DSM950-NS DSM NS
NM950-EQWM NM EQWM
Table 1: List of cases used in Section 2. The second column contains the SGS model: no explicit SGS model (NM) or dynamic Smagorinsky
model (DSM). The third column refers to the wall boundary condition: no-slip (NS) or Neumann boundary condition using the equilibrium wall-
model from Kawai and Larsson [47] (EQWM). The fourth column indicates the friction Reynolds number. Δ1, Δ2, and Δ3 are the streamwise,
wall-normal, and spanwise grid resolutions respectively.
this region are relatively independently of the particular conﬁguration of the eddies closest to the wall, even if they
are partially or completely under-resolved. Some examples are the roughness experiments in channels and boundary
layers [52, 53, 54, 36, 55], and the idealized numerical studies by Flores and Jime´nez [36], Mizuno and Jime´nez
[38], Chung et al. [39] and Lozano-Dura´n and Bae [56], among others. In all these cases, the near-wall region was
seriously modiﬁed or directly bypassed, but the properties of the outer layer remained essentially unaltered. This is
also the case for WMLES, where it has been shown that imposing the correct mean wall-stress is suﬃcient to predict
one-point statistics accurately [37], consistent with the approach in Eq. (3). Therefore, the correct representation
of the outer layer dynamics remains uncoupled from the inner layer structure, supporting the numerical experiment
presented here as a valid framework to assess LES errors far from the wall. The independence of the outer ﬂow with
respect to the near-wall dynamics together with the existence of inner-outer scale separation are the main assumptions
of the current numerical set-up. Nonetheless, it has been reported in previous works that some ﬂow conﬁgurations,
such as boundary layers subjected to strong spanwise wall-stress variations [57], may invalidate these assumptions.
3.2. Numerical experiments
We perform a set of LES of plane turbulent channels driven by a constant mass ﬂow in the streamwise direction.
The simulations are computed with a staggered, second-order, ﬁnite diﬀerence [58] and fractional-step method [59]
with a third-order Runge-Kutta time-advancing scheme [60]. The code has been validated in previous studies in
turbulent channel ﬂows [61, 62] and ﬂat-plate boundary layers [63]. Periodic boundary conditions are imposed in
the streamwise and spanwise directions, while for the top and bottom walls we use either the no-slip (NS) boundary
condition or exact-wall-stress (EWS) Neumann boundary condition from Eq. (3).
Two SGS models are investigated: dynamic Smagorinsky model (DSM) [16, 64] and anisotropic minimum dissi-
pation (AMD) model [65], which are regarded as representative eddy-viscosity models with and without test ﬁltering,
respectively. We also consider cases without an explicit SGS model (NM) where the numerical truncation errors act as
an implicit SGS model. Some of our results have also been computed for the Vreman model [66] (see Appendix A)
whose performance was found to be similar to AMD.
The size of the computational domain is 8πδ × 2δ × 3πδ in the streamwise, wall-normal, and spanwise directions,
respectively. The grid resolutions are denoted by Δ1,Δ2, and Δ3 for each spatial direction, and they range from
0.025δ to 0.2δ, which correspond to 5 to 40 points per boundary layer thickness. The present grids are in accordance
with the typical grid resolutions encountered in WMLES of real external aerodynamic applications, and follow the
recommendations by Chapman [40] for resolving the large eddies in the outer region of wall turbulence. Four diﬀerent
friction Reynolds numbers are considered, Reτ = uτδ/ν ≈ 950, 2000, 4200 and 8000, where uτ is the friction velocity
at the wall. The LES results are compared with reference DNS data from Hoyas and Jime´nez [67], Lozano-Dura´n and
Jime´nez [68], and Yamamoto and Tsuji [69]. All the LES channel ﬂow were run at least for 100δ/uτ after transients.
The list of cases used in Section 2 is given in Table 1. The simulations discussed for the remainder of the
paper are named following the convention [SGS model][Reτ]-[boundary condition]-[grid resolution], where the grid
resolutions are denoted by i1, i2, i3 and i4 for isotropic grids, and by a1, a2 and a3 for anisotropic grids. The diﬀerent
grid resolutions are provided in Table 2. For example, DSM4200-EWS-i2 is an LES channel ﬂow with DSM at
Reτ ≈ 4200, EWS boundary condition, and grid resolutions Δ1 = Δ2 = Δ3 = 0.1δ.
4. Error scaling of the mean velocity proﬁle
We examine ﬁrst the mean velocity as it is the ﬁgure of merit for most LES studies. We assume that 〈u1〉 ≈ 〈u¯1〉,
where 〈·〉 denotes average in homogeneous directions and time, and the LES mean velocity is directly compared with
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Grid resolution label Δ1/δ Δ2/δ Δ3/δ
i1 0.20 0.20 0.20
i2 0.10 0.10 0.10
i3 0.050 0.050 0.050
i4 0.025 0.025 0.025
a1 0.20 0.10 0.05
a2 0.10 0.10 0.07
a3 0.20 0.10 0.10
Table 2: Tabulated list of resolutions as a fraction of the channel half-height, δ. The ﬁrst column contains the label used for naming the LES cases
computed with diﬀerent grids. Δ1, Δ2, and Δ3 are the streamwise, wall-normal, and spanwise grid resolutions, respectively.
unﬁltered DNS data. The approximation is reasonable for quantities dominated by large-scale contributions, as it is
the case for 〈u1〉. The error for the mean velocity proﬁle is systematically quantiﬁed as the average diﬀerence of the
LES and DNS solutions in the outer region as
Em =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∫ δ
0.2δ (〈u˜1〉 − 〈u1〉)2 dx2∫ δ
0.2δ〈u1〉2dx2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
1/2
, (4)
where 〈u˜1〉 is obtained from LES, and 〈u1〉 is evaluated from DNS data. This choice excludes the nonphysical/under-
resolved range x2 < 0.2δ for the LES cases using the exact-wall-stress approach as discussed in Section 3.1. For
a channel ﬂow driven by constant mass ﬂux, Q, and exact mean wall-stress, some reference errors can be obtained
from two extreme cases, i.e., a fully turbulent proﬁle deﬁned by the ﬂat velocity 〈u˜1〉 = Q/2δ, and the laminar
solution represented by the parabolic function 〈u˜1〉 = 3Q/4δ(2 − x2/δ)x2/δ, with errors equal to Em,turb ≈ 0.06 and
Em,lam ≈ 0.26, respectively, at Reτ ≈ 4200.
In general, the error depends on the grid resolution and Reynolds number,
Em = Em(Δ1,Δ2,Δ3,Reτ). (5)
If we further assume that Em ∼ ΔαmReγmτ , where Δ is a (yet to be deﬁned) measure of the grid size, the exponents αm
and γm can be theoretically estimated from the error equation and empirically computed from numerical experiments.
Both analysis are performed below. Ultimately, we will conclude that LES is a viable approach for computing the
outer ﬂow of wall-bounded ﬂows if the empirical values of the exponents are such that αm > 0 and γm ≈ 0.
4.1. Theoretical estimations
We estimate the expected error behavior of Em which serves as a reference for the numerical results in the next
section. If we assume that the scaling of the integrand in Eq. (4) with Δi is roughly the same within x2/δ ∈ [0.2, 1],
Em can be approximated by
Em ∼ 〈u¯1〉 − 〈u1〉, (6)
where the denominator of Eq. (4) is discarded as it is only a normalization factor which does not depend on Δi. Let
us consider the streamwise momentum equation
∂u1
∂t
= −∂u1u j
∂x j
− ∂p
′
∂x1
+
u2τ
ρδ
, (7)
where the viscous terms are neglected and the pressure gradient is decomposed into mean and ﬂuctuating contributions
u2τ/(ρδ) and ∂p
′/∂x1, respectively. In the following, we denote ﬂuctuating quantities by (·)′. After multiplying Eq. (7)
by u1 and averaging in the homogeneous directions and time, the resulting equation is
−
〈
u1
∂u1u j
∂x j
〉
−
〈
u′1
∂p′
∂x1
〉
+
u2τ
ρδ
〈u1〉 = 0. (8)
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A similar equation can be obtained for the ﬁltered streamwise velocity, and after subtraction and manipulation of both
equations we obtain
〈u¯′1u¯′2〉
∂〈u¯1〉
∂x2
− 〈u′1u′2〉
∂〈u1〉
∂x2
=
1
2
∂
∂x2
〈
u′1u
′
1u
′
2 − u¯′1u¯′1u¯′2 − 2τ12u¯1
〉
+
〈
u′1
∂p′
∂x1
− u¯′1
∂p¯′
∂x1
〉
. (9)
For a symmetric ﬁlter with well-deﬁned, non-zero, second moment in real space, the terms in right-hand side of (9)
can be expressed as [70, 71]
u¯′1u¯
′
1u¯
′
2 − u′1u′1u′2 =
Δ¯2i
2
⎛⎜⎜⎜⎜⎝u¯′1u¯′1 ∂2u¯′2∂x2i + 2u′1u′2
∂2u¯′1
∂x2i
⎞⎟⎟⎟⎟⎠ + O(Δ¯41 + Δ¯42 + Δ¯43), (10)
u¯′1
∂ p¯′
∂x1
− u′1
∂p′
∂x1
=
Δ¯2i
2
⎛⎜⎜⎜⎜⎝u¯′1 ∂3 p¯′∂x1∂x2i + ∂ p¯
′
∂x1
∂2u¯′1
∂x2i
⎞⎟⎟⎟⎟⎠ + O(Δ¯41 + Δ¯42 + Δ¯43), (11)
τ1 j = Δ¯
2
i
∂u¯1
∂xi
∂u¯ j
∂xi
+ O(Δ¯41 + Δ¯42 + Δ¯43), (12)
where repeated indices imply summation, and Δ¯i signiﬁes the ﬁlter size in the i-th direction deﬁned as the square root
of the second moment of the ﬁlter operator
Δ¯2i =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
x2i H(x1, x2, x3)dx1dx2dx3, (13)
with H the ﬁlter kernel. In general, Δ¯2i = c¯Δ
2
i , where c¯ is a coeﬃcient that depends on the particular ﬁlter shape, e.g.,
for a box ﬁlter c¯ = 1/12. Eqs. (10), (11), and (12) are valid for ﬁlter kernels with Fourier transform of class C∞,
which is the case for most ﬁlters deﬁned in real space such as the Gaussian ﬁlter, tophat ﬁlters, and all discrete ﬁlters
[5].
For the rest of the discussion, we neglect terms of the order of O(Δ¯4i ) and assume that traditional SGS models are
a fourth order approximation to τi j. The simpliﬁcation is useful for estimating the error scaling independently of any
particular SGS model. We further assume that, far from the wall, the wall-normal derivative of u¯1 in Eq. (12) is well
approximated using the ﬂuctuating velocity, ∂u¯1/∂x2 = ∂〈u¯1〉/∂x2 + ∂u¯′2/∂x2 ≈ ∂u¯′1/∂x2, since in the log layer the
gradients can be estimated as ∂〈u¯1〉/∂x2 ≈ uτ/(κx2)  uτ/Δ2 ∼ ∂u¯′1/∂x2, where κ is the von Ka´rma´n constant.
Introducing Eqs. (10), (11), and (12) into (9), invoking the simpliﬁcations above, and considering the exact mean
wall-stress assumption from Section 3.1, the error in the mean velocity proﬁle at x2 = xo2 can be shown to scale as
Em ∼ Δ¯2i
〈
u¯′1u¯
′
1
4
∂2u¯′2
∂x2i
+ u′1u
′
2
∂2u¯′1
∂x2i
+
∂u¯′1
∂xi
∂u¯′2
∂xi
u′1 +
∫ xo2
0
⎛⎜⎜⎜⎜⎝ u¯′12 ∂3 p¯′∂x1∂x2i + 12 ∂p¯
′
∂x1
∂2u¯′1
∂x2i
− ∂u¯
′
1
∂xi
∂u¯′j
∂xi
∂u¯′1
∂x j
⎞⎟⎟⎟⎟⎠ dx2〉 . (14)
Note that the ﬁlter sizes in Eq. (14) are arranged in the form Δ¯2i ∼ Δ2i , which motivates the use of the L2-norm of
(Δ1,Δ2,Δ3) as the characteristic grid-size, Δ∼
√
Δ21 + Δ
2
2 + Δ
2
3, as long as the error is measured according to Eq. (4).
Eq. (14) also shows that Δi does not provide a full description of the error, and that a complete characterization would
involve an eﬀective grid size such as
Δeﬀ =
√
d1Δ21 + d2Δ
2
2 + d3Δ
2
3, (15)
where dk, k = 1, 2, 3, are complicated ﬂow-dependent functions from Eq. (14).
Equation (14) can be further exploited to determine the scaling of Em with Δ by assuming p′ ∼ u′2 and approxi-
mating the dependence of u¯′i ,
∂2u¯′j
∂xi∂xi
and
∂u¯′j
∂xi
on Δ. A rough estimation is performed by assuming that the kinetic energy
spectrum follows EK ∼ kβ, with the wavenumber k ∼ 1/Δ, and the isotropic velocity gradient G = ∂u/∂x at scale Δ
such that
u¯′1,2
∂2u¯′2,1
∂xi∂xi
,
∂u¯′1
∂xi
∂u¯′2
∂xi
∼ G2 ∼ u
2
Δ2
∼ kEK
Δ2
∼ Δ−(β+3), (16)
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Fig. 3: Mean streamwise velocity proﬁle at Reτ ≈ 4200 for (a) no explicit SGS model, and (b) DSM. Symbols are for grids i1 (◦), i2 (), i3 (
),
and i4 () from Table 2. The dashed line is DNS.
where the exponent β depends on the regime the SGS models operates: for the shear-dominated range β = −1 [52]
and G2 ∼ Δ−2, whereas for the inertial range β = −5/3 [72] and G2 ∼ Δ−4/3. Taking into account the scaling above,
the expected error in the LES mean velocity proﬁle from Eq. (14) scales as
Esm ∼ Δ0, Eim ∼ Δ, (17)
for SGS models acting on the shear-dominated (Esm) or inertial (Eim) regimes, respectively. The results from Eq.
(17) indicate that no improvement in the error is expected for grid resolutions comparable to the scales in the shear-
dominated region, whereas an approximately linear improvement can be anticipated for ﬁner grids with sizes compa-
rable to the scales in the inertial range. This suggest that capturing the energy injection mechanism from the mean
shear is critical to achieve accurate LES results. The estimations from Eq. (17) assume that Δ lies completely either
in the inertial range or in the shear-dominated regime. However, the error deﬁned by Eq. (4) accounts for a wide
range of wall-normal distances in which Δmay change from one regime to the other. In such a case, Em is expected to
exhibit an intermediate scaling between Eim and Esm. An x2-dependent formulation of the error is presented in Section
4.4.
The scaling of Em with Δ in Eq. (17) can be estimated from simpler dimensional arguments without going through
Eq. (14), but it was beneﬁcial to write the explicit equation of the error to obtain additional information about its
functional form. Additionally, it is important to remark that the results from Eq. (17) should be understood as rough
estimations since actual errors evolve according to a non-linear equation and, hence, their rigorous mathematical
treatment is highly elusive. This consideration is also applicable to the error estimations for the turbulence intensities
and energy spectra in later sections.
4.2. Numerical assessment
Fig. 3 shows the mean velocity proﬁles for a selection of cases at Reτ ≈ 4200 and diﬀerent grid resolutions
without SGS model (Fig. 3a) and with DSM (Fig. 3b). As expected, 〈u˜1〉 converges to 〈u1〉 as the grid is reﬁned for
cases with DSM (equivalently for AMD), while the trend is inconsistent for cases without explicit SGS model.
The quantitative assessment of the Em is shown in Fig. 4(a) as a function of the characteristic grid resolution Δ,
taken to be
Δ =
√
Δ21 + Δ
2
2 + Δ
2
3
3
, (18)
as motivated by Eq. (14). Other grid deﬁnitions were also inspected such as the cube root of the cell volume [73, 74],
the maximum of the grid sizes [75], or the square root of the harmonic mean of the squares of the grid sizes (all
reported in Fig. 4b), among others. However, the best collapse is found for the deﬁnition in Eq. (18), consistent
with the discussion in Section 4.1. A survey of existing subgrid length-scales can be found in Trias et al. [76] but
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Fig. 4: (a) Error in the mean velocity proﬁle as a function of the characteristic grid resolution Δ =
√
(Δ21 + Δ
2
2 + Δ
2
3)/3. Colors are red, for cases at
Reτ ≈ 4200, and blue for cases at Reτ ≈ 8000. Symbols are (◦) and () for DSM, (
) and () for AMD, (×) and (+) for no explicit SGS model.
Open and closed symbols are for isotropic and anisotropic grids, respectively. Dashed lines are Em = 0.107Δ/δ and Em = 0.210Δ/δ, and the
dash-dotted line is Δ/δ = 0.05. (b) Error in the mean velocity proﬁle as a function of alternative characteristic grid sizes: Δg = 3
√
Δ1Δ2Δ3 (green),
Δg = max(Δ1,Δ2,Δ3) (blue), and Δg =
√
3/
(
1/Δ21 + 1/Δ
2
2 + 1/Δ
2
3
)
(black). The results are for cases with anisotropic grids at Reτ ≈ 4200 with
DSM (◦), and AMD (). For reference, panel (b) also includes the dashed lines from panel (a).
note that in the current study we are discussing the most meaningful grid size to characterize Em, which does not
need to coincide with the characteristic length-scale embedded in SGS models (i.e., Δ˜ in the Smagorinsky model
−2CsΔ˜2
√
2S˜ nmS˜ nmS˜ i j, where S˜ i j is the resolved rate-of-strain tensor and Cs is a constant).
For cases without SGS model, the errors are discernibly larger than those calculated with DSM or AMD, especially
for the ﬁner grid resolutions, and similar to those for fully turbulent ﬂows (Em,turb ≈ 0.06). Moreover, they follow a
non-monotonic behavior with Δ, inconsistent with the second-order prediction from the linear analysis of the spatial
discretization errors. This is expected, as the linear analysis holds for Δ → 0, but it is no longer representative of
errors subjected to non-linear diﬀusion and convection for Δ ∼ δ. Visual inspection of the instantaneous streamwise
velocity ﬁelds for cases without SGS model in Fig. 5 shows that there is a substantial change in the ﬂow topology
at Δ ≈ 0.05δ. For Δ > 0.05δ, the velocity ﬁeld lacks the characteristic turbulence features and exhibits instead a
highly disorganized structure (Figs. 5a–c). On the other hand, clearly deﬁned streamwise velocity streaks emerge for
Δ < 0.05δ (Fig. 5d). We can argue that these streaks are nonphysical in the sense that they worsen the mean velocity
proﬁle prediction as shown in Fig. 3(a) for NM4200-EWS-i4.
For cases with SGS model and Δ > 0.05δ, the error follows
Em ≈ 
(
Δ
δ
)
Re0τ, (19)
where  is a model dependent constant. Note that Eq. (19) is obtained from the numerical evaluation of Eq. (4) using
LES data, while Eq. (17) is the scaling analysis of Eq. (4) from theoretical considerations. The results show that the
LES solution converges to the correct value free from viscous eﬀects, Em ∼ Re0τ (given a perfect wall model for the
mean) as demanded by a proper LES far from the walls. Our results also suggest that Em ∼ Δ, which agrees with the
theoretical estimation of Eim, i.e the expected error scaling when Δ is of the order of the length-scales in the inertial
range. Although both DSM and AMD converge at the same rate with Δ, the prefactor  can play an important role in
the error magnitude and thus diﬀerent models may be preferred due to their lower . The results in Appendix A show
that similar conclusions are drawn for the Vreman model.
For Δ < 0.05δ, the errors depart from Em ∼ Δ. This is probably a complicated non-linear eﬀect which involves the
interplay between the numerical scheme and the ﬂow physics. Indeed, the observations from Fig. 5 suggest that there
is a competing eﬀect of the improved prediction by the SGS model versus the formation of nonphysical ﬂow structures
due to discretization errors. It is shown in Section 6.2 that the grid resolution to resolve 90% of the turbulent kinetic
energy is Δmin ≈ 0.04δ at x2 ≈ 0.5δ (same as in Fig. 5), that is very close to Δ ≈ 0.05δ for which the anomalous
behavior of Em appears. This transitional resolution Δmin is related to the ability of the LES solution to support streaks
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Fig. 5: Instantaneous streamwise velocity in a wall-parallel plane at x2 ≈ 0.5δ for (a) NM4200-EWS-i1, (b) NM4200-EWS-i2, (c) NM4200-EWS-
i3, (d) NM4200-EWS-i4.
without SGS model, and we can hypothesize that it should have an impact on the behavior of Em, even in the presence
of an SGS model. Additional tests included in Appendix A show that the trend Em ∼ Δ is recovered again for ﬁner
grids. Although not inspected here, the convergence of 〈u˜1〉 towards the DNS solution at even ﬁner grids may entail
an intricate non-monotonic response as reported in Meyers and Sagaut [25].
4.3. Alternative metrics for error quantiﬁcation
Alternative metrics to functionally quantify Em are the resolved total kinetic energy,
Kres =
〈u˜iu˜i〉
〈uiui〉 , (20)
and the SGS activity parameter [30, 22],
s =
〈2νtS˜ i jS˜ i j〉
〈2νtS˜ i jS˜ i j + 2νS˜ i jS˜ i j〉
, (21)
where νt is the eddy viscosity. The results are shown in Fig. 6 for Kres and s averaged over the wall-normal range
[0.3δ, δ]. Despite the coarse grid resolutions investigated in the present work, the resolved kinetic energy remains
above 90% for all cases (Fig. 6a) and emerges as an eﬀective metric to assess the errors in the mean proﬁle even
among diﬀerent SGS models. The result is not surprising since Kres can be easily related to Em if we assume that
〈u21〉/〈u2i 〉  1 for i = 2, 3, and 〈u21〉 ≈ 〈u1〉2. The former are usually ∼100, while the last condition is reasonably
well satisﬁed if u1 follows a normal distribution N(μ, σ) with mean μ and standard deviation σ such that μ/σ  1,
which is a fair approximation in high-Reynolds-number turbulent channel ﬂows. Under those conditions, the resolved
kinetic energy can be expressed as
Kres ≈ (1 − Em)2, (22)
which shows an excellent agreement with the data in Fig. 6(a). Therefore, Em and Kres are interchangeable metrics for
characterizing the errors in 〈u˜1〉. Cases with no explicit SGS model do not follow the trend, and Kres can even exceed
unity due to nonphysical velocity ﬂuctuations whose origin is discussed in Section 5. The same eﬀect is observed for
cases with SGS models for the ﬁnest grid resolution but in a lesser degree. The SGS activity is plotted in Fig. 6(b).
Increasing s is associated with increasing Em, although the results are Reynolds number and SGS model dependent
and do not collapse for isotropic and anisotropic grids. Equation (21) has still some value as it does not make use of
DNS data and it is a more realistic estimator for practical applications for which the reference DNS solution is not
available.
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Fig. 6: Error in the mean streamwise velocity proﬁle as a function of (a) the resolved total kinetic energy Kres, and (b) SGS activity parameter s.
Colors are red for cases at Reτ ≈ 4200, blue for cases at Reτ ≈ 8000. Symbols are (◦) and () for DSM, (
) and () for AMD, (×) and (+) for no
explicit SGS model. Open and closed symbols are for isotropic and anisotropic grids, respectively. The dash-dotted line in (a) is Kres ≈ (1 − Em)2.
The vertical dashed lines are Kres = 1 in (a) and s = 1 in (b).
4.4. Relevant length-scale for local error quantiﬁcation
The error in the previous section is an integrated measure across the entire outer layer and, consistently, the
grid resolution is non-dimensionalized by the boundary layer thickness δ. However, the length-scale of the energy-
containing eddies is a function of the wall-normal direction, and local errors at a given x2 are expected to vary
accordingly. We investigate the physical length-scale relevant for local error scaling and deﬁne the x2-dependent error
in the mean velocity proﬁle as
Em,l(x2) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2d
∫ x2+d
x2−d (〈u˜1〉 − 〈u1〉)
2 dx2
1
0.8δ
∫ δ
0.2δ〈u1〉2dx2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
1/2
, (23)
where the integration limits, x2 ± d, coincide with the grid locations of u˜1, and the integral is numerically performed
using the trapezoidal rule. Diﬀerent candidates for the normalization length-scale are tested, namely, the Kolmogorov
scale η = (ν3/ε)1/4 [51], the Taylor microscale Lt = (15ν〈u′iu′i〉/ε)1/2 [77], the integral length-scale Lε = (K/3)3/2/ε
[51], and the shear length-scale Ls = uτ(∂〈u1〉/∂x2)−1 [78, 56], where ε is the rate of energy dissipation, and K is the
turbulent kinetic energy. All the length-scales are computed for the reference DNS data. The results for AMD4200-
EWS-i1,i2,i3,i4 are shown in Fig. 7, and similar results are obtained for the corresponding DSM cases. The best
collapse is found for Δ/Ls. The local error lies below 10% for Δ < Ls, and it drastically drops for Δ < 0.2Ls,
although theses ranges should be understood as tentative estimates. The largest errors are obtained for Δ/Ls > 1,
which corresponds to the grid points closer to the wall.
The scaling results for the local error Em,l are consistent with the excellent agreement in the global error Em when
the grid resolutions are normalized by δ (Fig. 4). The reason is that, at high Reτ, the universal shape of the mean
velocity proﬁle in the outer layer implies that the integrated eﬀect of Ls is proportional to δ. This can be easily seen
by computing the average value of Ls for x2 ∈ [0.2δ, δ] given by (Ls)avg = 1/0.8δ
∫ δ
0.2δ Ls(x2)dx2 ∼ δ. Under the
rough assumption that there is no wake eﬀect and the log layer is valid until the edge of the boundary layer, then
(Ls)avg ≈ 0.25δ.
To conclude this section, we discuss one last interesting result regarding the local error at the n-th oﬀ-wall grid
point. Considering that the n-th oﬀ-wall grid point is located at x2 = nΔ, and assuming that at high Reynolds numbers
the n-th point falls within the log layer (as expected in WMLES), then Ls ≈ κx2 and Δ/Ls ≈ 1/(n · κ) ≈ 2/n
independently of Δ. Consequently, no improved predictions are expected in 〈u˜1〉 at the n-th oﬀ-wall grid point as Δ is
reﬁned until the grid resolution reaches the WRLES-like regime. A similar argument was provided by Larsson et al.
[79] based on the size of wall-attached eddies across the log layer.
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Fig. 7: Local error in the mean velocity proﬁle Em,l as a function of the grid size Δ normalized by (a) Kolmogorov scale η, (b) Taylor microscale
Lt , (c) integral length-scale Lε, and (d) shear length-scale Ls. Cases are AMD4200-EWS-i1 (◦), AMD4200-EWS-i2 (
), AMD4200-EWS-i3 (),
and AMD4200-EWS-i4 (). The dashed lines in (d) are Em,l ∼ Δ/Ls.
5. Error scaling of turbulence intensities
In the previous section, we have measured the errors on 〈u˜1〉 by assuming that LES and DNS are directly compa-
rable. The assumption is reasonable if the ﬁltering operation has a small impact on the mean of a variable φ, that is,
〈φ¯〉 ≈ 〈φ〉, which is the case for the mean velocity proﬁle even at coarse ﬁlter sizes. However, smaller-scale motions
play a non-negligible role in 〈u′2i 〉, casting doubts on how to compare fairly LES and DNS data. If LES is formally
interpreted by means of a spatial low-pass ﬁlter [73, 3], the meaningful quantities to compare are the turbulence in-
tensities of the ﬁltered DNS velocities. There are two caveats in order to carry on such comparison. First, although
numerical diﬀerentiation has a low-pass ﬁltering eﬀect and the ﬁnite grid resolution prevents the formation of small
scales, the ﬁlter operator is not distinctly deﬁned in implicitly-ﬁltered LES [4, 5, 6, 7] and, consequently, neither is
the associated ﬁlter size. The second caveat is probably more important: in real-world applications we are interested
in predicting DNS values, whereas their ﬁltered counterparts are of less practical importance. For these reasons, we
study the error scaling of the LES ﬂuctuating velocities with respect to unﬁltered quantities.
In this section, we ﬁrst argue that the physical mechanism regulating the magnitude of the ﬂuctuating velocities
in implicitly-ﬁltered LES is not related to ﬁltering, but rather to the requirement of generating velocity gradients
consistent with the statistically steady state. Secondly, we study the theoretical and numerical convergence of the
LES turbulence intensities in wall-bounded ﬂows.
5.1. The mechanism controlling ﬂuctuating velocities in implicitly-ﬁltered LES
Fig. 8(a) shows the root-mean-squared (r.m.s.) of the streamwise ﬂuctuating velocity for DNS, LES without SGS
model, and LES with DSM. In the absence of model, the LES intensities are over-predicted compared with DNS
14 A. Lozano-Dura´n and H. J. Bae / Journal of Computational Physics (2019)
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
3.5
(a)
Ak−1p
Bk−5/3p
C exp(−βkpη)
E0(kp)
kpk0 b
x2
kd
Eu1
(b)
Fig. 8: (a) Streamwise r.m.s. velocity ﬂuctuations for DNS at Reτ ≈ 4200 ( ), NM4200-EWS-i2 (◦), and DSM4200-EWS-i2 (◦). (b) Model
spectrum for the streamwise turbulence intensity. The parameters A, b, k0, kd and β are model constants.
and, conversely, under-predicted with DSM. Similar results are obtained for the wall-normal and spanwise velocity
ﬂuctuations. The change in magnitude of the LES r.m.s. ﬂuctuating velocities can be understood through the energy
equation integrated over the channel ﬂow domainV with volume V ,
u2τQV
2δ2
=
∫
V
(ν + νt)
(
∂u˜i
∂xk
∂u˜i
∂xk
+
∂u˜i
∂xk
∂u˜k
∂xi
)
dV. (24)
Eq. (24) shows that the input power to maintain the mass ﬂow Q must be dissipated by the viscous/SGS terms. In the
DNS limit (νt = 0) with ﬁxed ν, this is achieved by the velocity gradients ∂u˜i/∂xk ∼ Δuc/lc, where Δuc and lc are the
characteristic velocity diﬀerence and length of the smallest scales, respectively. In LES (νt  0), the smallest available
length-scale is limited by the grid resolution lc ≈ Δ. Thus, the two possible mechanisms to maintain consistency with
Eq. (24) are by νt > 0, or by augmenting Δuc (and hence the turbulence intensities). If νt is large enough, Δuc is
under-predicted with respect to DNS as illustrated in Fig. 8(a). Conversely, if νt is small, as in LES without explicit
SGS model (νt = 0), the result is an increase of the turbulence intensities as shown in Fig. 8(a). This illustrates how
the mean LES kinetic energy can exceed the mean DNS kinetic energy when SGS models are not dissipative enough
(as in Fig. 6a), which may be problematic for LES quality assessment.
In summary, the physical mechanism regulating the magnitude of the ﬂuctuating velocities in implicitly-ﬁltered
LES is related to the necessity of generating dissipative terms of the correct magnitude rather than by the (non-
existent) ﬁltering operation. Nevertheless, the results above shows that even if implicitly-ﬁltered LES is not rigorously
equivalent to the ﬁltered Navier–Stokes equations, it does hold some resemblance in the sense that the values of νt
providing the correct mean velocity proﬁle scaled by free stream, centerline, or bulk velocity, are accompanied by
lower r.m.s. velocities as it would be expected from the ﬁltered DNS velocity ﬁeld.
5.2. Theoretical estimations
The metric adopted to measure errors in the turbulence intensities is
E f ,i =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∫ δ
0.2δ
(
〈u˜′2i 〉 − 〈u′2i 〉
)2
dx2∫ δ
0.2δ〈u′2i 〉2dx2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
1/2
, i = 1, 2, 3. (25)
For brevity, we occasionally omit the subscript i when the particular ﬂow component is not relevant in the discussion.
Our goal is to estimate E f as a function of Δ.
In the log layer of wall-bounded turbulence at high Reynolds numbers, the intensities of the unﬁltered velocity
ﬂuctuations are known to follow
〈u′21 〉
u2τ
= B1 − A1 log
( x2
δ
)
,
〈u′22 〉
u2τ
= B2,
〈u′23 〉
u2τ
= B3 − A3 log
( x2
δ
)
, (26)
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where the coeﬃcients Bi and Ai are constants considered to be universal for turbulent channel ﬂows. Eq. (26) can be
derived by using the attached-eddy hypothesis [80] or by dimensional analysis on the k−1 spectrum of u1 and u3 [52],
and the blocking eﬀect of the wall for u2. The hypothesis has been conﬁrmed at high Reynolds number ﬂows [81, 82]
and it has also been observed in the spanwise velocity even for relatively low Reynolds numbers [83, 84, 85, 86]. An
important consequence of Eq. (26) is that, at a given x2/δ, the magnitude of the velocity ﬂuctuations scaled by uτ is
constant and independent of the Reynolds number.
We are now interested in the LES asymptotic high-Reynolds-number limit for the ﬁltered ﬂuctuating velocities
〈u¯′2i 〉,
〈u¯′21 〉
u2τ
= B¯1 − A¯1 f
( x2
δ
)
,
〈u¯′22 〉
u2τ
= B¯2,
〈u¯′23 〉
u2τ
= B¯3 − A¯3 f
( x2
δ
)
, (27)
where B¯i and A¯i are constants that depend on Δi, and f is an unknown function such that f (x2)→ log(x2) as Δi → 0.
The exact dependence of B¯i, A¯i on Δi, and the particular shape of f is expected to vary for diﬀerent ﬁlter kernels. The
value of 〈u¯′2i 〉 may be estimated for a symmetric ﬁlter with well-deﬁned, non-zero second moment in real space by
considering [5, 70]
〈u¯′2i 〉 = 〈u′2i 〉 − Δ2k
〈(
∂u¯′i
∂xk
)2〉
+ O(Δ41 + Δ42 + Δ43). (28)
If we further assume that 〈u′2i 〉 ≈ 〈u′2i 〉, then
〈u¯′2i 〉
u2τ
= Bi − Ai log
( x2
δ
)
− Δ2k
〈(
∂u¯′i
∂xk
)2〉
+ O(Δ41 + Δ42 + Δ43), (29)
where A2 = 0. Eq. (29) shows that the wall-parallel turbulence intensities of the ﬁltered ﬁeld do not follow Eq. (26),
and the major contributor to the departure from the classic log-law is the correction term on the right-hand side of Eq.
(29). The error is then given by
E f ∼ Δ2k
〈(
∂u¯′i
∂xk
)2〉
. (30)
Equation (30), together with the estimations for the velocity gradient G in Section 4.1, yields
Esf ∼ Δ0, Eif ∼ Δ2/3, (31)
which predict a low convergence rate of the LES turbulence intensities for Δ comparable to the scales in shear-
dominated regime (Esf ), and in the inertial range (Eif ).
A limitation of Eq. (31) is that it does not provide any insight into the explicit logarithmic dependence of 〈u′21 〉
and 〈u′23 〉 with x2. An alternative procedure to estimate E f is to connect Eq. (26) and Eq. (27) by the spectrum of the
streamwise velocity,
〈u′2i 〉
u2τ
= 2
∫ ∞
0
Eui (kp, x2)dkp, (32)
where Eui is the two-dimensional spectrum for the i-th velocity component as a function of k
2
p = k
2
1 + k
2
3, where k1 and
k3 are the streamwise and spanwise wavenumbers, respectively. Similarly,
〈u¯′2i 〉
u2τ
= 2
∫ ∞
0
E¯ui (kp, x2)dkp, (33)
where E¯ui (kp, x2) is the energy spectra of the ﬁltered velocities. We focus on the streamwise velocity component, but
the reasoning below is also applicable to the spanwise component. To make the problem tractable, we adopt the model
spectrum for Eu1 from Fig. 8(b). The four diﬀerent piecewise domains of the model correspond to the large-scale,
16 A. Lozano-Dura´n and H. J. Bae / Journal of Computational Physics (2019)
shear-dominated [52], inertial [72], and viscous regimes [87], respectively. Evaluation of Eq. (32) using the model
from Fig. 8(b) results in
〈u′21 〉
2u2τ
≈ constant − A log
( x2
b
)
, (34)
where the contributions from inertial and viscous regimes have been neglected. The result is consistent with the log-
arithmic functional dependence of the streamwise turbulence intensity from Eq. (26). Under the severe assumptions
that the ﬁltering operator resembles a sharp Fourier cut-oﬀ, and neglecting ﬁltering in the wall-normal direction,
〈u¯′21 〉
u2τ
= 2
∫ ∞
0
E¯u1 (kp, x2)dkp ≈ 2
∫ π/Δ
0
Eu1 (kp, x2)dkp. (35)
The diﬀerence 〈u′21 〉 − 〈u¯′21 〉 deﬁnitory of the error in Eq. (25) is
E f ∼
∫ ∞
0
Eu1 (kp, x2)dkp −
∫ π/Δ
0
Eu1 (kp, x2)dkp, (36)
and after integration we obtain
Esf ∼ log(Δ/x2), Eif ∼ Δ2/3. (37)
When the ﬁlter cut-oﬀ lies within the k−1p regime, Eq. (37) predicts a log(Δ/x2) correction to the Δ0-dependence
estimated in Eq. (31), although both cases imply a slow convergence with Δ. Regarding the behavior of 〈u¯′21 〉, for Δ
within the shear-dominated region,
〈u¯′21 〉 ≈ constant + O(log(Δ)), (38)
and the LES streamwise and spanwise turbulence intensities will not reproduce the asymptotic logarithmic proﬁle.
For the inertial range, the prediction of Eq. (37) coincides with the one reported in Eq. (31). In this case, integration
of the model spectrum yields
〈u¯′21 〉 ≈ constant − A log(x2) + O(Δ2/3), (39)
and LES is expected to capture the classic logarithmic behavior in x2 with a correction of the order of Δ2/3.
5.3. Numerical assessment
We aim to quantify the exponents α f and γ f for
E f ∼
(
Δ
δ
)α f
Reγ fτ , (40)
from LES data and the range of grid resolutions of interest in the present work. The results reported in this section
are strictly valid for LES with DSM. Nevertheless, similar conclusions are drawn for AMD and x2 > 0.3δ, where the
turbulence intensities predicted by AMD and DSM are almost indistinguishable. The results are also compared with
ﬁltered DNS data (fDNS), but this is only done qualitatively. For that, we use a three-dimensional box-ﬁlter with
ﬁlter size equal to the LES grid resolution in each direction. The choice of this particular ﬁlter shape and ﬁlter size is
arbitrary, and it is argued before that no speciﬁc form can be established a priori for implicitly-ﬁltered LES.
Figs. 9(a)–(c) show the turbulence intensities as a function of the wall-normal distance for DNS and LES at
Reτ ≈ 2000 and various grid resolutions. The main observation from Fig. 9(a) is that the LES turbulence intensities
diverge from DNS as the grid is coarsened, and the shape of the 〈u˜′2i 〉 becomes distinctively diﬀerent from 〈u′2i 〉.
Moreover, the eﬀect is more pronounced closer to the wall. Hence, the logarithmic behavior is not captured by LES
when Δ = O(δ), consistent with the discussion in Section 5.2. The error between LES and DNS is quantiﬁed in Fig.
9(d) and compared with the predictions from Eq. (31). The results show that E f ,1 converges as Δ0.4, whereas E f ,2 and
E f ,3 are well represented by Δ0.8.
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Fig. 9: Streamwise (a), wall-normal (b), and spanwise (c) turbulence intensities as a function of the wall-normal distance for diﬀerent grid
resolutions at Reτ ≈ 2000. Symbols are LES cases DSM2000-EWS-i1 (◦), DSM2000-EWS-i2 (
), DSM2000-EWS-i3 (), DSM2000-EWS-
i4 (). For clarity, cases DSM2000-EWS-i2, DSM2000-EWS-i3 and DSM2000-EWS-i4 are vertically shifted by 1.2, 2.4 and 3.8 wall units,
respectively. For comparison, each LES case is accompanied by DNS data ( ) vertically shifted by the same amount. The ﬁrst two points
closer to the wall for case DSM2000-EWS-i1 are omitted as they are contaminated by the nonphysical solution close to the wall. (d) Error in
the streamwise E f ,1 (◦), wall-normal E f ,2 (), and spanwise E f ,3 (
) turbulence intensities as a function of the characteristic grid resolution. The
dashed and dotted lines are E f ∼ Δ0.8 and E f ∼ Δ0.4, respectively.
The eﬀect of the Reynolds number is evaluated in Fig. 10, which also includes comparisons with fDNS. The grid
resolution (or ﬁlter size) for the LES and fDNS cases is set to i2 from Table 2 (Δ = 0.1δ), and Reτ ranges from ≈ 950
to ≈ 4200. The dependence of E f ,i with Reτ is weak, and the error remains roughly constant for Reτ > 950, from
where we conclude that γ f ≈ 0. Therefore, the empirically measured error for the LES turbulence intensities scales
as
E f ,1 ∼
(
Δ
δ
)0.4
Re0τ, E f ,2/3 ∼
(
Δ
δ
)0.8
Re0τ, (41)
for Δ > 0.025δ. The empirical results in Eq. (41) corroborate that the correct representation of 〈u¯′2i 〉 is more demand-
ing than that for the mean velocity proﬁle, consistent with the analysis in Section 5.2. The results are closer to the
theoretical error prediction obtained for Δ comparable to the inertial length-scales (Eif ∼ Δ2/3), albeit the convergence
rate for E f ,1 is more moderate than for E f ,2 and E f ,3. Nonetheless, we have discussed before that the error estimations
from theoretical arguments presented above should be appraised as indicative of the actual non-linear error rather than
as strict error laws.
Fig. 10(a) also shows that the LES turbulence intensities are well approximated by fDNS, especially for the highest
Reynolds numbers and far from the wall. We have argued at the beginning of the section that the ﬁlter operator is not
well-deﬁned in implicitly-ﬁltered LES, and the results here should be interpreted only as an indication that the LES
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Fig. 10: Streamwise (a), wall-normal (b), and spanwise (c) turbulence intensities as a function of the wall-normal distance for diﬀerent Reynolds
numbers with grid resolution i2. Symbols are LES cases DSM950-EWS-i2 (◦), DSM2000-EWS-i2 (
), and DSM4200-EWS-i2 (). For clarity,
cases DSM2000-EWS-i2 and DSM4200-EWS-i2 are vertically shifted by 1.2 and 2.4 wall units, respectively. For comparison, each LES case is
accompanied by DNS data ( ) and box ﬁltered DNS data ( ) vertically shifted by the same amount. (d) Error in the streamwise E f ,1
(◦), wall-normal E f ,2 (), and spanwise E f ,3 (
) turbulence intensities as a function of the Reynolds number. The dashed line is E f = 0.35.
ﬂuctuating velocities are comparable to ﬁltered DNS values when the ﬁlter size is appropriately chosen.
Similarly to the mean velocity proﬁle, the error from Eq. (25) can be re-evaluated locally along diﬀerent wall-
normal bands to explore the relevant physical scale-length to refer Δ. We deﬁne the local error for the turbulent kinetic
energy K = (u′21 + u
′2
2 + u
′2
3 )/2 (analogously for LES) as
EK,l(x2) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2d
∫ x2+d
x2−d
(
〈K˜〉 − 〈K〉
)2
dx2
1
0.8δ
∫ δ
0.2δ〈K〉2dx2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
1/2
, (42)
which is numerically computed as Eq. (23). Results from Fig. 11 show that EK,l ∼ (Δ/Ls)2/3, and the shear length-
scale Ls stands again as a sensible measure of the size of the energy-containing eddies relevant for quantifying LES
errors. The collapse obtained by scaling the grid resolution by Lε, η and Lt is less satisfactory, and the last two are not
shown.
For completeness, we also consider the interpretation of 〈u′iu′j〉 as a Reynolds stress tensor instead of as a velocity
variance. In the former case,
RDNSi j = 〈u′iu′j〉 = 〈uiu j〉 − 〈ui〉〈u j〉, (43)
where the diagonal components of RDNSi j are the mean squared DNS velocity ﬂuctuations. As argued in Carati et al.
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Fig. 11: Local error in the turbulence kinetic energy EK,l(x2) as a function of Δ normalized by (a) Lε and (b) Ls(x2). Colors represent diﬀerent grid
resolutions from Table 2: i1 (black, DSM2000-EWS-i1), i2 (blue, DSM2000-EWS-i2), i3 (red, DSM2000-EWS-i3), and i4 (green, DSM2000-
EWS-i4). Dashed lines are (a) EK,l = 0.2(Δ/Lε)2/3 and EK,l = 1.2(Δ/Lε)2/3, and (b) EK,l = 0.4(Δ/Ls)2/3.
[5], assuming 〈φ¯〉 ≈ 〈φ〉,
RDNSi j = 〈uiu j〉 − 〈ui〉〈u j〉 ≈ 〈uiu j〉 − 〈u¯i〉〈u¯ j〉 ≈ 〈u˜iu˜ j〉 + 〈τSGSi j 〉 − 〈u˜i〉〈u˜ j〉 = RLESi j . (44)
Thus, the main diﬀerence between considering 〈u′iu′j〉 as a stress rather than a velocity variance lies on the contribution
of the SGS tensor. An advantage of Eq. (44) is that RDNSi j and R
LES
i j are directly comparable without prescribing a
particular ﬁltering operation. However, the approach is also accompanied by a limitation for the incompressible
Navier–Stokes equations, where only the traceless part of τSGSi j is modeled. Hence, in order to allow for straight
comparisons only the deviatoric contributions of RDNSi j and R
LES
i j must be taken into consideration [88]. An error
analogous to Eq. (25) can be deﬁned using the traceless counterparts of RDNSi j and R
LES
i j . The results, omitted for
brevity, show that the errors have a weak dependence on the grid resolution and follow ∼ (Δ/δ)α f , with α f < 2/3.
6. Error scaling of the velocity spectra
We consider the two-dimensional kinetic energy spectrum for the unﬁltered velocity ﬁeld at a given wall-normal
distance x2, EK(k1, k3, x2) = 〈uˆiuˆi 〉t/2, where (̂·) is the Fourier transform in the homogeneous directions, (·) de-
notes complex conjugate, and 〈·〉t is average in time. Similarly, the kinetic energy spectrum for the LES velocity is
E˜K(k1, k3, x2) = 〈̂u˜îu˜i 〉t/2. The magnitude of EK is given by
〈u′21 + u′22 + u′23 〉 = 2
∫ ∞
0
∫ ∞
0
EK(k1, k3, x2)dk1dk3, (45)
(analogously for E˜K) and it was investigated in the previous section. We are now interested in accuracy of LES to
predict the distribution of energy in the homogeneous scale-space at a given wall-normal distance. The error in the
energy spectrum is deﬁned as
Es(x2) =
[〈(
E˜K − EK
)2〉
k1,k3
]1/2
, (46)
where 〈·〉k1,k3 denotes average over the wall-parallel wavenumbers. Again, we are concerned with the error of LES
compared to unﬁltered DNS.
6.1. Theoretical estimations
The eﬀect of τi j on the distribution of energy can be analyzed by considering the spectral kinetic energy equation
for E¯K at a given wall-normal distance,
∂E¯K
∂t
= Pˆ + Tˆ + Πˆ + Dˆ + εˆ + Dˆτ + εˆτ, (47)
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Fig. 12: Premultiplied two-dimensional kinetic energy spectra for DNS data as a function of the streamwise (λ1) and spanwise (λ3) wavelengths
normalized by (a) δ, and (b) wall-normal distance x2. Colors are blue for Reτ ≈ 950 and red for Reτ ≈ 2000. Diﬀerent contours denote
diﬀerent wall-normal heights x2/δ = 0.16, 0.21, 0.30, 0.40, 0.50 and 0.60 for Reτ ≈ 950, and x2/δ = 0.08, 0.10, 0.15, 0.20, 0.30, 0.40 and 0.50 for
Reτ ≈ 2000. Contours contain 90% of the turbulent kinetic energy. The straight dashed lines in (b) are λ1/x2 = 0.15 and λ3/x2 = 0.15.
where the ﬁrst ﬁve terms on the right-hand are the production rate of the turbulent kinetic energy (Pˆ), turbulent
transport (Tˆ ), pressure diﬀusion (Πˆ), viscous diﬀusion (Dˆ), and the molecular dissipation rate (εˆ), respectively. The
explicit form of these terms can be found in Mizuno [89]. We focus on the contributions from τi j,
εˆτ = R
⎡⎢⎢⎢⎢⎣−√−1k1〈 ˆ¯ui τˆi1〉t − √−1k3〈 ˆ¯ui τˆi3〉t + 〈∂ ˆ¯ui∂x2 τˆi2
〉
t
⎤⎥⎥⎥⎥⎦ , and Dˆτ = R ⎡⎢⎢⎢⎢⎣−∂〈τˆi2 ˆ¯ui 〉t
∂x2
⎤⎥⎥⎥⎥⎦ , (48)
where R denotes real part. The term εˆτ is the dissipation rate of the spectral kinetic energy by τi j, while Dˆτ is the
wall-normal turbulent transport by τi j. A detailed equation for the spectral error can be derived from Eq. (47) although
the result is quite cumbersome. Instead, we assume by dimensional arguments that the functional dependence of Es
on Δ is proportional to the temporal integration of (εˆτ + Dˆτ),
Es ∼
∫ tc
0
(εˆτ + Dˆτ)dt ∼ Δ2G, (49)
where tc ∼ G−1 is the characteristic time-scale for the evolution of the eddies of size Δ, and G is the characteristic
velocity gradient. The estimated errors scale as
Ess ∼ Δ, Eis ∼ Δ4/3 (50)
for grid resolutions comparable to the eddies in the shear-dominated (Ess) or inertial (Eis) range, respectively.
6.2. Energy-resolving grid resolution estimations
Prior to the numerical assessment of the error scaling, we estimate the required LES grid resolution to resolve
90% of the turbulent kinetic energy at a given wall-normal distance. To that end, we use the two-dimensional spectral
energy density EK(λ1, λ3, x2) as a function of the streamwise and spanwise wavelengths, namely λ1 = 2π/k1 and λ3 =
2π/k3, respectively. Simple models describing the two-dimensional energy spectral at moderate and high Reynolds
numbers have been proposed by Del A´lamo et al. [90] and Chandran et al. [91], respectively. However, both works
focus on the energy bounds for the large scales, whereas we are interested in the limiting length-scales for the smaller
energy-containing eddies; that is, we are seeking for the minimum streamwise and spanwise grid spacing, Δmin1 and
Δmin3 such that EK(λ1 > 2Δ
min
1 , λ3 > 2Δ
min
3 , x2) contains 90% of the total turbulent kinetic energy. Fig. 12(a) shows
iso-contours of EK enclosing 90% of the energy at diﬀerence wall-normal distances. As expected, the size of the
energy-containing eddies decreases as they get closer to the wall. As postulated by the attached-eddy hypothesis [80]
[see also 92, for a review], the only relevant length-scales for the energy-containing motions spanning along the log
layer is x2, which allows to write the energy spectra as
EK = EK(λ1/x2, λ3/x2). (51)
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Fig. 13: Premultiplied two-dimensional streamwise velocity spectra as a function of the streamwise (λ1) and spanwise (λ3) wavelengths at x2 =
0.75δ for diﬀerent grid resolutions from Table 2. (a,d) i1 (Δ = 0.2δ), (b,e) i3 (Δ = 0.05δ), (c,f) i4 (Δ = 0.025δ). Colors and symbols are DSM (•),
AMD (•), and no explicit SGS model (◦). Solid lines represent box ﬁltered DNS data. Contours are 0.1 and 0.6 of the maximum.
The proportionality of the sizes of eddies with the wall-normal distance was originally hypothesized as an asymptotic
limit at very high Reynolds numbers and used in the classical derivation of the logarithmic velocity proﬁle [93], but it
has been observed experimentally and numerically in spectra and correlations at relatively modest Reynolds numbers
in pipes [94, 95, 52, 96, 97, 98, 99] and in turbulent channels and ﬂat-plate boundary layers [100, 90, 67, 101, 102, 38,
56]. The performance of the scaling from Eq. (51) for DNS channel ﬂows is shown in Fig. 12(b) for various heights
and Reynolds numbers. The results demonstrate the improved collapse of the kinetic energy spectra, and enables
the estimation of energy bounds that are approximately valid at all the wall-normal distances within the outer layer.
Taking (λ1)min = 2Δmin1 and (λ3)min = 2Δ
min
3 , the a priori minimum wall-parallel grid resolutions to resolve 90% of
the turbulent kinetic energy at x2 are roughly given by(
λ1
x2
)
min
=
2Δmin1
x2
≈ 0.15,
(
λ3
x2
)
min
=
2Δmin3
x2
≈ 0.15. (52)
The limit 0.15 was estimated from the dashed straight lines in Fig. 12(b), which bound the contours containing 90%
of the turbulent kinetic energy. For example, to resolve 90% of the turbulent kinetic energy at x2 ≈ 0.5δ, we require
Δ1 = Δ3 ≈ 0.04δ. These estimates were used in Section 4.2 to explain the observations in Fig. 5. The grid resolution
guidelines in Eq. (52) imply that Δ1 ≈ Δ3, in contrast with the common choice of Δ1 > Δ3 among LES practitioners,
and usually argued in terms of the elongated streamwise velocity streaks typical of wall-bounded ﬂows. However, it is
clear from Fig. 12(b) that the ‘nose’ of the energy spectra is located at λ1 ≈ λ3, which justiﬁes the choice of Δ1 ≈ Δ3.
For coarser grid resolutions aiming to resolve a lower fraction of the turbulent kinetic energy, it is then reasonable to
choose Δ1 > Δ3.
6.3. Numerical assessment
Fig. 13 displays the premultiplied two-dimensional spectra of the streamwise velocity for fDNS and LES (with
DSM, AMD, and no explicit SGS model). The ﬁltered spectra was calculated from box-ﬁltered DNS data with a
ﬁlter size Δ1 × Δ2 × Δ3. The results show that both DSM and AMD perform similarly, and that the LES spectra is
representative of the expected energy distribution for the ﬁltered velocities (Figs. 13a-c), although the LES prediction
tends to be biased towards smaller scales for all grid resolutions.
For cases without explicit SGS model, the spectra is seriously misrepresented for Δ > 0.05δ (Figs. 13d-e), with
most of the energy piled up close to the smallest scales supported by the grid. The physical interpretation of this
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Fig. 14: Premultiplied two-dimensional spectra of the turbulent kinetic energy E˜K ( ) compared with (a) the SGS dissipation rate of spectral
kinetic energy εˆSGS (closed circles), and (b) the SGS turbulent transport DˆSGS (closed circles) as function of the streamwise (λ1) and spanwise (λ3)
wavelengths at x2 = 0.75δ. Symbols are (•) for DSM2000-EWS-i2, and (•) for AMD2000-EWS-i2. Contours are 0.1 and 0.6 of the maximum of
E˜K , DˆSGS, and |εˆSGS | for each quantity, respectively. The dashed lines are λ1/δ = λ3/δ = 0.2.
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Fig. 15: Error in the kinetic energy spectra Es as a function of the characteristic grid size Δ scaled by (a) δ, and (b) Ls(x2). Open symbols are for
x2 = 0.75δ, and closed symbols for x2 = 0.2δ. Colors are red for Reτ ≈ 950, and blue for Reτ ≈ 2000. Results are for LES with DSM. The dashed
line is (a) Es ∼ (Δ/δ)4/3 and (b) Es ∼ (Δ/Ls)4/3.
eﬀect was provided in Section 5.1 in terms of the necessary velocity gradients to comply with the conservation of
energy. Figs. 13(d)-(e) are just the spectral depiction of the same eﬀect, i.e., the energy cascades towards the smallest
available scales until the resulting gradients can balance the input power driving the channel. The distribution of
energy changes drastically for Δ < 0.05δ, where large-scale streaks are now a clear constituent feature of the ﬂow
(Fig. 13f). The result is consistent with the visualizations in Fig. 5(d), which shows a clear streaky pattern in the
streamwise velocity for Δ = 0.025δ, but a notably diﬀerent non-streaky structure for Δ > 0.05δ. The existence of this
critical grid resolution may be connected to the grid requirements estimated in Section 6.2, where it was concluded
that Δ ≈ 0.04δ in order to capture at least 90% of the turbulent kinetic energy at x2 ≈ 0.5δ. This seems to be a
necessary requirement to support the development of streaks in the absence of SGS model, at least for the particular
numerical discretization adopted in this study.
Two mechanisms are potentially responsible for the improvements reported in Fig. 13 for cases with SGS model:
the dissipation of the energy piled up at the smallest LES scales by εˆSGS, and the redistribution of energy in the wall-
normal direction by DˆSGS. These are the LES counterparts of εˆτ and Dˆτ discussed in Section 6.1 and their spectra are
plotted in Fig. 14. The computed values reveal that the main contributor is εˆSGS whose magnitude is roughly ten times
larger than that of DˆSGS. Hence, the improved predictions of the velocity spectra in Fig. 13(a) and (b) are mostly due
to the removal of the excess of energy close to the grid cut-oﬀ.
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Finally, the scaling of Es is evaluated in Fig. 15 using LES data (with respect to unﬁltered DNS data). Two
wall-normal distances are considered, x2 = 0.2δ and x2 = 0.75δ. The error scales as Es ∼ Δ4/3, consistent with
estimations in Section 6.1, and are insensitive to variations in the Reynolds number Es ∼ Re0τ. When the error is
expressed as a function of Δ/δ, Es increases for decreasing wall-normal distances due to the smaller eddy size relative
to δ. Conversely, the errors collapse at diﬀerent x2 locations when Δ is normalized by Ls, as shown for the mean
proﬁle and turbulence intensities in previous sections. In summary, we conclude that the errors in the kinetic energy
spectra follow
Es ∼
(
Δ
Ls
)4/3
Re0τ. (53)
7. Conclusions
Large-eddy simulation has emerged as a fundamental tool for both scientiﬁc research and industrial applications.
However, the solutions provided by implicitly-ﬁltered LES are grid-dependent, and multiple computations are re-
quired in order to attain meaningful conclusions. This brings the fundamental question of what is the expected LES
error scaling as a function of Reynolds number and grid resolution, which has been the aim of the present investiga-
tion. In particular, we have focused on the outer layer of wall-bounded ﬂows at moderately high Reynolds numbers
with grid resolutions comparable to the boundary layer thickness, as it is the typical scenario in wall-modeled LES
for external aerodynamics.
We have argued that LES of wall-bounded turbulence is challenging since the energy-containing eddies are con-
strained to reduce their characteristic size in order to accommodate the presence of the wall. Proper wall-resolved LES
calculations demand nested grid reﬁnements to capture these eddies, with a high computational overhead. To make
the problem tractable, previous studies have quantiﬁed SGS errors in WRLES at relatively low Reynolds numbers and
unrealistically ﬁne grids. In those conditions, most of the errors reported in the literature are probably dominated by
the near wall-region, where SGS models are known to be deﬁcient, while the contribution of SGS models in the outer
layer is negligible due to the ﬁne grid resolution. For example, we have shown that at Reτ ≈ 1000 and 20 points per δ,
the mean velocity proﬁle in the outer layer is well predicted by WMLES without any explicit SGS model. Given that
SGS models are mainly responsible for the outer ﬂow in WMLES, it is necessary to consistently isolate the errors in
the bulk ﬂow from those in the near-wall region. It is only in this manner that we can faithfully evaluate the behavior
of SGS models.
To assess the performance of SGS models in the outer region independently of the eﬀect of the wall, we have
designed a numerical experiment, referred to as exact-wall-stress channel ﬂows, where the integrated eﬀect of the near-
wall region on the outer ﬂow is bypassed by supplying the exact mean stress at the wall. This numerical experiment
retains the same physics as the traditional channel ﬂow far from the wall, and hence is a suitable framework to
test boundary layer ﬂows. We have considered two SGS models, i.e., dynamic Smagorinsky model and minimum
dissipation model, that are representative of eddy viscosity models with and without test ﬁltering, respectively.
We have investigated the error scaling of the mean velocity proﬁle, turbulence intensities, and kinetic energy
spectra, with the grid resolution and Reynolds number. The error is of the form
Eq ∼
(
Δ
L
)αq
Reγqτ , (54)
where Δ is the characteristic grid size, L is length scale of the energy-containing eddies, and q denotes the quantity
the error Eq is referred to, i.e. q = m for the mean velocity proﬁle, q = f for the turbulence intensities, and q = s for
the kinetic energy spectra. Our results show that Δ/L is an intricate function of the ﬂow state and grid resolution, but
it is well approximated by the L2-norm of (Δ1,Δ2,Δ3) divided by δ for quantities integrated over the outer layer, and
by the shear length-scale, Ls, for local errors as a function of the wall-normal direction. The observation of Ls as the
relevant physical length-scale to normalize Δ is consistent with its ability to represent the size of the energy-containing
eddies as discussed by Lozano-Dura´n and Bae [56]. For Reτ > 1000, the errors are independent of the viscous eﬀects
and γq ≈ 0, as expected for WMLES. We have derived the theoretical values of αq and compared the results with the
empirical estimations obtained by numerical simulations. To be consistent with the current available computational
resources, we have only considered grid resolutions which are a fraction of the boundary layer thickness. In these
cases, the corresponding LES ﬁlter cut-oﬀ lies either in the shear-dominated regime or in the inertial range, and always
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far from the viscous Kolmogorov region. We have showed that the grid resolution needs to be suﬃcient to resolve at
least some fraction of the shear-dominated eddies in order to obtain αq > 0. Overall, our theoretical predictions match
the numerical estimations, and we detail below the results of Eq. (54) for the diﬀerent ﬂow statistics investigated.
Errors in the mean velocity proﬁle follow Em ∼ Δ/δ, where  is a SGS-model dependent constant. The local
errors increase with the proximity of the wall, and we have shown that the prediction at the n-th oﬀ-wall grid point
does not improve with grid reﬁnement until the grid resolution approaches the WRLES regime.
We have reasoned that the turbulence intensities in implicitly-ﬁltered LES are akin to those from ﬁltered Navier–
Stokes, but the former are controlled by the necessity of dissipating the energy input at the rate consistent with the
statistically steady state, while the latter are directly linked to the ﬁltering operation. In terms of convergence, the
turbulence intensities are more demanding than the mean velocity proﬁle and their error scales as E f ∼ (Δ/δ)α f with
α f ≈ 0.4 − 0.8. Furthermore, in order to correctly capture the classic wall-normal logarithmic dependence of the
streamwise and spanwise turbulence intensities, the grid resolution must be comparable to the sizes of the eddies in
the inertial range.
Errors in the wall-parallel kinetic energy spectra follow Es ∼ (Δ/Ls)4/3. We have pointed out that SGS mod-
els aﬀect the distribution of energy via two mechanisms, namely, eddy-viscosity dissipation and wall-normal eddy-
viscosity transport, but the former is ten times larger in magnitude than the latter. The energy spectra from DNS was
also utilized to estimate the LES grid requirements to resolve 90% of the turbulent kinetic energy as a function of x2,
resulting in Δ1 ≈ Δ3 ≈ 0.075x2. For example, if we wish to accurately resolved 90% of the turbulent kinetic energy
at x2 ≈ 0.5δ, then Δ1 = Δ3 ≈ 0.04δ. If we further assume an isotropic grid, the count yields ∼25 points per boundary
layer thickness.
In light of the present results, future eﬀorts should be devoted to enhancing the convergence rate of SGS models.
This may be desired to accelerate the convergence of the turbulence intensities in those cases where their accurate
prediction is of signiﬁcant importance. Examples are noise signature prediction, or particle laden ﬂows at certain
Stokes numbers. Additionally, since our work relies on a wall model providing the exact mean stress at the wall, we
have to emphasize the importance of developing and assessing the accuracy of wall models as a pacing item to achieve
practical LES.
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Appendix A. Error in the mean velocity proﬁle for Vreman model, ﬁner grids, and WMLES
Cases with the Vreman model (VRM) are computed using the same numerical set-up described in Section 3.2
with a Vreman constant equal to 0.1, Reτ ≈ 4200, and grid resolutions i1, i2 and i3. We use the same nomenclature
as in Section 3.2. The error in the mean velocity proﬁle is shown in Fig. A.16(a) and follows Em ∼ Δ/δ with values
comparable to those obtained for AMD.
To test the eﬀect of further grid reﬁnements, two additional cases are computed with isotropic grids equal to
Δ = 0.0125δ (denoted by i5) and Δ = 0.0063δ (i6) for DSM at Reτ ≈ 4200. In order to alleviate the computational
cost, the streamwise and spanwise channel lengths are reduced to 2πδ and πδ, respectively. The error in the mean
velocity proﬁle is plotted Fig. A.16(a) which shows that Em ∼ Δ/δ is recovered below Δ ≈ 0.05δ.
Finally, we also include results, where the EWS condition from Section 3.1 is replaced by an actual wall model,
namely, the equilibrium wall model by Kawai and Larsson [47] (EQWM). Cases are computed at Reτ ≈ 4200 for
DSM and grid resolutions i1, i2 and i3. The linear scaling observed for cases with EWS deteriorates slightly when
the wall model is introduced, but remains close to Em ∼ Δ/δ as shown in Fig. A.16(b).
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