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ABSTRACT
Pressurized gas feed systems have been vital to spacecraft where a pumpfed design would prove too large, heavy, or complicated to be effective. This
project investigates autogenous pressurization – a pressurized feed system where
the intentional vaporization of liquid propellant to fill the ever-increasing ullage
space with its own warm, low-density gas. Motivation for this research originates
from the University of Tennessee Space Institute’s (UTSI) contract with GloyerTaylor Laboratories (GTL) to assist the development of an innovative
pressurization system.
While other pressurization systems have been studied and used
extensively, modeling of an autogenous system is less established. Despite the
relative simplicity of pressure-fed systems, the plethora of heat and mass transfer
mechanisms mentioned earlier complicate the modeling process. Therefore, the
research presented in this thesis does not attempt to define a single, generalized
model of autogenous pressurization. Instead, this research aims to develop
boundary models of an autogenous pressurization system and compare them with
a model of standard-practice external blowdown pressurization. The simulation
results for these models indicate that an autogenous pressurization mechanism is
desirable for reducing the internal volume required to pressurize methane and
oxygen propellants, requiring as little as a seventh of the fluid volume of a
comparable blowdown system; however, the pressurizing fluid mass for these
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propellants in an autogenous system will theoretically be greater than the mass of
helium needed in a blowdown system – except at high pressurizing temperatures.
Additionally, this research employs heat transfer models to simulate the
heating requirements of an autogenous system for a small-scale laboratory
experiment. This experiment uses liquid nitrogen as a propellant and acts as a
proof-of-concept means for heating and controlling cryogenic propellant flow for
future work validating the autogenous boundary models. The results from the
heating experiment indicate that the design program and its heat transfer models
can predict within about 10% the heat rate required for the experiment despite nonideal insulation, liquid quality concerns, and thermocouple tolerances. The
experimental work also shows the importance of the latent heat of vaporization for
autogenous systems – nearly half of the heating requirement goes into boiling the
cryogenic liquid.
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CHAPTER ONE
INTRODUCTION
Pressurized gas feed systems have been vital to spacecraft where a pump-fed
design would prove too large, heavy, or complicated to be effective. Due to these systems’
relative simplicity, their inert mass can be assumed to consist primarily of added tank and
pressurant weight. This project investigates methods to improve the latter via autogenous
pressurization – the intentional vaporization of liquid propellant to fill the ever-increasing
ullage with its own warm, low-density gas. Prior studies have discussed this technique for
the past sixty years [1-4], but its implementation has hitherto been limited to supporting
larger pump-fed or stored-gas systems. Theoretical models employed here are applied in
a computer simulation and compared to experimental data, allowing a high-level
comparison not strongly bound to mission-dependent hardware decisions; however, the
operation of either pressurization method is so integrated with the rocket that certain
system requirements are derived from a tank and engine design currently in development
by the sponsor. The primary factors that impact the comparative performance of pressure
systems in this research are mass and volume; although, the substantial source of heat
autogenous mechanisms require is also evaluated.

1.1 Objective
This research aims to develop boundary models of an autogenous pressurization
system and compare them with a model of standard-practice external blowdown
pressurization. Additionally, this research employs heat transfer models to simulate the
1

heating requirements of an autogenous system for a small-scale laboratory experiment.
This experiment uses liquid nitrogen as a propellant and acts as a proof-of-concept for
the most complex portion of a future fully autogenous experiment.

1.2 Propellant Feed Systems
Like any other combustion engine, a liquid rocket engine requires fuel and oxidizer
delivered at the pressure and flow rate specifications set by one or more combustion
chambers. However, the stringent demands of spaceflight tie rocket feed system design
to overall vehicle performance with added importance, making propellant storage and
supply optimization key for future generations of spacecraft and motivating the research
presented here. While all propellant feed mechanisms manage fluid pressure and
quantity, sending the reactants from their storage tanks to the thruster for combustion, no
method works for all missions in best achieving this task. In general, two feed system
types are recognized: pump-fed and pressure-fed, categories that can be further
subdivided and explored as can be seen in Sutton [1] and Figure 1.1. Note, all figure and
tables are located in the appendix. Several factors impact the trade studies that determine
which system to employ, but pressure-fed designs usually outperform pump-fed ones at
a lower chamber pressure and lower total impulse [1]. Under these conditions, the
reduction in necessary storage tank weight offered by use of a turbopump may be unable
to counterbalance its own added weight and immense complexity [2]. In other words,
larger and more powerful rocket engines will likely be pump-fed, while smaller and less
powerful engines will likely be pressure-fed; although, new technologies continually
increase the overlap between the two methods’ applicable ranges. Additionally, a
2

turbopump may require a light-duty pressure system to meet its inlet requirements [2], as
most liquid propellants are not volatile enough to self-pressurize their storage tank by
evaporation during the rapid drainage conditions of flight. Therefore, almost all feed
mechanisms must sustain tank pressure by another means: a pressurizing gas is most
common, either initially stored as a gas already– in a separate bottle (external blowdown)
or in the empty ullage space of the propellant tank itself (blowdown) – or originating from
intentionally vaporized propellant (autogenous) [1]. These three mechanisms can be seen
in Figure 1.2.

1.3 Pressure-Fed Mechanisms
Regulated, external blowdown pressurization is characterized here by highpressure gas stored in a container separate from the propellant tank, flowing into the
ullage at a constant pressure governed by valves and regulators, making it complex.
Additionally, the system must block any chance for fuel or oxidizer to back-travel to the
wrong tank, either by careful plumbing modifications or by feeding each tank with
separate pressurant bottles [3]. This feed mechanism usually offers good performance,
and various modifications – such as heaters and cryogenic storage – can reduce the inert
mass at the cost of additional complexity [4]. Blowdown pressurization is characterized
here by high-pressure gas stored directly in the ullage of the propellant tank, requiring a
larger initial ullage volume. This gas expands as the liquid is drained, but its pressure
declines over time, leading to mixture ratio inaccuracy, less thrust, and lower specific
impulse; however, blowdown systems are typically quite simple, reliable, and lightweight
[1]. Autogenous pressurization is characterized here by vaporizing a small quantity of
3

cryogenic propellant and directing the warm gas back into its ullage at pressure [4]. This
method is essentially a variation on the blowdown technique, eliminating its drawbacks
but requiring considerable heat, typically benefitting from less dense and more volatile
propellants [3]. Unlike an external pressure supply design, this mechanism readily avoids
propellant cross-contamination, dissolved inert pressurants, and high-pressure leak
sources [3]. Curiously, autogenous pressurization is flight-proven but only in conjunction
with larger pump-fed systems like those found in the space shuttle.

1.4 Pressurant Determination
Other pressurization methods exist [2,5], but this study focuses on the latter
autogenous technique and makes comparisons with its external blowdown counterpart.
Since propellant tank weight remains comparable between pressure-fed techniques, this
research investigates the main avenue for improvement: pressurant weight and volume
reduction. Gaseous propellant or an inert gas – frequently helium, although nitrogen and
even air have been used [2,4] – may act as the pressurant for both external and internal
blowdown mechanisms while autogenous methods rely only on vaporized propellant.
Nevertheless, the low-density required of a good pressurant typically makes storage more
cumbersome: regulated external systems need strong, heavy bottles to withstand the
requisite hundreds of atmospheres of pressure, and ullage blowdown systems need a
third or more of their tank empty of liquid. Additionally, an inert gas may dissolve into the
propellant, leading to improper mixture ratios and increased inert mass [3].
Autogenous pressurization minimizes these problems: cryogenic liquids naturally
store at higher density, the heating system eliminates gas expansion cooling, and
4

propellent usage excludes solubility issues and the need for separate tanks. The costs
for this system are heat and a slightly larger propellant tank than is necessary to supply
only the engine; although, a lower mass and volume pressurization mechanism enables
greater propellant storage. This thesis presents a trade study between the external
blowdown and autogenous methods, focusing solely on pressurant mass, storage
volume, and heat requirements, choosing methane and oxygen as propellants and helium
and nitrogen as external pressurants: Methane was chosen for its renewed interest by
NASA [6,7], JAXA/IHI [8], Aerojet-Rocketdyne [9], SpaceX [10], Blue Origin/United
Launch Alliance [11], and others. Oxygen was selected for its well-known and favorable
use as a cryogenic oxidizer. Likewise, helium and nitrogen have historical precedent for
use as pressurants.

1.5 Motivation
Motivation for this research originates from the University of Tennessee Space
Institute’s (UTSI) contract with Gloyer-Taylor Laboratories (GTL) to assist the
development of an innovative pressurization system in support of the ACE Booster II
Phase II NASA STTR. The work presented here arose from the need to ascertain the
feasibility of implementing an autogenous pressurization system in place of an existing
bottle-fed pressure system for future iterations of GTL’s micro-space vehicle.

1.6 Organization
The following chapters discuss the theory, methodology, results, and conclusion
to this research, respectively. Chapter 2 outlines the simulation of autogenous and
5

blowdown systems as well as the theory involved in designing an autogenous heater
experiment. Chapter 3 describes the construction of the programs to evaluate theoretical
autogenous models and the design of the heating experiment to simulate autogenous
power requirements. Chapter 4 presents the results of the experiment and the models.
Chapter 5 discusses the implications of the results and possible future work.
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CHAPTER TWO
THEORY
While other pressurization systems have been studied and used extensively,
modeling of an autogenous system is less established. Therefore, the research presented
in this thesis does not attempt to define a single, generalized model of autogenous
pressurization. Instead, bounding models are employed to restrict the calculated
performance of an autogenous system within a small region. This region, in which the
performance of a real autogenous mechanism should theoretically lie, will be compared
to an established model of an external blowdown mechanism. The next step in confirming
these boundary models is experimental verification; however, an experiment comes with
the challenge of simulating the heating requirements of an autogenous setup. Thus, an
experiment demonstrating the transition of cryogenic propellant into pressurant gas is
presented in this research as a steppingstone for future work, where the performance of
the computational models and experimental work can be compared. The models
employed in the construction and data evaluation from the experiment are also given in
this chapter.

2.1 General
In this section, the phenomena and assumptions shared between the
thermodynamically modeling of an autogenous system and a regulated, external
blowdown system are given. The autogenous case will be bounded by two models,
thermal isolation and thermal equilibrium, described in the next section, whereas Sutton
[1] will be used to create the blowdown model, also described later.
7

2.1.1 Environmental Conditions
Despite the relative simplicity of pressure-fed systems, multiple heat and mass
transfer mechanisms complicate the modeling process; therefore, the following nonexhaustive list of factors will be considered and addressed:
•

The liquid propellant evacuates the tank during operation, driving the mass change
of the system.

•

Pressurant gas enters the tank during operation.

•

An externally bottled pressurant gas has a mass flow rate and inlet conditions that
change over time due to expansion cooling.

•

The liquid-vapor interface allows the transfer of heat and mass between the
gaseous ullage and the liquid propellant.

•

The propellant usually exists in two-phase non-equilibrium and thus propellant may
either vaporize or condense depending on local conditions, causing additional
mass transfer.

•

Liquid sloshing further amplifies the heat and mass transfer processes.

•

The liquid and the ullage each tend to be thermally inhomogeneous due to quick
pressure ramp and engine operation times.

•

The ullage may contain a mixture of inert gas and propellant vapor.

•

Inert gas dissolves into the liquid propellant if present, the amount depending on
the propellants and inert pressurants involved.

•

The tank walls exchange heat with the environment.

8

2.1.2 Simplifications
Definitively predicting the pressurant mass requirements would require a
computationally difficult numerical approach verified by experimental results, but this
method may only be valid for a given geometry and flight profile. Therefore, preliminary
design models necessitate more simplified solutions. Two thermodynamic models for
autogenous systems have been shown to sufficiently bound the likely conditions: thermal
isolation and thermal equilibrium [12,13]. When considering a regulated, external
blowdown system, Sutton provides a simplified model for solution [1]. For all models,
solubility effects and wall heat transfer are ignored, a reasonable assumption for
autogenous or helium-methane interaction [14] and for well-insulated tanks [13]. Initial
ullage gas mixtures are also neglected as these situations arise only from system design
choices. Additional assumptions for all models include:
•

Mass flow rate to the engine remains constant.

•

The tank leaves space for 95% of its volume to be filled by the propellant in a
saturated liquid state at the operating pressure at the start of operation.

•

The engine mass requirement determines the tank volume.

2.2 Autogenous Models
In this section, the two bounding models are explored. The thermal isolation model
represents the ideal autogenous system with minimum mass and storage volume
requirements, and the thermal equilibrium model represents the least-ideal autogenous
system with greater mass and storage volume requirements, accounting for propellanttank-internal heat and mass transfer effects mentioned in the prior section that reduce
efficiency. A real autogenous system should perform within the limits of these two models,
9

so the results of the computational work will indicate whether outperforming an external
blowdown system is theoretically possible. Figure 2.1 diagrams the autogenous models.
2.2.1 Thermal Isolation
The thermal isolation model adequately predicts a minimum or ideal mass
requirement, assuming complete thermal separation of the liquid propellant and incoming
pressurant gas and therefore no heat or mass transfer at the liquid-ullage interface. By
removing any exchanges with the liquid, the pressurant gas remains in its warm, favorably
low-density state – hence making it the ideal case. Also, the incoming pressurant
completely displaces the evacuated liquid. Additional assumptions include this list:
•

The liquid and ullage exist at saturation at ambient pressure before a sudden
pressure ramp by external hardware in preparation for engine activation.

•

The liquid remains at its initial temperature and density throughout operation.

•

The ullage exists as a saturated vapor at the new operation pressure.

•

No work is performed on the pressurant as it is heated. Also, pressurant velocity
and gravitational potential are neglected.

•

The pressurant mass flow rate is constant and flows only over the same time the
engine is drawing propellant.

•

After evacuating the liquid, the pressurant gas disperses throughout the ullage.
Starting with the understanding that the pressurant must completely displace the

liquid volume and remains in its warm, low-density state, Equation 2.1 gives the
pressurant mass.
mp = ρp Vl
10

(2.1)

However, the volume of liquid propellant depends on the mass of the pressurant and the
mass of the propellant flowing to the engine as given by Equation 2.2.
Vl =

(me + mp )
ρl

(2.2)

Replacing the liquid volume in Equation 2.1 with Equation 2.2 gives Equation 2.3.
mp =

ρp
(me + mp )
ρl

(2.3)

Rearranging Equation 2.3 to solve for the pressurant mass gives Equation 2.4.
mp (1 −

ρp
ρp
) = me
ρl
ρl

(2.4)

Lastly, further rearranging Equation 2.4 solves the pressurant mass requirement in
Equation 2.5, given the engine mass, the pressurant density, and the liquid propellant
density.
mp =

me ρp
ρl − ρp

(2.5)

The volume of pressurant required is acquired in Equation 2.6 by diving the pressurant
mass by its initial density – the liquid propellant density.
Vp =

mp
ρl

(2.6)

The liquid propellant volume can finally be found by either Equation 2.2 or Equation 2.7.
Vl = Vp +

me
ρl

(2.7)

The total propellant tank volume is found in Equation 2.8 by combining both the propellant
mass for the engine and the pressurant mass, the saturated liquid density, and the fill
percentage.
11

Vt =

1 me + mp
0.95 ρl,sat@pt

(2.8)

Equation 2.9 gives the heat transfer rate to the pressurant with the ideal energy
conservation assumptions listed earlier.
Q̇p = ṁp (hp − hl )

(2.9)

The final ullage temperature as seen in Equation 2.10 is a function of the operation
pressure and the gas density – now a mixture of the initial ullage vapor and the
pressurant.
Tu = T(pt , ρu )

(2.10)

Since both the pressurant and vapor are the same fluid, the final density is given by
Equation 2.11, where the initial ullage mass and the pressurant mass are divided by the
total tank volume.
ρu1 =

[ρu0 (Vt − Vl ) + mp ]
Vt

(2.11)

2.2.2 Thermal Equilibrium
The thermal equilibrium model adequately predicts a maximum or conservative
mass requirement, assuming complete thermal uniformity between the liquid propellant,
initial ullage vapor, and pressurant gas. By forcing enough heat and mass exchange to
achieve thermal equilibrium, effects of interfacial phenomena (sloshing, convection, and
phase change) are upper-bounded, and all propellant liquid and vapor are required to be
at their saturation state even while at operation pressure. For some propellants, the
difference in liquid density between saturation at ambient pressure and operation
pressure is significant, and this difference negatively impacts the performance of the
12

launch vehicle. In addition, the pressurant is bound to only displace the liquid at its highest
density – that of a saturated vapor. Therefore, this model is a worst-case situation. Some
additional assumptions are explained below:
•

The liquid and ullage always exist at saturation at operation pressure.

•

The liquid’s properties are those of a saturated liquid, and the ullage gas
properties are those of a saturated vapor.

•

The pressurant can only lose its heat to the liquid; therefore, the energy is
balanced by a mass of propellant transitioning from a saturated liquid to a
saturated vapor at the interface.

•

No work is performed on the pressurant as it is heated. Also, pressurant velocity
and gravitational potential are neglected.

•

The pressurant mass flow rate is constant and flows only over the same time the
engine is drawing propellant.

•

The pressurant and ullage gas are always mixed, and the ullage temperature
remains that of the saturation state for the given operation pressure.
Given Equation 2.5 from the thermal isolation model, the mass of the pressurant

along with the mass of any additional evaporated propellant is a function of the engine
mass requirement, the saturated vapor density, and the saturated liquid density as shown
in Equation 2.12.
(mp + mv ) =

me ρv
ρl − ρv

(2.12)

The assumption of complete interfacial heat transfer produces Equation 2.13, where the
product of the mass of the pressurant and the enthalpy difference from hot to saturation
13

equals the product of the mass of the extra propellant along and its latent heat of
vaporization.
Qint = mp (hp − hv ) = mv (hv − hl )

(2.13)

Rearranging Equation 2.13 provides Equation 2.14 in terms of the evaporated propellant
mass.
mv = mp

(2.14)

(hp − hv )
(hv − hl )

Equation 2.15 finally combines Equation 2.12 with Equation 2.14, solving for the
pressurant mass required with some rearrangement.
−1

hp − hv
me ρv
mp =
[1 +
]
ρl − ρv
hv − hl

(2.15)

Since the pressurant and the additional evaporated propellent both become a gas and do
not flow to the engine, their combined volume requirement in their initial liquid state is
given by Equation 2.16.
Vp + Vv =

mp + mv
ρl

(2.16)

The total liquid volume required is then given by Equation 2.17.
Vl = Vp + Vv +

me
ρl

(2.17)

The total tank volume then constitutes an extra 5% allotted to initial ullage space as seen
in Equation 2.18.
Vt =

1
V
0.95 l
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(2.18)

Equation 2.19, the same as Equation 2.9, provides the heat transfer rate required for the
pressurant.
Q̇p = ṁp (hp − hl )

(2.19)

Please refer to the nomenclature section at the beginning of the document for
further details on the variable and subscript names used.

2.3 External Blowdown Model
In this section, the model used for comparison with the autogenous bounding
cases is described. The adiabatic Sutton [1] model predicts the pressurant mass and
volume requirements for an external bottle of a high-pressure gas. The bottle control
volume will constantly lose mass and energy with the outflow of gas, but its volume will
remain unchanged. The pressurant mass flow is determined by requirements of the
propellant tank as liquid is evacuated to the engine. Sutton assumes an ideal, calorically
perfect gas and the conservation of energy and provides the steps to reach Equation 2.20
below. Some additional assumptions before delving into equations are listed first:
•

The liquid and ullage exist at saturation at ambient pressure before a sudden
pressure ramp by external hardware in preparation for engine activation.

•

The liquid remains at its initial temperature and density throughout operation.

•

The ullage exists as a saturated vapor at the new operation pressure.

•

The mass in the bottle is lost only due to pressurant flow.

•

The final ullage temperature is assumed to be at minimum when the gas fills the
displaced liquid volume and the bottle volume at the operation pressure.

•

The initial pressurant bottle temperature is equal to the ambient temperature.
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The pressurant mass in Equation 2.20 as provided by Sutton [1] requires the tank
pressure, the liquid volume displaced, the initial bottle temperature and pressure, and the
minimum bottle pressure.
mp =

pt Vl γp

(2.20)

p
R p Tb0 (1 − pb1 )
b0

Equation 2.21 gives the bottle volume required to meet the pressurant mass requirement.
Vb =

mp R p Tb0
pb0

(2.21)

The total tank volume in Equation 2.22 requires only the propellant mass to the engine
and the liquid density at its worst-case saturation state.
Vt =

1
me
0.95 ρl,sat@pt

(2.22)

The ullage temperature in Equation 2.23, as stated in the assumptions, is a minimum
value for the pressurant gas as it expands to fill the bottle and the tank volumes.
Tu =

pt (Vl + Vb )
mp R p

(2.23)

Please refer to the nomenclature section at the beginning of the document for
further details on the variable and subscript names used.

2.4 Experiment
In this section, the equations relevant to the experimental work are described.
While the experiment provides temperature, pressure, and mass flow rate data, heat
transfer rates are not directly measured. Thus, a simplified energy balance is used to
calculate the heat transfer using the experimental data. This section additionally
describes the parameters of interest for building the experiment: namely, the heat flux,
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the heated tube length, the heating coil length, and the turn density of the coil. The heat
transfer coefficients used in these calculations are all derived from Barron [15] and are
specifically referenced in Chapter 3.
2.4.1 Data Processing
While most of the experimental data is represented directly, the heat transfer rate
must be calculated from the other measurements using an energy balance. These
equations neglect velocity changes, gravitational potential differences, and any boundary
work. As seen below, the pressure is also assumed to remain constant throughout the
system without any pressure drops. These assumptions are reasonable as the gas
velocity was predicted to only reach 6.5 m/s, the height difference between stations of the
experiment is experienced only by a low-density gas, and the fluid remains in a constant
volume tube during heating. Additionally, a second pressure gauge provided a value to
compare the pressure sensor data while the experiment was operating. The enthalpy can
then be found given the recorded temperature at the location of interest. Assuming no
work and neglecting velocity and gravitational potential, an equation for the heat transfer
rate can be generated. First, the inlet enthalpy is established by the inlet temperature
reading, as seen in Equation 2.24.
hm1 = h(pm0 , Tm1 )

(2.24)

Second, the enthalpy between heater sections is established by its corresponding
temperature reading, as seen in Equation 2.25.
hm2 = h(pm0 , Tm2 )
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(2.25)

Third, the outlet temperature is likewise established by the outlet temperature reading, as
seen in Equation 2.26.
hm3 = h(pm0 , Tm3 )

(2.26)

The heat transfer rate between stations 1 and 2, Equation 2.27, can then be written given
the mass flow rate and the enthalpy difference between the stations.
Q̇1−2 = ṁp (hm2 − hm1 )

(2.27)

Similarly to Equation 2.27, the heat transfer rate between stations 2 and 3, Equation 2.28,
can then be written given the mass flow rate and the enthalpy difference between the
stations.
Q̇ 2−3 = ṁp (hm3 − hm2 )

(2.28)

The total heat transfer in Equation 2.29 in given by the sum of the two station heat transfer
rates.
Q̇ tot = Q̇1−2 + Q̇ 2−3

(2.29)

An additional heat transfer rate, presented in Equation 2.30, uses the enthalpy difference
between station 3 and that of a saturated liquid instead of station 1.
Q̇cor = ṁp (hm3 − hl,sat@p0 )

(2.30)

This adjusted heat transfer rate naturally includes the latent heat of vaporization should
the temperature reading at station 1 fall above saturation due to thermocouple tolerances.
Please refer to the nomenclature section at the beginning of the document for further
details on the variable and subscript names used.
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2.4.2 Heat Transfer Models
In the construction of the experimental design program, several heat transfer
models were employed, and the procedures for finding the heat transfer coefficients,
critical heat fluxes, and Leidenfrost point – the boiling pattern transition temperature – can
be found in detail in Barron [15]. The heat flux from the wall to the propellant, found by
Equation 2.31, requires the heat transfer coefficient, the wall temperature, and the fluid
temperature. This heat flux is incorporated into many of the program functions, but it
requires a heat transfer coefficient, H. Thus, several additional functions, described
further in Chapter 3, solve for the heat transfer coefficient using equations in Barron [15]
specific to a given fluid environment and heat transfer mode. These equations are
referenced in Chapter 3 according to the situation for which they are applicable. The
temperatures may be set by user input directly or indirectly if embedded in a larger
function.
q̇ = H(Tw − Tf )

(2.31)

Equation 2.32 specifies the length of the tube required to meet the heat flux of Equation
2.31, given the preset heat transfer rate and tube dimensions.
L=

Q̇
q̇ (2πri )

(2.32)

Equation 2.33 gives the Reynolds number for the fluid at the mass flow rate.
Re = ṁf

2ri
Aνf

(2.33)

Likewise, Equation 2.34 uses the mass flow rate to find the fluid velocity.
Uf =

ṁf
ρf A
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(2.34)

The helical radius, the combination of the outer tube radius, the insulation thickness,
and the cable radius of the heating element, is found by Equation 2.35.
rh = ro + (rins − ro ) + rc

(2.35)

The length of the heating cable required for a section is seen in Equation 2.36 and uses
the voltage, preset power draw, and the known electrical resistivity of the wire.
Lsc =

2
2Vrms
Q̇Ρ

(2.36)

Lastly, Equation 2.37 finds the number of turns the wire makes in a section.
nsc =

Lsc

(2.37)

√[(2πrh )2 + (2rc )2 ]

Please refer to the nomenclature section at the beginning of the document for
further details on the variable and subscript names used.

2.5 Theory Summary
In summary, a bounded representation of an autogenous system has been
developed. Chapter 3 will describe the comparison of these bounding models with the
external blowdown model by Sutton [1] as described earlier in this chapter. Relevant
equations for the design of a heating experiment have also been presented. While a real
autogenous system might use combustion, electrical heating will be explained in Chapter
3 to simulate that heat flux in a laboratory setting. Lastly, a simplified energy balance has
been shown to calculate heat transfer rate for the processing of experimental
temperature, pressure, and mass flow rate data.
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CHAPTER THREE
METHODOLOGY
Despite the relative simplicity of pressure-fed systems, the plethora of heat and
mass transfer mechanisms mentioned earlier complicate the modeling process. The
typical external pressure source for a propellant tank involves minimal two-phase effects
and can be treated as a separate environment in the design process; however, an
autogenous pressure source is fully integrated with the operation of the propellant tank in
supplying the engine. Since autogenous systems are inherently more complex than other
pressure-fed mechanisms, this project required both theoretical modeling and
experimental observation to meet the research objectives. The models employed
compare the upper bound and lower bound performance of an autogenous system with
a simpler bottle-fed blowdown system, and the experiment completes the first step in
operating an autogenous system, aiding in the understanding of both the high heat flux,
two-phase flow required for autogenous pressurization and the ability of theoretical
models to predict such flow.

3.1 Computational Work
In this section, three programs, custom-built for this research by the author, are
described. The first program utilizes the thermal isolation, thermal equilibrium, and
external blowdown models to evaluate the performance of an autogenous system and
compare it to a bottle-fed blowdown system. The second program simulates the heat
transfer associated with the phase-transition mechanism for the experiment,
incorporating the heat flux equations of Chapter 2 with the correlations presented in
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Barron [15]. The third program processes data from the experiment by calculating state
properties and heat transfer rates between stations of the experiment. All computer
models were created using Python 3.7.6 and use the CoolProp C++ library [16], in
addition to standard scientific libraries for Python. CoolProp is analogous to the
REFPROP [17] library developed by the National Institute of Standards and Technology
(NIST) and functions as an open-access source of the transport and thermophysical
properties of fluids with Helmholtz-energy-explicit formulations for their equations of state
[16]. Experimental data processing was done through a combination of work in Microsoft
Excel and Python.
3.1.1 Pressurization Simulation Program
The primary pressurization comparison program handles the two autogenous
models, thermal isolation and thermal equilibrium, and the externally fed blowdown Sutton
model [1]. See Chapter 2 for model details. While each model function has its own input
variables handled by the main function, the program requires a few user inputs to
represent the configuration of the liquid rocket engine the propellant tank is supplying:
•

For all matters, CoolProp needs the exact names of the fluids used as the main
propellant and external pressurant for the blowdown case. For this simulation, the
combinations of methane-helium, methane-nitrogen, oxygen-helium, and oxygennitrogen are considered as propellants and pressurants, respectively.

•

To determine the tank volume, the expected mass flow rate of propellant to the
engine as well as the expected engine firing time must be given. This simulation
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estimates 2 kg/s of liquid propellant flow and 120 s of firing time, akin to what the
sponsor expects for their engine.
•

The tank pressure is assumed constant after any external hardware ramps it up
for operation. This operating pressure is a design point for the system and the
engine and must be known to determine other state properties. The operating
pressure in the simulation is 250 psia (1.7 MPa), again like expected pressures by
the sponsor.

•

Maximum and minimum pressures for the external blowdown pressurant bottle
determine the start and end states for calculating the mass and volume of
pressurant in the bottle. The maximum pressure is set by material limits, and the
minimum pressure is set by the pressure differential needed to operate any
regulator between the bottle and the tank. The maximum bottle pressure is set at
34.5 MPa, and the minimum bottle pressure is set at 2.59 MPa.

•

The minimum ullage percent represents the ratio of liquid volume to total tank
volume for a worst-case situation of saturation while at operation pressure. While
a subcooled liquid may easily fit in a smaller tank, certain propellants, liquid
methane for example, expand significantly with a rise in temperature. Here, the
minimum ullage percent is assumed to be 5%.
The three theoretical models are divided into as many functions and use the

system configuration inputs as listed above. The assumptions and equations employed
in each function have been discussed in Chapter 2, and any state properties not
specifically given already are calculated by CoolProp beforehand. Even with all this setup
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information, one final value is needed for the autogenous code – the temperature of the
propellant gas as it reenters the tank as a pressurant. While material properties may
constrain a maximum value for this hot gas, an optimal solution is hard to estimate
beforehand. Therefore, the main function of the pressurization program calls each
pressurization model over a series of incrementally higher pressurant temperatures,
starting with just above saturation and ending 1000 K above saturation. While the external
blowdown model is not affected by this iteration, it can still be compared to the autogenous
model as its performance increases.
In the output stage, the program prints a series of relevant values to compare
between each function – the most important being the ratio of pressurant mass to
propellant mass, the ratio of pressurant volume to propellant volume, final ullage
temperature, and the heat rate required. Since the pressurant temperature varies, the
temperature point halfway through the iteration was chosen to be represented; however,
a series of four plots represent any changes between the four critical values given by
each model as a function of the rising pressurant temperature range. In total, the main
function of the pressurization program records this list:
•

Pressurant Mass

•

Pressurant Temperature

•

Pressurant Volume

•

Liquid Propellant Volume

•

Propellant Tank Volume

•

Propellant Tank Fill Percent
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•

Pressurant Mass Percent

•

Pressurant Volume Percent

•

Final Ullage Temperature

•

Pressurant Heat Rate

3.1.2 Experimental Design Program
The experiment simulation program calculates certain unknown variables
necessary to safely gasify the pressurant using a handful of design parameters set by the
anticipated lab equipment:
•

CoolProp again requires the name of the pressurant fluid being tested. In this case,
nitrogen alone is examined.

•

The desired heat transfer rate as provided by a power supply system. Since the
expected Voltage is 120 V and each power supply can only provide a section with
a current of 10 A at most, a goal of 75% max current was targeted. Therefore, a
total of 1800 W is delivered to the system.

•

The liquid nitrogen Dewar has a maximum pressure of 1.58 MPa, so an operation
pressure of 690 kPa was chosen in case any pressure spikes occurred due to a
line blockage during boiling.

•

Standard 0.5 in (12.7 mm) stainless steel tubing with a wall thickness of 0.035 in
(0.89 mm) was selected beforehand for its availability.

•

Nichrome 16 Ga Kanthal wire with a resistivity of 1.063 Ω/m was selected to
construct the heating elements.
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•

Although the tubes are stainless steel, an arbitrary maximum wall temperature of
400 K was set to prevent failure of any other materials from becoming too hot.

•

The mass flow controller has a maximum inlet temperature of 343 K, so the
maximum output temperature of the phase-transition heaters was set to that, with
the expectation of heat loss to the environment between those two stations.

•

The program generates a maximum heat flux for both the two-phase and singlephase regions that will satisfy the above requirements; however, an additional
factor of safety limits the system to 40% of the lower of the two maximum heat
fluxes to mitigate any local deviations or uncertainty in the calculations.
Due to the complex process of two-phase cryogenic flow transitioning to single-

phase flow because of heating, several heat transfer models developed in the literature
[15] were employed to better understand what phenomena the system might experience.
In the program, these models fall under functions calculating heat transfer coefficients,
critical heat fluxes, non-critical heat fluxes, temperatures, and the Reynolds number:
•

These initial functions determine the heat transfer coefficients for certain situations
the experiment might encounter, including:
o Nucleate pool boiling (equations 7.31-7.34 in Barron) [15].
o Pool film boiling (equations 7.39-7.45 in Barron) [15].
o Forced convection vaporization (equations 7.55-7.57; 7.63 in Barron) [15].
o Liquid-deficient flow film boiling (equations 7.64-7.67 in Barron) [15].
o Liquid-phase internal cylinder convection (equations 6.36-6.38 in Barron)
[15].
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o Vapor-phase internal cylinder convection (equations 6.36-6.38 in Barron)
[15].
•

The next set of functions find the critical two-phase heat fluxes:
o Transitional heat fluxes from saturated nucleate boiling to forced convection
vaporization to liquid-deficient flow film boiling (equations 7.58-7.61 in
Barron) [15].
o Peak nucleate pool boiling heat flux (equations 7.35-7.38 in Barron) [15].
o Minimum film boiling heat flux (equation 7.46 in Barron) [15].

•

These following functions broadly calculate remaining heat fluxes and other
parameters:
o Heat flux to reach prescribed temperature for a mass flow rate range.
o Heat flux and tube length for given heat transfer coefficient.
o Single-phase maximum heat flux for a given wall temperature.
o Heat flux and tube length for the given safety factor and mass flow rate.
o Boiling flow pattern transition points (equations 7.58-7.61 in Barron) [15].
o Pool boiling regimes (equations 7.35-7.38 in Barron) [15].
o Baker diagram flow boiling regimes (equations 7.1-7.4 in Barron) [15].

•

The temperature functions locate certain key wall temperatures:
o Leidenfrost point (boiling pattern transition temperature) and its required
wall temperature (equation 7.47 in Barron) [15].
o Saturated nucleate boiling wall temperature (equations 7.31-7.34 in Barron)
[15].
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o Two-phase flow wall temperature.
o Single-phase flow wall temperature.
•

A lone function generates the single-phase Reynolds number and fluid velocity for
the liquid, vapor, and superheated gas at a given mass flow rate.
The main function uses the functions described above to calculate the requisite

heat transfer rate to reach a prescribed temperature – either just above boiling or the
maximum outlet temperature – for a range of mass flow rates. The program then
interpolates between the calculated heat rates and the desired value to find the final mass
flow rate, the heat required for boiling, and the heat required for superheating the gas.
Next, additional two-phase results are calculated such as the Leidenfrost point, the peak
nucleate boiling heat flux, the minimum film boiling heat flux, the pool boiling regions, and
the flow boiling patterns and regimes for horizontal and vertical flows. The maximum
single-phase heat flux is also calculated based on the maximum allowable wall
temperature. Afterward, the liquid, vapor, and superheated gas velocities and Reynolds’
numbers are generated. Finally, the requisite phase-transition tube length, wire length,
and wire turn density to are calculated. Along with the mass flow rate, these constitute
the most important results for building the experiment.
3.1.3 Data Processing
Data processing goes through a series of steps from Labview to Excel to Python
and back to Excel. Firstly, the Labview program records the raw time, pressure,
temperature, and mass flow data to a text file. Secondly, the Excel spreadsheet imports
the raw data, converts it into metric units, generates a plot of the results over time in the
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steady-state region, and averages each steady-state measurement into a single value.
Thirdly, the Python processing program imports the averaged values from Excel,
generates state properties for each temperature station, and calculates the ideal heat
transfer rate using the fluid mass flow rate and enthalpy assuming an adiabatic
environment. Lastly, an additional Excel spreadsheet takes the processed data from each
individual run, averages the measurements from each run, compares them to the
expected values from the design program, and determines the percent difference
between the estimated results and the experimental results.

3.2 Experimental Work
In this section, the construction and use procedure of the experiment are given. As
mentioned earlier, this test is a proof-of-concept study for later experimentation to verify
the results of the bounding models provided by the computational work. A real
autogenous system requires extensive heating, likely from the combustion of the
propellants, so this experimental work simulates the heating requirements for a reduced
scale pressurant flow rate using electrical heating and liquid nitrogen as representatives
of combustion heating and cryogenic propellant, respectively.
3.2.1 Design Requirements
The experimental portion of this research was built to simulate one of the most
fundamental parts of an autogenous system – the phase-transition mechanism – with the
goals of measuring heating requirements for a given fluid flow rate and encountering any
unexpected phenomena associated with two-phase flow that may impact the performance
of a real autogenous system. As mentioned in the prior section, the experimental setup
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was designed using heat transfer models using Python to be within the capabilities of
readily accessible or on-hand lab equipment. Therefore, some standard run conditions
were set:
•

The operation pressure of system is 690±70 kPa.

•

The maximum input power totals 1800 W.

•

The liquid nitrogen is at or below saturation for the operating pressure.

•

The mass flow rate shall be set such that the exhaust temperature of the gasified
nitrogen is no lower than 273 K and no higher than 343 K to fall within the operating
limits of the mass flow controller.

3.2.2 Construction
To meet these goals and conditions, the experimental setup uses high-pressure
nitrogen gas to force a stream of liquid nitrogen through a series of heaters and sensors,
gasifying the liquid, directing it into a mass flow controller, and exhausting it out to
atmosphere. Figure 3.1 shows a simplified diagram of the primary components and flow
path of the fluid. These components fulfill the following functions in order of the flow path:
•

The high-pressure nitrogen gas bottle supplies the liquid nitrogen Dewar with
enough gas to maintain the system operation pressure of 690 kPa using a
regulator. While the liquid nitrogen can self-pressurize the system at the required
flow rates, the external gas supply ensures the liquid is cooled below saturation at
the beginning of a test and eliminates difficulties with a cryogenic-side pressure
regulator. Figure 3.2 shows the high-pressure bottle and Dewar together while
Figure 3.3 shows the regulator between them.
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•

The liquid nitrogen Dewar supplies the system with the cryogenic test fluid.
Nitrogen simulates the cryogenic propellant of a liquid rocket while being much
safer to handle and easier to access. Figure 3.4 shows the Dewar.

•

Standard 0.5 in (12.7 mm) stainless steel tubing with a wall thickness of 0.035 in
(0.89 mm) connects the components.

•

The cryogenic-side pressure gauge serves as a secondary tool to quickly verify
the system is at the target pressure and provides a value for comparison with
downstream pressure readings. Figure 3.5 shows this pressure gauge.

•

The temperature sensors, all Omega type-K thermocouples, record the
temperature of the cryogenic liquid entering the first heater section, the
temperature of the gasified nitrogen entering the second heater section, and the
temperature of the hot nitrogen gas leaving the second heater section. Figures 3.6
and 3.7 show the temperature sensors as connected in the system.

•

The phase-transition mechanism consists of two heaters with each heating section
spanning 1.5 m and consisting of Nichrome 16 Ga Kanthal wire with a resistivity of
1.063 Ω/m encased in electrically-insulating, thermally conductive cement
wrapped around stainless-steel tubing. A separate 120 V power supply provides
each section with 900 W for a total of 1800 W overall. Figure 3.8 shows the heaters
blanketed by fiberglass insulation. Figure 3.9 shows the heater power supplies.

•

The hot-side Omega pressure sensor records the pressure data for each test.
Figure 3.6 also shows the pressure sensor.
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•

The Brooks mass flow controller utilizes the pressure gradient from the system to
ambient to restrict the flow of the fluid through a variable flow restrictor to a desired
rate. The mass flow rate chosen allows the nitrogen to exhaust within the safe
operating range of the mass flow controller. A secondary downstream rotameter
provides a value for comparison with the flow rate from the controller. Figure 3.10
shows the mass flow controller and exhaust tubing, and Figure 3.11 shows the
rotameter.
The data from the temperature sensors, the pressure sensor, and the mass flow

controller are sent to a National Instruments DAQ as seen in Figure 3.10 and then into
Labview to view and recorded.
3.2.3 Procedure
Operating the experiment required several steps to raise and maintain the system
pressure, ensure no cryogenic liquid traveled downstream of the phase-transition region,
and prohibit the gasified nitrogen from overheating the mass flow controller. The following
procedure details the steps taken for smooth and safe operation:
1. Start the Labview VI and turn on instrument power supply.
2. Set mass flow controller to 0 V.
3. Open and monitor LN2 vent valve, reaching saturation at 210 kPa.
4. Close LN2 vent valve.
5. Crack open downstream flow valve to allow partial flow.
6. Open bypass exhaust valve.
7. Open N2 gas regulator and maintain 690 kPa in LN2 tank.
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8. Set heaters to 120 V and wait 10-15 seconds for them to warm up.
9. Open LN2 liquid output valve.
10. Stabilize exhaust temperature at a safe value (273 K < T3 < 343 K).
11. Set mass flow controller to 0.5 V to achieve a similar flow rate as predicted.
12. Close bypass exhaust valve.
13. Fully open downstream flow valve.
14. Adjust mass flow controller Voltage until exhaust temperature is again stabilized.
15. Record data after steady-state is reached.
16. Close LN2 liquid output valve.
17. Open bypass exhaust valve.
18. Set mass flow controller to 0 V.
19. Close N2 gas regulator.
20. Save data and export.
21. Turn off instrument power supply.
As stated, this experiment simulates the process of quickly heating a stand-in
cryogenic propellant to a desired temperature range in a controlled manner. Real
autogenous systems also must utilize an expected heat flux to meet a given temperature
and mass flow rate to pressurize their propellant tank smoothly and effectively.

3.3 Methodology Summary
In summary, the computational work of this chapter describes the use of the
thermal isolation and thermal equilibrium models to bound the performance of an
autogenous system and compare it to an established model of an external blowdown
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system described by Sutton [1]. The experimental work of this chapter details the use of
heat transfer equations to simulate the key autogenous process of creating a pressurant
gas from a cryogenic propellant. Using this simulation, a physical experiment was
constructed. While the experiment does not directly create an autogenous system, it
validates the pressurant heating mechanism necessary for a future system to be built.

34

CHAPTER FOUR
RESULTS
The results for both the computational work and experimental work developed in
Chapters 2 and 3 are presented in this chapter. The bounding models for the autogenous
system are compared with the external blowdown system for methane and oxygen
propellants with helium and nitrogen pressurants. The design program presents data for
the fluid behavior relevant to the experiment, and the data from the experiment is then
compared to the predicted values from the design program. The results from bounding
the autogenous pressurization system and the results from the experiment are separate
and not compared since the experimental work does not aim to represent a fully
autogenous system, focusing on predicting the heat transfer requirements for a future
build of an autogenous experiment instead.

4.1 Computational Results
This section presents results for the pressurization simulation program involving
the autogenous bounding models and the external blowdown model as well as the results
from the experiment design program before their comparison with the experiment.
4.1.1 Pressurization System Simulation
For the model comparison program, this section details the results of both
autogenous models and the Sutton [1] blowdown model given a particular system
configuration. The four primary values of interest – pressurant mass ratio, pressurant
volume ratio, final ullage temperature, and requisite pressurant heat transfer rate – are
presented. Additional values relevant to the specific system configuration are also given
35

but do not strongly affect how the program is evaluated. Only the external blowdown
Sutton [1] model uses the additional inert gas propellant, and only the autogenous models
account for a non-standard pressurant temperature. All results are grouped according to
their propellant-pressurant combination, and the tables and figures are discussed below:
•

Figures 4.1, 4.5, 4.9, and 4.13 represent pressurant mass requirements for the
external blowdown, thermal isolation, and thermal equilibrium models with respect
to pressurant temperature. The differences between the four figures arise from the
use of two propellants – methane and oxygen – and two blowdown pressurants –
helium and nitrogen. The region between the thermal equilibrium line, black, and
the thermal isolation line, red, represents a range in which a real autogenous
system should perform. For all four figures, the autogenous mass requirements
region drops in magnitude with increasing pressurant temperatures.
o Figure 4.1 shows autogenous methane pressurization compared to helium
blowdown. In this figure, the autogenous mass requirements region crosses
the external blowdown line between 700 K and 900 K pressurant
temperature.
o Figure 4.5 shows autogenous methane pressurization compared to nitrogen
blowdown. In this figure, the autogenous mass requirements region remains
below the external blowdown line for all pressurant temperatures except for
saturation.
o Figure 4.9 shows autogenous oxygen pressurization compared to helium
blowdown. In this figure, the autogenous mass requirements region remains
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above the external blowdown line for all pressurant temperatures shown,
but it may intersect at higher values.
o Figure 4.13 shows autogenous oxygen pressurization compared to nitrogen
blowdown. In this figure, the autogenous mass requirements region crosses
the external blowdown line between 200 K and 400 K pressurant
temperature.
•

Figures 4.2, 4.6, 4.10, and 4.14 represent pressurant volume requirements for the
external blowdown, thermal isolation, and thermal equilibrium models with respect
to pressurant temperature. The differences between the four figures arise from the
use of two propellants – methane and oxygen – and two blowdown pressurants –
helium and nitrogen. The region between the thermal equilibrium line, black, and
the thermal isolation line, red, represents a range in which a real autogenous
system should perform. For all four figures, the ideal thermal isolation line drops in
magnitude with increasing pressurant temperatures, and the thermal equilibrium
line remains constant to due forced evaporation of liquid to maintain saturation.
Additionally, the external blowdown line remains between the two autogenous
models but closer to the thermal equilibrium line.

•

Figures 4.3, 4.7, 4.11, and 4.15 represent final ullage temperatures for the external
blowdown, thermal isolation, and thermal equilibrium models with respect to
pressurant temperature. The differences between the four figures arise from the
use of two propellants – methane and oxygen – and two blowdown pressurants –
helium and nitrogen. The region between the thermal equilibrium line, black, and
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the thermal isolation line, red, represents a range in which a real autogenous
system should perform. For all four figures, both the thermal equilibrium and
external blowdown ullage temperatures remain constant over the pressurant
temperature range since they are bound by the saturation and no heating
restraints, respectively. The thermal isolation ullage temperature increases with
pressurant temperature nonlinearly due to its dependence on the nonlinear mass
response shown in Figures 4.1, 4.5, 4.9, and 4.13. While increasing, the ullage
temperature always remains below the input pressurant temperature.
•

Figures 4.4, 4.8, 4.12, and 4.16 represent pressurant heating requirements for the
external blowdown, thermal isolation, and thermal equilibrium models with respect
to pressurant temperature. The differences between the four figures arise from the
use of two propellants – methane and oxygen – and two blowdown pressurants –
helium and nitrogen. The region between the thermal equilibrium line, black, and
the thermal isolation line, red, represents a range in which a real autogenous
system should perform. For all figures, the external blowdown model necessarily
requires no heat transfer, and the thermal equilibrium heat transfer remains
constant with respect to pressurant temperature. For the autogenous heating of
methane in Figures 4.4 and 4.8, a minimum requirement appears near 500 K for
the thermal isolation model. This minimum is not present for the autogenous
heating of oxygen in Figures 4.12 and 4.16.

•

Table 4.1 simulates a methane propellant pressurized with methane in the
autogenous models and helium in the blowdown model. The pressurant
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temperature for the autogenous models is 612 K, representing a point halfway
between temperature range presented in Figure 4.1. The pressurant mass percent
given in the table represents the ratio of pressurant mass to propellant mass. The
external blowdown model outperforms the ideal autogenous case by a difference
of 0.2% and the least-ideal case by 1%. Conversely, the thermal isolation model
shows a pressurant volume seven times lower than external blowdown with
helium. The thermal equilibrium model, however, has a greater volume
requirement than helium by a difference of 1.4%. Of the final ullage temperatures,
both the external blowdown and thermal equilibrium models necessarily indicate
cold temperatures below 200K, but the thermal isolation model predicts an average
of 307 K. For the heat transfer rate, the external blowdown model shows zero since
it does not rely on a heat source. The thermal isolation model indicates a requisite
46 kW and the thermal equilibrium model a requisite 66 kW.
•

Table 4.2 provides further mass and volume results for the methane propellant
simulation represented by Table 4.1. These values are the direct output of the
program, and Table 4.1 uses them to calculate the mass and volume ratios.
Overall, Table 4.1 is more useful in understanding the significance of any
differences in mass or volume requirements between the three models

•

Tables 4.3 and 4.4 simulate a methane propellant pressurized with methane in the
autogenous models and nitrogen in the blowdown model. Since the autogenous
pressurant is the same as in Tables 4.1 and 4.2, the results for the thermal isolation
and thermal equilibrium model are identical – only the external blowdown model is
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different. Unlike helium, nitrogen blowdown requires a mass percent over six times
greater than the thermal isolation model and four times greater than the thermal
equilibrium model predicts for autogenous methane pressurization. However, the
volume requirements for nitrogen show a difference of only 0.4% greater than
helium.
•

Tables 4.5 and 4.6 simulate an oxygen propellant pressurized with oxygen in the
autogenous models and helium in the blowdown model. In this case, the external
blowdown model predicts two to five times less mass than the autogenous models
– reasonable as oxygen does have a higher molecular weight than methane. In
contrast, the volume percent differences vary only slightly from the methane
propellant simulation given in Tables 4.1 and 4.3. The final ullage temperature for
oxygen is 267 K, some 40 K colder than the methane case. Additionally, the heat
transfer rates for the thermal isolation and thermal equilibrium models are 14 kW
and 25 kW, respectively, indicating heating requirements around one third those
of methane.

•

Tables 4.7 and 4.8 simulate an oxygen propellant pressurized with oxygen in the
autogenous models and nitrogen in the blowdown model. Since the autogenous
pressurant is the same as in Tables 4.5 and 4.6, the results for the thermal isolation
and thermal equilibrium model are identical – only the external blowdown model is
different. Nitrogen again shows a minor 0.3% increase in volume requirements
over helium. Like with methane propellant, the mass requirement for nitrogen is
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also greater than the autogenous models but only but a difference of 1% to 2% for
thermal equilibrium and thermal isolation, respectively.
While helium slightly outperforms both autogenous models on mass requirements
for both methane and oxygen propellants until very high pressurant temperatures are
reached, the thermal isolation model shows a vastly reduced pressurant volume.
Additionally, the final ullage temperature never reaches dangerous levels – even for the
thermal isolation model – as the hot pressurant gas cools from mixing with the cryogenic
ullage vapor. The thermal equilibrium model, by definition, never raises its ullage
temperature, always remains at saturation, and requires more heat to function than a
thermal isolation system. While it represents a relatively unrealistic worst-case
autogenous system, the thermal equilibrium model’s performance remains acceptably
close to that of an external blowdown system. Due to its high molecular weight, the
nitrogen results indicate much greater pressurant mass and volume requirements than
either helium blowdown or autogenous systems. The final value of importance, heat
transfer rate, differs greatly between propellant types but not autogenous models.
Estimating the ability to supply the resultant heat loads requires a more detailed
knowledge of the engine configuration and heating mechanism design than this research
provides; however, the 10-100 kW range almost certainly rules out an electrical heating
system, indicating the heat must come from a chemical reaction and likely directly from
the combustion process in the engine itself.
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4.1.2 Experimental Design Simulation
This section presents the output of the experimental design program, whose goal
was to establish expectations for the behavior of the cryogenic fluid and design
requirements to meet those parameters before any experimentation was performed. The
figures and tables are discussed below:
•

Figure 4.17 outlines the linear relationship between heat transfer rate and mass
flow rate. The two lines represent the heat transfer rate for a given mass flow rate
of nitrogen at the designated pressure of 690 kPa. The blue line represents a
boiling process, and the red line represents a superheating process where the
liquid exits as a gas at the desired outlet temperature.

•

Figure 4.18 compares heat flux with wall temperature for a pool boiling situation
using correlations from Barron [15]. The blue, left-hand line represents nucleate
boiling, which indicates a nearly identical wall temperature for a given heat flux
over several orders of magnitude. Conversely, the red line represents film boiling,
where the wall temperature shows a significant dependence on heat flux. The
dotted transitional boiling line is not intended to represent a heat flux to wall
temperature relationship; instead, it represents the significant rise in wall
temperature and drop in heat flux between the two boiling regions. Due to the
flowing nature of the system, stationary pool boiling was not anticipated to occur.

•

Figure 4.19 represents the boiling patterns for a flowing fluid and indicates the
desired heat flux of 40% of critical flow boiling should fall under saturated nucleate
boiling until the quality reaches 0.9 – nearly the saturated vapor state.
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•

Figures 4.20 and 4.21 are Baker diagrams that qualitatively describe the kind of
phase-transition expected for horizontal and vertical flow, respectively. Since the
experiment flows vertically, the boiling regimes described in Figure 4.20 should not
be encountered, but Figure 4.21 shows the flow transitioning from a brief slug
boiling mode to a churn mode as it becomes a vapor. Both modes describe large
pockets of vapor dispersed within connected regions of wall-contacting liquid.

•

Figure 4.22 compares the expected fluid and wall temperatures along the length
of the heater sections. The blue line represents the nitrogen fluid, and the red line
represents the wall temperature. Both the fluid and the wall remain at their initial,
cold temperature for almost the entirety of the length required for boiling. The wall
temperature then sharply rises, indicating gas-phase convection instead of liquidphase convection. Both temperatures then steadily rise linearly along the length of
the remaining heating tube.

•

In addition to the figures, Table 4.9 highlights some further information about the
fluid at the given operation state, including important heat fluxes, Reynolds
numbers, and fluid velocities. While the peak nucleate boiling heat flux is over 300
kW/m2, the critical flow boiling heat flux is only 44 kW/m2, and this parameter is the
one used to calculate the desired heat flux to the system, multiplying the critical
heat flux value by 40%. Additionally, Table 4.9 reveals the fluid velocities remain
slow, even for the hot pressurant gas.
These results aid in the understanding of the fluid, which was vital for experimental

construction; however, the experiment does attempt to verify the boiling patterns, flow
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boiling regimes, wall temperatures, or fluid velocities as they are not critical to quantify for
the goals of this research.
Conversely, Table 4.10 provides the requisite data for constructing the experiment,
accounting for the previously determined factor of safety of 40% critical flow boiling heat
flux. Of the greatest importance, the expected mass flow rate, the heater section tube
length, the heater section wire element length, and the number of wire turns per section
are given. The mass flow rate is shown to be small, just over 4 g/s, representing the high
heat load necessary to bring a cryogenic fluid to 343 K. The shown two-phase flow length
is 1.15 m – shorter than the single-phase flow length of 1.87 m. Since the construction of
identical heater sections was desirable, the section tube length of 1.51 m exceeds the
needs of the phase-transition region, providing a slight buffer to prevent any excess liquid
from traveling past the first section. Table 4.10 also shows the wire length for a section to
be 15.1 m – ten times the length of the section tubing itself, coincidentally. To fit a wire of
that length around the tube, a turn density of 312 per section was found. The mass flow
rate presented here, and the state properties derived from the experimental data are
compared in the next section.

4.2 Experimental Results
The results detailed in this section represent three separate experimental test runs
performed at the end of a series of evaluations and design iterations. Prior tests located
areas where the equipment could fail and helped design the procedure used to collect the
data presented in this section. Results are averaged and compared with the expected
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values given by the design program discussed in the previous section. The tables and
figures of the raw data and the results are discussed below:
•

Figures 4.23 – 4.25 present the steady-state temperature data over time collected
from the three experimental test runs. From experience gained in prior evaluation
runs, the oscillations seen in the data are believed to be caused by the periodic
operation of the upstream pressure regulator feeding the nitrogen Dewar. The
liquid inlet temperature data remains largely unaffected by these oscillations. The
inlet temperature also remains consistently around 101 K for all experiments;
however, the midheater and outlet temperatures vary by 20 K – 40 K between test
runs, respectively. This variation may be explained by the saturated liquid quality
entering the system. Although efforts were made to subcool the nitrogen in the
Dewar below saturation for each test, it is possible a combination of tank fill
percent, cryogenic-side heat leaks, and human influence on the timing of the
experiment led to a mixture of saturated liquid and vapor at the inlet.

•

Figures 4.26 – 4.28 likewise show the steady-state mass flow rate and pressure
data over time. The same oscillations seen in Figures 4.23-4.25 are present here
as well but to a lesser extent. The system pressure readings of around 740 kPa
are largely unaffected by any fluctuations and remains consistent for all three
experimental runs. The mass flow rates average around 5 g/s for the three runs.

•

Table 4.11 outlines a time-averaged value for each measurement for each
experimental run as seen in Figures 4.23-4.28 – mass flow rate, system pressure,
inlet temperature, midheater temperature, and outlet temperature. This table also
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presents the saturated liquid temperature, the calculated heat transfer rates, and
an adjusted heat transfer rate including the latent heat of vaporization as generated
by the program described in chapter 3. Each of these values are averaged across
the three tests and presented in their own column. The results predicted by the
experimental design program are also given.
•

Table 4.12 represents the percent difference between each value in Table 4.11
and the predicted results from the design program. This table helps to see the
differences more clearly between the program and the experimental results.
The data seen in Figure 4.23-4.28 are used to construct the two comparison

Tables 4.11 and 4.12. These tables reveal some key insights about how the current
system is operating and will be discussed further below:
•

The measured mass flow rate is higher than predicted by about 15%; however,
this rate is set by the mass flow controller and ultimately the user to reach a safe
outlet temperature below the 343 K maximum of the mass flow controller.
Therefore, this differential may be accounted for by a corresponding drop in outlet
temperature.

•

The system pressure of around 740 kPa was set manually using a regulator and
gauges on the nitrogen Dewar, so the small deviation from the predicted value can
be explained by human error in reading and setting the system pressure.

•

The inlet temperature of 101 K is consistent for each test and falls within the
thermocouple tolerance of 5% to meet the design programs prediction; however,
the inlet state is so close to saturation that any difference in temperature could be
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the difference between liquid and gas phases. This predicament will be explored
further in the sections below.
•

The temperature reading between the heating sections varies 40 K between runs
and the predicted response, yet all experimental values for this point read higher
than what the program expected. This discrepancy is estimated to originate from
a variation in liquid quality entering the system and especially heat entering the
sub-ambient parts of the system from the environment due to non-ideal insulation.

•

Similarly, the outlet temperatures vary 20 K between tests and all fall below the
predicted value. This difference is believed to stem from a combination of higher
mass flow rate, the initial liquid quality, and heat leaks from the heating elements
and the above-ambient gas in this region.

•

The saturated liquid temperature of 99 K is presented to compare the inlet
temperature of 101 K with the saturation state for the measured pressure. The inlet
temperatures all fall above this saturation line indicating any heat transfer
calculations involving inlet temperature will unintentionally neglect the heat of
vaporization. From earlier experience running the system, liquid is known to be
fully present at the inlet, so a difference of up to 5% between the measured inlet
temperatures and the saturation temperature from the sensing equipment should
account for this discrepancy.

•

The first heater section heat transfer rate calculates the measured system
pressure and temperature difference between the inlet and the midheater stations
to determine the enthalpy for the fluid at each state. Then, the mass flow rate is
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used to generate the heat transfer rate required to account for the temperature
difference. The resultant power requirements of around 440 W are considerably
lower than the predicted 920 W, likely due to the inlet temperature reading higher
than saturation and missing the latent heat of vaporization.
•

Likewise, the second section heat transfer rate is a repeat of the process from the
first section, only using the midheater and outlet temperature difference. While the
heat of vaporization should not impact this calculation, the generated power
requirements of 660 W are also lower than the predicted 880 W, though less
dramatically than in the first section. This discrepancy is believed to be due to
environmental heat leak.

•

The total heat transfer rate of 1100 W is merely a summation of the two individual
heat transfer rates from sections 1 and 2. This total rate falls well below the 1800
W known to be input into the system.

•

The adjusted heat transfer rate of 1940 W is identical to the other calculations
except in that it includes the hitherto neglected heat of vaporization. When the heat
of vaporization is reintroduced into the equation, the experimental results match
within about 10% of the predicted results. Even with insulation, the heat leaks into
and out of the system are not expected to entirely cancel each other out; therefore,
some difference between the experiment and program was anticipated.
Overall, the most critical value from the experiment is the total heat transfer rate

as its calculation accounts for any differences between system pressure, temperature,
and mass flow in the experiment and those used in the design program. As discussed
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earlier, the heat transfer realized is highly dependent on the heat of vaporization, which
comprises roughly half of the heat required to raise liquid nitrogen to outlet temperatures.
Since measures were taken to ensure a subcooled or saturated liquid entered the phasetransition inlet, the adjustment to incorporate the heat of vaporization is believed to be
more representative of actual system conditions than the inlet temperature would
suggest.

4.3 Results Summary
The results presented in this chapter are divided into computational and
experimental. The computational work simulates an external blowdown system and
boundary models for an autogenous system for the various propellant and pressurant
combinations. These simulation results indicate that an autogenous pressurization
mechanism is desirable for all tested propellants and pressurants for reducing the internal
volume required to pressurize the propellant tanks and supply the engine. These results
also indicate that the pressurant mass for an autogenous system of either methane or
oxygen will theoretically be greater than the pressurant mass of helium used to supply an
external blowdown system except at high pressurizing temperatures. In contrast,
autogenous pressurant mass will theoretically always be lower than nitrogen blowdown
mass. Additionally, the computational results show a pressurant heating requirement for
methane propellant three times greater than oxygen propellant.
The experimental work simulates the heating process necessary for an
autogenous system to operate, preparing for a future experiment to validate the
computational models. The results from the heating experiment presented in this chapter
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indicate that the design program and its heat transfer models can predict within about
10% of the heat rate of the experiment despite non-ideal insulation, liquid quality
concerns, and thermocouple tolerances. The experimental work also shows the
importance of the latent heat of vaporization for autogenous systems – nearly half of the
heating requirement goes into boiling the cryogenic liquid.
The total uncertainty associated with the equipment, the heat leaks into and out of
the system, and the initial liquid quality is not quantitatively known, but the measurement
uncertainty of the experimental work is partially reflected in the initial loss of the latent
heat of vaporization in heat transfer calculations. The primary purpose of the experiment
described in this research was the demonstration of a proof-of-concept means for heating
and controlling cryogenic propellant flow for future work validating the autogenous
boundary models. This future experiment will require uncertainty calculations to compare
the measured data with the autogenous performance region bounded by the thermal
isolation and thermal equilibrium models.
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CHAPTER FIVE
CONCLUSION
5.1 Conclusions
This research evaluated high-level simulations of pressurant weight, volume, and
heating requirements for an autogenous system using two bounding theoretical models,
comparing the results with those of an external blowdown system model. The data from
these simulations indicated autogenous mechanisms for methane and oxygen
propellants excel in pressurant volume reduction over external helium or nitrogen supply
bottles. These data also showed autogenous systems for methane and oxygen cannot
theoretically reduce pressurant mass requirements below those set by an external helium
supply except at high temperatures. The heating estimations revealed a non-electrical
source of power will likely be necessary to sustain the demands of an autogenous system.
The experimental results indicated the simulation of the complex two-phase flow of an
autogenous feed line is practicable but reliant on assumptions about initial fluid conditions
and external heat sources. This experiment is the steppingstone for future work
comprising the experimental validation of the autogenous bounding models.
A factor not considered in this research is the material mass and volume
requirements for any external high-pressure bottle and supply system or autogenous
heating system; however, the blowdown bottle is believed to be more impactful than an
autogenous system on both counts as it must be strong enough to withstand much higher
pressures. Thus, any advantage helium has as a pressurant is reduced by the weight and
size of its container.
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5.2 Recommendations
Future avenues of research on this topic should include a fully autogenous
experiment developed using the experimental work from this research to validate the
computational results presented in Chapter 4. The use of nitrogen as the same propellant
and pressurant, the large size of the Dewar and supply bottle, and the similar exhaust
and supply gas temperatures make the experiment described in this research a fairly
good stand-in for a cycling autogenous feed line; however, an experiment with built-in
autogenous functionality would enable the measurement of any pressure and
temperature fluctuations that might arise from self-pressurization in addition to a better
analysis of start-up and shutdown.
Another key topic of future research is the experimental verification of liquid
methane as the propellant instead of nitrogen. While the simulations designed for this
project treat methane and oxygen as the propellants of interest, the experimental portion
uses nitrogen for safety. Analyses of liquid methane are also sparse, whereas liquid
oxygen has been used extensively for decades and has plenty of data of its use in rocket
systems. No currently published work includes experimental results for an autogenous
methane system; therefore, an extension of this research should be a replication of testing
using liquid methane.
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A.1 Introduction Figures

Figure 1.1 – Propellant Feed System Chart by Sutton [1]
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Figure 1.2 – Simplified Diagram of Different Pressure-Fed Mechanisms
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A.2 Theory Figures

Figure 2.1 – Depiction of the Thermal Isolation (Left) and Thermal Equilibrium (Right) Models
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A.3 Methodology Figures

Figure 3.1 – Experiment Equipment and Flow Path
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Figure 3.2 – Nitrogen Dewar and Bottle Supply
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Figure 3.3 – High-Pressure Gas Supply Regulator

62

Figure 3.4 – Nitrogen Dewar and Pressure Gauge
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Figure 3.5 – Downstream Pressure Gauge
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Figure 3.6 – Inlet and Outlet Sections with Pressure Sensor and Temperature Sensors 1 and 3
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Figure 3.7 – Midheater Section and Temperature Sensor 2
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Figure 3.8 – Full Experiment Layout
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Figure 3.92 – 120V Heater Power Supplies
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Figure 3.10 – Mass Flow Controller and NI DAQ
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Figure 3.11 – Exhaust-Side Rotameter
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A.4 Results Figures

Figure 4.1 – Pressurant Mass Requirements for a Range of Autogenous Pressurant Temperatures
(Methane – Helium Case)
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Figure 4.23 – Pressurant Volume Requirements for a Range of Autogenous Pressurant Temperatures
(Methane – Helium Case)
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Figure 4.3 – Ullage Temperature after Propellant Tank Evacuation for a Range of Autogenous Pressurant
Temperatures (Methane – Helium Case)
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Figure 4.4 – Pressurant Heating Power Requirements for a Range of Autogenous Pressurant
Temperatures (Methane – Helium Case)
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Figure 4.5 – Pressurant Mass Requirements for a Range of Autogenous Pressurant Temperatures
(Methane – Nitrogen Case)
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Figure 4.6 – Pressurant Volume Requirements for a Range of Autogenous Pressurant Temperatures
(Methane – Nitrogen Case)
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Figure 4.7 – Ullage Temperature after Propellant Tank Evacuation for a Range of Autogenous Pressurant
Temperatures (Methane – Nitrogen Case)
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Figure 4.8 – Pressurant Heating Power Requirements for a Range of Autogenous Pressurant
Temperatures (Methane – Nitrogen Case)
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Figure 4.9 – Pressurant Mass Requirements for a Range of Autogenous Pressurant Temperatures
(Oxygen – Helium Case)
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Figure 4.10 – Pressurant Volume Requirements for a Range of Autogenous Pressurant Temperatures
(Oxygen – Helium Case)
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Figure 4.11 Ullage Temperature after Propellant Tank Evacuation for a Range of Autogenous Pressurant
Temperatures (Oxygen – Helium Case)
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Figure 4.12 – Pressurant Heating Power Requirements for a Range of Autogenous Pressurant
Temperatures (Oxygen – Helium Case)
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Figure 4.13 – Pressurant Mass Requirements for a Range of Autogenous Pressurant Temperatures
(Oxygen – Nitrogen Case)
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Figure 4.14 – Pressurant Volume Requirements for a Range of Autogenous Pressurant Temperatures
(Oxygen – Nitrogen Case)
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Figure 4.15 – Ullage Temperature after Propellant Tank Evacuation for a Range of Autogenous
Pressurant Temperatures (Oxygen – Nitrogen Case)
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Figure 4.16 – Pressurant Heating Power Requirements for a Range of Autogenous Pressurant
Temperatures (Oxygen – Nitrogen Case)
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Figure 4.17 – Simulated Experiment Pressurant Heating Power Requirements for Phase-Transition and
Superheating for a Range of Mass Flow Rates
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Figure 4.18 – Simulated Experiment Pool Boiling Regions

88

Figure 4.19 – Simulated Experiment Flow Boiling Patterns
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Figure 4.20 – Simulated Experiment Horizontal Flow Baker Diagram
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Figure 4.21 – Simulated Experiment Vertical Flow Baker Diagram
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Figure 4.22 – Simulated Experiment Temperatures over Tube Length

92

Test 1 - Temperature Data
350

300
Inlet
Temperature
(K)
Midheater
Temperature
(K)

250

200

Outlet
Temperature
(K)
150

100

50
300

350

400

450

500

Time (s)

Figure 4.23 – Test 1 Experimental Temperature Data
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Test 2 - Temperature Data
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Figure 4.24 – Test 2 Experimental Temperature Data
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Figure 4.25 – Test 3 Experimental Temperature Data
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Figure 4.26 – Test 1 Experimental Pressure and Mass Flow Data
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Figure 4.27 – Test 2 Experimental Pressure and Mass Flow Data
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Figure 4.28 – Test 3 Experimental Pressure and Mass Flow Data
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A.5 Results Tables
Table 4.1 – Three Model Primary Results for Methane/Helium

Primary Results (Methane-Helium)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 612 K)
Pressurant Mass Percent (%)
Pressurant Volume Percent (%)
Final Ullage Temperature (K)
Pressurant Heat Transfer Rate (kW)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
1.1
1.3
2.1
6.5
0.9
7.9
185.4
306.9
162.0
0.0
45.7
66.1

Table 4.2 – Three Model Auxiliary Results for Methane/Helium

Auxiliary Results (Methane-Helium)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 612 K)
Pressurant Mass (kg)
Pressurant Temperature (K)
Pressurant Volume (L)
Liquid Propellant Volume (L)
Propellant Tank Volume (L)
Propellant Tank Fill Percent (%)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
2.8
3.1
5.0
185.4
612.1
612.1
49.8
7.3
65.9
566.2
573.5
789.7
761.9
771.8
831.8
74.3
74.3
95.0
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Table 4.3 – Three Model Primary Results for Methane/Nitrogen

Primary Results (Methane-Nitrogen)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 612 K)
Pressurant Mass Percent (%)
Pressurant Volume Percent (%)
Final Ullage Temperature (K)
Pressurant Heat Transfer Rate (kW)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
8.4
1.3
2.1
6.9
0.9
7.9
177.6
306.9
162.0
0.0
45.7
66.1

Table 4.4 – Three Model Auxiliary Results for Methane/Nitrogen

Auxiliary Results (Methane-Nitrogen)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 612 K)
Pressurant Mass (kg)
Pressurant Temperature (K)
Pressurant Volume (L)
Liquid Propellant Volume (L)
Propellant Tank Volume (L)
Propellant Tank Fill Percent (%)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
20.2
3.1
5.0
177.6
612.1
612.1
52.2
7.3
65.9
566.2
573.5
789.7
761.9
771.8
831.8
74.3
74.3
95.0
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Table 4.5 – Three Model Primary Results for Oxygen/Helium

Primary Results (Oxygen-Helium)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 580 K)
Pressurant Mass Percent (%)
Pressurant Volume Percent (%)
Final Ullage Temperature (K)
Pressurant Heat Transfer Rate (kW)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
0.4
1.0
2.1
6.6
0.7
7.1
185.4
266.7
129.7
0.0
13.5
24.7

Table 4.6 – Three Model Auxiliary Results for Oxygen/Helium

Auxiliary Results (Oxygen-Helium)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 580 K)
Pressurant Mass (kg)
Pressurant Temperature (K)
Pressurant Volume (L)
Liquid Propellant Volume (L)
Propellant Tank Volume (L)
Propellant Tank Fill Percent (%)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
1.0
2.4
4.9
185.4
579.8
579.8
18.5
2.1
21.3
209.7
211.8
286.6
279.2
282.0
301.7
75.1
75.1
95.0
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Table 4.7 – Three Model Primary Results for Oxygen/Nitrogen

Primary Results (Oxygen-Nitrogen)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 580 K)
Pressurant Mass Percent (%)
Pressurant Volume Percent (%)
Final Ullage Temperature (K)
Pressurant Heat Transfer Rate (kW)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
3.1
1.0
2.1
6.9
0.7
7.1
177.6
266.7
129.7
0.0
13.5
24.7

Table 4.8 – Three Model Auxiliary Results for Oxygen/Nitrogen

Auxiliary Results (Oxygen-Nitrogen)
(dMe/dt = 2.0 kg/s, t = 120 s,
pop = 1.72 MPa, Tp = 580 K)
Pressurant Mass (kg)
Pressurant Temperature (K)
Pressurant Volume (L)
Liquid Propellant Volume (L)
Propellant Tank Volume (L)
Propellant Tank Fill Percent (%)

External Autogenous Autogenous
Blowdown
Thermal
Thermal
Isolation
Equilibrium
7.5
2.4
4.9
177.6
579.8
579.8
19.3
2.1
21.3
209.7
211.8
286.6
279.2
282.0
301.7
75.1
75.1
95.0
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Table 4.9 – Simulated Experiment Operation State Information

Peak Nucleate Pool Boiling Heat Flux (kW/m2)
Critical Flow Boiling Heat Flux (kW/m2)
Minimum Pool Film Boiling Heat Flux (kW/m2)
Leidenfrost Point (K)
Maximum Single-Phase Heat Flux (kW/m2)
Minimum Single-Phase Tube Length (m)
Liquid Reynolds Number
Liquid Average Velocity (m/s)
Vapor Reynolds Number
Vapor Average Velocity (m/s)
Superheated Gas Reynolds Number
Superheated Gas Average Velocity (m/s)

304.2
43.9
24.2
245.9
56.9
0.57
6.1 x 103
0.0636
6.7 x 104
1.55
2.3 x 104
6.49

Table 4.10 – Simulated Experiment Design Point Results

Two-Phase Heat Rate (kW)
Single-Phase Heat Rate (kW)
Total Heat Rate (kW)
Mass Flow Rate (g/s)
Volumetric Flow Rate (nlm)
Run Time (s)
Mass Consumed (kg)
Energy Consumed (kWh)

Heat Flux (kW/m2)
Two-Phase Tube Length (m)
Single-Phase Tube Length (m)
Total Tube Length (m)
Section Tube Length (m)
Section Wire Length (m)
Total Wire Length (m)
Wire Turns per Section

0.69
1.11
1.80
4.17
200.0
1800
7.5
0.9
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17.4
1.15
1.87
3.02
1.51
15.1
30.1
312

Table 4.11 – Combined Individual and Averaged Experimental Data with Simulation Data Comparison

Experimental Results
Mass Flow Rate, (g/s)
System Pressure, (MPa)
Inlet Temperature, (K)
Midheater Temperature, (K)
Outlet Temperature, (K)
Saturated Liquid Temperature, (K)
Section 1 Ideal Heat Rate, (kW)
Section 2 Ideal Heat Rate, (kW)
Total Ideal Heat Rate, (kW)
Adjusted Ideal Heat Rate, (kW)

Test 1
4.829
0.714
103.09
191.59
328.44
98.78
489
699
1188
2007

Test 2
5.305
0.760
101.47
177.20
294.53
99.66
471
662
1133
2005

Test 3 Average Predicted
4.985
4.822
4.167
0.740
0.746
0.698
101.37 101.98
98.46
166.71 178.50
145.00
288.55 303.84
343.00
99.28
99.39
98.46
444
372
921
663
627
879
1107
999
1799
1936
1796
1799

Table 4.12 – Individual and Averaged Experimental Data Percent Difference with Simulation Data

Experimental Results Percent Difference
Mass Flow Rate, (%)
System Pressure, (%)
Inlet Temperature, (%)
Midheater Temperature, (%)
Outlet Temperature, (%)
Saturated Liquid Temperature, (%)
Section 1 Ideal Heat Rate, (%)
Section 2 Ideal Heat Rate, (%)
Total Ideal Heat Rate, (%)
Adjusted Ideal Heat Rate, (%)
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Test 1
13.71
2.24
4.49
24.32
-4.43
0.32
-88.34
-25.75
-51.43
10.36

Test 2
21.45
8.16
2.97
18.17
-16.46
1.20
-95.54
-32.78
-58.78
10.27

Test 3
13.58
6.43
2.87
13.02
-18.87
0.94
-147.58
-40.19
-80.08
-0.17

Average
16.41
5.68
3.45
18.77
-12.89
0.82
-107.43
-32.65
-62.56
7.08
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