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Schwerionen-Collider-Experimente, wie das STAR-Experiment am RHIC (BNL)
oder das geplante ALICE-Experiment am LHC (CERN) untersuchen Schwerio-
nenkollisionen bei Schwerpunktsenergien von
√
sNN = 200 GeV (RHIC), bzw. √
sNN =5 ,5 TeV (ALICE). In diesen Kollisionen werden mehrere tausend ge-
ladene Teilchen produziert, die in STAR und ALICE in großvolumigen TPCs
gemessen werden. Das Datenvolumen erreicht dabei bis zu 10 MB (STAR) und
60 MB (ALICE) pro Ereignis.
Aufgrund der hohen Luminosit¨ at der Collider k¨ onnten die Experimente zentrale
Schwerionenkollisionen mit einer Rate bis zu 100 Hz bzw. 200 Hz (ALICE) un-
tersuchen. Die dabei entstehenden Datenraten im Bereich mehrerer GB/s sind
mit heutiger Technologie jedoch nicht mehr einfach zu speichern. Deshalb kann
nur ein Bruchteil der zur Verf¨ ugung stehenden Ereignisse aufgezeichnet werden.
Aufgrund der exponentiellen Entwicklung der CPU-Leistung wird es jedoch m¨ og-
lich, die Rekonstruktion von Ereignissen w¨ ahrend der Datennahme in Echtzeit
durchzuf¨ uhren. Basierend auf den rekonstruierten Spuren in den Detektoren kann
die Entscheidung getroﬀen werden, ob ein Ereignis gespeichert werden soll. Dies
bedeutet, dass die begrenzte Speicherbandbreite gezielt mit Ereignissen, die eine
interessierende physikalische Observable beinhalten, angereichert werden kann.
Ein solches System zur Ereignisselektion wird als Level-3-Trigger oder allgemei-
ner als High Level Trigger bezeichnet.
Am STAR-Experiment wurde erstmals in einem Schwerionenexperiment solch
ein Level-3-Triggersystem aufgebaut. Es besteht aus 432 i960-CPUs, auf speziell
gefertigten Receiver Boards f¨ ur die paralelle Clusterrekonstruktion in der STAR-
TPC. 52 Standard-Computer mit ALPHA- bzw. Pentium-CPUs rekonstruieren
die Spuren geladener Teilchen und treﬀen eine Triggerentscheidung.
Dieses System erm¨ oglicht die Echtzeit-Rekonstruktion zentraler Au+Au-Kolli-
sionen mit anschliessender Analyse durch einen Trigger-Algorithmus mit einer
Rate von 40-50 Hz.
Die Qualit¨ at, die mit dieser schnellen Analyse erreicht wird, kann mit der Qualit¨ at
der STAR-Oﬄine-Rekonstruktion verglichen werden. Der Level-3-Clusterﬁnder
erreicht in Bezug auf Ortsauﬂ¨ osung und Rekonstruktionseﬃzienz dieselbe Qua-
lit¨ at wie der Oﬄine-Clusterﬁnder.D e rL e v e l - 3 - Trackﬁnder erreicht bei Rekon-
struktionseﬃzienz und Impulsauﬂ¨ osung 10-20% schlechtere Werte als der Oﬄine-
Trackﬁnder.Die Anwendung eines Level-3-Triggers besteht in der Messung von seltenen Ob-
servablen (”rare Probes“), die ohne eine Anreicherung nicht, oder nur schwer,
meßbar w¨ aren.
In den Jahren 2000 und 2001 wurden erste Triggeranwendungen f¨ ur das STAR-
Level-3-System erprobt. In ultraperipheren Au+Au-Kollisionen wurden ρo-Kan-
didaten schon im Jahr 2000 selektiert. W¨ ahrend der Strahlzeit des Jahres 2001
wurde das Level-3-System erstmals zum Triggern in zentralen Au+Au-Kollisionen
eingesetzt. Die Triggeralgorithmen beinhalteten einen Υ-Trigger, einen 3He-Trig-
ger und einen Algorithmus zur Anreicherung von Spuren hohen Impulses in der
Akzeptanz des RICH-Detektors.
Das STAR Level-3-System ist in der Lage zehnmal mehr Ereignisse zu analysie-
ren, als gespeichert werden k¨ onnen. Aufgrund der begrenzten Luminosit¨ at des
RHIC-Beschleunigers, konnten die Level-3 Trigger erst zum Ende der Strahlzeit
eingesetzt werden. Den genannten Algorithmen standen zus¨ atzlich zu den 3 ·106
gespeicherten zentralen Ereignissen, 6 · 105 zentrale Ereignisse zur Analyse zur
Verf¨ ugung. Mit diesem begrenzten Anreicherungsfaktor von 20% blieb das Sy-
stem hinter seinen M¨ oglichkeiten zur¨ uck. Es konnte jedoch gezeigt werden, dass
das STAR Level-3-System in der erwarteten Qualit¨ at und Stabilit¨ at funktioniert.
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IV1. Einleitung
1.1. Quarks und Gluonen
Bis Anfang des 20. Jahrhunderts galten Atome als die kleinsten Bausteine der
Materie. Rutherford entdeckte 1911, dass Atome aus einem Atomkern und der
Elektronenh¨ ulle bestehen. Sp¨ ater konnte er zeigen, dass selbst die Atomkerne
noch weiter teilbar sind.
Die Kraft, die zwischen den Protonen und Neutronen im Kern herrscht, konnte
nicht durch die bis dahin bekannten Wechselwirkungen, der Elektromagnetischen-
oder Gravitationswechselwirkung, erkl¨ art werden. Die neue Kraft war st¨ arker als
die bekannten Kr¨ afte, weshalb sie Starke Wechselwirkung genannt wurde1.
1936 versuchte Yukawa die Kraft zwischen den Nukleonen durch eine Feldtheorie
zu beschreiben. Dabei wird die Wechselwirkung ¨ uber Austausch von Teilchen, den
so genannten Feldquanten, vermittelt. Dieses Konzept war bei der Beschreibung
der Elektrodynamik erfolgreich, die das Photon als Austauschteilchen besitzt.
Die Reichweite einer Wechselwirkung steht dabei in direktem Verh¨ altnis zu der
Masse des Feldquants: je k¨ urzer die Reichweite, desto schwerer das Feldquant.
Aufgrund der kurzen Reichweite von ≈ 1f m( 1 0 −15 m), sch¨ atze Yukawa die
Masse des Austauschteilchens der Starken Wechselwirkung auf das 200-fache der
Elektronenmasse, also ca. 100 MeV/c2.
Tats¨ achlich wurde im Jahre 1948 das Pion, ein Teilchen der Masse 140 MeV/c2
entdeckt, was zun¨ achst als Erfolg der feldtheoretischen Beschreibung gefeiert wur-
de.
Bis Anfang der 60er Jahre waren weitere Teilchen entdeckt, die der Starken Wech-
selwirkung unterlagen und Hadronen (von Hadros, griech.:stark) genannt wur-
den. Die Vielzahl dieser scheinbaren ”Elementarteilchen“ stellte die Physiker vor
Probleme, da keine Struktur erkennbar war, die auf ein fundamentales Prinzip
schliessen ließ.
1963 erkannten Murray Gell-Mann und George Zweig, dass sich die neuen Teil-
1Diese drei fundamentalen Wechselwirkungen wurden dann noch durch die schwache Wech-
selwirkung erg¨ anzt, die z.B. f¨ ur den β-Zerfall verantwortlich ist.
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chen anhand ihrer Quantenzahlen in Familien, den so genannten Teilchen-Multi-
pletts einordnen liessen. Diese Multipletts entsprachen Strukturen, die von einer
Symmetriegruppe, der SU(3)-Gruppe (Spezielle Unit¨ are Gruppe) erzeugt werden.
Basierend auf der Analogie der SU(3)-Multipletts zu den Hadronen-Multipletts,
konnten sie zeigen, dass sich die Existenz der bekannten Hadronen zwanglos er-
kl¨ aren ließ, sofern sie aus noch kleineren Teilchen aufgebaut w¨ aren. Diese hy-
photetischen Teilchen wurden von Gell-Mann ”Quarks“ genannt. 1967 konn-
te in e+p-Streuexperimenten am SLAC (Stanford Linear Accelerator Center)
tats¨ achlich nachgewiesen werden, dass Protonen aus punktf¨ ormigen Konstituen-
ten, den Quarks, bestehen.
Quarks kommen in verschiedenen Flavours (Geschmack) vor: up, down, strange,
charm, bottom und top. Des Weiteren besitzen sie eine Quantenzahl die als Farbe
(oder Farbladung) bezeichnet wird und die Werte rot, blau oder gr¨ un annehmen
kann.
Basierend auf dem Quarkinhalt konnten Hadronen in Baryonen (von baryos,
griech.: schwer) aus 3 Quarks (z.B. Proton) und Mesonen (von mesotron,g r i e c h .:
dazwischen) aus einem Quark und einem Anti-Quark (z.B. Pion) eingeteilt wer-
den.
Zu Beginn der 70er Jahren war es gelungen, eine Theorie der Wechselwirkung die-
ser Quarks zu formulieren, die Quantenchromodynamik (QCD), die der Struktur
nach eine nicht-abelsche lokal-eichinvariante Theorie2 ist.
Die QCD beschreibt die Wechselwirkung zwischen Objekten mit Farbladung.
Die Kraft zwischen Farbladungen, die Farbkraft, wird ¨ uber Gluonen (von Glue,
engl.: Leim) als Austauschteilchen vermittelt. Die Gluonen sind masselos, tra-
gen aber selber Farbladung (anders als die Photonen, als Austauschteilchen der
elektromagnetischen Wechselwirkung), wodurch die Gluonen selber miteinander
wechselwirken k¨ onnen. Das f¨ uhrt dazu, dass die Kraft zwischen zwei Quarks bei
gr¨ oßer werdendem Abstand zunimmt. Das Potential zwischen zwei Quarks l¨ aßt
sich in einfachster Form als:
V (r)=σ · r (1.1)
schreiben, wobei σ als ”Stringkonstante“ bezeichnet wird.
Daraus folgt, dass messbare Teilchen keine Farbladung tragen, also ”farbneutral“
sind. Bei Baryonen wird dies erreicht, indem sich die drei Farben rot, gr¨ un und
blau zu weiss 3 addieren, bei Mesonen heben sich die Farbe des Quarks und die
Anti-Farbe des Anti-Quarks auf.
2Alle fundamentalen Wechselwirkungen lassen sich durch diese Art von Theorie beschreiben.
3Die Wahl der Farben ist nat¨ urlich nicht w¨ ortlich zu nehmen, sondern dient nur der Veran-
schaulichung dieses Prinzips
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Quarks und Gluonen kommen also immer nur in Baryonen oder Mesonen vor,
was als Conﬁnement (Eingeschlossenheit) bezeichnet wird.
In der Astrophysik stellte sich bei der (theoretischen) Untersuchung von Neu-
tronensternen eine Frage bez¨ uglich des Conﬁnement von Quarks und Gluonen:
Normale Kernmaterie (in Atomkernen) besitzt eine Dichte ρo =0 ,15 GeV/fm3.
Aufgrund der immensen Gravitationskr¨ afte, herrscht im Kern von Neutronen-
sternen ein extrem hoher Druck, der eine Dichte von bis zu 5-10·ρo erzeugt
[Gle97][Web96]. Es ist nicht klar, ob die Neutronen dabei zusammengepresst
werden, oder ob sie ihre Struktur vollst¨ andig verlieren, sodass die Quarks und
Gluonen sich frei bewegen k¨ onnen. Dieser Zustand wird als Quark-Gluon-Plasma
(QGP) bezeichnet.
Da sich Neutronensterne nicht gut f¨ ur experimentelle Untersuchungen eignen,
kam die Idee auf, dass in Kollisionen schwerer Atomkerne bei hohen Energien, eine
entsprechend hohe Energiedichte oder Kompression der Kernmaterie erreichbar
sei, sodass ein Quark-Gluon-Plasma erzeugt werde.
1.2. Untersuchung von relativistischen
Schwerionenkollisionen
Relativistische Schwerionenkollisionen werden seit den 70er Jahren untersucht.
Am AGS (Alternating Gradient Synchrotron) am Brookhaven National Labora-
tory (BNL) wurden Kollisionen von Goldkernen bei einer Schwerpunktsenergie
von bis zu
√
sNN ≈ 5 GeV untersucht. Mit dem Schwerionenstrahl des SPS
(Super Proton Synchrotron) am CERN4, wurden seit Mitte der 80er Jahre Kol-
lisionen von Schwefelkernen und seit Anfang der 90er Jahre, Bleikernen bei einer
Schwerpunktsenergie von
√
sNN ≈ 17 GeV untersucht. Am Schwerionensynchro-
tron (SIS), der Gesellschaft f¨ ur Schwerionenforschung (GSI) in Darmstadt, wer-
den seit 1990 verschiedene Projektile auf eine Energie von bis zu 2 GeV/Nukleon
beschleunigt.
Um h¨ ohere Schwerpunktsenergien zu erreichen, werden Collider gebaut, die ge-
genl¨ auﬁge Strahlen zur Kollision bringen (vgl. Kap. 2): Seit dem Jahr 2000 ist
der Relativistic Heavy Ion Collider (RHIC) am BNL mit Gold-Kernen und einer
Schwerpunktsenergie von
√
sNN ≤ 200 GeV in Betrieb.
Schließlich wird im Jahr 2006 der LHC (Large Hadron Collider) im ehemaligen
Tunnel des LEP (Large Electron Collider) am CERN, Kollisionen von Bleikernen
bei einer Schwerpunktsenergie von
√
sNN =5 ,5 TeV erm¨ oglichen.
4European Laboratory for Particle Physics (vormals: Conseil Europ´ een pour la Recherche
Nucl´ eaire)
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Abbildung 1.1.: Phasendiagram der QCD (aus [Lan02c]).
Abbildung 1.1 zeigt das Phasendiagramm nuklearer Materie, dass aufgrund theo-
retischer Berechnungen erwartet wird. Es wurde mit numerischen QCD-Berech-
nungen auf einem diskreten Raum-Zeit-Gitter (Lattice QCD) gewonnen [All02]
[Fod02]. Eingezeichnet sind die experimentell gewonnenen Punkte bei verschiede-
nen Schwerpunktsenergien. Danach liegen die am SPS gemessenen Punkte schon
im Bereich des Quark-Gluon-Plasma (deconﬁned matter).
Es gab bisher zwar noch keinen eindeutigen, einzelnen Beweis f¨ ur die Bildung
eines QGP am SPS, aber im Blei-Blei-Programm des SPS wurden viele Indizien
gesammelt, die dies nahe legen [Hei00].
Basierend auf diesen Hinweisen wird erwartet, dass bei RHIC und LHC eine Pha-
se freier Quarks und Gluonen erzeugt wird. Das Ziel dieser Beschleuniger ist somit
die detailierte Untersuchung der Eigenschaften eines Quark-Gluon-Plasma.
Mit steigender Schwerpunktsenergie der Kollisionen, steigt auch die Multipli-
zit¨ at geladener Teilchen. In zentralen Kollisionen betr¨ agt die Anzahl geladener
Teilchen pro Rapidit¨ atseinheit bei
√
sNN =1 7G e V( S P S )d Nch/dy = 400, bei √
sNN = 200 GeV (RHIC) sind dies dNch/dy = 650 und f¨ ur den LHC wird mit
einer Multiplizit¨ at von dNch/dy = 2000 − 8000 gerechnet.
Mit h¨ oherer Multiplizit¨ at m¨ ussen aber auch die Detektoren komplexer werden,
um die Spuren noch auﬂ¨ osen zu k¨ onnen und damit steigt die Datenmenge pro
Ereignis. Bei NA49 und bei STAR betr¨ agt die Gr¨ oße eines zentralen Ereignises
6-10 MB, w¨ ahrend f¨ ur das Schwerionenexperimentes ALICE (A Large Ion Colli-
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der Experiment) am LHC bis zu 60 MB erwartet werden.
Mit der Ereignisgr¨ oße steigt auch die Kollisionsrate: bei RHIC kommen zentrale
Kollisionen mit einer Rate von ca. 100 Hz vor, beim LHC wird dies 1 kHz sein,
von denen die ALICE TPC 200 pro Sekunde aufzeichnen kann. Insgesamt wer-
den damit bei STAR bis zu 800 MB/s und bei ALICE bis zu 12 GB/s an Daten
produziert.
Die Speicherbandbreite die STAR zur Verf¨ ugung steht ist auf 30-50 MB/s be-
schr¨ ankt (vgl. Kap. 3.3), d.h. nur ein Bruchteil der verf¨ ugbaren Daten wird
gespeichert. Bei ALICE steht die maximale Speicherbandbreite noch nicht fest,
es wird aber eine maximale Speicherrate von ca. 10 Ereignissen pro Sekunde an-
gestrebt. In beiden Experimenten ¨ ubersteigt die m¨ ogliche Ereignisrate, die maxi-
male Aufzeichnungsrate bei weitem.
1.3. Ereignisselektion in Schwerionenkollisionen
In Schwerionenexperimenten werden Kollisionen nach ihrer Zentralit¨ at geordnet.
Es wird erwartet, dass nur in zentralen Kollisionen eine ausreichende Energie-
dichte erreicht wird, um die Struktur der Nukleonen aufzul¨ osen. ¨ Ublicherweise
wird deshalb schon w¨ ahrend der Datennahme eine Selektion zentraler Ereignisse
vorgenommen.
Da der Stoßparameter einer Kollision nicht direkt meßbar ist, unterliegt er im-
mer gewissen Fluktuationen (z.B. [App98]), weshalb die Zentralit¨ at nicht mit
beliebiger Genauigkeit bestimmt werden kann. Normalerweise werden die 5-7%
zentralsten Kollisionen ausgew¨ ahlt, da eine weitere Selektion nur zuf¨ allige Fluk-
tuationen sortieren w¨ urde.
Bei der Analyse von Observablen, die in jedem Ereignis vorkommen (z.B. die
Messung der Multiplizit¨ at von Pionen, oder die Messung von HBT), werden Er-
eignisse nur auf der Basis ihrer Zentralit¨ at ausgew¨ ahlt. Bei Observablen, die nicht
in jedem Ereignis auftreten (z.B. Messung von 3He)m ¨ ussen ¨ ublicherweise die ge-
samten Datens¨ atze durchsucht werden, um Ereignisse zu ﬁnden, die das gesuchte
Signal enthalten. Dies ist aufgrund der ben¨ otigten hohen Anzahl von Ereignissen
u. U. sehr zeitaufw¨ andig.
W¨ are es m¨ oglich, w¨ ahrend der Datennahme eine Vorselektion von interessanten
Ereignissen zu machen, erg¨ aben sich folgende Vorteile:
￿ Einer Analyse steht eine h¨ ohere Statistik zur Verf¨ ugung (mehr als ein Faktor
20 bei STAR und ALICE). Das hat zur Folge, dass sehr seltene Observablen
u. U. erst durch eine solche Selektion meßbar werden.
51. Einleitung
￿ Der Zeitaufwand der sp¨ ateren Analyse reduziert sich, da weniger Ereignisse
untersucht werden m¨ ussen.
Eine Vorselektion von Ereignissen w¨ ahrend der Datennahme wird als Trigger be-
zeichnet. Dazu geh¨ ort zun¨ achst die Selektion der Ereignisse nach Zentralit¨ at, was
bisher meist das einzige ”Triggerkriterium“ war. Die Zahlen f¨ ur STAR und ALI-
CE im vorigen Abschnitt machen aber deutlich, das eine weitere Selektion von
Ereignissen w¨ unschenswert ist.
Wenn weitere Informationen ¨ uber die Kollision zur Verf¨ ugung stehen, die als
Triggerinformation benutzt werden, spricht man von einem Trigger h¨ oherer Ebe-
ne (High Level Trigger).
Stehen die rekonstruierten Spuren der Teilchen im Detektor w¨ ahrend der Da-
tennahme zur Verf¨ ugung, besitzt man in der Regel alle Informationen, die auch
bei einer sp¨ ateren oﬄine Analyse zur Verf¨ ugung stehen. Damit kann man diese
Analyse bereits w¨ ahrend der Datennahme durchf¨ uhren und das Ergebnis als Trig-
gerentscheidung nutzen. Ein Trigger, der auf vollst¨ andig rekonstruierten Daten
basiert, wird in der Regel als Level-3-Trigger bezeichnet.
Diese Arbeit beschreibt das Level-3-Trigger-System, dass bei STAR installiert
wurde. Dieses System sollte zun¨ achst beweisen, dass eine Echtzeitrekonstruktion
von ultrarelativistischen Schwerionenkollisionen m¨ oglich ist. Es war als Prototyp
f¨ ur einen Level-3 Trigger f¨ ur ALICE geplant, ist aber auch zu einem integralen
Bestandteil von STAR geworden und stellt eine Bereicherung der M¨ oglichkeiten
dieses Experimentes dar.
62. Der Beschleuniger
Der Relativistic Heavy Ion Collider1 (RHIC) am Brookhaven National Laborato-
ry (BNL) in Upton (Long Island), N.Y., USA, ist ein Beschleuniger, der schwere
Ionen auf relativistische Energien beschleunigt. RHIC besteht aus zwei konzentri-
schen Speicherringen mit je 3,8 km Umfang, die den Strahl in getrennten Rohren
beschleunigen und speichern.
Am RHIC k¨ onnen 197Au79+-Ionen auf Energien bis 100 GeV/Nukleon beschleu-
nigt werden. Das entspricht bis zu 40 TeV Schwerpunktsenergie, die in einer
zentralen Kollision zur Verf¨ ugung stehen. Mit einer Schwerpunktsenergie von √
sNN=200 GeV/Nukleonpaar bietet RHIC eine zehnfach h¨ ohere Schwerpunk-
tenergie als der SPS am CERN.
RHIC bietet auch die M¨ oglichkeit Kollisionen bei unterschiedlichen Energien und
auch mit leichteren Ionen (z.B. Cu, Fe, und Si) zu untersuchen, was die syste-
matische Untersuchung physikalischer Observablen in Abh¨ angigkeit von Schwer-
punktenergie und Systemgr¨ oße erm¨ oglichen soll.
Protonen k¨ onnen am RHIC bis zu einer Energie von 250 GeV/Nukleon beschleu-
nigt werden. In erster Linie werden dabei Kollisionen unterschiedlich spinpolari-
sierter Protonenstrahlen untersucht, um den Beitrag der Gluonen zum Spins des
Protons zu messen (z.B. [Vig98][Ada97]).
2.1. Aufbau
RHIC besteht aus sechs, abwechselnd gekr¨ ummten und geraden Abschnitten.
In den gekr¨ ummten Rohrabschnitten wird der Strahl mit Hilfe supraleitender
Magnete in den Strahlrohren gehalten. Auf den geraden Abschnitten beﬁnden
sich Hochfrequenzkavit¨ aten, die das Hochfrequenzfeld erzeugen, in dem die Ionen
1Ein ”Collider“ ist ein Speicherring mit gegenl¨ auﬁgen Strahlen. Im Vergleich zu “ﬁxed Target”
Experimenten, bei denen ein Strahl auf ein feststehendes Ziel triﬀt, erm¨ oglicht dies eine
h¨ ohere Stoßenergie, da das Schwerpunksystem des Stoßes im Laborsystem liegt und somit
die Schwerpunktsenergie, der doppelten Strahlenergie entspricht.
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Abbildung 2.1.: Schematische Darstellung des RHIC Komplexes
beschleunigt werden. In der Mitte jedes geraden Abschnitts beﬁndet sich eine
Wechselwirkungszone2, in der die Strahlen kollidieren k¨ onnen. An beiden Seiten
der Wechselwirkungszone konvergieren die Strahlrohre, sodass die Trajektorien
des einlaufenden und auslaufenden Strahls sich n¨ ahern. Auf beiden Seiten des
Wechselwirkungspunktes werden die Strahlen in 13,5 m Entfernung von einem
Dipolmagneten so abgelenkt, dass sie in einem Bereich von ca. 19 m auf der glei-
chen Trajektorie laufen. Derselbe Dipol lenkt die auslaufenden Strahlen in deren
Strahlrohre.
Um f¨ unf dieser Wechselwirkungszonen sind Experimente installiert: STAR3, PHE-
NIX, PHOBOS und BRAHMS sind in erster Linie zur Untersuchung von Schwe-
rionenkollisionen konzipiert, messen aber auch Protonkollisionen. Das f¨ unfte Ex-
periment PP2PP untersucht ausschließlich Protonkollisionen.
Die Strahlrohre sind evakuiert, damit die Wahrscheinlichkeit einer Kollision der
Strahlteilchen mit Luft im Strahlrohr gering gehalten wird.
Zum Betrieb von RHIC sind mehrere Vorbeschleuniger notwendig, deren An-
ordnung in Abbildung 2.1 schematisch dargestellt ist. F¨ ur den Betrieb mit Au-
Strahlen wird zun¨ achst Au−1 aus einer Ionenquelle mit einem Van de Graaﬀ Be-
schleuniger auf ca. 1 MeV/Nukleon beschleunigt. Der Strahl wird durch eine Folie
geleitet, in der weitere H¨ ullenelektronen abgestreift werden, und als Au32+ zum
Booster4-Beschleuniger des Alternating Gradient Synchrotron (AGS) transpor-
2Im englischen Interaction Region als IR abgek¨ urzt.
3Abk. f¨ ur Solenoid Tracker At RHIC.
4Engl. f¨ ur Verst¨ arker. So genannt, da der Booster als sp¨ atere Erg¨ anzung zum AGS hinzukam
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tiert, wo die Ionen auf 100 MeV/Nukleon beschleunigt werden. Vor der Injektion
der Au-Ionen in den AGS werden sie wiederum mit Hilfe einer Folie zu Au77+
ionisiert. Im AGS werden die Au-Ionen auf 9.5 GeV/Nukleon beschleunigt was
der RHIC-Injektionsenergie entspricht. Auf dem Weg zu RHIC werden die letzten
Elektronen der Ionen abgestreift, sodass Au79+ vorliegt [Ros02].
Bei dem Strahl handelt es sich zu keiner Zeit um einen kontinuierlichen Strahl
sondern um kurze Strahlpulse, die im Allgemeinen als ”Bunch“ bezeichnet wer-
den. Der AGS sammelt mehrere Strahlpulse aus dem Booster, um die endg¨ ultige
Intensit¨ at von 1 · 109 Ionen pro Strahlpuls zu erreichen. Jeweils ein einzelner
solcher Strahlpuls wird im AGS beschleunigt und in den RHIC injeziert.
Das Hochfrequenzsystem von RHIC unterteilt jeden Ring in 360 Zellen, ”Bucket“
genannt. Jeder dritte Bucket wird mit einem Strahlpuls gef¨ ullt, sodass jeder Ring
maximal 60 Strahlpulse beschleunigen bzw. speichern kann. Tats¨ achlich werden
die Ringe nur mit bis zu 56 Strahlpulsen gef¨ ullt, um ein Zeitfenster freizuhalten,
w¨ ahrendessen ein Magnet eingeschaltet werden kann, um den Strahl kontrolliert
aus den Ringen heraus zu lenken.
Wenn die RHIC-Ringe mit Strahlpaketen gef¨ ullt sind, werden diese von einem
Hochfrequenzfeld erfasst und beschleunigt. Dabei beﬁnden sich die Ionen zun¨ achst
auf der ansteigenden Flanke der Hochfrequenzspannung, wodurch die vorderen
Ionen im Bunch abgebremst, die hinteren Ionen beschleunigt werden. Dies ist
richtig, solange die Ionen nicht allzu relativistisch sind. Nahe der Vakuumlichtge-
schwindigkeit, kann die Geschwindigkeit der Ionen bei h¨ oherer Energie nicht mehr
entsprechend zunehmen, was zu folgendem Eﬀekt f¨ uhrt: Ionen mit h¨ oherer Ener-
gie werden durch die Strahlf¨ uhrungsmagnete weniger stark deﬂektiert, wodurch
sie eine Trajektorie mit etwas gr¨ oßerem Radius bekommen. Da die h¨ oherener-
getischen Ionen damit eine l¨ angere Strecke zur¨ ucklegen sind sie im Vergleich zu
niederenergetischeren Ionen versp¨ atet, d.h. die Impulsverteilung innerhalb eines
Bunches invertiert sich im Vergleich zum nichtrelativistischen Fall. Nun muss
sich ein Strahlpaket auf der abfallenden Flanke des Hochfrequenzfeldes beﬁn-
den, sodass die sp¨ ateren (h¨ oherengetischen) Ionen abgebremst werden, w¨ ahrend
die fr¨ uheren (niederenergetischeren) Ionen beschleunigt werden. W¨ ahrend die-
sem ¨ Ubergang, ”Transition“5 genannt, wird der Strahl instabil und es kann zu
Intensit¨ atsverlusten kommen. Um dies zu verhindern werden am RHIC spezielle
gepulste Stromversorgungen benutzt, die einen Sprung durch diesen ¨ Ubergang
erm¨ oglichen sollen.
Das Beschleunigungs-Hochfrequenzsystem arbeitet bei ca. 28 MHz, wodurch sich
bei der F¨ ullung jedes dritten “Buckets” eine Zeitdiﬀerenz von 107 ns zwischen
aufeinanderfolgenden Strahlpulsen ergibt.
und Beschleunignung auf h¨ ohere Energien erm¨ oglichte.
5engl. ¨ Ubergang.
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Ist die gew¨ unschte Strahlenergie erreicht, kommt ein weiteres Hochfrequenzsy-
stem mit 200 MHz zur Speicherung des Strahls zum Einsatz. Diese h¨ ohere Fre-
quenz erm¨ oglicht es, den Strahl in sehr kurzen Paketen zu speichern. Das ist wich-
tig, da der Bereich in dem Kollisionen stattﬁnden k¨ onnen durch die L¨ ange der
Strahlpakete gegeben ist, sodass k¨ urzere Strahlpakete eine bessere Kontrolle ¨ uber
den Ort der Kollision erm¨ oglichen. Schließlich m¨ ussen die beiden gegenl¨ auﬁgen
Strahlen noch synchronisiert werden, damit gegenl¨ auﬁge Strahlpakete in der Mit-
te der Wechselwirkungszonen, aufeinander treﬀen und Ionen kollidieren k¨ onnen.
In den Kollisionszonen wurde in Strahlrichtung eine gaußf¨ ormige H¨ auﬁgkeitsver-
teilung f¨ ur eine Kollision mit einer Standardabweichung von 20-30 cm erwartet.
Im Falle des Protonstrahls werden Protonen aus einer Ionenquelle in einem LI-
NAC6 vorbeschleunigt. Es gibt eine Ionenquelle f¨ ur polarisierte Protonen und
eine Quelle f¨ ur nicht polarisierte Protonen mit hoher Intensit¨ at. Der Prozess der
Strahlinjektion in RHIC und der Beschleunigung ist derselbe wie bei Schwerionen.
Die maximal erreichbare Energie ist aber f¨ ur Protonen mit 250 GeV h¨ oher, da
die magnetische Rigidit¨ at aufgrund der ”mitgeschleppten“ Neutronen bei Schwe-
rionen gr¨ oßer ist, d.h. f¨ ur dieselbe Energie sind bei Schwerionen h¨ ohere Magnet-
felder n¨ otig, um sie auf ihrer Bahn zu halten.
Die Intensit¨ at der beschleunigten Strahlen nimmt aufgrund von Strahl-Strahl-
Wechselwirkungen und Restgaskollisionen im Lauf der Zeit ab. Eine typische
Lebensdauer einer Beschleunigerf¨ ullung sollte ca. 10 Stunden betragen.
2.2. Inbetriebnahme des Beschleunigers
2.2.1. Die Strahlzeit 1999
Der geplante Betriebsbeginn von RHIC war im Sommer 1999. Es gelang jedoch
nicht, den Strahl l¨ anger als wenige Sekunden in den Ringen zu halten, bevor
er verloren ging. Es stellte sich sp¨ ater heraus, dass dies auf ein Verziehen des
Strahlrohres beim Abk¨ uhlen zur¨ uckzuf¨ uhren war.
Es wurden folglich keine Kollisionen erzeugt und somit konnten die Experimenten
nichts messen.
6Ein LINAC ist ein Linearbeschleuniger der mit Hochfrequenz arbeitet, im Gegensatz zu einem
Linearbeschleuniger wie z.B. einem Van de Graﬀ Beschleuniger der mit einem statischen
elektrischen Feld arbeitet.
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2.2.2. Die Strahlzeit 2000
F¨ ur den Sommer 2000 war eine Strahlenergie von 65 GeV/Nukleon mit Au-Ionen
geplant. Zun¨ achst sollten die Ionen direkt auf 65 GeV/Nukleon beschleunigt wer-
den, dies gelang zun¨ achst nicht. Daraufhin wurden die Ionen auf 30 GeV/Nukleon
beschleunigt und am 12. Juni erstmalig zur Kollision gebracht. Um ca. 21 Uhr
wurde die erste Kollision am RHIC auf dem Level-3 Eventdisplay beobachtet
(Abb. 2.2). Der Betrieb bei dieser Strahlenergie wurde noch einige Tage fortge-
setzt, bis an allen Experimenten Kollisionen gemessen werden konnten.
Sp¨ ater wurden nur noch Kollisionen bei einer Schwerpunktsenergie von
√
sNN =
130 GeV/Nukleon erzeugt. Zu Beginn lag die Kollisionsrate unter 1 s−1. Abbil-
dung 2.3 zeigt den Anstieg der Kollisionsrate im Laufe der Strahlzeit. Gegen Ende
wurde eine Rate bis zu 200 Kollisionen/s zu Beginn einer Beschleunigerf¨ ullung
gemessen. Gezeigt ist die Rate mit der in beiden ZDCs7 mindestens ein Neutron
gemessen wird, was direkt mit der Kollisionsrate bzw. der Luminosit¨ at zusam-
menh¨ angt [Bal98]. Die Struktur kommt durch die exponentiell abfallende Inten-
sit¨ at w¨ ahrend einer Beschleunigerf¨ ullung zustande.
W¨ ahrend der Strahlzeit 2000 war das 200 MHz Hochfrequenzsystem zum spei-
chern der Strahlpakete noch nicht einsatzbereit, was zu einer breiten Vertexver-
teilung8 in Strahlrichtung f¨ uhrte. Die Verteilung war nahezu gaußf¨ ormig mit einer
Breite σ≈95 cm [Cal01]. Da die Experimente f¨ ur eine kleinere z-Vertexverteilung
gebaut waren, musste ein großer Teil der Kollisionen verworfen werden9.
Im Jahr 2000 wurden am Ende der Strahlzeit erste Tests zur Beschleunigung von
Protonen im RHIC erfolgreich durchgef¨ uhrt. Es wurden jedoch keine Kollisionen
erzeugt.
2.2.3. Die Strahlzeit 2001
Im Sommer 2001 war RHIC in der Lage, Au-Ionene auf 100 GeV/Nukleon zu be-
schleunigen. Die ersten Kollisionen bei einer Strahlenergie von 100 GeV/Nukleon
fanden am 2. August statt (Abb. 2.4).
Zun¨ achst war auch in diesem Jahr das 200 MHz Hochfrequenzsystem nicht be-
triebsbereit. Ab dem 18. September wurde es eingeschaltet was zu schmaleren
7Zero Degree Calorimeter, (engl.): Null Grad Kalorimeter. Eine genaue Beschreibung ﬁndet
sich in [Adl98] und [Adl01].
8Der ”Vertex“ ist der Ursprungspunkt der in der Kollision erzeugten Teilchen, also der Punkt
der Kollision.
9STAR konnte zwar selbst Ereignisse, deren Vertex außerhalb der TPC lag rekonstruieren, f¨ ur
alle Physik-Analysen wurden jedoch nur Ereignisse mit einem |z-Vertex| < 50 cm zugelassen,
da sonst zu große Akzeptanzkorrekturen n¨ otig gewesen w¨ aren.
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Abbildung 2.2.: Die erste an RHIC beobachtetet Au+Au Kollision im Level-3
Eventdisplay in Frontansicht (oben, in Strahlrichtung) und Sei-
tenansicht (unten). Die Spuren sind alle gerade, da diese Ereig-
nisse ohne Magnetfeld aufgenommen wurden.
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Abbildung 2.3.: Enwicklung der ZDC Koinzidenzrate im Jahr 2000.
Abbildung 2.4.: Frontansicht einer der ersten Au+Au Kollisionen bei voller Strah-
lenergie (
√
sNN=200GeV/Nukleon) am 2. August 2001.
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Abbildung 2.5.: Enwicklung der ZDC Koinzidenzrate im Jahr 2001.
Vertexverteilungen bei den Experimenten f¨ uhrte.
In Abbildung 2.5 sind die ZDC Koinzidenzraten w¨ ahrend der Au-Strahlzeit im
Jahr 2001 dargestellt. Die maximale Rate betrug 2500 s−1.
Der Au-Betrieb endete am 25. November. Daraufhin wurden (teilweise polari-
sierte) Protonstrahlen im RHIC beschleunigt. Die maximale Strahlenergie betrug
100 GeV.
143. Das STAR-Experiment
Das STAR-Experiment besteht aus mehreren Detektoren, die unterschiedliche
Bereiche des Phasenraums abdecken und sich durch unterschiedliche Impuls- und
Ortsauﬂ¨ osung oder Teilchenidentiﬁkationseigenschaften erg¨ anzen. In Abbildung
3.1 ist ist der Aufbau des Detektors schematisch dargestellt.
Der zentrale Detektor ist die Spurendriftkammer (TPC) mit einer L¨ ange von
4,2 m und einem Durchmesser von 4,0 m. In ihr werden Spuren geladener Teil-
chen nachgewiesen. Die TPC erfasst Teilchenspuren im Pseudorapidit¨ atsbereich
-1,8≤ η ≤1,8. Die Akzeptanz in azimuthaler Richtung betr¨ agt 360o,w e n nm a n
von kleinen Bereichen an den Sektorgrenzen absieht. Die TPC beﬁndet sich in
einem Magneten mit solenoidalem Feld, dessen Feldlinien innerhalb der TPC
parallel zur Strahlachse laufen. Das Magnetfeld innerhalb des TPC-Volumens ist
homogen und seine Feldst¨ arke betr¨ agt bis zu 0,5 Tesla. W¨ ahrend der Strahlzeit
im Jahr 2000 wurde der Magnet jedoch nur bei halber Feldst¨ arke (0,25 T) be-
trieben.
Ein geladenes Teilchen wird in dem Magnetfeld abgelenkt, durch die Kr¨ ummung
seiner Spur kann der Impuls bestimmt werden. Die STAR-TPC ist f¨ ur einen Im-
pulsbereich von ≈100 MeV/c bis zu einigen GeV/c konzipiert.
Durch die speziﬁsche Ionisation eines geladenen Teilchens im Gas der TPC,
k¨ onnen R¨ uckschl¨ usse auf die Teilchenspezies gezogen werden.
Innerhalb der TPC, um den Kollisionsbereich, beﬁndet sich ein Silizium Driftde-
tektor (SVT1), der eine gute Ortsauﬂ¨ osung von Spurpunkten nahe der Strahlachse
erm¨ oglicht. Der SVT wird eingesetzt, um sekund¨ are Vertices von Zerf¨ allen kurz-
lebiger Teilchen (mit einer Lebensdauer cτ von einigen mm bis cm) zu rekonstru-
ieren und um die Orts- und Zweispurauﬂ¨ osung der TPC-Spuren zu verbessern.
Beim SVT kann der Energieverlust eines Teilchens im Silizium gemessen werden,
was wie bei der TPC die Bestimmung der Teilchenspezies erm¨ oglicht.
Die beiden Vorw¨ arts-Spurendriftkammern (FTPC2) beﬁnden sich innerhalb des
inneren Radius der TPC. Sie beginnen 1,5 m von der Mitte der TPC und reichen
1Von engl. Silicon Vertex Tracker.
2von engl. Forward Time Projection Chamber.
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Abbildung 3.1.: Schematische Darstellung des STAR Detektors.
mit einer L¨ ange von 1,2 m ca. 50 cm ¨ uber die die Enden der TPC hinaus. Die
FTPCs erweitern die Akzeptanz des STAR-Detektors um den Pseudorapidit¨ ats-
bereich 2,5≤ η ≤4,0.
Des Weiteren ist in STAR ein RICH-Detektor3 eingebaut. Dieser ist ein Proto-
typ eines ALICE-Detektors und wurde STAR leihweise ¨ uberlassen. Der RICH-
Detektor deckt nur ca. 5% der TPC Akzeptanz ab. Er erm¨ oglicht Teilcheniden-
tiﬁkation bei hohem Impuls. Insbesonders wurde mit ihm das p/p -Verh¨ altnis bei
hohem transversalem Impuls gemessen [Dun01].
Ein elektromagnetisches Kalorimeter (EMC4) beﬁndet sich zwischen Magnet und
TPC. Es teilt sich in das so genannte Barrel EMC (BEMC), welches den Pseu-
dorapidit¨ atsbereich −1,0 ≤ η ≤ 1,0 abdeckt, und das Endcap EMC (EEMC),
das zwischen den Endkappen des Magneten und den Enden der TPC beﬁndet
und einen Pseudorapidit¨ atsbereich von 1,0 ≤ η ≤ 2,0 abdeckt. Im Sommer 2001
wurde ein erster Teil des Kalorimeters installiert (ca. 25% des BEMC), der zum
Ende der Strahlzeit einsatzbereit war.
3Abk. f¨ ur Ring Imaging CHerenkov Detector. Details in Abschnitt 3.1.4
4ElectroMagnetic Calorimeter
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Die so genannten Triggerdetektoren, die Zero Degree Calorimeter (ZDC), das
Central Trigger Barrel (CTB) und das Multi Wire Chamber (MWC), zeichnen
sich dadurch aus, dass sie sehr schnell (<100 ns) und mit einer Rate von minde-
stens 10 MHz ausgelesen werden k¨ onnen.
Die ZDCs beﬁnden sich in 18,25 m Enfernung von der Mitte des Experiments
im RHIC-Tunnel. Dort messen sie neutrale Spektatoren5 der Au+Au-Kollisionen
und erm¨ oglichen damit die Bestimmung der Anzahl von Partizipanten an der Re-
aktion. Das CTB ist ein großﬂ¨ achiger Detektor aus 240 Szintillatoren. Diese sind
um die TPC angeordnet und decken den Pseudorapidit¨ atsbereich −1,0 ≤ η ≤ 1,0
ab. Das CTB misst die Multiplizit¨ at geladener Spuren.
Das MWC ist kein eigener Detektor, vielmehr werden die Anodendr¨ ahte der TPC
als schneller Detektor genutzt.
Es gibt noch andere Detektoren6, die keinen Bezug zu dieser Arbeit haben, wes-
halb hier nicht darauf eingegangen wird.
Die Informationen der Triggerdetektoren werden vom Triggersystem verarbeitet.
Wenn ein Ereignis die gew¨ unschten Bedingungen erf¨ ullt, werden auch die anderen
Detektoren ausgelesen. Die Daten werden ¨ uber Lichtleiter vom Detektor zum Da-
tenerfassungssystem (DAQ7) geschickt. Dort werden die Beitr¨ age aller Detektoren
gesammelt und zusammengef¨ ugt. Die Daten werden ¨ uber eine Gigabit-Ethernet-
Verbindung zum RHIC-Rechenzentrum (RCF8) geschickt, wo sie gespeichert wer-
den.
3.1. Die Detektoren
3.1.1. Die Spurendriftkammer (TPC)
Eine Spurendriftkammer (engl. Time Projection Chamber, TPC) ist ein gasgef¨ ull-
ter Detektor. Geladene Teilchen, die durch das Detektorgas ﬂiegen, setzen Elek-
tronen aus der H¨ ulle der Gasatome frei.
Aufgrund eines elektrischen Feldes in z-Richtung driften die Elektronen zur Aus-
leseebene, wo die freigesetzte Ladung gemessen wird. Bei der Spurendriftkammer
5Als Spektatoren (engl.: Spectators) werden die Nukleonen bezeichnet, die nicht an der Re-
aktion teilnehmen, Partizipanten (engl: Participants) sind die Teilnehmer der Reaktion.
6Einen Flugzeitdetektor (pTOF, Time Of Flight Patch), einen Detektor f¨ ur πo, hoher Rapi-
dit¨ at (FPD, Forward Pion Detector), einen Photonen Detektor (PMD, Photon Multiplicity
Detector) und Strahlz¨ ahler, die geladene Teilchen nahe der Strahlrohre messen.
7Data AQuisition
8RHIC Computing Facility
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Abbildung 3.2.: In der STAR TPC gemessenes dE/dx (aus [And02a]).
ist die Ausleseebene segmentiert, sodass eine zweidimensionale Information ¨ uber
den Punkt der Ionisation erhalten wird. ¨ Uber die Messung der Driftzeit der Elek-
tronen wird die dritte Dimension festgelegt. Damit ist eine TPC vergleichbar mit
einer dreidimensionale Digitalkamera, mit der man Spuren geladener Teilchen
aufnehmen kann.
Eine weitere Information ¨ uber ein Teilchen wird ¨ uber die Messung seiner spe-
ziﬁschen Ionisation erlangt. Der Energieverlust eines Teilchens beim Durchgang
durch Materie (z.B. ein Gas) wird durch die Bethe-Bloch Formel
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beschrieben [Bet30]. Wobei mec2 die Ruheenergie des Elektrons ist, z die Ladung
des Teilchens, No die Avogadro Zahl, re der klassische Elektronenradius, ρ, A und
Z sind die Dichte, Massenzahl und Kernladungszahl des durchquerten Mediums,
I ist das Ionisationspotenzial des Mediums. δ(β) ist eine Dichtekorrektur, die die
S¨ attigung der Ionisation bei relativistischen Geschwindigkeiten des durchgehen-
den Teilchens beschreibt (”relativistisches Plateau“). Es gibt noch andere Kor-
rekturen zu dieser Formel, die f¨ ur eine TPC vernachl¨ assigbar sind [Blu93][Leo94].
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Abbildung 3.3.: Aufbau der STAR TPC.
In Abbildung 3.2 sind gemessene dE/dx-Werte f¨ ur Teilchenspuren gegen ihren
Impuls aufgetragen. Die durchgezogenen Linien entsprechen einer Parametrisie-
rung der Bethe-Bloch-Formel.
Abbildung 3.3 zeigt schematisch die wichtigsten Elemente der STAR TPC. In der
Mitte der TPC beﬁndet sich die zentrale Membran (in der Abbildung als ”High
Voltage Membrane“ bezeichnet). Sie besteht aus Kohlenstoﬀ-beschichteter Kap-
ton9-Folie und stellt die Kathode der TPC dar. Zusammen mit dem ¨ außeren und
inneren Zylinder der TPC stellt diese einen elektrostatischen Feldk¨ aﬁg dar, der
ein elektrisches Feld von ≈135 V/cm zwischen der zentralen Membran und den
Endkappen erzeugt. Innerer und ¨ außerer Feldk¨ aﬁg bestehen ebenfalls aus Kap-
ton Folie, auf der sich Metallstreifen beﬁnden, die ¨ Aquipotentialringe darstellen
und so f¨ ur eine gute Homogenit¨ at des Feldes sorgen. Zus¨ atzlich ist noch eine Wa-
benstruktur aus Kunststoﬀ an die Feldk¨ aﬁge laminiert, um der TPC die n¨ otige
Stabilit¨ at zu geben [And02a].
An den Endﬂ¨ achen der TPC beﬁndet sich die Anode und Ausleseeinheit. Der
Anodenbereich (Abb. 3.4) besteht aus Gating Gitter, Frisch Gitter und Anoden
Gitter. Diese Drahtebenen sind vor den Auslese-Pads angeordnet. Zwischen der
Kathode (zentrale Membran) und dem Frisch Gitter besteht ein homogenes elek-
9Kapton ist eine von DuPont
￿hergestellte Polyimid Folie
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Gating Gitter
Frisch Gitter 0V
Potential
Kathode (zent. Membran)
−110V (+−75V)
−28000V
z Position
Anoden Gitter 1390V
Pads
209,7 cm
210,1 cm
208,7 cm
209,3 cm
0,0 cm
0V
Abbildung 3.4.: Anodenbereich der STAR TPC mit Potentialen und Position
(nicht Maßstabsgerecht). Die angegebenen Werte gelten f¨ ur die
¨ außeren Sektoren.
trisches Feld, in dem die Elektronen driften. Nachdem die Elektronen das Frisch
Gitter passieren, kommen sie in das inhomogene Feld zwischen Anodendr¨ ahten
und Frisch Gitter und werden stark beschleunigt. Dadurch werden weitere Elek-
tronen durch Ionisation freigesetzt und die urspr¨ unglichen Ladung wird verst¨ arkt.
Die Elektronen werden von den Anodendr¨ ahten abgef¨ uhrt, w¨ ahrend die sehr viel
langsameren zur¨ uckbleibenden Ionenr¨ umpfe auf den Kathodensegmenten (Pads)
eine Spiegelladung induzieren.
Die Dr¨ ahte des Gating Gitters sind im ge¨ oﬀneten Zustand auf −110 V gelegt, wo-
durch es f¨ ur die driftenden Elektronen durchl¨ assig wird. In geschlossenem Zustand
wird das Potential benachbarter Dr¨ ahte abwechselnd um je 75 V angehoben bzw.
abgesenkt, wodurch positive Ionen ”abgesaugt“ werden und nicht in den Drift-
bereich der Kammer zur¨ uckdriften k¨ onnen.
Die Endst¨ ucke der TPC sind in je 12 keilf¨ ormige Sektoren unterteilt (vgl. Abb.
3.3), die ihrerseits wieder in inneren und ¨ außeren Sektor unterteilt sind. ¨ Außerer
und innerer Sektor unterscheiden sich in der Anordnung der Pads, die in Abbil-
dung 3.5 gezeigt ist. Im inneren Sektor sind die Pads mit 2,85 mm weniger als
halb so breit wie die Pads im ¨ außeren Sektor mit 6,2 mm Breite. Im inneren
Sektor (wo die h¨ ochste Spurdichte herrscht) sollte die Zweispurauﬂ¨ osung maxi-
miert werden. Die ¨ außeren Sektoren sind f¨ ur die Messung des dE/dx optimiert,
weshalb dort die gesamt Fl¨ ache mit Pads bedeckt ist. Innerer und ¨ außerer Sek-
tor unterscheiden sich in den Dimensionen in der Auleseebene, wodurch sich eine
unterschiedliche eﬀektive Driftl¨ ange ergibt. Die Anodenverst¨ arkung im inneren
Sektor ist ca. 3 mal gr¨ oßer, um bei der kleineren Padgr¨ oße im inneren Sektor
dasselbe Signal-Rausch-Verh¨ altnis (20:1) wie im ¨ außeren Sektor zu erreichen. Ei-
nige Parameter, in denen sich innere und ¨ außere Sektor unterscheiden sind in
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Abbildung 3.5.: Anordnung der Pads in einem Sektor.
Tabelle 3.1 aufgef¨ uhrt.
Die STAR TPC ist mit einer Mischung aus 90% Argon und 10% Methan (CH4)
(P10) gef¨ ullt. Die Wahl des Gases bestimmt die Driftgeschwindigkeit, den Verst¨ ar-
kungsfaktor, Absorption und Diﬀusion der Elektronenwolken.
Die transversale Diﬀusion einer Elektronenwolke in P10 betr¨ agt 230 µm/
√
cm bei
einem Magnetfeld von 0,5 T [And02a], was bei einer Driftl¨ ange von 210 cm 3,3 mm
ergibt. In longitudinaler Richtung betr¨ agt die Diﬀusion eines Elektronenclusters,
welches ¨ uber die gesamte L¨ ange der TPC driftet, 5,2 mm.
Abbildung 3.6 zeigt die Abh¨ angigkeit der Driftgeschwindigkeit vom E/P-Verh¨ alt-
nis. Das E/P-Verh¨ altnis ist das Verh¨ altnis von elektrischer Feldst¨ arke des Drift-
Parameter Innerer Sektor ¨ Außerer Sektor
Pad Gr¨ oße 2.85 mm x 11.5 mm 6.20 mm x 19.5 mm
Pad Reihen 13 (#1-#13) 32 (#14-#45)
Anzahl der Pads 1750 3942
Dist. Anod. Dr¨ athe zu Pad Ebene 2m m 4m m
Anoden Spannung 1170 V 1390 V
Anoden Verst¨ arkung 3770 1230
Tabelle 3.1.: Vergleich der Geometrie und Eigenschaften von innerem und ¨ auße-
rem Sektor.
213. Das STAR-Experiment
Abbildung 3.6.: Driftgeschwindigkeit in Ar-CH4 Mischungen verschiedener
Verh¨ altnisse aufgetragen gegen E/P (aus [Sau77]). Die % An-
gaben beziehen sich auf den CH4-Gehalt.
feldes zum barometrischen Druck. Der Arbeitspunkt einer TPC l¨ aßt sich ¨ uber
die Wahl der Kathodenspannung einstellen, wird sich aber bei ¨ Anderung des ba-
rometerischen Druckes ¨ andern. Zun¨ achst war der Arbeitspunkt der STAR TPC
so gew¨ ahlt, dass er rechts neben dem Maximum der Driftgeschwindigkeit lag
(in Abb. 3.6). Damit f¨ uhrte eine Druck¨ anderung zu einer dazu linearen ¨ Ande-
rung der Driftgeschwindigkeit. Dies sollte eine einfache Korrektur auf ¨ Anderun-
gen der Driftgeschwindigleit bei bekanntem barometerischen Druck erm¨ oglichen.
Aufgrund der Erfahrungen der Strahlzeit im Jahr 2000 wurde die Kathodenspan-
nung von nominell 31 kV auf 28 kV abgesenkt, wodurch der Arbeitspunkt der
TPC auf das Maximum der Driftgeschwindigkeit gelegt wurde. Dort f¨ uhren kleine
Luftdruckschwankungen zu einer minimalen ¨ Anderung der Driftgeschwindigkeit.
In der Strahlzeit des Jahres 2001 zeigte sich, dass die ¨ Anderung der Driftge-
schwindigkeit mit dieser Wahl unter ±0.2 % blieb [Har02].
In Abbildung 3.7 ist der Aufbau der Ausleseelektronik schematisch gezeigt. 32
Pads werden von einer Front-End Karte (FEE, Front End Eletronics)a u s g e -
lesen. Die FEE-Karten beinhalten zwei speziell f¨ ur STAR hergestellte Chips,
den STAR preampliﬁer/shaper (SAS) chip (Vorverst¨ arker und Signalformer),
und einen Analog-Digital-Wandler Chip mit einem ”switched Capacitor Array“10
(ADC/SCA). Ein SAS-Chip besitzt 16 Kan¨ ale und bereitet das Signal der Pads
10¨ Ubersetzt hieße das: geschaltete Kondensator Kette.
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Abbildung 3.7.: Layout der Front-End Elektronik der STAR TPC.
auf. Dabei wird die Ladung auf den Pads integriert und in einen Puls entsprechen-
der Spannung umgewandelt. Beim SCA handelt es sich um einen analogen Spei-
cher, der 512 Spannungswerte (=Timebins) aus dem SAS Chip zwischenspeichern
kann, die in der Folge von den ADCs digitalisiert werden. Der SCA wird w¨ ahrend
der Driftzeit11 von ca. 40 µs mit typischerweise 380 timebin-Werten gef¨ ullt, der
Vorgang des Digitalisierens nimmt ca. 10 ms in Anspruch [And02b]. Die Spannun-
gen aus dem SCA werden von dem ADC in 10-Bit Ladungswerte gewandelt und
¨ uber die Auslese-Karten (Readout Boards), die bis zu 36 FEE-Karten b¨ undeln,
zur Datenerfassung (DAQ) geschickt. Die Readout-Karten empfangen Triggerbe-
fehle und kommunizieren mit den Slow Controls12. 136608 Kan¨ alen (Pads)w e r d e n
damit in 4269 FEE-Karten ausgelesen.
Tabelle 3.2 faßt die wichtigsten Parameter der STAR TPC zusammen.
3.1.2. Die Vorw¨ arts-Spurendriftkammern (FTPC)
Die Akzeptanz des STAR Detektors wird durch die beiden FTPCs um den Be-
reich 2,5 ≤| η|≤4,0 erweitert. Diese funktionieren nach demselben Prinzip wie
11Als (maximale) Driftzeit ist hier die Zeit gemeint, die eine Elektronenwolke ben¨ otigt um von
der zentralen Membran zur Anode zu driften.
12Als Slow Controls wird das System bezeichnet, welches f¨ ur die Kontrolle aller sich langsam
¨ andernder Parameter, wie z.B. Spannungsversorgungen, Gasmischung, Temperatur von De-
tektoren und Elektronik, zust¨ andig ist.
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Parameter Dimension Kommentar
L¨ ange der TPC 420 cm Zwei H¨ alften, 210 cm lang
¨ Außerer Ø des Driftvol. 400 cm 200 cm Radius
Innerer Ø des Driftvol. 100 cm 50 cm Radius
Distanz: Kath. zu Erde 209,3 cm Jede Seite
Kathode 400 cm Ø In der Mitte der TPC
Kathoden Potential 28 kV Typisch
Driftgas P10 10% Methan, 90% Argon
Druck Atmospherisch + 2 mbar Reguliert bei 2 mbar
Driftgeschwindigkeit 5,45 cm / µs Typisch
Transvers. Diﬀusion (σ) 230µm/
√
cm 140 V/cm & 0,5 T
Longitud. Diﬀusion (σ) 360µm/
√
cm 140 V/cm
Anzahl von Sektoren 24 12 pro TPC-H¨ alfte
Anzahl der Pads 136608
Signal-Rausch-Verh¨ altnis 20 : 1
Pulsformungszeit 180 ns FWHM
Dyn. Signalbereich 10 bits
Sampling Rate 9,4 MHz
Sampling Tiefe 512 Zeitbuckets typisch 380 Zeitbuckets
Magnet Feld 0, ±0,25 T, ±0,5T Solenoidales Feld
Tabelle 3.2.: Grundparameter der STAR TPC (Werte aus [And02a]).
die TPC, sie sind ebenfalls zylinderf¨ ormig mit einem inneren (¨ außeren) Durch-
messer des sensitiven Volumens von 8 cm (30,5 cm). Da die Spurdichte im Bereich
der FTPCs sehr groß ist (bis zu 1000 Spuren pro FTPC13), w¨ aren bei longitudi-
naler Drift und Auslese an den Endst¨ ucken (wie bei der TPC) Spuren nahe des
Strahlrohrs nicht mehr zu trennen. Die Elektronenwolken driften daher in einem
radialen Feld, die Auslese beﬁndet sich am ¨ außeren Umfang der FTPC (vgl. Abb.
3.8). Dies bringt zwei Probleme mit sich:
￿ Aufgrund des radialen Feldes nimmt die Driftgeschwindigkeit mit der Feld-
st¨ arke nach außen hin ab. Damit kann man nicht wie bei der TPC den Ort
der Ionisation mit einer linearen Beziehung zwischen Driftzeit und Drift-
strecke bestimmen.
￿ Die Feldlinien des Magnetfeldes und des elektrischen Driftfeldes laufen senk-
recht zueinander14 . Dadurch werden die Elektronen durch die Lorentzkraft
13Die Akzeptanz einer FTPC ist mit 1,5 Pseudorapidit¨ atseinheiten vergleichbar mit der H¨ alfte
der TPC, somit ist bei den beobachteten Pseudorapidit¨ atsverteilungen [Bac01] eine ver-
gleichbare Anzahl von geladenen Teilchen in einem Volumen, das um einen Faktor 75 kleiner
ist.
14Da sich die FTPCs im Randbereich des solenoidalen Magnetfeldes beﬁnden, ist zu der au-
ßenliegenden Seite hin ein Bereich, in dem das Magnetfeld nicht mehr vollst¨ andig homogen
ist, was weitere Korrekturen erfordert.
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Abbildung 3.8.: Aufbau einer Vorw¨ arts-Spurendriftkammer.
in azimutaler Richtung abgelenkt.
Die Transformation von gemessenen Koordinaten zu tats¨ achlichen Koordinaten
eines Clusters ist also nicht-trivial ist und muss deshalb ¨ uber LUTs15,d i em i t
Hilfe eines Simulationsprogrammes (Magboltz [Old01][Bia89]) errechnet wer-
den, geschehen.
Abbildung 3.8 zeigt den Aufbau einer FTPC. Als Kathode dient ein Rohr in der
Mitte der FTPC, das auf eine Spannung von 10-15 kV gelegt wird. Das Driftfeld
von der Kathode bis zum Frisch-Gitter wird durch den Feldk¨ aﬁg aus konzentrisch
angeordneten Aluminumrohren deﬁniert. Als Gas wurde ein Mischung aus 50%
Ar und 50% CO2 gew¨ ahlt. Damit betr¨ agt die Driftgeschwindigkeit 0,3-2,0 cm/µs.
Die Auslese ist in f¨ unf Ringe gegliedert, die je zwei Padreihen tragen. Jede der
ringf¨ ormigen Padreihen besitzt 160 Pads. Eine Spur hinterl¨ asst in maximal zehn
Padreihen ein Signal. Dies reicht nicht aus, um die Teilchenspezies ¨ uber die spe-
ziﬁsche Ionisation im Gas zu bestimmen. Die Gesamtzahl der Pads und somit
der Auslesekan¨ ale betr¨ agt 19200. Die verwendeten FEE Karten ¨ ahneln denen der
TPC, unterteilen die Driftl¨ ange jedoch in nur 256 Timebins.
15LUT, Look-up table (engl.), Tabelle zum Nachschauen.
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3.1.3. Der Silizium Vertex Tracking Detektor (SVT)
Ein Silizium-Driftdetektor funktioniert ¨ ahnlich wie eine Spurendriftkammer aus
Silizium. Als Driftvolumen dient ein Wafer, der auf beiden Seiten p+-dotierte
Streifen besitzt. Diese Streifen werden auf einem bestimmten Potential mit Gra-
dienten in Driftrichtung gehalten und stellen einen Feldk¨ aﬁg dar. Elektronen, die
beim Durchgang eines geladenen Teilchens durch das Silizum freiwerden, driften
in diesem Feld zu den Anoden. Diese sind segmentiert und erm¨ oglichen somit
eine Bestimmung des Ortes in Anodenrichtung. Durch die Messung der Driftzeit
wird die Koordinate in Driftrichtung bestimmt.
Der STAR SVT besteht aus 216 einzelnen Silizium-Driftdetektoren (SDD) mit
einer Gr¨ oße von 63 × 63 mm. Jeder dieser Driftdetektoren ist in zwei H¨ alften
geteilt. Die zentrale Kathode in der Mitte, liegt auf dem maximalen Potential
von -1500 V. Elektronen driften von der Kathode zu den Seiten, wo sich je eine
Anode beﬁndet. Insgesamt beﬁnden sich 480 Anodensegmente auf jedem Wafer,
die Driftrichtung wird in 128 Zeitbuckets unterteilt, somit besitzt jeder Wafer
eﬀektiv 256 × 240 Pixel.
Die SDDs sind in der Mitte der TPC in drei konzentrischen Ringen um das Strahl-
rohr angeordnet. Der innerste Ring besteht aus acht Leitern, die jeweils vier Wafer
tragen, der radiale Abstand betr¨ agt 5,97 cm. Der mittlere Ring besteht aus 12
Leitern zu je sechs Wafern und beﬁndet sich in einem radialen Abstand von 10,16
cm. Der dritte Ring beﬁndet sich in einem radialen Abstand von 14,91 cm und
besteht aus 16 Leitern zu je sieben Wafern [Bel96].
Die Ortsauﬂ¨ osung der SDDs betr¨ agt 20 µm in Anodenrichtung und 25 µmi n
Driftrichtung [Bel02]. Die Ortsauﬂ¨ osung in radialer Richtung ist durch die Dicke
der Wafer von 280 µm gegeben.
Wie in der TPC wird auch beim SVT die Ladung eines Clusters bestimmt,
um die speziﬁsche Ionisation (dE/dx) eines Teilchens zu bestimmt. Aufgrund
von Teststrahl-Ergebnissen wurde die dE/dx-Auﬂ¨ osung zu ca. 7% abgesch¨ atzt
[Bel02].
Der SVT war im Jahr 2000 mit nur einer Leiter eingebaut, um m¨ ogliche Strah-
lungssch¨ aden absch¨ atzen zu k¨ onnen. F¨ ur die Strahlzeit im Jahr 2001 war der
gesamte Detektor installiert. Bis zur n¨ achsten Strahlzeit im Herbst 2002 wird ein
Silizium-Strip-Detektor (SSD) als vierte Lage um den SVT installiert. Der SSD
wird sich in einer Entfernung von 23 cm von der Strahlachse beﬁnden [Bou99].
3.1.4. Der RICH Detektor
Der RICH-Detektor ¨ uberdeckt eine Fl¨ ache von ca. 1 m2.E rb e s t e h ta u sz w e i
Modulen der Gr¨ oße 1330×413 mm2 und erfasst den zentralen Pseudorapidit¨ ats-
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Abbildung 3.9.: Querschnitt duch den RICH-Detektor.
bereich mit |η| < 0,3. Azimutal wird ein Winkel von ∆φ =2 0 o abgedeckt16.
Abbildung 3.9 zeigt den schematischen Aufbau des RICH Detektors. Ein gelade-
nes Teilchen passiert den Radiator, in dem Cherenkov-Strahlung emittiert wird.
Der Cherenkov-Ring wird durch ein Quartzfenster in Richtung der Ausleseeben
abgestrahlt. Dort treﬀen die Photonen auf eine CsI-beschichtete, segmentierte
Kathode. Im CsI werden Photoelektronen herausgeschlagen, die zur Anode (in
der Abbildung als ”sense wire“ bezeichnet) hin beschleunigt und somit verst¨ arkt
werden. Die Ladung der zur¨ uckbleibenden Ionenr¨ umpfe wird auf den Pads (”pad
cathode“) gemessen. Die Ortsbestimmung erfolgt ¨ uber die segmentierten Pads
(8 × 8.4 mm). Im Raum zwischen Quartzfenster und Anode wird ein Feld er-
zeugt, welches Elektronen ausserhalb des Verst¨ arkungsbereichs ”absaugt“.
Der RICH erm¨ oglicht die Teilchenidentiﬁkation von Kaonen mit einem Impuls bis
3 GeV/c und Protonen bis 5 GeV/c. Mit der TPC und dem SVT k¨ onnen Kaonen
(Protonen) hingegen nur bis zu einem Impuls von 0.6 (1.0) GeV/c identiﬁziert
werden.
3.1.5. Das Elektromagnetische Kalorimeter
Das EMC unterteilt sich in das ”Barrel Electromagnetic Calorimeter“ (BEMC),
welches die Außenseite des TPC-Zylinders umgibt und das ”Endcap Electroma-
gnetic Calorimeter“ (EEMC), das sich zwischen einer Endﬂ¨ ache der TPC und
16In Abbildung 2.4 ist der RICH als Fl¨ ache rechts unten im L3-Eventdisplay eingezeichnet.
273. Das STAR-Experiment
Abbildung 3.10.: Seitenansicht eines BEMC Moduls.
der Endkappe des Magneten beﬁndet. Das BEMC deckt den Pseudorapidit¨ atsbe-
reich −1,0 <η<1,0 ab, das EEMC deckt 1,086 ≤ η ≤ 2,00 ab [Alg02]. Beide
Kalorimeter sind Blei-Szintillator-Sampling Kalorimeter.
Das BEMC ist azimutal in 60 Module und in der Pseudorapidit¨ at in 2 Module
unterteilt. Jedes Modul ist azimutal zweifach und in der Pseudorapidit¨ at 20-
fach in 40 T¨ urme unterteilt. Jeder Turm ¨ uberdeckt einen azimutalen Winkel
∆φ =3 o und einen Pseudorapidit¨ atsbereich von 0,05 Einheiten. Die T¨ urme sind
auf den Mittelpunkt des Detektors ausgerichtet (vgl. Abb.3.10). Jeder Turm be-
steht aus 19 Szintillator und 20 Bleischichten, von jeweils 5 mm Dicke, die in einer
Sandwich-Bauweise angeordnet sind. Insgesamt betr¨ agt die Dicke eines Turmes
20 Strahlungsl¨ angen Xo. Hinter den ersten f¨ unf Strahlungsl¨ angen beﬁndet sich
ein Schauermaximum-Detektor (SMD17), der aus einer zweilagigen Proportio-
naldrahtkammer mit Streifenauslese besteht. Die Auslesestreifen sind senkrecht
zueinander angeordnet, um eine zweidimensionale Orts- und Intensit¨ atsinforma-
tion des Schauers zu erhalten [Bed02]. Das Licht der Szintillatoren wird ¨ uber
Lichtleiter außerhalb des Magneten gef¨ uhrt und dort von Photovervielfachern in
Ladungsinformation umgewandelt.
Das EEMC besteht aus insgesamt 720 T¨ urmen, die in 12 Ringen zu je 60 T¨ urmen
angeordnet sind. Jeder Turm ¨ uberdeckt einen azimutalen Winkel von ∆φ =6 o.
In radialer Richtung variiert die Gr¨ oße, sodass die Pseudorapidit¨ ats-Abdeckung
eines Turmes zwischen ∆η =0,057 und 0,099 liegt. Auch beim EEMC sind die
T¨ urme so gestaltet, dass ihre Grenzﬂ¨ achen zum Mittelpunkt des Detektors aus-
17SMD, Shower Maximum Detektor, (engl.: Schauermaximum-Detektor)
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gerichtet sind. Die T¨ urme des EEMC bestehen aus 24 Lagen Szintillator zwi-
schen 23 Lagen Absorber (4,57 mm Blei auf 0,5 mm Stahl laminiert). Die Dicke
betr¨ agt somit 21,4 Strahlungsl¨ angen Xo.H i n t e rd e rf ¨ unften Absorber-Lage be-
ﬁndet sich ein SMD, der eine Ortsinformation ¨ uber die Intensit¨ atsverteilung im
Schauer gibt. Das Licht der Szintillatoren wird mit Lichtleitern zur R¨ uckseite
der Matgnetendkappe geleitet und dort von Photovervielfachern ausgelesen. Die
Photovervielfachersignale von BEMC und EEMC werden von 12-Bit Flash-ADCs
digitalisiert und bei jeder Bunchkreuzung ausgelesen.
3.1.6. Das Central Trigger Barrel
Das Central Trigger Barrel (CTB) ist ein Detektor aus 240 Szintillatoren, die um
die TPC angeordnet sind und einen Pseudorapidit¨ atsbereich von −1,0 ≤ η ≤ 1,0
abdecken. In Strahlrichtung ist das CTB in vier Ringe, zu je 60 Szintillatoren,
unterteilt. Die azimutale Abdeckung betr¨ agt 360o. Jeder Szintillator wird in einen
Photovervielfacher ausgelesen, dessen Signal in ein CTB Digitizer Board (CDB)18
ausgelesen wird. Das CTB geh¨ ort zu den schnellen Detektoren und wird deshalb
genutzt, um eine Triggerentscheidung zu treﬀen.
Das CTB ist so kalibriert, dass ein geladenes Teilchen durchschnittlich ein Signal
von 5 ADC Kan¨ alen erzeugt. Die Breite dieser Verteilung betr¨ agt ca. 30-40%
[War01]. Das Gesamtsignal wird benutzt, um die Multiplizit¨ at einer Kollision zu
bestimmen.
3.1.7. Die Null-Grad-Kalorimeter
Die Null-Grad-Kalorimeter (ZDC)19 sind hadronische Kalorimeter, die neutrale
Spektatoren messen. Sie beﬁnden sich in einem Abstand von 18,25 m vom Zen-
trum der Wechselwirkungszone, zwischen den Strahlrohren f¨ ur einlaufenden und
auslaufenden Strahl. Die ZDCs beﬁnden sich hinter dem Dipolmagneten, der die
Strahlen in der Kollisionszone auf parallele Bahnen lenkt. Dieser lenkt alle ge-
ladenen Teilchen und Kernfragmente ab, sodass nur Neutronen (und Photonen)
von den ZDCs gemessen werden. ¨ Uber die Messung der neutralen Spektatoren
ist eine Bestimmung der Zentralit¨ at einer Kollision m¨ oglich [App98].
Des Weiteren messen die ZDCs einzelne Neutronen, die aus der Abregung von
Dipol-Riesenresonanzen stammen. Die Riesenresonanzen werden ¨ uber Austausch
von Photonen beim Vor¨ uberﬂiegen zweier Au-Kerne angeregt. Der Wirkungs-
querschnitt f¨ ur die korrelierte Emission einzelner Neutronen ¨ uber diesen Prozess
18Digitizer Board, (engl.): Digitalisierungseinheit
19ZDC, Zero Degree Calorimeter, (engl.): Null-Grad-Kalorimeter.
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ist ungef¨ ahr so groß wie der Wirkungsquerschnitt f¨ ur Au+Au Kollisionen [Bal98].
Die ZDCs bestehen aus einem Sandwich aus Wolframplatten und Lagen aus Pla-
stiklichtleitern. Sie haben eine Breite von 10 cm, eine H¨ ohe von 15 cm und eine
L¨ ange von 60 cm, dies entspricht 6 λi (hadronische Wechselwirkungsl¨ ange) in
Wolfram. Longitudinal sind sie in 3 Module unterteilt, die aus je 27 Wolfram-
platten und 26 Lichtleiterschichten bestehen [Adl98]. Die Lagen sind unter einem
Winkel von 45o relativ zur Strahlachse angeordnet. Die Lichtleiterlagen beste-
hen aus 200 jeweils 0,5 mm dicken Lichtleitern. Alle Lichtleiter eines Moduls
werden geb¨ undelt und in einen Photovervielfacher ausgelesen. Das Signal wird
durch Elektronen des Schauers, die in den Lichtleitern Cherenkov-Strahlung er-
zeugen verursacht. Die Energieauﬂ¨ osung der Kalorimeter f¨ ur ein Neutron von
100 GeV betr¨ agt etwa 20%, was ausreicht, um einzelne Neutronen nachzuwei-
sen. Die ZDCs haben aufgrund der Schnelligkeit der Signalerzeugung eine sehr
gute Zeitauﬂ¨ osung von < 200 ps [Adl01]. Seit der Strahlzeit im Jahr 2001 wird
die Zeitinformation genutzt, um die z-Position der Kollision zu bestimmen. Die
gemessene Ortsauﬂ¨ osung hat eine Standardabweichung von ca. 3,2 cm nach Sle-
wingkorrektur20 und 7 cm ohne Korrektur [Gon01].
Die ZDCs werden ebenfalls in ein CDB ausgelesen, wobei die Signale der einzel-
nen Module sowie eine analoge Summe der drei Module eines ZDC digitalisiert
werden. Da die Dynamik der 8-Bit ADCs nicht ausreicht, um das gesamte Spek-
trum der ZDCs zu erfassen, werden dieselben Signale nach einer Abschw¨ achung
um 14 dB digitalisiert.
Das unabgeschw¨ achte Signal wird genutzt, um den unteren Bereich des Spektrums
bei dem 1-Neutron Peak gut auﬂ¨ osen zu k¨ onnen. Damit kann eine Triggerschwelle
unterhalb des 1-Neutron Peaks gesetzt werden.
3.2. Das Triggersystem
Die Aufgabe des Triggersystems besteht in der Reduktion der Kollisionsrate von
einigen kHz bei voller Luminosit¨ at (2-3 kHz bei Au+Au Kollisionen, 10 kHz bei
p+p Kollisionen) auf die Ausleserate der TPC von maximal 100 Hz. Dies passiert
auf verschiedenen Triggerebenen, die sich in der Zeit, die jeweils f¨ ur die Trigger-
entscheidung zur Verf¨ ugung steht, unterscheiden. Diese Triggerebenen werden als
Level-0, Level-1, Level-2 und Level-3 Trigger bezeichnet.
Level-0 bis Level-2 Triggerentscheidungen basieren auf den Daten schneller Detek-
toren, deren Auslesezeit unter 100 ns liegt. Dazu geh¨ oren CTB, ZDC, MWC und
20Slewing ist ein Eﬀekt der bei der Messung der Ankunftszeit eines Photovervielfacherpulses
mit einem Diskriminator entsteht, gr¨ oßere Pulse haben eine schneller ansteigende Flanke
als kleine Pulse, wodurch ein hoher Puls die Bedingung des Diskriminators schneller erf¨ ullt
als ein niedriger Puls.
303.2. Das Triggersystem
FAST
DETECTORS
CTB
ZDC
EMC
MWC
BBC
FPD
DIGITIZERS
DSM
TREE TCU
TCD TO SLOW DETECTORS
L1
FARM
L2
FARM
DAQ
raw trigger data
coarse pixel array
Abbildung 3.11.: Datenﬂuß des Trigger-Systems (aus [Bie02]).
EMC. Mit der Information dieser Detektoren ist es m¨ oglich globale Eigenschaf-
ten einer Kollision, wie Multiplizit¨ at oder Kollisionsvertexposition zu bestimmen.
Darauf basierend wird entschieden, ob die langsameren Detektoren (TPC, FTPC,
SVT) ausgelesen werden.
Der Level-3 Trigger unterscheidet sich konzeptionell von den niedrigeren Trig-
gereben und wird in Kapitel 4 beschrieben.
Level-0:
Die schnellen Detektoren werden bei jeder Bunchkreuzung (alle 107 ns) ausge-
lesen. Die digitalisierten Signale (aus den CDBs oder anderen Digitalisierungs-
einheiten) werden mit dem n¨ achsten Bunchkreuzungssignal (RHIC Clock21)i n
”Data Storage and Manipulation“ Einheiten (DSM) gespeist. Dort wird das Si-
gnal benutzt, um LUTs zu addressieren, die genutzt werden k¨ onnen um ein Pede-
stal abzuziehen oder Verst¨ arkungskorrekturen durchzuf¨ uhren. Mit dem folgenden
Bunchkreuzungssignal werden die Ergebnisse des Look-Ups in Ringspeicher ge-
laden, die Platz f¨ ur die Daten von 64k Bunchkreuzungen haben. Gleichzeitig
werden die Daten von einem FPGA22 verarbeitet, der z.B. die einzelnen CTB Si-
gnale addiert. Die Daten werden in einer baumf¨ ormigen Struktur (vgl. Abb.3.12)
21RHIC stellt ein Signal zur Verf¨ ugung, welches auf die Umlauﬀrequenz der Strahlen synchro-
nisiert ist. Die Frequenz betr¨ agt ca. 28 MHz, somit wird f¨ ur jede m¨ ogliche Bunchkreuzung
(ca. alle 35 ns) ein Signal produziert. Jedes dritte dieser Signale gibt die Kreuzung gef¨ ullter
Bunches an (vgl. Kapitel 2.1). Dieses Signal dient als ”Herzschlag“ f¨ ur den Trigger, deﬁniert
aber auch die Auslesefrequenz der TPC.
22Field Programable Gate Array
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Abbildung 3.12.: Baumstruktur der DSMs f¨ ur das Jahr 2001 (aus [Bie02]).
verabeitet. Jede DSM Einheit erh¨ alt mit einem Bunchkreuzungssignal neue Daten
der vorhergehenden (bzw. Daten der Detektoren, im Fall der ersten Generation)
und reduziert diese, bis im letzten DSM ein 12 Bit Wort erzeugt wird, welches
das Ereignis klassiﬁziert. Das Ergebniswort des letzten DSM wird zusammen mit
6 Live-/Busy-Signalen23 der Detektoren, als 18-Bit Wort, in die Trigger Kon-
troll Einheit (TCU)24 gespeist. In der TCU wird dieses 18-Bit Wort als Adresse
in einen 16-Bit LUT benutzt, der die Triggerw¨ orter enth¨ alt. Die Triggerw¨ orter
dienen zur Klassiﬁkation unterschiedlicher Ereignisklassen. Einer Ereignisklasse,
z.B. ”beide ZDC haben ein Signal ¨ uber einem bestimmten Schwellenwert“, wird
ein Triggerwort zugeordnet. Innerhalb dieser Ereignisklasse kann es Ereignisse mit
23Ein Detektor ist Busy, d.h. Besch¨ aftigt, w¨ ahrend er ausgelesen wird. W¨ ahrend dieser Zeit
darf keine neue Auslese begonnen werden, da sich sonst Daten unterschiedlicher Ereignisse
vermischen. Wenn ein Detektor bereit ist Augelesen zu werden wird er als ”Live“, d.h.
Lebendig, bezeichnet. Dies triﬀt zwar im Prinzip f¨ ur jeden Detektor zu, spielt aber in der
Regel nur bei langsamen Detektoren, z.B. der TPC oder dem SVT, eine Rolle.
24Trigger Control Unit
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Trigger Kommando Bedeutung
0 kein Trigger
1 clear
2 Master Reset
3 reserviert
4 Physik Trigger
5-7 spezielle Physik Trigger
8-11 Kalibrations Trigger (z.B. Pulser, Laser, etc.)
12 Konﬁgurationsauslese der Readout-Karten
Tabelle 3.3.: Bedeutung der verschiedenen Trigger-Kommandos. Genauere Be-
schreibung ist in [Lin96] zu ﬁnden.
unterschiedlichen CTB Signalen geben, d.h. das Ergebniswort des letzten DSM
wird an verschiedene Speicherpl¨ atze im Triggerwort-LUT zeigen, hier muss dann
das vorher deﬁnierte Triggerwort stehen. Jede m¨ ogliche Adresse des Triggerwort-
LUT muss also mit einem Triggerwort gef¨ ullt sein.
Das Triggerwort wird wiederum als Adresse eines LUT benutzt, aus dem das ”Ac-
tion Word“ gewonnen wird. Das Action Word besteht aus einer 8-Bit-Detektor-
Bitmaske, einem 4-Bit-DAQ-Kommando und einem 4-Bit-Trigger-Kommando.
Die Detektor-Bitmaske gibt an, welche Detektoren angesprochen werden sollen.
Das DAQ-Kommando erm¨ oglicht das Verhalten auf der Datenerfassungsebene
schon auf der untersten Triggerebene zu steuern. So kann festgelegt werden, dass
ein Detektor getriggert wird, seine Daten aber im DAQ-System als Kalibrations-
daten interpretiert werden sollen.
Das Trigger-Kommando deﬁniert die Art des Triggers und die erwartete Reaktion
der Detektoren. Deﬁnitionen der Trigger-Kommandos sind in Tabelle 3.3 gegeben.
Das TCU besitzt eine Prescale-Einheit, die aus Z¨ ahlern besteht, welche die H¨ auﬁg-
keit des Auftretens verschiedener Triggerw¨ orter z¨ ahlen. Damit kann die H¨ auﬁgkeit
von Triggerw¨ ortern herunterskaliert werden.
Das TCU generiert f¨ ur jeden g¨ ultigen Trigger ein Token25, welches ein Ereignis auf
dem Weg durch das Trigger- und Datenerfassungssytem bis zur Analyse beglei-
tet. Da sich zu einem Zeitpunkt mehrere Ereignisse im Trigger- und DAQ-System
beﬁnden k¨ onnen, werden die Token benutzt, um diese eindeutig zu kennzeichnen.
Das Token ist eine 12 Bit Zahl, womit es 4096 verschiedene Token gibt.
Ist ein Token vergeben, kann es erst wiederverwendet werden, wenn alle be-
teiligten Systeme, alle Datenstrukturen die mit diesem Token assoziiert wer-
den gel¨ oscht haben und explizit das Token freigegeben haben (vgl. auch DAQ-
Protokoll).
Sollen Detektoren f¨ ur ein Event ausgelesen werden, schickt das TCU das Acti-
on Word, das Triggerwort und das Token zu den ”Trigger Clock Distribution“-
Modulen (TCD). Jeder Detektor hat ein eigenes TCD, welches f¨ ur jede Bunch-
25Token, (engl.): Merkmal, Zeichen, Los, M¨ unze.
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kreuzung das Action Word decodiert. Wenn die Detektor Bitmaske f¨ ur einen
Detektor zeigt, dass er an diesem Ereignis beteiligt werden soll, ¨ ubernimmt ein
speziell auf den jeweiligen Detektor abgestimmtes Modul die Aufgabe, dem Trig-
ger Kommando entsprechend zu reagieren (z.B. Auslese starten, Pulser feuern,
usw.). Jedes TCD besitzt noch einen Eingang f¨ ur ein DAQ-Busy Signal, welches
mit dem intern generierten Detektor-Busy Signal ¨ uber ein ODER verkn¨ upft ist.
Das resultierende Busy-Signal wird an die TCU weitergegeben und bildet das
oben erw¨ ahnten Detektor-Live-/Busy-Signal. Dies sorgt daf¨ ur, dass die Auslese
eines Detektors nicht gestartet werden kann, wenn das DAQ-System nicht in der
Lage ist die Daten zu verarbeiten.
Die Zeit, die zwischen einer Kollision und dem Beginn der Auslese der Detektoren
vergeht, betr¨ agt ca. 1.5 µs. Im Fall der TPC (Driftzeit ca. 40 µs) betr¨ agt der
Verlust an Daten durch diese Zeitverz¨ ogerung ≈ 4%.
Level-1 und Level-2
Nachdem die Auslese der Detektoren gestartet ist, dauert es bis zu 100 µsb i sd i e
Auslese beendet ist (z.B. 40 µs bei der TPC). Nach der Auslese beginnt die Di-
gitalisierung der Daten, was einige ms in Anspruch nimmt (10 ms f¨ ur die TPC).
Die Zeiten, die f¨ ur eine Level-1 bzw. Level-2 Entscheidung zur Verf¨ ugung ste-
hen orientieren sich grob an diesen Zeitdom¨ anen. Level-1 sollte schnell genug
sein, w¨ ahrend des Auslesevorgangs zu einer Enscheidung zu kommen, w¨ ahrend
Level-2 eine Entscheidung treﬀen soll bevor die Daten ans DAQ-System geschickt
werden.
Level-1 steht das so genannte Coarse Pixel Array (CPA) zur Verf¨ ugung, welches
die Summen gr¨ oßerer Bereiche der Detektoren enth¨ alt (z.B. CTB Information
in Bereichen mit ∆η =0 .5 und ∆φ = π/2, also jeweils ein Viertel eines der 4
Ringe des CTB). Damit k¨ onnen grobe r¨ aumliche Asymmetrien in der Multipli-
zit¨ atsverteilung festgestellt werden, wie sie z.B. bei Strahl-Restgas Kollisionen
auftreten k¨ onnen. Die Funktionalit¨ at des Level-1-Triggers ist auf Motorola 2306
VME CPUs implementiert.
Wenn ein Ereignis nicht von Level-1 verworfen wurde, wird es von Level-2 ana-
lysiert, wobei alle Rohdaten der Triggerdetektoren zur Verf¨ ugung stehen. Bisher
(d.h. f¨ ur die 2000 und 2001 Datennahmen) war Level-2 auch auf einer MVME
2306 CPU implementiert, hatte aber nur die Aufgabe die Triggerdaten zu for-
matieren. Momentan gibt es ¨ Uberlegungen, Level-2 auf einer CPU-Farm (z.B.
Pentium oder ALPHA) unter Linux zu implementieren [Mil02].
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Central Trigger Barrel Signal (ADC)
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Abbildung 3.13.: ZDC-Signal gegen CTB-Signal (aus [Adl02a]).
Zentralit¨ atsdeﬁnition
W¨ ahrend der Strahlzeiten im Jahr 2000 und 2001 wurden nur die M¨ oglichkeiten
des Level-0 Trigger genutzt.
Die ZDCs wurden fast immer als Basistrigger verwendet, da sie praktisch 100%
aller Au+Au Kollisionen identiﬁzieren konnten. Dar¨ uber hinaus wurde mit diesem
Trigger die korrelierte Dipol-Riesenresonanz-Abregung gemessen, die ca. 35%
aller getriggerten Ereignisse ausmachte. Dieser Trigger wurde als Minimum Bias-
Trigger bezeichnet, da er alle (hadronischen) Au-Au-Kollisionen beinhaltet.
Das CTB wurde eingesetzt, um diesen Trigger auf h¨ ohere Multiplizit¨ aten einzu-
schr¨ anken.
Es gab 2 Sorten von zentralen Triggerdeﬁnitionen:
￿ Multiplizit¨ atstrigger:
Hier wurde mit dem CTB die gew¨ unschte Multiplizit¨ at ausgew¨ ahlt.
￿ ZDC-Trigger:
Hier wurde mit dem CTB eine Mindestmultiplizit¨ at ausgew¨ ahlt, sodass man
in den Bereich gelangt, in dem das Signal der ZDCs mit h¨ oherer Multipli-
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zit¨ at kleiner wird (vgl. Abb. 3.13), die Zentralit¨ at wurde dann aber ¨ uber
das Signal der ZDCs bestimmt.
Im Jahr 2000 wurde w¨ ahrend der Datennahme nur die erste M¨ oglichkeit gew¨ ahlt,
um einen semizentralen Trigger zu implementieren. F¨ ur die Datenanalyse wur-
de meist eine Zentralit¨ atsdeﬁnition ¨ uber das ZDC-Signal benutzt. Im Jahr 2001
wurden auch Datens¨ atzte mit einem ZDC-Trigger genommen.
3.3. Die Datenerfassung
Die verschiedenen Detektoren in STAR produzieren ¨ uber 100 MB an Daten pro
Ereignis, die TPC liefert mit ca. 80 MB den gr¨ oßten Beitrag. Bei der maximalen
Ausleserate von 100 Hz muss das Datenerfassungssystem also eine Datenrate von
≈10 GB/s verarbeiten. Dies ist nur durch eine starke Parallelisierung m¨ oglich.
Das STAR Datenerfassungssystem besteht aus insgesamt ¨ uber 500 CPUs, die in
funktionelle Einheiten gegliedert sind. Die meisten CPUs sind auf der hochpar-
allelisierten Empfangsseite des DAQ-Systems zu ﬁnden. Auf der Ausgangsseite
beﬁndet sich eine Einheit, die alle Datenkontributionen eines Ereignisses sammelt
und per Gigabit-Ethernet-Verbindung zum RHIC-Rechenzentrum (RCF) schickt,
wo sie auf Band geschrieben werden.
Alle Einheiten des DAQ-Systems sind ¨ uber ein schnelles Netzwerk (Myrinet, siehe
Kap. 4.13.2) miteinander verbunden.
Receiver Boards (RB):
Die Rohdaten werden ¨ uber Lichtleiter von den Readout-Karten der Detektoren
zu mehreren Receiver Boards26 (144 f¨ ur die TPC, 20 f¨ ur die FTPCs und 24 f¨ ur
den SVT) transferiert. Die Receiver Boards sind 9U VME Einsch¨ ube, die in so
genannten Sector Crates geb¨ undelt sind. Im Fall der TPC werden 2 physikalische
Sektoren in ein Sector Crate ausgelesen. Bei den FTPCs wird jeweils eine FTPC,
und bei dem SVT die H¨ alfte des Detektors in je ein Crate ausgelesen. Es gibt
somit 12 Crates f¨ ur die TPC und je 2 f¨ ur FTPC und SVT.
Die Receiver Boards besitzen je 3 PMC27 Steckkarten, die als Mezzaninekarten
bezeichnet werden. Diese besitzen f¨ ur STAR entworfene ASIC-Bausteine28, deren
Aufgabe die 10-zu-8-Bit-Kompression und die Nullunterdr¨ uckung der Rohdaten
ist. Durch die Nullunterdr¨ uckung wird nur noch der Teil der Daten weitergeleitet,
26Receiver Board, (engl.): Empfangskarte.
27Abk. f¨ ur PCI Mezzanine Card, gebr¨ auchliches Steckkartenformat f¨ ur VME Einsch¨ ube.
28Abk.: Application Speciﬁc Integrated Circuit
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Abbildung 3.14.: Schematischer Aufbau des Datenerfassungssystem (aus
[Lan02a]).
in dem ein (¨ uber dem Rauschen liegendes) Signal gemessen wird. Auf den Mez-
zaninekarten beﬁndet sich eine i960 CPU, die zur Datenformatierung und zum
Auﬃnden von Clustern benutzt wird. Eine genauere Beschreibung der Mezzani-
nekarten beﬁndet sich in Kapitel 4.
Die Datenreduktion durch Nullunterdr¨ uckung ist abh¨ angig von der ”Belegung“
eines Detektors, womit das Verh¨ altnis von Pixeln mit Signal, zur Gesamtzahl
der Pixel bezeichnet wird. Typischerweise ist die Belegung der TPC f¨ ur zentrale
Au+Au Kollisionen < 10%, womit der Datenbeitrag der TPC nach Nullunter-
dr¨ uckung noch ca. 6 MB betr¨ agt.
Detector Broker (DET):
Jedes Sector Crate wird durch einen Detector Broker kontrolliert, der die Kom-
munikation und Datentransfers zwischen den Receiver Boards und den anderen
DAQ Einheiten ¨ uber Myrinet koordiniert. Im Fall von Detektoren mit geringem
Datenvolumen, z.B. RICH, werden die Daten ¨ uber eine private Punkt-zu-Punkt
Fast-Ethernet-Verbindung direkt an die DET geschickt. Die Detector Broker der
verschiedenen Detektoren unterscheiden sich somit in der Implementation, stellen
aber nach außen hin eine Standard-Schnittstelle f¨ ur die anderen DAQ-Einheiten
dar.
373. Das STAR-Experiment
Trigger-DAQ-Interface (TDI)
Das Trigger-DAQ-Interface vermittelt die Kommunikation zwischen den Prozes-
soren des Trigger-Systems und dem DAQ-System. Zum einen wird ¨ uber das TDI
angek¨ undigt, dass ein Ereignis getriggert wurde, zum anderen werden die Da-
ten der Triggerdetektoren CTB, MWC, ZDC und die in den DSM verarbeiteten
EMC-Daten ¨ uber das TDI ans DAQ-System geschickt. Diese Daten beinhalten
alle Informationen, die auf den Triggerebenen Level-0 bis Level-2 benutzt wur-
den, um Entscheidungen zu treﬀen.
Global Broker (GB)
Der Global Broker ist die zentrale Steuerungseinheit des DAQ-Systems. Er erh¨ alt
zum einen von der Seite des Trigger-Systems die Information, welche Detekto-
ren Daten liefern werden, zum anderen kommuniziert der GB mit den DET und
stellt sicher, dass auch alle Daten zu einem Ereignis angekommen sind. Des Wei-
teren f¨ uhrt er Buch ¨ uber den Zustand jedes Ereignisses, welches das DAQ-System
durchl¨ auft. Der GB, DET und TDI sind auf MVME Prozessoren implementiert.
Event Builder (EVB)
Sind alle Daten der Detektoren auf die DET transferiert, ¨ ubergibt der GB die
Kontrolle an den Event Builder,d e rf ¨ ur die Kollektion der Daten von den DET,
in einem speicherbaren Format verantwortlich ist.
Der EVB ist auf einem SUN Enterprise 450 Server implementiert, der so genann-
ten Buﬀer Box, da auf dieser Maschine 140 GB Plattenplatz zur Verf¨ ugung steht,
auf dem Daten bis zum Transfer zu RCF zwischengespeichert werden k¨ onnen.
HPSS
HPSS (High Performance Storage System) ist das System mit dem im RHIC-
Rechenzentrum die Daten der Experimente gespeichert werden. Es geh¨ ohrt nicht
zum STAR DAQ-System, limitiert aber dessen Bandbreite. F¨ ur STAR ist eine
Bandbreite von dauerhaft 30 MB/s zum Speichern von Daten auf Band vorgese-
hen. Im Jahr 2001 betrug die Bandbreite bis zu 50 MB/s.
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Level-3 (GL3,SL3)
In dem schematischen DAQ-Diagramm in Abbildung 3.14 beﬁnden sich, als GL3
und SL3 bezeichnete Einheiten. Diese geh¨ oren zu dem Level-3-Trigger-System,
welches in das DAQ-System integriert ist. Eine genaue Beschreibung des Level-
3-Trigger-Systems beﬁndet sich in Kapitel 4.
Eventpool (EVP)
Ein Bruchteil der Daten, die das DAQ-System passieren, werden am Experiment
lokal gespeichert. Dies hat den Zweck eine schnelle Qualit¨ atskontrolle der Da-
ten durchf¨ uhren zu k¨ onnen. So kann schnell festgestellt werden, ob ein Teil des
Detektors keine oder fehlerhafte Daten liefert.
Daqman
In Abbildung 3.14 ist eine Einheit ”Daqman“ (von DAQ Manager) eingezeichnet.
Dies ist keine funktionelle Einheit des DAQ-Systems, sondern dient als Server f¨ ur
alle DAQ-Software und Betriebssysteme der VME Prozessoren.
3.4. Run Control
Um Daten nehmen zu k¨ onnen ist es notwendig, dass sich die beteiligten Syste-
me (d.h. Detektoren, DAQ-Einheiten, Trigger-Prozessoren, etc.) in bestimmten
Zust¨ anden beﬁnden. Zu Beginn eines Runs29 muss den Detektoren mitgeteilt wer-
den, dass Trigger zu erwarten sind. Dem DAQ-System muss mitgeteilt werden,
dass Daten der Detektoren zu erwarten sind, etc. Zus¨ atzlich m¨ ussen Vorg¨ ange
synchronisiert werden: das Trigger-System darf keine Trigger an die Detektoren
senden, bevor deren Elektronik in einem Zustand ist, die Detektoren auslesen zu
k¨ onnen.
Das daf¨ ur verantwortliche System wird Run Control (RC) genannt. Die RC kom-
muniziert mit allen Systemen, f¨ uhrt Buch ¨ uber den jeweiligen Zustand eines Sy-
stems und teilt den Systemen mit, wenn eine ¨ Anderung ihres Zustandes n¨ otig
ist. Damit ist es m¨ oglich, die Datennahme mit dem STAR Detektor zentral zu
steuern.
Jedes System muss zu jedem Zeitpunkt, zu dem es mit der RC verbunden ist,
29Bezeichnung f¨ ur die Periode w¨ ahrend der Daten genommen werden.
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einen deﬁnierten Zustand haben, der der RC mitgeteilt wird. Die Zust¨ ande ”REA-
DY“, ”RUNNING“ und ”PAUSED“ m¨ ussen implementiert sein. ”READY“ gibt
an, dass ein System bereit ist konﬁguriert zu werden, bzw. f¨ ur den Beginn ei-
nes Runs bereit ist (sofern keine Konﬁguration n¨ otig ist). Ein System ist in dem
Zustand ”RUNNING“, wenn es Daten verarbeiten kann. ”PAUSED“ gibt den
Zustand an, wenn ein Run unterbrochen wird, um sp¨ ater weitergef¨ uhrt zu wer-
den. F¨ ur ein Trigger-System bedeutet ”PAUSED“, dass keine Trigger versendet
werden d¨ urfen, f¨ ur alle anderen Systeme besteht in der Regel kein Unterschied
zwischen dem Zustand ”PAUSED“ und ”RUNNING“.
Weiterhin gibt es den Zustand ”PRESENT“, den ein System vor seiner erst-
maligen Konﬁguration einnimmt, und Zwischenzust¨ ande, die den ¨ Ubergang zwi-
schen zwei Zust¨ anden bezeichnen. Letztere werden durch ein angeh¨ angtes W
(von waiting (engl.): warten) an den vorherigen Zustand gekennzeichnet, z.B.
”READY W“.
Die RC-Kommandos, die ein System verarbeiten k¨ onnen muss, sind im folgenden
erkl¨ art:
REBOOT:
Als Reaktion auf ein REBOOT Kommando sollen alle Systeme neu
gestartet werden, oder zumindest einen ”sauberen“ Zustand anneh-
men. F¨ ur die VME Prozessoren bedeutet dies einen Neustart (”Boo-
ten“) des Systems, f¨ ur andere Einheiten bedeutet es in der Regel einen
Neustart der beteiligten Prozesse.
SEND CONFIG:
Dieses Kommando startet die Konﬁguration der Systeme, die Nach-
richt enth¨ alt den Namen einer Konﬁgurationsdatei, die von dem Sy-
stem eingelesen wird. Alle Konﬁgurationsdateien werden zentral ver-
waltet. Das SEND CONFIG Kommando wird vor jedem Start eines
Runs versendet.
RUN START:
Nachdem alle Systeme konﬁguriert sind folgt das RUN START Kom-
mando und teilt den Systemen mit, dass sie Daten zu erwarten haben.
RUN STOP:
Dieses Kommando teilt den Systemen mit, dass ein Run beendet ist.
Dies ist n¨ utzlich, wenn ein System z.B. Z¨ ahler f¨ uhrt, die am Ende
eines Run gespeichert werden sollen.
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RUN PAUSE:
Dies erm¨ oglicht einen Run vor¨ ubergehend anzuhalten. Wie oben er-
w¨ ahnt, hat dieses Kommando nur f¨ ur Trigger-Systeme eine Bedeu-
tung, die nach Erhalt diese Kommandos keine Trigger mehr versenden
d¨ urfen.
RUN RESUME:
Damit wird ein angehaltener Run fortgesetzt.
QUERY TOKENS:
Hiermit wird angefragt wieviele und welche Token ein System zu ei-
nem Zeitpunkt bearbeitet. Dieses Kommando hat praktisch nur bei
der Fehlersuche Bedeutung.
FLUSH TOKENS:
Dieses Kommando teilt einem System mit, dass es sich in einen m¨ og-
lichst ”sauberen“ Grundzustand bringen soll. Momentan im System
bearbeitete Token werden gel¨ oscht. Dieses Kommando wird benutzt
wenn Fehler im System aufgetreten sind. Es stellt eine abgeschw¨ achte
Version des REBOOT Kommandos dar. W¨ ahrend dort der beteiligte
Prozess neu gestartet wird, versucht hier der Prozess selber die Fehler
zu beseitigen.
Alle oben aufgef¨ uhrten Kommandos werden von der RC an die beteiligten Prozes-
se gesendet. Mit Ausnahme des REBOOT Kommandos m¨ ussen alle Kommandos
beantwortet werden, um eine erfolgreiche Ausf¨ uhrung und Beendigung der gefor-
derten Aktion zu best¨ atigen.
Die folgenden Kommandos k¨ onnen von Prozessen unaufgefordert an die RC ge-
sandt:
FORCE STOPRUN:
Beendet den Run, weil ein Prozess ein Problem hat. Ein Argument in
diesem Kommando unterscheidet zwei Versionen:
￿ Der Run soll sofort gestoppt werden, da ein Problem aufgetretetn
ist, das dem System nicht mehr erm¨ oglicht fehlerfrei Daten zu
verarbeiten.
￿ Eine Empfehlung zum Anhalten des Runs, wobei die Entschei-
dung ¨ uber den Stop, der RC ¨ uberlassen bleibt.
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Abbildung 3.15.: Die Benutzerschnittstelle der Run Control.
FORCE PAUSERUN:
Diese Kommando erzwingt einen Paused Zustand. Ein Beispiel f¨ ur
den Einsatz diese Kommandos ist der Fall, dass das Triggersystem
die Synchronisation mit dem Bunchkreuzungssignal verloren hat (vgl.
Kapitel 3.2).
TRIGGERS SENT:
Dies wird nur von der Trigger CPU benutzt, um der RC (und damit
dem Benutzer) mitzuteilen, dass die gew¨ unschte Anzahl von Triggern
genommen wurden.
Architektur
Die Run Control gliedert sich in die Benutzerschnittstelle und das zugrundeliegen-
de Steuerungsprogramm (Handler). Die Benutzerschnittstelle (GUI)30 (vgl. Abb.
3.15) bietet eine graphische Bedienoberﬂ¨ ache, die dem Benutzer erm¨ oglicht:
￿ die Konﬁguration aller Systeme festzulegen,
30GUI, Graphical User Interface, (engl.): Graphische Benutzerschnittstelle.
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￿ einen Run zu Starten, zu Stoppen oder zu Unterbrechen,
￿ die Parameter eines Runs zu kontrollieren, z.B. Runnummer, Art des Run
(Kalibrationsrun, Physikrun, Pedestalrun).
Der Handler kommuniziert mit allen Systemen, wozu er Ports zur Verf¨ ugung
stellt, zu denen die Systeme eine Verbindung ¨ uber Ethernet aufbauen, wenn sie
gestartet werden. Dadurch weiß der Handler welche Systeme vorhanden sind.
Das GUI teilt dem Handler alle Informationen, die eingegeben wurden mit, und
der Handler ergreift die n¨ otigen Schritte. Bei ¨ Anderung der Konﬁgurationen im
GUI, werden diese dem Handler mitgeteilt, der daraufhin Konﬁgurationsdateien
f¨ ur alle Systeme erstellt. Wird auf dem GUI ein Run gestartet, wird dies an
den Handler weitergeleitet, der diesen Befehl in Nachrichten an alle beteiligten
Systeme umsetzt und versendet. Im Gegenzug werden ¨ Anderungen im System
dem GUI mitgeteilt, der Benutzer ist somit ¨ uber eventuell auftretende Probleme
informiert.
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4.1. Motivation
In Kapitel 3.3 wurde beschrieben wie die Bandbreite, mit der bei STAR, Daten
auf Datentr¨ ager gespeichert werden k¨ onnen, durch das HPSS-System auf ca. 30
MB/s limitiert ist. Damit besteht eine Diskrepanz zwischen der Datenmenge, die
der Detektor liefern kann, und der Datenmenge, die gespeichert werden kann. Bei
einer typischen Ereignisgr¨ oße von 6-10 MB f¨ ur eine zentrale Au+Au Kollision ist
die Rate, mit der Ereignisse gespeichert werden k¨ onnnen, auf 3-5 s−1 beschr¨ ankt.
Bei einer maximalen Ausleserate der langsamen Detektoren von 100 s−1, bedeu-
tet dies, dass nur einige Prozent der zur Verf¨ ugung stehenden Daten gespeichert
und analysiert werden k¨ onnen.
Der Schwerpunkt des STAR-Experimentes liegt zwar in der Messung von Obser-
vablen, die in jedem Ereignis zu messen sind, z.B. π-, K-, p-Spektren, ellipischer
Fluss dieser Teilchen usw. Es besteht jedoch auch großes Interesse an der Mes-
sung von seltenen Teilchen, so genannten ”Rare Probes“ (engl.: seltene Proben),
wie z.B. dem J/ψ, Υ und dem 4He, welche selten produziert werden, bzw. nur
selten in messbare Kan¨ ale zerfallen. Diese Messungen werden aber erst mit einer
Statistik im Bereich von 10-100 Millionen Ereignissen m¨ oglich, was bei einer auf-
gezeichneten Ereignisrate von einigen s−1 nicht erreichbar ist.
Um trotz der Bandbreitenbeschr¨ ankung von HPSS m¨ oglichst alle verf¨ ugbaren
Ereignisse f¨ ur eine physikalische Analyse nutzen zu k¨ onnen, kann man zwei Stra-
tegien verfolgen:
￿ Datenkompression:
Hierbei ist die Idee, die verf¨ ugbaren Daten auf eine geringere Gr¨ oße zu re-
duzieren, sodass bei gleicher Bandbreite mehr Ereignisse auf Datentr¨ ager
geschrieben werden k¨ onnen. Zum einen gab es Ans¨ a t z eR o h d a t e nz uk o m -
primieren [Ber98a][Ber02], was in STAR aber nicht weiterverfolgt wurde.
Zum anderen kann man Ereignisse in Echtzeit rekonstruieren, d.h. Cluster
oder auch Spuren rekonstruieren und nur diese Abspeichern. Dies erlaubt
eine Datenreduktion der TPC-Daten um einen Faktor 5 beim Speichern
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von Clustern oder einem Faktor 20, wenn ausschließlich Spurinformationen
gespeichert werden(vergl. Kapitel 6.2).
￿ Ereignisselektion (Triggern):
Hier werden die zus¨ atzlich zur Verf¨ ugung stehenden Informationen der lang-
samen Detektoren genutzt um eine Triggerentscheidung zu f¨ allen. Dies ge-
schieht, indem die Ereignisse in Echtzeit rekonstruiert werden und basierend
auf den rekonstruierten Teilchenspuren nach Signaturen interessanter Phy-
sik gesucht wird.
Im Detail bedeutet dies, dass Cluster rekonstruiert werden, welche dann zu
Spuren verbunden werden. Die Spuren beinhalten Informationen ¨ uber den
Impuls, die Flugrichtung, speziﬁsche Ionisation und Ladung eines Teilchens.
Mit diesen Informationen kann dann das Vorhandensein seltener Teilchen
oder Zerf¨ alle festgestellt werden (im Prinzip ist nat¨ u r l i c hj e d eA r tv o nA n a -
lyse denkbar, die auf den genannten Informationen basiert). Damit wird die
Entscheidung getroﬀen, ob ein Ereignis auf Datentr¨ ager gespeichert oder
verworfen wird. Dieser Ansatz macht nur Sinn, wenn der Entscheidungsal-
gorithmus nur bei einem kleinen Teil der analysierten Ereignisse eine posi-
tive Entscheidung triﬀt, sodass die Datenspeicherbandbreite nicht ges¨ attigt
wird.
Da die Triggerentscheidung von einem Software-Algorithmus getroﬀen wird,
wird dies auch als Software-Trigger bezeichnet, oder in Anlehnung der in
Kapitel 3.2 beschriebenen Trigger-Level als Level-3 Trigger (oder allgemei-
ner als High-Level-Trigger).
Zu dem Zeitpunkt, als der Vorschlag f¨ ur das STAR Level-3 Trigger System
[Ber98b] vorgestellt wurde, rechnete man mit einer h¨ oheren Multiplizit¨ at der
Au+Au Kollisionen an RHIC, was in Simulationen zu einer Rohdatengr¨ oße von
20 MB pro Ereignis f¨ uhrte. Zusammen mit dem urspr¨ unglich geplanten Wert f¨ ur
die Speicherbandbreite von 20 MB/s f¨ ur jedes Eperiment, ergab sich f¨ ur den Fall
eines mit 100 s−1 laufenden Level-3 Triggers, ein Gewinn eines Faktors 100 in der
Anzahl analysierbarer Ereignisse. Dieser hohe Faktor, im Vergleich zu dem ver-
gleichsweise geringen Gewinn durch Datenkompression, war die Motivation ein
Level-3-Trigger-System in STAR aufzubauen.
4.2. Architektur
Um von den Rohdaten zu einer Level-3 Triggerentscheidung zu gelangen, m¨ ussen
die in Tabelle 4.1 dargestellten Schritte durchlaufen werden. Zun¨ achst m¨ ussen
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Datenobjekte Prozess
Rohdaten
↓ Clusterﬁnder
Clusterdaten
↓ Trackﬁnder
Trackliste
↓ Triggeralgorithmus
Entscheidung: Ja/Nein
Tabelle 4.1.: Die Arbeitsschritte die vom Level-3 System geleistet werden m¨ ussen.
Prozesse und die von ihnen verarbeiteten Datenobjekte sind ge-
trennt dargestellt.
aus den Rohdaten die Cluster, d.h. die in der TPC1 hinterlassenen Spurpunk-
te rekonstruiert werden. Diese Spurpunkte werden vom Trackﬁnder zu Spuren
verbunden. Die einer Spur zugeordneten Parameter werden in einer Liste gespei-
chert.
Der Instanz, welche die Triggerentscheidung triﬀt, steht diese Trackliste und
zus¨ atzliche Informationen, wie die Ergebnisse der niederen Triggerebenen, Daten
der Triggerdetektoren etc., zur Verf¨ ugung. Zus¨ atzlich zu den Triggeralgorithmen
ist eine genaue Buchf¨ uhrung ¨ uber Triggerentscheidungen und Zahl der verar-
beiteten Ereignisse notwendig, um sp¨ ater Triggereﬃzienzen und Wirkungsquer-
schnitte der gemessenen Prozesse rekonstruieren zu k¨ onnen. Deshalb sollte diese
Entscheidungsinstanz ein Programm sein, welches diese Buchf¨ uhrung automa-
tisch erledigt und dabei eine klar deﬁnierte Schnittstelle f¨ ur Triggeralgorithmen
bereitstellt, sodass der Benutzer, d.h. Autor eines Triggeralgorithmus, sich nur
um den eigentlichen Algorithmus k¨ ummern muss.
In Abbildung 4.1 ist der Fluss der Daten und die Aufteilung der verschiedenen
Arbeitsschritte auf Prozessoren gezeigt. Der Detektor, in diesem Fall die TPC,
liefert Daten aus 24 Sektoren (vgl. Kapitel 3.1.1), die in 12 Sector Crates aus-
gelesen werden (vgl. Kapitel 3.3). Je zwei zusammengefasste Sektoren werden
1Dasselbe gilt auch f¨ ur andere Detektoren, insbesondere den SVT und die FTPC, zur Ver-
deutlichung der Prinzipien soll aber zun¨ achst nur die TPC besprochen werden.
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Rohdaten
Clusterfinder
Mezzanine Karten
Trackdaten
Clusterdaten
Ja/Nein Entscheidung
Detektor
Sektor Level−3 CPUs
Global Level−3 CPUs
Trackfinder
Analyse
Abbildung 4.1.: Schematische Darstellung des Datenﬂusses aus den 12 TPC Su-
persektoren in die 12 Sector Crates, jeweils 12 zugeordneten SL3
CPUs (gestrichelt sind weitere ”Generationen“ von SL3 CPUs
angedeutet) und die Konzentration in eine GL3 CPU (gestrichelt
sind weitere Instanzen angedeutet).
auch als Supersektor bezeichnet. In den Sector Crates beﬁnden sich die Receiver
Boards mit den Mezzaninekarten, auf deren i960-Prozessoren der Clusterﬁnder
l¨ auft.
Jedem Sector Crate ist eine Prozessor zugeordnet, der die Clusterdaten eines Su-
persektors empf¨ angt und auf dem der Trackﬁnder l¨ auft. Da dieser Teil eine feste
Sektor-Zuordnung hat, werden diese Prozessoren als Sektor-Level-3-Prozessoren
(SL3) bezeichnet. Jedem Sektor stehen mehrere SL3 zur Verf¨ ugung, die Cluster-
daten mehrerer Ereignisse k¨ onnen so parallel verarbeitet werden. Die erzeugten
Trackdaten stehen also zun¨ achst nur sektorweise zur Verf¨ ugung.
Haben alle SL3 die Bearbeitung eines Ereignisses abgeschlossen, senden sie die
Trackdaten an einen einzelnen Prozessor. Dieser setzt die Beitr¨ age der verschie-
denen Sektoren zusammensetzt und erstellt eine zusammenh¨ angende Liste aller
TPC Spuren, welche dem Triggeralgorithmus, der auf derselben CPU l¨ auft, be-
reitsteht. Da dieser Prozessor alle Beitr¨ age eines Ereignisses sammelt, wird er
Global-Level-3 (GL3) genannt.
Die Triggerentscheidung wird vom GL3 an den Global Broker (vgl. Kapitel 3.3)
geschickt, der bei einer positiven Entscheidung, die Kontrolle an den Event Buil-
der ¨ ubergibt. Soll ein Ereigniss verworfen werden, schickt der GB allen beteiligten
Systemen den Befehl zum L¨ oschen aller Daten dieses Ereignisses.
Ein Bruchteil der Daten, die auf dem GL3 zur Verf¨ ugung stehen, werden auf
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Abbildung 4.2.: Level-3 und DAQ-Systeme inklusive Netzwerkstruktur.
einem ”Eventpool“ (L3EVP) gespeichert. Dieser empf¨ angt die Daten vom GL3
und stellt sie dem Level-3-Eventdisplay oder anderen Prozessen zur Verf¨ ugung.
In Abbildung 4.2 ist das DAQ und Level-3 System im Ausbau des Jahres 2001
gezeigt. Auf der Level-3 Seite entspricht jeder Kasten einem Prozessor, auf der
DAQ Seite einem Sector Crate. Alle Einheiten sind mit einem schnellen Netz-
werk (Myrinet, vgl. Kapitel 4.13) verbunden, welches switchbasiert ist (l3sw0-3,
daqsw0-4). Auf der DAQ-Seite sind Sector Crates f¨ ur alle im Jahr 2001 installier-
ten Detektoren gezeigt, w¨ ahrend nur TPC, SVT und FTPC Daten f¨ ur Level-3
lieferten (vgl. Kapitel 4.16).
4.3. Receiver Boards (RB)
Die Receiver Board empfangen die Rohdaten der TPC. Je 12 sind in einem Sector
Crate zusammengefasst und werden von einem DET-Prozessor verwaltet (s. Kap.
3.3).
Die Komponenten eines RB sind in Abbildung 4.3 gezeigt. Ein RB tr¨ agt drei
Mezzaninekarten, einen Demultiplexer, der die ankommenden Daten auf die ins-
gesamt 18 ASICs (s.u.) der drei Mezzaninekarten verteilt und eine VME-PCI-
494. Das Level-3-Trigger-System
Abbildung 4.3.: Schematischer Aufbau eines DAQ Receiver Board (aus [Lan02a]).
Schnittstelle, welche die Mezzaninekarten an den VME-Bus (und somit den DET)
anbindet.
4.3.1. Mezzaninekarte
Jede Mezzaninekarte besteht im Wesentlichen aus sechs ASICs, einer i960-CPU
und 4 MB dual-ported VRAM. Die ASICs sind f¨ ur das Vorprozessieren der Roh-
daten verantwortlich, der i960 Prozessor f¨ ur zweidimensionale Clusterrekonstruk-
tion und Datenformatierung, wobei das VRAM als Zwischenspeicher der vorpro-
zessierten Daten dient, auf den die ASICs und i960-CPUs zugreifen k¨ onnen.
ASIC:
Die TPC Rohdaten liegen – als sequenzielle ADC-Werte – an den Eing¨ angen der
ASICs an. Ein ASIC bearbeitet mehrere Pads 2. Die Aufgabenschritte, die von den
ASICs bearbeitet werden sind in Abbildung 4.4 dargestellt. Zun¨ achst kommen die
2Im Durschnitt werden ca. 50 Pads von einem ASIC bearbeitet
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Abbildung 4.4.: Das ASIC Prozess Modell (nach [Bot98]).
TPC Daten als 10-Bit-ADC-Werte an, von denen das Pedestal3 abgezogen wird.
Die Pedestals f¨ ur jedes Pad sind im Pedestal-RAM abgelegt. Als n¨ achster Schritt
wird eine Kompression der Daten von 10-Bit auf 8-Bit vorgenommen, da 8-Bit
Werte leichter zu verarbeiten sind. Damit geht kein Informationsverlust einher,
da die 10-Bit ADCs aus Dynamik- und nicht aus Auﬂ¨ osungsgr¨ unden eingesetzt
werden. Die 10-zu-8-Bit Konversion geschieht mit Hilfe eines Look-Up-Table, der
¨ uber ADC-Wert und Padnummer addressiert wird. Letzteres erlaubt auch eine
padweise Verst¨ arkungskorrektur [Bot98].
Die 8-Bit-ADC-Werte gelangen in einen ”Cluster-Prozessor“, der Cluster in Time-
bin-Richtung rekonstruiert. Dazu werden verbundene ADC-Sequenzen durch ei-
nen Vergleich mit vier Parametern, als g¨ ultiges Cluster identiﬁziert:
￿ P1: Untere Schwelle
￿ P2: Minimale Anzahl zusammenh¨ angender ADC-Werte ¨ uber der unteren
Schwelle
￿ P3: Obere Schwelle
￿ P4: Minimale Anzahl von ADC-Werten, ¨ uber der oberen Schwelle.
Zun¨ achst muss die Bedingung erf¨ ullt sein, dass eine zusammenh¨ angende ADC-
Sequenz mindestens die L¨ ange P2 (Timebins) besitzt. Die ADC-Werte all dieser
Timebins m¨ ussen gr¨ oßer als P1 sein. Zus¨ atzlich besteht die Bedingung, dass eine
Sequenz mindestens P4 Timebins besitzen muss, deren ADC-Werte gr¨ oßer als P3
sind.
Die erste Bedingung sorgt f¨ ur eine Mindestl¨ ange der Cluster, und verwirft Spitzen
in einzelnen Timebins, wie sie durch elektronisches Rauschen entstehen k¨ onnen.
Die zweite Bedingung verwirft Cluster, wenn diese zwar lange Sequenzen sind
3Als Pedestal wird der ADC-Wert eines Kanals bezeichnet, der dem Rauschen entspricht.
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(und damit Bedingung 1 erf¨ ullen), aber nicht genug Ladung beinhalten. Letzteres
kann durch Pedestalﬂuktuationen eines Pads zustandekommen kann.
Die g¨ ultigen ADC-Sequenzen werden im Daten-RAM gespeichert, w¨ ahrend der
erste und letzte Timebin im Cluster-RAM gespeichert wird. Der Cluster-RAM
dient somit als Index in den Daten-RAM. Diese Daten werden von allen 6 ASICs
im VRAM gespeichert, worin Platz f¨ ur 12 Ereignisse ist.
Die eindimensionale Clusterrekonstruktion, die auch als Nullunterdr¨ uckung be-
zeichnet wird, verkleinert das Datenvolumen in zentralen Au+Au Kolisionen um
einen Faktor zehn auf ca. 6-10 MB pro Ereignis.
i960 CPU:
Auf jeder Mezzaninekarte beﬁndet sich ein Intel i960-Prozessor, ein 32-Bit Pro-
zessor, der mit 66 MHz Core-Geschwindigkeit getaktet ist. Auf diesen Prozessoren
l¨ auft der zweidimensionale Clusterﬁnder, der die von den ASICs bereitgestellten
Timebin-Sequenzen, in Pad-Richtung zusammenf¨ ugt (s. Kapitel 4.9). Des Wei-
teren haben die i960 CPUs die Aufgabe die Daten zu formatieren: Aus den im
VRAM abgelegten ADC-Sequenzen und Cluster-Pointern werden Datenstruktu-
ren generiert, die gespeichert werden k¨ onnen.
VRAM Ereignispuﬀer
Die 4 MB VRAM (Speicherplatz f¨ ur 12 Ereignisse) stellt einen Ereignispuﬀer dar.
Bei einer Auslesegeschwindigkeit der TPC von 100 Hz, kann dieser Daten eines
Ereignisses bis maximal 120 ms speichern, bevor sie entweder an den Eventbuil-
der weitergereicht oder verworfen werden. Sobald 12 Ereignisse im Speicher sind,
wird ein Busy-Signal generiert, welches erneutes Triggern der TPC verhindert.
Dieser Puﬀer bestimmt maßgeblich das Design des Level-3 Systems, da er zum
einen ein Zeitlimit darstellt (120 ms bei 100 Hz), innerhalb dessen eine Trigge-
rentscheidung getroﬀen sein muss. Zum anderen wird durch die Puﬀerung eine
parallele Bearbeitung mehrere Ereignisse (nach der Clusterﬁnder-Stufe) m¨ oglich.
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4.4. Sektor Level-3 (SL3)
4.4.1. Aufgaben
Der Sektor Level-3 ist ist der Teil des Level-3 Systems, der die Clusterdaten der
Sektoren empf¨ angt. Hier ﬁndet die Spurrekonstruktion (Tracking) statt, und die
Spurdaten werden an den GL3 weitergereicht. Die Aufgaben bestehen im Detail
aus:
1. Kommunikation und Datentransfer:
a) Kommunikation mit DET:
Wenn ein DET Daten anbietet, muss ein freier Speicherbereich zur
Verf¨ ugung gestellt werden. F¨ ur den Fall, dass kein freier Speicher vor-
handen ist, muss sich der SL3 die Gr¨ osse der Datenkontribution ”mer-
ken“ und bei Freiwerden eines entsprechende Speicherbereichs die Da-
ten vom DET anfordern.
b) Kommunikation mit GL3:
Ist das Tracking fertig, muss der entsprechende GL3 ¨ uber das Vorhan-
densein von Daten unterrichtet werden.
c) Kommunikation mit Run Control:
Die in Abschnitt 3.4 beschriebenen Run Control-Kommandos m¨ ussen
verarbeitet werden.
2. Tracking:
a) Der Tracker muss gestartet werden und ihm muss ein Zeiger auf die
Daten ¨ ubergeben werden.
b) Wenn der Prozess der Spurrekonstruktion beendet ist, m¨ ussen die
Spurdaten in entsprechendem Format in einen Speicherbereich gef¨ ullt
werden, von dem sie weitergeschickt werden k¨ onnen.
c) Es gibt die M¨ oglichkeit, Cluster in einem Format zu speichern, in wel-
chem jedes Cluster eine Referenz zu der Spur bekommt, der es zugeord-
net wurde. Ist dieses Format gew¨ unscht, muss der Tracker diese Daten
explizit generieren. Dieses Format wird als SL3-Cluster bezeichnet, das
originale Format als i960-Cluster.
d) Speicherschutzverletztungen oder Floating Point Exceptions4, die im
Tracker durch fehlerhafte Daten entstehen k¨ onnen, m¨ ussen abgefangen
4engl.: Fließkomma-Ausnahme. Ein Signal, dass vom Prozessor (oder entsprechenden
Mathematik-Bibliotheken) erzeugt wird, wenn einer Funktion ein ung¨ ultiges Argument zur
Berechnung gegeben wird, z.B. Division durch 0.
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werden, da sie sonst zu der Beendigung eines Prozesses durch das
Betriebssystem f¨ uhren.
3. Buchhaltung:
a) Time-Out Timer:
Bekommt ein SL3 Daten eines Sektors, w¨ ahrend in einem anderen
Sektor Probleme auftreten, kann es sein, dass dieses Ereignis verworfen
wird. Der zust¨ andige GL3 wird diese Daten somit nicht anfordern. Da
Speicherplatz nicht unbegrenzt zur Verf¨ ugung steht, und es nur eine
begrenzte Anzahl von Token (4096) gibt, m¨ ussen alle Datenstrukturen
die mit einem Token asoziiert werden, nach einer bestimmten Zeit
gel¨ oscht werden. F¨ ur jedes Token, wird deshalb ein Timer gef¨ uhrt,
der nach Ablauf einer einstellbaren Zeit (≈ 10 s) alle Daten eines
Ereignisses l¨ oscht und das Token freigibt.
b) Ereignisz¨ ahler:
Es m¨ ussen Z¨ ahler existieren, welche die Anzahl der Ereignisse eines
Runs z¨ ahlen. Auch die Anzahl der Ereignisse, bei denen ein Problem
auftrat, sollte gez¨ ahlt werden. Diese Informationen werden nicht ge-
speichert, dienen aber zur Online-Kontrolle.
4. Stabilit¨ at:
Die Datennahme beruht auf der Funktion und Kommunikation mehrerer
hundert Prozesse auf verschiedenen CPUs. Ein pl¨ otzlicher Absturz, d.h.
Einfrieren oder Verschwinden eines Prozesses, bringt i.d.R. große Teile
oder das gesamte DAQ-System zum H¨ angen. Da bei der Komplexit¨ at des
Systems aber gelegentliche Fehler nicht auszuschliessen sind, sollten alle
beteiligten Prozesse auf m¨ ogliche Fehler reagieren k¨ onnen, ohne einen Still-
stand des Systems zu erzwingen. Dies heißt, dass Fehler in Log-Dateien
notiert werden und eventuell begonnene Kommunikationsschritte beendet
werden, aber die Datennahme nicht unterbrochen wird. Ausnahme sind
Probleme, die einem Prozess nicht erlauben, weiterhin fehlerfreie Daten zu
nehmen. In diesem Fall sollte ein Prozess die M¨ oglichkeit haben explizit die
Datennahme anzuhalten.
4.4.2. Implementation
Im vorhergehenden Abschnitt wurden die Aufgaben des SL3 in Kommunikati-
on und Datentransfer, Tracking und Buchhaltung unterteilt. Diese Unterteilung
bietet sich auch bei der Implementation in Software an, deren Struktur in Abbil-
dung 4.5 gezeigt ist. Der Prozess wurde als ein Multithreaded Prozess mit Hilfe der
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Abbildung 4.5.: Struktur der SL3-Software. Pfeile stehen f¨ ur Datentransfers.
POSIX5 konformen Phreads-Bibliothek [Nic96] implementiert. Ein Multithreaded
Prozess zeichnet sich durch mehrere asynchron laufende Prozesse aus, die auf die-
selben Datenstrukturen zugreifen k¨ onnen6.
In unserem Fall ist ein Thread (d.h. Teilprozess) f¨ ur die Kommunikation zu-
st¨ andig, ein Thread ist f¨ ur das Tracking verantwortlich und ein Thread f¨ ur die
Buchhaltung.
Eine Implementation in einem einzigen Prozess, der alle Arbeitsschritte sequen-
tiell bearbeitet ist nicht m¨ oglich, da in diesem Fall keine pr¨ azisen Timer zu im-
plementieren w¨ aren7. Zum anderen sollte eine Nachricht m¨ oglichst schnell be-
arbeitet werden um Latenzzeiten im System m¨ oglichst niedrig zu halten. Der
Spurﬁndungsprozess braucht aber mit ca. 100 ms sehr viel l¨ anger als die durch-
schnittliche Reaktionszeit auf Nachrichten (≈ 100 µs). In einem sequentiellen
Programm w¨ urde eine Nachricht, die w¨ ahrend des Tracking-Vorgangs eintriﬀt,
unbearbeitet bleiben bis das Tracking beendet ist.
5Portable Operating System Interface. IEEE Standard, der versucht wichtige Programmier-
schnittstellen (API, Application Programming Interface) in Betriebssystemen zu vereinheit-
lichen und somit die Portabilit¨ at von betriebssytemnahen Programmen zu erm¨ oglichen.
6Genauere Unterscheidungen gegen¨ uber separaten Prozessen die auf Shared memory zugreifen,
d.h. die Unterscheidung zwischen Lightweight- und Heavyweight-Prozessen, sollen hier nicht
diskutiert werden.
7Es gibt zwar M¨ oglichkeiten pr¨ azise Timer auch in sequentiellen Programmen zu implementie-
ren, aber nur wenn man daf¨ ur in Kauf nimmt, dass Aufgaben die gerade bearbeitet werden,
unterbrochen werden. Dies bedingt ein Hin- und Herspringen zwischen verschiedensten Pro-
grammteilen und den internen Datenstrukturen des Prozesses, was Un¨ ubersichtlich ist.
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Die Implementation der im vorigen Kapitel aufgez¨ ahlten Aufgaben soll im Folgen-
den erl¨ autert werden, wobei die Nummerierung des vorigen Kapitels beibehalten
wird:
1. Kommunikation und Datentransfer:
Der Thread, der f¨ ur die Kommunikation verantwortlich ist, besteht aus einer
Statemachine8, welche ankommende Nachrichten interpretiert und entspre-
chende Aktionen einleitet.
a) Kommunikation mit DET:
Sind Clusterdaten vorhanden, sendet ein DET eine Nachricht an einen
SL3, welche die Gr¨ oße der Datenkontribution enth¨ alt. Der SL3 allo-
kiert einen entsprechende Speicherbereich f¨ ur die ankommenden Clus-
terdaten. F¨ ur die im SL3 erzeugten Daten (Spurdaten und SL3-Clus-
ter, s. Punkt 2c) wird ein Speicherbereich allokiert, dessen Gr¨ oße auf-
grund der Gr¨ oße der Clusterdaten abgesch¨ atzt wird.
Ist nicht genug Speicherplatz vorhanden, werden die Informationen
(Gr¨ oße des Beitrags, Tokennummer) in einem FIFO9 gespeichert. Die
Clusterdaten werden dann erst angefordert, wenn genug Speicherplatz
zur Verf¨ ugung steht.
Nach dem Datentransfer, schickt der DET eine Nachricht an den SL3,
die das Ende des Transfers anzeigt.
b) Kommunikation mit GL3:
Ein neues Ereignis wird den SL3 vom GL3 angek¨ undigt (der diese In-
formation seinerseits vom GB bekommt). Dies hat den Vorteil, dass
der GL3 f¨ ur jedes Ereignis bestimmen kann, in welchem Format die
Daten auf dem SL3 produziert und an den GL3 weitergeschickt wer-
den sollen.
Auch wird der Transfer der Spurdaten von den SL3 an den GL3 ver-
handelt. Ist der SL3 mit Tracking fertig, wird eine Nachricht mit An-
gabe des Datenvolumens an einen GL3 geschickt. Dieser antwortet,
sobald er Daten empfangen kann. Der SL3 schickt die Daten an den
GL3 und sendet ihm eine Nachricht ¨ uber den vollendeten Transfer.
Daraufhin werden alle Daten eines Ereignisses gel¨ oscht.
c) Kommunikation mit Run Control:
Die Run Control-Kommandos sind im selben Format [LeV00] wie alle
anderen Nachrichten im DAQ-System. Deshalb bietet es sich an, diese
8Statemachine kann als Zustandsmaschiene ¨ ubersetzt werden, ist aber in der englischen Form
eine gebr¨ auchliche Bezeichnung in der Softwaretechnik.
9FIFO: First-In First-Out Speicher. Ein Typ von Speicher, bei dem Daten in der chronologi-
schen Reihenfolge des Eintreﬀens ausgelesen werden.
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ebenfalls von derselben Statemachine bearbeiten zu lassen. Die eigent-
liche Kommunikation mit der Run Control ﬁndet ¨ uber einen exter-
nen Prozess statt, mit dem der SL3 Prozess (d.h. die Gesamtheit der
3 Threads) ¨ uber SysV IPC Message Queues Nachrichten austauscht.
Dies geschieht zwar aus technischen Gr¨ unden im Buchhaltungsthread,
aber die Nachrichten werden an die Statemachine weitergeleitet und
dort verarbeitet und beantwortet.
2. Tracking:
Der Tracking-Thread beinhaltet alle Funktionen die zur Spurﬁndung n¨ otig
sind. Das Spurﬁndungsprogramm besteht aus einer Klasse, die Member-
Funktionen als Schnittstelle bereitstellt. Beim Start des Prozesses wird ein
Objekt der Tracker-Klasse erzeugt und mit den n¨ otigen Parametern (z.B.
die maximale Anzahl von Cluster und Spuren) initialisiert.
a) Tracker starten:
Der Kommunikations-Thread teilt dem Tracking-Thread das Vorhan-
densein neuer Daten ¨ uber eine Pipe10 mit. Eine Pipe hat den Vorteil,
dass ein Lesen aus der Pipe blockiert, wenn keine Daten anliegen. Das
heißt der Tracking-Prozess wartet bis Daten anliegen und f¨ angt dann
an sie zu bearbeiten. Zum anderen stellt eine Pipe einen Puﬀer f¨ ur
ankommende Ereignisse dar, falls der Tracker noch besch¨ aftigt ist.
Zum Start des Spurﬁndens wird zun¨ achst eine Memberfunktion des
Trackers aufgerufen, die als Argument einen Zeiger auf die Cluster-
daten akzeptiert und die Daten einliest. Dann wird der eigentliche
Spurﬁndungsprozess gestartet.
b) Spurdaten f¨ ullen:
Nach Beendigung des Spurﬁndungsprozesses wird eine Funktion auf-
gerufen, die die Spurdaten in das bereitgestellte Speichersegment f¨ ullt.
Diese Funktion akzeptiert einen Zeiger auf den Zielspeicherbereich, die
Gr¨ oße dieses Bereiches (um ein ¨ Uberschreiben anderer Daten zu Ver-
meiden, wird diese mit der ben¨ otigten Speichergr¨ oße verglichen) und
das Token, das im Header jeden Datenbeitrags vorhanden sein muss.
c) Clusterdaten f¨ ullen:
Falls vom GL3, SL3-Cluster angefordert wurden, werden diese in den
vorgesehenen Speicherbereich gef¨ ullt. Die daf¨ ur verantwortliche Mem-
berfunktion gleicht derjenigen f¨ ur das F¨ ullen von Spurdaten.
d) Speicherschutzverletztungen und Floating Point Exceptions:
Wie oben erw¨ ahnt ist die Hauptquelle f¨ ur Probleme w¨ ahrend des Spur-
ﬁndungsprozesses fehlerhaft produzierte Daten. Eine weitere Quelle
10Eine Pipe ist ein POSIX konforme FIFO-Art, welche Kommunikation zwischen Prozessen
einer Prozessgruppe (d.h. Threads eines Prozesses) erm¨ oglicht.
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eventueller Probleme sind Fehler im Trackingcode,w e l c h en a c hl ¨ ange-
rem fehlerfreien Einsatz aber nahezu ausgeschlossen werden k¨ onnen.
Die Integrit¨ at der gesamten Daten zu ¨ uberpr¨ ufen w¨ urde zu lange dau-
ern, weshalb lediglich die Integrit¨ at der Datenheader ¨ uberpr¨ uft wird.
Ein Problem, das auftreten kann, sind fehlerhafte Oﬀsets in den Da-
ten, welche dem einlesenden Programm als Zeiger dienen und somit
Zugriﬀe auf verbotene Speicherbereiche provozieren k¨ onnen.
Ein anderes Problem sind Floating Point Exceptions. Diese k¨ onnen
durch Rundungsfehler zustandekommen, die analytisch unm¨ ogliche
Werte erzeugen, die beim Einlesen in Funktionen mit begrenztem Ar-
gumentbereich, diese Ausnahmen erzeugen k¨ onnen. Sie k¨ onnen durch
fehlerhafte Daten provoziert werden, da eventuelle Annahmen im Spur-
ﬁndungscode damit ausser Kraft gesetzt werden. Um letzteres Problem
zu minimieren, wurde an vielen Stellen im Trackercode Kontrollen im-
plementiert, um Werte, die zu Floating Point Exceptions f¨ uhren k¨ onn-
ten, zu entdecken und zu korrigieren.
Da beide Arten von Ausnahmen nicht mit absoluter Sicherheit zu ver-
hindern sind, werden die entsprechenden Signale, die dem Prozess vom
Betriebssystem geschickt werden, von einer Funktion abgefangen. In
beiden F¨ allen wird der Spurﬁndungsprozess abgebrochen und das Er-
eignis wird als ”fehlerhaft“ markiert.
Die Beendigung des Spurﬁndungsprozesses und somit das Bereitstehen von
Spurdaten, wird dem GL3 durch eine Nachricht bekanntgegeben. Dies ist die
einzige Nachricht, die nicht vom Nachrichten-Thread versandt wird. Dies
bricht zwar etwas die Aufgabenteilung der verschiedenen Threads, war aber
die einfachste und eﬃzienteste M¨ oglichkeit der Implementation.
3. Buchhaltung:
a) Time-Out Timer:
Es gibt 3 Bereiche in denen Timer eingesetzt werden.
￿ Token:
Jedes Token, dass in das System kommt, startet einen Timer.
Nach Ablauf von ca. 10 s wird dieses Ereignis als nicht bearbeitet
betrachtet und gel¨ oscht.
￿ Run Control-Kommandos:
Wird ein Run Control Kommando 50 s lang nicht bearbeitet, wird
versucht die Fehlerquelle zu ermitteln und eine Fehlermeldung an
den Run Control Handler geschickt.
￿ Tracker:
Schliesslich wird noch ein Timer gestartet, wenn der Tracker ein
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Ereignis zur Bearbeitung bekommt. Wenn der Spurﬁndungspro-
zess nach einer bestimmten Zeit nicht abgeschlossen ist, kann der
gesamte Tracking-Thread neu gestartet werden. Dieser Time-Out
wurde auf 7 s gesetzt. Die Idee war, den Tracking-Prozess neu
starten zu k¨ onnen, falls dieser in einen Zustand kommt, in dem er
h¨ angt.
Die Timer sind alle als einfache Variablen implementiert, denen ein
Startwert zugewiesen wird, der in der Folge dekrementiert wird. Er-
reicht der Wert einer Variablen 1, gilt der Timer als abgelaufen und die
entsprechenden Maßnahmen werden eingeleitet. Ein Wert von 0 schal-
tet einen Timer aus. Das Herunterz¨ ahlen geschieht in einer Schleife,
die alle 100 ms durchlaufen wird. Damit sind die Timer nicht sehr
genau, aber gen¨ ugen den gestellten Anforderungen.
b) Ereignisz¨ ahler:
Im SL3 gibt es Z¨ ahler f¨ ur
￿ Ereignisse seit letztem Neustart des Prozesses,
￿ Ereignisse seit Beginn des Runs,
￿ Ereignisse, die einem Time-Out unterlagen,
￿ Ereignisse, die Probleme w¨ ahrend dem Tracking hatten und als
”fehlerhaft“ markiert wurden.
Diese Z¨ ahler sind durch Variablen verwirklicht, die zu entsprechenden
Zeiten auf 0 gesetzt werden (z.B. Beginn des Runs) und bei Eintreten
des entsprechenden Ereignisses inkrementiert werden. Damit werden
diese Z¨ ahler an den verschiedensten Stellen des Programms inkremen-
tiert und k¨ onnen nicht direkt dem Buchhaltungs-Thread zugeordnet
werden.
4. Stabilit¨ at:
Die Erfahrung zeigte, dass in einem komplexen System wie der STAR-DAQ,
viele unerwartete Probleme auftreten k¨ onnen. Deshalb wird bei jedem Pro-
zessschritt darauf geachtet, dass alle m¨ oglichen Fehler ber¨ ucksichtigt werden
k¨ onnen. Soweit m¨ oglich wird mit Hilfe redundanter Information, Integrit¨ at
von Daten und Nachrichten kontrolliert. Z.B. beﬁndet sich in jeder Daten-
struktur die Token-Nummer, die dann mit der Token-Nummer der entspre-
chenden Nachricht verglichen wird.
Um eventuell dennoch auftretende Probleme einfacher zu ihrem Ursprung
verfolgen zu k¨ onnen, wird f¨ ur jedes Token eine Zustandsgeschichte gef¨ uhrt,
die bei einem auftretenden Fehler mit der Fehlermeldung notiert wird. Da-
mit l¨ asst sich rekonstruieren, in welchem Zustand und Prozessschritt das
Problem auftrat.
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4.5. Global Level-3 (GL3)
4.5.1. Aufgaben
Die Hauptaufgabe des GL3 ist das Sammeln der Kontributionen der verschie-
denen Sektoren bzw. Detektoren, und die Analyse dieser Daten, die zu einer
Trigger-Entscheidung f¨ uhrt. Die Analyse- und Trigger-Umgebung wird in Kapi-
tel 4.11 beschrieben, hier soll analog zum vorigen Abschnitt der infrastrukturelle
Teil des GL3 beschrieben werden.
Betrachtet man SL3 und GL3 ohne Tracking und der GL3-Analyseumgebung sind
die Aufgaben und Anforderungen sehr ¨ ahnlich. Die Aufgaben des GL3 bestehen
aus:
1. Kommunikation und Datentransfer:
a) Kommunikation mit SL3:
Der GL3 k¨ undigt ein Ereignis an, nachdem es ihm vom Global Broker
angek¨ undigt wurde. In dieser Nachricht ﬁndet der SL3 die Information
f¨ ur welchen DET er zust¨ andig ist, w¨ ahrend durch den Absender der
zust¨ andige GL3 festgelegt ist. Diese Zuordnung gilt nur f¨ ur ein Ereig-
nis, damit eine dynamische Lastverteilung m¨ oglich wird.
Der GL3 empf¨ angt die Spurdaten der SL3, und muss diese dann zu-
sammensetzen, sodass sie der Analyseumgebung angeboten werden
k¨ onnen. Wie beim SL3 muss ein Ereignis f¨ ur das nicht genug Spei-
cherplatz zur Verf¨ ugung steht, sp¨ ater angefordert werden.
b) Kommunikation mit Global Broker:
Zun¨ achst wird ein GL3 vom Global Broker benachrichtigt, dass ein
Ereignis eintreﬀen wird. Diese Nachricht enth¨ alt auch ein Liste der
beteiligten DET (d.h. der beteiligten Detektoren/Sektoren) und ei-
ne Liste von SL3 mit der Zuordnung, welcher SL3 Daten von einem
bestimmten DET empfangen soll. Weiterhin enth¨ alt diese Nachricht
einen Ereignisdeskriptor, der die Ergebnisse der niedrigeren Trigger-
ebenen zusammenfasst.
Als n¨ achstes kann der GL3 die Triggerdaten anfordern. Diese bestehen
aus zwei Teilen, den Triggerdetektor-Rohdaten und der Zusammenfas-
sungen der Triggerentscheidungen sowie den Trigger-Summary-Daten,
die die Resultate der DSM-Berechnungen enthalten.
Liegt eine Triggerentscheidung vor, muss der Global Broker benach-
richtigt werden. Soll ein Ereignis verworfen werden, k¨ onnen dessen
Daten gel¨ oscht werden, soll es gespeichert werden, werden die Daten
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aufgehoben, da diese in der Folge vom Event Builder angefordert wer-
den k¨ onnen.
c) Kommunikation mit Event Builder:
Wird ein Ereignis gespeichert, fordert der Event Builder v o na l l e nb e -
teiligten Systemen Daten an. Kann der Event Builder ein Ereignis
nicht komplett zusammenstellen, teilt er dies den beteiligten System
mit, sodass diese ihre Daten l¨ oschen.
d) Kommunikation mit Level-3 Event Builder (L3EVP):
Ein Bruchteil der prozessierten Daten sollen lokal auf Platten gespei-
chert werden. Der GL3 muss dem L3EVP Daten anbieten, der sie bei
Bedarf anfordert und auf Platte schreibt.
e) Kommunikation mit Run Control:
Identisch mit SL3.
2. Analyse:
a) Die Analyse muss gestartet werden, und ihr muss ein Zeiger auf die
Spurdaten ¨ ubergeben werden.
b) Wenn die Analyse beendet ist, muss die Triggerentscheidung, samt Da-
tenkontributionen der Algorithmen, im richtigen Format zusammen-
gestellt werden.
c) Die Triggerentscheidung wird an den Global Broker gesandt.
d) Speicherschutzverletzungen und Floating Point Exceptions:
Siehe SL3.
3. Buchhaltung:
a) Time-Out Timer:
Siehe SL3.
b) Ereignisz¨ ahler:
Siehe SL3. Zus¨ atzlich m¨ ussen auf dem GL3 noch Z¨ ahler ¨ uber die ver-
schiedenen Algorithmen gef¨ uhrt werden. Diese sind in der Analyseum-
gebung implementiert und werden in Kapitel 4.11 besprochen.
4. Stabilit¨ at:
Hier gilt dasselbe wie f¨ ur den SL3.
4.5.2. Implementation
Aufgrund der großen ¨ Ahnlichkeit der Aufgaben von GL3 und SL3, wurde der GL3
im selben Ger¨ ust wie der SL3 implementiert. Die Unterschiede bestehen im Inhalt
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Abbildung 4.6.: Struktur der GL3-Sofware. Pfeile zeigen Datentransfers.
der Kommunikation mit anderen Prozessen und dem unterschiedlichen Haupt-
prozess (Tracker bei SL3, Analyseumgebung bei GL3). Mit der unterschiedlichen
Kommunikation und der Andersartigkeit der verarbeiteten Daten ergeben sich
dennoch einige Unterschiede im Detail. Analog zum vorigen Kapitel wird hier die
Implementation der Aufgaben erl¨ autert, wobei das Nummerierungsschema gleich
bleibt:
1. Kommunikation und Datentransfer:
a) SL3 Kommunikation:
Der erste Teil der Kommunikation mit den SL3 besteht aus der An-
k¨ undigung eines Ereignisses. Der GL3 geht durch die Liste der zu-
geordneten SL3, baut sich intern eine Addressliste und konstruiert
aufgrund der Adressen der zugeordneten DETs die Art des Detektors,
dessen Daten ¨ uber einen bestimmten SL3 an den GL3 weitergereicht
werden. Der GL3 markiert in dieser Nachricht, welche Art von Da-
ten er von den SL3 bekommen m¨ ochte (Spurdaten, i960Cluster-Daten,
SL3Cluster-Daten, in beliebigen Kombinationen) und schickt sie an die
beteiligten SL3.
Der zweite Teil der Kommunikation beginnt mit der Ank¨ undigung von
SL3-Daten. Diese Nachrichten werden gesammelt, bis alle SL3, welche
Beitr¨ age dieses Ereignis bearbeiten, ihre Resultate angek¨ undigt ha-
ben. Daraufhin allokiert der GL3 die n¨ otige Menge an Speicher, kal-
kuliert die Speicheradressen f¨ ur die SL3 Beitr¨ age und teilt den SL3
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diese mit. Ist nicht genug freier Speicherplatz vorhanden, werden die
Informationen wieder in einem FIFO gespeichert, und Daten werden
erst angefordert, wenn genug freier Speicherplatz zur Verf¨ ugung steht.
b) Kommunikation mit GB:
Die Ank¨ undigung eines Ereignisses wird vermerkt und die im vorigen
Abschnitt beschriebenen Maßnahmen eingeleitet. Der Eventdeskriptor
wird gespeichert.
Beide Arten von Triggerdaten werden f¨ ur jedes Ereignis angefordert,
da die Analyseumgebung diese Informationen den Algorithmen zu
Verf¨ ugung stellt und diese somit in die Entscheidung eines Algorith-
mus eingehen k¨ onnen.
Die Mitteilung der Triggerentscheidung besteht aus einer Nachricht an
den GB, in der die Triggerentscheidung und ein Level-3-Triggerwort
enthalten sind. Letzteres kann genutzt werden, damit GB oder EVB
eine diﬀerenzierte Kenntnis ¨ uber den Grund einer Ablehnung oder
Akzeptanz eines Ereignisses gewinnen k¨ onnen.
c) Kommunikation mit EVB:
Wird ein Ereignis gespeichert, sendet der EVB eine Nachricht mit der
Auﬀorderung die Daten zu formatieren. Dabei kann er verschiedene
Datenformate anfordern. Wenn Cluster auf dem GL3 vorhanden sind,
k¨ onnen diese angefordert werden, wenn nur Spurdaten vorhanden sind,
k¨ onnen h¨ ochstens Spuren gespeichert werden. In der Regel sind aus
Eﬃzienzgr¨ unden keine Cluster-Daten auf dem GL3 vorhanden, und
Spurdaten werden normalerweise nur Stichprobenweise gespeichert.
Das Formatieren der Daten beinhaltet die Konstruktion eines entspre-
chenden Daten-Headers und dem Zusammensetzen der gew¨ unschten
Daten zu einem zusammenh¨ angenden St¨ uck. Um letzteres zu vereinfa-
chen, werden die Daten von Anfang an so gespeichert, dass meist kein
Umkopieren der Daten notwendig ist. In dem Speicherbereich, der f¨ ur
ein Ereignis allokiert ist, stehen zun¨ achst der Header und die Ergebnis-
daten der Triggeralgorithmen, da diese f¨ ur jedes gespeichert Ereignis
¨ ubermittelt werden. Danach kommt die Spurliste, die vom GL3 aus
den Sektorkontributionen zusammengesetzt wurde. Als letztes stehen
die Sektorkontributionen, da diese in der Regel nicht gespeichert wer-
den.
Als Anwort sendet der GL3 eine Nachricht mit der Gr¨ oße seiner Kon-
tribution an den EVB. Wenn dieser von allen Systemen ¨ uber deren Da-
tenbeitr¨ age unterrichtet wurde, sendet er Nachrichten mit der Auﬀor-
derung Daten zu senden. Sind die Daten an den EVB gesandt, l¨ oschen
die System ihre Daten lokal.
d) Kommunikation mit L3EVP:
Die Kommunikation mit dem L3EVP besteht zun¨ achst aus einer An-
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k¨ undigung von Daten. Diese Nachricht enth¨ alt die Triggerenscheidung,
eine Ereignisnummer und die Gr¨ oße des Beitrages. Der L3EVP kann
daraufhin entscheiden, ob er dieses Ereignis anfordert und antwor-
tet mit einer entsprechenden Nachricht. Werden Daten angefordert,
schickt der GL3 diese und teilt dem L3EVP die Beendigung des Sen-
devorgangs mit.
Der GL3 darf die Daten eines Ereignises nur bis zur Beendigung der
Verhandlungen mit EVB bzw. GB behalten, da danach das zugeh¨ orige
Token wiederverwendet werden kann. Deshalb muss diese Aushand-
lung mit dem L3EVP stattﬁnden, bevor der GL3 seine Triggerent-
scheidung an den GB sendet. Aus Eﬃzienzgr¨ unden wird deshalb die
Entscheidung, ob die Daten eines Ereignisses lokal gespeichert werden
auf den GL3 verlagert, sodass nur ein Bruchteil der Ereignisse dem
L3EVP angeboten werden.
e) Kommunikation mit RC:
Siehe SL3.
2. Analyse:
Wie auch der Tracker beim SL3, besteht die GL3-Analyseumgebung aus
einer Klasse, die Member-Funktionen als Schnittstelle bereitstellt.
a) Beim GL3 wird dem Analyse-Thread das Vorhandensein neuer Daten
ebenfalls ¨ uber eine Pipe (s. SL3) mitgeteilt und damit der Prozess der
Analyse gestartet.
Die Analyseumgebung greift auf die Spurdaten, die zun¨ achst aber noch
Sektorweise vorliegen, die beiden Arten von Triggerdaten und den Er-
eignisdeskriptor zu. Es gibt keine gesonderte Funktion zum Start der
Analyse, diese wird implizit nach dem Einlesen der Daten gestartet.
b) Die oben beschriebene Funktion liefert die Triggerentscheidung als
R¨ uckgabewert. Eine weitere Funktion f¨ ullt das Level-3-Triggerwort
und die Ergebnisdaten der Algorithmen in daf¨ ur vorgesehene Speicher-
bereiche.
c) Die Triggerentscheidung wird zusammen mit dem Level-3-Triggerwort
an den GB gesandt.
Es gibt noch die M¨ oglichkeit, einen Bruchteil der Ereignisse unabh¨ angig
von einer Level-3-Triggerentscheidung zu Speichern, was durch interne
Z¨ ahler des GL3 gesteuert wird. Deshalb wird zus¨ atzlich zur Triggerent-
scheidung eine Entscheidung zum Speichern mitgeschickt, die also die
tats¨ achliche Triggerentscheidung darstellt. In der Regel wird sie jedoch
mit der Level-3 Triggerentscheidung ¨ ubereinstimmen.
d) Hier gilt dasselbe wie f¨ ur den SL3. Zus¨ atzlich kommt beim GL3 er-
schwerend hinzu, dass oft neue Algorithmen eingesetzt werden, sodass
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immer neue Quellen von Programmierfehlern bestehen. Deshalb wird
vor dem Einschalten eines neuen Algorithmus ein extensiver Test mit
bestehenden Daten vorgeschrieben. Dies ist aber nicht unbedingt aus-
reichend, da es in der Regel nicht praktikabel ist, mehrere Millionen
Ereignisse testweise zu prozessieren.
3. Buchhaltung:
a) Time-Out Timer:
Siehe SL3.
b) Ereignisz¨ ahler:
Siehe SL3, bzw. Analyse-Umgebung.
4. Stablit¨ at:
Siehe SL3.
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Der L3EVP hat die Aufgabe einen Bruchteil der prozessierten Daten auf eine
lokale Platte zu schreiben, wo sie Programmen wie dem Eventdisplay zug¨ anglich
sind. Die Aufgaben des L3EVP bestehen in erster Linie aus dem Empfangen von
Daten der GL3.
Das Programm ist wie SL3 und GL3 aus 3 Threads aufgebaut, wobei der Thread,
der bei SL3 die Spurﬁndung erledigt und bei GL3 die Analyseumgebung beinhal-
tet, beim L3EVP nur zum Schreiben der Daten auf Platte dient. Da das Schreiben
eines Ereignisses auf Platte bis zu einige hundert Millisekunden dauern kann, hat
eine Trennung des Schreibens von der Kommunikation den Vorteil, die Verz¨ oge-
rung der Antwort auf Nachrichten der GL3 minimal zu halten.
Um einen Stau von Daten auf dem L3EVP zu verhindern, werden nur neue Ereig-
nisse akzeptiert, wenn der Schreibvorgang des letzten Ereignisses abgeschlossen
ist.
4.7. Eventdisplay
Im Rahmen des Level-3 Projektes wurde von Jens Berger ein Eventdisplay [Ber03]
entwickelt, welches die Visualisierung der Teilchenspuren und Cluster erm¨ oglicht.
Ziel bei der Entwicklung war, eine visuelle Kontrolle des Spurﬁndungsprozesses
zu erm¨ oglichen und eventuelle Probleme leichter zu erkennen.
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W¨ ahrend der Datennahme stellte sich das Eventdisplay als hilfreich zur Qualit¨ ats-
kontrolle der genommenen Daten heraus. Wenige Sekunden nach der Datennahme
k¨ onnen rekonstuierte Daten dargestellt werden. Somit k¨ onnen fast in Echtzeit,
viele Probleme erkannt werden, die sonst erst nach l¨ angerer Zeit entdeckt w¨ urden.
F¨ ur den Betrieb w¨ ahrend der Datennahme, erh¨ alt das Eventdisplay Daten vom
L3EVP ¨ uber NFS11.
4.7.1. Implementation
Das Eventdisplay nutzt die OpenGL-Bibliothek, um Objekte in einer dreidimen-
sionalen Umgebung zu deﬁnieren, welche dann in ihrer zweidimensionalen Pro-
jektion auf dem Bildschirm dargestellt werden. Das heißt es gen¨ ugt ein Objekt
(z.B. eine Spur) an einem Ort zu deﬁnieren, welches mit dem Bezugsystem ge-
dreht oder verschoben werden kann, wobei die OpenGL-Funktionen implizit die
Berechnung der neuen Position und Projektion erledigen. Ein weiterer Vorteil
der Nutzung der OpenGL-Bibliothek ist die Verf¨ ugbarkeit von Graﬁkkarten, die
OpenGL-Funktionen in Hardware implementieren. Letzteres erm¨ oglicht eine Dar-
stellung einer Schwerionenkollision mit bis zu 150000 Clustern und 5000 Spuren,
die in Echtzeit gedreht oder verschoben werden kann.
In Abbildung 2.4 ist eine zentrale Au+Au Kollision bei einer Strahlenergie von √
sNN = 200 GeV/Nukleon zu sehen. Das Eventdisplay stellt den Umriss der
Detektoren dar. In der Mitte der TPC beﬁndet sich der SVT, an beiden Seiten
der TPC (in Strahlrichtung), beﬁnden sich die FTPCs. Seitlich von der TPC, bei
5 Uhr, ist der RICH eingezeichnet.
In diesem Bezugsystem k¨ onnen nun Cluster, Cluster und Spuren, oder nur Spu-
ren dargestellt werden. Der gesamte Detektor samt Cluster und Spuren kann mit
der Maus bewegt werden, wobei Verschiebung, Drehung und auch das Vergr¨ oßern
oder Verkleinern von Auschnitten m¨ oglich ist.
F¨ ur die Datennahme ist eine Update-Funktion implementiert, bei deren Aktivie-
rung das Eventdisplay alle 10 Sekunden ein neues Ereignis einliest und darstellt.
4.8. DAQ-Kommunikationsprotokoll
In den vorhergehenden Kapiteln wurde schon die Kommunikation der verschie-
denen Prozesse miteinander beschrieben. Das gesamte Protokoll, das abl¨ auft, um
ein Ereignis zu verarbeiten soll hier nochmal zusammengefasst dargestellt werden.
Abbildung 4.7 zeigt die wichtigsten DAQ-Systeme und die Pfade auf denen die
11NFS: Network File System.
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Abbildung 4.7.: Die wichtigsten DAQ-Systeme und ihre Kommunikationswege.
Die Ziﬀern korrespondieren zu der folgenden chronologischen
Auﬂistung der DAQ-Kommandos. Daten kommen ¨ uber die DETs
ins System und verlassen es ¨ uber den EVB.
Kommunikation abl¨ auft. Die angegebenen Nummern beziehen sich auf die Kom-
munikationsschritte, die in der folgenden Tabelle aufgef¨ uhrt sind. Dort sind sie
chronologisch geordnet, wobei Teile der Kommunikation parallel auf verschiede-
nen System stattﬁnden und dadurch nicht mehr notwendigerweise synchronisiert
sind.
1. TDI → GB ANNOUNCE TOKEN
2. GB → GL3 ANNOUNCE TOKEN
3. GL3 → GB SEND SUMMARY
4. GB → GL3 CONFIRM SEND
5. GL3 → SL3 GL3 ANNOUNCE TOKEN
6. SL3 → DET ANNOUNCE NODEID
7. DET → SL3 DET ANNOUNCE RESULTS
8. SL3 → DET SL3 SEND RESULTS
9. DET → SL3 DET START SL3
10a. SL3 → GL3 SEND SUMMARY
10b. GL3 → SL3 CONFIRM SEND
11. SL3 → GL3 SL3 ANNOUNCE RESULTS
12. GL3 → SL3 GL3 SEND RESULTS
13. SL3 → GL3 SL3 CONFIRM SEND
14. GL3 → GB GL3 BUILD DECISION
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Wird das Ereignis gespeichert:
15. GB → EVB GB BUILD EVENT
16. EVB → DET/GB/GL3 EVB FORMAT DATA
17a. GB → EVB GB ANNOUNCE DATA
17b. GL3 → EVB GL3 ANNOUNCE DATA
17c. DET → EVB DET ANNOUNCE DATA
18. EVB → DET/GB/GL3 EVB SEND DATA
19. DET/GB/GL3 → EVB CONFIRM SEND
20. EVB → GB EVENT DONE
21. GB → TDI EVENT DONE
Wird das Ereignis verworfen:
22. GB → DET/GL3 RELEASE TOKEN
23. GL3/DET → GB CONFIRM RELEASE TOKEN
24. GB → TDI EVENT DONE
Im folgenden sind die oben vorkommenden Kommandos aufgef¨ uhrt und kommen-
tiert. Eine genaue Beschreibung aller DAQ-Kommandos beﬁndet sich in [LeV00].
ANNOUNCE TOKEN Der GB erh¨ alt diese Nachricht vom TDI (Trigger-
DAQ-Interface), sobald ein Ereignis getriggert wurde.
Der GB f¨ ugt die DET-SL3-GL3-Zuordnung f¨ ur dieses
Ereignis hinzu und schickt sie an den zust¨ andigen GL3
weiter.
SEND SUMMARY Der GL3 fordert mit dieser Nachricht die Triggerdaten
vom GB an. Die SL3 k¨ onnen mit derselben Nachricht
die Triggerdaten vom GL3 anfordern.
CONFIRM SEND Generische Nachricht, die nach fast allen Datentrans-
fers vom Sender an den Empf¨ anger geschickt wird.
GL3 ANNC TOKEN Abge¨ anderte ANNOUNCE TOKEN Nachricht, die
vom GL3 an die SL3 geschickt wird. Diese Nachricht
enth¨ alt zus¨ atzlich eine Format-Variable, die bestimmt
ob die SL3 Spuren, Spuren und Cluster, Cluster, oder
gar keine Daten schicken sollen.
ANNOUNCE NODE ID Die DET bekommen damit die SL3 Node-ID mitge-
teilt, die sie f¨ ur dieses Ereignis benutzen sollen. Diese
Nachricht wird von den SL3 an die ihnen zugeordneten
DET geschickt.
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DET ANNC RES Ein DET informiert einen SL3, dass Clusterdaten be-
reitstehen. Diese Nachricht enth¨ alt die Gr¨ oße der Da-
ten, die Art des Detektors und die Sektornummer.
SL3 SEND RES Auﬀorderung des SL3 an den DET, Daten zu schicken.
DET START SL3 Eine CONFIRM SEND Nachricht, nach dem Transfer
der Clusterdaten zum SL3, die zus¨ atzlich die Detek-
tor/Sektor Information beinhaltet.
SL3 ANNC RESULTS Nachricht des SL3 an GL3, wenn Spurdaten zur
Verf¨ ugung stehen.
GL3 SEND RESULTS Auﬀorderung des GL3 an den SL3, Daten zu senden.
SL3 CONFIRM SEND Identisch zu DET START SL3, d.h. eine CON-
FIRM SEND Nachricht mit Detektor und Sektor In-
formation.
GL3 BUILD DECISION GL3 benachrichtigt den GB ¨ uber die Level-3 Trigge-
rentscheidung. Diese Nachricht enth¨ a l ta u c hd a sL e v e l -
3-Summary, eine kurze Zusammenfassung der Ent-
scheidung.
GB BUILD EVENT Nachricht des GB an den EVB, dass dieses Ereignis
gespeichert werden soll.
EVB FORMAT DATA EVB teilt allen beteiligten Systemen mit, dass sie ihre
Daten zum Senden vorbereiten sollen.
GB ANNOUNCE DATA
GL3 ANNOUNCE DATA
DET ANNOUNCE DATA
Antwort auf EVB FORMAT DATA mit der Mittei-
lung ¨ uber das Datenvolumen der Beitr¨ age.
EVB SEND DATA Auﬀorderung des EVB an die beteiligten System ihre
Daten zu senden.
EVENT DONE Nachricht des EVB an den GB und in der Folge vom
GB an den TDI, dass ein Ereignis fertig bearbeitet ist,
d.h. gespeichert ist. Im Fall einer negativen Level-3
Entscheidung, ist der EVB nicht eingeschaltet, und die-
se Nachricht wird nur von GB an TDI gesandt.
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RELEASE TOKEN Bei negativer Level-3 Entscheidung wird dies vom GB
an GL3 und die DET geschickt, damit diese ihre Daten
l¨ oschen k¨ onnen. Dies geschieht ansonsten implizit nach
der Beendigung der EVB-Kommunikation.
CONFIRM REL TOKEN Best¨ atigung von GL3 und DET, dass sie alle Daten die-
ses Ereignisses gel¨ oscht haben, und das entsprechende
Token wiederverwendet werden kann.
4.9. Clusterﬁnder
Der erste Schritt der Rekonstruktion eines Ereignisess besteht in der Rekon-
struktion der Raumpunkte, welche die Spur eines Teilchen deﬁnieren. Dies sind
im Fall der STAR TPC Punkte auf Ebenen, die jeweils durch die Padreihen und
die Driftrichtung aufgespannt werden.
4.9.1. Organisation der TPC Rohdaten
Wie in Kapitel 4.3.1 beschrieben, werden die TPC Rohdaten, durch die ASICs
auf m¨ ogliche Clusterkandidaten reduziert. Die Daten werden durch die ASICs in
zwei Beitr¨ age unterteilt:
￿ Die von den ASICs als g¨ ultig erkannten ADC-Sequenzen, werden in der
Reihenfolge der Datenbearbeitung gespeichert. Beginnend mit dem ersten
Pad, welches von einem ASIC bearbeitet wird, werden die ADC-Sequenzen
mit aufsteigenden Timebin-Werten hintereinander geschrieben. Diese Daten
geben noch keinen Aufschluss dar¨ uber, wo eine Sequenz anf¨ angt und wo sie
aufh¨ ort.
￿ Zeiger auf die ADC-Sequenzen werden separat gespeichert. Diese beinhalten
einen Index, welche Daten von welcher Padreihe und welchem Pad stam-
men, das Start-Timebin und die L¨ ange jeder Sequenz.
4.9.2. Algorithmus
Die Aufgabe des Clusterﬁnders besteht zun¨ achst darin, die ADC-Sequenzen, die
in Timebin-Richtung von den ASICs zusammengef¨ ugt wurden, auch in Pad-
Richtung zu verbinden, sodass der Ladungsschwerpunkt der Cluster in der zwei-
dimensionalen Padreihe-Zeit-Ebene rekonstruiert wird.
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Abbildung 4.8.: Typische Ladungsverteilung auf einem Pad. Rechts sind zwei ver-
schmolzene Cluster zu sehen, die von den ASICS nicht als ge-
trennte Cluster erkannt werden k¨ onnen.
Da es m¨ oglich ist, dass mehrere Cluster sehr nah beieinander liegen und ih-
re Ladungsverteilungen ¨ uberlappen, muss dieser Fall erkannt werden und nach
M¨ oglichkeit die Ladungsbeitr¨ age, der verschiedenen Cluster getrennt werden. Das
Separieren verschmolzener Cluster wird auch Deconvolution genannt
Die Wahrscheinlichkeit f¨ ur das Auftreten verschmolzener Cluster ist nat¨ urlich
abh¨ angig von der Spurdichte und damit der Belegung der TPC. Bei Au+Au Kol-
lisionen sind zumindest in den inneren Sektoren ein große Anzahl von Clustern
verschmolzen, w¨ ahrend bei p+p Kollisionen die Wahrscheinlichkeit daf¨ ur sehr
gering ist.
Abbildung 4.8 zeigt eine typische Ladungsverteilung auf einem Pad. Es sind vier
Cluster zu sehen, von denen die beiden rechten verschmolzen sind. Der Algo-
rithmus des Clusterﬁnders [Lju99] ist in dem Flussdiagramm in Abbildung 4.9
dargestellt. F¨ ur ein Pad geht der Clusterﬁnder durch alle ADC-Werte. Handelt es
sich um den ersten Wert einer Sequenz, wird dieser (8-Bit-Wert) wieder zu 10-Bit
konvertiert. Letzteres ist notwendig um den Ladungsschwerpunkt zu berechnen,
da die 10-zu-8-Bit Konversion nichtlinear ist. Schließlich wird der Timebin dieses
ADC-Wertes mit dem ADC-Wert gewichtet und als Ladungsschwerpunkt gespei-
chert. Beim n¨ achsten ADC-Wert wird verglichen, ob die Ladung gr¨ oßer ist als
beim vorhergehenden. Ist dies nicht der Fall wird die Sequenz als ”fallend“ mar-
kiert. Ist ein Wert gr¨ oßer als ein vorhergehender Wert und wurde die Sequenz
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Abbildung 4.9.: Flussdiagramm des Clusterﬁnderalgorithmus.
davor als ”fallend“ markiert, wird dies als Zeichen daf¨ ur angesehen, dass es sich
um ein verschmolzenes Cluster handelt, und mit dem letzten ADC-Wert wird
eine neue Sequenz angefangen.
Ist eine Sequenz aufsteigend oder monoton abfallend, wird f¨ ur jeden neuen ADC-
Wert dessen Timebin mit der Ladung gewichtet und der Ladungsschwerpunkt der
Timebin-Sequenz berechnet.
Sobald eine Timebin-Sequenz beendet ist, wird im vorhergehenden Pad geschaut,
ob es dort eine Sequenz gibt, deren Ladungsschwerpunkt in der N¨ ahe liegt. Die-
ses Verhalten ist ¨ uber einen Parameter einstellbar. Wurde eine entsprechende
Sequenz gefunden, wird wieder (entsprechend dem Ladungsvergleich in Timebin-
Richtung) geschaut ob es sich um ein verschmolzenes Cluster handelt. Dazu wird
die Gesamtladung der Timebin-Sequenz des vorigen Pads mit der Gesamtladung
der Sequenz des aktuellen Pads verglichen. Ist die Gesamtladung der aktuellen
Sequenz gr¨ oßer als die des letzten Pads und war die Gesamtladung der vorigen
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Sequenzen in Padrichtung abfallend, wird das Cluster als verschmolzen erkannt.
Der Ladungsschwerpunkt der beitragenden Sequenzen der vorigen Pads wird als
Cluster gespeichert und der aktuelle Wert wird als Beginn eines potentiellen neu-
en Clusters gespeichert.
Da das geschilderte Trennen von verschmolzenen Clustern die Ladung der Cluster
nicht sehr gut rekonstruiert, werden solche Cluster markiert, um sp¨ ater bei Be-
rechnungnen, die auf einer genauen Ladungsinformation beruhen (z.B. dE/dx),
verworfen werden zu k¨ onnen. Um eine genaue Rekonstruktion der Ladungsvertei-
lung beider Cluster zu erhalten, w¨ are der Winkel unter dem die Teilchenspur die
Padreihe-Ebene schneidet, und ein Anpassen der daraus zu erwartenden Cluster-
form an die gemessene Ladungsverteilung notwendig. Ersteres ist nicht m¨ oglich,
da dieser Winkel erst nach der Spurrekonstruktion bekannt ist und die Anpas-
sung w¨ are zu langsam, um Online ausgef¨ uhrt zu werden.
4.9.3. Implementation
Der Clusterﬁnder-Algorithmus wurde von Ante Ljubicic Jr. als C++ Programm
implementiert, bei dem ein besonderes Augenmerk der Eﬃzienz galt, z.B. wird
unn¨ otiges Umkopieren von Daten vermieden. Insbesondere wurde der Algorith-
mus dadurch beschleunigt, dass einige Funktionen in Assemblersprache program-
miert wurden und dabei die Architektur der i960-Prozessoren optimal ausge-
nutzt wurde [Lju99]. Da die i960-Prozessoren ¨ uber internen Speicher verf¨ ugen,
der schnell ansprechbar ist und ¨ uber eine hohe Speicherbandbreite verf¨ ugt, wird
dieser Speicher bevorzugt benutzt, und nur bei Bedarf auf den externen, langsa-
meren Speicher zugegriﬀen.
Um Algorithmen testen und Eﬃzienzen bestimmen zu k¨ onnen muss alle Online
laufende Software auch in der Oﬄine-Rekonstruktionskette laufen. Der Cluster-
ﬁnder wurde dazu in eine Form gebracht, die es erlaubt, die i960-Architektur-
spezifischen Funktionen allgemeiner zu formulieren. Damit kann der Quelltezt
auf anderen Unixplattformen ¨ ubersetzt werden [Lan02b].
4.9.4. Qualit¨ at
Um die Qualit¨ at des Clusterﬁnders zu untersuchen gab es drei M¨ oglickeiten:
￿ Optischer Vergleich der Rohdaten mit den gefundenen Clusterpositionen.
Diese Methode erm¨ oglicht nat¨ urlich keine quantitative Aussage ¨ uber die
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Abbildung 4.10.: Cluster in einem Ausschnitt einer Padreihe (Padrow 1). Die
Symbole zeigen die Position von gefundenen Clustern. Rote
Rauten: Level-3 Clusterﬁnder auf i960 (w¨ ahrend Datennahme
rekonstruiert), blaue Kreuze: Level-3 Clusterﬁnder in Oﬄine-
Rekonstruktionskette, gr¨ une Kreise (mit Fehlerbalken) STAR-
Oﬄine-Clusterﬁnder.
Qualit¨ at, erlaubt aber, einen Eindruck von eventuell vorhandenen Proble-
men zu bekommen. Zu diesem Zweck wurde von Dominik Flierl ein Clu-
sterdisplay geschrieben, welches die Ladung der TPC-Pixel einer Padrei-
he und die Position der gefundenen Cluster darstellt. Ein Beispiel ist in
Abbildung 4.10 zu sehen. Dort ist ein Vergleich der Ergebnisse verschie-
dener Clusterﬁnder zu sehen. Rote Rauten und blaue Kreuze sollten im-
mer ¨ ubereinanderliegen, da sie vom selben Algorithmus gefunden wurden.
Dieser Vergleich diente lediglich der Kontrolle, dass der Algorithmus nicht
architekturabh¨ angig ist. Die gr¨ unen Kreise stellen die vom STAR-Oﬄine-
Clusterﬁnder gefundenen Cluster dar. Dieser Clusterﬁnder [Lis96] macht
eine 2-dimensionale Anpassung und berechnet die Ortsfehler aus der Breite
der Cluster (Fehlerbalken).
Aus diesem optischen Vergleich ist zu sehen, dass der Level-3-Clusterﬁnder
unabh¨ angig von der Architektur dasselbe Resultat liefert. Weiterhin f¨ allt
auf, dass Cluster, die an das Ende der Padreihe grenzen, vom Oﬄine-
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Clusterﬁnder nicht gefunden werden (s.u.). Ansonsten sind die Ergebnisse
von Level-3 und Oﬄine-Clusterﬁnder bei isolierten Clustern kompatibel,
nur bei verschmolzenen Clustern gibt es Abweichungen, die auf die unter-
schiedlichen Algorithmen zur Deconvolution zur¨ uckzuf¨ uhren ist.
￿ Vergleich mit dem Oﬄine-Clusterﬁnder,w a se i n e”relative“ Qualit¨ atsanga-
be darstellt. Diese Methode hat insofern ihre Berechtigung, da die Qualit¨ at
der schnellen Rekonstruktion an einem de facto Standard gemessen werden
kann. Diese Methode wurde nur angewandt, als das Ergebnis des Embed-
ding (s.u.) von Level-3-Clusterﬁnder und Oﬄine-Clusterﬁnder verglichen
wurde.
￿ Embedding, das Einbetten von bekannten Monte-Carlo-Spuren in echte Er-
eignisdaten, liefert ein absolutes Maß f¨ ur Rekonstruktionseﬃzienz und Orts-
auﬂ¨ osung.
D a z uw e r d e nz u n ¨ achst mit GEANT12 Teilchen generiert, deren Spuren
durch den simulierten Detektor verfolgt werden. GEANT liefert die Infor-
mation, wo ein Teilchen mit dem Detektor eine Wechselwirkung eingegan-
gen ist, wo z.B. das Gas der TPC ionisiert wurde. Diese Ortsinformation
wird an den TPC Simulator TRS13 weitergereicht, der die Drift der La-
dungswolke durch das Gas und die Signalerzeugung an der Auslese model-
liert. Die simulierten Signale werden dann im selben Format wie die TPC
Rohdaten abgespeichert und k¨ onnen somit leicht mit echten Ereignissen
verschmolzen werden. Als Resultat erh¨ alt man ein Ereignis, das Spuren mit
bekannten Parametern in einer realistischen Umgebung (d.h. Rauschen,
Untergrundsignal etc.) beinhaltet. Zus¨ atzlich werden die Punkte gespei-
chert, an denen in GEANT ein Cluster erzeugt wurde. So kann die Position
des rekonstruierten Clusters kann mit dem Ort der Erzeugung des Clu-
sters verglichen werden. Dasselbe ist f¨ ur rekonstruierte Spuren m¨ oglich, bei
denen die rekonstruierten Parameter mit den urspr¨ unglichen Parametern
verglichen werden (s. n¨ achstes Kapitel).
Die Qualit¨ at der Clusterﬁnder wurde von Dominik Flierl mit Hilfe von Embedding
untersucht. Dabei wurden f¨ ur Level-3 und Oﬄine-Clusterﬁnder dieselben Rohda-
ten und Randbedingungen benutzt, um einen direkten Vergleich zu erm¨ oglichen.
Es wurden Teilchen mit Impulsen von 0.5 GeV/c, 1 GeV/c, 2 GeV/c und 5 GeV/c
generiert und ihre Spuren in echte Ereignisse eingebettet.
Abbildung 4.11 zeigt das Ergebnis f¨ ur Spuren von Teilchen mit einem Impuls von
1 GeV/c; bei den anderen Impulsen ¨ andern sich die Werte geringf¨ ugig, aufgrund
12GEANT ist ein Detektor Simulationsprogramm aus der CERN Bibliothek.
13TRS: TPC Response Simulator.
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Abbildung 4.11.: Einige Resultate des Vergleichs von Level-3-Clusterﬁnder mit
Oﬄine-Clusterﬁnder, gewonnen mit Hilfe der Embedding Tech-
nik (aus [Fli01]). Links oben ist die Diﬀerenz zwischen urspr¨ ung-
licher Position entlang einer Padreihe (local X), rechts oben
dasselbe in Driftrichtung dargestellt. Unten ist die Rekonstruk-
tionseﬃzienz in Abh¨ angigkeit von Padreihe dargestellt.
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Abbildung 4.12.: Azimutale Winkelverteilung der nicht-rekonstruierten Hits f¨ ur
Oﬄine- und Level-3-Clusterﬁnder.
anderer Kreuzungswinkel zwischen Spur und Padreihe, aber die wichtigen Cha-
rakteristiken sind dieselben.
In der oberen Reihe sind die Diﬀerenzen zwischen der Position von generierten
Hits und rekonstruierten Clustern zu sehen. Die Breite dieser Verteilungen gibt
also die absolute Ortsauﬂ¨ sung von Clusterﬁnder inklusive dem Beitrag der TPC-
Auﬂ¨ osung an. Links ist die Diﬀerenz in Richtung der Padreihen aufgetragen, die
auch als lokale x-Koordinate (engl.: local X) bezeichnet wird, rechts in Driftrich-
tung, entlang der STAR z-Koordinate.
Die Ortsauﬂ¨ osung der Cluster ist mit dem Oﬄine-Clusterﬁnder in beiden F¨ allen
geringf¨ ugig besser, f¨ ur alle praktischen Zwecke k¨ onnen aber beide Clusterﬁnder
als vergleichbar bez¨ uglich der Auﬂ¨ osung bezeichnet werden.
Unten links ist die Eﬃzienz, mit der generierte Hits wiedergefunden werden in
Abh¨ angigkeit der Padreihe aufgetragen. Zun¨ achst springt die im Vergleich zum
Oﬄine-Clusterﬁnder deutlich bessere Eﬃzienz des Level-3-Clusterﬁnders ins Au-
ge, dies ist aber durch den oben erw¨ ahnten Unterschied im Algorithmus zu er-
kl¨ aren: Beim Oﬄine-Clusterﬁnder werden alle Cluster die an Sektorgrenzen sto-
ßen verworfen. Abbildung 4.12 zeigt, dass an den Positionen der Sektorgrenzen
¨ uberdurchschnittlich viele Hits des Oﬄine-Clusterﬁnders verloren gehen. Dieses
Verhalten des Oﬄine-Clusterﬁnder ist beabsichtigt, da man bei einem nicht-
vollst¨ andigen Cluster den Schwerpunkt der Ladung – die Position – nicht mehr
genau bestimmen kann.
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Ein Einﬂuss auf die Ortsauﬂ¨ osung ist praktisch nicht feststellbar, allerdings w¨ are
es m¨ oglich, dass die unterschiedliche Behandlung der Randcluster eine Auswir-
kung auf die Qualit¨ at der rekonstruierten Spuren hat. Das Argument f¨ ur die
Verwendung der Randcluster in der Level-3 Analyse ist in den unterschiedlichen
Algorithmen der Trackﬁnder gegeben. Der Oﬄine-Trackﬁnder kann bei der Re-
konstruktion einer Spur bis zu f¨ unf Padreihen ¨ uberspringen, sodass einige fehlende
Cluster nicht sehr ins Gewicht fallen. Die Eﬃzienz des Level-3-Trackﬁnder f¨ allt
jedoch stark ab, wenn Cluster verloren gehen. Somit ist ein Fehler der Position
einem Fehlen des Clusters vorzuziehen.
Neuere Untersuchungen bez¨ uglich der Qualit¨ at des Level-3-Clusterﬁnders in Ver-
bindung mit dem Oﬄine-Trackﬁnder (s. Kap. 6.2), deuten daraufhin, dass die
Verwendung von Randclustern keine Verschlechterung der Spurqualit¨ at nach sich
zieht.
4.10. Spurrekonstruktion (Trackﬁnder)
Die Aufgabe des Trackﬁnders ist das Verbinden der Cluster, sodass die Trajek-
torie eines Teilchens durch den Detektor rekonstruiert wird. Wenn wenige Spu-
ren die TPC bev¨ olkern, scheint dies eine einfache Aufgabe zu sein, man erkennt
mit dem Auge die einzelnen Teilchenspuren. Tats¨ achlich wurden Blasenkammer-
aufnahmen auf die Art ausgewertet: das Auge war f¨ ur die Spurerkennung und
-rekonstruktion zust¨ andig, die Spurparameter (der Impuls) wurde durch die Ver-
messung der Spur bestimmt. Moderne Detektoren liefern keine Bilder, sondern
elektronische Daten, die von Computern ausgewerten werden. Selbst bei wenigen
Spuren ist es nicht notwendigerweise trivial, diese zu rekonstruieren. In Schwe-
rionenkollisisionen werden hunderte bis tausende Spuren erzeugt, die aufgrund
der beschr¨ ankten Gr¨ oße von Detektoren, in der Regel auch sehr nah beieinander
liegen. Mit bloßem Auge ist es nicht mehr m¨ oglich alle Spuren zu erkennen (vgl.
z.B. Abbildung 2.4).
Es gibt verschiedene Verfahren zur Rekonstruktion von Spuren aus Clusterinfor-
mation, von denen hier einige Beispiele aufgez¨ ahlt werden. Eine ¨ Ubersicht ¨ uber
die gebr¨ auchlichen Verfahren ist z.B. in [Old01] zu ﬁnden.
Kombinatorische Methode
Die vollst¨ andig kombinatorische Methode kombiniert einfach alle Cluster mitein-
ander. Dies ist zwar technisch einfach zu implementieren, aber es ist schwer die
physikalisch sinnvollen Spuren auszuw¨ ahlen.
Ein weiterer Nachteil besteht darin, dass die Anzahl der m¨ oglichen Kombina-
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tionen und damit die Rechenzeit mit steigender Anzahl von Clustern N,w i eN!
anw¨ achst.
Spurverfolgung (Follow-Your-Nose)
Diese Methode besteht aus zwei Schritten, zun¨ achst wird ein m¨ oglicher Spuran-
fang (Seed14) gesucht. Dies geschieht in der Regel in einem Teil des Detektors
der m¨ oglichst weit vom Kollisionspunkt entfernt ist, da dort die Spurdichte am
geringsten ist. Als Seed werden einige (zwei bis f¨ unf) nahe beieinanderliegende
Cluster verbunden.
Der zweite Schritt besteht aus einer Extrapolation dieses Spuranfangs. Punkte,
die nah genug an dieser Extrapolation liegen, werden zur Spur hinzugenommen.
Ist eine Spur gefunden, werden die zugeordneten Cluster als verwendet markiert
und die n¨ achste Spur wird begonnen. Dieser Prozess setzt sich fort, bis die ¨ ubrig
gebliebenen Cluster sind nicht mehr zu vern¨ unftigen Spuren verbinden lassen.
Interpolations-Methode
Ist mindestens ein Punkt jeder Spur bekannt, z.B. der Kollisionsvertex, kann
man annehmen, dass zu jedem Cluster der weit vom Kollisionsvertex entfernt
liegt, eine Spur geh¨ ort, die durch diese beiden Punkte geht. Sind die Spuren ge-
rade, kann man also Vertex und außenliegendes Cluster verbinden und einfach
alle auf der Verbindungsgerade liegenden Cluster aufsammeln und der Spur zu-
ordnen. Im Fall gerader Spuren, ist diese Methode sehr eﬃzient. In der Regel
sollen jedoch Spuren geladener Teilchen in einem Magnetfeld bestimmt werden,
die entsprechend ihrem Impuls gekr¨ ummt sind. In diesem Fall m¨ ussen alle m¨ ogli-
chen Pfade zwischen den beiden bekannten Punkten berechnet werden und der
Pfad, entlang dessen die meisten Cluster liegen, gesucht werden. In diesem Fall
ist gew¨ ohnlich die Follow-Your-Nose Methode schneller.
Histogramm-Methode
Bei der Histogramm-Methode werden alle Raumpunkte durch eine entsprechend
gew¨ ahlte Transformation so auf einen n-dimensionalen Raum abgebildet, dass alle
g¨ ultigen Spuren auf einen Punkt dieses Raumes abgebildet werden. Die Cluster
einer Spur werden also im Idealfall auf einen Punkt dieses Raumes abgebildet
14Seed, (engl.): Samen
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(tats¨ achlich ist dies aufgrund der beschr¨ ankten Auﬂ¨ osung von Detektoren etwas
verschmiert). Ist eine solche Transformation bekannt, wird sie auf die Ortsko-
ordinaten der Cluster angewandt und das Ergebnis wird in ein n-dimensionales
Histogramm gef¨ ullt. Die Aufgabe der Spurrekonstruktion beschr¨ ankt sich nun
darauf, Maxima in diesem Histogramm zu ﬁnden.
Dies ist eine elegante Methode, die aber oﬀensichtlich nur angewandt werden
kann, wenn es m¨ oglich ist eine entsprechende Transformation zu ﬁnden. Ein wei-
teres Problem ist, dass kreuzende Spuren auf den selben Punkt im tranformier-
ten Raum abgebildet werden. Dies kann jedoch erkannt werden und die Spuren
k¨ onnen sp¨ ater durch andere Verfahren getrennt werden.
F¨ ur Schwerionenkollisionen muss bei einem solchen Verfahren zun¨ achst unter-
sucht werden, ob die Auﬂ¨ osung ausreicht, um Cluster-Anh¨ aufungen verschiedener
Spuren zu trennen.
Bemerkung zu den vorgestellten Spurﬁndungs-Verfahren
Grunds¨ atzlich ist es notwendig zu wissen, wie eine Spur aussehen sollte, da
sonst nicht diﬀerenziert werden kann, ob eine gefundene Spur der Trajektorie
eines realen Teilchens entspricht oder eine zuf¨ allige Kombination von Clustern
ist. Im einfachen Fall der kombinatorische Methode ist klar, dass die meisten
m¨ oglichen Kombinationen von Clustern keine Spuren von Teilchen darstellen, da
sie keine physikalisch m¨ ogliche Propagation eines Teilchens beschreiben. Bei der
Histogramm-Methode ist es sogar notwendig exakt zu wissen, was f¨ ur Spuren zu
erwarten sind, da die Transformation entsprechend gew¨ ahlt werden muss.
Bevor der Algorithmus des verwendeten Trackﬁnders beschrieben wird, soll des-
halb das Spurmodell im STAR-Detektor beschrieben werden.
4.10.1. Das Helix-Spurmodell im STAR-Detektor
Teilchen die in einer Kollision erzeugt werden, bewegen sich ohne Magnetfeld auf
Geraden, radial vom Kollisionsvertex weg. Dies ist in Abbildung 2.2 oben, zu
sehen, die ein ohne Magnetfeld aufgenommenes Ereignis zeigt.
Der ¨ uberwiegende Teil der Subdetektoren in STAR beﬁndet sich innerhalb des
Magneten, d.h. in einem solenoidalen Magnetfeld mit Feldlinien in Richung der
Strahlachse. Bei eingeschaltetem Magnetfeld erf¨ ahrt ein geladenes Teilchen eine
Lorentz-Kraft, die senkrecht zu seiner Trajektorie und den Magnetfeldlinien wirkt
und proportional zur Geschwindigkeit des Teilchens ist. Dies bedeutet, dass ein
geladenes Teilchen im STAR-Detektor in der Projektion auf die x-y-Ebene einen
Kreis beschreibt, wobei der Kreisradius proportional zum transversalen Impuls
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Abbildung 4.13.: Eine Helix in Projektion auf die x-y-Ebene (links) und auf die
s-z-Ebene (rechts). Es sind die zur Beschreibung notwendigen
Parameter eingezeichnet. (Aus [Las99])
des Teilchens ist. Auf die z-Komponente der Trajektorie eines Teilchens wirkt
keine Kraft, da diese parallel zu den Magnetfeldlinien l¨ auft. Damit besteht ein
linearer Zusammenhang zwischen Spurl¨ ange s und z-Koordinate (vgl. Abb. 4.13
rechts). Ein geladenes Teilchen wird sich also auf einer kreisf¨ ormigen Trajektorie
bewegen, w¨ ahrend sich die z-Koordinate entsprechend der z-Komponente des
Impulses linear ¨ andert. Das Teilchen bewegt sich also auf einer schraubenf¨ ormigen
Bahn, einer Helix.
Helix-Parametrisierung
Eine Teilchenspur im STAR-Detektor beschreibt eine Helix, deren Achse immer in
z-Richtung liegt. Solch eine Helix kann durch folgende Gleichungen in Abh¨ angig-
keit der Spurl¨ ange s beschrieben werden (nach [Las99]),
x(s)=x0 +
1
κ
[cos(Φ0 + hsκcosλ) − cosΦ0] (4.1)
y(s)=y0 +
1
κ
[sin(Φ0 + hsκcosλ) − sinΦ0] (4.2)
z(s)=z0 + s sinλ (4.3)
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wobei s die Pfadl¨ ange entlang der Helix, (x0,y 0,z 0) der Startpunkt der Helix bei
s = s0 =0 ,λ der Neigungswinkel in der s-z-Ebene, κ die Kr¨ ummung (κ =1 /R)
und h die Helizit¨ at (h = −sign(qB)=±1 mit der Ladung q des Teilchens und
dem Betrag des Magnetfeldes B ist. Φ0 und R beschreiben die Position des ersten
Punktes der Helix in Zylinderkoordinaten von der Helixachse aus gesehen und Ψ
gibt den azimutalen Winkel der Spurrichtung am ersten Punkt an. Die Bedeutung
der beschriebenen Parameter wird nochmals in Abbildung 4.13 verdeutlicht.
Aus diesen Parametern kann direkt der transversale und longitudinale Impuls
¨ uber die Beziehungen
p⊥ = cqB/ κ (4.4)
pz = p⊥ tanλ (4.5)
berechnet werden. Um px und py bei der Teilchenerzeugung zu bestimmen, muss
die Helix auf den Entstehungspunkt des Teilchens extrapoliert werden (z.B. den
Kollisionsvertex) und Ψ an dieser Stelle bestimmt werden.
Einschr¨ ankungen durch die Vertexposition
Eine weitere Einschr¨ ankung der m¨ oglichen Spuren entsteht durch die Tatsache,
dass die meisten Teilchen vom Kollisionsvertex stammen. Teilchen aus sekund¨ aren
Zerf¨ allen, weitab vom Vertex werden ¨ ublicherweise gesondert betrachtet. Durch
die Annahme, dass ein Teilchen vom Vertex stammt, kann der Vertex als zus¨ atz-
licher Punkt der Spur ber¨ ucksichtigt werden. Dabei ist die Vertexposition in z-
Richtung von der Vertexposition in der x-y-Ebene zu unterscheiden.
Die Vertexposition in z-Richtung ist durch die L¨ ange der Strahlpakete gegeben
und sollte am RHIC im Bereich von ±30 cm (Standardabweichung) liegen. Diese
Auﬂ¨ osung allein reicht nicht aus, um die Spurrekonstruktion zu verbessern.
In der x-y-Ebene ist die Breite der Vertexverteilung durch die transversale Breite
der Strahlen bestimmt und bewegt sich im Bereich <1 mm. Diese Genauigkeit
liegt im Bereich der Auﬂ¨ osung der TPC. Wenn die Position der Strahlen bekannt
w¨ are, k¨ onnte man also durch diese Position einen zus¨ atzlichen Punkt auf der Spur
eines Teilchens hinzugewinnen und die Spurrekonstruktion verbessern.
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4.10.2. Algorithmus
Der verwendete Spurrekonstruktionsalgorithmus basiert auf einem Follow-Your-
Nose Algorithmus. Es wird zun¨ achst ein Spuranfang gesucht, der dann durch
Extrapolation erweitert wird. Dabei werden weitere Cluster zu der Spur hinzu-
gef¨ ugt. Der rechenaufwendigste Teil bei diesem Verfahren ist, die jeweils erneute
Anpassung des Spurkandidaten an die Cluster (die bei jedem neuen Cluster er-
neut geschieht) und die Extrapolation der Spur.
Wie oben beschrieben, l¨ asst sich die Helix, welche eine Teilchenspur im STAR-
Detektor beschreibt, durch einen Kreis(-abschnitt) in der x-y-Ebene und einer
Geraden in der s-z-Ebene beschreiben. Dies ist schon eine Vereinfachung ge-
gen¨ uber dem Problem der Anpassung und Extrapolation einer Helix, es w¨ are
aber w¨ unschenswert, die immer noch rechenaufwendige Anpassung und Extrapo-
lation von Kreisen zu vermeiden.
Dies ist mit Hilfe einer Transformation, die Kreise auf Geraden abbildet m¨ oglich.
Mit Hilfe dieser, als ”konformen Abbildung“15 bezeichneten Transformation, wer-
den die x-y-Koordinaten der Cluster auf eine Ebene abgebildet (konformer Raum
genannt), in der die Cluster einer Spur auf einer Gerade liegen.
F¨ ur die Transformation ist die Kenntnis eines Punktes (xt,y t) auf der Spur not-
wendig. Die Transformationsgleichungen f¨ ur die Transformation eines Punktes
(x,y) auf einen Punkt (x ,y ) im konformen Raum lauten dann
x
  =
x − xt
r2 ,y
  =
y − yt
r2 mit r
2 =( x − xt)
2 +( y − yt)
2 (4.6)
Das Resultat dieser Transformation16 ist in Abbildung 4.14 verdeutlicht. Dort
sind Spuren von 10 Pionen mit einem Impuls zwischen 0,1 und 2 GeV/c in der
STAR TPC simuliert, und die Position der Cluster in der Projektion auf die
x-y-Ebene dargestellt. Rechts ist die Position der Cluster nach der Transforma-
tion gezeigt. Dabei wurde als Referenzpunkt f¨ ur die Transformation der Punkt
(xt,y t)=( 0 ,0) angenommen.
Abbildung 4.14 zeigt einige Eigenschaften dieser Abbildung auf:
1. Aus den Gleichungen wird klar, dass der Referenzpunkt (xt,y t) auf das
Unendliche abgebildet wird. Dies wird in der Abbildung dadurch deutlich,
15In der Mathematik wird jede lokal Winkel erhaltende Abbildung als konforme Abbildung
bezeichnet. In der Anwendung f¨ ur Spurﬁndungsprogramme spielt aber nur die hier erw¨ ahnte
spezielle Form eine Rolle, weshalb sie in der Regel nur als ”konforme Abbildung“ bezeichnet
wird.
16Der Beweis, dass Kreise durch diese Transformation auf Geraden im konformen Raum abge-
bildet werden, ist z.B. in [Old01] zu ﬁnden.
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Abbildung 4.14.: Konforme Abbildung: Spuren in der x-y-Ebene im realen Raum
(links) und nach Abbildung auf den konformen Raum (rechts).
dass die Mitte des linken Bildes (wo sich der Referenzpunkt beﬁndet) nach
aussen abgebildet wird.
2. Wie sich an den Abst¨ anden zwischen den Clustern erkennen l¨ asst sind
L¨ angen unter der konformen Abbildung nicht erhalten.
3. Die Gr¨ oßenskala ¨ andert sich stark.
Punkt 1. hat zur Folge, dass der Referenzpunkt nicht mehr direkt f¨ ur eine An-
passung der Spur an die Cluster verwendet werden kann. Die Genauigkeit der
Kenntnis dieses Punktes (z.B. der Kollisionsvertex) geht vielmehr in die ”Rich-
tigkeit der Transformation“ ein. Wenn der Referenzpunkt neben der Spur liegt,
ist die Hypothese, auf der die Transformation beruht falsch, und man wird keine
Gerade im konformen Raum erhalten.
Punkt 2. und 3. haben Implikationen f¨ ur die Ber¨ ucksichtigung von Ortsfehlern
von Clustern. Da der verwendetet Clusterﬁnder keine Anpassung einer Clusterhy-
pothese an die Daten vornimmt, kann auch der Ortsfehler nicht f¨ ur jedes Clus-
ter bestimmt werden. Deshalb wird ein empirisch bestimmter durchschnittlicher
Ortsfehler f¨ ur die Cluster angenommen. Aufgrund der Nichterhaltung von L¨ angen
bei der konformen Abbildung muss der Fehler jedes Clusters in ein Gewicht im
konformen Raum umgerechnet werden, welches zur Anpassung einer Geraden
verwendet wird.
Der Algorithmus des Level-3 Trackﬁnders [Yep96] transformiert die Cluster in
einen konformen Raum, um die Spuren zu ﬁnden. Zun¨ a c h s te n t s p r i c h td a sn u r
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einem Sortieren der Cluster nach ihrer Spurzugeh¨ origkeit.
Sind die Spuren im konformen Raum bekannt, ist es zwar m¨ oglich aus deren Pa-
rametern direkt den Impuls und die anderen Parameter der Spur zu bestimmen,
was aber aufgrund der oben genannten Probleme nur unter Einschr¨ ankungen
m¨ oglich ist. Um eine m¨ oglichst genaue Information ¨ uber die Parameter der Teil-
chenspur zu gewinnen, wird deshalb im realen Raum noch ein Kreis an die Cluster
angepasst.
Die Transformation kann zu Beginn des Prozesses auf alle Cluster angewandt
werden. Hierzu ben¨ otigt man eine Hypothese ¨ uber einen gemeinsammen Punkt
aller Spuren, was im Fall prim¨ arer Spuren durch den Kollisionsvertex gegeben
ist.
F¨ ur den Fall sekund¨ arer Spuren ist es auch m¨ oglich, die Transformation erst
w¨ ahrend des Spurﬁndens, mit dem ersten Kandidatenpunkt der Spur als Refe-
renzpunkt, durchzuf¨ uhren. Als Anhaltspunkt, ob es sich um eine sekund¨ are Spur
handelt, kann die Qualit¨ at der Geradenanpassung im konformen Raum genom-
men werden.
Beschleunigung der Spurﬁndung
Ein wichtiger Punkt zur Erh¨ ohung der Geschwindigkeit des Spurﬁndungsprozes-
ses ist das Sortieren der Cluster bevor der Spurﬁndungsprozess begonnen wird.
Bei der großen Anzahl an Clustern w¨ are ein sequenzielles ”Durchprobieren“ aller
Cluster zu jeder Spur sehr zeitaufw¨ andig.
Hierbei wird die (grobe) Kenntnis der Vertexposition genutzt, um das Volumen
der TPC azimutal und in der Pseudorapidit¨ at η in Untervolumina aufzuteilen.
Dabei sollte idealerweise eine Spur in genau einem dieser Untervolumina liegen.
Wenn der Spurﬁndungsprozess beginnt, m¨ usste im Idealfall nur in der n¨ achsten
Padreihe, im selben Volumen nach dem n¨ achsten Cluster gesucht werden. Da es
aber sein kann, dass eine Spur auf der Grenze zweier Volumina liegt oder diese
kreuzt, wird der Suchbereich auch auf die jeweils n¨ achsten umliegenen Volumi-
na ausgedehnt. Damit werden in jedem Schritt neun Volumina untersucht. Bei
geeigneter Wahl der Unterteilung reduziert sich die Anzahl der zu untersuchen-
den Cluster um Gr¨ oßenordnungen, w¨ ahrend die Eﬃzienz praktisch unver¨ andert
bleibt17.
Die Unterteilung in azimutaler Richtung ist durch die Strahlposition recht ge-
nau gegeben, die Unterteilung in η ist jedoch abh¨ angig von der z-Position des
Kollisionsvertex, der sehr viel st¨ arkeren Schwankungen unterliegt. Der Vorteil ei-
17Spuren, die unter einem zu großen Winkel relativ zu der Unterteilung laufen und dann nicht
mehr rekonstruiert werden k¨ onnen, da ihr n¨ achster Cluster erst im ¨ ubern¨ achsten Volumen
sitzt, stammen praktisch immer aus Wechselwirkungen mit Detektormaterial.
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ner ereignisweisen Anpassung der η-Volumina-Unterteilung an den tats¨ achlichen
Kollisionsvertex wurde untersucht, es wurde aber keine nennenswerte Erh¨ ohung
der Eﬃzienz bei der zu erwartenden Breite der z-Vertex-Verteilung festgestellt
[Str01].
4.10.3. Implementation
Der Level-3 Trackﬁnder wurde von Pablo Yepes als C++ Programm implemen-
tiert [Yep96]. Es wurde in Hinblick auf die schnelle Spurrekonstruktion im STAR-
Detektor entwickelt, wobei die Implementation in Bezug auf Detektorgeometrie
m¨ oglichst allgemein gehalten wurde. Damit kann das Programm leicht auf andere
Detektorgeometrien angewendet werden.
Der Ablauf der Spurﬁndung ist schematisch in Abbildung 4.15 dargestellt wobei
sich der Ablauf grob in die folgenden Schritte unterteilen l¨ asst:
￿ Einlesen der Cluster:
Zun¨ achst werden die Clusterdaten eingelesen, welche die Clusterpositio-
nen in TPC-Koordinaten, also Sektor, Padreihe, Pad und Timebin enthal-
ten. Diese werden in kartesische Koordinaten umgerechnet und gespeichert.
Dann werden die Cluster nach η-φ-Volumen und Padreihe sortiert. Dies ge-
schieht, indem verbundene Listen erzeugt werden, die Pointer auf alle Clus-
ter eines Volumens oder einer Padreihe besitzten. Damit kann schnell auf
alle Cluster eines Volumens zugegriﬀen werden kann, ohne diese kopieren
zu m¨ ussen.
￿ Spuranfang erzeugen:
Ein Spuranfang wird dadurch erzeugt, dass zwei naheliegende Cluster ge-
sucht werden, also nur ein Abstandskriterium erf¨ ullt ist. Ab dem dritten
Cluster muss zus¨ atzlich ein Winkelkriterium erf¨ ullt sein, was einer einfa-
chen Form der Extrapolation gleichkommt. Die Anzahl von Clustern die
f¨ ur einen g¨ ultigen Spuranfang n¨ otig sind, ist ¨ uber einen Parameter steuer-
bar, betr¨ agt aber mindestens drei Cluster.
Diese Spuranf¨ ange werden zun¨ achst in den ¨ außeren Padreihen gesucht, da
dort die Spurdichte aufgrund des großen Abstands zum Kollisionsvertex am
geringsten ist. Wenn alle Cluster der ¨ außersten Padreihe einer Spur zuge-
ordnet sind, werden Spuranf¨ ange mit Clustern auf weiter innen liegenden
Padreihen gesucht. Die innerste Padreihe, in der noch Spuren begonnen
werden sollen ist ¨ uber einen Parameter deﬁnierbar.
￿ Spur erweitern:
Nachdem ein Spuranfang gefunden wurde, wird die Spur durch ¨ Uberpr¨ ufung
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Abbildung 4.15.: Flussdiagramm der schnellen Spurrekonstruktion (aus [Old01]).
der Cluster der nachfolgenden Padreihe erweitert. Ein Cluster wird zur
Spur hinzugef¨ ugt, wenn eine Geradenanpassung im konformen Raum gewis-
se Qualit¨ atskriterien erf¨ ullt. Dieser Prozess wird fortgesetzt, bis die letzte
Padreihe erreicht ist, oder bis keine Cluster mehr gefunden werden, die den
Qualit¨ atskriterien gen¨ ugen.
Es kann vorkommen, dass eine Teilchenspur auf einer Padreihe, die ge-
kreuzt wird, keine Ladung hinterl¨ asst oder ein Cluster vom Clusterﬁnder
nicht gefunden wurde. Um eine Spur trotzdem zu ﬁnden, k¨ onnen bis zu
zwei Padreihen ¨ ubersprungen werden. Fehlen mehr Cluster einer Spur, ist
die Extrapolation meist nicht mehr genau genug, um entscheiden zu k¨ onnen,
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ob ein Cluster zu einer Spur geh¨ ort oder nicht.
Zun¨ achst wird eine Spur vom außen liegenden Spuranfang in Richtung Kol-
lisionsvertex erweitert, sp¨ ater kann aber versucht werden dieselbe Spur noch
weiter nach außen zu erweitern. Dies kann sinnvoll sein, da ein fehlendes
Cluster einen Spuranfang verhindern kann, beim Extrapolieren aber ¨ uber-
sprungen werden kann.
￿ Neuanpassung im realen Raum (optional):
Nachdem eine Spur gefunden wurde, kann eine Anpassung eines Kreises in
der x-y-Ebene und einer Geraden in der s-z-Ebene im realen Raum durch-
gef¨ uhrt werden.
￿ dE/dx-Berechnung:
F¨ ur jede Spur kann die dE/dx-Information berechnet werden. Dabei wird
die ”Truncated Mean“-Methode verwendet, bei der die 30% h¨ ochsten La-
dungswerte verworfen werden, um die mittlere Ionisation des Teilchens aus-
zurechnen. Die dE/dx-Information wird nur f¨ ur Spuren mit mindestens 15
Clustern bestimmt, wobei zur Berechnung keine verschmolzenen Cluster
verwendet werden.
￿ Speichern der Spuren:
Als letzter Schritt werden die Parameter einer Spur (d.h. Impuls, Orien-
tierung und dE/dx-Information) berechnet und in Datenstrukturen gespei-
chert.
Das Verhalten des Spurﬁndungsprogrammes wird durch ca. 80 Parameter be-
stimmt, die es erm¨ oglichen das Programm an verschiedene Einsatzbereiche an-
zupassen. Einige Parameter dienen der Flexibilit¨ at des Programms, z.B. ist die
Anzahl der Padreihen ein Parameter, der f¨ ur ein bestimmtes Experiment konstant
bleiben wird. Einige Parameter bestimmen grob das Verhalten des Trackﬁnders,
z.B. ob alle Spuren als prim¨ are Spuren oder als sekund¨ are Spuren betrachtet
werden sollen. F¨ unf Parameter bestimmen entscheidend die Qualit¨ at der Spur-
ﬁndung und mussten auf die Gegebenheiten (z.B. Spurdichte) angepasst werden.
Im Prinzip ist es m¨ oglich verschiedene Parameter f¨ ur verschiedene Ereignisse zu
verwenden (z.B. in Abh¨ angigkeit der Ereignis-Multiplizit¨ at), was aber bisher
nicht genutzt wurde.
4.10.4. Optimierung
Die Optimierung des Spurﬁndungsprogrammes konnte erst durchgef¨ uhrt wer-
den nachdem die ersten echten Daten (des Jahres 2000) vorhanden waren. Zur
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Optimierung eines Rekonstruktionsalgorithmus bettet man ¨ ublicherweise Monte-
Carlo-Spuren in echte Ereignisse ein und optimiert die Rekonstruktionseﬃzienz
durch den Vergleich von originalen zu rekonstruierten Spuren f¨ ur verschiedene
Parameter.
Das Problem bei diesem Verfahren ist, dass das Einbetten der Spuren in Roh-
daten ein relativ aufwendiger Prozess ist, der f¨ ur eine Anzahl von Ereignissen,
die einen R¨ uckschluss auf die Rekonstruktionseﬃzienz erlauben w¨ urde, ca. einen
Tag braucht.
Um zun¨ achst in einem iterativen Prozess schnell zu guten Parametern zu ge-
langen, wurde eine Methode genutzt, die Monte-Carlo-Spuren in echte Daten
einbettet, jedoch nicht in die Rohdaten, sondern in Clusterdaten. Dazu wurden
Monte-Carlo-Spuren generiert und deren Rohdaten mit dem Level-3-Clusterﬁnder
(oﬄine) rekonstruiert. Diese Clusterdaten wurden dann gemeinsam mit den Clus-
terdaten von echten Ereignissen in den Trackﬁnder eingelesen, wodurch die gene-
rierten Cluster mit den echten Clustern vermischt wurden. Beim Einlesen wurden
die generierten Cluster markiert, um sp¨ ater feststellen zu k¨ onnen, zu welchen Spu-
ren die Monte-Carlo-Cluster zugeordnet wurden.
Der Unterschied zum ”echten“ Einbetten von simulierten Spuren in Rohdaten
besteht darin, dass beim hier genutzten Verfahren, generierte Cluster nicht mit
echten Clustern verschmelzen k¨ onnen.
Bei der Spurdichte in RHIC-Kollisionen schien dieser Eﬀekt f¨ ur den Spurﬁndungs-
prozess keine bedeutende Rolle zu spielen.
Nach dem Spurﬁndungsprozess wurden Spuren, mit mehr als 23 generierten Clu-
stern (von 45 m¨ oglichen) herausgesucht und gez¨ ahlt. Der Quotient aus gefundenen
zu eingebetteten Spuren wurde als Eﬃzienz gewertet. Von den generierten Spu-
ren wurden nur ”rekonstruierbare“ Spuren verwandt. Damit sind Spuren gemeint,
die vor dem Einbetten in ein echtes Ereignis vom Trackﬁnder mit ausreichender
L¨ ange (23 Cluster) gefunden werden. Es zeigte sich, dass die Rekonstruktion
der generierten Spuren vor dem Einbetten, nahezu ausschließlich durch Akzep-
tanzl¨ ucken (Sektorgrenzen) verhindert wird.
Zur Kontrolle der Rekonstruktionsqualit¨ at wurden Histogramme gef¨ ullt, die fol-
gendes zeigten: ob falsche Cluster zu einer Spur zugeordnet wurden (Selektivit¨ at),
die Abweichung des rekonstruierten Impulses zum generierten Impuls (Stabilit¨ at
der Impulsrekonstruktion in der x-y-Ebene) und die Diﬀerenz des generierten
zum rekonstruierten Neigungswinkels λ (Stabilit¨ at der Rekonstruktion in der s-
z-Ebene).
Es wurde ein Ereignis mit 50 π+ mit einem transversalen Impuls von je 1 GeV/c
im Pseudorapidit¨ atsbereich −1 <η<1 generiert. Die Spuren waren in η und
φ ﬂach verteilt, wobei der Ursprung der Spuren in der Mitte der TPC also bei
(x,y,z)=( 0 ,0,0) lag. Die Spuren wurden durch die vollst¨ andigen TPC Simu-
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lation propagiert (TRS), sodass Detektoreﬀekte wie Diﬀusion korrekt modelliert
wurden. Die mit dem Level-3-Clusterﬁnder rekonstruierten Cluster dieser Spu-
ren wurden mit dem oben beschriebenen Verfahren in Daten von 100 zentralen
Au-Au Kollisionen mit einem z-Vertex |z| < 20 cm eingebettet.
Mit den urspr¨ unglichen Parametern erreichte der Trackﬁnder eine Eﬃzienz von
90%, nach Optimierung der Parameter eine Eﬃzienz von 99,87%. Da bei dieser
hohen Eﬃzienz eventuelle Unterschiede nicht mehr sichtbar sind, wurde dasselbe
mit einer restriktiveren Bedingung f¨ ur die Rekonstruktion einer Spur wiederholt.
Dabei musste eine Spur mit mindestens 30 Clustern (statt 23 Clustern) wieder-
gefunden werden. Mit dieser Bedingung betrug die Eﬃzienz 79,7% f¨ ur die alten
Parameter und 97,4% f¨ ur die optimierten Parameter. Es ist zu sehen, dass mit
d e no p t i m i e r t e nP a r a m e t e r na u c hl ¨ angere St¨ ucke von Spuren zuverl¨ assig gefun-
den werden.
In Abbildung 4.16 sind die rekonstruierten transversalen Impulse der eingebet-
teten Spuren mit alten und neuen Parametern dargestellt. Es zeigt sich, dass die
optimierten Parameter eine stark verbesserte Impulsauﬂ¨ osung bewirken. In Ab-
bildung 4.17 ist dargestellt, wie gut die eingebetteten Cluster der richtigen Spur
zugeordnet werden und wieviele falsche Cluster einer eingebetteten Spur zugeord-
net werden. Das Spurﬁndungsprogramm kann mit den optimierten Parametern
die eingebetteten Spuren besser aus ihrer Umgebung trennen, es werden weni-
ger falsche Cluster zugeordnet und von den eingebetteten Spuren werden l¨ angere
St¨ ucke gefunden.
Die Parameter mit dem gr¨ oßten Einﬂuss auf diese Verbesserungen waren die
Fehler der Clusterposition, die bei den urspr¨ unglichen Parametern zu groß ange-
nommen wurden. Dadurch konnte der Trackﬁnder bei der Erweiterung der Spur
nicht zwischen den richtigen und zuf¨ allig in deren N¨ ahe liegenden Clustern un-
terscheiden. Wenn einer Spur einige falsche Cluster zugeordnet werden, nimmt
die Wahrscheinlichkeit zu, dass ihr bei der Erweiterung weitere falsche Cluster
zugeordnet werden. Bei zu großen Fehlern, w¨ aren die Spuren daher zuf¨ allige Kom-
binationen von Clustern, die nichts miteinander zu tun haben.
Werden die angenommen Fehler der Cluster kleiner gew¨ ahlt als bei den optimier-
ten Parametern, steigt die Wahrscheinlichkeit, dass ein richtiges Cluster verworfen
wird, wodurch die Spur zerbrochen oder gar nicht gefunden wird.
Um sicherzugehen, dass das oben geschilderten Verfahren der Optimierung ein
korrektes Ergebnis liefert, wurden mit der oﬃziellen STAR-Einbettungskette ver-
schiedene Datens¨ atze mit variierten Cluster-Fehlern prozessiert. Dieses Verfahren
kam zu denselben Ergebnissen f¨ ur die optimalen Parameter.
Da die Parameter mit Daten des Jahres 2000, Kollision bei
√
sNN = 130 GeV,
optimiert wurden, wurde nach dem Run im Jahr 2001 dieselbe Prozedur f¨ ur Da-
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Abbildung 4.16.: Rekonstruierte transversale Impulse, der als ”wiedergefunden“
eingestuften Spuren. Da hier nur Spuren mit einem transver-
salen Impuls von 1 GeV/c eingebettet wurden, gibt die Breite
der Verteilungen einen Eindruck von der Impulsauﬂ¨ osung. Das
obere Bild zeigt das Ergebnis bei Verwendung der urspr¨ ungli-
chen Trackﬁnder-Parameter, das untere Bild bei Verwendung
der optimierten Parameter.
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Abbildung 4.17.: Anzahl der Cluster von ”wiedergefundenen“ Spuren (zugeord-
nete Hits) gegen die Anzahl der richtig zugeordneten Cluster der
jeweiligen Spur (korrekte Hits). Die Farbskala gibt die H¨ auﬁg-
keit wieder. W¨ urden nur richtige Cluster zugeordnet, bef¨ anden
sich alle Eintr¨ age auf einer Diagonalen. Im oberen Bild (ur-
spr¨ ungliche Parameter) sind den Spuren mehr falsche Cluster
zugeordnet als im unteren Bild (optimierte Parameter). Es ist
auch zu sehen, dass mit den optimierten Parametern l¨ angere
St¨ ucke der Spuren gefunden werden.
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ten, die bei vollem Magnetfeld und einer Schwerpunktsenergie von
√
sNN = 200
GeV aufgenommen wurden, durchgef¨ uhrt. Das Optimum an Eﬃzienz und Sau-
berkeit der Spuren wird bei 20% geringer angenommenen Clusterpositionsfehlern
gefunden, was der Verringerung der Diﬀusion durch das st¨ arkere Magnetfeld ent-
spricht.
4.10.5. Qualit¨ at
Die Qualit¨ at eines Spurﬁndungsalgorithmus wird in der Regel daran gemessen,
mit welcher Wahrscheinlichkeit er eine vorhandene Spur rekonstruieren kann,
mit anderen Worten, wie eﬃzient die Spurrekonstruktion ist. Bei Ereignissen mit
wenig Spuren stellt dies meist kein Problem dar. In ultrarelativistischen Schwerio-
nenkollisionen werden aber soviele Teilchen produziert, dass deren Spuren nicht
mehr notwendigerweise klar getrennt sind und verschiedene Eﬀekte k¨ onnen dazu
beitragen, dass eine Spur nicht erkannt wird. Cluster k¨ onnen einer falschen Spur
zugeordnet werden, wodurch sie der richtigen Spur nicht mehr zur Verf¨ ugung
stehen. Es gibt immer ein gewisses Maß an Rauschen in einem Detektor, das
f¨ alschlicherweise als Cluster einer Spur interpretiert werden kann und die Rekon-
stuktion in die falsche Richtung lenkt, etc.
Es reicht aber nicht aus, dass eine Spur gefunden wird, man sollte nat¨ urlich auch
in der Lage sein, die interessierenden Eigenschaften des Teilchens m¨ oglichst genau
rekonstruieren zu k¨ onnen. Die zun¨ achst wichtigste Eigenschaft eines Teilchens f¨ ur
eine physikalische Analyse ist sein Impuls und seine Ladung. Diese beiden Eigen-
schaften gehen in fast jede nachfolgende physikalische Analyse ein.
Das Vorzeichen der Ladung ist durch die Orientierung der Kr¨ ummung einer Teil-
chenbahn im Magnetfeld bestimmt. Zur Bestimmung des Impulses, ist zum einen
der Wert der Kr¨ ummung einer Spur in der x-y-Ebene (transversaler Impuls),
sowie der Neigungswinkel der Spur relativ zur Strahlachse in der s-z-Ebene not-
wendig (longitudinaler Impuls). Dieser Neigungswinkel ist bei einem Detektor wie
der STAR-TPC mit solenoidalem Magnetfeld immer sehr viel besser bestimmt
als der transversale Impuls [Blu93], weshalb die Auﬂ¨ osung des transversalen Im-
pulses (p⊥-Auﬂ¨ osung) die bestimmende Gr¨ oße ist.
Die p⊥-Auﬂ¨ osung ist zun¨ achst durch die Bauart des Detektors bestimmt. Vor
allem die Diﬀusion der Elektronenwolke beim Driften und der Granularit¨ at der
Auslese sind bestimmende Gr¨ oßen. Das Spurﬁndungsprogram hat aber insofern
Einﬂuss auf die Auﬂ¨ osung, da falsch zugeordnete Cluster den Impuls mehr oder
weniger stark verf¨ alschen k¨ onnen. Des Weiteren hat die Art der Anpassung Ein-
ﬂuss auf die p⊥-Auﬂ¨ osung18.
18Bei der Oﬄine-Spurrekonstruktion wird z.B. ein Kalmanﬁlter eingesetzt, der bei der Anpas-
sung einer Spur den Energieverlust eines Teilchnes im Gas der TPC ber¨ ucksichtigt.
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Abbildung 4.18.: Eﬃzienz in Abh¨ angigkeit des transversalen Impulses.
Technische Durchf¨ uhrung
Die Bestimmung der Eﬃzienz- und p⊥-Auﬂ¨ osung wurde mit der vollst¨ andigen
Simulations- und Einbettungskette durchgef¨ uhrt. Zun¨ achst wurden Spuren mit
bestimmtem transversalem Impuls generiert, in die Rohdaten zentraler Kollision-
en eingebettet und durch den TRS prozessiert. Als Ursprung der generierten Spu-
ren wurde jeweils der Kollisionsvertex des Ereignisses gew¨ ahlt in das diese Spuren
eingebettet werden sollten. Daraufhin wurden die Daten von Level-3 Clusterﬁn-
der und Level-3 Trackﬁnder rekonstruiert. W¨ ahrend diesen Schritten wird ¨ uber
die Zugeh¨ origkeit eines Clusters zu einer Monte-Carlo-Spur, und deren Parameter
Buch gef¨ uhrt. Damit kann sp¨ ater entschieden werden, ob eine Spur wiedergefun-
den wurde und wenn ja, wie sehr ihre Parameter sich von der urspr¨ unglichen Spur
unterscheiden.
Eﬃzienz
F¨ ur die Bestimmung der Eﬃzienz wurde die Anzahl wiedergefundener Spuren
durch die Anzahl eingebetteter Spuren geteilt. Eine Spur wurde als wiederge-
funden angesehen, wenn sie mindestens 23 Punkte (von maximal 45) mit der
eingebetteten Spur teilt. Dieses Kriterium sorgt daf¨ ur, dass zerbrochene Spuren
nicht doppelt gez¨ ahlt werden k¨ onnen.
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Um die Werte in Relation setzen zu k¨ onnen, wurde mit denselben Daten und
denselben Bedingungen die Eﬃzienzwerte f¨ ur die STAR-Oﬄine-Rekonstruktion-
software bestimmt.
In Abbildung 4.18 sind die so bestimmten Werte f¨ ur die Eﬃzienz in Abh¨ angigkeit
des transversalen Impulses der eingebetteten Spuren dargestellt. Dort werden die
Eﬃzienzwerte f¨ ur zwei unterschiedliche Datens¨ atze angegeben. Die Werte, die mit
|zVertex| < 200 cm bezeichnet sind, beinhalten alle Ereignisse, d.h. die z-Vertex
Verteilung ist sehr breit19. Wenn eine Spur die zentrale Membran durchquert,
hinterl¨ asst sie Cluster in verschiedenen Sektoren. Da die Spurﬁndung im Level-3-
System sektorweise geschieht, m¨ usste der GL3 zerbrochene Spuren verschiedener
Sektoren wieder zusammenzuf¨ ugen, was bisher noch nicht implementiert ist. Dies
f¨ uhrt dazu, dass bei Ereignissen mit einem |z-Vertex| > 0 immer ein Teil der
Spuren an der zentralen Membran zerbrochen werden.
Das Oﬄine-Trackingprogramm ist in der Lage, Spuren ¨ uber die zentrale Membran
hinaus zu verfolgen, ein Grund weshalb seine Eﬃzienz h¨ oher liegt als beim Level-
3-Trackﬁnder.
Da diese breite z-Vertex-Verteilung aber nur f¨ ur das Jahr 2000 gelten sollte,
wurde die Eﬃzienz f¨ ur Ereignisse mit einem |z-Vertex| < 10 cm bestimmt, um
einen Eindruck der Eﬃzienz unter realistischen Bedingungen zu bekommen.
Im Vergleich zu der Eﬃzienz von nahezu 100%, die bei der Optimierung der
Trackﬁnder-Parameter bestimmt wurde, steigt die Eﬃzienz hier nicht ¨ uber 80-
85%. Dies ist zum einen darauf zur¨ uckzuf¨ uhren, dass bei der Optimierung der Pa-
rameter immer ein z-Vertex bei 0,0 cm angenommen wurde. Zum anderen wurden
dort Akzeptanzeﬀekte ausgeschlossen: Spuren, die Sektorgrenzen kreuzen, werden
zerbrochen und potentielle Spurpunkte gehen verloren. Die Akzeptanz der TPC
betr¨ agt azimutal aufgrund der Sektorgrenzen tats¨ achlich nur 91%. Die Auswir-
kungen auf die Rekonstruktionseﬃzienz sind impulsabh¨ angig: ”gerade“ Spuren
(sehr hoher transversaler Impuls) liegen entweder auf der Sektorgrenze oder nicht,
Teilchen mit niedrigem Impuls (starke Kr¨ ummung) kreuzen die Sektorgrenzen.
Im letzteren Fall h¨ angt die Rekonstruktionseﬃzienz von der azimutalen Lage der
Spur ab.
p⊥-Auﬂ¨ osung
Die p⊥-Auﬂ¨ osung wurde im Zuge desselben Verfahrens bestimmt. Auch hier wur-
de verlangt, dass eine Spur mit mindestens 23 Punkten wiedergefunden wird.
F¨ ur die Bestimmung des transversalen Impulses einer Spur wird ein Kreis an
19Zu der Zeit dieser Untersuchung standen nur Daten des Jahres 2000 zur Verf¨ ugung, die sich
durch eine sehr breite z-Vertex Verteilung auszeichnen (vgl. Kap.2.2).
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Abbildung 4.19.: p⊥-Auﬂ¨ osung (RMS) in Abh¨ angigkeit des transversalen Impul-
ses. Oﬀene Symbole zeigen die Auﬂ¨ osung bei Anpassung ohne
Vertex, gef¨ ullte Symbole bei Kenntnis des Kollsionsvertex.
die Punkte der Spur angepasst. Bei bekanntem Ursprung (z.B. Kollisionsvertex)
der Spur verbessert die Hinzunahme desselben die Genauigkeit der Anpassung,
da damit die L¨ ange der Spur im Detektor um fast 50%20 erh¨ oht wird. Bei der
STAR-Oﬄine-Datenrekonstruktion, wird in einem ersten Durchgang der Kolli-
sionsvertex bestimmt, der sp¨ ater zur Anpassung von prim¨ aren Spuren hinzuge-
nommen wird. Die Bestimmung des Kollisionsvertex beruht auf einem iterativen
Verfahren, welches relativ viel Zeit ben¨ otigt, um eine entsprechende Genauigkeit
zu erreichen, weshalb dieses Verfahren f¨ ur das Level-3-System nicht durchf¨ uhr-
bar erschien. Zus¨ atzlich zu der Zeitbeschr¨ ankung kommt beim Level-3-System
die Parallelisierung des Spurﬁndungsprozesses erschwerend dazu: alle Spuren ei-
nes Ereignisses sind erst auf dem GL3 bekannt. Da die Spurﬁndung auf den SL3
verteilt ist, m¨ usste die Vertexrekonstruktion entweder auf Sektorebene stattﬁn-
den, wobei keine ausreichende Genauigkeit erreicht wird. Eine andere M¨ oglichkeit
w¨ are ein iterativer Prozess mit Datentransfers zwischen den SL3 und dem GL3,
was aus zeitlichen Gr¨ unden nicht m¨ oglich ist.
Da also eine ereignisweise Rekonstruktion des Kollisionsvertex nicht m¨ oglich er-
schien, wurde untersucht, ob eine Kenntnis der Strahlposition in der x-y-Ebene
ausreicht, um die p⊥-Auﬂ¨ osung signiﬁkant zu erh¨ ohen.
20Die Mitte der innersten Padreihe der TPC beﬁndet sich in 60 cm Entfernung vom Zentrum
der TPC, die Mitte der ¨ außersten Padreihe ist 189.2 cm vom Zentrum entfernt, womit
entlang der Mitte eines Sektors, der sensitive Bereich 129.2 cm lang ist.
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Als Erstes wurde die Verteilung des x-y-Vertex w¨ ahrend einem Run untersucht,
was zeigte, dass die maximale Abweichung vom Mittelwert kleiner als 1,5 mm war.
Dies liegt in der Gr¨ oßenordnung der Ortsauﬂ¨ osung der TPC, d.h. die Kenntnis
der Strahlposition w¨ urde einen vollwertigen zus¨ atzlichen Punkt auf der Spur lie-
fern. Es blieb jedoch das Problem, dass sich die Strahlposition von Run zu Run
¨ andern kann.
Es wurde vorgeschlagen die aktuelle Strahlposition mit einem iterativen Algorith-
mus mit geringer Priorit¨ at im Hintergrund laufen zu lassen, der die Strahlposition
auf dem aktuellsten Stand h¨ alt, was aber bisher nicht weiter verfolgt wurde.
Als realistischer Wert f¨ ur die Genauigkeit der Kenntnis der x-y-Vertexposition
wurde ein Wert von 3-5 mm abgesch¨ atzt. Untersuchungen mit Hilfe der Ein-
bettungsmethode und realistischen Vertexverteilungen zeigten, dass die Nutzung
eines konstanten Vertex mit einem Ortsfehler (bei der Spurﬁndung) von 5 mm
die maximale Impulsauﬂ¨ osung ergibt21. Bei dieser Wahl, ist die Impulsauﬂ¨ osung
gegen¨ uber Schwankungen der tats¨ achlichen Vertexposition von ±2 mm unemp-
ﬁndlich.
In Abbildung 4.19 sind die Ergebnisse der Untersuchungen zur p⊥-Auﬂ¨ osung zu-
sammengefasst. Der große Einﬂuss einer bekannten Vertexposition (gef¨ ullte Sym-
bole) ist deutlich zu sehen. Bei bekannter Vertexposition ist die Impulsauﬂ¨ osung
des Level-3-Trackerﬁnder 10-15% schlechter, als die der STAR-Oﬄine-Rekon-
struktionskette. Bei unbekanntem Vertex, ist der Unterschied zwischen Level-3
und Oﬄine-Rekonstruktion gr¨ oßer, was eventuell auf die im Durchschnitt l¨ ange-
ren rekonstruierten Spuren im Fall der Oﬄine-Rekonstruktion zur¨ uckzuf¨ uhren
ist.
F¨ ur die Datennahme im Jahr 2001 wurde die Strahlposition nicht als Vertexinfor-
mation genutzt, da sie lange nicht sehr genau bekannt war, und damit Bedenken
bestanden den Impuls aller Spuren zu verf¨ alschen.
Ein weiterer Aspekt der Impulsauﬂ¨ osungsbestimmung ist die Tatsache, dass hier-
zu nur Daten bei halbem Magnetfeld zur Verf¨ ugung standen. Da die Kr¨ ummung
einer Spur bei vollem Feld doppelt so groß ist und damit einer Spur des hal-
ben Impulses bei halbem Feld entspricht, k¨ onnte man annehmen, dass sich die
Impulsauﬂ¨ osung dementsprechend verbessert. Dazu kommt noch eine geringere
Diﬀusion der Elektronenwolken bei der Drift, sodass die Ortsfehler der Cluster
geringer werden. F¨ ur die Oﬄine-Rekonstruktion wurde die Impulsauﬂ¨ osung bei
vollem Magnetfeld bestimmt, mit dem Ergebnis, dass sie im Vergleich zur Im-
pulsauﬂ¨ osung bei halbem Feld etwas weniger als die H¨ alfte betr¨ agt, also eine
Verbesserung um mehr als einen Faktor zwei [Kla02].
21Bei der Annahme von kleinerern Fehlern, wird die Impulsauﬂ¨ osung schlechter, da der Vertex
im Vergleich zu den anderen Punkten zu stark gewichtet wird.
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Bemerkungen zur p⊥-Auﬂ¨ osung und Eﬃzienz
Es ist faktisch unm¨ oglich absolute Werte f¨ ur Eﬃzienz und p⊥-Auﬂ¨ osung anzu-
geben. Beide Gr¨ oßen h¨ angen stark von den Bedingungen ab, unter denen sie
bestimmt werden. Die Eﬃzienz steigt, wenn man weniger als 23 Punkte zwischen
engebetteter und rekonstruierter Spur verlangt und sinkt wenn mehr Punkte ver-
langt werden. Genauso sinkt die p⊥-Auﬂ¨ osung, wenn nur sehr wenige gemeinsame
Punkte verlangt werden, da dann mehr falsch gefundene Spuren zu ihrer Bestim-
mung herangezogen werden. Spuren, die 45 Punkte mit den generierten Spuren
gemein haben, besitzen eine sehr gute p⊥-Auﬂ¨ osung, kommen aber selten vor. Es
ist also die Frage welche Werte man sinnvollerweise angibt. Die Bedingung von
mindestens 23 gemeinsamen Punkten schien insofern vern¨ unftig, da die Erfahrung
zeigte, dass Spuren ab einer L¨ ange von 15-20 Punkten eine gute Representation
der urspr¨ unglichen Spur darstellen.
Schlußendlich ist die Eﬃzienz, mit der ein Algorithmus eine physikalische Signa-
tur erkennen kann ausschlaggebend. In diese Eﬃzienz wird in der Regel auch
die Impulsauﬂ¨ osung in unterschiedlich starkem Maß eingehen, weshalb mit all-
gemeinen Werten bez¨ uglich der Eﬃzienz keine Aussage ¨ uber einen bestimmten
Algorithmus gemacht werden kann.
Da die Kenntnis der Eﬃzienz bei jeder quantitativen Messung bekannt sein muss,
muss diese f¨ ur jeden Algorithmus getrennt bestimmt werden.
Die Werte die oben angegeben sind, sollen lediglich die Qualit¨ at der Level-3 Re-
konstruktion in Verh¨ altnis setzen, um einsch¨ atzen zu k¨ onnen, was grunds¨ atzlich
m¨ oglich ist und was nicht.
4.10.6. Korrekturen
Es gibt Eﬀekte in der TPC, welche die Ortsbestimmung der Cluster verf¨ alschen.
Diese ”Verzerrungen“ wirken sich negativ auf die Eﬃzienz der Spurrekonstruktion
aus, wenn Spuren aufgrund verschobener Cluster zerbrochen werden. Auch die
Impulsrekonstruktion wird durch systematisch verschobene Cluster beintr¨ achtigt.
Die bekannten Verzerrungen sind im einzelnen:
￿ E×B-Verzerrungen:
Diese treten auf, wenn die Feldlinien des Driftfeldes (E-Feld) nicht paral-
lel zu denen des Magnetfeldes (B-Feld) verlaufen. Dieser Eﬀekt entsteht
aufgrund lokaler Inhomogenit¨ aten der Felder.
￿ Padreihe 13:
Eine Spalte im Feldk¨ aﬁg zwischen innerem und ¨ außerem Sektor (zwischen
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Padreihe 13 und 14) verzerrt das Driftfeld auf eine Weise, dass driftende
Elektronen in diesem Bereich in diese Spalte gezogen werden.
￿ Verschiebung:
Die TPC ist als Ganzes relativ zur Achse des Magnetfeldes etwas verscho-
ben, sodass eine globale E×B-Verzerrung resultiert.
￿ Verdrehung:
Die beiden Endkappen der TPC sind leicht gegeneinander verdreht, wo-
durch die TPC-H¨ alften nicht mehr spiegelsymmetrisch zur zentralen Mem-
bran sind.
￿ Mißplazierung der zentralen Membran:
Die zentrale Membran ist relativ zu den Endkappen leicht gekippt, sodass
in ihrer N¨ ahe das Driftfeld nicht mehr homogen ist.
Die erste Herangehensweise an die Korrekturen in STAR war diese einzeln zu
berechnen, was pro Cluster ca. 1 ms auf einem Rechner der STAR Analyse-Farm
brauchte [Tho01]. Bei einer Anzahl von ¨ uber 100000 Cluster bei einem zentralen
Ereignis dauert dies also 100 s, selbst bei einer Parallelisierung wie beim Level-3
Trackﬁnder-Computercluster w¨ urde dies zu lange dauern.
Die Transformationsroutine im Trackﬁnder-Programm, welche die ¨ Ubersetzung
der nat¨ urlichen TPC-Koordinaten (Sektor, Padreihe, Pad, Timebin) in kartesi-
sche Koordinaten vornimmt, wurde deshalb als Look-Up-Table implementiert,
der die korrigierten Koordinaten implizit enth¨ alt.
Die Granularit¨ at dieses Look-Up-Tables betr¨ agt 16 Pads und 16 Timebins,d .h .
auf einem Gitter im Pad-Timebin-Raum, der Seitenl¨ ange 16, sind exakte Koordi-
naten gespeichert. F¨ ur Werte zwischen diesen Punkten wird linear extrapoliert.
Mit dieser Granularit¨ at betr¨ agt die Gr¨ oße des Look-Up-Tables im Arbeitsspei-
cher 4 MB [Die02].
Auf diese Art und Weise betr¨ agt der Zeitaufwand pro Cluster < 1µs, bei zentra-
len Ereignissen betr¨ agt damit der Zeitaufwand f¨ ur das Einlesen der Daten pro
Sektor weniger als 10 ms.
4.11. Analyse- und Trigger-Umgebung
Die Analyse- und Trigger-Umgebung ist der Prozess, der auf dem GL3 die Trig-
gerentscheidung f¨ allt. Dazu sind zun¨ achst Daten erforderlich, auf denen die Ent-
scheidung beruhen soll: die Spurdaten der verschiedenen TPC-Sektoren, Daten
der Triggerdetektoren, und im Prinzip aller Detektoren, die ihre Daten schnell
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genug mit einer gewissen Aussagekraft zur Verf¨ ugung stellen k¨ onnen22
Diese Daten stehen einem ”Algorithmus“ zur Verf¨ ugung, der nach bestimmten
Informationen in den Daten sucht. Diese Analyse kann trivial sein, wie z.B. die
Entscheidung, ob ein Teilchen mit einem Impuls von mehr als 5 GeV/c, in dem
Ereignis gemessen wurde, was ein einfaches Durchsuchen der Spurliste bedeutet.
Ein Beispiel einer komplizierterer Analyse, stellt die Rekonstruktion von Zerf¨ allen
dar. Dies kann die Berechnung der invarianten Masse eines Teilchens, als Aus-
wahlkriterium, beinhalten (s. Kap. 5).
Ein Algorithmus kann zus¨ atzlich zu seiner Triggerentscheidung auch Daten pro-
duzieren, die sp¨ ater die Analyse der getriggerten Daten vereinfacht.
Die Algorithmen sind in einer Infrastruktur eingebettet, die ihnen die Daten zur
Verf¨ ugung stellen, die Entscheidungen weiterleitet und aus eventuell mehreren
gleichzeitig laufenden Algorithmen und deren Entscheidungen eine globale Ent-
scheidung (samt Begr¨ undung) erstellt.
Ein wichtiger Aspekt der Messung seltener Prozesse ist die Bestimmung des ent-
sprechenden Wirkungsquerschnittes, was bedeutet, dass eine genaue Buchf¨ uhrung
¨ uber getriggerte und verworfene Ereignisse stattﬁnden muss. Dies geschieht ¨ uber
Z¨ ahler (s. Kap. 4.11.4).
4.11.1. Daten
Die Daten sind die Grundlage, auf der ein Algorithmus seine Entscheidung triﬀt.
Da die verschiedenen Subdetektoren des STAR-Detektors komplement¨ are Infor-
mationen liefern, w¨ are es w¨ unschenswert, m¨ oglichst alle Daten aller Detektoren
in die Level-3-Analyse miteinzubeziehen. Das w¨ are zwar m¨ oglich, aber bei einigen
Detektoren ist es aus technischen Gr¨ unden (Architektur der Datenverarbeitung)
nicht m¨ oglich, bei anderen ist der Kosten-Nutzen-Faktor nicht angemessen.
Im Jahr 2000 standen dem Level-3 System die Spurdaten der TPC und die Daten
der Triggerdetektoren zur Verf¨ ugung, im Jahr 2001 kamen noch Clusterdaten der
FTPC und des SVT23 hinzu. Diese Clusterdaten waren jedoch in erster Linie
als Mittel zur Qualit¨ atskontrolle dieser (neuen) Detektoren gedacht. Hier sollen
nur die Spurdaten der TPC und die Triggerdaten besprochen werden, auf die
Integration weiterer Detektoren in das Level-3-System wird in Abschnitt 4.16
eingegangen. Die
22Das EMC gibt ¨ uber den ADC Wert in einem seiner T¨ urme eine relativ direkte Energiemes-
sung, w¨ ahrend z.B. f¨ ur den RICH erst eine Analyse der Daten erforderlich w¨ urde, um f¨ ur
Level-3 n¨ utzlich zu sein.
23Der SVT hatte im Jahr 2001 Probleme mit starkem Rauschen, weshalb die Daten nutzlos
erschienen und nicht ans Level-3-System geleitet wurden, obwohl die technische M¨ oglichkeit
gegeben war.
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TPC-Daten:
Die Daten der TPC werden von den Supersektoren, d.h. zw¨ olf Datenproduzen-
ten an einen GL3 geliefert. Da Daten immer als eigenst¨ andige Pakete verschickt
werden, stehen die Spurdaten zun¨ achst als zw¨ olf getrennte Beitr¨ age im Speicher
des GL3 bereit.
Um den Zugriﬀ zu vereinfachen werden die Spurdaten der Sektoren in eine zusam-
menh¨ angende Liste kopiert und dabei durchnummeriert. Die Daten einer Spur
k¨ onnen dann ¨ uber ihre Nummer, als Index in diese Liste, direkt angesprochen
werden.
Die Daten einer Spur beinhalten folgende Informationen:
￿ q:
Ladung des Teilchens. Diese nimmt die Werte -1 oder 1 an. Teilchen mit
h¨ oherer Ladung werden nicht als solche identiﬁziert.
￿ p⊥:
transversaler Impuls.
￿ χ2:
Reduziertes χ2, der Anpassung des Impulses in der x-y-Ebene und der s-z-
Ebene.
￿ innerMostRow:
Nummer der Padreihe, auf der sich das innerste Cluster dieser Spur beﬁn-
det.
￿ outerMostRow:
Padreihe des ¨ außersten Clusters der Spur.
￿ nHits:
Anzahl der Cluster.
￿ ndedx:
Anzahl der Punkte die zur Berechnung des dE/dx-Wertes benutzt wurden.
￿ dedx:
dE/dx-Wert der Spur.
￿ φ0, r0:
Erster Punkt24 der Spur in Zylinderkoordinaten.
24Dieser Punkt legt die Position der Helix im Raum fest. In der Regel wird der Punkt gegeben,
der am n¨ achsten an dem Kollisionsvertex, bzw. der Strahlachse liegt (Point of Distance of
Closest Approach).
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￿ z0:
z-Koordinate des ersten Punktes.
￿ ψ:
Azimutaler Winkel des Impulses am ersten Punkt der Spur.
￿ tanλ:
Tangens des Neigungswinkels am ersten Punkt.
￿ length:
L¨ ange der Spur.
￿ dp⊥,d ψ,d z0,d t a nλ:
Fehler der jeweiligen Gr¨ oßen.
Diese Daten sind in Klassenstrukturen gespeichert, die Funktionen bereitstellen,
um Spuren zu extrapolieren, ihren Schnittpunkt mit Ebenen und den Punkt ihrer
n¨ achsten Ann¨ aherung an eine Gerade (z.B. Strahlachse) zu berechnen.
Triggerdetektor-Daten
Die Daten der Triggerdetektoren beinhalten die Daten des CTB, der ZDCs und
der MWC, wobei letzteres wegen zu hohem Rauschen nicht verwendet wurde. Die
Daten des CTB beinhalten:
￿ Die ADC-Werte der einzelnen Szintillatoren.
￿ Eventuell auf Level-0 bzw. Level-1 erstellte Summen der DSM-Module. Dies
stellt zum Beispiel die Summe von ADC-Werten in einem Quadranten des
CTB dar.
Die Daten der ZDC beinhalten:
￿ ADC-Werte der einzelnen Module.
￿ Summe der ADC-Werte jeweils einer Seite.
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Bereitstellung der Daten
Alle Daten werden in ein Objekt eingelesen und darin verwaltet. Dieses Objekt
ist eine Klasse, die in der Analyse- und Trigger-Umgebung einfach als Event be-
zeichnet wird. Algorithmen k¨ onnen ¨ uber Funktionen dieser Klasse auf die Daten
zugreifen.
4.11.2. Die Algorithmen
Funktionen
Ein Algorithmus stellt die Schnittstelle zwischen einem Benutzer und dem Level-
3-System dar. Ein Algorithmus wird als C++-Klasse implementiert, die ¨ uber eine
deﬁnierte Schnittstelle in die Analyse-und Trigger-Umgebung eingebunden wird.
Es k¨ onnen mehrere Algorithmen gleichzeitig eingesetzt werden, wobei darauf ge-
achtet werden muss, dass nicht zuviel rechenintensive Algorithmen gleichzeitig
aufgerufen werden, damit das System nicht zu langsam wird. Eine maximale An-
zahl von 20 parallel laufenden Algorithmen ist momentan technisch m¨ oglich.
Parameter:
Zun¨ achst besteht ein Algorithmus aus der Funktion, die aus den Daten eine Trig-
gerentscheidung erstellt. Das Verhalten dieser Funktion kann ¨ uber Parameter
gesteuert werden, die zu Beginn eines Runs eingegeben werden k¨ onnen. Jedem Al-
gorithmus stehen f¨ unf Integer(Ganzzahl)-Parameter und f¨ unf Fließkomma-Para-
meter zur Verf¨ ugung.
Pre- und Postscale:
Die Frequenz einer positiven Entscheidung kann herunterskaliert werden. Der
Skalierungsfaktor wird als ganzzahliger Wert angegeben, wobei z.B. 5 bedeutet,
dass jedes f¨ unfte Ereignis getriggert wird.
Bei dieser Skalierung, gibt es die M¨ oglichkeit den Aufruf eines Algorithmus zu
skalieren, d.h. ein Algorithmus wird nur jedes x-te Ereignis aufgerufen, und somit
wird die Anzahl der positiven Triggerentscheidungen statistisch um den Faktor
x reduziert. Dieser Modus wird als ”Prescale“ (Vorskalierung) bezeichnet.
Die andere M¨ oglichkeit ist, den Algorithmus bei jedem Ereignis aufzurufen, und
die Anzahl seiner Entscheidungen zu skalieren, was als ”Postscale“ (Nachskalie-
rung) bezeichnet wird.
Statistisch sollte sich bei beiden Methoden der Skalierung dieselbe Anzahl von
positiven Triggerentscheidungen ergeben. Der Vorteil der Prescale ist, dass ein
Algorithmus der relativ viel Rechenzeit ben¨ otigt, nur selten aufgerufen wird und
somit das System schneller laufen kann. Der Vorteil der Postscale ist statistisch
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begr¨ undet, da eine Prescale die Anzahl der begutachteten Ereignisse reduziert,
w¨ ahrend die Postscale die Anzahl der positiven Entscheidungen skaliert. Damit
ist die statistische Signiﬁkanz der Messung einer Rate h¨ oher, wenn man die Rate
positiver Entscheidungen eines Algorithmus per Postscale reduziert.
Die bisherigen Erfahrungen zeigten jedoch, dass das Konzept der Postscale nie
benutzt wird und verwirrend ist.
Speichern unbeeinﬂusster Ereignisse:
Es ist in aller Regel w¨ unschenswert, einen Teil der prozessierten Ereignisse auf
Band zu speichern, unabh¨ angig von einer Level-3 Triggerentscheidung. Dies ist
erforderlich um sp¨ ater die getriggerten Ereignisse mit einem entsprechenden Satz
ungetriggerter Ereignisse vergleichen zu k¨ onnen. Da Level-3 Triggerentscheidun-
gen relativ selten fallen sollten, wird sowieso in einem Modus Daten genommen,
in dem nur ein Teil der Speicherbandbreite f¨ ur Level-3 getriggerte Ereignisse re-
serviert ist. Der Rest wird mit Level-0,1,2 getriggerten Ereignissen aufgef¨ ullt25.
Dies wird durch einen spezieller Algorithmus (gl3True genannt), der bei jedem
Ereignis eine positive Triggerentscheidung liefert, mit einer entsprechenden Pres-
cale, erreicht. Wird der gl3True Algorithmus mit einer Prescale von 10 eingesetzt,
wird also jedes zehnte Ereignis auf Band geschrieben, unabh¨ angig davon ob ein
anderer Level-3 Algorithmus es getriggert h¨ atte oder nicht.
Identiﬁzierung eines Algorithmus:
Jedem Algorithmus ist eine 32-bit Zahl zugeordnet. Diese Zuordnung ist fest. Das
limitiert die m¨ ogliche Anzahl von Algorithmen auf 232, verhindert aber m¨ ogliche
Verwirrung 26.
Produzierte Daten
Jeder Algorithmus produziert eine geringe Menge an Daten, die bei jedem ge-
speicherten Ereignis mit auf Band geschreiben werden. Diese Daten beinhalten:
￿ Id:
Die Identiﬁkationsnummer des Algorithmus.
25Dies in der Realit¨ at zu erreichen ist nicht trivial. Es gab verschiedene Ans¨ atze dies zu auto-
matisieren, bisher wurde aber die entsprechende Prescale per Hand auf einen Wert gesetzt,
der der Kollisionsrate des Beschleunigers angemessen war.
26Dies klingt wie ein Witz, aber die Geschichte (vor allem der Computertechnik) bietet viele
Beispiele, bei denen eine vern¨ unftig klingende Einsch¨ atzung einer Gr¨ oße nach kurzer Zeit
absurd erschien. Wir haben dieses Problem ernsthaft diskutiert, kamen aber zu dem Schluss,
dass die Gefahr einer Aussch¨ opfung all dieser M¨ oglichkeiten w¨ ahrend der Lebenszeit unseres
Systems sehr unwahrscheinlich sei.
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￿ On:
Lief der Algorithmus bei diesem Ereignis?
￿ Accept:
Hat dieses Ereignis die vom Algorithmus gestellten Bedingungen erf¨ ullt?
(Unabh¨ angig von einer eventuellen Postscale).
￿ Build:
Wurde dieses Ereignis gebaut, weil dieser Algorithmus eine positive Ent-
scheidung getroﬀen hat?
Dieser Wert weicht von dem Accept-Wert ab, wenn eine Postscale aktiv
war, die bei diesem Ereignis daf¨ ur sorgte, dass es nicht aufgrund der po-
sitiven Entscheidung dieses Algorithmus gebaut wurde, sondern aufgrund
eines anderen Algorithmus (z.B. gl3True).
￿ nProcessed:
Laufende Zahl der von diesem Algorithmus untersuchten Ereignisse.
￿ nAccept:
Laufende Zahl der untersuchten Ereignisse, welche die vom Algorithmus
gestellte Beding erf¨ ullten.
￿ nBuild:
Laufende Zahl der Ereignisse, die aufgrund dieses Algorithmus gebaut wur-
den.
￿ Ergebnis:
Jeder Algorithmus kann zehn 32-Bit Fließkommazahlen mit Informationen
f¨ ullen. Es w¨ are z.B. denkbar, dass ein Algorithmus der nach 4He sucht
(vgl. Kap. 5), den Impuls und dE/dx-Wert einer Kandidatenspur speichert,
damit diese Werte sp¨ ater mit dem Ergebnis einer Oﬄine-Analyse verglichen
werden k¨ onnen.
Implementation
Die Grundstruktur der Algorithmen wurden von Thomas Dietel implementiert.
Das Grundger¨ ust eines Algorithmus ist ¨ uber eine Base-Klasse deﬁniert. Sie gibt
zum einen alle n¨ otigen Funktionen vor, die von einem Algorithmus bereitgestellt
werden m¨ ussen. Zum anderen verbirgt diese Base-Klasse einige Dinge wie Z¨ ahler
(die jeder Algorithmus korrekt f¨ uhren muss) vor dem Benutzer.
Ein Benutzer-Algorithmus muss als Klasse implementiert sein, welche von der
Algorithmus-Base-Klasse erbt. Eine Algorithmus-Klasse muss folgende Funktio-
nen deﬁnieren:
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￿ decide():
Diese Funktion beinhaltet den eigentlichen Algorithmus, der die Triggerent-
scheidung produziert. Diese Funktion gibt als R¨ uckgabewert die Triggerent-
scheidung, 0 bzw. 1.
￿ getAlgorithmID():
Diese Funktion gibt die Algorithmus-Identiﬁkationsnummer zur¨ uck.
￿ getAlgorithmName():
Dies gibt den Namen eines Algorithmus wieder, dieser ist zur Identiﬁkation
f¨ ur Menschen gedacht und sollte dementsprechend tats¨ achlich ein Name
sein.
Diese Funktionen die durch die Base-Klasse vorgegeben sind optional:
￿ init():
Diese Funktion wird aufgerufen, wenn ein Algorithmus neu eingesetzt wird,
was immer zu Beginn eines Runs geschieht. Diese Funktion kann genutzt
werden, um Variablen auf Anfangswerte zu setzen.
￿ setParameters():
Damit sind eventuell vorhandene Parameter, die vom Benutzer ¨ uber die Run
Control eingegeben werden, dem Algorithmus zug¨ anglich. Damit werden
also interne Variablen gef¨ ullt.
￿ registerHistos():
Damit werden Histogramme, die ein Algorithmus benutzen kann, nach der
Deﬁnition derselben registriert. Diese Funktion muss aufgerufen werden,
wenn ein Algorithmus Histogramme verwenden will.
Weitere Funktionen sind in der Base-Klasse implementiert, sind aber nicht direkt
dem Benutzer zug¨ anglich, sondern dienen als Schnittstelle der Algorithmen nach
außen:
￿ process():
Ruft implizit die benutzerdeﬁnierte decide()-Funktion auf, sofern keine Pre-
scale dies verbietet. Hier werden auch die Z¨ ahler des Algorithmus inkremen-
tiert.
Der R¨ uckgabewert ist 0 wenn die decide()-Funktion den R¨ uckgabewert 0
hatte, oder eine von 0 verschiedene Zahl, die die Priorit¨ at einer Entschei-
dung angibt. Letzteres ist gedacht, um einer weiteren Instanz die M¨ oglich-
keit zu geben, Level-3 Trigger-Entscheidungen zu revidieren. Insbesondere
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f¨ ur eine automatische Einstellung der Prescale zur optimalen S¨ attigung der
Speicherbandbreite speilt dies eine Rolle.
￿ setScaling():
Wird zu Beginn eines Runs aufgerufen, um dem Algorithmus die Werte f¨ ur
Pre- und Postscale mitzuteilen.
￿ ﬁllSummary():
Wird am Ende eines zu speichernden Ereignisses aufgerufen, sodass die
Daten der Algorithmen in Strukturen gef¨ ullt werden, die gespeichert werden
k¨ onnen.
￿ showConﬁguration():
Wird bei der Konﬁguration der Algorithmen aufgerufen und schreibt die
Parameter in das GL3-Logﬁle. Ein Benutzer kann somit direkt kontrollieren,
ob die richtigen Parameter ¨ ubermittelt wurden.
￿ resetCounters():
Wird von init() aufgerufen, und initialisiert die Z¨ ahler zu Beginn eines
Runs.
In Anhang A ist als Beispiel des einfachsten m¨ oglichen Algorithmus der Quellcode
des gl3True Algorithmus aufgelistet.
4.11.3. Infrastruktur
Mit Infrastruktur ist hier der Teil des Programms gemeint, der alles erledigt was
nicht direkt innerhalb eines Algorithmus abgearbeitet wird. Dazu geh¨ oren die
folgenden Aufgaben:
￿ Konﬁguration der Algorithmen:
Zu Beginn eines Runs wird ¨ uber eine Konﬁgurationsdatei eingelesen, wel-
che Algorithmen, mit welchen Parametern und Pre-Postscales eingesetzt
werden sollen. Es wird eine List aller aktuellen Algorithmen erstellt, da-
mit diese ¨ uber Zeiger angesprochen werden k¨ onnen. Danach werden den
Algorithmen ihre jeweiligen Parameter mitgeteilt.
￿ Formatieren der Daten:
Dazu geh¨ ort das oben beschriebene Umkopieren der Spurdaten und Ordnen
der Triggerdetektor-Daten bevor ein Ereignis bearbeitet wird.
Dies geschieht unmittelbar bevor die Algorithmen aufgerufen werden.
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￿ Aufruf der Algorithmen:
Die Algorithmen werden der Reihe nach aufgerufen, indem bei jedem Al-
gorithmus die process()-Funktion aufgerufen wird. Der R¨ uckgabewert der
Algorithmen, der die Entscheidung darstellt, wird gespeichert.
￿ Erstellen einer globalen Triggerentscheidung:
Nachdem alle Algorithmen ihre Analyse beendet haben, wird eine globale
Triggerentscheidung erstellt, indem die Entscheidungen der verschiedenen
Algorithmen mit einem ODER verkn¨ upft werden. Die Entscheidungen der
einzelnen Algorithmen werden als Bitmaske gespeichert. Zusammen mit
einer Bitmaske, die angibt welche Algorithmen bei diesem Ereignis aktiv
waren, wird diese an den GL3 weitergegeben, der diese an den GB weiter-
leitet.
￿ F¨ ullen der Algorithmus-Daten:
Nachdem eine Entscheidung getroﬀen wurde, werden die Daten der Algo-
rithmen in eine Struktur gef¨ ullt, die an den GL3 weitergereicht wird. Der
schickt diese beim Bau eines Ereignisses an den Event Builder.
￿ F¨ uhren globaler Z¨ ahler:
Es werden globale Z¨ ahler gef¨ uhrt, die z¨ ahlen, wieviele Ereignisse insgesamt
in einem Run prozessiert wurden, wieviele Ereignisse positive/negative Trig-
gerentscheidungen hervorriefen und wie viele Ereignisse nicht bearbeitet
werden konnten, weil ein Fehler auftrat27.
Dieser Teil des Programms wurde von Pablo Yepes und Thomas Dietel imple-
mentiert.
4.11.4. Z¨ ahler
Ein genaues F¨ uhren von Z¨ ahlern ist notwendig, um bei der sp¨ ateren Datenana-
lyse, Raten gemessener Gr¨ oßen ins Verh¨ altnis zur Luminosit¨ at setzen zu k¨ onnen.
Daraus l¨ asst sich dann bei bekannter absoluter Luminosit¨ at der Wirkungsquer-
schnitt bestimmen. Nat¨ urlich muss auf jeder Ebene der Datenverarbeitung, auf
der Ereignisse verworfen werden k¨ onnen, also auf allen Triggerebenen, eine ge-
naue Buchf¨ uhrung stattﬁnden.
Im Level-3-System kann man zwischen globalen Z¨ ahlern und den Z¨ ahlern der
einzelnen Algorithmen unterscheiden.
27Die passiert in der Regel nur wenn Daten fehlerhaft produziert wurden, sodass sie falsche
Zeiger enthalten.
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Globale Z¨ ahler
Es gibt zwei globale Z¨ ahler die auf den GL3 gef¨ uhrt werden:
￿ nProcessed:
Zun¨ achst wird die Anzahl der Ereignisse, die das System passieren gez¨ ahlt.
Das entspricht der Anzahl der Ereignisse, die den Level-0,1,2-Trigger passie-
ren und das DAQ-System erreichen. Dies dient als Referenz f¨ ur die folgenden
Z¨ ahler.
￿ nReconstructed:
Dies entspricht der Anzahl der Ereignisse, die vollst¨ andig rekonstruiert und
analysiert wurden. Die Diﬀerenz zu den ”prozessierten“ Ereignissen er-
gibt sich aus Ereignissen, bei deren Rekonstruktion oder Analyse Fehler
auftraten, oder die aufgrund eines anderen Fehlers im DAQ-System nicht
vollst¨ andig das Level-3-System erreichten. Die Anzahl der ”verungl¨ uckten“
Ereignisse ist in der Regel so gering, dass ein Fehler im Wirkungsquerschnitt
aufgrund derer Nichtbeachtung vernachl¨ assigbar w¨ are. Dies kann aber mit
diesem Z¨ ahler kontrolliert und quantiﬁziert werden.
Algorithmen-Z¨ ahler
Jeder Algorithmus f¨ uhrt drei Z¨ ahler, die seine Aktionen dokumentieren:
￿ nProcessed:
Dieser Z¨ ahler z¨ ahlt alle Ereignisse, die ein Algorithmus bearbeitet hat. Die
Diﬀerenz zwischen dieser Zahl und dem globalen nReconstructed ergibt die
Prescale eines Algorithmus.
￿ nAccept:
Dies ist die Zahl der Ereignisse, die die Bedingungen eines Algorithmus
erf¨ ullt haben. Wenn der Algorithmus eine Postscale von 1 hat, ist diese
Zahl gleich der Zahl, der von diesem Algorithmus getriggerten Ereignisse.
￿ nBuild:
Diese Zahl gibt die Anzahl der Ereignisse an, die aufgrund einer positi-
ven Entscheidung dieses Algorithmus, gespeichert wurden. Die Diﬀerenz zu
nAccept desselben Algorithmus gibt die Postscale an.
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Auswertung der Z¨ ahler
Die Auswertung der Z¨ ahler birgt das Problem, dass es mehrere Instanzen des GL3
geben kann. Damit werden dieselben Z¨ ahler an verschiedenen Orten gef¨ uhrt und
m¨ ussen sp¨ ater addiert werden, damit man das gesamte Ensemble von Ereignissen
erfasst. Ein Synchronisieren der verschiedenen Z¨ ahler w¨ ahrend des Runs wurde
diskutiert, da dies aber ein große Menge zus¨ atzlicher Nachrichten zwischen den
GL3 bedeutet h¨ atte, wurde ein anderer Weg gew¨ ahlt.
Bei der Produktion der Rohdaten werden die Z¨ ahler aller GL3-Instanzen addiert
und zentral gespeichert, so hat man bei der sp¨ ateren Auswertung der Daten ein-
fachen Zugriﬀ auf die Z¨ ahler, welche auf der Gesamtheit der Ereignisse basieren.
4.12. Prozessoren
Die Wahl der Prozessoren wurde zun¨ achst durch die Anforderungen bestimmt,
die im Level-3-Proposal [Ber98b] gestellt wurden. Um eine Rate von 100 Ereignis-
sen/s bearbeiten zu k¨ onnen, wurde eine maximale Bearbeitungszeit pro Ereignis
von unter 100 ms vorgegeben. Dies setzt ein Anzahl von 12 Prozessoren zur
Spurrekonstruktion pro Sektor voraus. Diese k¨ onnten parallel auf den maximal
12 Ereignissen im Ereignispuﬀer der Mezzaninekarten arbeiten.
Im Fr¨ uhjahr 1999, als die Entscheidung f¨ ur einen Prozessortyp fallen mußte, stan-
den als Alternativen Intel Pentium-Prozessoren und Compaq Alpha-Prozessoren
zur Verf¨ ugung. Der schnellste Pentium-Prozessor zu dieser Zeit war der Penti-
um III mit 450 MHz Taktfrequenz, w¨ ahrend der Alpha Prozessor (Typ 21264)
mit 500 MHz Taktfrequenz verf¨ ugbar war. In Abbildung 4.20 ist die Spurﬁn-
dungszeit pro Sektor eines simulierten Ereignisses, mit 400 Spuren pro Sektor,
f¨ ur verschiedene Prozessoren gezeigt. Ein Alpha Prozessor mit 500 MHz ben¨ otigte
ca. 88 ms um einen Sektor mit 400 Spuren zu bearbeiten, w¨ ahrend ein 450 MHz
Pentium ca. 135 ms ben¨ otigte.
Da somit nur der Alpha-Prozessor die gestellten Anforderungen erf¨ ullte, ﬁel die
Entscheidung, Alpha-Prozessoren zu verwenden.
Die gr¨ oßere Schnelligkeit des Alpha Prozessors im Vergleich zum Pentium Prozes-
sor bei gleicher Taktrate ist durch die unterschiedliche Architektur zu erkl¨ aren.
Der Alpha Prozessor ist ein 64-Bit Prozessor, bei einem Taktzyklus verarbeitet er
ein 64-Bit breites Datenwort, w¨ ahrend der Pentium ein 32-Bit Prozessor ist. Bei
den Vorl¨ aufern des Alpha 21264 Prozessors wurde die Schnelligkeit in erster Linie
durch eine hohe Taktfrequenz erreicht. Zus¨ atzlich wurden beim Alpha 21264 Pro-
zessor noch einige ”intelligente“ Details implementiert, z.B. eine pr¨ azise Sprung-
vorhersage, Out-of-order-execution, erstmalige Implementation von mathemati-
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Abbildung 4.20.: Spurﬁndungszeit pro Sektor f¨ ur verschiedene Prozessoren (Si-
mulation mit 400 Spuren pro Sektor)
schen Funktionen (z.B. Quadratwurzel) in Hardware, 2-4 MB Level-2 Cache, und
einer sehr hohen Speicherbandbreite von 1,3 GB/s bis zu 5,6 GB/s28.
Im Level-3 System werden im vorl¨ auﬁgen Endausbau 36 Compaq DS-10 Server
mit 466 MHz Alpha-Prozessoren und 12 DS-10L Server mit 617 MHz Alpha-
Prozessoren als SL3 eingesetzt. Als GL3 kommen eine Compaq XP1000 Work-
station mit 500 MHz Alpha-Prozessor, ein 600 MHz Pentium Server und ein 800
MHz Dual-Pentium Server zum Einsatz. Der L3EVP ist ein DS-10 (466 MHz)
Server.
4.13. Netzwerk
Die beiden wichtigen Eckdaten eines Netzwerktyps sind die Bandbreite und die
Latenzzeit.
Die Bandbreite gibt an, wieviel Daten pro Zeiteinheit transportiert werden und ist
in der Regel von der Frequenz (bei seriellen Verbindungen die einzige Gr¨ oße) und
der Busbreite (bei parallelen Verbindungen) einer Netzwerkverbindung abh¨ angig.
Das verwendete Protokoll hat auch Einﬂuss auf die Bandbreite, falls dies in seiner
28Spitzenwerte, abh¨ angig von der Konﬁguration des Speicherinterfaces.
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Datenmenge nicht vernachl¨ assigbar gegen¨ uber der Menge der transportierten Da-
ten ist. Wenn das Protokoll mit Rechenaufwand auf Sender und/oder Empf¨ anger-
seite verbunden ist (z.B. bei Berechnung der Parit¨ at) kann eine zu langsame CPU
auch die Bandbreite bremsen.
Die Latenzzeit gibt die Zeit an, die zwischen Senden und Empfang einer Nachricht
vergeht. Die Latenzzeit h¨ angt vor allem davon ab, wie schnell eine Nachricht von
einer Netzwerkkarte verarbeitet wird und wie schnell das Betriebssystem eines
empfangenden Knotens auf einen Interrupt der Netzwerkkarte reagieren kann.
4.13.1. Anforderungen
Im DAQ-System von STAR werden große Datenmengen verarbeitet (vgl. Kap.
3.3), die mit 6-10 MB pro Ereignis und einer Ereignisrate von bis zu 100 Hz,
Datenraten bis zu 1 GB/s erreichen.
Hohe Datenraten im DAQ-System fallen beim Bau eines Ereignises, beim Transfer
der Clusterdaten zu den SL3-CPUs und beim Transfer der Spurdaten von den
SL3 zu einer GL3-CPU an.
Bandbreite
Die ben¨ otigten Bandbreiten betragen:
￿ Bauen von Ereignissen:
Beim Bau von Ereignissen ist die Rate durch die allokierte Speicherrate
nach RCF auf 30 MB/s limitiert, dies gibt die Bandbreitenanforderung an.
￿ Transfer von Clusterdaten:
Bei einer durschnittlichen Gr¨ oße der Clusterdaten zentraler Ereignisse von
ca. 2 MB f¨ ur die gesamte TPC und einer Verteilung dieser Menge auf 12
Supersektoren, die diese Daten parallel an 12 SL3-CPUs liefern, ergibt sich
pro Ereignis eine Datenmenge von 150-200 kB. Bei einer maximalen Rate
von 100 Hz erg¨ abe dies also eine durschnittlich erforderliche Bandbreite von
15-20 MB/s.
￿ Transfer von Spurdaten:
Beim Transfer von Spurdaten fallen ca. 0,5 MB pro zentraler Kollision an.
Bei einer Rate von 100 Hz w¨ aren dies 50 MB/s, die an einen GL3 geschickt
w¨ urden. Da mehrere GL3 eingesetzt werden ist die Rate pro GL3 aber
geringer.
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Die Bandbreitenanforderung liegen also in der Gr¨ oßenordnung von 20-50 MB/s.
Betrachtet man die Zeit, die der Transfer dieser Datenmengen kostet, ben¨ otigen
die 0,5 MB Spurdaten bei einer Netzwerkbandbreite von 100 MB/s 5 ms. Dies
ist ein nicht zu vernachl¨ assigender Anteil, der zur Verf¨ ugung stehenden Bear-
beitungszeit eines Ereignisses. Es gibt verschiedene schnelle Netzwerke auf dem
Markt, deren Bandbreite bisher durch die Bandbreite des PCI-Busses der verbun-
denen Rechner limitiert war29, sodass je nach PCI-Implementation Bandbreiten
in der Gr¨ oßenordnung 60-120 MB/s erreicht werden k¨ onnen.
Latenzzeit
Die Latenzzeit ist vor allem f¨ ur Nachrichten bestimmend, die aufgrund ihrer gerin-
gen Gr¨ oße nicht durch die Bandbreite limitiert sind. Das STAR-DAQ-System ist
nicht auf eine sehr pr¨ azise Synchronisation angewiesen, da s¨ amtliche Nachrich-
ten und Datentransfers in ein Protokoll eingebunden sind, welches den Ablauf
kontrolliert. Deshalb gibt es keine absolut zwingenden Anforderungen an eine
maximale Latenzzeit des Netzwerks, es wurde jedoch eine Obergrenze von 100 µs
gesetzt [Lev99], die in jedem Fall noch eine eﬃziente Kommunikation erm¨ oglichen
w¨ urde.
4.13.2. Myrinet
Myrinet ist ein Netzwerk, dass eine Bandbreite von 1.28 GBit/s30 im Netzwerk
zur Verf¨ ugung stellt. Dies entspricht theoretisch 160 MB/s, was durch die be-
schr¨ ankte Bandbreite der PCI-Busse in Empf¨ anger und Sender limitiert ist.
Die Verbindung l¨ auft ¨ uber 8-Bit breite, diﬀerenzielle Kabel, die in zwei verschiede-
nen Konﬁgurationen verf¨ ugbar sind: SAN-Kabel, mit kleinerer Steckerbaugr¨ oße,
ohne Abschirmung und einer maximalen L¨ ange von 3 m (10 ft), zum Einsatz
innerhalb von Elektronikschr¨ anken, und die LAN-Kabel mit Abschirmung, mit
bis zu 10.5 m (35 ft) L¨ ange31.
Die Netzwerktopologie ist switch-basiert, dies bedeutet unter anderem, dass eine
Planung und Erweiterung eines Netzwerks einfach durchzuf¨ uhren ist.
29Die Entwicklung des PCI Busses ist in den letzten Jahren schnell vorangetrieben worden.
W¨ ahrend die urspr¨ ungliche Implementation mit 32-Bit Breite und 33 MHz Frequenz, mit
einer theoretisch maximalen Bandbreite von 132 MB/s meist nur auf 60-70 MB/s kam, kann
inzwischen mit 64-Bit, 66 MHz PCI Bussen bis zu 200 MB/s transportiert werden.
30 Mittlerweile gibt es eine neuere Version von Myrinet (Myrinet2000), die eine maximale
Bandbreite von 2 GBit/s zur Verf¨ ugung [Myr02] stellt, dies wird aber bisher nicht in STAR
eingesetzt.
31Myrinet2000 erm¨ oglicht mit seriellen, optischen Verbindungen eine Kabell¨ ange von bis zu
200 m.
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Abbildung 4.21.: Myrinet Bandbreite bei verschiedenen Paketgr¨ oßen.
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Abbildung 4.22.: Myrinet Latenzzeit bei verschiedenen Paketgr¨ oßen.
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Die Netzwerkkarten beinhalten eine RISC-CPU, welche die Kommunikation steu-
ert und Datentransfers zwischen Karte und Arbeitsspeicher ¨ uber DMA32-Zugriﬀe
vollzieht. Zum einen erm¨ oglicht dies, einen Datentransfer mit minimaler Wirts-
rechner-CPU-Belastung f¨ ur Sender und Empf¨ anger, zum anderen erm¨ oglicht die
RISC-CPU auf der Netzwerkkarte eine Flußkontrolle, Fehlerkorrektur und eine
Lebenskontrolle der Verbindung.
Die Latenzzeit zwischen Netzwerkkarten ist sehr gering (im Bereich von 1 µs),
auch bei Durchquerung eines Switch. Dazu kommen Latenzzeit-Beitr¨ age der Ver-
arbeitung auf der Karte und des Datentransfers im Wirtsrechner, sodass sich eine
Latenzzeit im Bereich von 10-30 µs ergibt. Diese Zeiten sind in erster Linie von
der Schnelligkeit der RISC-CPU und der Qualit¨ at der PCI-Implementation auf
dem Wirtsrechner abh¨ angig.
In Abbildung 4.22 sind gemessene Bandbreiten und Latenzzeiten auf zwei un-
terschiedlichen Konﬁgurationen gezeigt. Die Werte f¨ ur die 64-Bit-Karte mit La-
nai 9.0 CPU33 wurden zwischen zwei Compaq DS-10 466 MHz Workstation mit
Alpha-CPU, 64-Bit breitem PCI-Bus bei 33 MHz PCI-Taktfrequenz ermittelt.
Die Werte f¨ ur die 32-Bit/Lanai 4.3 Karten wurde zwischen zwei Dell Pentium III
Servern mit 600 resp. 800 MHz CPU und 32-Bit/33 MHz-PCI-Bus ermittelt.
Bandbreite und Latenzzeit wurden f¨ ur verschiedene Datenpaketgr¨ oßen von 1 Byte
bis 34 kB ermittelt.
Die Bandbreite wurde ermittelt, indem die Zeit gemessen wurde, die zum Versand
eines Paketes ben¨ otigt wird. Die Latenzzeit wurde bestimmt, indem ein Paket an
einen Rechner geschickt wurde, sobald dieses angekommen war, wurde es an den
Sender zur¨ uckgeschickt. Die Zeit zwischen Versand und Empfang des Pakets auf
der Senderseite wurde gemessen. Da dies der doppelten Latenzzeit entspricht,
wurden die gemessenen Werte halbiert. Somit entspricht die Latenzzeit der Zeit
die vergeht, zwischen dem Beginn des Sendevorgangs beim Sender und dem Ende
des Empfangsvorgangs beim Empf¨ anger.
Die Bandbreite w¨ achst bei ansteigender Paketgr¨ oße bis zu einer Gr¨ oße von 4 kB,
danach f¨ allt sie ab und w¨ achst wieder bis zu einer Paketgr¨ oße von 8 kB. Dieses
”S¨ agezahnmuster“ wiederholt sich mit einer Periode von 4 kB. Dies ist dadurch
zu erkl¨ aren, dass Myrinet auf dem Netzwerk Pakete von konstant 4 kB Gr¨ oße
einsetzt. Bis zu einer Datenpaketgr¨ oße von 4 kB wird ein Paket aufgef¨ ullt, je
mehr Daten pro Paket transportiert werden, desto gr¨ oßer ist die Bandbreite.
Wird ein Datenpaket gr¨ oßer als 4 kB, wird es in 2 Pakete unterteilt, von denen
das zweite zun¨ achst nicht gef¨ ullt ist, was den Abfall der Bandbreite erkl¨ art.
Im Mittel erreichen die 32-Bit Karten bei gr¨ oßen Datenpaketen eine Bandbreite
von 75 MB/s. Die 64 Bit Karten erreichen eine mittlere Bandbreite von 130 MB/s.
32DMA: Direct Memory Access,(engl.): Direkter Speicher Zugriﬀ ¨ uber den PCI Bus.
33Lanai ist der Name der auf dem Myrinetkarten eingesetzten RISC-CPU.
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Die Latenzzeit ist vor allem f¨ ur kleine Nachrichten von Bedeutung. Wichtig ist
also der Wert, der bei kleiner werdenden Paketen asymptotisch erreicht wird. F¨ ur
die 32-Bit Karten liegt dies bei 24 µs, bei den 64-Bit Karten liegt er bei 14 µs.
Die Spr¨ unge, die sich in der Latenzzeit bei gr¨ oßer werdenden Paketgr¨ oßen zeigen,
k¨ onnen nicht durch die Netzwerkpaketgr¨ oßen erkl¨ art werden. Sie sind vermut-
lich auf kartenintere oder PCI-Bus speziﬁsche Unterschiede in der Behandlung
unterschiedlich großer Datenmengen zur¨ uckzuf¨ uhren.
4.13.3. Software
Myrinet stellt einen Open-Source-Treiber f¨ ur die Netzwerkkarten zur Verf¨ ugung,
der auch eine Schnittstelle f¨ ur die Benutzer-Programmierung (API) enth¨ alt (GM
genannt). GM stellt ein Konzept von Nachrichten zur Verf¨ ugung, welches ver-
schiedene Typen von Nachrichten, entsprechend der Gr¨ oße und Priorit¨ at unter-
scheiden kann.
Datentransfers k¨ onnen als Versand großer Nachrichten betrachtet und durch-
gef¨ uhrt werden. Dies beinhaltet aber ein internes zeitraubendes Umkopieren der
empfangenen Daten. Es gibt aber die M¨ oglichkeit eines Remote-DMA. Dabei
gibt der Sender direkt die Speicheradresse des Empf¨ angers an, an der die Da-
ten erscheinen sollen. Damit dies m¨ oglich wird, muss zuerst ein Speicherbereich
allokiert werden, der f¨ ur zu sendende und empfangene Daten genutzt wird. Die-
ser muss im physikalischen Arbeitsspeicher des Rechners gehalten wird, darf also
nicht wie normaler virtueller Arbeitsspeicher auf die Festplatte ausgelagert wer-
den.
Die Steuerung des Sende- und Empfangsvorgangs wird ¨ uber mehrere Funktionen
m¨ oglich.
Das GM-API ist aufgrund seiner Flexibilit¨ at relativ un¨ ubersichtlich zu program-
mieren, weshalb von Jeﬀ Landgraf eine Funktionsbibliothek geschrieben wurde
(MyriLib)[Lan00], die die innerhalb STAR n¨ otigen Funktionen in einige wenige
Funktionen b¨ undelt.
Zun¨ achst ﬁndet eine Initialisierung der ben¨ otigten Datenspeicher und strukturen
statt. Danach kann mit jeweils einer Funktion der Versand einer Nachricht bzw.
eines Datenblock vorgenommen werden.
MyriLib stellt eine Programmierschnittstelle zur Verf¨ ugung, die auf allen im
STAR DAQ-System (und inzwischen auch dem Triggersystem) eingesetzten Rech-
nerarchitekturen gleich zu verwenden ist.
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4.14. Zeitbilanz des Gesamtsystems
Die urspr¨ unglich angestrebte Rate der Ereignisverarbeitung lag bei 100 Hz, was
das Limit der TPC-Ausleserate darstellt. Diese Rate ist praktisch nicht erreichbar,
da sofort nach Beendung der TPC-Totzeit, ein neuer Trigger ausgel¨ oßt werden
m¨ ußte, was eine extrem hohe Luminosit¨ at voraussetzen w¨ urde. Bei dem ange-
strebten Wert f¨ ur die Luminosit¨ at bei RHIC ergibt sich eine maximale Ereignisra-
te von 50-70 Hz (abh¨ angig von der zentralit¨ at der Kollisionen) f¨ ur TPC-Daten34.
Die maximale Rate, mit der das Level-3 System laufen kann, und eine Aufstel-
lung des Zeitverbrauchs in den einzelnen Teilen ist nat¨ urlich wichtig, um die
Einsatzm¨ oglichkeiten des Systems beurteilen zu k¨ onnen.
Die Rate, die das System bearbeiten kann, ist von der Ereignisgr¨ oße und somit
von der Art des Triggers abh¨ angig. Die gr¨ oßte Herausforderung liegt dabei in der
Analyse zentraler Au+Au-Kollisionen, w¨ ahrend ein MinimumBias-Trigger, auf-
grund der durschnittlich viel kleinerern Teilchen-Multiplizit¨ at sehr viel schneller
zu bearbeiten ist.
Aufgrund von Erfahrungen im Jahre 2000 (mit nur 12 Spurﬁndungs/SL3-Prozes-
soren) wurde f¨ ur den Endausbau des Systems (48 SL3-Prozessoren), eine realisti-
sche Rate von ca. 50 Hz bei zentralen Kollisionen abgesch¨ atzt.
Um einen Eindruck der Zeitbilanz des Systems zu erm¨ oglichen, sollen zuerst die
Teile, die Zeit verbrauchen, einzeln betrachtet werden, danach wird das Gesamt-
systems betrachtet.
4.14.1. Clusterﬁnder
Dem Clusterﬁnder werden die Rohdaten bereitgestellt, und er sollte m¨ oglichst
schnell anfangen, diese zu rekonstruieren. Die Zeit die er im Mittel zur Verf¨ ugung
hat, ergibt sich aus der Rate neuer Ereignisse. Fluktuationen k¨ onnen ¨ uber den
Datenpuﬀer, den das VRAM auf den Mezzaninekarten mit Platz f¨ ur 12 Ereignisse
darstellt, abgefangen werden. Bei einer Rate von 50 Ereignissen/s ergibt sich eine
maximale mittlere Rekonstruktionszeit von 20 ms.
In Abbildung 4.23 ist die CPU-Zeit des Clusterﬁnders auf den i960 CPUs ge-
gen die Anzahl der Cluster pro CPU aufgetragen. Es zeigt sich (bis auf einige
Ausreißer) ein linearer Zusammenhang. Die mittlere CPU-Zeit betr¨ agt dabei 5
ms. Die ben¨ otigte mittlere CPU Zeit f¨ ur zentrale Kollisionen kann abgesch¨ atzt
werden, indem man die Ereignisse aussucht, welche die h¨ ochste Clusterzahl be-
34Es w¨ are aber z.B. denkbar nur mit den Triggerdetektoren (EMC etc.) Daten zu nehmen,
dann w¨ are eine sehr viel h¨ ohere Rate m¨ oglich.
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Abbildung 4.23.: CPU-Zeit des Clusterﬁnders auf den i960 Prozessoren aufgetra-
gen gegen die Anzahl der Cluster pro CPU, f¨ ur Au+Au Kolli-
sionen bei
√
sNN = 130 GeV (Minimum Bias Trigger).
sitzen. Nimmt man die 10% der Ereignisse mit der h¨ ochsten Clusterzahl, ergibt
sich eine mittlere CPU-Zeit von 13 ms bei einer mittleren Clusterzahl pro CPU
pro Ereignis, von 270 Clustern. Versch¨ arft man die Selektion auf die Ereignisse
mit der 5% h¨ ochsten Clusterzahl, ergibt sich eine mittlere CPU-Zeit von 15 ms,
bei einer mittleren Clusterzahl von 330 Clustern pro CPU.
Vergleicht man die mittlere Anzahl von Clustern in zentralen Ereignissen (ca.
100000), mit diesen Zahlen und ber¨ ucksichtigt, dass diese Cluster auf insgesamt
432 i960-CPUs aufgeteilt werden, ergibt sich eine mittlere Anzahl von 230 Clu-
stern pro i960 CPU. Damit scheint die oben genannte Absch¨ atzung eher konser-
vativ, und man kann davon ausgehen, dass eine Absch¨ atzung von 15 ms Cluster-
ﬁnderzeit eine realistische Obergrenze darstellt.
4.14.2. Trackﬁnder
Der Spurﬁndungsprozess ist der zeitaufw¨ andigste Teil der Level-3 Analyse. Somit
bestimmt die Zeit die im Durchschnitt vom Trackﬁnder ben¨ otigt wird, die Rate
mit der das Gesamtsystem arbeiten kann.
Die vom Tracker ben¨ otigte Zeit pro Supersektor in Abh¨ angigkeit der Anzahl
von Spuren pro Ereignis ist in Abbildung 4.24 f¨ ur Monte-Carlo-Spuren aufgetra-
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Abbildung 4.24.: Ben¨ otigte Zeit des Trackﬁnders f¨ ur Ereignisse mit simulier-
ten Spuren. Es ist die durschnittliche Zeit pro Supersektor,
abh¨ angig von der Gesamtzahl der Spuren gezeigt.
gen. Dabei wurden Spuren von π+ mit einem transversalen Impuls zwischen 100
MeV und 2 GeV generiert und durch die STAR Simulationskette prozessiert. Man
sieht, dass die Spurﬁndungszeit fast linear mit der Anzahl der Spuren ansteigt,
tats¨ achlich wird der Verlauf durch ein Polynom 2.Ordnung beschrieben.
D i em i t t l e r eb e n ¨ otigte Zeit des Level-3-Trackﬁnders f¨ ur zentrale Kollisionen bei
einer Schwerpunktsenergie von
√
sNN = 130 GeV, liegt bei ca. 75 ms pro Su-
persektor. Bei einer Kollisionsenergie von
√
sNN = 200 GeV liegt die mittlere
ben¨ otigte Zeit bei ca. 94 ms.
4.14.3. Triggeralgorithmen
Da die Triggeralgorithmen st¨ andig modiﬁziert oder mit neuen Parametern einge-
setzt werden, ist es nicht m¨ oglich, eine pauschale Zeitabsch¨ atzung anzugeben. Es
soll jedoch ein Beispiel eines Algorithmus gezeigt werden, der auf der Berechnung
der invarianten Masse eines zerfallenen Teilchens besteht, also z.B. f¨ ur die Suche
nach Υ oder J/ψ eingesetzt werden k¨ onnte.
Abbildung 4.25 zeigt die ben¨ otigte Zeit in Abh¨ angigkeit der Anzahl von m¨ oglichen
Tochterspuren, die miteinander zur invarianten Masse kombiniert werden. Dabei
werden zuerst m¨ ogliche Kandidatenspuren aus der Gesamtheit der Spuren einer
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Abbildung 4.25.: Ben¨ otigte Zeit f¨ ur einen Invariante-Masse berechnenden Algo-
rithmus in Abh¨ angigkeit, der zu kombinierenden Spuren (aus
[Adl02b]).
zentralen Kollision ausgew¨ ahlt (z.B. ¨ uber Impuls- und Ladungs-Bedingungen).
Die Berechnung der invarianten Masse inklusive der Auswahl der Kandidaten-
spuren dauert in jedem Fall unter 10 ms.
Zu der Zeit, die von den Triggeralgorithmen verbraucht wird, kommt auf dem
GL3 noch die Zeit hinzu, die f¨ ur das Umformatieren der Spuren, das F¨ ullen der
Ergebnisdaten etc. anf¨ allt. F¨ ur zentrale Kollisionen bei
√
sNN = 200 GeV werden
hierf¨ ur im Mittel 20 ms ben¨ otigt.
4.14.4. Datentransfers
Datentransfers im Level-3-System ﬁnden zwischen den Detektor Brokern und den
SL3 statt, wenn Clusterdaten transferiert werden, und zwischen den SL3 und
einem GL3, wenn die Spurdaten gesendet werden.
Die mittlere Gr¨ oße der Clusterdaten betr¨ agt in zentralen Kollisionen (
√
sNN =
200 GeV) ca. 1 MB pro Ereignis, oder 85 kB pro Supersektor. Die maximale
Bandbreite zwischen DET und SL3 ist aufgrund einer ineﬃzienten PCI-Imple-
mentierung auf den VME PowerPC-Karten geringer als die Bandbreite zwischen
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PCs (wie in Kapitel 4.13.2 besprochen), und betr¨ agt nur 30-40 MB/s. Damit
ergibt sich eine durchschnittliche Zeit f¨ ur den Transfer der Clusterdaten von ca.
3m s .
Die Spurdaten haben in zentralen Kollisionen eine mittlere Gr¨ oße von 20 kB pro
Supersektor, also ca. 240 kB f¨ ur ein komplettes Ereignis, welches auf einen GL3
geschickt werden muss. Die Bandbreite richtet sich hierbei nach der Art der einge-
setzten Myrinetkarten. Werden auf den SL3 32-Bit Myrinetkarten eingesetzt, die
Daten auf einen GL3 mit 32-Bit Myrinetkarte schicken, ergibt sich eine Bandbrei-
te von ca. 70 MB/s35. Bei Verwendung von 32 Bit Karten in den SL3 und einer
64-Bit Karte im GL3 erh¨ oht sich die Bandbreite auf 90 MB/s. Bei Verwendung
von 64-Bit Karten auf beiden Seiten l¨ asst sich eine Bandbreite von 120 MB/s
erzielen.
Mit diesen Werten ergibt sich eine mittlere Dauer des Transfers von Spurdaten
von ca. 3 ms (32-32 Bit), 2,5 ms (32-64 Bit) bzw. 2 ms (64-64 Bit).
4.14.5. Gesamtsystem
F¨ ur das Gesamtsystem gilt, dass alle Systeme, d.h. Clusterﬁnder, Trackﬁnder,
GL3 und Netzwerk unabh¨ angig voneinander arbeiten k¨ onnen, da jeder Daten-
transfer gepuﬀert ist. Deshalb bestimmt das langsamste System die Rate, mit
der das Gesamtsystem Daten verarbeiten kann.
Eine weitere Zeitbeschr¨ ankung ist durch die maximale Verweildauer der Daten
in den Puﬀern der Mezzaninekarten gegeben. Dies ist durch die mittlere Zeit,
nach der ein neues Ereignis bearbeitet werden kann (das Inverse der Rate des
langsamsten Systems) und durch die Anzahl der Ereignispuﬀer auf den Mezzani-
nekarten gegeben. Im Fall einer Rate von 100 s−1 w¨ aren dies 10 ms × 12 Puﬀer
= 120 ms. Im Fall einer Rate von 50 s−1, verdoppelt sich diese maximale Zeit
auf 240 ms. Dies gibt die maximal zur Verf¨ ugung stehende Zeit an, die bei der
Bearbeitung eines Ereignisses verbraucht werden darf. Diese Zeit beinhaltet alle
Kontributionen der Teilsysteme, also Clusterﬁnder, Netztwerk, Trackﬁnder und
GL3-Analyse.
Erste Erfahrung im laufende Betrieb wurden im Jahr 2000 gesammelt. Zu diesem
Zeitpunkt existierten 12 SL3 CPUs und eine GL3 CPU.
Das langsamste System war die Spurrekonstruktion auf den SL3, die im Mittel 75
ms Bearbeitungszeit pro Supersektor ben¨ otigte. Damit kann die maximale mitt-
35Die hier zitierten Werte sind gemessene Werte f¨ ur realistische Datentransfers. Der Unterschied
zu den Werten in Kapitel 4.13.2 kommen durch die Segmentierung (mehrere Wirte senden
parallel auf einen Wirt) der Datentransfers und einem geringen Eﬃzienzverlust durch den
¨ Uberbau der MyriLib-Bibliothek zustande.
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lere Rate auf 13 s−1 abgesch¨ atzt werden. Die dabei zur Verf¨ ugung stehende Zeit
bis zur Entscheidung betr¨ agt 75 ms × 12 Puﬀer = 900 ms, was sehr viel l¨ anger ist
als die mittlere Gesamtbearbeitungszeit von ca. 110 ms. Diese Zeitbeschr¨ ankung
stellte also keine Einschr¨ ankung dar.
Im Jahr 2000 wurden zentrale Kollisionen bei einer Schwerpunktsenergie von √
sNN = 130 GeV tats¨ achlich mit einer Rate von 10-12 s−1 aufgezeichnet, wo-
bei die Auslastung der SL3 CPUs 80-90% betrug. Die Absch¨ atzung ergibt also
realistische Werte.
F¨ ur das Jahr 2001 ergibt sich aufgrund der l¨ angeren Spurrekonstruktionszeit pro
Ereignis von 94 ms bei
√
sNN = 200 GeV, eine Rekonstruktionsrate von 10,6 s−1,
die aufgrund der 4 parallel arbeitenden SL3 CPUs pro Supersektor, auf 42 s−1
vervierfacht werden muss. Diese maximale Rate des Systems ergibt eine maxi-
male Bearbeitungszeit von 280 ms, bevor ein Ereignis ¨ uberschrieben w¨ urde. Im
Vergleich zu der Summe der einzelnen Beitr¨ age von ca. 140 ms besteht auch hier
keine Gefahr, dass das Zeitlimit ¨ uberschritten w¨ urde.
Bei der Datennahme ergab sich eine L0-Triggerrate von 30-40 s−1, die aber zu
einer Detektor-Totzeit von 50-60 % f¨ uhrte. Unter diesen Bedingungen wurde nur
eine Datenrate von 17-20 s−1 gemessen. Dies liegt darin begr¨ undet, dass aufgrund
der Totzeit, im Schnitt nur jeder zweite L0-Trigger vom Detektor verarbeitet wer-
den konnte. Diese hohe Totzeit zusammen mit einer zu niedrigen Luminosit¨ at des
Beschleunigers verhinderte damit, dass das Level-3 System seine M¨ oglichkeiten
entfalten konnte. Diese hohe Totzeit sollte aber f¨ ur kommende Datennahmen
durch Optimierungen im DAQ-System stark reduziert werden [Lju02].
4.15. Kontroll-Software
Im Level-3-System ist es n¨ otig, die Prozesse neu starten zu k¨ onnen, die Rechner
rebooten zu k¨ onnen oder sonstige Kommandos auf allen Rechnern ausf¨ uhren zu
k¨ onnen. Bei ¨ uber 50 Rechnern ist es nicht mehr m¨ oglich sich auf jedem Rechner
einzuloggen und das gew¨ unschte Kommando einzugeben.
Andererseits ist es notwendig den Zustand der Rechner und Prozesse ¨ uberwachen
zu k¨ onnen, um bei Problemen schnell zu einer L¨ osung zu kommen.
4.15.1. ¨ Uberwachung
Die ¨ Uberwachung der Prozesse geschieht ¨ uber Logdateien, in die die Prozesse Ein-
tragungen vornehmen, wenn bestimmte Prozessschritte erreicht sind. Die Auf¨ uhr-
lichkeit dieser Berichterstattung kann dabei gesteuert werden: w¨ ahrend einem
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Abbildung 4.26.: Monitorprogramm, um den Zustand der Level-3 CPUs zu kon-
trollieren. Jede CPU stellt Daten wie aktuelle Rate, Daten-
durchsatz, CPU-Auslastung, etc. zur Verf¨ ugung, die hier an-
gezeigt werden. Eine inverse Darstellung zeigt an, dass dieses
System nicht funktionsbereit ist.
normalen Run wird nur bei außergew¨ ohnlichen Vorkommnissen bzw. Fehlern ein
Eintrag vorgenommen, zur Fehlerﬁndung im System kann aber auch jeder Pro-
zessschritt notiert werden.
Da es schwierig ist den ¨ Uberblick ¨ uber 50 verschiedene Logdateien zu behalten,
gibt es einen Server im System, an den die Subsyteme Nachrichten schicken, wel-
che dann auf dem Server in eine zentrale Datei eingetragen werden.
Diese Logdateien sind notwendig, um Ursachen aufgetretener Fehler zu rekon-
struieren, bieten aber wenig M¨ oglichkeit, den aktuellen Zustand des Systems zu
verfolgen.
Um Informationen ¨ uber den Zustand des Systems, wozu die aktuelle Datenra-
te, CPU-Auslastung, Anzahl verarbeiteter Ereignisse, geh¨ oren, ¨ uberschaubar zu
machen, wird ein Monitor benutzt, der Daten aller beteiligten Systeme anzeigt.
Dazu f¨ uhrt jedes System intern Statistiken ¨ uber die interessierenden Gr¨ oßen und
1234. Das Level-3-Trigger-System
schickt diese einmal pro Sekunde an einen Server. Auf diesem l¨ auft ein Moni-
torprogramm (vgl. Abbildung 4.26), welches die Daten aller CPUs gleichzeitig
anzeigt.
4.15.2. Steuerung
Um das System steuern zu k¨ onnen, wurden verschiedene Perl- und Expect-Skripte
benutzt, die es erm¨ oglichen, sich automatisch auf allen CPUs einzuloggen und
dort ein bestimmtes Kommando auszuf¨ uhren.
Auch bei einer eingefrorenen CPU k¨ onnen die Alpha-Server ¨ uber Netz neugest-
artet werden, da sie ¨ uber eine RMC (Remote Management Control) Schnittstelle
verf¨ ugen, die ¨ uber einen seriellen Port ansprechbar ist. Dar¨ uber ist ein Ein- bzw.
Ausschalten und Neustart m¨ oglich.
Ansonsten ist die Steuerung der Prozesse der Run Control ¨ uberlassen, die bei
Bedarf die Prozesse stoppen und neu starten kann.
4.16. Integration weiterer Detektoren
Die Rekonstruktionsalgorithmen des Level-3-Systems wurden f¨ ur die TPC ge-
schildert, w¨ ahrend in Zukunft mehr Detektoren Daten ans Level-3-System liefern
sollen.
Schon erw¨ ahnt wurden FTPC und SVT, die im Jahr 2001 schon Level-3-Cluster-
daten produzierten, die jedoch noch nicht zu einer Online-Datenanalyse genutzt
wurden. Weiterhin soll das EMC ab Herbst 2002 Daten ans Level-3 System lie-
fern.
4.16.1. FTPC
Clusterﬁnder
Die FTPC l¨ asst sich entsprechend der TPC in einer Sektor-Padreihe-Pad-Timebin-
Geometrie darstellen. Die Rohdaten der FTPC werden tats¨ achlich analog zu dem
Format der TPC Rohdaten im selben Format produziert. Dies erm¨ oglicht es, den
TPC Clusterﬁnder ohne grunds¨ atzliche ¨ Anderungen f¨ ur die FTPC zu verwen-
den. Im Jahre 2001 wurde dies mit gutem Ergebnis durchgef¨ uhrt, wobei einzelne
Parameter noch optimiert werden m¨ ußen.
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Trackﬁnder
Die Akzeptanz der FTPC hat praktisch keinen ¨ Uberlapp mit der TPC, sodass
die Teilchen, die in der FTPC Spuren hinterlassen von keinem anderen Detektor
erfasst werden. Damit kann man keine TPC Spuren in die FTPC extrapolieren,
sondern es m¨ ußen eigenst¨ andige Spuren in den FTPCs gesucht werden.
Im Prinzip unterscheidet sich der Spurﬁndungsprozess in der FTPC nicht von
dem in der TPC, weshalb dasselbe Spurﬁndungsprogramm wie in der TPC mit
wenigen ¨ Anderungen eingesetzt werden kann.
Ein Problem bei der FTPC stellt aber die aufw¨ andigere Transformation von
nat¨ urlichen Koordinaten (Sektor, Padreihe, Pad, Timebin) in kartesische Koor-
dinaten dar, da die Driftgeschwindigkeit in der FTPC, aufgrund der radialen
Drift, nicht konstant ist. Die Koordinatentransformation geschieht zwar wie bei
der TPC ¨ uber Look-Up-Table, diese m¨ ussen jedoch bei Luftdruckschwankungen
aktualisiert werden.
Die Anpassung des Spurﬁndungsprogramms an die Geometrie der FTPC wurde
schon begonnen. Die M¨ oglichkeiten m¨ u s s e na b e rn o c he v a l u i e r tw e r d e n .
Integration
Die FTPCs werden in je ein Sector Crate pro Seite ausgelesen. Die Daten einer
FTPC werden dann an einen SL3 gesandt, der f¨ ur die Spurﬁndung verantwortlich
ist. Somit wird die FTPC im Level-3-System wie zwei zus¨ atzliche TPC-Sektoren
behandelt.
4.16.2. SVT
Clusterﬁnder
Auch beim SVT l¨ asst sich die Geometrie aus Halbschale, Wafer, Anode und Ti-
mebin direkt auf die TPC Geometrie abbilden, auch hier kann also der TPC
Clusterﬁnder eingesetzt werden. Dies war ebenfalls schon im Jahr 2001 imple-
mentiert, bereitete aber aufgrund von hohem Rauschen in der Ausleseelektronik
Probleme, da zuviele Cluster gefunden wurden. Entsprechende Verbesserungen
und Anpassungen des Clusterﬁnders sollten aber ab dem Jahr 2002 einen Betrieb
mit SVT Clusterﬁnder erm¨ oglichen.
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Integration in die Spurrekonstruktion
Der Nutzen des SVT f¨ ur die Level-3 Analyse w¨ urde in einer Verbesserung der
Spurrekonstruktion in Vertexn¨ ahe liegen. Eine Erweiterung des Spurﬁndungs-
programms m¨ usste nur eine Klasse von Hits mit anderen Fehlern zulassen, dann
k¨ onnten die SVT Lagen bei der Spurrekonstruktion wie zus¨ atzliche Padreihen
verwendet werden.
Qualit¨ at und Nutzen m¨ ussen aber erst noch untersucht werden.
Integration der Daten
Da die SVT-Daten von der Spurrekonstruktion wie drei zus¨ atzliche Padreihen be-
handelt werden sollen, m¨ ussen sie auf den jeweiligen SL3 zur Verf¨ ugung stehen.
Da die SVT Clusterdaten im Vergleich mit den TPC-Clusterdaten vernachl¨ assig-
bar klein sind, k¨ onnten sie problemlos an jeden SL3 geschickt werden.
4.16.3. EMC
Das EMC liefert zum einen ADC-Werte der einzelnen T¨ urme durch die Trigger-
daten. Zum anderen hat das EMC Shower-Max-Detektoren, die die Lokalisation
d e sS c h a u e r se r m ¨ oglichen.
Zun¨ achst ist geplant, die ADC-Daten der T¨ urme innerhalb der GL3-Analyse-
Umgebung zur Verf¨ ugung zu stellen. Damit diese von einem Algorithmus verwen-
det werden k¨ onnen, werden Funktionen zur Verf¨ ugung gestellt, die es erm¨ oglichen
Spuren zu bestimmten T¨ urmen zu extrapolieren. Eine ADC-Wert-Energieum-
rechnung muss vorhanden sein, um das EMC sinnvoll in Analysen einsetzen zu
k¨ onnen. Zum gegenw¨ artigen Zeitpunkt ist jedoch nicht geplant, die Shower-Max-
Detektoren auf Level-3-Ebene auszuwerten.
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5.1. Messung von Quarkonium in Au+Au
Kollisionen
Als Quarkonium werden die gebundenen Zust¨ ande von schweren qq-Quark-Anti-
quark-Paaren mit Charm- oder Bottom-Flavour bezeichnet. Sie spielten in der
Entwicklung des Quark-Modells eine wichtige Rolle, da die Entdeckung des J/Ψ,
1974 unter der Leitung von B.Richter am SLAC in e+e−-Kollisionen und unter
der Leitung von S.Ting am BNL in p-A-Kollisionen, die Vorhersage des Charm-
Quarks best¨ atigte.
1977 wurde schliesslich am Fermilab unter der Leitung von L. Lederman eine
Resonanz entdeckt, die Υ genannt wurde, und einen gebundenen bb-Zustand dar-
stellt.
Aus theoretischer Sicht waren diese Teilchen insbesondere interessant, da die
Impulse der Konstituentenquarks nichtrelativistisch sind, die Masse also durch die
Ruhemase der Quarks gegeben ist. Damit stellen die Quarkonium-Zust¨ ande eine
Art Positronium der starken Wechselwirkung dar, dessen Anregungsspektrum
detailiert untersucht werden konnte. Tats¨ achlich fanden sich Resonanzen, die den
2s(Ψ   bzw. Υ )3s( Ψ    bzw. Υ  ) und auch p-Zust¨ anden (χc bzw. χb) entsprechen.
5.1.1. Motivation
F¨ ur die relativistische Schwerionenphysik gewann das J/Ψ an Bedeutung, als
T. Matsui und H. Satz 1986 eine Unterdr¨ uckung der J/Ψ-Produktion durch ein
Quark-Gluon-Plasma, als eine erfolgversprechende Signatur desselben vorschlu-
gen [Mat86]. Die Idee war, dass ein Quark-Gluon-Plasma ein Zustand freier Farb-
ladungen ist, die entsprechend dem Mechanismus der Debye-Abschirmung1 die
1Dieser Eﬀekt wurde in der Elektrodynamik beobachtet. Bringt man eine Ladung in einen
Bereich freier Ladungstr¨ ager, ordnen diese sich so um die Ladung, dass sie abgeschirmt
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Wechselwirkung zwischen dem qq-Paar abschirmt und dieses somit ”schmilzt“.
Dabei wird die Annahme gemacht, das J/Ψ werde zu Beginn der Kollision durch
harte Prozesse (qq-Annihilation, g-g-Fusion) produziert, da nur in diesen ge-
nug Energie zur Erzeugung des schweren cc-Paares zur Verf¨ ugung steht. Der
cc-Zustand soll nach einer gewissen Zeit im Bereich von 0,5 fm/c die Resonanz
bilden. W¨ ahrend dieser Zeit erreicht das qq-Paar einen Abstand, dem Bindungs-
radius der Resonanz entsprechend, und kann ¨ uber Gluon-Austausch seine Farbe
neutralisieren.
In einer Plasmaphase w¨ urde entweder die Bildung einer Resonanz verhindert oder
eine gebildete Resonanz aufgel¨ ost.
Das NA38 Experiment am CERN untersuchte die J/Ψ-Produktion in Kollision-
en leichter Kerne (O, S) mit Uran und in p-A Kollisionen. Das Nachfolgeexperi-
ment NA50 untersuchte die J/Ψ-Produktion in Pb+Pb St¨ oßen. Dabei wurde klar,
dass schon bei p+A Kollisionen und Kollisionen leichter Kerne, bei denen nicht
mit einer Bildung eines Quark-Gluon-Plasma zu rechnen ist, eine Unterdr¨ uckung
zu messen war. Verschiedene ”herk¨ ommliche“ Mechanismen (z.B. Pr¨ aresonanz-
Absorbtion, ”Hadronic-Comover“-Absorbtion) wurden vorgeschlagen, um dies zu
erkl¨ aren (siehe z.B. [Kha97]). In Pb+Pb Reaktionen wurde eine zus¨ atzliche Un-
terdr¨ uckung gemessen, die nicht durch ”herk¨ ommliche“ Mechanismen erkl¨ arbar
war, was als Hinweis auf die Existenz eines Quark-Gluon-Plasmas in diesen Kol-
lisionen interpretiert wurde [Abr00].
Andere Modelle beschreiben die Produktion und somit auch die Unterdr¨ uckung
anders, z.B. durch eine rein thermische Produktion [Gaz99], oder eine Produk-
tion von cc durch harte Prozesse, darauf folgende Auﬂ¨ osung und statistische
Hadronisierung [Bra00].
F¨ ur die Messung des J/Ψ in Au+Au Kollisionen am RHIC ergibt sich zus¨ atzlich
zu bestehenden Unsicherheiten in der Erkl¨ arung des Produktionsmechanismus,
noch die M¨ oglichkeit, dass auch in sekund¨ aren harten Prozessen genug Energie
vorhanden ist, um cc-Paare zu bilden. Dadurch ergibt sich ein weiterer systemati-
scher Unterschied zu p+p Kollisionen und eine Aussage ¨ uber eine Unterdr¨ uckung
wird erschwert, bzw. die M¨ oglichkeit besteht, dass es sogar eine ¨ Uberh¨ ohung der
J/Ψ-Produktion gibt.
Eine Messung des J/Ψ mit dem STAR-Detektor stellt eine große Herausforderung
dar. Das J/Ψ wird im e+e−-Kanal nachgewiesen; ohne gute Elektronenidentiﬁka-
tion ist aber zu viel hadronischer Untergrund vorhanden ist, als dass es messbar
w¨ are. Deshalb erlaubt erst eine vollst¨ andige Installation des EMC die Messung
des J/Ψ [Jac99].
wird und f¨ ur gr¨ oßere Abst¨ ande verschwindet. Der Debye-Radius ist die charakteristische
Gr¨ oße, die diesen Eﬀekt quantitativ beschreibt, f¨ ur Abst¨ ande gr¨ oßer dem Debye-Radius ist
die Ladung nicht mehr sichtbar.
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F¨ ur das Υ gilt bez¨ uglich Produktions- und Unterdr¨ uckungsmechanismus dasselbe
wie f¨ ur das J/Ψ. Das Upsilon spielte am SPS keine Rolle, da der Produktions-
querschnitt bei
√
sNN=17 GeV vernachl¨ assigbar ist, am RHIC sollte es aber bei
gen¨ ugender Statistik zu sehen sein. Das Υ hat gegen¨ uber dem J/Ψ den Vorteil,
dass es aufgrund seiner hohen Masse, nicht in ”sekund¨ aren harten“ St¨ oßen produ-
ziert werden kann. Urspr¨ unglich wurde auch sehr wenig Untergrund in der Region
der Υ-Masse erwartet. Hier soll Anhand von Modellvorhersagen und bisherigen
Erfahrungen, die M¨ oglichkeiten der Υ-Messung in STAR abgesch¨ atzt werden.
5.1.2. Ratenabsch¨ atzung
Das Υ kann am besten ¨ uber seinen leptonischen Zerfall identiﬁziert werden. Das
Verzweigungsverh¨ altnis in e+e− betr¨ agt 2,38%, in µ+µ− 2.48% [PDG02].
Der f¨ ur RHIC Au+Au-Kollisionen vorhergesagte Υ-Produktionswirkungsquer-
schnitt ist modellabh¨ angig. F¨ ur eine Produktion ¨ uber harte Prozesse wird bei √
s = 200 GeV ein p+p-Wirkungsquerschnitt inklusive leptonischem Verzwei-
gungsverh¨ altnis (Bdσ/dy)y=0 ≈ 100 pb pro Zerfallskanal vorhergesagt (z.B.
[Gav95]). Um aus dem p+p-Wirkungsquerschnitt einen A+A-Wirkungsquerschnitt
zu erhalten, wird mit der Anzahl bin¨ arer Kollisionen skaliert:
σAA =( AA)
α × σpp (5.1)
wobei α = 1, wenn nukleare Absorptionseﬀekte vernachl¨ assigt werden. F¨ ur STAR
ergibt sich:
σΥAuAu = (197 · 197) · σpp ≈ 3,9µb (5.2)
In 1 Million Kollisionen erh¨ alt man damit:
dNΥ/dy =1 0
6 · σΥAuAu/σgeo ≈ 10
6 · 3,9µb/7,2b =0 ,54 (5.3)
Dies gilt f¨ ur einen minimum Bias Trigger. F¨ ur zentrale Kollisionen muss ber¨ uck-
sichtigt werden, dass der Wirkungsquerschnitt f¨ ur harte Prozesse nicht wie der
geometrische Wirkungsquerschnitt skaliert, der bei der Zentralit¨ atsselektion be-
nutzt wird. Bei einem Trigger auf fgeo = 10% der zentralen Ereignisse, erh¨ alt
man noch fAB = 41% des Wirkungsquerschnitts harter Prozesse [Vog99]. In ei-
ner Million zentralen Kollisionen werden dementsprechend
dNΥ/dy =1 0
6 ·
σΥAuAu
σgeo
·
fAB
fgeo
≈ 10
6 ·
3,9µb
7,2b
·
41%
10%
=2 ,2 (5.4)
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2,2 Υ pro Rapidit¨ atseinheit produziert.
5.1.3. Υ-Identiﬁkation im STAR-Detektors
Die hohe Masse des Υ von mΥ =9 ,46 GeV/c2 geht aufgrund der geringen Masse
der Leptonen fast vollst¨ andig in den Impuls der Tochterteilchen. Zur Identiﬁka-
tion des Υ m¨ ussen also zwei Spuren von Leptonen mit unterschiedlicher Ladung
und hohem Impuls identiﬁziert werden. Die verschiedenen Detektoren STARs
bieten daf¨ ur die folgenden M¨ oglichkeiten:
￿ TPC:
Die TPC liefert ¨ uber die Rekonstruktion der Teilchenspur Information ¨ uber
den Impuls. F¨ ur die Genauigkeit mit der dies m¨ oglich ist, ist die Im-
pulsauﬂ¨ osung ausschlaggebend. Diese ist nicht konstant sondern impuls-
abh¨ angig. Je gr¨ oßer der transversale Impuls, desto schlechter wird die Im-
pulsauﬂ¨ osung. Die Verteilung der Impulse der T¨ ochter ist aber von der
Kinematik des Υ abh¨ angig, die nicht a priori bekannt ist, sondern nur ¨ uber
Modelle abgesch¨ atzt werden kann.
Eine weitere Messgr¨ oße, welche die TPC liefern kann ist die speziﬁsche
Ionisation eines Teilchens, die dE/dx-Information. In Abbildung 5.7 ist zu
sehen, dass Elektronen f¨ ur Impulse gr¨ oßer 1,5 GeV/c oberhalb der π,µ,K,p-
B¨ ander liegen. Bei noch h¨ oheren Impulsen n¨ ahern sich aber insbesondere
die Pionen dem Elektronenband, sodass die Separation wieder erschwert
wird.
￿ EMC:
Das EMC bietet die M¨ oglichkeit ¨ uber Energiemessung Elektronen zu iden-
tiﬁzieren, da Hadronen nur wenig Energie im elektromagnetischen Kalori-
meter verlieren. Im Zusammenspiel des EMC mit der TPC l¨ asst sich das
Verh¨ altnis von Impuls (in der TPC bestimmt) und deponierter Energie
im EMC bestimmen, das f¨ ur Elektronen bei 1,0 liegen sollte. Die Genau-
igkeit dieser Messung h¨ angt von der Energieauﬂ¨ osung des EMC und der
Impulsauﬂ¨ osung der TPC ab. Die Energieauﬂ¨ osung des EMC h¨ angt von
der Position des Schauers relativ zum Zentrum eines Turmes ab, da bei ei-
nem Schauer am Rande eines Turms Energie in den n¨ achstliegenden Turm
verloren geht. Um diesen Eﬀekt kompensieren zu k¨ onnen ist die Information
des SMD n¨ otig.
￿ EEMC:
Das EEMC (Endcap Kalorimeter) k¨ onnte die Akzeptanz f¨ ur Eletronen in
1305.1. Messung von Quarkonium in Au+Au Kollisionen
Forw¨ artsrichtung erh¨ o h e n .A b e ra u c hh i e rl a s s e ns i c hn ¨ utzliche Informati-
on nur im Verbindung mit TPC-Spuren gewinnen. Die Eﬃzienz der Spur-
ﬁndung in der TPC l¨ asst f¨ ur |η| > 1 stark nach, da weniger Padrows
zur Verf¨ ugung stehen. Deshalb kann das EEMC nur unter starken Ein-
schr¨ ankungen genutzt werden.
￿ SVT:
Der SVT kann bei niedrigen Impulsen dE/dx-Information zur Elektron-
Identiﬁkation beitragen, die komplement¨ ar zu den TPC-Informationen sind
[Las97]. Zu h¨ oheren Impulsen l¨ asst die e/h-Separation jedoch nach. Bei
Impulsen, die bei Υ-T¨ ochtern zu erwarten sind, sind die F¨ ahigkeiten des
SVT noch nicht evaluiert.
￿ RICH:
Der RICH-Detektor bietet die M¨ oglichkeit Protonen bis zu einem Impuls
von 5 GeV/c, und somit einen Teil des Untergrundes, zu identiﬁzieren.
Allerdings ist die Akzeptanz zu gering um einen Nutzen zu erzielen, es
ist auch nicht geplant RICH-Informationen im Level-3-Triggersystem zu
verwerten.
￿ FTPC:
Die FTPC erm¨ oglicht Spurﬁndung bei hohen Rapidit¨ aten. Die Impuls-
auﬂ¨ osung ist aber aufgrund des geringen transversalen Impulsanteils ent-
sprechend schlecht und reicht mit einer mittleren Auﬂ¨ osung von ∆p⊥/p⊥ ≈
12% nicht f¨ ur die Bestimmung der invarianten Masse aus.
Die wichtigste Information f¨ ur die Messung des Υ ist die Spur- und Impulsin-
formation der TPC. Die dE/dx-Messung in der TPC kann zur Elektronidenti-
ﬁkation beitragen. Das EMC bietet die M¨ oglichkeit die TPC Information durch
Hadronenidentiﬁkation zu erg¨ anzen.
5.1.4. Berechnung der invarianten Masse
Um einen Zerfall aus der kinematischen Information der Tochterteilchen zu re-
konstruieren, wird die invariante Masse der T¨ ochter i ausgerechnet:
m
2
invc
4 =


i
Ei
2
−


i
pi
2
c
2. (5.5)
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Abbildung 5.1.: Breite der invarianten Masse Verteilung bei unterschiedlicher Im-
pulsauﬂ¨ osung. Primary Tracks haben den Ereeignisvertex als
zus¨ atzlichen Punkt, Global Tracks sind f¨ ur ganzes Magnetfeld
(B=0,5 T) und halbes Feld (B=0,25 T) gezeigt.
F¨ ur einen Zerfalls in zwei Tochterteilchen ergibt sich:
minvc
2 =

m
2
1c
4 + m
2
2c
4 +2( E1E2−(px1px2 + py1py2 + pz1pz2

c
2 1
2 (5.6)
mit der Ruhemasse der Tochterteilchen m1,m2, der Gesamtenergie der Tochter-
teilchen E1, E2 und deren Impulskomponenten p1xyz, p2xyz.
Zur Rekonstruktion eines Zerfalls, wird aus allen Kombinationen von m¨ oglichen
Kandidaten f¨ ur Tochterteilchen, die invariante Masse berechnet. Die invarian-
te Massenverteilung zeigt im Bereich der Ruhemasse des Mutterteilchens eine
¨ Uberh¨ ohung gegen¨ uber dem Untergrund.
Aufgrund der beschr¨ ankten Impulsauﬂ¨ osung der Detektoren, ist die Berechnung
der invarianten Masse zwangsl¨ auﬁg mit einem Fehler behaftet, der zu einer Ver-
breiterung der rekonstruierten Masse f¨ uhrt.
Um einen Eindruck zu geben sind in Abbildung 5.1 invariante Massenverteilun-
gen von zerfallenden Υ bei unterschiedlicher Impulsauﬂ¨ osung gezeigt. Die be-
ste Auﬂ¨ osung ergeben prim¨ are Spuren (die den Ereignisvertex als zus¨ atzlichen
Spurpunkt haben). Globale Spuren sind f¨ ur ganzes (0,5 T) und halbes (0,25 T)
Magnetfeld gezeigt. Um diese Verteilungen zu erhalten, wurde ein Monte Carlo
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Programm benutzt, welches Upsilons mit einer bestimmten kinematischen Ver-
teilung generiert und in Elektronen zerfallen l¨ asst. Die Elektronen werden ins
Laborsystem transformiert und dort wird der transversale Impuls der Tochter-
teilchen entsprechend einer Parameterisierung, der mit der Einbettungsmetho-
de gewonnenen Impulsauﬂ¨ osungen, verschmiert. Daraufhin wurde die invariante
Masse rekonstruiert.
Eine ausreichende Impulsauﬂ¨ osung ist notwendig, um das Signal ¨ uber dem Unter-
grund sichtbar zu machen. Die Impulsauﬂ¨ osung der mit Level-3 rekonstruierten
Spuren bei vollem Feld sollten sich im Bereich der prim¨ aren bzw. globalen Spuren
bewegen (vgl. Abschnitt 62).
Impuls-Schnitt auf Tochterteilchen
Aufgrund der begrenzten Auﬂ¨ osung der invarianten Masse ergibt sich das Pro-
blem, dass Kombinationen eines Teilchens mit einem Impuls in der N¨ ahe der
Mutter-Ruhemasse mit Tochterkandidaten niedrigen Impulses, fast immer die
”richtige“ invariante Masse ergeben. Dies f¨ uhrt dazu, dass viel Untergrund er-
zeugt wird, der das Signal ¨ uberdeckt. Deshalb wird die Bedingung gestellt, dass
eine Tochterkandidatin einen Mindestimpuls besitzt. Wie dieser Schnitt zu w¨ ahlen
ist wird im n¨ achsten Abschnitt gezeigt.
5.1.5. Akzeptanz des STAR Detektors f¨ ur Υ
Um abzusch¨ atzen, wieviel Υ in STAR gemessen werden k¨ onnen, ist es notwendig
die Akzeptanz des Detektors f¨ ur diese Messung abzusch¨ atzen. Die Akzeptanz ist
eine Funktion des Υ-Impulses und seiner Flugrichtung im Laborsystem, wobei in
der Regel der transversale Impuls p⊥ und der longitudinale Impuls in Form der
Rapidit¨ at y oder der Pseudorapidit¨ at η, zur Deﬁnition der Kinematik benutzt
werden.
In Abbildung 5.2 ist die Eﬃzienz, ein Υ innerhalb der STAR-TPC (−1,0 <η<
1,0) zu messen, gezeigt. Im unteren Bild ist zus¨ atzlich die Bedingung gestellt,
dass der Impuls der Zerfallsprodukte mindestens 3 GeV/c betragen muss. Es ist
zu sehen, dass aufgrund der begrenzten η-Akzeptanz, der sichtbare Rapidit¨ ats-
bereich des Υ auf weniger als ±1 Einheit beschr¨ ankt ist. Das untere Bild zeigt,
wie ein Schnitt im Tochterimpuls die Akzeptanz ver¨ andert.
Die h¨ ohere Akzeptanz bei hohen transversalen Impulsen, ergibt sich durch einen
kleineren ¨ Oﬀnungswinkel zwischen den T¨ ochtern (vgl. Abb. 5.3), zusammen mit
einer st¨ arkeren ”Fokussierung“ auf den sensitiven Bereich |η| < 1.
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Abbildung 5.2.: Akzeptanz der STAR-TPC f¨ ur Υ bei einer ﬂachen pperp-Y-
Verteilung. Oben: kein Schnitt auf dem Impuls der T¨ ochter, un-
ten: pTochter > 3G e V .
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Abbildung 5.3.: ¨ Oﬀnungswinkel zwischen den Tochterteilchen, gegen den trans-
versalen Impuls des Υ aufgetragen (|ηΥ| < 1, pTochter > 3
GeV/c).
Um eine Absch¨ atzung der Detektionseﬃzienz des STAR-Detektors f¨ ur Υ zu er-
halten, muss eine realistischere kinematische Verteilung benutzt werden. Da die
Kinematik von Υ in Schwerionenkollisionen bei
√
sNN = 200 GeV nicht bekannt
ist, muss dies auf Modellvorhersagen beruhen.
Es wurden Υ generiert, deren p⊥ und Y-Verteilung an eine Parameterisierung f¨ ur
p⊥ und Y entsprechend
dσ
dp⊥
∝
p⊥

1+( p⊥/po)
23.5 (5.7)
und
dσ
dy
∝
	
1:y ≤ yo
e−
(y−yo)2
2 : y>y o
(5.8)
mit po =4 ,7 und yo =0 ,2 [Ull02] angelehnt ist. Diese Vorhersage beruht auf einer
Skalierung von kinematischen Verteilungen in Protonkollisionen auf
√
sNN = 200
GeV. Es liegt die Annahme zugrunde, dass die Kinematik der produzierten Υ
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Abbildung 5.4.: Detektionseﬃzienz f¨ ur Υ (generiert nach den Verteilungen in 5.7
und 5.8), aufgetragen gegen einen Schnitt im Impuls der Toch-
terteilchen. Dabei wurde die Eﬃzienz ¨ uber die geometrische Ak-
zeptanz integeriert.
i nd e nh a r t e nS t ¨ oßen zu Beginn der Schwerionenkollision festgelegt und nicht
modiﬁziert wird, was f¨ ur statistische Produktionsmodelle keine G¨ ultigkeit hat.
Mit dieser kinematischen Verteilung kann die Detektionseﬃzienz f¨ ur Υ im STAR-
Detektor abgesch¨ atzt werden. Insbesondere interessiert die Auswirkung eines
Schnittes auf den Impuls der Tochterteilchen. Dieser sollte m¨ oglichst hoch ge-
setzt werden, um den Untergrund zu minimieren, aber niedrig genung sein, sodass
m¨ oglichst wenig Signal verworfen wird. Die Detektionseﬃzienz ist in Abbildung
5.4 gegen den minimalen zugelassenen Impuls der Tochterteilchen aufgetragen.
Ein Schnitt auf die Tochterimpulse von 3 GeV/c scheint eine vern¨ unftige Wahl
zu sein. Damit liegt die Wahrscheinlichkeit, dass ein Υ in der Akzeptanz des
STAR-Detektors liegt bei ca. 25%.
In Abbildung 5.5 ist die Anzahl messbarer Υ gegen Rapidit¨ at und p⊥ bzw. gegen
den Zerfallswinkel und p⊥ aufgetragen. Dabei wurden nur Tochterteilchen mit
einem Impuls von mindestens 3 GeV/c zugelassen. In der unteren Abbildung
zeigt sich, dass Zerfallswinkel kleiner als 90o selten vorkommen.
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Abbildung 5.5.: Messbare Υ im STAR Detektor mit einem Schnitt auf pTochter > 3
GeV (kinematische Verteilung entsprechend Gl.5.7 und 5.8).
Oben: Anzahl messbarer Υ gegen Rapidit¨ at und p⊥,u n t e n :
Messbare Υ gegen Zerfallswinkel und p⊥. (Es wurden 5 × 106
Υ generiert.)
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Abbildung 5.6.: Untergrund im invariante Masssenspektrum durch unkorrelierte
Hadronen in 106 zentralen Kollsionen (s. Text).
5.1.6. Untergrund
Urspr¨ unglich bestand die Annahme, dass im interessierenden invariante Massen-
bereich f¨ ur das Υ kein Untergrund vorhanden sei. Dies stellt sich als falsch heraus,
was schon allein durch die Multiplizit¨ at geladener Hadronen mit hohem Impuls
erkl¨ art werden kann. Bei
√
sNN = 130 GeV haben STAR [Adl02c] und PHENIX
[Adc02a] die Multiplizit¨ at von geladenen Hadronen bis zu einem transversalen
Impuls von 6 GeV/c bzw. 5 GeV/c gemessen. Pro zentralem Ereignis werden im
Durchschnitt ∼ 10−1 Hadronen einer Ladung gemessen, die einen Impuls > 3G e V
besitzen. Damit ergibt sich eine Wahrscheinlichkeit von ∼ 10−2, 2 Hadronen ent-
gegengesetzter Ladung mit einem Impuls gr¨ oßer als 3 GeV in einem Ereignis zu
erhalten. Aufgrund von zuf¨ allig korreliert auftretenden Hadronen erhielte man
eine invariante Massenverteilung entsprechend Abbildung 5.6. Dazu wurden ent-
sprechend der STAR-Parameterisierung f¨ ur dN/dp⊥ [Adl02c], isotrop Teilchen
generiert, die dann entsprechend miteinander kombiniert wurden. Zu sehen sind
Ereignisse, bei denen zwei Teilchen mit einem Mindestimpuls von 3 GeV/c auftra-
ten, aus denen die invariante Masse berechnet wurde. Die Eintr¨ age in Abbildung
5.6 entsprechen einer Million zentralen Au+Au Kollsionen.
Den Untergrund durch Elektronen abzusch¨ atzen ist m¨ oglich, indem man die von
PHENIX gemessenen dN/dp⊥-Werte f¨ ur identiﬁzierte Elektronen [Adc02b] mit
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Abbildung 5.7.: dE/dx gegen Impuls, in der PEP4/9 TPC gemessen (aus
[PDG02]).
d e nW e r t e nf ¨ ur Hadronen vergleicht. Im Bereich 1 <p ⊥ < 3 GeV ergibt sich
ein e/h-Verh¨ altnis von ∼ 10−3 [Kol02], womit der Beitrag zum Untergrund durch
zuf¨ allig korrelierte Elektronen vernachl¨ assigbar ist.
Bei optimaler Impulsauﬂ¨ osung der TPC (vgl. Abbildung 5.1), beﬁnden sich ca.
60 Untergrundeintr¨ age im Bereich der Masse des Υ.
5.1.7. Elektronenidentiﬁkation
Der dominante Beitrag zum Untergrund in der invarianten Masse stammt von
Hadronen, weshalb eine Identiﬁzierung der Zerfallsprodukte (bzw. Hadronen)
notwendig ist. Wie in Abschnitt 5.1.3 beschrieben, bietet sich hierf¨ ur die dE/dx-
Messung in der TPC und das p/E-Verh¨ altnis im EMC an.
Da ein TPC-dE/dx-Schnitt den µ+µ−-Zerfallskanal eliminiert, ist man auf die
Identiﬁkation von Elektronen angewiesen.
Abbildung 5.7 zeigt gemessene dE/dx-Werte in der PEP4/9-TPC bis zu Impulsen
von ca. 20 GeV/c. Oberhalb von 1.5 GeV/c sind Elektronen die Teilchen mit der
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Abbildung 5.8.: Hadronischer Unterdr¨ uckungsfaktor gegen Elektroneneﬃzienz
bei verschiedenen Impulsen bei optimaler Analyse (aus [Bed02]).
h¨ ochsten speziﬁschen Ionisation2, wobei sich Pionen und Myonen bei h¨ oheren
Impulsen wieder ann¨ ahern. Die dE/dx-Auﬂ¨ osung der STAR-TPC reicht nicht
an die gezeigte Auﬂ¨ osung heran, aber es sollte m¨ oglich sein, einen Großteil der
Hadronen zu unterdr¨ ucken.
Die dE/dx-Werte in diesem Impulsbereich sind in der STAR-TPC nicht mit
ausreichender Statistik gemessen worden und es besteht eine Unsicherheit in der
Beschreibung des Energieverlustes in der TPC bei hohen Impulsen. Ein dE/dx-
Schnitt verbessert das Signal/Untergrund-Verh¨ altnis in jedem Fall. Bei einem
zu starken Schnitt besteht aber die Gefahr, Elektronen und damit das Υ-Signal
zu verlieren. Um diesen Schnitt zu optimieren, ist also eine genauere Kenntnis
der speziﬁschen Ionisation und Teilchenzusammensetzung bei hohen Impulsen
notwendig.
Das F¨ ahigkeit des EMC, Hadronen zu unterdr¨ ucken, ist eine Funktion des Teil-
chenimpulses und der Eﬃzienz, dass ein Elektron einen Schnitt ¨ uberlebt. Dieser
Zusammenhang ist in Abbildung 5.8 f¨ ur verschiedene Impulse dargestellt. In der
Abbildung sind die maximal erreichbaren Werte dargestellt. Dies beinhaltet Pres-
hower und SMD Informationen, die mit Hilfe eines neuronalen Netzes analysiert
2Leichte Kerne (D,He, etc.) liegen ¨ uber den Elektronen, werden hier aber vernachl¨ assigt.
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wurden. Damit k¨ onnen auch kleine Unterschiede zwischen Elektron- und Hadron-
schauer genutzt werden, um diese identiﬁzieren. Desweiteren wurde die SMD In-
formation genutzt werden, um die Energieauﬂ¨ osung zu optimieren [Bed02].
Diese Informationen werden einem Level-3-Trigger nicht zur Verf¨ ugung stehen
und es kann mit einem schlechteren Hadronenunterdr¨ uckungsfaktor gerechnet
werden.
Unter ausschliesslicher Verwendung der Energieinformation der T¨ urme, ist nach
vorl¨ auﬁgen Untersuchungen damit zu rechnen, 80-90% der Hadronen im Im-
pulsbereich 1.5 GeV/c <p<5 GeV/c identiﬁzieren zu k¨ onnen [Sua02]. Dies
entspricht also einem Hadronenunterdr¨ uckungsfaktor von 5-10.
5.1.8. Υ-Trigger mit Level-3
Das Level-3 System wurde gerade f¨ ur Anwendungen wie die Suche nach dem
Υ vorgeschlagen. Da oﬀensichtlich sehr viele Ereignisse notwendig sind, um ein
Signal sehen zu k¨ onnen, ist es m¨ oglich (abh¨ angig von weiteren Entwicklungen
in STAR und an RHIC), dass das Υ nur nachgewiesen werden kann, wenn die
zus¨ atzlichen Ereignisse, die einem Level-3 Trigger zur Verf¨ ugung stehen, analy-
siert werden.
W¨ ahrend des Runs im Jahr 2001 lief ein Υ-Trigger-Algorithmus, der die invariante
Masse der Kombinationen von Spuren mit einem Impuls p>3 GeV/c berechnete.
Ein Schnitt auf den dE/dx-Wert der Spuren war auch implementiert. Eine Trig-
gerentscheidung sollte fallen, sobald die berechnete invariante Masse innerhalb
eines deﬁnierten Fensters liegt.
Ein Problem war zun¨ achst die Frequenz der akzeptierten Ereignisse zu senken,
was relativ starke Schnitte im dE/dx erforderlich machte. Bei einer zu hohen Ra-
te, w¨ aren fast alle Ereignisse, die STAR aufgezeichnet h¨ atte durch den Level-3-
Trigger ausgew¨ ahlt worden. Da die Selektionskritereien der Level-3 Trigger Ein-
ﬂuss auf das Ergebnis anderer Analysen (z.B. Messung der Multiplizit¨ at von
Teilchen mit hohen Impulsen) hat, musste ein maximaler Beitrag zu den gespei-
cherten Ereignissen von ca. 5% eingehalten werden.
Die Impulsauﬂ¨ osung der Level-3-Spuren (und damit die invariante Massenaufl¨ o-
sung) war w¨ ahrend diesem Run begrenzt, da keine x-y-Vertexinformation f¨ ur die
Impulsbestimmung benutzt wurde. Dies wurde beschlossen, da die Qualit¨ at der
Bestimmung des Vertex nicht sehr gut bekannt war, und man vermeiden wollte,
dass ein systematischer Fehler durch einen falsch bestimmten x-y-Vertex, andere
Level-3-Anwendungen beeintr¨ achtigen w¨ urde. Die gr¨ oßere Ungenauigkeit in der
Impulsbestimmung f¨ uhrt auch zu einer Erh¨ ohung der Triggerrate bei gegeben
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Parametern, da dadurch mehr Spuren niedrigen Impulses die Impulskriterien des
Algorithmus (f¨ alschlicherweise) erf¨ ullen.
Der Algorithmus lief w¨ ahrend des gesamten Runs problemlos. Bei der normalen
Datennahme wurden Ereignisse, die den Algorithmus erf¨ ullten, markiert. Gegen
Ende der Strahlzeit war die Luminosit¨ at des Beschleuningers hoch genug, sodass
die Speicherbandbreite von STAR ersch¨ opft war. Damit konnte der Level-3-Trig-
ger genutzt werden um getriggerte Ereignisse anzureichern. Der Analyse standen
somit ca. 3,6·106 zentrale Ereignisse w¨ ahrend der normalen Datenaufnahme und
6·105 Ereignisse, die zus¨ atzlich nur von Level-3 analysiert wurden, zur Verf¨ ugung.
Diese Statistik reichte nicht aus, um ein Υ-Signal zu sehen.
5.1.9. Zusammenfassung
Basierend auf den Absch¨ atzungen ist mit ca. 2 Υ pro Rapidit¨ atseinheit pro einer
Million zentraler Kollisionen zu rechnen. Aufgrund der Akzeptanz von STAR von
2 Rapidit¨ atseinheiten verdoppelt sich diese Zahl, zusammen mit der Akzeptanz
von ca. 25% reduziert sie sich aber auf 1 Υ pro Million Ereignisse.
Die Spurﬁndungseﬃzienz wurde bisher nicht ber¨ ucksichtigt, liegt aber f¨ ur Spuren
mit hohem Impuls im Bereich von 90-95%, d.h. die Zahl der sichtbaren Υ wird
nochmals um einen Faktor 0,8-0,9 verringert.
Ohne eine Reduktion des Untergrundes ergibt sich mit den genannten Zahlen
eine Anzahl von ¨ uber 500 Millionen zentralen Ereignissen, die ben¨ otigt w¨ urden
um das Υ in STAR mit einer Signiﬁkanz von 3 σ nachzuweisen.
Bei Designluminosit¨ at liefert RHIC in einer 10 Wochen dauernden Strahlzeit mit
50% uptime von RHIC und Detektor, ca. 5 · 109 Au+Au-Kollsionen oder 250
Millionen zentrale Kollisionen. Aufgrund von Totzeiten sind im STAR-Detektor
ca. 40% dieser Kollisionen (100 Millionen) messbar.
Werden nur 5 Ereignisse pro Sekunde gespeichert, reduziert sich die Anzahl auf
ca. 10 Millionen Ereignisse.
Das bedeutet, dass nur 10 Υ in dem gesamten Datensample sind, womit sich ein
Signal nicht sicher nachweisen l¨ asst.
Diese Zahlen machen deutlich, dass ein Level-3-Trigger notwendig ist, um eine
m¨ oglichst hohe Anzahl von Ereignissen untersuchen zu k¨ onnen. Der Untergrund
muss jedoch auch bei einem Level-3-Trigger reduziert werden, um das Υ-Signal
zu sehen.
Eine bessere Kenntnis des TPC-dE/dx und der Multiplizit¨ aten verschiedener
Teilchensorten im Impulsbereich p>3 GeV/c ist notwendig, um die Auswirkung
eines Schnittes beurteilen zu k¨ onnen. Auch die F¨ ahigkeiten des EMC f¨ ur den
Level-3-Trigger m¨ ussen noch besser evaluiert werden. Sind diese bekannt, wird
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es m¨ oglich sein, eine quantitative Aussage ¨ uber den Υ-Produktionswirkungsquer-
schnitt bei RHIC zu machen.
Alle Zahlen und Absch¨ atzungen sind nat¨ urlich nicht sehr pr¨ azise. Die Frage ob das
Υ prinzipiell messbar ist, h¨ angt stark vom tats¨ achlichen Produktionswirkungs-
querschnitt ab. Es sei noch einmal betont, dass der Produktionsmechanismus von
Quarkonium im Allgemeinen und in Schwerionenkollisionen insbesondere nicht
genau bekannt ist. Die Modelle liegen in ihren Vorhersagen ¨ uber den Produkti-
onswirkungsquerschnitt f¨ ur Υ am RHIC weit auseinander.
5.2. Suche nach 4He
Ein weiterer Level-3-Algorithmus, der w¨ ahrend des Runs im Jahr 2001 lief, war
ein Algorithmus zur Suche nach Anti-Teilchen mit Z = −2, also 3He bzw. 4He.
Diese Messung erm¨ oglicht Aussagen ¨ uber die Ausdehnung der Quelle der produ-
zierten Teilchen zu geben. Die Gr¨ oße des Reaktionsvolumen bestimmt die Wahr-
scheinlichkeit, dass Antinukleonen bzw. Antideuteronen durch Koaleszenz eine
Bindung eingehen. Eine direkte Produktion von 3He und 4He, durch Paarerzeu-
gung ist sehr unwahrscheinlich.
Zur Selektion mit dem Triggeralgorithmus wurde in der dE/dx-Impuls-Ebene
(siehe Abbildung 5.9) ein Schnitt deﬁniert, der Teilchen mit Z = −2o d e rh ¨ oherer
Ladung selektiert. In Abbildung 5.9 ist das 3He-Band zu sehen. Die blauen Kreuze
stellen die Ereignisse dar, die durch den Level-3 Algorithmus zus¨ atzlich getriggert
wurden. Die roten Kreuze stammen aus Ereignissen, die unabh¨ angig vom Level-3
Trigger aufgezeichnet wurden.
Die Eﬃzienz des Triggers, vorhandene 3Hezu identiﬁzieren ist in Abbildung 5.10
gezeigt. Die Eﬃzienz des Triggers betr¨ agt also im Bereich von 1 >p>5 GeV ca.
80%.
N¨ aheres zu diesem Trigger-Algorithmus wird in der Doktorarbeit von Christof
Struck [Str03] zu ﬁnden sein.
5.3. RICH-Anreicherungs-Trigger
Eine Aufgabe des RICH-Detektors (siehe Kapitel 3.1.4) ist die Messung von iden-
tiﬁzierten Protonen und Anti-Protonen mit hohem Impuls (< 5G e V / c ) .
Entsprechend der gemessenen Multiplizit¨ at bei
√
sNN = 130 GeV [Adl02c], wird
in der Akzeptanz des RICH nur alle 300 Ereignisse ein Teilchen mit einem Im-
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Abbildung 5.9.: dE/dx gegen Impuls, in der STAR-TPC gemessen. Kreuze sind
3He-Kandidaten, blaue Kreuze sind Ereignisse, die durch Level-3
getriggert wurden (aus [Str03]).
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Abbildung 5.10.: Eﬃzienz, ein 3He mit dem Triggeralgorithmus zu identiﬁzieren
(aus [Str03]).
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puls von 3 GeV/c gemessen. Ein Teilchen mit einem Impuls von 5 GeV/c triﬀt
nur ca. alle 50000 Ereignisse den RICH. Um diese Raten zu erh¨ ohen wurde ein
Level-3-Trigger implementiert, der die TPC-Impulsinformation nutzt, um Spuren
mit einem Impuls p⊥ > 3 GeV zu selektieren. Diese werden extrapoliert um zu
sehen, ob sie in die Akzeptanz des RICH-Detektors fallen. Ist dies der Fall, wird
das Ereignis getriggert.
Auch dieser Trigger lief im Run des Jahres 2001, markierte Ereignisse w¨ ahrend
der normalen Datenaufnahme und triggerte in den Level-3 Runs. N¨ ahere Informa-
tionen zu diesem Triggeralgorithmus und Ergebnisse werden in der Doktorarbeit
von Jens Berger [Ber03] zu ﬁnden sein.
5.4. Messung von ρo in ultraperipheren Au+Au
Kollisionen
Das elektrische Feld ultrarelativistischer Kerne ist stark lorentzkontrahiert, wo-
durch es einem vor¨ uberﬂiegenden Kern als kurzer Puls elektromagnetischer Strah-
lung erscheint. Dieser Prozess ist nach Weizs¨ acker [Wei34] und Williams [Wil34]
als Fluß (virtueller) Photonen zu beschreiben. Ein Prozess der auf dem Photo-
nenaustausch vor¨ uberﬂiegender Kerne basiert, ist die korrelierte Coulomb Disso-
ziation, die bei RHIC f¨ ur die Luminosit¨ atsmessung genutzt wird [Adl98].
Es werden aber auch nach den in Abbildung 5.11 gezeigten Prozessen, ρ-Mesonen
(und andere Teilchen) produziert, die in ππ-Paare zerfallen. Das ρo ist einfach zu
messen, da es in ein π+π−-Paar zerf¨ allt.
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Abbildung 5.11.: Produktion von ρ-Mesonen in ultraperipheren Au+Au-
Kollisionen: a) Photon-Pomeron-Streuung bei unver¨ andertem
Endzustand der Kerne, b) gleichzeitige korrelierte Riesenreso-
nanzanregung in beiden Kernen, die zu korrelierter Neutrone-
mission f¨ uhrt (Aus [Adl02d]).
Diese ultraperipheren Kollisionen werden entweder mit einem topologischen CTB-
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Abbildung 5.12.: Invariante Masse von ρo-Mesonen, produziert in ultraperiphe-
ren Au+Au-Kollisionen (aus [Adl02d]). Die durchgezogene Linie
stellt die Summe aller Kontributionen (Signal und Untergrund)
dar. Die gestrichelten Linien sind die einzelnen Kontributionen.
Trigger (f¨ ur Prozess a) in Abb. 5.11) oder mit einem ZDC-Koinzidenz-Trigger f¨ ur
Prozess b) getriggert. Letzterer entspricht dem normalen Minimum Bias-Trigger.
Aufgrund der geringen Multiplizit¨ at solcher Ereignisse, ist das Datenvolumen sehr
gering. Damit k¨ onnen problemlos viele Millionen von ultraperipheren Kollision-
en aufgenommen werden, wobei die maximale Rate durch die TPC-Ausleserate
gegeben ist.
Diese hohe Anzahl von Ereignissen, von denen die meisten keinerlei Information
beinhalten, f¨ uhrte zu einem Level-3-Trigger, der w¨ ahrend der Datennahme, ρo-
Zerfallskandidaten selektieren sollte:
Die Triggerbedingung bestand in der Existienz von 2 Spuren entgegengestzter
Ladung, die vom selben Ursprung stammen. Um hadronische Kollisionen auszu-
schliessen wurde eine maximale Anzahl von ca. 20 Spuren verlangt.
Dieser Algorithmus wurde erstmals im Jahr 2000 benutzt, seitdem wird er routi-
nem¨ aßig bei der Datennahme ultraperipherer Kollisionen eingesetzt. Abbildung
5.12 stellt das Resultat dieser Messung im Jahre 2000 dar.
Dies ist ein Beispiel einer Level-3-Trigger Anwendung, die nicht absolut notwen-
dig w¨ are, um das Signal messen zu k¨ onnen, der aber die Datenanalyse stark
vereinfacht.
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6.1. Erfahrungen
Das STAR Level-3-Trigger-System hat gezeigt, dass es in der Lage ist, Au+Au-
Kollisionen am RHIC in Echtzeit zu rekonstruieren. Die Qualit¨ at der Rekon-
struktion ist ausreichend, um physikalische Observablen zu analysieren; in vielen
F¨ allen ist die Rekonstruktionqualit¨ at mit der Oﬄineanalyse vergleichbar.
Es gibt jedoch folgende Probleme, die noch nicht gel¨ ost sind:
￿ Trackmatching:
Das in Abschnitt 61 angesprochene Zerbrechen von Spuren an Sektorgren-
zen reduziert die Rekonstruktionseﬃzienz. An der zentralen Membran ist
das Zusammenf¨ ugen von zerbrochenen Spuren (Trackmatching)j e d o c hi m
Prinzip m¨ oglich; anders als in den insensitiven radialen Bereichen zwischen
den Sektoren geht hier keine Spurinformation verloren.
Eine Vorraussetztung f¨ ur ein erfolgreiches Trackmatching ist die Kenntnis
der korrekten Driftgeschwindigkeit. Eine falsch eingestellte Driftgeschwind-
sigkeit f¨ uhrt zur Verschiebung der Cluster in z-Richtung, wodurch sich die
TPC-H¨ alften nicht mehr nahtlos aneinanderf¨ ugen.
Die Driftgeschwindigkeit ist innerhalb einer Genauigkeit von ca. ±0,2%
konstant (vgl. Kap.3.1.1), was einer Verschiebung der Cluster von ±1c m
an der zentralen Membran entspricht. Diese Verschiebung ist ca. zehn mal
gr¨ oßer als der Ortsfehler der Cluster in z-Richtung (vgl. Kap. 4.9).
Damit ist eine genauere Kenntnis der Driftgeschwindigkeit Voraussetztung
f¨ urs Trackmatching. Eine Bestimmung der Driftgeschwindigkeit mit Lase-
rereignissen1 w¨ are innerhalb einer Stunde m¨ oglich [Dun02].
Der Vorgang des Trackmatching verlangt idealerweise die Cluster der Spur-
st¨ ucke, um die neue Spur anzupassen. Dies ist w¨ unschenswert, da die Pa-
1Kalibrationsereignisse mit Laserspuren werden in regelm¨ assigen Abst¨ anden automatisch auf-
gezeichnet. Die rekonstruierte Lage der Laserspuren kann mit der bekannten Position der La-
ser verglichen werden. Damit ist eine genaue Bestimmung der Driftgeschwindigkeit m¨ oglich.
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rameter kurzer Spurst¨ ucke sehr ungenau sind. Die Cluster stehen aber auf
dem GL3 nicht zur Verf¨ ugung. Ein m¨ oglicher Ansatz w¨ are, Cluster von Spu-
ren, die oﬀensichtlich die zentrale Membran kreuzen, von den SL3 auf den
GL3 zu schicken. Die Machbarkeit und Eﬃzienz eines solchen Vorgehens ist
momentan noch nicht untersucht.
￿ Vertexinformation:
Die Information ¨ uber die Position des x-y-Vertex verbessert die Qualit¨ at
der Impulsrekonstruktion. In der Oﬄinerekonstruktionskette, wird der Ver-
tex in einem iterativen Verfahren berechnet, dass zu lange dauert, um es
in Echtzeit anwenden zu k¨ onnen. Wie in Kapitel 62 beschrieben ist die
Information ¨ uber die Strahlposition ausreichend, um eine Steigerung der
Impulsauﬂ¨ osung zu erzielen. Diese Information ist aber auch nicht direkt
zug¨ anglich, sondern muss wieder in einem iterativen Verfahren bestimmt
werden. Es wurde vorgeschlagen im GL3, den Vertex jeden Ereignisses in
wenigen Iterationen (also mit begrenzter Genauigkeit) zu berechnen und
den Mittelwert der Ergebnisse ¨ uber die Ereignisse zu bilden. Damit w¨ urde
die Vertexinformation im Laufe des Runs immer genauer der Strahlposition
entsprechen. Dieses Verfahren musste noch evaluiert werden, da es eine sich
¨ andernde Impulsauﬂ¨ osung, im Laufe eines Runs, nach sich zieht.
Eine andere M¨ oglichkeit w¨ are, ein separater Kalibrations-Prozess, der mit
einem Bruchteil der Ereignisse eine pr¨ azise Vertexberechnung vornimmt und
diese dem Level-3-System zur Verf¨ ugung stellt. Damit k¨ onnte ein laufender
Mittelwert zur Verf¨ ugung gestellt werden.
￿ Korrekturen:
Die Korrekturen f¨ ur Verzerrungen in der TPC basieren auf mehreren Ana-
lysen, die in der Regel erst am Ende einer Strahlperiode zur Verf¨ ugung
stehen.
Die Korrektur von TPC-Verzerrungen im Level-3-Trigger ist deshalb nur
f¨ ur Run-Bedingungen m¨ oglich, die gut bekannt und untersucht sind. So
konnten im Jahr 2001 die Korrekturen, die f¨ ur die Daten des Jahres 2000
bestimmt wurden, nicht ¨ ubernommen werden, da das Magnetfeld ver¨ andert
wurde.
Diese Punkte stellen momentan Einschr¨ ankungen der m¨ oglichen Qualit¨ at dar.
L¨ osungsm¨ oglichkeiten f¨ ur die ersten beiden Punkte m¨ u s s e nn oc he v a l u i e r tw e r d e n .
Der letzte Punkt wird an Gewicht verlieren, sobald das Detektorverhalten besser
verstanden ist.
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Trotz der genannten Einschr¨ ankungen wurde das Level-3-System schon erfolg-
reich zum Triggern benutzt. Im Jahr 2000 wurden in ultraperipheren Au+Au-
Kollisionen ρo-Kandidaten selektiert, im Jahr 2001 wurden verschiedene Algo-
rithmen in zentralen Au+Au-Kollisionen eingesetzt.
Erste Analysen der Triggereﬃzienz entsprechen den Erwartungen und zeigen,
dass ein Level-3-Trigger funktioniert.
Eine zun¨ achst nicht geplante Aufgabe des Level-3-Systems stellte sich als sehr
wichtig heraus: die Qualit¨ atskontrolle.
Besonders w¨ ahrend dem ersten Run im Jahr 2000 wurden viele Probleme w¨ ahrend
der Datennahme entdeckt, da die rekonstruierten Ereignisse im Level-3 Eventdis-
play nicht den Erwartungen entsprachen.
Dar¨ uberhinaus faszinierte die M¨ oglichkeit, erstmals optisch, in Echtzeit, verfol-
gen zu k¨ onnen, was bei Schwerionenkollisionen passiert.
Die intuitive Bedienung und Flexibilit¨ at des Eventdisplays f¨ uhrte dazu, dass es
inzwischen auch bei der Oﬄinedatenanalyse zur Verf¨ ugung steht.
6.2. Neue Entwicklungen im DAQ-System
Die hohe Qualit¨ at des Level-3-Clusterﬁnders f¨ uhrte zu der Idee, nicht mehr TPC-
Rohdaten zu speichern, sondern nur noch die rekonstruierten Cluster. Dadurch
wird das Datenvolumen um 80% reduziert und bei gleichbleibender Bandbreite
verf¨ unﬀacht sich die Rate, mit der Ereignisse gespeichert werden k¨ onnen.
Die Vergleiche des Oﬄine und Level-3-Clusterﬁnders (vgl. Kap. 4.9) zeigen,
dass die Ortsauﬂ¨ osung und Rekonstruktionseﬃzienz der beiden Clusterﬁnder ver-
gleichbar ist. Es musste aber untersucht werden, ob sich die Qualit¨ at der Spur-
rekonstruktion mit anderen Clustern ¨ andert. Diese Untersuchung wurde durch-
gef¨ uhrt, wobei direkt der Einﬂuss auf physikalische Observable untersucht wurde
[Mag02]. Das Result war, dass die beiden Clusterﬁnder zu geringf¨ ugig unterschied-
lichen Ergebnissen kommen, z.B. ist die Ortsauﬂ¨ osung des Oﬄine Clusterﬁnders
entlang der Padreihe schlechter, in Driftrichtung aber besser als die des Level-3-
Clusterﬁnders. Insgesamt gibt es jedoch keine signiﬁkanten Unterschiede.
Eine weitere Entwicklung im DAQ-System ist eine Erh¨ ohung der Speicher-Band-
breite. Dies wird erreicht, indem die Daten zun¨ achst auf lokale Platten geschrie-
ben werden. Von dort werden die Daten mit der normalen Bandbreite von 30-
50 MB/s zu RCF transferiert. Da auch die Zeit, in der das Experiment keine
Daten liefert, zum Datentransfer genutzt werden kann, erh¨ oht sich die eﬀektive
Bandbreite. Es kann mit einer Downtime von RHIC von mehr als 50% gerechnet
werden, was einer Verdoppelung der eﬀektiven Speicherbandbreite entspricht.
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Mit den beiden oben genannten Neuerungen, kann das DAQ-System ca. zehn
mal mehr Ereignisse pro Sekunde speichern als bisher, also 30-50 Ereignisse pro
Sekunde (in zentralen Kollisionen). Da dies ungef¨ ahr der Rate entspricht, die das
Level-3 System verarbeiten kann, w¨ urde es seine urspr¨ ungliche Aufgabe der Ra-
tenreduktion verlieren.
Es bleibt aber das Problem der Rekonstruktion und Analyse all dieser Daten.
Deshalb ist es wahrscheinlich, dass das Level-3 System nach wie vor zur Reduk-
tion der Datenrate eingesetzt wird.
Eine andere M¨ oglichkeit ist das Markieren von Ereignissen mit dem Level-3 Sy-
stem, w¨ ahrend alle Ereignisse gespeichert werden. Dies w¨ urde sp¨ ater ein schnel-
leres Navigieren innerhalb der Datens¨ atze erm¨ oglichen.
Da die komplette Rekonstruktion (Produktion) eines Runs mehrere Monate in
Anspruch nimmt, ist jede Analyse zun¨ achst stark verz¨ ogert. Das Level-3-System
w¨ are in der Lage verschiedener Observablen in eigene Datenstr¨ ome zu sortie-
ren. Bei Interesse an einer bestimmten Observable, kann dann der entsprechende
Datensatz schnell rekonstruiert werden.
Die Konsequenz aus dieser Entwicklung ist nat¨ urlich die Idee, nur noch Spurin-
formationen zu Speichern, was das Datenvolumen nochmals um einen Faktor ≈ 4
reduziert. Dies ist f¨ ur STAR nicht geplant.
6.3. Perspektiven f¨ ur ALICE
Die ALICE-TPC hat eine Akzeptanz von −0,9 ≤ η ≤ 0,9 bei voller azimutaler
Abdeckung. Dies ist mit der Akzeptanz der STAR-TPC vergleichbar. Sie ist in 36
Sektoren aufgeteilt, die je 160 Padreihen besitzen. Ein Teilchen hinterl¨ asst somit
160 Ladungscluster in der TPC. Insgesamt besitzt die ALICE-TPC ca. 570000
Pads, in Driftrichtung ist sie in 500 Timebins unterteilt.
Die Nullunterdr¨ uckung der Daten passiert schon auf den Front-End-Karten. Von
dort werden die Daten eines Sektors ¨ uber Lichtleiter zu je 6 Local Data Concen-
trators (LDC) transferiert. Die insgesamt 216 LDCs werden gew¨ ohnliche Doppel-
prozessor-PCs mit Pentium- oder vergleichbaren CPUs sein. Sie sind als ﬂexibles
Datenerfassungssytem gedacht, dass je nach Anforderung Daten prozesssieren
kann, oder nur als Zwischenspeicher dient, bis Rohdaten vom DAQ-System ge-
speichert werden. Aus Eﬃzienzgr¨ unden sollen Rohdaten nur den LDC verlassen,
wenn sie auf Band geschrieben werden [Ali00].
Es gibt verschiedene Vorschl¨ age, wie ein System zur Echtzeitrekonstruktion von
Spuren in der ALICE-TPC implementiert werden k¨ onnte. Ein Beispiel ist die
Tracklett-Rekonstruktion2 durch eine Hough-Transformation der Rohdaten mit
2Als Tracklett wird ein kurzes Spurst¨ uck bezeichnet.
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Hilfe schneller FPGAs in den LDCs [Fra01].
Aufgrund der Erfahrungen in STAR k¨ onnen die M¨ oglichkeiten einer ”herk¨ omm-
lichen“ Herangehensweise (Clusterrekonstruktion mit nachfolgender Spurrekon-
struktion) abgesch¨ atzt werden. F¨ ur diesen Fall m¨ usste der Clusterﬁnder auf den
LDC-CPUs laufen. Die Clusterdaten k¨ onnten entweder auf diesen CPUs zu Track
(-St¨ ucken) verbunden werden, oder an eine Trackﬁnder-PC-Farm weitergeleitet
werden. Der erste Fall w¨ are einfacher zu realisieren, sofern die Rechenleistung
ausreicht. Allerdings w¨ urden aufgrund der Aufteilung eines Sektors auf 6 LDCs
Spuren zerbrochen.
Die ALICE-TPC soll bei Schwerionenkollisionen mit einer Rate bis zu 200 Hz
ausgelesen werden, damit muss im Durschnitt alle 5 ms ein Ereignis auf den LD-
Cs rekonstruiert werden. Bei Verwendung von Doppelprozessor-PCs k¨ onnen die
beiden Prozessoren abwechselnd je ein Ereignis analysieren, sodass jedem 10 ms
zur Verf¨ ugung stehen.
Die Daten k¨ onnen im Hauptspeicher der LDC gepuﬀert werden, bis eine Trig-
gerentscheidung eintriﬀt. Da dieser Speicher f¨ ur Rohdaten von 30-70 Ereignisse
Platz bietet, kann die nachfolgende Analyse parallelisiert werden. Dies erm¨ oglicht
eine einfache Erh¨ ohung der Rechenleistung bei Bedarf.
F¨ ur Pb+Pb-Kollisionen bei
√
sNN =5 ,5 TeV wurden Multiplizit¨ aten geladener
Teilchen von bis zu dNch/dy = 8000 vorausgesagt. Betrachtet man gemesse-
ne Multiplizit¨ aten in zentralen Schwerionenkollisionen bei verschiedenen Schwer-
punktsenergien bis
√
sNN = 200 GeV, zeigt sich eine logarithmische Energie-
abh¨ angigkeit [Bac02]. Extrapoliert man diese zu LHC-Energien, ist eine Multi-
plizit¨ at von dNch/dy = 1100 − 1400 zu erwarten. F¨ ur die folgende Absch¨ atzung
wird eine Multiplizit¨ at von dNch/dy = 2000 angenommen. Diese Multiplizit¨ at
wird auch von aktuellen Berechnungen vorhergesagt, z.B. [Bra02b].
Clusterﬁnder
Die 3600 prim¨ aren geladenen Teilchen in der ALICE-TPC hinterlassen je 160
Cluster, womit sich eine Anzahl von 600000 Cluster ergibt. In STAR stellen die
Cluster prim¨ arer Spuren nur ca. 60% der Gesamtzahl von Clustern in der TPC
dar. Der Rest stammt von sekund¨ aren Spuren und von Rauschen. Damit w¨ are f¨ ur
ALICE eine Gesamtzahl von ca. 1 · 106 Clustern zu erwarten, also 10 mal mehr
Cluster als bei STAR. Die Segmentation in Pad- und Zeitrichtung ist ¨ ahnlich wie
bei STAR, womit die Cluster-Rekonstruktionszeit mit der Anzahl der Cluster von
STAR auf ALICE skaliert werden kann.
In STAR ben¨ otigt ein 66 MHz i960-Prozessor im Durschnitt 50 µs, um ein Clus-
ter zu rekonstruieren. Es soll hier angenommen werden, dass die Rechenleistung
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proportional zum Prozessortakt steigt3, also bei doppeltem Prozessortakt, die Re-
konstruktionszeit halbiert w¨ urde. Weiterhin soll angenommen werden, dass ein
i960- und ein Pentium-Prozessor bei gleichem Takt dieselbe Rekonstruktionszeit
ben¨ otigen. Die erste Annahme ist zu optimistisch, die zweite Annahme ist pessi-
mistisch, genauere Absch¨ atzungen m¨ ussten jedoch auf Messungen basieren. Die
zu erwartende Prozessorleistung im Jahr 2005 (wenn Hardware gekauft werden
muss) kann, basierend auf Moore’s Law4,a b g e s c h ¨ atzt werden. Die Entwicklung
der Prozessor-Taktraten in den letzten 10 Jahren ging etwas langsamer als Moo-
re’s Law. Eine Verdoppelung der Taktfrequenz fand alle 19-20 Monate statt. Setzt
sich diese Entwicklung fort, erreichen die Prozessoren im Jahre 2005 Taktraten
von 10 GHz.
Unter den genannten Annahmen w¨ are die Clusterrekonstruktion mit 216 CPUs
mit 10 GHz in ca. 1.5 ms m¨ oglich.
Trackﬁnder
Um die Spuren eines Supersektors in STAR bei
√
sNN = 200 GeV zu rekonstru-
i e r e nw e r d e n9 4m sb e n ¨ otigt. F¨ ur das gesamte Ereignis br¨ auchte eine einzelne
CPU ca. 12·94 ms = 1,1 s. Mit 650 prim¨ aren geladenen Teilchen pro Rapidit¨ ats-
einheit, ergibt sich eine durchschnittliche Zeit pro prim¨ arer Spur von ca. 0,9 ms.
Diese Zeit gilt f¨ ur einen ALPHA-Prozessor mit 466 MHz, der equivalent zu einem
Pentium Prozessor mit 800 MHz ist.
Um die ben¨ otigte Zeit pro Spur auf ALICE-Bedingungen zu skalieren, muss zum
einen die Multiplizit¨ at ber¨ ucksichtigt werden, die ca. dreifach h¨ oher ist. Zum
anderen enth¨ alt eine Spur mit 160 Clustern, einen Faktor 3,5 mehr Cluster als
bei STAR. Mit dem verwendeten Trackﬁnder steigt die ben¨ otigte Zeit zur Spur-
ﬁndung linear mit der Anzahl der Cluster an [Old01]. Damit ergibt sich eine
zehnfach l¨ angere Gesamtspurﬁndungszeit pro Ereignis als bei STAR.
Mit 216 CPUs (10 GHz) dauert die Spurrekonstruktion eines zentralen ALICE
Ereignisses 4-5 ms.
Zusammenfassung
Diese Absch¨ atzungen zeigen, dass es m¨ oglich sein k¨ onnte, die gesamte Ereingisre-
konstruktion auf den LDC-CPUs durchzuf¨ uhren. Dies beruht auf der Annahme,
dass sich Rekonstruktionszeiten mit doppelter CPU-Taktfrequenz halbieren. Ab-
3Tats¨ achlich muss auch die I/O-Geschwindigkeit ber¨ ucksichtigt werden, also wie schnell Daten
zum Prozessor gelangen und gespeichert werden k¨ onnen.
4Von Gordon Moore im Jahre 1965 postuliertes Gesetz: Moore’s Law besagt, dass die Tran-
sistordichte pro Chip sich alle 18 Monate verdoppelt.
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bildung 4.20 in Kapitel 4.12 zeigt f¨ ur den Trackﬁnder,d a s sd i e sn i c h tr i c h t i gi s t .
Bei Verdopplung der Taktrate nimmt die Rekonstruktionszeit um einen Faktor
1,6-1,9 ab. Damit erg¨ abe sich f¨ ur die Spurrekonstruktion eine Verdoppelung der
oben abgesch¨ atzten Zeit auf ca. 10 ms pro Ereignis.
Die Auswirkungen auf den Clusterﬁnder sind schwieriger abzusch¨ atzen. Aber
selbst wenn eine sechsfach l¨ angere Zeit zur Clusterrekonstruktion notwendig w¨ are,
k¨ onnte diese auf den LDCs durchgef¨ uhrt werden. In diesem Fall m¨ usste die Spur-
rekonstruktion auf weitere CPUs verlagert werden. Mit den genannten Zeiten,
w¨ are jedem LDC ein vergleichbarer Doppelprozessor-PC zur Spurrekonstruktion
zuzuordnen.
Alternativ k¨ onnten die 6 LDCs eines Sektors Clusterdaten auf einen PC senden,
der die Spurrekonstruktion des gesamten Sektors ¨ ubernimmt. Daf¨ ur w¨ urden 30-
60 ms ben¨ otigt. Um dennoch Ereignisse mit einer Rate von 200 Hz bearbeiten zu
k¨ onnen, m¨ ussten in diesem Fall entsprechend 12 CPUs abwechselnd je ein Ereig-
nis bearbeiten. Letzteres Konzept h¨ atte den Vorteil, dass Spuren in ihrer gesam-
ten L¨ ange rekonstruiert werden k¨ onnten. Selbst wenn die Clusterrekonstruktion
l¨ anger dauern sollte als 10 ms (aufgrund h¨ oherer Multiplizit¨ at), k¨ o n n t ed i e sd u r c h
Verwendung von 4-Prozessor-PCs als LDC ausgeglichen werden. Erst wenn Clu-
sterdichten in der TPC zu hoch f¨ ur einen einfachen Clusterﬁnder werden, m¨ usste
auf ein anderes Konzept ausgewichen werden [Fra01].
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154A. Beispiel eines GL3-Algorithmus
Der hier aufgelistete Algorithmus ist der gl3True Algorithmus. Das Header-ﬁle
gl3True.h:
//---------------------------------------------------------------
// glTrue.h
//
// An L3 algorithm, that always returns true. Useful to bypass
// L3 processing.
//
//---------------------------------------------------------------
#ifndef GL3TRUE
#define GL3TRUE
#include "gl3Algorithm.h"
class gl3True : public gl3Algorithm
{
public:
virtual int decide();
virtual const int getAlgorithmID()
{ return L3_ALGORITHM_TRUE; }
virtual const char *getAlgorithmName()
{ return algoName; }
private:
static const char algoName[20] = "True";
};
#endif
und nun gl3True.cxx:
155A. Beispiel eines GL3-Algorithmus
//--------------------------------------------------------------
// gl3True.cxx
//--------------------------------------------------------------
#include "gl3True.h"
int gl3True::decide()
{
return 1; // always true
}
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