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Abstract
Internet Multicasting has emerged in the last few years as the inevitable method for 
efficiently delivering replicated data to multiple recipients in large scale internets. 
More specifically, Reliable Multicast Transport Protocols have been the subject of 
intensive research in recent years. The goal of such research was mainly to develop 
reliable and scalable protocols to efficiently and reliably deliver data to receivers, 
and at the same time reduce congestion on the network. In this research, we propose 
a new generic family of protocols, called the K  family of protocols, that focus on 
congestion control by reducing the processing requirements on receivers to 0(1), 
while being able to tune the processing requirements on the sender to the sender’s 
processing capability. The concept of Local Recovery is then applied to the K  
protocol family, achieving even further improvement in processing requirements, 
especially at the sender. In all cases, processing requirements at the sender and 
at the receivers are analytically studied. VVe also introduce a new concept that 
attempts to detect packet loss and repair it before control packets cause implosions 
at the sender or at the receivers. Finally, some numerical results are presented to 
show the relative reduction in processing requirements in comparison with other 
prominent generic classes of protocols.
ix
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Chapter 1
Introduction
Internet Multicasting has emerged in the last few years as the premier foreseeable 
method for efficiently delivering replicated data to multiple recipients in large scale 
internets. Multicasting has been fueled by the following factors:
•  the need to efficiently and reliably deliver replicated data on the Internet to 
multiple recipients. Examples include audio and video, replicated databases, 
real-time and multimedia applications, streaming data applications, etc.
•  replicated data streams will eventually become a limiting factor in terms of 
bandwidth and reliability on the Internet. New methods had to be created to 
resolve congestion and replication problems.
In the late 80’s and early 90’s multicasting took off as the solution to the problems 
described above. The pioneering work of [6] paved the way for multicasting as a 
standard that eventually found its way into the Internet protocol and has become 
an integral part of it.
1.1 Reliable Transport Protocols
The area of reliable multicast transport protocols has been a very active research 
area of the past few years. Many researchers have been attempting to create one 
generic protocol that will be suitable for all applications. It has been realized, 
however, that there is no one protocol that serves this purpose. Applications must 
have greater control over the segmentation and framing of data units. This area of 
research is still being worked on without any major success. On the other hand,
1
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there has been a flood of new multicast protocols, each trying to serve a different 
multicasting need or trying to improve on an existing protocol. Several problems 
still exist in this area, one of which is that of congestion control. This is the main 
focus of this research.
1.2 Scope of the Dissertation
In this research we approach the problem of congestion control in Internet Multi­
cast Transport Protocols. The problem is treated from a different perspective than 
the classical network bandwidth based approach. Instead we focus on processing 
requirements at the sender and at the receivers, with the conjecture that network 
bandwidth will keep outgrowing processing speeds for the next few years. Therefore, 
in this research, we devise new schemes for congestion control in multicast enabled 
internets that minimize processing requirements on receivers (which constitute the 
bulk of the network) as well as reduce or tune those requirements on senders. We 
devise a new approach to error recovery in multicast transport protocols, and then 
we combine it with the well known approach of Local Recovery to achieve even 
greater reduction in processing requirements.
We also introduce a new concept that attempts to predict great packet loss in 
the network and tries to remedy it before its cascading effects congest the network.
Finally, we analyze the performance of our proposed new schemes in comparison 
with other well known schemes.
1.3 Outline
Chapter 2 introduces the reader to the area of Internet Multicasting, with special 
concentration on Internet Multicast Transport Protocols. In that chapter we survey 
some of the most prominent protocols, and then we present a general classification of 
multicast protocols along with their expected analytical performance complexities.
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In chapter 3 we introduce our new concept of Global Pairing, describe its mechanics, 
and propose a new protocol, the K  protocol that utilizes Global Pairing. We then 
analyze the processing requirements on the sender and on the receiver under K. In 
chapter 4 we apply the concept of Local Recovery to Global Pairing and call the 
combined concept Local Pairing. A new protocol, the K L, is then described. We 
then perform an analysis similar to the one in the previous chapter. In chapter
5 we generalize the concept of Global Pairing and we call it Grouping of receivers. 
Again, we propose the K t protocol and then apply local recovery schemes to produce 
the K L f protocol. We even go one step further by applying grouping to repair 
servers themselves, further improving processing costs at the sender. In chapter
6 we describe briefly the new concept of Preemptive Multicasting, which is aimed 
at detecting great losses in the network and remulticasting the lost segments as a 
measure to prevent control message and repair implosions. Finally, in chapter 7 
we plot the complexities of the K t protocol with respect to that of a similar-class 
protocol. The chapter ends with a discussion on the pros and cons of the different 
classes of protocols and the choices to make. Chapter 8 summarizes our research 
and sheds some light on possible future expansion of this work.




With the explosive growth of the Internet, there is growing demand for delivering 
different types of data for different purposes. The classical point-to-point communi­
cation scheme is used by most of today’s Internet applications. However, new ap­
plications are arising that require delivery of data from single or multiple sources to 
multiple recipients. Examples include audio and video delivery, distributed file repli­
cation, resource discovery, multimedia conferencing, shared white boards, among 
others.
Multicasting refers to the delivery of data packets from a source (sender) to 
a set of destinations (receivers), rather than just a single destination [6]. Data 
packets can be sent from the sender to each receiver separately, but that would 
be wasteful of network bandwidth and of the sender’s processing power. Instead, 
using multicasting, network routers perform replication of data when necessary to 
eventually reach all destinations. The sender in this case only sends out one copy 
of the data. Multicasting is depicted in Figure 2.1 as opposed to other modes of 
communication, namely Broadcast, Unicast and Replicated Unicast.
Much research has been devoted recently to devising reliable and scalable multi­
cast protocols that would work well for most applications, and a number of reliable 
multicast protocols have been proposed for wide area packet networks. However, it 
has been shown that one cannot make a single reliable multicast delivery scheme
4






(c) Replicated Unicast (d) Multicast 
Figure 2.1: Basic Communication Models
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1110 xxxx xxxx xxxx xxxx xxxx xxxx xxxx
Figure 2.2: Class D Address
that optimally meets the functionality, scalability, and efficiency requirements of all 
applications [8].
2.2 Multicasting
Multicasting refers to the transmission of data packets from a source, called a sender, 
to a number of destinations, called receivers. The receivers, collectively, make up a 
multicast group. Data packets are routed from the sender to the receivers by network 
elements called routers. During a multicast session, information is distributed from 
a sender to the receivers in its multicast group [3]. Although data could be sent 
independently from the source to each destination, this would be very inefficient 
since it consumes network bandwidth wastefully and may create congestion if the 
number of receivers is high.
2.2.1 IP Multicast
This refers to the multicasting technique described above, used in the network layer 
of the Internet. Just like classes A, B and C of the Internet Protocol (IP), there 
exists a class D to address IP multicast groups. A class D IP address has a “1110” in 
the four most significant bit positions of the 32-bit address used for Internet hosts as 
depicted in Figure 2.2. Therefore, class D IP addresses will fall in the range 224.0.0.0 
to 239.255.255.255, inclusive [11, 14]. There is a potential for having 268,435,456 
unique multicast groups!
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The idea behind class D addressing is that the sender need only know the IP 
address of the multicast group. It then sends an IP packet as if it were destined to 
a class A, B or C host. An example of a class D address is 225.30.2.1.
2.2.2 IP Multicast Routing
IP multicast routing consists of two protocols: the distance vector multicast rout­
ing protocol (DVMRP) and the Internet group management protocol (IGMP) [6]. 
DVMRP, which executes in multicast-capable routers, builds and maintains a multi­
cast tree, rooted at the sender. The routers use the multicast tree to route multicast 
packets to all receivers. DVMRP uses distance vectors, representing the distance 
(number of hops or number of intermediate routers) between the sender and a router, 
plus knowledge of the multicast group membership to construct a tree with the min­
imum number of hops from the sender to all receivers. This method of multicasting 
makes efficient use of network resources. IGMP is used between a receiver and its 
nearest router to indicate the receiver’s interest in joining or leaving the multicast 
group. Changes in multicast group membership trigger updates to the multicast 
tree.
A router that receives data packets destined for a multicast group identified by 
the multicast group address forwards copies of the packets along all multicast tree 
branches emanating from the router. It also forwards the packets to all receivers 
directly connected to it. Only one copy of a packet is forwarded along each branch 
of the multicast tree.
2.2.3 MBone: The Multicast Backbone
In 1994, several routers in the Internet were made multicast-capable. They were 
then connected to each other using IP tunnels to implement a logical multicast net­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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work on top of a physical network that consisted mainly of unicast routers. Called 
the Multicast Backbone [17], or MBone, this multicast network is in widespread 
use today. Voice, video, and whiteboard applications are common applications that 
use the MBone. With the promise of an increasing need for multicasting capabili­
ties, switch vendors such as Cisco and Bay Networks now include the IP Multicast 
protocols DVMRP and IGMP in their default router configurations.
2.3 Reliable Multicast Transport Protocols
At the network layer, multicast packet delivery is a datagram service, as is unicast 
packet delivery. This means that multicast packet delivery is also connectionless, 
provides no guarantee of reliability, and does not promise sequential delivery. The 
only difference is that unicast packets only go to at most one place, whereas multi- 
casts go where the receivers are, and they are not treated specially by the network 
[20].
2.3.1 Reliability
Reliability, at its most basic meaning, means delivery of the same original data, 
in the same order it was sent, no matter how much time it took. Here we cannot 
make any assumptions about delivery trees, except that they are usually highly 
heterogeneous. You can typically find links of different speeds across the Internet, 
routers with different memory, processor and buffer space, and different levels of 
congestion. These differences will most likely exist across any multicast group’s 
members, which poses a serious threat to any reliable multicast transport protocol.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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2.3.2 Requirements of Applications for Reliability
Different multicast applications have disparate requirements for reliability [20]. Each 
of these requirements has different design implications for a reliable multicast pro­
tocol.
•  Some applications require delivery of data by all members regardless of order 
or time it takes.
•  Some applications require total ordering and reliable reception.
•  Some require many or all of the members to send data.
•  Some support small groups, and some thousands of receivers.
•  Some need timely delivery of data.
It is generally agreed that a single reliable multicast framework is not likely 
to meet the needs of all applications over groups of any size. It is very difficult to 
know how to map between application-specific requirements and the many potential 
reliable multicast transport mechanisms [20].
2.3.3 Desirable Features for Reliable Multicast Protocols
Reliable multicast protocols should not be reduced to sending a packet as many 
times as needed to get to its destination. That would be an overkill of network 
bandwidth, and would not take advantage of any spatial locality of reference.
Here are some of the characteristics that researchers would like to see in a reliable 
multicast protocol:
•  Avoiding overburdening the sender with control traffic retransmissions.
•  Being able to handle delivery to heterogeneous groups fairly and efficiently.
•  Exhibiting good performance.
•  Capability to handle large groups.
•  Minimizing control traffic.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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• Capability to handle mixed-mode (reliable and unreliable) transport to the 
same group.
•  Welcomes late joiners.
As mentioned earlier, it is unlikely that there will be a universal “one-size-fits- 
all” multicast reliable transport protocol. Instead, several “classes” of multicast 
reliable protocols will be developed to match each application’s desired reliability. 
Keep in mind that some applications simply do not require reliable delivery and can 
tolerate small amounts of loss.
2.4 Survey of Major Multicast Protocols
The following host of protocols, few of which have been actually incorporated into a 
distributed system and tested, are mostly experimental and are in various stages of 
development. We present a general description of each of the major protocols and 
point out the advantages and disadvantages of each.
Reliable multicast protocols have two classifications: generalized and special­
ized. Under each of those categories we will list a host of protocols that have been 
documented in the literature.
2.4.1 Generalized Reliable Multicast Protocols 
Scalable Reliable Multicast (SRM)
Floyd et al described SRM in [8]. SRM is targeted at operation over a future Internet 
in which multicast is very common. It has been demonstrated (prototyped) in wb, 
a distributed whiteboard application, which has been used on a global scale with 
sessions ranging from a few to a few hundred participants.
The design goals of SRM were to be able to work with groups that are potentially 
very large; to not require special support from IP; and to not interfere with the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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operation of TCP, the primary unicast reliability mechanism. Finally SRM had 
the aspiration to operate efficiently and to adapt to any dynamic changes to group 
membership. The burden of reliability in SRM has been shifted to the receiver and 
the application level framing protocol model.
In 1990, Clark and Tennenhouse [5] proposed a new protocol model called Ap­
plication Level Framing (ALF) which explicitly includes an application’s semantics 
in the design of that application’s protocol. This way, applications have more con­
trol over their communication. All data is exchanged as Application Data Units 
(ADUs), with data expressed in an application-specific name space and with the 
application’s data encoded to suit its reliability needs.
SRM only guarantees that all the data will be sent to the group. It is not 
expected to deliver data in any particular order (e.g. the order sent). If the need 
arises, machinery to enforce a particular delivery order can be easily added on top 
of this reliable delivery service. SRM, however, is not perfect. In [3] it is noted that 
SRM has two drawbacks that affect its scalability.
The first drawback is that all requests for and retransmissions of missing data 
are always re-multicasted to all receivers. This wastes valuable network bandwidth 
and causes unnecessary processing of retransmission requests at all receivers.
The second drawback to SRM scalability is that each receiver must keep track 
of all other receivers in the multicast group. This is necessary to support the SRM 
retransmission scheme that allows any receiver to retransmit requested data. As the 
number of receivers increases, it becomes unwieldy for each receiver to keep track of 
all other receivers. One mechanism to help localize the scope of requests and repairs 
is the Local Group Concept (LGC), which is discussed in the next section.
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Local Group Concept (LGC)
This concept was proposed in [12], where the multicast group is divided into Local 
Groups, each represented by a Group Controller that handles retransmissions for 
members in the Local Group. The Group Controller is not a router or a separate 
server, but simply one of the members of the multicast group. Hofmann in [12] aims 
at the dynamic generation of Local Groups and of Group Controllers, but does not 
explore in detail the algorithms for finding the nearby Local Group, responding to 
the failure of a local Group Controller, or choosing a new Group Controller [8].
Reliable Multicast Transport Protocol (RMTP)
RMTP is being developed by researchers [19] at AT&T’s Bell Laboratories, a di­
vision of Lucent Technologies. The reliability service it provides is ordered and 
lossless. Like SRM, it also includes among its goals scalability and receiver-based 
reliability. RMTP accomplishes this by using Designated Routers (DRs) in each re­
gion of the multicast group, where the DRs receive incoming status messages from 
the region, indicating which packets have been successfully received, and performs 
retransmissions as needed. The unique feature of RMTP is its hierarchical organi­
zation, with regional aggregation of status messages. This prevents the sender from 
being inundated with status messages, and minimizes the number of group-wide 
repair messages. The problem of dynamically choosing DRs for a given multicast 
tree is left for continued research.
2.4.2 Specialized Reliable Multicast Protocols 
Reliable Adaptive Multicast Protocol (RAMP)
RAMP was originally described in RFC 1458 [2] and was designed for military col­
laborative applications such as simulated war games. Consequently, it was designed
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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to provide low latency and reliable delivery to all recipients. It was also developed 
to operate at very high speeds over the ARPA-sponsored Testbed for Optical Net­
working (TBONE) project, an optical, circuit-switched network operating initially 
at 800Mbps. What is different in this environment is that congestion in the net­
work is almost nonexistent and packet loss mainly comes from host buffer overflow 
in receivers. The sender under this protocol has complete knowledge of all group 
members. RAMP has the ability to support two unreliable modes of operation. To 
date, RAMP has been confined to military application [21].
RMTP+
RMTP+, another reliable multicast transport protocol also developed at AT&T Bell 
Labs [3], is an extension of RMTP that reliably multicasts continuous data streams, 
rather than files, from a sender to an unknown number of receivers.
Multicast File Transfer Protocol (MFTP)
MFTP was first publicly documented in an Internet Draft in February 1997 and a 
new Internet Draft was submitted to the IETF in April 1998 [22]. It was originally 
developed by StarBust Communications and refined with the help of engineering 
personnel from Cisco Systems. Many WAN products are based on MFTP. MFTP is 
simple and operates with all network infrastructures, but it is narrowly focused on 
non-real-time reliable delivery. RMTP has some nice hierarchy characteristics that 
provide scaling and has been adapted to cover virtually all applications.
There are many more reliable multicast protocols. However, the most common 
features of their designs have already been exhibited above.
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2.5 Performance Analysis of Multicast Protocols
The first analytical attempt in [25] and [28] to study the performance of reliable mul­
ticast protocols paved the way for researchers in this area. In [25], the performance 
of two fundamental classes of reliable multicast protocols were compared, namely, 
the sender-initiated and the receiver-initiated classes. Many other protocols were 
designed that belonged to neither categories. In effect, two more categories were 
added by [18], namely the ring-based protocols and the tree-based protocols.
Most of the analysis and results in this section are taken from the above men­
tioned work and from the compilation by [23].
2.5.1 Broad Categories of Reliable Multicast Protocols
In the last few years, there has been a flurry of research activities on reliable mul­
ticast transport protocols. As we have seen before, there are numerous protocols 
most of which are still experimental and very few have been implemented and tested. 
Regardless of the number of such protocols, they can be categorized broadly into 





This classification was based on how the different protocols adjust the memory 
allocation window (mw) and the congestion window (cw). The memory allocation 
window is concerned with releasing of buffer associated with a block of data while 
congestion window is associated with the rate of transmission or retransmission.
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Sender-initiated Protocols
In this class of protocols, the sender keeps track of the state of each receiver. Re­
ceivers send positive acknowledgements (ACKs) directly to the sender and only 
after receiving ACKs from all the receivers can the sender decide whether to ad­
vance the memory allocation window (mw) or not. These protocols suffer from the 
well-known ACK-implosion problem meaning that the sender has to process an ex­
cessive number of ACKs, which increases the sender’s processing load. An example 
of sender-initiated protocols is XTP [26].
Receiver-initiated Protocols
In this class of protocols, the sender does not keep track of the receivers, but rather 
the receivers themselves send negative acknowledgments (NACKs) to the sender 
when they detect a missing packet. The sender retransmits the missing packets. 
However, if each receiver sends a NACK to the sender, that may lead to a NACK- 
implosion at the sender. In order to avoid the NACK-implosion, when a receiver 
detects a missing packet, it does not send a NACK immediately. It rather schedules 
a random timer in the future, and when the timer expires, multicasts the NACK. In 
the meantime, if the receiver hears a NACK for the same missing packet, it cancels its 
pending timer and schedules another random timer. We call this variant of receiver- 
initiated protocols as receiver-initiated with NACK avoidance (RINA) protocols. It 
is worthy noting that there is no notion of a memory allocation window (mw) in 
these protocols because the sender has no idea when it is safe to deallocate the buffer 
space. However, the pacing of the receivers and the retransmission mechanisms (the 
adjustment of the congestion window) is done in a scalable and efficient manner. 
One of the premier examples of this category of protocols is SRM [8].
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Ring-based Protocols
Sender-initiated and RINA protocols assume a flat organization of receivers. Ring- 
based protocols, in contrast, arrange the receivers in the form of a ring, where one 
of the receivers at any instant of time is designated a token site. The token site is 
responsible for sending ACKs back to the sender. The token site retransmits the 
missing packets. The token is passed to the next receiver in the ring when the next 
receiver has received all the packets that the current token site has received. Once 
the token is passed, the token site can move the memory allocation window (mw). 
Adjustment of the congestion window (cw) is done either by the token site or by the 
sender. RMP [29] and TRP [4] are examples of this category of protocols.
Tree-based Protocols
In this class of protocols, the receivers are organized in a tree such that the sender is 
at the root of the tree, the receivers are at the leaves and domain representatives are 
at the intermediate points of the tree. Domain representatives (or DRs) represent a 
group of receivers or a domain and are also organized in a hierarchical manner. The 
sender is the highest-level DR. In these protocols, the receivers send status messages 
(ACK+bitmap or ACK+NACK) to the corresponding DR. The sender/DR moves 
its congestion window (cw) based on the ACKs and retransmits missing packets 
based on the NACKs. [18] also introduced a term called HACK (Hierarchical ACK) 
to refer to a consolidated ACK of a domain which will be periodically sent by the 
DRs to the next-level DRs. HACKs help in moving the memory allocation window 
at the DRs. RMTP [19, 24], LGMP [12], TMTP [30] belong to this category.
A further optimization of these tree-based protocols is to take advantage of the 
NACK-avoidance scheme of the RINA protocols. These protocols are referred to as
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Table 2.1: Summary of Performance Comparison
Protocol Sender Requirements Receiver Requirements
Sender-Init. 0 ( R ( l+ p ln ( R ) / ( l - p ) ) ) 0(1 -  p + pln(R ))
Receiver-Init. 0(1 +  p /?/(l - p ) ) 0(1 -  p + pln(R ))
RINA 0(1 + pln (R )/( l  - p ) ) 0(1 -  p + pln(R))
Ring-Based 0 ( l / ( l - p ) )
Token Site: 0(1  + {R — l )p /( l  -  p))
0 (  ( l + ^ / U - p ) )
Tree-Based 0 (5 (1  — p) +pBln(B))
DR: 0 (5 (1  -p )+ B p ln { B ))
0(1 - p  + pln(B))
TVee-NAPP 0(1 +  pln(B ) / (1 — p)) 0(1 +  ((1 - p  +  p/n(5)-l- 
+p2(l - 4 p ) ) / ( l  - p ) )
Tree-NAPP protocols because they combine the notions of NACK avoidance and 
periodic polling with the basic tree-based organization of the receivers.
2.5.2 Performance Analysis
Performance analysis of the different classes of protocols will be skipped here and 
we will only summarize the results as surveyed in [23]. A summary of protocol 
performance complexity is depicted in Table 2.1.
In Table 2.1, R  is the number of receivers in the multicast session, p is the prob­
ability of packet loss at a receiver, 5  is the branching factor of the tree (number of 
receivers local to a repair server), and DR is the domain representative as described 
in the previous section.
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Chapter 3 
Global Pairing
Most existing reliable transport protocols utilize error recovery schemes where re­
ceivers try to recover their lost packets either from the sender or from some repair 
server in the network. Repairs can also be requested from any receiver, but it is 
not known at the time which receiver will respond with the lost packet since repair 
requests are multicast to some or all of the receivers, sometimes including the server. 
Responses are most of the time multicast to the whole group where all receivers, 
including the sender, have to listen and process these packets, whether they lost 
a packet or not. In this chapter, we introduce a new concept for error recovery 
that primarily involves receivers only. It allows any particular receiver to request 
repair from another well known receiver, its buddy. The two receivers become known 
to each other as the result of a pairing operation by the server. A new protocol, 
called the K  protocol is then introduced that utilizes the concept of pairing for error 
recovery.
3.1 Network Model and Assumptions
This model consists of one sender S  multicasting a continuous stream of packets to 
R  receivers. The model could possibly be extended to have R  receivers where any 
receiver has an equal chance of being a sender itself. In that case, the probability 
of a receiver being a sender is 1 /(Z2 +  1).
For our model we assume the following:
1. All loss events at all receivers for all transmissions are mutually independent
18
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2. The probability of packet loss, p, is independent of the receiver.
3. ACKs and NACKs are never lost and these packets are typically small.
3.2 Global Pairing
Pairing is a process that randomly pairs two receivers for the purpose of packet loss 
recovery. In the global mode of the protocol, S  acts as as a Match Maker and, upon 
request, pairs a receiver Rj with another receiver Ri that has been waiting to be 
paired in a First-In-First-Out (FIFO) queue at S. The concept of pairing is depicted 
in Figure 3.1.
3.3 New Protocol Proposed
The new protocol proposed in this research, called the K  protocol, tries to achieve 
optimal processing requirements on the sender and on the receivers, and minimal 
bandwidth -  thus a very high throughput -  utilizing a new and efficient error recov­
ery scheme. The new protocol exhibits the following properties:
•  It utilizes a receiver-initiated loss recovery scheme.
•  It is NACK-based
• The sender is generally not involved in the recovery of lost packets, unless it 
is absolutely necessary.
•  It introduces the concept of Global Pairing. A variation of this protocol uses 
Local Pairing in order to reduce congestion further on the network.
3.3.1 The K  Protocol
The K  protocol exhibits the following behavior:
•  Upon joining a multicast group (session), a receiver Ri initially pairs up with 
the sender S  until a buddy is found.
•  Receiver Ri informs S  that it is looking for a buddy.







- R |joins multicast session - R • joins multicast session
- it requests tobe paired by S - it requests a pairing buddy
- gets added to the receivers queue
(a) (b)
Request for pairing 
Paired receivers
R | and R j are now paired 
(c)
Figure 3.1: The Concept of Receiver Pairing
Multicast
Session
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•  S  saves the address of 72, and waits until another receiver requests pairing.
•  Upon receiving a request for pairing from another receiver Rj ,  S  checks if it 
has any receiver waiting for pairing. If so, then S  informs Ri  and R j  that both 
of them are going to be buddies, i.e. they will be a pair for the purpose of 
error recovery. At that moment 72, drops its pairing with S  and pairs with its 
new buddy Rj.  If there is no receiver waiting for pairing, S  behaves as in the 
previous step.
•  Rj  and Rj  now use point-to-point communication for error correction in a 
NACK-based fashion (as opposed to multicasting their NACKs). If Ri detects 
a lost packet, then it sends a NACK to its buddy Rj,  which then processes 
the NACK, checks if it actually has the packet, and if so sends the packet to 
Ri.  If Rj  realizes that it does not have the packet, then it requests the packet 
from the S  and supplies it to itself and Ri.  Again, all communication here is 
done via point-to-point reliable communication.
•  Upon leaving a multicast session, a receiver informs its buddy that it intends 
to leave. The buddy then acts as if is has just joined the session, i.e. it pairs 
with S  until a buddy is found.
•  If Rj is not responding, then Rj can detect this either by polling Ri periodically, 
or by expiring timeouts, in which case it behaves as in the previous step.
•  If a receiver Ri has been dropped (dumped) by Rj,  then upon reestablishing a 
contact with Rj,  72, is informed that it needs to find another buddy. 72, then 
behaves as if it’s joining anew.
3.3.2 Observations
We observe the following properties for the K  protocol:
•  S  acts as a  Match Maker.
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•  Protocol K  is stateless with respect to pairing, i.e. it keeps no record of which 
receivers are paired with each other at any point in time. Statelessness is 
very important to have, otherwise it would be very costly in terms of memory 
requirements for a server to remember all pairs. In addition, that information 
will become stale very quickly due to the dynamic nature of receivers joining 
and leaving a multicast session.
•  Unless there are delays in processing pairings, for example due to insufficient 
processing power, no more than two receivers should pair with S  at any point 
in time, since they will end up being paired with each other.
•  If R, the total number of receivers, is even, then half of the receivers will be 
paired with the other half. Otherwise we will have (R  — l ) /2  pairs and one 
receiver left paired with S.
It is worthy to note that all receivers are required to pair under K, and that 
none of them are incapable of doing so. The operation of the K  protocol is depicted 
in Figure 3.2.
In this example, there is one sender S  and seven receivers, i?l through R7. The 
requests for pairing randomly arrive at S  from R2, R4, RI, R6, R3, R5 and R7 
respectively in that order. The resulting pairings are shown in the figure. Receivers 
i?3 through R7 lose the packet/segment and request repairs from their buddies. 
Only in the case of R5 did the buddy not have the requested packet. In that case 
R5 requests the packet from S  and then supplies it back to R3. Note that since the 
number of receivers was odd, the last receiver to request pairing, namely R7, did 
not find a buddy, so it paired with 5.








► Repair Request (NACK)
Retransmission 
* Lost segment/packet
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3.3.3 Effect of Pairing on Sender
One important question to pose here is whether pairing will have a severe effect on 
the sender, or even on the whole network. Let us consider this by observing that 
the pairing operation involves the reception of two messages from two receivers, the 
storage of the addresses of those two receivers until they get paired, and the sending 
of two messages to the two receivers informing them that they are to pair. Message 
sizes in this operation are very small and the storage needed is insignificant. In 
addition, pairing is generally a one-time operation for every two receivers for the 
life of a multicast session, provided the receivers remain healthy for the duration of 
the session. Therefore, in the best case, pairing only requires the sender to process 
a total of 2R  message during the life of the session. In the worst case, all receivers 
join the session simultaneously -  an unlikely scenario -  in which case S  receives 
R  requests for pairing and is then expected to perform R/2  pairing operations. In 
reality, receivers dynamically join/leave multicast sessions at different points in time, 
although a surge could be expected at the beginning of a multicast session.
3.4 Performance Analysis
It is expected that communication bandwidths will grow at a much higher rate than 
processing speeds during the next decade [28]. This is why we take the approach of 
focusing on processing requirements of these protocols at both sending and receiv­
ing hosts rather than the communication bandwidth requirements. In addition, we 
are concerned with scalability, how well will our approaches handle large numbers 
of receivers. The scalability of specific ACK- or NACK-based protocols is exam­
ined by [8, 24, 1]. One related analytic work is [7], which proposes a NAK-based 
protocol and compares it with an ACK-based protocol. The focus in [7], however, 
is on the performance effects of sending periodic state information. They assume
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Table 3.1: Notation
X f the time to feed packet from application to transport at sender
X P the time to process the transmission of a packet at a sender
Xt the time to process a timeout at the sender
X n the time to process a NACK at a sender
Yj the time to feed packet from application to transport at receiver
Yp the time to process a newly received packet at a receiver
Yt the time to process a timeout at a receiver
Yn the time to process and transmit/receive a NACK at a receiver
P the end-to-end loss probability at a receiver
M the number of receivers requesting repair from S
R the number of receivers in the multicast session
r, y w the send and receive per packet processing 
time in protocol w € {K , Kf, KL, KLi}
lossless network and do not consider the overhead of ACK and NACK processing -  
considerations that are central to our analysis.
In this section we follow the performance analysis model first pioneered by [25]. 
Terminology specific to this analysis can be found in Table 3.1.
3.4.1 Sender
Processing requirements at the sender under the K  protocol can be expressed as
M
* K =  * /  +  £ W ) + *«(< ))■
«‘= L
Taking the expectation of X K we get
E [X k ] =  E[X,\ +  E[M\{E[XP] + £[*„])
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where M  is the number of receivers requesting repair from 5  when their buddies 
cannot supply the packet. Here the concept of finding out the number of transmis­
sions necessary for all receivers to correctly receive a packet does not apply since 
error correction is done in a reliable one-to-one communication. Therefore, we are 
only interested in finding the number of receivers that will request correction from
S.
The probability of a pair (Ri, Rj) not receiving a packet is now p 2. We can now 
treat the system as a session of R j2 receivers (each being a pair of receivers) with 
the probability of losing a packet of p2. The expected value of M  can now be given 
as
E[M\ =  £ r .
Substituting in E [X K] we get
E[.XK\ =  E[X,} + £ r (E{Xp] + Spy).
Therefore,
E [X k ] € 0(1 +  £-R).
As p — ► 0, E[X K] = 0(1).
3.4.2 Receiver
In order to analyze the processing requirements at the receiver we must first consider 
the following facts:
•  receiver Ri only receives NACKs from its buddy Rj — exactly one NACK.
• receiver Ri supplies Rj with missing packet via point-to-point communication, 
at most once per packet transmission/loss.
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•  Ri asks 5  for a missing packet only if it does not have it itself. This takes 
place at most once per packet transmission/loss.
In doing performance analysis at the receiver we must consider the time it takes 
the receiver to do the following:
•  time to obtain data from higher layers
• time to process NACK from buddy
•  time to send NACK to buddy or to S  if it does not have the packet
•  time to process received packet from buddy or from S
•  time to send packet to buddy
Therefore, the expected processing time at the receiver can be expressed as the 
sum of the above times to get
Y *  = Yf  + Yn + X n + Yp + X p.
Taking the expectation of Y K we get
E[Yk ] =  0(1).
That means that processing requirements at the receiver are independent of R, which 
is a highly desirable property in order to achieve optimality. This is one of the major 
results of this research.




In this chapter, we apply the concept of Local Recovery to Global Pairing. We call 
the resulting concept Local Pairing. The main idea is to use a divide-and-conquer 
approach and divide the receivers into local regions. Each local region will have 
a designated local repair server that handles repair and retransmission requests 
from its local receivers, and only requests repairs from the server when it does not 
have the requested data segment. The K  protocol can then be applied locally in 
each region where the buddies come from the same local region, which eventually 
improves end-to-end latency.
4.2 Related Work
Many researchers have recently proposed different approaches for local recovery 
[16]. Some of these approaches are scalable reliable multicast, SRM (with local 
recovery enhancements) [8], local group concept, LGC [12], tree-based multicast 
transport protocol, TMTP [30], LORAX [18], log-based receiver reliable multicast, 
LBRM [13] and reliable multicast transport protocol, RMTP [19]. Following the 
classification we saw in earlier chapters, LBRM is server-based, SRM with local 
recovery enhancements is self organizing receiver-based and RMTP, TMTP and 
LORAX are designated receiver-based with pre-constructed logical hierarchy. LGC 
is a hybrid of the logical tree-based approach and SRM. The new dimension we are
28
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adding in this research is the combination of the concept of pairing under the K  
protocol with local recovery. We call this approach Local Pairing.
4.3 Local Pairing
We now describe a generic receiver-based reliable multicast local recovery protocol, 
KL, that assumes the presence of a repair tree similar to the one in [16]. This 
repair tree is the physical multicast tree constructed by the routing protocols with 
the sender as the root, receivers as leaves and repair servers co-located with routers. 
The receivers recover lost packets from repair servers only if their buddies under 
the local K  protocol do not have the lost packets. Repair servers, in turn, recover 
lost packets from either upper level repair servers or the sender. The repair servers 
themselves can also be paired with each other for error recovery before consulting 
with the sender.
4.3.1 The KL  Protocol
Protocol KL, a. combination of the Local Pairing K  protocol and Local Recovery, 
exhibits the following behavior:
•  Upon joining a multicast group (session), a receiver Ri initially pairs up with 
its local repair server (R S ) until a buddy is found.
•  Receiver Ri informs R S  that it is looking for a buddy.
•  R S  saves the address of Ri and waits until another receiver from the same 
local region requests pairing.
•  Upon receiving a request for pairing from another receiver Rj, R S  checks if it 
has any receiver waiting for pairing. If so, then R S  informs Ri and Rj that 
both of them are going to be buddies, i.e. they will be a  pair for the purpose of 
local error recovery. At that moment Rj drops its pairing with R S  and pairs
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with its new buddy Rj. If there is no receiver waiting for pairing, R S  behaves 
as in the previous step.
•  Ri and Rj now use point-to-point communication for error correction in a 
NACK-based fashion (as opposed to multicasting their NACKs, whether local 
or global). If either Ri detects a lost packet, then it sends a NACK to its buddy 
Rj, which then processes the NACK, checks if it actually has the packet, and 
if so sends the packet to Rj. If Rj realizes that it does not have the packet, 
then it requests the packet from the R S  and supplies it to itself and Rj. Again, 
all communication here is done via point-to-point reliable communication.
•  Upon leaving a multicast session, a receiver informs its buddy that it intends 
to leave. The buddy then acts as if is has just joined the session, i.e. it pairs 
with R S  until a buddy is found.
•  If is not responding, then Rj can detect this either by polling Rj periodically, 
or by expiring timeouts, in which case it behaves as in the previous step.
•  If a receiver Rj has been dropped (dumped) by Rj, then upon reestablishing a 
contact with Rj, Ri is informed that it needs to find another buddy. Rj then 
behaves as if it’s joining anew.
4.3.2 Observations
We observe the following properties for the K L  protocol:
•  R S  acts as a Match Maker for its local region.
•  Just like K, Protocol KL is also stateless with respect to pairing.
•  Unless there are delays in processing pairings, for example due to insufficient 
processing power, no more than two receivers should pair with R S  at any point 
in time, since they will end up being paired with each other.
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•  If B, the total number of receivers local to RS, is even, then half of the 
receivers will be paired with the other half. Otherwise we will have (B — l)/2 
pairs and one receiver left paired with RS.
The operation of the K L  protocol is depicted in Figure 4.1.
In this example, there is one sender S, two repair servers R S I  and R S 2, and 
seven receivers RI  through RI. Requests for pairing arrive at R SI  from RI, R6, R3 
and R5 respectively in that order. Requests for pairing arrive at R S 2 from R2, R4 
and R7 respectively in that order. The resulting pairings are shown in the figure. 
Note that no requests for pairing arrived at S. Also, note that for the local region 
of RSI, the number of receivers is even and they were all paired. In the case of 
R S 2, R7 was left out, so it remained paired with R S 2. When R3 requested repair 
from its buddy R5, R5 did not have the packet either, so it requested it from RSI.  
In the case of R7, whose buddy was R S 2 itself, R2 did not have the packet itself, 
so it requested it from S.
4.3.3 Effect of Local Pairing on RS
The analysis is analogous to the effect of pairing on the sender discussed in the 
previous chapter and will be left out here. However, one major difference is that the 
total number of local receivers is much smaller than R. Therefore, the effect will be 
even more insignificant on the local repair server.
4.4 Pairing of Repair Servers
The concept of pairing of receivers can be easily extended to the repair servers 
themselves. Instead of requesting repairs from the sender or any higher repair server, 
repair servers can themselves utilize the buddy system and request pairing from S. 
In that case we observe the following behavior:
















Figure 4.1: Operation of the K L  Protocol
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•  Upon joining a multicast group (session), a repair server RSi initially pairs up 
with S  until a buddy repair server is found.
•  RSi informs S  that it is looking for a buddy.
•  S  saves the address of RSi and waits until another repair server requests 
pairing.
•  Upon receiving a request for pairing from another repair server RSj, S  checks 
if it has any repair server waiting for pairing. If so, then it informs RSi and 
RSj that both of them are going to be buddies, i.e. they will be a pair for the 
purpose of error recovery. At that moment RSi drops its pairing with S  and 
pairs with its new buddy RSj. If there is no repair server waiting for pairing, 
S  behaves as in the previous step.
•  RSi and RSj now use point-to-point communication for error correction in 
a NACK-based fashion (as opposed to multicasting their NACKs). If RSi 
receives a request for a lost packet from one of its local area receivers, then it 
sends a NACK to its buddy RSj, which then processes the NACK, checks if it 
actually has the packet, and if so sends the packet to RSi. If RSj realizes that 
it does not have the packet, then it requests the packet from the S  and supplies 
it to itself and RSi. Again, all communication here is done via point-to-point 
reliable communication.
•  Upon leaving a multicast session, a repair server informs its buddy that it 
intends to leave. The buddy then acts as if is has just joined the session, i.e. 
it pairs with S  until a buddy is found.
•  If RSi is not responding, then RSj can detect this either by polling RSi peri­
odically, or by expiring timeouts, in which case it behaves as in the previous 
step.
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• If a repair server RSi has been dropped (dumped) by RSj, then upon reestab­
lishing a contact with R S j , RS{ is informed that it needs to find another buddy. 
RSi then behaves as if it’s joining anew.
We observe in this scheme that S  plays Match Maker for the repair servers. The 
server will be involved in error recovery only when any two buddies do not have 
a requested packet. This scheme will further reduce processing requirements on S  
and result in a balanced protocol that shifts more of the burden of recovery to the 
repair servers. The cost of processing on the receiver remains the same, except that 
end-to-end latency becomes much smaller since requests and retransmissions do not 
have to travel all the way to or from the sender.
4.5 Performance Analysis
4.5.1 Sender
We can express the processing requirement at the sender as the total time it takes 
to perform the following:
•  prepare and transmit the first packet (includes feeding the packet from the 
application to the transport layer)
•  retransmit lost packets
•  process hierarchical acknowledgments 
That can be expressed as
M  Lh
X KL =  X , + X r( l ) + Y .  (Xt(m) +  Xp(m)) + £  X k(i)
m = 2  i=l
where LH is the number of HACKs received at the sender. Taking expectations we 
get
E [X KL] =  E[Xf ] +  E[M]E[XV\ +  {E[M\ -  1 )E[Xt] + E[LH\E[XH}.
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The expected number of HACKs received by the sender can be expressed as:
E[LH] = E[M]B(1 -  p)
where B  is the number of children of the sender and E[M\ is the expected number 
of transmissions needed to deliver a packet to a receiver. Substituting into E [X KL] 
we get
E [X KL) =  E{Xf ] +  E[M}E[XV] 4- (E[M\ -  1 )E[Xt] +  E[M]B(1 -  p)E[X„}.
It can be shown (see [28] for details) that
E[M] € 0(1 + pln (R )/( l  - p ) ) .
Substituting B  for R  in E[M\ we get
E[M] € 0(1 + pln (B )/{ l  - p ) ) .
This implies that
E [X k l ] E 0 (B (  1 -  p) +  Bpln(B)).
Notice that if p is constant, then E[XKL\ is 0{B ln(B)).  In addition, if p — >• 0, 
then E [X KL) =  0(1).
If the repair server themselves are grouped using the K  protocol, then the end- 
to-end loss probability becomes p2 both for receivers and repair servers since they 
are being paired two receivers/repair servers at a time. Furthermore, the number of 
children of the sender can now be regarded as 5 /2  and receivers as R/2. Substituting
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in E[M] we get a new expression for E [X KL] given by
E[X KI-] € 0 ( | (  1 - p 2) + )).
4.5.2 Receiver
The expected processing time at the receiver will not change under K L  since, as 
far as the receiver is concerned, the local repair server is indistinguishable from a 
sender. A receiver will request pairing from its local repair server the same way it 
did from 5. Similarly, it will request repairs from the repair server just like it did 
with S. The behavior of the receiver and the processing requirements are described 
in section 3.4.2 with S  being the repair server in this case.
Therefore,
E[Yk l ] 6 0(1).
4.6 Summary
In this chapter we applied the concept of Local Recovery to Global Pairing and we 
called the resulting concept Local Pairing. The use of repair servers to retransmit 
lost packets to its local group of receivers relieves the sender and reduces its perfor­
mance complexity from a linear to a logarithmic one. The extra work is now handled 
by the repair servers. The K  protocol is then applied locally in each group, where 
the local repair server is regarded by the receivers just like S. The only difference is 
that the repair server does not always have the missing packet and it only supplies 
missing ones (as opposed to S  multicasting the original packets). We consider the 
repair servers to be part of the backbone network whose congestion and performance 
is not studied here due to the expectation we make as suggested by [28], which states
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that communication bandwidths will grow at a much higher rate than processing 
speeds during the next decade.
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Chapter 5 
A Generalized Grouping Protocol
5.1 Introduction
So far under the K  protocol, only two receivers are paired together and become 
buddies for the purpose of error recovery. Although the processing cost on the 
receiver was 0(1), that on the sender was still 0(R), which meant that the size 
of the multicast session will play a big role in the processing requirements on the 
sender. In the class of receiver-initiated protocols, without any form of hierarchical 
organization, the class of protocols that exhibited the best performance was that of 
receiver-initiated with NACK avoidance (RINA). For constant error probability p, 
RINA protocols were 0(ln(R)). Can we do any better?
In this chapter we extend the grouping concept to a group of n receivers that 
will buddy together for the purpose of error recovery. Instead of only two receivers, 
n receivers will now form a group and they will cooperate in a well defined manner 
to recover lost packets, even when all but one of them has lost those packets. The 
immediate question that comes to mind is how much more bandwidth will this incur 
on the network. As we will see in the performance analysis section, it will not be 
much for a constant group size. In addition, it is worth noting that communication 
bandwidths are expected to grow at a much higher rate than processing speeds 
during the next decade [28]. This is why we are focussed on processing costs at the 
sender and at the receiver.
38
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A modified protocol, called the K / protocol, is introduced that utilizes the con­
cept of grouping for error recovery.
5.2 Network Model and Assumptions
We assume the same model proposed earlier for the Global Pairing mode, which 
consisted of one sender S  multicasting a continuous stream of packets to R  receivers. 
We add one last assumption here and list ail four as follows:
1. All loss events at all receivers for all transmissions are mutually independent.
2. The probability of packet loss, p, is independent of the receiver.
3. ACKs and NACKs are never lost and these packets are typically small.
4. Processing requirements at the hosts are more important than network band­
width in determining the throughput of reliable multicast protocols.
5.3 Grouping
Grouping is a process that randomly groups n receivers for the purpose of packet 
loss recovery. In the global mode of the protocol, S  acts as as a Match Maker and, 
upon request, groups n receivers Ri, R? ,... ,Rn with each other, (n -  1) of which 
had been waiting to be grouped in a queue at S. Global Pairing now becomes a 
special case of Grouping where n =  2.
5.4 A New Modified Protocol
The new protocol proposed in this chapter, called the K t  protocol, is a general­
ization of the K  protocol proposed earlier. This protocol tries to achieve optimal 
processing requirements on both the sender and the receivers without incurring 
heavy additional bandwidth. It utilizes a new and efficient error recovery scheme. 
The protocol exhibits the following properties:
•  It utilizes a receiver-initiated loss recovery scheme.
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•  It is NACK-based.
•  The sender is generally not involved in the recovery of lost packets, unless no 
other receiver can provide the missing packets.
• It introduces the concept of Grouping. A variation of this protocol uses Local 
Grouping in order to reduce congestion further on the network.
5.4.1 The Kr Protocol
The Ki protocol exhibits the following behavior:
• Upon joining a multicast group (session), a receiver Ri initially pairs up with
the sender S  until a group G of n receivers is formed.
• Receiver R, informs S  that it is looking for a group.
• 5  saves the address of Ri in a queue and waits until enough receivers request 
grouping.
• Upon receiving a request for grouping, S  checks if it has (n — 1) receivers 
waiting for grouping. If so, then S  informs Ri and and all other (n -  1) 
receivers in the queue that all of them are going to be buddies in the same 
group for the purpose of error recovery. At that moment Ri drops its pairing 
with S  and groups with its new buddies in group G. If there are no receivers
waiting for grouping, S  behaves as in the previous step.
• All receivers in G now use point-to-point communication for error correc­
tion in a NACK-based fashion (as opposed to multicasting their NACKs). 
When group members detect lost packets, they use one of the Group Recovery 
Schemes described in the next section to recover the lost packets. The schemes 
work in such a way that all n receivers will end up having the missing packet. 
If at least one member has it, then S  should not be bothered and all members 
should recover their loss from that one receiver. Only if none of the receivers 
in G has a missing packet does 5  get consulted.
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•  Upon leaving a multicast session, a receiver informs its group members that 
it intends to leave. The group members then break the group and act as if is 
they have just joined the session, i.e. they pair with S  until enough members 
are found to form a new group.
•  If some receiver in a group is not responding, then its buddies in the group can 
detect this either by polling it periodically, or by expiring timeouts, in which 
case they behave as in the previous step.
•  If a receiver Ri has been dropped (dumped) by its group members, then upon 
reestablishing a contact with any of the former members, Ri is informed that 
it needs to find another group. Ri then behaves as if it’s joining anew.
5.4.2 Group Recovery Schemes
Receivers in a group can deploy several error recovery schemes, but some are more 
efficient than others, especially when a large number of receivers in the group did not 
receive a multicast packet. We only present three schemes in this section, each with 
its advantages and disadvantages. However, since the number of receivers in a group 
is constant, even a total ordering on the sending of NACKs and retransmissions 
(an 0 (n 2) operation) would not pose a severe threat on the processing load of the 
receivers.
AU-NACK
In this scheme all receivers in a group set a random timer and upon expiration of 
the timer send (n — 1) NACKs to all other receivers requesting the missing packet. 
The receiver processes (n — 1) replies from its buddies and if any of them has replied 
with the missing packet, it retains a copy and sends the packet to all receivers that 
did not have it. This way all receivers in the group recover. Upon hearing a NACK 
for the same packet for which a receiver has set a timer, or if a packet is received
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from a buddy before a timer expires, then a receiver resets or cancels its own timer, 
respectively. The idea behind setting a timer and waiting for it to expire is to allow 
only one receiver to send the NACKs and eventually supply all its buddies with the 
missing packet. However, if none of the buddies has the missing packet, then the 
receiver sends a NACK to S, recovers the packet, and sends it to all its buddies. If 
timers are not set properly, more than one buddy may send (n -  1) NACKs, thus 
requiring more processing on the part of each receiver in the group.
Ring Search
In this scheme the sender organizes the n receivers in a ring such that a receiver 
always knows who its successor is in the ring. If a receiver detects a lost packet, 
then it sends a NACK to its successor in the ring. If the successor has the packet it 
supplies it, otherwise it asks its own successor, and so on until the packet is fetched 
from some buddy. All receivers along that portion of the ring from the initial receiver 
to the one that had the missing packet will recover as a result. Other receivers that 
missed the packet will behave in a similar way. Eventually, all receivers in the group 
will have the packet. However, if the receiver that initially requested a repair receives 
a NACK from some receiver in the group for the same lost packet, then the message 
must have come from its predecessor in the ring. This servers as an indication that 
none of the buddies has the packet, in which case the receiver recovers the packet 
from S  and sends it to all its buddies. The disadvantage in this scheme is that 
recover proceeds in one direction, which means that every member may be asked 
for the packet in a sequential fashion, which affects latency.
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Bidirectional Ring Search
This scheme is similar to the Ring Search, except that receivers are now arranged 
in a doubly-linked, ring where each receiver always knows its successor as well as its 
predecessor in the ring. Upon detecting a lost packet, a receiver sends two NACKs, 
one to its successor and one to its predecessor. Recovery of the lost packet now 
proceeds in both directions on the ring until all receivers recover the packet. If 
a receiver receives a NACK for the same lost packet both from its successor and 
from its predecessor, then the ring must have been exhausted, which serves as an 
indication that all receivers in the group have missed the packet. The receiver 
detecting this recovers the packet from S  and supplies it to all its buddies. This 
scheme parallelizes the search for the missing packet, which cuts down on latency.
All three recovery schemes are depicted in Figure 5.1.
5.4.3 Observations
We observe the following properties for the Kr protocol:
•  S  acts as a Match Maker to form G.
•  Protocol Kt  is stateless with respect to grouping, i.e. it keeps no record of 
which receivers are grouped with each other at any point in time. Statelessness 
is very important to have, otherwise it would be very costly in terms of memory 
requirements for a server to remember all groups. In addition, that information 
will become stale very quickly due to the dynamic nature of receivers joining 
and leaving a multicast session.
•  Unless there are delays in processing groupings, for example due to insufficient 
processing power, no more than (n — 1) receivers should pair with S  at any 
point in time, since they will end up being grouped with each other.



















(c) Bidirectional Ring Search 
Figure 5.1: Group Recovery Schemes Under K i
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
45
•  If R, the total number of receivers, is a multiple of n, then R /n  groups will be 
formed with no left over receivers. Otherwise we will have at most R  mod n 
receivers paired with 5  at any point in time.
It is worthy to note that all receivers are required to group under Kt, and that 
none of them are incapable of doing so. The operation of the K i  protocol is depicted 
in Figure 5.2.
In this example, there is one sender S  and seven receivers, through RI. The 
requests for grouping randomly arrive at S  from R2, R4, RI, R6, R3, Ro and R7 
respectively in that order. The resulting groupings are shown in the figure. Receivers 
R3 through R I  lose the packet/segment and request repairs from their buddies in 
the group. In group (R2, R4, RI) R4 did not have the packet so it recovered it from 
f?4. All receivers in the group (R6, R3, R5) lost the segment, so one of them (R5 
in this case) recovered the segment from S  and supplied it to all others. Note that 
since 7 mod 3 =  1, only one receiver (the last to request grouping), namely RI, did 
not find a group, so it paired with 5.
5.4.4 Effect of Grouping on Sender
Similar to the case of Global Pairing, the question to pose again is whether grouping 
will have a severe effect on the sender, or even on the whole network. Let us consider 
this by observing that the grouping operation involves the reception of n messages 
from n receivers, the storage of the addresses of (n — 1) receivers until they get 
grouped, and the sending of n  messages to all n receivers informing them that 
they are to form a group. Message sizes in this operation are very small and the 
storage needed is insignificant. We only need (n — 1) additional storage buffers to 
store the addresses of (n — 1) receivers until the nth receiver requests grouping. In 
addition, grouping is generally a one-time operation for every n  receivers for the life
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Table 5.1: Notation
the time to feed packet from application to transport
x P the time to process the transmission of a packet at a sender
the time to process a NACK at a sender
YP the time to process a newly received packet at a receiver
Yt the time to process a timeout at a receiver
Yn the time to process and transmit/receive a NACK at a receiver
P the end-to-end loss probability at a receiver
M the number of receivers requesting repair from S
R the number of receivers in the multicast session
n the number of receivers (buddies) in a group
X W,Y W the send and receive per packet processing 
time in protocol w €  {K , Kt, KL, KLt}
of a multicast session, provided the receivers remain healthy for the duration of the 
session. Therefore, in the best case, grouping only requires the sender to process a 
total of 2R  messages during the life of the session. In the worst case, all receivers 
join the session simultaneously -  an unlikely scenario -  in which case S  receives 
R  requests for grouping and is then expected to perform R /n  grouping operations. 
In reality, receivers dynamically join/leave multicast sessions at different points in 
time, although a surge could be expected at the beginning of a multicast session.
5.5 Performance Analysis of K t
In this section we follow the same performance analysis model used in previous 
chapters. Terminology specific to this analysis can be found in Table 5.1.
5.5.1 Sender
Processing requirements at the sender can be expressed as the total time needed to 
perform the following:
•  prepare and transmit the first packet
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•  process all NACKs sent by receivers
•  process all retransmissions to receivers in response to the NACKs
Therefore, the processing requirements at the sender under the K t  protocol can 
be expressed as
\ t
X *  = x , +  Y;(x»<i) + x , m
i=1
where X n(i) is the requirement for processing a NACK from the i-th receiver and 
X p(i) is the packet processing requirement associated with the i-th. receiver request­
ing retransmission of a given packet. X /  is the processing required to prepare and 
transmit the first packet.
We assume that processing requirements have general distributions, that they are 
independent of each other, and that X n(i) and X p(i) are each identically distributed 
sequences of random variables. As a result, we omit the argument i.
We are interested in the mean processing requirement per packet in order for the 
sender to multicast packets reliably to all of the receivers. Taking the expectation 
of X K> we get
E[X k ') =  E[Xf \ + E[M](E[XP] + E[Xn])
where M  is the number of receivers requesting repair from 5  when their buddies 
cannot supply the packet. Here the concept of finding out the number of transmis­
sions necessary for all receivers to correctly receive a packet does not apply since 
error correction is done in a reliable one-to-one communication. Therefore, we are 
only interested in finding the number of receivers that will request correction from
5.
The probability of a group (f?i, f?2 , * • • > Rn) not receiving a packet is now reduced 
to pn. We can now treat the system as a session of R /n  receivers (each being a group
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of n receivers) with the probability of losing a packet of pn. The expected value of 
M  can now be given as
E[M\ =  ^ R . n
Substituting in E [X K'\ we get
E{XK'] =  E[Xf) + ^-R[E[XV] +  E[X„]).
n
Please note that the n in X n is for NACKs and is not the same as the size of a 
group. Therefore,
E [X k '} € 0(1 +  ^ R ).
As p — >• 0, E[X Kl] =  0(1).
5.5.2 Receiver
In order to analyze the processing requirements at the receiver we must first consider 
the following facts:
•  receiver Ri only receives NACKs from its buddies in the group, which amount 
to at most (n -  1) NACKs.
•  receiver Ri supplies its (n — 1) buddies with missing packets via point-to-point 
communication, at most (n — 1) times per packet transmission/loss.
•  A receiver asks 5  for a lost packet only if none of its buddies in the group have 
it. This takes place at most once per packet transmission/loss.
In doing performance analysis at the receiver we must consider the time it takes 
the receiver to do the following:
•  obtain data from higher layers
•  process NACK from (n — 1) buddies
•  send (n — 1) NACKs to its buddies or to S  if none have the packet
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•  process received packet from buddies (at most (n — 1) times) or from S  (once)
•  send packet to buddies (at most (n — 1) times)
Therefore, the expected processing time at the receiver can be expressed as the
sum of the above times to get
Y k ' =  Yf  +  (n -  1)1; +  (n -  l )X n + { n -  1)Y' +  (n -  1)X p.
Taking the expectation of Y K' we get
E[Yk '} =  E[Yf ] + E[n -  l]£[r„] +  E[n -  1 ]E[Xn) +  E[n -  1 }E[YP] +  E[n -  1]^[XP].
Now since E[n] =  n for constant n, we get
E[YKr\= 0 { n ) .
Therefore,
E[YK'] € 0(1).
That means that processing requirement at the receiver is constant and is indepen- 
dent of R, which is a highly desirable property in order to achieve optimality. This 
is another one of the major results of this research.
5.6 Grouping with Local Recovery
Similar to the work done in the previous chapter, we can combine the concept of 
Local Recovery with that of Grouping to achieve even lower processing requirements 
on the sender. The major difference in the mechanics of this combined protocol, 
called the K Lf  protocol, is that repair servers now play the role of the sender in
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terms of grouping and error recovery. Only if a repair server does not have a lost 
packet does it consult the sender or another repair server in the hierarchy.
5.6.1 The KLt  Protocol
The K D  protocol exhibits the following behavior:
•  Upon joining a multicast group (session), a receiver Ri initially pairs up with 
its local repair server RSi until a group G of n receivers is formed.
•  Receiver Ri informs RSi that it is looking for a group.
•  RSi saves the address of Ri in a queue and waits until enough receivers request 
grouping.
•  Upon receiving a request for grouping, RSi checks if it has (n -  1) receivers 
waiting for grouping. If so, then RSi informs Ri and and all other (n -  1) 
receivers in the queue that all of them are going to be buddies in the same 
group for the purpose of error recovery. At that moment Ri drops its pairing 
with RSi and groups with its new buddies in group G. If there are no receivers 
waiting for grouping, RSi behaves as in the previous step.
• All receivers in G now use point-to-point communication for error correction in 
a NACK-based fashion and use one of the Group Recovery Schemes described 
earlier.
•  Upon leaving a multicast session, a receiver informs its group members that it 
intends to leave. The group members then break the group and act as if is they 
have just joined the session, i.e. they pair with RSi until enough members are 
found to form a new group.
•  If some receiver in a group is not responding, then its buddies in the group can 
detect this either by polling it periodically, or by expiring timeouts, in which 
case they behave as in the previous step.
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Table 5.2: Notation
X* the time to process a HACK
X H the time to process reception of a HACK
L" the total number of a HACKs
B the branching factor of a tree
M the number of transmissions needed to deliver a packet to a receiver
X W,Y W the send and receive per packet processing 
time in protocol w E {K, Kt, KL, KLr, KLLf}
•  If a receiver Ri has been dropped (dumped) by its group members, then upon 
reestablishing a contact with any of the former members, Ri is informed that 
it needs to find another group. Ri then behaves as if it’s joining anew.
5.6.2 Performance Analysis of KLt
Processing requirements on the sender will definitely drop down due to the fact that 
repair servers in the network will now handle repair requests from receivers in their 
local regions. Repair servers only consult with S  when it’s absolutely necessary. 
The resulting processing requirements for the sender and the receiver are described 
in the following two sections. Notation specific to local recovery can be found in 
Table 5.2.
Sender
We can express the processing requirement at the sender as the total time it takes 
to perform the following:
•  prepare and transmit the first packet (includes feeding the packet from the 
application to the transport layer)
•  retransmit lost packets
•  process hierarchical acknowledgments
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That can be expressed as
M  L h
X Ky  =  X ,  + ATP(1) +  £  (X,(m) + X r(m)) +  £  *»(0
m=2 i= l
where L H is the number of HACKs received at the sender. Taking expectations we 
get
E[X k u \ =  E[Xj] +  E[M\E[X„] +  (£[M] -  1)£[X,J +  E[Le \E[Xh\.
The expected number of HACKs received by the sender can be expressed as:
E[Lh] = E[M]B( 1 - p )
where B  is the number of children of the sender and E[M] is the expected number 
of transmissions needed to deliver a packet to a receiver. Substituting into E[XKU] 
we get
E[Xk u ] =  E[Xf ] +  E[M]E[XP] +  (E[M\ -  1 )E[Xt\ +  E[M\B( 1 -  p)E[X„}.
It can be shown (see [28] for details) that
E [ M \ € 0 ( l+ p ln { R ) / { l - p ) ) .
Substituting B  for R  in E[M] we get
E[M\ € 0 ( l + p l n ( B ) / ( l —p)).
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This implies that
E [X k l '\ g  0 ( B ( l - p ) + B p ln { B ) ) .
Notice that if p is constant, then E [X KL>] is 0(B ln(B )).  In addition, if p — > 0, 
then E[Xk l '] =  0(1).
Receiver
The expected processing time at the receiver will not change under KLf  since the 
group size does not have to change, and neither do the recovery schemes. In addition, 
as far as the receiver is concerned, the local repair server is indistinguishable from 
a sender. Therefore,
e [ y KLi] g  0 ( 1 ) .
5.7 Grouping of Repair Servers
One possible combination of Local Recovery along with the concept of Grouping 
results in further improved processing requirements on the sender as will be evi­
denced below. In this scheme, the repair servers themselves form buddy groups for 
the purpose of error recovery just like receivers did under K t  and KLf.  The local 
receivers of each repair servers also form buddy groups and recover from their own 
repair server. If that repair server does not have the missing packet, then it con­
sults its repair server buddy group. If that group in turn does not have the missing 
packet, then S  is consulted. We call this new scheme the K L L t  protocol.
5.7.1 The KLLt  Protocol
The KLLt protocol exhibits the following behavior:
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•  Receivers under this protocol act in the same way as under K t  except that 
the sender is now replaced with the local repair server. The rest of the steps 
below detail what happens during the grouping of repair servers.
•  Upon joining a multicast group (session), a repair server RSi initially pairs up 
with the sender S  until a group G of n repair servers is formed.
•  RSi informs S  that it is looking for a group.
•  S  saves the address of RSi in a queue and waits until enough repair servers 
request grouping.
•  Upon receiving a request for grouping, S  checks if it has (n — 1) repair servers 
waiting for grouping. If so, then S  informs RSi and and all other ( n - 1) repair 
servers in the queue that all of them are going to be buddies in the same group 
for the purpose of error recovery. At that moment RSi drops its pairing with 
S  and groups with its new buddies in group G. If there are no repair servers 
waiting for grouping, S  behaves as in the previous step.
•  All repair servers in G now use point-to-point communication for error cor­
rection in a NACK-based fashion. When group members detect lost packets, 
they use one of the Group Recovery Schemes described earlier to recover the 
lost packets.
•  Upon leaving a multicast session, a repair server informs its group members 
that it intends to leave. The group members then break the group and act 
as if is they have just joined the session, i.e. they pair with S  until enough 
members are found to form a new group.
•  If some repair server in a group is not responding, then its buddies in the 
group can detect this either by polling it periodically, or by expiring timeouts, 
in which case they behave as in the previous step.
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•  If a repair server RSi has been dropped (dumped) by its group members, then 
upon reestablishing a contact with any of the former members, RSi is informed 
that it needs to find another group. RSi then behaves as if it’s joining anew.
5.7.2 Performance Analysis of KLLf 
Sender
If the repair servers themselves are grouped using the K t  protocol, then the end- 
to-end loss probability becomes pn both for receivers and repair servers since they 
are being grouped together n receivers/repair servers at a time. Furthermore, the 
number of children of the sender can now be regarded as B /n  and receivers as R /n . 
Substituting in the expression for E[M\ given in the analysis section of KL> we get 
a new expression for expected performance of the sender under KLLt given by
E [X ‘KLL'] € o A l  -  p") +  ^ p " /n ( - ) ) .
n n n
Receiver
The expected processing time at the receiver will not change under KLLt since the 
group size does not have to change, and neither do the recovery schemes. In addition, 
as far as the receiver is concerned, the local repair server is indistinguishable from 
a sender. Therefore,
E[Yk l u ] 6  0(1).
5.8 Summary
In this chapter we extended the concept of pairing from two to n receivers. Those 
receivers formed groups for the purpose of error recovery. They only consulted the 
server when none of them had the lost packet. This reduced the probability of packet
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loss to pn per group, and the session now consisted of R /n  groups. The concept 
of grouping was utilized in a new protocol that was described in detail. We called 
the new concept the K t  protocol. We also described three strategies for members 
of a group to recover their lost packet. Finally, we performed some analysis on the 
sender’s and receiver’s processing requirements under the Kt protocol. Just like the 
case of Global Pairing (n =  2), we maintained a constant complexity on the receiver’s 
processing requirements. As for the sender, the complexity can easily compete with 
an 0(ln(R))  protocol for small p and for very small group sizes, generally under 
10. The larger the group size, the smaller pn gets. As a result, the processing 
requirement at the sender is reduced. This provides for high tunability that allows 
you to shift the burden of processing away from the sender and into the receivers, 
without the receivers being dependent on the size of the multicast session. Finally, 
we combined the concepts of Local Recovery and Grouping and utilized it in a new 
protocol called the KLt protocol. We then extended the concept of grouping to 
the repair servers themselves, while maintaining grouping at the receiver level. We 
utilized that concept in the KLLt protocol. This achieved even further improvement 
on the sender’s processing requirement, while maintaining a constant requirement 
on the receivers.
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Preemptive Multicasting
What happens when failures occur early on in the multicast tree, especially at or 
around 5? Obviously, most if not all of the receivers will not have gotten the packet! 
Only if there was a way to determine that this happened, then S  would re-multicast 
the same packet in anticipation of a flood of NACKs or repair requests, whether 
from repair servers or from receivers themselves.
In this chapter, we introduce a new concept called Preemptive Multicasting whose 
objective is to predict if a large number of receivers, possibly all, never received a 
certain packet. It is done using a method similar to statistical sampling. If a certain 
threshold is met, then the packet is multicast again to all receivers.
6.1 Preemptive Multicasting
In order to determine if a packet was not received by a fairly large number of 
receivers, we need to be able to poll a representative sample of the receiver space. 
The problem is how to determine which receivers are part of the multicast session 
and which of them the sender is to poll. The set of N  receivers that S  decides to 
poll must fairly represent failure in the whole population space. Here is where the 
K  protocol comes into play.
6.1.1 Choosing a Random Sample
In the K  protocol, receivers requesting pairing are assumed to follow a random 
distribution with respect to the time they request pairing from the sender or with 
respect to their location in the network. The sender can randomly remember N  of
58
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those receivers as the random sample and poll them. The sender, after originally 
multicasting each packet, requests a positive acknowledgement (ACK) from all N 
receivers in the polling sample. If all N  receivers reply negatively (that they did 
not receive the intended packet), or if none reply, then this is alarming enough to 
re-multicast the packet. Another case where re-multicasting should be considered 
is when the percentage of the number of negatively responding receivers exceeds a 
certain threshold r . The choice of r  is discussed in the next section.
6.1.2 Choosing a Threshold
Let the number of positively responding polled receivers be P , where 0 < P < N. 
Let r, where 0 < r  < 1, be a multiplicative coefficient of AT such that a necessary 
condition for re-multicasting is
P  < rN.
The key in determining the most accurate value of r  lies in the fact that even 
if all but one of the n buddies forming a repair group fails to receive a packet, the 
group will self-heal and all (n -1 )  will eventually recover the missing packet from the 
one that had it. We conclude then that r  =  1/n is the percentage of receivers that 
must receive the packet before re-multicasting is necessary. This is true since each 
group of n  buddies itself actually represents a random sample of the whole space 
(due to the random nature of grouping at the sender). The necessary condition for 
re-multicasting is now
P  < N fn
where n > 2 and N  > n .  For the above condition to have any meaning, the size of 
the polled sample of receivers N  must be at least as large as the number of buddies 
in a group.
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6.1.3 Choosing a Sample Size
The last concern is how big N  should be. Obviously, the larger N  is the more 
accurate the representation of the population of receivers. The two major issues to 
deal with here are the processing capability of the sender and the effect of polling 
on congestion. We believe that N  is a tunable parameter and it should be left up 
to the sender to determine the size of AT, depending on any previous knowledge of 
its processing capability or of any congestion on the network. This really provides 
a certain degree of flexibility in tuning the performance of the protocol to control 
congestion at the server and in the network. The relationship between the size of N  
and congestion should be studied in more detail and will be left for future research.
6.1.4 Maintaining the Polling Sample
One final challenge is to make sure that all or most of the N  receivers to be polled are 
still in the session and are still alive. As we have determined in a previous section, 
N  should be at least as large as n, the size of a buddy group. One possible solution 
is for S to periodically poll the AT receivers and make sure that they are still alive. If 
it is determined that some receivers are not responding, then S  can drop them from 
the list and replace them with newer receivers that will request pairing in the future. 
This is one reason why N  should be considerably larger than n, in order to allow a 
buffer of receivers to be dropped without hurting the representation of the sample. 
Should AT drop below n, then the protocol may elect to turn off the preemptive 
multicasting feature until AT grows back to a healthy size, or solicit replacements 
for missing receivers. The latter can be done by sending a solicitation-for-informers 
message to all receivers. S  can then randomly choose enough receivers from those 
that respond to the solicitation message to fill the deficiency in the size of N.
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B2
Figure 6.1: Preemptive Multicasting Example Tree
6.2 Illustrative Example
In this section we show an example of how preemptive multicasting helps reduce 
congestion at the sender resulting from an implosion of repair requests. Let us con­
sider the topology in Figure 6.1 which represents the multicast delivery tree of some 
multicast session. The figure only depicts nodes that are members of the multi­
cast session. This snapshot session consists of one sender S  and fifteen receivers, 
numbered 1 through 15. The network has three branches B 1, B2 and B3 that feed 
data from S  to all other branches of the tree. The squares represent routers in the 
network.
Under the K  protocol, pairing requests arrive randomly at S.  Buddy groups of 
size n are then formed. For this small size example session, let us have n =  2. First, 
we generate a random distribution of receivers requesting pairing from S. Then we
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
62
9
G1 G2 G3 G4 G5 G6 G7
PS = {1,4,6,12} N = 4 n = 2
Figure 6.2: Random Distribution, Grouping and Polling Sample
group receivers two at a time to form seven buddy groups G1 through G7. plus 
one receiver (receiver 9) that is left unpaired. Under K,  receiver 9 will actually 
pair up with S. Let us consider a polling sample (PS) size of N  =  4. The random 
distribution of receivers and the corresponding grouping along with the random 
polling sample chosen by S  are all depicted in Figure 6.2.
To see the benefits of preemptive multicasting, let us consider the case where 
packet loss takes place at both 51 and 53, where none of the receivers under those 
branches receives the original multicast packet. That is eight out of fifteen, or 53% of 
the total number of receivers. Upon polling receivers in PS,  only receiver 4 responds 
favorably. This meets the threshold to remulticast that same packet, which costs S 
on extra sending of the packet. Had remulticasting not been done, groups G2 and 
G3 would not have been able to recover the lost packet since receivers 1 and 2 of 
G2 fall in the same branch B 1 where the packet failed to be delivered. Similarly, 
receivers 8 and 5 of G3 fall in two different branches that failed. As a result, they 
would not be able to recover the lost packet. In both cases under K,  one member 
from each group will end up requesting repair from S.  In this case S  will send two 
repair packets, one to each of the two groups. This costs S  one more multicast of 
the lost packet.
Now consider the case where the packet is lost at B2  and 53 . That is 75% of 
the total number of receivers failing to receive the packet. Upon polling receivers in
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PS,  only 1 and 6 respond favorably (assuming that both of them actually received 
the packet), which causes remuiticasting to take place. Had remulticasting not been 
done, groups G1, (74, (75 and receiver 9 would not have been able to recover the lost 
packet. In that case, each of the three groups and receiver 9 would have requested 
repair from S  resulting in three more repair packets to be sent! Now we can easily 
see the savings that preemptive multicasting would have resulted in.
One last case to consider shows that preemptive multicasting is not always per­
fect due to the fact that it depends on statistics in determining whether to remulti­
cast or not. Consider the case when packet loss takes place along B2.  This causes 
G1 and receiver 9 to request repair from S  resulting in one more repair packet to 
be sent by S.
6.3 Effect of Sample Polling
Here we try to analyze the effect of sample polling on the sender S  and on the 
network and receivers.
6.3.1 Effect on Sender
Per multicast packet, 5  has to perform the following:
•  Send N  polling messages to N  receivers
•  Process at most N  ACKs
•  Possibly process one timer before giving up on polling
•  Preparation and re-multicast of the packet if necessary
All of the above tasks combined will not be significant unless N  grows to be very 
large. For small values of N  the sender will not suffer as a result of sample polling.
6.3.2 Effect on Receivers
Per multicast packet, only N  out of R  receivers will perform the following:
•  Process polling request from S
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•  Respond to S
Since the polled sample of receivers is built by caching the last N  receivers 
that request pairing, the sample can be thought of as a sliding window of receivers, 
where any receiver R+ stays in the polling sample only from the time it requests 
pairing until N  more receivers request pairing, in which case it is dropped out of 
the window. While being in the window, executing the two tasks mentioned above 
requires a constant and insignificant amount of processing. Therefore, it will not 
have any severe effect on the processing capability of the polled receiver. Naturally, 
all other (R — N)  receivers are not affected by the polling procedure.
6.3.3 Effect on the Network
Per multicast packet, the network may be injected with the following added traffic 
as a result of polling:
• N  polling messages to N  receivers
• N  ACKs from receivers
• one re-multicast of the packet if necessary
Each network link in the multicast subtree leading to the N  polled receivers will 
have the added traffic of only two extra control packets (these packets are typically 
very small), and possibly one re-multicast of the missing packet. Again, if N  is 
sufficiently small constant, then the effect on network bandwidth is negligible.
6.4 Summary
Preemptive multicasting should be thought of as an aiding mechanism in loss recov­
ery. It should not be thought of as the sole and primary error correction mechanism, 
but rather as a helper feature that cooperates with a well defined error detection 
and recovery protocol in order to avoid implosions from repair requests. Preemptive 
multicasting is highly useful especially when the probability of failure is high or if
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losses occur in the higher levels of the multicast delivery tree. In that case many 
receivers will not have received a packet and preemptively remulticasting it by 5 
would reduce congestion on the network. As we have seen above, preemptive multi­
casting does not have any significant effect on the processing requirements of either 
the sender or the receivers. In addition, it only injects the network with a negligible 
amount of extra traffic. Finally, preemptive multicasting can be implemented as 
a tunable feature on demand in any reliable multicast transport protocol for the 
purpose of reducing congestion on the network.
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Chapter 7 
Performance Comparison
In this chapter we summarize the results we obtained from the performance analysis 
on the K  family of protocols. We then compare the improvement in processing 
requirements separately on the receiver and on the sender side. Since the results 
on the receiver were very consistent, we will start our discussion with the receiver. 
However, Let us first take a look at a summary table of our results, presented in 
Table 7.1.
7.1 Receiver
The K  family of protocols consistently maintained a constant processing requirement 
complexity throughout, which is a formidable task since it affects R  receivers, where 
R  could be thousands or hundreds of thousands or even millions of hosts on the 
Internet. Regardless of how low the complexity of the sender is, a receiver should 
not suffer because a multicast session grew very large. That is the complexity of the
Table 7.1: Summary of K  Protocol Family Results
Protocol Sender Requirements Receiver Requirements
K 0(1 + %R) 0(1)
K L 0 ( B ( l  - p )  + Bpln(B)) 0(1)
Kr 0(1 + S R ) 0(1)
K L / 0 ( B ( l - p ) + B p l n ( B ) ) 0(1)
K L L / 0 ( f ( l - p n) + $pnln(B/n)) 0(1)
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receiver should not be of any order of R,  not even logarithmic or sub-logarithmic. 
In our K  protocols, we have shifted some of the burden of processing either to the 
sender, to the repair servers, or to the backbone (communication between buddies 
is an example of this.)
One major advantage of using one of the protocols of the K  family is that the 
receiver need not setup and maintain a multicast tree to all other receivers in the 
session. The task of multicasting NACKs to all the receivers, as is the case in 
the Receiver-initiated and RINA family of protocols, is not trivial since it involves 
the setup and maintenance of a multicast delivery tree. The dynamic nature of a 
multicast session, with receivers joining and leaving frequently, makes this task an 
unfavored one and it should be avoided when necessary. This corroborates the need 
for a family of protocols that does not involve receivers in tasks that are of the order 
of the whole session size. The K  family of protocols clearly achieves this objective 
effectively.
7.2 Sender
There is more to the complexity of the sender under the K  protocol than meets 
the eye. This is due to the pn/n  factor of R. Since 0 < p < 1, pn will shrink 
exponentially for smaller values of p and larger values of n. The size of the buddy 
group plays a very important role in how much processing the sender has to do. This 
is because the larger n is, the less processing S  has to do. The value of n can be 
used as a tunable parameter in any implementation of the K  family since it allows 
you to determine, based on estimated multicast session size, how large n should be 
to meet a certain processing demand on the server. This is a very powerful concept 
in tuning a multicast session to the requirements of the server. If fact, n  could be a 
parameter that S  determines and forces it upon receivers.
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Figure 7.1: RINA versus Kr, p=0.05, n=5
In Figures 7.1 through 7.9 we have permuted the values of n and p for low, 
medium and high values, producing nine graphs. The graphs are plots of the com­
plexity of the RINA class of protocols versus Kr. The value of R , the total number 
of receivers in the session, has been set in the range from 1 to 1 million.
We observe that in the cases where p was high or n was low, or both, the RINA 
class of protocols outperformed Kr  (Figures 7.2, 7.3 and 7.9). However, when p 
was low and n relatively higher, the Kr protocol outperformed RINA.
Therefore, we conclude that the Kr protocol can match or even outperform the 
RINA class of protocols by setting n, the size of the buddy group, to an appropriate 
value, for an estimated session size. As we have seen from the graphs, we could do 
this for one million receivers, with as little as 5 and as high as 10 members in the 
buddy group.





Figure 7.2: RINA versus Kr, p=0.20, u=5
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Figure 7.3: RINA versus Kr, p=0.35, n=5









Figure 7.4: RINA versus Kt,  p=0.05, n=7
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Figure 7.5: RINA versus Kr, p=0.20, n=7
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Figure 7.7: RINA versus Kt,  p=0.05, n=10







Figure 7.8: RINA versus Ki,  p=0.2, n=10
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Figure 7.10: Tree-Based versus KLLi,  p=0.1, n=5
Finally, in Figure 7.10 we see another plot of the complexity of protocol KLLr  
versus that of Tree-based protocols. You can immediately see the reduction in 
processing cost, even for small values of n and p.
7.3 Comparison with Other Methods
In order to see how our results improve on the results of other methods, we must 
compare them with similar-class methods. For example, we should compare our 
protocols that use local recovery with other methods that use local recovery. Let us 
begin by looking at Table 7.2 where we compare the complexity of our Kr  protocol 
(that does not utilize any form of local recovery) with those of Sender-Initiated, 
Receiver-Initiated and RINA classes of protocols.
We can clearly see that Kr outperforms the Sender-Initiated and Receiver- 
Initiated classes of protocols. Also, under the conditions described earlier, Kr  has 
the potential of outperforming the RINA class of protocols, especially by tweak-
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Table 7.2: Comparison of Ki  with Sender and Receiver-Initiated Methods
Protocol Sender Requirements Receiver Requirements
Sender-Init. 0 ( R ( l + p l n ( R ) / ( l - p ) ) ) 0(1 - p  + pln(R))
Receiver-Init. 0(1 + pR/( l  - p ) ) 0(1 — p + pln(R))
RINA 0(1 + pln(R)/(l  — p)) 0(1 —p+pln(R))
Ki 0(1 +  £ * ) 0(1)
Table 7.3: Comparison of KLi  and KLLi  with Local Recovery Methods
Protocol Sender Requirements Receiver Requirements
Tree-Based 0 ( B ( \ - p ) + p B l n ( B ) )
DR: 0 ( B ( l - p ) + B p l n ( B ) )
0(1 -  p + pln(B))
KLi 0 ( B ( l - p ) + p B l n ( B ) ) 0(1)
Tree-NAPP 0(1 + pln(B)/(l  -  p)) 0(1 +  ((1 - p  + pln(B)+ 
+p2( 1 -  4p))/(l -  p))
KLLi o t f l i - r t  +  W W ) 0(1)
ing the size of the buddy group n to achieve the desired reduction in processing 
requirement.
Now let us compare our protocols that utilized local recovery and grouping with 
those that utilized local recovery in other classes of protocols, namely Tree-Based 
and Tree-NAPP. This comparison is depicted in Table 7.3. There is no similarity to 
our grouping mechanism in any other class of protocols, so it stands unique in that 
aspect. However, we have achieved equivalent complexity in the case of KLt  and 
Tree-Based protocols, with the added advantage of maintaining constant complexity 
on the receivers. As for the KLLi  protocol, it’s clear that it outperforms Tree-NAPP 
protocols while also maintaining constant complexity on the receivers.
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7.4 Observations
Why did we compare the Kr protocol only to RINA when some other protocols 
exhibited lower complexities (even constant ones) on the part of the sender and/or 
the receiver? The answer lies in the class of protocols we are dealing with as well 
as any extras that have been added at some cost. For example, in the class of Ring- 
Based protocols the sender and receiver are both of the order 0(1). That does not 
mean that the protocol is more efficient than ours or RINA because it comes at a 
cost. Arranging the receivers (all R  of them!!) in the form of a ring seems impossible 
due to the dynamic nature of a multicast session. Every time a receiver joins or 
leaves the session the ring must be updated. In addition, one of the receivers at any 
instance of time is designated a token site, and it becomes responsible for sending 
ACKs back to the sender. The token site also retransmits missing packets. This 
seems too much to do for an average receiver in the session. In fact the token site’s 
complexity is computed at 0(1  + p(R — 1)/(1 —p)).
Another case is that of Tree-Based protocols that exhibit an 0 ( B (  1 — p) +  
Bpln(B))  complexity. B  is the branching factor of the sender, or its number of 
children. This seems good at the surface since it’s independent of R,  but there is 
the cost of the designated routers, or repair servers. This is not trivial in an Internet 
that consists of millions of hosts. Any neat protocol should take into consideration 
feasibility without incurring heavy costs, materially or computationally.
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Chapter 8
Conclusions
This research effort focused on congestion control mechanisms for Internet Multicast 
Transport protocols. More specifically, we focussed on the following areas:
1. Reducing the processing requirements on the receiver to a constant.
2. Reducing the processing requirements on the server for the same class of pro­
tocols, namely receiver-initiated with no special arrangement of receivers or 
repair servers.
3. Devising a new class of protocols to achieve the above targets by introducing 
the new concepts of Pairing and Grouping utilized in the K  family of protocols 
that we described.
4. Applying the concept of Local Recovery to the K  family of protocols to achieve 
even greater performance on the server.
5. Devising a new concept called Preemptive Multicasting that attempts to pre­
dict heavy packet loss in the network and remedy it before any repair request 
flood the network.
Chapters 3, 4, 5 and 6, respectively, discussed the issues mentioned above in 
detail and provided new protocols and algorithms.
8.1 The One-Size-Fits-All Protocol
It has been generally agreed upon that there is no one-size-fits-all multicast protocol 
that is suitable for all applications. Several proposals have been made to shift the 
burden of framing data units even to the application level. This approach has still a
76
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long way to go, especially in finding a way to address data units at that level. Until 
then, there is still room for improvement at the transport level. Congestion control 
is one of the major issues to deal with when designing efficient multicast transport 
protocols. This is what we have attempted to do in this research effort. Our new 
family of protocols introduced a very novel and new concept, that of grouping. Other 
protocols in the past have limited receivers to recovering their losses either directly 
from the server or from some unknown receiver. Now receivers have someone else 
to check with -  another well-known receiver. This knowledge was not available in 
the past without broadcasting and polling, which took a toll on the network. The 
concept of grouping took advantage of receivers actively seeking partners or buddies 
for the purpose of error recovery. The random nature of their requests allowed the 
server to group them exactly in that fashion, which proved to be very efficient in 
many aspects. Applying local recovery concepts further improved the performance 
of end hosts.
8.2 Future Directions
There is a lot left to do in the area of Multicasting, especially in multicast transport 
protocols. A natural extension of our research would aim at simulating our protocols 
in different topologies and under different probabilities of loss and group sizes. In 
addition, studying the effect of grouping on bandwidth would be of paramount 
interest if we relax our assumption about bandwidth not being a point of contention 
for some time to come. If this changes, then how do our protocols adapt?
Finally, we must build multicast enabled applications that take advantage of our 
research results and other results as well. The MBone is a great place to start, 
but it will certainly take much more than that to migrate the Internet from its 
current state to using multicast as an efficient way to deliver replicated data in the
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future. All vendors must agree to some multicast standard and implement it in their 
network hardware. Some protocols and standards must be adopted soon for this to 
take off. It is up to each one of us to decide whether to pitch in or not. We hope to 
have done so in this research effort.
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