pletely specified df. Denote by F the empirical df, i.e., n e -- (1948) showed that for a large collection of location-scale families 7 that the ML estimator F of F is invariant under location-scale transformations, and therefore '" that the distribution of F does not depend upon parameter values.
We next show that Rao-Blackwell, RB, estimating df's also have important invariance properties for a large collection of classes 7. In this we use terminolo~J and notation from Quesenberry and Starbuck (1976) , QS, section 2; which we now summarize.
Let X denote a Borel set of real numbers, a the Borel subsets of X; X = (Xl, cf. Lieberman and Resnikoff (1955) )
'I(x;X -(n-l)2s , X + (n-l)2s ) + I(x;X + (n-l)2s , 00)
where I(x; a, b) = I(a,b)(x), and G v is the Student-t distribu-tion function with v degrees of freedom. It is easily verified directly that F(xIT) of equation (2) has the invariance property of equation (1). Next, we consider a different sufficient statistic. Let T = (X(l)' ••• , X(n» be the vector of order statistics, and otherwise the problem remain unchanged. Then
and the empirical df has the invariance property of (1), as is easily verified directly, also.
APPLICATION TO SIMILAR TESTS
Recall that a test~is similar a on F = [Fe; e E o} if Kolmagorov-Smirnov distance and :T either a two-parameter normal or scale parameter exponential by Srinivasan (1971) . See Schafer, et al (1972) , and Moore (1973) for some corrections and additions to Srinivasan's results.
In the foregoing the statistic T has only been taken. to be a sufficient statistic for:T. If T is also a complete statistic, -then F above is well-known to be a minimum variance unbiased, MVU, estimator of F. For this case we have immediately an important independence result. The next theorem follows from Theorem 1 and a Theorem of Basu (1955 Basu ( , 1960 . The independence of the goodness-of-fit test statistic and the statistic that is complete and sufficient for the parameters under the null hypothesis is important for applications. From this independence it follows that a given sample can be used to make a goodness-of-fit test, and then to make inferences about the parameters, and the overall error rates assessed, under the null hypothesis. It should also be observed that for those A classes of distributions for which the ML estimator F is also invariant under the characterizing group G of transformations (cf. David and Johnson (1948) ), an independence theorem similar to Theorem 2 holds for ML-EDF statistics and the complete sufficient statistic T.
