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The following chapters contain the highlights of an unfolding story,
one which contains too many equations to turn a profit at the bookstands,
but remains nonetheless filled with drama and intrigue, personal failures and
successes, all thinly veiled behind the banner of scientific investigation. In
many places the reader will find more mathematical detail than would strictly
be necessary in a polished work of scientific research. This is deliberate, done
with the hope of instructing the reader in the topic at hand, rather than
merely displaying a polished work devoid of personal content. The author
firmly believes that teachers are a necessary antecedant to researchers, that
the former can continue without the latter, but not the latter without the
former. This dissertation therefore hopes to teach a thing or two about the
Darwin system of interacting charges, without too blatantly foisting itself upon
the reader as the product of original research. If the reader gains from this
work a deeper understanding of some traditional textbook material, then the
author will consider the entire work a success.
1
1.1 Background
The story of the Darwin Lagrangian begins with C.G. Darwin’s origi-
nal paper “The Dynamical Motions of Charged Particles”, published in 1920
[9]. Darwin’s stated purpose was “to reduce the problem of the motion of
any number of charged particles, moving at high velocities in an electric and
magnetic field, to a Lagrangian form, so that all the well-known theorems of
general dynamics may be made applicable.” In practice this involved an order-
(v/c)2 approximation to the fully relativistic motion of charged particles. By
working to this order, one eliminates the complexities of dealing with retarded
quantities, and thus calculation becomes more practicable.
Darwin’s basic method was essentially as follows. First, given the
Lorentz force law for the motion of a particle in a given electromagnetic field,
he recast the fields in terms of potentials and constructed from there a La-
grangian for the system. He then supposed the given fields to be produced
by another charged particle. The potentials could thus be determined from
the motion of this second particle. In particular, Darwin expressed the fields
as the Liénard-Weichert potentials due to the second charge, which are given
explicitly in terms of the coordinates and velocity of the particle. The Liénard-
Weichert potentials, however, are written in terms of retarded times, and so
Darwin expanded these to second order in v/c and inserted the resulting ex-
pressions into the Lagrangian. A sum over particles completed the process for
an N -body system.
Darwin then proceeded to apply the results to a problem of extreme
2
interest at the time, the Bohr-Sommerfeld atom. The basic impetus from
Darwin’s point of view was that the methods then being applied to the atom
were those of the Hamilton-Jacobi equation. This, being in terms of momenta,
was deemed less direct for matters of experiment, and Darwin preferred to
express the system in terms of coordinates and velocities, the more easily
measurable quantities.
Since that time, the Darwin system has remained for the most part un-
der the purview of researchers in quantum theory. Any search for the various
applications of Darwin’s approximation must inevitably be prepared to wade
through masses of quantum literature before hitting upon any classical appli-
cations. Nevertheless there still are many classical studies applying Darwin’s
research, and the present thesis endeavors to contribute to this body of work.
Though originally formulated as a classical system, very little research
has been done on the Darwin Lagrangian from a purely classical mechanical or
dynamical systems point of view. Some, such as Dettwiller [12], have focused
on the conserved quantities in the system. Presumably the paucity of other
research in this vein comes from a general feeling that the system is ‘too
simple’ in dynamical terms. But it is exactly its simplicity which might make
it suitable for elucidating some of the finer points of modern dynamical systems
theory. This is the motivation behind the application of symplectic reduction
to the system presented in this thesis. The minor differences between the
Darwin and Newtonian two-body problems allow one to see in bolder relief
the limits of conclusions drawn from modern mathematical techniques.
3
By far the majority of literature using the Darwin system in a clas-
sical setting employs it as a simplifying approximation, in essence as it was
originally intended. Several of these investigations are specifically applied to
plasma physics. Appel and Alastuey [2, 3] have investigated the equilibrium
properties of low-density, one-component plasmas governed by the Darwin
interaction. Kaufman [31] applied the Darwin approximation to study the
magnetic susceptibility of an imperfect gas. Kaufman and Rostler [32] in 1971
were among the first to propose the Darwin model as a self-standing basis of
plasma simulation. Several have taken up the idea, and the Darwin model
has found its greatest applications in Particle-in-Cell plasma simulation codes.
Hewett [26] has given an overview of applications of the Darwin model to the
simulation of low-frequency plasma phenomena: in Mirrortron simulations,
simulating the fields of an ion-bunch accelerated by repulsion from a trailing
tail of ions; in simulating instabilities arising in a plasma column with sta-
tionary ions and counter-streaming electron components. Pritchett [49] points
out that, although the Darwin approximation works well in two-dimensional
simulations, it suffers from difficulties in three dimensions with nonperiodic
boundary conditions. The problem of boundary conditions has been taken up
in some detail by Weitzner and Lawson [55].
1.2 Structure of the Thesis
The present work falls mainly into two parts, the first of a more ge-
ometrical and dynamical character, the second more typically physical. The
4
first part comprises Chapter 2 and Chapter 3. The first of these chapters is
an introduction to (or review of) the basics of symplectic reduction as they
apply to the two-body problem of standard Newtonian mechanics. This is the
archetypical example of the methods of reduction, so eloquently presented by
Smale himself [52]. The treatment here is far more basic than Smale’s, and
is intended to be a makeshift bridge between the methods of physics and of
symplectic topology. The following chapter then introduces the main object of
study, the Darwin system. This is an order-(v/c)2 approximation to the fully
relativistic interaction of charged bodies, one which replaces the retarded-time
interaction of relativity with an action-at-a-distance formulation amenable to
the standard methods of Newtonian mechanics. The methods of symplectic
reduction studied in reference to the Kepler problem are then co-opted and ap-
plied to a two-body system subject to the Darwin interaction. In the process,
interesting questions arise concerning the procedure of symplectic reduction.
From there focus is drawn to a study of the fixed points of the equations of
motion and the conditions for circular orbits.
The second part of the work comprises Chapter 4, Chapter 5, and
Chapter 6. These contain calculations relating to a different approach to the
derivation of Darwin theory, in which Maxwell’s equations are included in the
action from the beginning, instead of being imposed as secondary constraints.
Chapter 4 collects some preliminary notions relating to the Darwin system, so
that the detail of subsequent explicit calculations will not obscure too much the
forest for the trees. Chapter 5 applies this procedure to the N -body problem.
5
Chapter 6 takes the same action, with particles and fields, as its starting
point, but proceeds to develop a theory coupled to the Vlasov equation using
a formulation originally given by Low.
Several appendices add considerably to the heft of the book. Certainly
a more streamlined dissertation could have done away with the material al-
together. But several of the calculations were instructive enough to warrant
inclusion if the author could find the time to type them up, and some were
tedious enough that their inclusion is almost necessary to allow others to re-
produce the results. Their inclusion in the main body of the text, however,
would have distracted too much from the flow of the arguments, and so they
have been relegated to appendices.
It is the author’s sincere hope that what is old in this dissertation will
nevertheless be found instructive, and what is new will be found by the reader
nearly as exciting as it is to the author.
6
Chapter 2
A Primer on Symplectic Reduction: The
Kepler Problem
This chapter discusses the well-known Kepler problem. The familiarity
of the problem makes its reformulation in terms of the techniques of symplectic
reduction less shocking. The physics at every stage should be transparent, so
that one may more easily become accustomed to the mathematical structures
being introduced.
2.1 The Two-Body Problem
First let us discuss the usual physics treatment of the problem, so that
we may agree on notation. Consider two masses, m1 and m2. Nowhere in the
following discussion will we use the positivity of the masses, so that the results
will apply equally well to Coulomb interaction. The masses have phase coor-
dinates (r1,p1) and (r2,p2), respectively. They interact through the central
force
F(r1, r2) = −
Gm1m2
‖r1 − r2‖3
(r1 − r2) . (2.1)
The system is described by the twelve coordinates (r1,p1; r2,p2).
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2.1.1 Conservation of Momentum
The principle of conservation of momentum allows us to choose a frame
of reference in which the total momentum of the system is zero. This is
a preferential reference frame, and we may now use this frame to give an
“absolute” meaning to momentum in any other frame. If we pick any other
frame moving at velocity V relative to the zero-momentum frame, then we
may write the total momentum of the system in that frame as
P = (m1 +m2)V . (2.2)























Suppose we now choose our coordinates such that R sits at the origin:
R ≡ 0 (we could just as well choose any constant vector R0). This implies
V ≡ 0 and so P ≡ 0. This is the shift to the center-of-mass coordinate system.
It is defined by the relations
m1r1 +m2r2 = 0 ;
p1 + p2 = 0 . (2.6)
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The last equation comes from the definition of the total momentum P := p1 +
p2.
The above relations give six constraints on our twelve-dimensional phase
space, bringing the number of degrees of freedom down to six. We should then
choose convenient phase space coordinates (r,p) to describe this subset. The
equation for the total momentum shows that choosing p := p1 immediately
implies
p1 = p ; p2 = −p . (2.7)
The choice of position coordinate follows from more physical consider-
ations: the only direction picked out by the system is along the line extending
between the two bodies. Based on this, one chooses
r := r1 − r2 . (2.8)
This choice completes the description of the six-dimensional subspace in terms
of the coordinates (r,p). Given a position r, one obtains the positions of the













is the reduced mass. Given momentum p, the individual momenta follow
from (2.7).
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One might ask at this point, how can we transform back to the original
full twelve-dimensional system when we have managed to cut it down to six
dimensions? Have we not lost information? How can we access the full twelve
dimensions when we have only six to work with? The answer lies in the real-
ization that when we initially counted twelve dimensions, we over-estimated.
What equations (2.7) and (2.9) are saying is that the motion itself actually
only needed six pieces of information. The motion constrains itself to six
dimensions.
2.1.2 Conservation of Angular Momentum
The conservation of angular momentum allows us to further simplify
the system. Setting
const = L = r× p , (2.11)
where (r,p) are the coordinates obtained from the first simplification, gives
three independent constraints on (r,p). That this is indeed three constraints
may be seen from a calculation using the Implicit Function Theorem, which
we will discuss later. For now we note that L is perpendicular to both r and
p, and we may perform a rotation RL which transforms L 7→ Lẑ. Under such
a transformation, (r,p) rotates to (RLr, RLp) given by












where r := ‖r‖ and φ is the polar angle in the plane. Hence we have new
phase coordinates
(r̃, p̃) := (r, φ; pr, pφ), (2.13)
where (r, φ) are the polar coordinates in the plane perpendicular to L, and
(pr, pφ) the corresponding momenta pr = µṙ and pφ = µrφ̇. The accessible
region of the phase space has actually been reduced to, not four, but three
dimensions. (This choice of coordinates is not the ideal choice: L = const
gives three constraints on the six-dimensional system, so there is still a relation
between the four coordinates we have chosen.)
One more often works with the condition L = const expressed in the
following form:
L = ‖r× p‖ = µr2φ̇. (2.14)
Writing this constraint in the above form is only possible after the explicit
choice of coordinates (r, φ; pr, pφ). We may recover the coordinates (r,p) by
writing
(r,p) = R−1L (r̃, p̃). (2.15)
2.1.3 Conservation of Energy and Solution of the System
The conservation of energy adds one further constraint to our now two-
dimensional system. This reduces the problem to a one-dimensional surface
and allows us to solve the system.
11






























where M := m1 +m2 is the total mass. Since rotation does not affect lengths
of vectors, we may perform the rotation RL to write
‖p‖2 = ‖prer + pφeφ‖2 = µ2ṙ2 + µ2r2φ̇2 . (2.18)

















=: H(r, pr) , (2.19)
where pr = µṙ. This makes explicit the two-dimensional (the radial coordinate
and its associated momentum) nature of the system. Imposing the energy
conservation constraint
H = E, (2.20)
where E is a constant, gives a relation between the independent variables and
allows one to solve the system. The fact that φ is cyclic (i.e. H does not
depend on φ) is the crucial point that allows the constraint H = E to be
enough to solve the system. This point will be encountered later in the guise
12
of the isotropy subgroup corresponding to the fixed angular momentum (cf.
(2.105)).






























Performing the integral gives t = t(r), which, upon inversion, provides r = r(t),
the equation for the radial motion as a function of time. The angular motion
















where r is given as a function of time by the inversion of equation (2.22). Thus
eqs. (2.22) and (2.24) amount to a complete solution of the system, since the
motion of the full two-body system may be obtained under the map
t(r) 7→ r(t) 7→ φ(t) 7→ (r, φ; pr, pφ) 7→ (r,p) 7→ (r1, r2;p1,p2). (2.25)
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2.2 Fundamentals of Symplectic Reduction
In this section we again treat the Kepler Problem, but this time from
a more mathematical viewpoint. Specifically, we will use the techniques of
symplectic geometry to reformulate the problem.1
The first step in our reformulation of the problem is to define a suitable
symplectic manifold. That is, we define a manifold M0 with a symplectic
structure ω0, or, more briefly, (M0, ω0). For the two-body problem, the natural
phase space is R12 in the guise
T ∗R6 ∼= R6 × R6 = {(r1, r2)× (p1,p2)} = {(r1, r2;p1,p2)}, (2.26)
with symplectic structure
ω0 = dp1x ∧ dr1x + dp1y ∧ dr1y + dp1z ∧ dr1z
+ dp2x ∧ dr2x + dp2y ∧ dr2y + dp2z ∧ dr2z . (2.27)
This is written more compactly as
ω0 = dp1 ∧· dr1 + dp2 ∧· dr2 (2.28)
The notation ∧· is read as “wedge-dot” and is a shorthand for the exterior
1The following material draws heavily upon notes presented by Stephanie Frank Singer in
May 1997 at the Institute for Advanced Study, Princeton, NJ. The material has subsequently
been published, cf. [51]. See also [1], [4], and [52].
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product of column and row vectors of 1-forms:








= dpx ∧ drx + dpy ∧ dry + dpz ∧ drz. (2.29)
We establish dynamics on (R12, ω0) by defining a Hamiltonian function




















= − dH0(·) , (2.31)
























(r1j − r2j) , (2.33)
and similarly for (r2,p2). These are the equations that describe the motion of
the system.
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There are two things to notice: (1) there are a lot of equations; (2) they
are coupled and nonlinear. In short, the system is very difficult to solve in
the form given. The task of symplectic reduction is to make these equations
“more managable” (i.e. fewer, although not necessarily simpler).
2.2.1 Symmetry and Symplectic Reduction
What is symplectic reduction? We should get some idea of the broad
picture before we actually embark on the process for our specific problem. Sim-
ply put, symplectic reduction is the procedure by which one exploits symplecto-
dynamic2 symmetries to effectively reduce the orginal system to a smaller
symplecto-dynamic system.
What is meant by the term “symplecto-dynamic”? The answer is that
we are looking for symmetries of both the two-form ω0 (the symplectic struc-
ture) and the Hamiltonian H0 (the dynamic structure). Either one alone is
not the whole story from a physics perspective, for only together do we ob-
tain a dynamical structure, cf. equation (2.31). We might symbolize this by
notating the symplecto-dynamic unit as (M0, ω0, H0).
How is the procedure accomplished? Suppose we do have a symplecto-
dynamic symmetry. Technically what we mean by this is there is some Lie
group G that acts on M0. For each g ∈ G, we obtain a map Sg : M0→M0.
2Not standard terminology.
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This is a symplecto-dynamic symmetry if3
S∗gω0 = ω0 and H0 ◦ Sg = H0 . (2.34)
Now let us restrict our focus to one-parameter subgroups of G. In par-
ticular, let ξ be an infinitesimal generator of a symplecto-dynamic symmetry;
that is, ξ ∈ g, where g ∼= TeG is the Lie algebra of our symmetry group G.




∣∣ t ∈ R} . (2.35)
Put another way, we could say the one-parameter subgroup Gξ is the flow of
ξ in G. Since G acts on M0, so does Gξ. Hold on to this idea.
Given our group G, we may also consider some function
Φ0 : M0→g∗ , (2.36)
3The superscript asterisk denotes the pullback. Recall that a differentiable map f :
M → N between manifolds defines at a point x a linear map of tangent spaces f∗x :
TxM → Tf(x)N as follows. Given v ∈ TxM and a curve φ : R → M with φ(0) = x and







i.e. f∗xv is the tangent vector of the curve f ◦ φ : R → N at the point f(x). Taking the
union of the maps f∗x for all x ∈M , we obtain the differential map f∗ : TM → TN , defined
by f∗v = f∗xv for v ∈ TxM .
Given a differentiable map f : M → N between smooth manifolds, and a differential
k-form ω on N , we define the pullback f∗ω of ω under f by the relation
(f∗ω)(v1, . . . ,vk) = ω(f∗v1, . . . , f∗vk),
for any tangent vectors v1, . . . ,vk ∈ TxM . The pullback f∗ω is thus a k-form on M , whose
value on vectors v1, . . . ,vk is equal to ω’s value on the images of those vectors in N .
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where g∗ is the dual of g. If 〈 · , · 〉 is a pairing between g∗ and g, then
Φξ0 := 〈 Φ0(·) , ξ 〉 , (2.37)
for fixed ξ ∈ g, gives a function from M0→R. Mathematically speaking, this
function, inasmuch as it is a function from the manifold to R, may itself be







.4 Just as in equation (2.31) the Hamiltonian H0 defined
the flow d/dt, so Φξ0 defines a Hamiltonian vector field ξM0 via
ω0 (ξM0 , ·) = − dΦ
ξ
0(·) . (2.38)
So Φξ0 defines a flow on M0 by determining the vector field ξM0 in the same
manner as our usual Hamiltonian H0.
By coincidence it might, but need not, happen that the flow of the
vector field ξM0 corresponds to the orbits of Gξ, where ξ is the same vector as
in Φξ0. By “orbits of Gξ” I actually mean orbits of points m ∈ M0 under the
action of Gξ. This is the set
Gξ ·m := {gξ ·m| gξ ∈ Gξ} . (2.39)
In this case, where flows of ξM0 correspond to orbits in M0 under Gξ, then we
say the action of Gξ on (M0, ω0) is hamiltonian, with hamiltonian function
Φξ0.
4Of course there is no a priori reason that Φξ0 should describe the properties of any
physical system. Therefore its choice as a Hamiltonian may be debatable from a physical
perspective.
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Suppose, even better, that this is the case for all ξ ∈ g. That is, say
every one-parameter subgroup Gη has a hamiltonian action, with hamiltonian
Φη0 (where Φ0 is the same function in each case). Then we say the action
of G on (M0, ω0) is hamiltonian, with moment map Φ0.
5 Putting all of this
together, we have the following definition:
Definition 1. Φ0 is a moment map for the G-action on (M0, ω0) when both














for all ξ ∈ g, all f ∈ C1(M0) and m ∈M0.
This moment map Φ0 is the main piece of machinery in the process of
symplectic reduction. Let’s see why this is so.
Let us go back to the beginning of our discussion of symplecto-dynamical
symmetry. When a group G gives rise to a symplecto-dynamical symmetry,
this says that appropriate motions under G are contained within the dynamics
under the HamiltonianH0. The idea “contained within” is what the expression
H0 ◦ Sg = H0 (2.42)
5Notice how it starts to make sense that Φ0 takes values in g∗. We want to get a function
M0→R, a Hamiltonian, when we input infinitesimal symmetry data, ξ. A natural way of
obtaining a function from ξ is by using elements of the dual space.
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encapsulates. This in essence says that, if you move along under the dynamics
dictated by G, then you are still moving within the dynamics allowed by H0.
The statement that the motions under G be “appropriate” is represented by
S∗gω0 = ω0 . (2.43)
The symplectic form ω0 is the quantity which really relates a function like H0
to the dynamical equations of H0. If the symplectic form is invariant under
group motions, then we may say these motions are “dynamical” in the same
sense that equation (2.31) says that flows under d/dt are dynamical.
Now Φξ0 in some sense keeps track of just how “dynamical” the motions
of G are. To see this, refer to equations (2.40)-(2.41). The second equation
says that flows under ξM0 are the natural time evolution (motions) under G.
The first equation says that these motions are dynamical in the sense dictated
by the symplectic structure ω0.
2.2.2 Group Notions
Let us step back a moment and introduce some new concepts. The
way a Lie group G acts can be depicted, via a representation,6 as an action
on some vector space. Inasmuch as g ∼= TeG is a vector space, then we may
depict the action of G by a representation on g. This is done by means of the
adjoint representation.
6A representation is a homomorphism to linear operators on the target vector space.
That is to say, it is a map of the group which preserves the group operation, and whose
image points are linear operators on some vector space.
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Technically, we may define the adjoint representation as follows: if
Lg : G→G is the left-action Lgh = gh, and Rg : G→G is the right-action





Adg is thus a linear operator on g, and it preserves the group operation:
Adgh = AdgAdh ; (2.45)
i.e. it is a group homomorphism.
The important thing to note is that we can now represent the action
of a group element g by the action on g via Adg. In turn, we may also
represent the action of g by the action on g∗ using the co-adjoint representation,
Ad∗g : g
∗→g∗, given by
〈 Ad∗gα , ξ 〉 = 〈 α , Adgξ 〉. (2.46)
Here 〈 · , · 〉 is the pairing between g∗ and g.
Look again at Φ0. Φ0 is a map M0→g∗ concerned with dynamical
motions of the group G. G acts on M0. If Φ0 is going to keep track of these
G-motions, then we should have a way of representing these motions in g∗.
We do — that is Ad∗, the co-adjoint representation.
One thing is missing, however: Φ0 keeps track of G-motions, not by
looking at an element g ∈ G directly, but rather by looking at ξ ∈ g, where7
g = etξ . (2.47)
7This is perhaps misleading phrasing. G-motions happen in M0, period. These motions
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So rather than useing Ad∗g : g
∗→g∗, which for a given g ∈ G dictates a linear








This, in a sense, gives us a representation of G on g∗ by looking not at g ∈ G,
but at ξ ∈ g for g = etξ. We will use the terminology little-co-ad representation
for this construct.
2.2.3 The Structure of the Moment Map
Now we have most, if not all, of the concepts we need to make sense
of constructions involving the moment map. Given our group G action on
(M0, ω0), the existence of a moment map Φ0 ensures that motions under G
are dynamical, in the sense that they obey equations (2.40) and (2.41). It also
provides a means of linking G-action on M0 to G-action on g
∗. It does this by














affect Φ0. We may find out how these motions affect Φ0 either by looking at an element g
itself, or by looking at ξ given by g = etξ. The latter might seem more appropriate if we
eventually intend to focus on Φξ0.
8Note that the definition shows that ad∗ξ is actually a map from the tangent space of
g∗ to itself. Since g∗ is a vector space, however, its tangent space at a point is naturally
isomorphic to itself.
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Motion Sg : M0→M0 itself induces motion ad∗ξ : g∗→g∗, where g = etξ.
Commutativity with Φ0 ensures that the representation of G-motion in g
∗ is
“dynamically faithful”.
Presumably the last bit of the explanation was a little vague. What
might now be helpful to solidify some of the concepts is an explanation of the
method of reduction. (Later we will do the two-body problem in detail, but
first the general method.)
The map Φ0 : M0→g∗ takes points in the phase space and associates
them with elements of g∗. The group G acts on M0, as well as on g
∗ (via Ad∗
or ad∗). Each action by an element g = etξ in G gives an action in g∗ by Ad∗g
(or ad∗ξ). While g ·m might be a different point in M0 from m ∈M0, we might
still have Ad∗g(α) = α (or ad
∗
ξ(α) = α) in g
∗. Motion under G in M0 need not
imply motion under G in g∗. Define the isotropy group at α ∈ g∗ to be
G̃α :=
{
g ∈ G|Ad∗g(α) = α
}
. (2.49)
These are all the G-motions in M0 that leave α ∈ g∗ fixed.
Now fix α0 ∈ g∗, and look at the level set Φ−10 (α0) ⊆ M0, i.e. the set
of points m ∈ M0 for which Φ0(m) = α0 = const ∈ g∗. Many of the points in
Φ−10 (α0) may actually be equivalent to one another under G-action. However,
since all points in Φ−10 (α0) are mapped by Φ0 to the same α0 ∈ g∗, only those
g ∈ G which keep α0 ∈ g∗ fixed may act nontrivially in Φ−10 (α0). This follows
from the commutativity of the diagram above. More explicitly, if α0 ∈ g∗ stays
fixed when we move along the right leg of the diagram, then commutativity
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requires that α0 must also stay fixed as we move along the left leg by Sg
within Φ−10 (α0) ⊆M0. These gs are then elements of G̃α0 , the isotropy group
of α0 ∈ g∗.
If we think of the points in Φ−10 (α0) that differ only by g ∈ G̃α0 as




is the space of symplecto-dynamically distinct points in Φ−10 (α0).
What is more, this new manifold M1 inherits a natural symplectic













To put it slightly more intuitively,
π∗α0ω1 = ω0|Φ−10 (α0) . (2.54)
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2.2.4 General Method of Symplectic Reduction
We start with a symplecto-dynamical system (M0, ω0, H0). Along with
this we are given a symplecto-dynamical symmetry in the form of a Lie group
G, which has an associated moment map Φ0.
When this is the case, we find that we may effectively reduce the original
system to a smaller symplecto-dynamical system. To do this, one picks a
particular α0 ∈ g∗. In the space Φ−10 (α0) ⊆ M0, this quantity α0 remains
invariant under G-motions.
Since α0 is a symmetry-induced invariant, and the symmetry motions
move “within” the dynamical motions, we may call α0 a conserved quantity in
Φ−10 (α0). The gs that conserve α0 are the elements of the isotropy subgroup
G̃α0 =
{
g ∈ G|Ad∗g(α0) = α0
}
. (2.55)
If we put this in the language of infinitesimal symmetries by writing g = etξ,






ξ ∈ g| ad∗ξ(α0) = α0
}
. (2.56)
This, I believe, is a manner of formulating Emmy Nöther’s theorem that every
generator of a symmetry Lie group begets a conserved quantity.
Physically speaking, once we find that certain motions of a system allow
for conservation of a particular quantity, the specification of a particular value
for that conserved quantity relegates these motions to the status of known
data which no longer bears directly on the remaining aspects of the dynamical
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motion. Put slightly more simply, specifying the value of a conserved quantity
isolates the motion under the symmetry responsible for the conservation, and
it leaves one free to investigate the remaining dynamics.
Mathematically, the passage from M0 to M1 := Φ
−1
0 (α0)/G̃α0 is what
encapsulates this procedure. Specifying the conserved quantity α0 restricts
attention to that part of M0 where the conservation holds. Quotienting by
G̃α0 then removes the data responsible for the conservation, and it leaves only
dynamics which is inherently congruent with the conservation law.
To make M1 into a symplecto-dynamical system in its own right, how-
ever, it needs to be endowed with a symplecto-dynamic structure. The sym-
plectic structure is given by
π∗α0ω1 = ω0|Φ−10 (α0) , (2.57)
i.e. take the representatives of any class in Φ−10 (α0)/G̃α0 and evaluate them in
ω0 restricted to Φ
−1
0 (α0).
The dynamic structure H1 : M1→R is given by
H1 := H0|M 1 . (2.58)
That is, H1 is merely H0 written in the coordinates of M1 := Φ
−1
0 (α0)/G̃α0 .
Through this procedure, we perform a reduction
(M0, ω0, H0) (M1, ω1, H1)........................................................................................................
.
Φ0, G
from a generally larger and more complicated symplecto-dynamical system to
a (hopefully) smaller and less complicated system. Once the dynamics of the
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reduced system are solved completely, one may then translate the solutions
back to the original system via π−1α0 .
Now we can start to work on our specific example.
2.3 The Two-Body Problem via Symplectic Reduction
In the preceding section we described the mathematical concepts that
will play a role in our subsequent description of the two-body problem. The
reason for discussing those mathematical concepts divorced from the physical
problem is one of logical clarity: in the process of symplectic reduction there
are certain relations that come about merely from the mathematical structures
involved, regardless of the physical system being described with those struc-
tures. In the last section we have isolated those structures. Specifically, the
reader should note that the moment map is a construction associated with a
given symplectic manifold and a group action on that manifold. It has nothing
a priori to do with the physics to which it will be applied. In the groundwork
sections (see Appendix A), I have used suggestive notation in calling certain
quantities r and p and r× p, which any physicist worth his salt will immedi-
ately imbue with physical meaning. Below we will do just that — imbue these
with physical meaning. But the reader should be clear about one fact: up
till now, our discussion of group actions and moment maps has been entirely
devoid of physics. This hints at the generality of the concepts we have dis-
cussed, and at the fact that the above methods should apply to systems other
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than the two-body problem and the like. That said, we may now stipulate the
physical system of our choosing.
As described at the beginning of the mathematical treatment, we start
with a symplecto-dynamical system (M0, ω0, H0), where
M0 = R12 = {(r1, r2;p1,p2)} , ω0 = dp1 ∧· dr1 + dp2 ∧· dr2 , (2.59)
and
















Now finally we have chosen our Hamiltonian based on physical grounds. The
phase space M0 is also chosen based on physical considerations. The sym-
plectic structure is the one naturally associated with the manifold. These
choices give us the set of equations outlined in (2.33), which determine the
evolution of the system. The goal, however, is to recognize at this stage that
certain symmetries may be present in the given system and may be exploited
to simplify the equations. Mathmatically these symmetries show themselves
as group actions, which have associated moment maps, and the moment maps
may be employed to reduce the apparent number of degrees of freedom of the
system. Specifically, the two-body system above displays translational and
rotational symmetries, an observation which may be gleaned from either the
mathematical formulation or physical intuition. The procedure, then, is the
following:
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1. Associate each symmetry with the action of a Lie group: translation
with (R3,+), rotation with SO(3).
2. With each group, use its associated moment map to express the corre-
sponding conserved quantity: total momentum in the case of (R3,+),
angular momentum for SO(3).
3. With each group, use level sets of the moment map to focus on dynamics
associated with a fixed value of the conserved quantity.
4. In a given level set, quotient by the corresponding isotropy sugroup. This
yields a quotient space with effectively fewer degrees of freedom.
5. Choose coordinates on the quotient space.
6. Express the old symplectic structure in terms of these new coordinates.
7. Express the old Hamiltonian in terms of these new coordinates.
Following this procedure for a given group will yield a reduced symplecto-
dynamical system, i.e. a system with fewer degrees of freedom. The more
symmetries, that is, the greater the number of Lie groups acting, the more
reductions may be performed and the more the number of degrees of freedom
may be reduced. In the present situation, this reduction may be performed




The group (R3,+) acts as translations on R12 via the map Sg : R12→R12
given by
(r1, r2;p1,p2) 7→ (r1 + g, r2 + g;p1,p2) (2.61)
for g ∈ (R3,+). We must first check S∗gω0 = ω0. Computing,
S∗gω0 = dp1 ∧· d(r1 + g) + dp2 ∧· d(r2 + g) = ω0 , (2.62)
since g is constant. We must also check H0 ◦ Sg = H0. This becomes














‖(r1 + g)− (r2 + g)‖
= H0(r1, r2;p1,p2) . (2.63)
Hence Sg is a symplecto-dynamic symmetry. The corresponding moment map
is given by
Φ0 : R12→ g∗ ∼= R3 ,
(r1, r2;p1,p2) 7→ p1 + p2 . (2.64)
Notice that the image of Φ0 in g
∗ may be interpreted as the total momentum
of the system.
Suppose we now fix the total momentum of the system. That is, choose
α0 ∈ g∗ ∼= R3. Then look at
Φ−10 (α0) = {(r1, r2;p1,p2)|p1 + p2 = α0} . (2.65)
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We then identify points that differ only by translations that keep α0 fixed. To
see which translations these are, we need to look at the Ad∗-representation of
(R3,+). Recall that (R3,+) is isomorphic to diagonal matrices with strictly
positive entries.







cf. equation (2.44). Noting that we are working with a matrix group, if we









= gξg−1 , (2.67)
for ξ ∈ g. In this situation, Ad∗g is the usual matrix adjoint of Adg, so
Ad∗g = (Adg)
† = conjugate transpose of Adg. (2.68)
This may be seen from the relation (2.46):
〈 Ad∗gα , ξ 〉 = 〈 α , Adgξ 〉. (2.69)


















we may compute (2.67):
gξg−1 = ξ. (2.72)
Hence Adg = id and so
〈 Ad∗gα , ξ 〉 = 〈 α , Adgξ 〉 = 〈 α , ξ 〉 , (2.73)
requiring Ad∗g = id as well. From this we see that, for total momentum α0 ∈ g∗,
Ad∗g(α0) = α0 for all g ∈ (R3,+). (2.74)
Thus all translations fix the total momentum α0:
G̃α0 = (R3,+) . (2.75)
Returning to (2.65), we want to mod out by all translations g that
keep the total momentum fixed. But (2.75) tells us that all translations fix
α0. Thus we have
M1 := Φ
−1




It is now up to us to choose coordinates on M1. We choose coordinates










To see that these are good coordinates on M1, first note that, from knowledge
of (r,p) and α0, we may reconstruct (r1, r2;p1,p2) by
p1 =
µ
m2α0 + p ,
p2 =
µ








(r1 + r2) ,
r2 = −12r +
1
2
(r1 + r2) .
(2.78)
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up to a translation.9
Notice that from (2.77) we see that the coordinates (r,p) are translation
invariant; and from (2.78) that
p1 + p2 = α0 , (2.80)
as it should. Since this choice of (r,p) gives good coordinates on M1, we see
that
M1 ∼= R6. (2.81)
Now we need to calculate the symplectic structure on M1. This is done
by restriction to M1:

























= dp ∧· dr . (2.82)
Notice this is the usual symplectic structure on R6: ω1 = dp ∧· dr.
Finally, we need to calculate the reduced Hamiltonian on M1. We
started with the Hamiltonian given in expression (2.60). The reduced Hamil-
tonian comes from rewriting this in terms of the coordinates (r,p). Simplified,
9Viewed another way, translation invariance says that there are really two coordinates,
r− := r1 − r2 and r+ := r1 + r2, and that r+ is cyclic.
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this yields













whereM := m1+m2, and where ‖α0‖2 = (α0 | α0) given by the standard inner
product on the Lie algebra of (R3,+) is identical to the usual dot-product norm
on R3, cf. expression (A.11).
Thus we have performed a reduction from the original symplecto-dy-
namical system (M0, ω0, H0) to the new system (M1, ω1, H1):(
R12, dp1 ∧· dr1 + dp2 ∧· dr2 , H0
)
(




(R3,+) Φ0 = p1 + p2
with H0 given in eqn. (2.60) and H1 in eqn. (2.83).
Notice the difference between the expression (2.83) and the standard
physics version given by (2.17). In the physics version, we moved to the center-
of-mass reference frame, where p1 +p2 = 0. By contrast, the term ‖α0‖
2 /2M
in (2.83) keeps track of the value of the total momentum of the original system.
34
2.3.2 Second Reduction
SO(3) acts as rotations on M1 via the map
Sg : R6→ R6 ,
(r,p) 7→ (gr, gp) , (2.84)
for g ∈ SO(3). We first check that S∗gω1 = ω1. This becomes









= dp ∧· dr = ω1 . (2.85)
Also checking H1 ◦ Sg = H1 becomes

































= H1(r,p) . (2.86)
Hence Sg is a symplecto-dynamic symmetry.
The corresponding moment map is given by
Φ1 : R6→ so(3)∗ ,
(r,p) 7→ prT − rpT . (2.87)
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Note that
so(3)∗ 3 prT − rpT ∼= p× r ∈ (R3,×) , (2.88)
from equations (A.50) and (A.37). Hence the image of the moment map gives
the angular momentum of the system.
Now let us fix the total angular momentum of the system. That is, fix






∣∣prT − rpT = β∗0 } = {(r,p) ∣∣∣p× r = β̂0} . (2.89)
In this notation, β0 ∈ so(3), with so(3)∗ 3 β∗0 ∼= β0 ∼= β̂0 ∈ (R3,×). We now
want to identify points which differ by rotations that keep β∗0 fixed.




 , that is, β0 =
 0 βz 0−βz 0 0
0 0 0
 . (2.90)
Why are we concerned with the identification of so(3)∗ with so(3)? We want
to find those g ∈ SO(3) that fix β∗0 ∈ so(3)∗. Since so(3)∗ ∼= so(3), with
β∗0 ∈ so(3)∗ identified with β0 ∈ so(3), then we may find the gs in SO(3) that
fix the representative of β∗0 that lies in so(3). That is, we may find the gs that
fix the matrix above. Having done that, the identification so(3)∗ ∼= so(3) with
β∗0
∼= β0 tells us that these gs will also fix β∗0 ∈ so(3)∗.
10I am using β∗0 rather than simply β0 because the following arguments will involve switch-
ing back and forth between so(3) and so(3)∗. Refer to Section A.8 for the identification
between so(3) and its dual space.
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To figure out which gs in SO(3) fix β∗0 , we go to the adjoint represen-
tation and look at Adg. In particular, we use expression (2.67), so that the
equation we want to solve is11
gβ0g
−1 ♥= β0 . (2.91)
Remember that here Adg : so(3)→so(3) and so(3) 3 β0 ∼= β∗0 .
Now, we want to find all g ∈ SO(3) that satisfy (2.91). If we write out
an arbitrary g in terms of sines and cosines, (2.91) will turn into an intractible
mess. So instead, we first write g = etξ, for ξ ∈ so(3). Then (2.91) becomes
etξβ0e
−tξ ♥= β0 , (2.92)









We may arrive at this result by a slightly different route which may
prove instructive. If we write g = etξ in its power series form,
g = etξ = id + tξ +
1
2!
t2ξξ + . . . , (2.95)
11Symbols with a heart above them denote relations which are intended, though not yet
established. For example, etξβ0e−tξ
♥= β0 means that we intend (or hope) to show that
etξβ0e
−tξ is the same as β0, though it has not yet been proven.
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then substitution into (2.93) gives(
id + tξ +
1
2!






id + tξ +
1
2!
t2ξξ + . . .
)
. (2.96)




= β0ξ , that is, [ξ , β0]
♥
= 0. (2.97)
This is the passage to the little-ad representation.
So we need to solve (2.94). Since g was an arbitrary rotation, the ξ will
be an arbitrary infinitesimal rotation:
ξ =
 0 ξz −ξy−ξz 0 ξx
ξy −ξx 0
 . (2.98)
Then (2.94) becomes 0 0 −βzξx0 0 −βzξy
βzξx βzξy 0
 ♥=








 0 ξz 0−ξz 0 0
0 0 0
 . (2.101)
12This is for the case β̂0 6= 0. The degenerate case of no angular momentum is one in
which motion occurs only along a line.
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This is a rotation around the z-axis. Hence the gs in SO(3) that leave β0, and
so β∗0 as well, fixed are rotations about the z-axis. This fits with our intuition
from the form of β̂0 in (2.90).





 0 ξz 0−ξz 0 0
0 0 0

= {rotations about the z-axis} . (2.102)









0) / {rotations about the z-axis} . (2.103)
Remember this is for the particular choice of β∗0 with β0 as in equation (2.90).
We must now choose coordinates on M2. This requires we know the





A purely mathematical approach making use of the Implicit Function Theorem
shows that dim Φ−11 (β
∗
0) = 3. (See Appendix B.) To figure out the dimension




0), but also the
dimension of G̃β∗0 — the isotropy subgroup corresponding to β
∗
0 . Looking back
at (2.102) and viewing G̃β∗0 as a manifold, we see that dim G̃β∗0 = 1, since the
map ψ : G̃β∗0→R given by
exp
t
 0 ξz 0−ξz 0 0
0 0 0
 7→ t (2.104)
is a good coordinate chart. Any point in G̃β∗0 can be reached simply by speci-
fying the value of the parameter t.
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Finally, when we quotient Φ−11 (β
∗
0) with G̃β∗0 , we reduce the dimension







= dim Φ−11 (β
∗
0)− dim G̃β∗0 = 2. (2.105)
Be sure to understand the meaning of this. This says that the dimension
of Φ−11 (β
∗
0) ⊆ {(r,p)}, when quotiented by G̃β∗0 , is 2. That is, we have reduced
the dimension of the total phase space to 2. This means we have left only one
coordinate and one momentum. This is a one degree-of-freedom system.




0) /G̃β∗0 . Since we only
have a two-dimensional phase space remaining, we must choose one physical
coordinate and its associated momentum. With that in mind, the following
coordinate choice may seem logical:




We should verify that we can recover (r,p) from knowledge of (r, pr).






is equivalent to (r,p) under the diagonal SO(3) action.13
13More importantly, the pairs of coordinates are equivalent under the action of the isotropy
subgroup G̃β∗0 in particular.
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Note that r is perpendicular to β̂0 (since p × r = β̂0), and has length







 cosφ sinφ 0− sinφ cosφ 0
0 0 1
 , so that g−10
 r0
0
 = r . (2.110)
Notice that g0 is a rotation about the z-axis, and so fixes β̂0 (i.e. g0 ∈ G̃β∗0
as we would expect, since this is the data we are removing in the process of
modding out).







We first express p in terms of two mutually perpendicular vectors in the plane




































× β̂0 . (2.113)





= β̂0 · (p× r) = β̂0 · β̂0 =
∥∥∥β̂0∥∥∥2 , (2.114)
since we are on the level set with Φ1(r,p) = p × r = β̂0. Furthermore, since
g0 fixes β̂0, so does g
−1
0 , and hence we have











































 ∼ (r,p) (2.118)
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under the rotation g0 ∈ G̃β∗0 . 2
This establishes that (r, pr) are good coordinates on M2. Noting that
r can take only strictly positive values, while pr can take arbitrary real values,
we have
M2 ∼= R>0 × R, where R>0 := {r ∈ R| r > 0} . (2.119)







 = dpr ∧ dr . (2.120)
This is the usual symplectic structure on R>0 × R: ω2 = dpr ∧ dr.
Finally, we are left to calculate the reduced Hamiltonian on M2. From
the first reduction, we obtained the first reduced Hamiltonian in equation
(2.83). Further reducing this, we substitute the new coordinates for the old:





























Thus we obtain a dynamical structure
















This completes the second reduction(
R6, dp ∧· dr , H1
)
(




SO(3) Φ1 = p× r
with H1 given in eqn. (2.83) and H2 in eqn. (2.122).
2.3.3 Reduction Summary
In the paragraph preceding Section 2.2.1 I stated that our task is to
make equations (2.33) — the twelve Hamilton’s equations for the two-body
problem — “more managable” using the method of symplectic reduction. We
have now performed a series of reductions:(
R12, dp1 ∧· dr1 + dp2 ∧· dr2 , H0
)
(
R6, dp ∧· dr , H1
)
(





G0 = (R3,+) Φ0 = p1 + p2
.........................................................................................
...
G1 = SO(3) Φ1 = pr
T − rpT
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In the end, have we made the equations more managable? Let us calculate
Hamilton’s equations in (M2, ω2, H2), where
M2 ∼= R>0 × R;























= − dH2(·) . (2.124)















Thus we get two equations for the motion, rather than the twelve equations
(2.33). At least in this sense, the reduced system seems “more managable”.
More importantly for the case at hand, we have reduced to a one-degree-of-
freedom system, which is therefore integrable.
2.3.4 Epilogue to the Two-Body Problem
Now that we have approached the two-body problem from both the
physical and the mathematical perspectives, we might take a moment to see
what insights we may have gained from contrasting the viewpoints.
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Return for a moment to equations (2.64)-(2.65), where we fixed the
total momentum of the system:
p1 + p2 = α0. (2.126)













In this case we may view the term ‖α0‖2 /2M as a shift of the zero of the
potential14 or of the total energy itself.
Alternatively, realizing that momentum is a frame-dependent quantity,
we may take the term ‖α0‖2 /2M as keeping track of which reference frame
we are in. That is, α0, via equation (2.126), tells us which frame we are in by
telling us what the total momentum of that frame is. In the case α0 = 0, we
return to the center-of-mass frame.
In the usual mathematical treatments of this topic — symplectic reduc-
tion and the two-body problem — there is frequently a remark to the effect
that we have kept some extra information with α0 that “physicists” typically
throw away. It is not clear, however, that the retaining of α0 really gives any
further insight. The physics of the problem is frame-independent. Speaking
more mathematically, it is not the Hamiltonian H1, but the Hamiltonian and
14cf. (2.83) and the remarks that follow.
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Hamilton’s equations that describe the physical situation. By the very nature
of Hamilton’s equations, any such constant has no physical significance.
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Chapter 3
de motu duorum corporum vi Darvini se
mutuo attrahentium
In 1920, C.G. Darwin published work on the motion of two charged
bodies [9]. Inspired by the work of Bohr and Sommerfeld, Darwin derived
both the Lagrangian and the Hamiltonian for a system of two charged par-
ticles in relativistic motion, valid up to terms of order (v/c)2 inclusive. This
approximation has the virtue of replacing the problem of retarded times with
action-at-a-distance corrections to the Kepler problem. Darwin solved the
system and applied his results to the spectrum of the hydrogen atom.
Since Darwin’s original paper, the so-called Darwin Lagrangian has
remained for the most part a tool for quantum mechanical studies [2, 6, 31].
Some1 have advocated studying the Darwin Lagrangian as a classical system
in its own right. Few [11, 12, 22] have taken on such studies, and the present
investigation falls into this category.
This chapter focuses on the Darwin Two-Body Problem (D2BP). In
particular, attention is paid to how symplectic reduction applies to the system.
1Perhaps the most notable among these is the paper by Kaufman and Rostler [32].
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We then proceed to find the quadrature for the system.2 Finally we investigate
the existence of fixed points of the equations of motion, and the physicality of
the conditions for their existence.
3.1 Introduction
We begin with a derivation of the Darwin Lagrangian. The derivation
given here follows Landau3 The starting point is the relativistic Lagrangian










A · va . (3.1)
Choosing the Lorenz gauge ∇·A + (1/c)(∂φ/∂t) = 0 so that the equations for













with ρt−R/c and jt−R/c the charge density and charge current density, respec-
tively, at the retarded time. R is the distance from the integration point x′ to
the field observation point x.
The next step is to expand in the time slot t′ = t− R/c. Up to terms
2As mentioned above, Darwin himself already found a solution for the system, but by
different means.
3[33], §65. For a slightly different approach, see [30], §12.7.
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3x′ = 0 , (3.4)
since the total charge in the volume is given by the above integral and it re-
mains constant in time. The vector potential is simpler: since it is everywhere














to obtain terms of order (v/c)2.
At the moment, we’re dealing with the Lagrangian for a single particle.
This means that the density ρ is a single delta function, so that the integral
























The expression for φ contains a term with two time derivatives. This
may be reduced to one time derivative by a gauge transformation. Since a
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transformation of the form





A′ = A +∇f (3.7)
leaves the physics invariant, then comparison of the first equation above with








































It now remains to compute the last term in the expression for A′. We
need to first be a little more explicit about the variables chosen. If the charge
e is placed at a point y and we observe the field A′ at a point x at time t,
















The gradient, however, is taken with respect to the coordinates of x. So we
have the following:
















2R · (−v) = 1
R2
r̂ · v (3.14)

















[−v + r̂(r̂ · v)] . (3.15)









[−v + r̂(r̂ · v)]
=







along with the definition given in (3.12).
Returning to the Lagrangian La we may use the expansion
√






































We may drop the term −mac2 as a constant which does not contribute to
the equations of motion. Thus, using the above equation and the expressions




























b6=a denotes summation over the index b ex-cluding the charge a, and
Rab is the distance between particles a and b.
From here it is straightforward to obtain the corresponding Hamilto-
nian. First note in the first and third terms of (3.19) the Lagrangian for the










The remaining terms in (3.19) are small corrections to L0. Basic mechanics
shows that small changes to L and H are equal in magnitude and opposite in
sign. (See Appendix C.) Thus, switching the signs of the remaining terms in



















[pa · pb + (pa · r̂ab) (pb · r̂ab)] . (3.21)
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[p1 · p2 + (p1 · r̂) (p2 · r̂)] ,
(3.22)
where r̂ is the unit vector along the straight line joining the two bodies.
As with the standard (Newtonian) two-body problem (2BP or N2BP),
one may apply symplectic reduction to the Darwin two-body problem. This
merely formalizes the usual physics methods of switching to the center-of-mass
reference frame and using rotational invariance.
3.1.1 Translation Invariance
The mathematical formalization of transferring to the center-of-mass
frame is reducing under the action of the group (R3,+). As in the N2BP, we
have (r1, r2;p1,p2) 7→ (r1 + g, r2 + g;p1,p2). Since
r̂ 7→ r1 + g − (r2 + g)
‖r1 + g − (r2 + g)‖
= r̂, (3.23)
we see that
H(r1 + g, r2 + g;p1,p2) = H(r1, r2;p1,p2), (3.24)
so that H is translation invariant.
The moment map associated to the group action is (r1, r2;p1,p2) 7→
p1 + p2, as in the N2BP. Picking a constant value α of Φ0, the reduced space
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becomes M1 := Φ
−1
0 (α)/(R
3,+) ∼= R6, where we have chosen the same coordi-
nates (r,p) as in (2.77). Using the relations (2.78), we may find the expression






























































At this point, we encounter the first glaring difference between the
D2BP and the N2BP in terms of symplectic reduction. In the N2BP we found
that keeping track of the total momentum α, even when nonzero, had no
physical consequences. The total momentum was only realized as an additive
constant in the reduced Hamiltonian; when taking derivatives in order to ob-
tain the equations of motion, this constant term would not contribute. In the
D2BP, by contrast, we find terms containing α · r̂/ ‖r‖ and α · p/ ‖r‖. These
terms will have a significant impact on the equations of motion, so that the
equations in the case α 6= 0 will differ significantly from those with α = 0.
The physical reason for such a difference is not altogether clear, since the mo-
tion should be the same regardless of the overall translational motion of the
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system.
In the center-of-mass frame, the total momentum p1 +p2 is zero, hence





























defines a “pseudo-reduced mass” m.
3.1.2 Rotation Invariance
As in the N2BP, we focus on the diagonal action of SO(3), given by
Sg(r,p) = (gr, gp) for g ∈ SO(3). To determine if the Darwin system is
rotationally invariant, we must compute H1 ◦ Sg, where H1 is given by (3.25).
Immediately we encounter our second obstacle: if we naively write H1 ◦ Sg
as H1(gr, gp;α), then terms such as ‖(m1/M)α− p‖4 will not be invariant.
From our discussion of the N2BP in the previous chapter, it would appear that
g is applied only to p in such terms, and not to α. If this is the case, g will
not factor out of the product ((m1/M)α− gp) · ((m1/M)α− gp), and such
terms will clearly not be invariant.
On physical grounds there is no reason to believe the Darwin system
fails to have rotational invariance. Rotational invariance is clearly in evidence
in the case α ≡ 0: using the fact that, gTg = id for g ∈ SO(3), and that
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‖p‖2 = pTp and ‖r‖ =
√
rT r, we find
H1(gr, gp;α ≡ 0) =
1
2µ














= H1(r,p;α ≡ 0), (3.28)
so that H1(r,p;α ≡ 0) is invariant under the diagonal action of SO(3). Thus
the Darwin system is clearly invariant in the center-of-mass frame. There is
no reason, however, that it should not also be rotationally invariant in a frame
with nonzero total linear momentum. It seems that the method of symplectic
reduction forces the choice of the center-of-mass frame in order to exploit
rotational invariance, when there is no physical reason to do so.
A possible resolution to this seemingly unnatural state of affairs lies
in a feature which was glossed over in the treatment of symplectic reduction
of the N2BP.4 Specifically, in the moment map construction for (R3,+), the
momentum p is reinterpreted as an element of the dual of the Lie algebra of
(R3,+), cf. expression (2.64). As shown in (2.65), α is an element of the same
space. Therefore, as g acts on p, it must also act on α. If we express this
action as a matrix (g) operating on a vector p ∈ R3, then we must also express
α as an element of R3, and (g) must operate on it in the same fashion. The
“constant” α cannot be left idle as we tacitly assumed in the N2BP, but must
4This is an omission not only of the treatment given here, but of several other treatments
which have served as the source for the discussion presented in the previous chapter.
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be interpreted in its proper space and is therefore subject to all the group
actions upon that space. We could perhaps write this more clearly by tracing
everything back to the orginal Hamiltonian H:

















































In this form it is a straightforward calculation to show that H1 ◦Sg = H1, and
H1 is rotationally invariant even in the case α 6= 0.
The moment map Φ1 associated to the diagonal SO(3) action is (r,p) 7→
(prT − rpT ) ∼= p × r, as in the N2BP (cf. (2.87)). Picking a constant value
β of Φ1, the reduced space becomes M2 := Φ
−1
1 (β)/SO(3), where we choose
the same coordinates (r, pr) as in (2.106):




so that M2 ∼= R>0 × R.
Here we encounter another subtlety of symplectic reduction. As is
clear from the discussion following (2.106), the coordinates above are obtained
from (r,p) by application of a rotation g0 ∈ SO(3). In the discussion of the
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N2BP, this rotation was naively applied to (r,p) alone; but if the reasoning
above is correct, then g0 should also be applied to α. Thus in the switch to
the new coordinates, α will transform to a new vector ᾱ := g0α. This seems
plausible on physical grounds: α is the value of the total linear momentum,
and a rotation of the system should entail a rotation of the total momentum.
If, by contrast, we argue on purely mathematical grounds, then α is merely a
parameter with three components, akin to other constants in the Hamiltonian.
From that point of view, there is no a priori reason it should be subject to the
rotation g0. But if this is the case, then the Hamiltonian will not be invariant
under the rotation g0, unless α ≡ 0.
We are in the fortuitous position of having learned something either
way. If the Hamiltonian is to remain invariant for arbitrary values α of the
moment map for the first reduction, then this parameter must be subject to
the action of the group under which the second reduction takes place. Such
requirements are not at all clear from the preponderance of literature on the
topic of symplectic reduction. On the other hand, if one decides that there is
no mathematically justifiable reason to subject a free parameter to the action
of a group on the phase space coordinates (a Hamiltonian is a Hamiltonian
is a Hamiltonian — we could choose to forget that any reduction has been
performed to arrive at the functional form we now have), then we find that
only one value of the preceding moment map, namely α ≡ 0, allows for further
reduction. In this case, the mathematics does choose the center-of-mass frame,
with zero total momentum. The question of which route to choose has no
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clear answer, and begs the question of how well the mathematics of symplectic
reduction is intended to mimic the methods and intuitions of physics.
The origin of such distinctions between the symmetries of the N2BP and
the D2BP must certainly lie in the differences between Galilean and Lorentz
invariance. The N2BP is a Galilean invariant theory, while the full relativis-
tic system is Lorentz invariant. The D2BP, being not quite the N2BP, but
neither quite fully relativistic, occupies a sort of nether region between the
two. Further study of the symmetries of the Darwin system should study to
what degree, if at all, the system retains any of the original Lorentz symmetry,
particularly in orders of v/c. The present study, however, is concerned solely
with the procedure of symplectic reduction, and so we will set aside further
discussion of this issue.
For simplicity we may concentrate on the case α ≡ 0. We obtain the
following Hamiltonian:




































where I’ve omitted the calculation — it amounts to merely expanding the dot
products containing momenta in terms of the new expressions (pr,−β̂/r, 0)
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and replacing ‖r‖ by r. From now on, we shall treat only the case α ≡ 0. This
condition will be assumed without any specific mention in what follows.
3.2 Dimensionless Equations
In order to analyze the equations of motion, it helps to first write the
system in dimensionless form. This will allow us to be concrete in the eval-
uation of relative magnitudes of parameters governing the solutions. In our
Hamiltonian (3.32), we have a characteristic velocity c, as well as a character-
istic mass µ. We may thus measure H2 in units of µc
2. So we will work with




















































all of which are dimensionless. Writing the dimensionless Hamiltonian H̃ in
































so that the Hamiltonian is given in terms of the dimensionless variables (r̃, p̃r)
and the dimensionless parameters µ/M , µ3/m3, and β̃.
3.2.1 Hamilton’s Equations and Dimensionless Time
In order that the equations be dimensionless, we must establish a di-































If we substitute these relations and the definitions (3.34) into Hamilton’s equa-
























τ is dimensionless as expected, and so we may now work with entirely dimen-
sionless equations.
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3.2.2 Equations of Motion
We may now use the dimensionless equations of Hamilton and H̃ to



























































NB: From now on, I will drop the tildes — all variables will henceforth
be dimensionless unless stated otherwise. The notation ṙ will refer to differen-
tiation of the dimensionless r-variable with respect to the dimensionless time
variable τ , and likewise for other quantities.
3.3 Quadrature
Darwin in his original paper proceeded from the Euler-Lagrange equa-
tions to a solution of the same order of approximation as the system itself.
In this section we take a different route, proceeding from the Hamiltonian
to an implicit, but exact, quadrature of the system akin to that found in
the N2BP. Starting with the dimensionless Hamiltonian (3.35), the condition
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The term under the square root must of course remain positive, so that we
require
|y3| ≥ −y22 (3.46)
at all times. There are two main cases, based on whether y2 is positive or
negative.
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Case 1: y2 > 0. When y2 is positive (i.e. y2 = |y2|), then [. . .] < 0
always obtains when the negative root −y2 −
√
y22 + y3 is chosen, as long as
the condition (3.46) is met. If the positive root −y2 +
√
y22 + y3 is chosen, then
the term will be negative when√
y22 + y3 < |y2| , (3.47)
which implies
0 > y3 > −y22 . (3.48)
Therefore two real roots are ensured when y2 > 0 and 0 > y3 > −y22.
Case 2: y2 < 0. In this case, −y2 = |y2|, and so the condition [. . .] < 0
prohibits the positive root. Only the negative root −y2−
√
y22 + y3 is allowed,
which will be negative provided y3 > 0.
Thus we have real pr
for y2 > 0 when y3 > 0 or 0 > y3 > −y22 ,
and for y2 < 0 when y3 > 0 . (3.49)
Taken together, we are ensured real values of pr when












> E . (3.50)
Assuming this condition holds, and choosing the negative root common to









































































giving a quadrature of the D2BP. In the integrand, the yi are functions of 1/r
′.
The RHS is a function of r, so that inversion yields r(τ).
3.4 Fixed Points of the Equations of Motion
We are now in a position to look for points where
ṙ = 0, ṗr = 0, (3.54)
that is, the fixed points of the motion, corresponding to circular orbits. Look-
ing at equation (3.41), the first of the two expressions suggests that taking
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In order for the second equation to give zero, since 1/r2 6= 0, the term in





we want to solve the equation











which is a cubic equation in R.
3.4.1 General Solution to the Cubic
Luckily, the cubic has an explicit general solution, albeit a fair bit more
complicated than the quadratic. Suppose we wish to solve
a3z
3 + a2z
2 + a1z + a0 = 0. (3.58)





























There are three possible scenarios:
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• CASE 1 (reducible): q3 + r2 > 0 — in this situation, there is one real
root and two complex roots.
• CASE 2 (reducible): q3 + r2 = 0 — all the roots are real, and at least
two are equal.
• CASE 3 (irreducible): q3 + r2 < 0 — all the roots are real.
















The roots z1, z2, z3 of the cubic are then given by































(s1 − s2) . (3.61)


















































It ain’t pretty, but it works. . . .
3.4.2 Fixed Points and the Cubic
In the equation before us, eqn (3.57), we have
a0 = 1, a1 = β





































Cubing and squaring the respective terms, then adding, yields













m6β4 + 2m3µ2M2β2 + 2m6µβ2
)]
.(3.66)
Recall from the preceding section that the behavior of the quantity
q3 + r2 determines the nature of the roots of the cubic. We are certainly
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guaranteed at least one real solution. In that sense, we were done before
we started to calculate q3 + r2. However, it is not clear at the moment how
to interpret complex solutions for R := 1/r. Thus we should explore the




Since all the mass terms are positive, and β enters into q3 + r2 only in combi-











If β were allowed to be arbitrary, we would be finished. We would
always be able to choose β large enough to ensure that the quantity [−2β2 ·
(positive terms)] be larger than µ4M3, and hence the entire expression could be
made negative. But for the Darwin Hamiltonian to be a valid approximation
to a fully relativistic system, we require that (v/c) be in some sense “small”.
Just how small is a matter of taste, depending on how well we want the Darwin
system to mimic a relativistic one, but certainly we cannot allow (v/c) to be
arbitrarily large. This then will restrict our allowable range for β.
To see what restrictions might be placed on β, let us write the inequal-
ity (3.68) in terms of the original masses of the particles. For the individual
5At first glance, it might seem odd that the condition for fixed points of the equations of
motion for an electromagnetic system does not depend on the charge. Recall, however, that
β (really β̃) actually does depend on the charge: β̃ := (c/e1e2) β̂. What is interesting is






























































































)2 − (positive terms) ♥≤ 0.
(3.73)





















By the conservation of angular momentum, i.e. SO(3) invariance, we may use
the relation
β̂ = µr2φ̇, (3.76)









Thus if the above condition is satisfied, either in the form (3.75) or the
form (3.77), we are ensured three real roots for the radius of the fixed points.
The fixed points all have the form (r, pr) = (ri, 0), for ri the three solutions to
the cubic in R := 1/r.
3.4.3 Physicality of the Root Conditions and an Estimate for v/c
Let’s examine just how physical the bounds arrived at in the last section
really are. To be concrete, suppose we look at a proton and electron separated
by the Bohr radius. Substituting the Bohr radius for r and computing the
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(1.67× 10−24 g)(9.11× 10−28 g)
(1.67× 10−24 g) + (9.11× 10−28 g)
· (5.292× 10−9 cm)2 φ̇
∼ 10−16[sec] · φ̇ . (3.78)
Further estimating 27/8 ∼ 3, so that
√
3 ∼ 1 and hence 4
√




<∼ φ̇ [sec]. (3.79)
To see how this translates into a condition on the ratio (v/c), we first
note that for the velocity of the reduced particle,
v2 = ṙ2 + r2φ̇2 = r2φ̇2 , (3.80)






















6Note that we are using CGS units, so that charge is related to the other fundamental
units by Q2 = ML3/T 2, and hence [esu2] = [g · cm3/sec2].
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This is obviously prohibitively large, implying that at a distance of roughly
the Bohr radius, only one fixed point, i.e. one circular orbit, is possible. We
might also investigate whether there are any distances other than the Bohr








where T is given in Kelvin and n0 is in cm
−3, then we may repeat the above




























With this expression, we can actually get a rough idea of what kind of physical
regimes would allow for three real roots. If we stipulate a level of accuracy
of the Darwin approximation, i.e. stipulate a range for (v/c), then the above
expression puts bounds on the temperature and density regimes which permit
such solutions. Assuming a value (v/c) ∼ 10−2, this would require T/n0 to
be greater than (1026)2 = 1052. Typical ranges of T for plasmas are roughly
103K (for the Earth’s ionosphere) to 108K (for fusion reactors); and typical
densities are anywhere from 1cm−3 (for interstellar gas) to 1014cm−3 (for fusion
reactors). Even the highest value of T/n0 falls far short of the requirement
above, thereby ensuring only the possibility of one circular orbit.
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3.5 Comparison with the Kepler Problem
Recall for a moment some facts about the Kepler problem (i.e. the























Searching for the fixed point of the equations of motion, then, amounts to
setting the momentum p equal to zero and finding the roots of a polynomial





This corresponds to a circular orbit, i.e. an orbit at fixed radius. This solution
is unique, given the values of the parameters of the system. Thinking of the
Hamiltonian as
H = T (p) + Veff (r), (3.90)





In the D2BP, we follow essentially the same procedure and obtain con-
ditions under which we are assured circular orbits. The difference, however,
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is that we find, in principle, the possibility of three radii for circular orbits.
Why this should happen is not entirely clear. It is possible that it is merely an
artifact of truncating the relativistic system to obtain a polynomial expression
in the momenta, so that all resulting equations will also be polynomial and
therefore have a finite number of roots. The fact that the conditions under
which all three radii could exist are too restrictive for likely physical situations
lends support to this idea.
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Chapter 4
General Features of the Darwin System
4.1 Darwin Potentials
The different forms of the electromagnetic potentials in different gauges
are crucial for the ensuing studies of the Darwin system. This section outlines
the procedure for obtaining explicit expressions for φ and A. We may sum-
marize the procedure as follows: solve the electromagnetic system in a given
gauge to obtain solutions in terms of retarded quantities; then find the instan-
taneous approximations to this system.1 One simple approach is to start in
Lorenz gauge, in which the equations for A and φ decouple, thereby allowing
for explicit solutions in terms of the sources. Then it is a quick calculation to
change from Lorenz gauge to Coulomb gauge, so that both the equations and
solutions are transformed. In Coulomb gauge it is clear that φ solves Pois-
son’s equation, and therefore mimics the electrostatic (i.e. “instantaneous”)
case. The transformation will also alter the equation for, and therefore form
of, A. The expression for A is still given in terms of retarded quantities. Ap-
proximating this by the corresponding instantaneous quantity yields the same
1Fortunately, Jackson [28] has outlined just such a procedure, by which one can change
from gauge to gauge to obtain different expressions for the scalar and vector potentials as
functions of the retarded times, and then take the instantaneous limit of these.
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microscopic system which Darwin considered in his original paper [9], and so
we arrive at the Darwin system which is the object of our study.2 The method
used here is essentially the same as that followed in Section 3.1, but reversing
the sequence of changing gauge and truncating at second order.
More specifically, we may describe the procedure as follows. Start with
E and B in terms of the potentials:




and B = ∇×A. (4.1)













The solutions are well-known, and so will be omitted here. We then transform















One may of course recognize that the equations of motion for the potentials




















2Jackson, in the same paper, points out in §VI.B that the essentially the same system
was studied earlier by Heaviside [24], but Darwin seems not to have been aware of his work.
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with ∇ ·A = 0, the usual condition for Coulomb gauge. The solutions trans-






















dτ τ [3r̂r̂ · j(x′, t− τ)− j(x′, t− τ)] ,
(4.6)
where C stands for Coulomb, and “ret” denotes that the quantities in brackets
are to be evaluated at the retarded time




Jackson gives an equivalent form of the vector potential,











which makes it clear that A does in fact have zero divergence.
We may now use either expression for AC to obtain the instantaneous
vector potential in Coulomb gauge. Using our expressions in terms of retarded
times — it is simplest to use the form (4.6), though one could also use (4.8)
— and letting j(x′, t− τ)→ j(x′, t), then direct calculation yields the so-called
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“quasistatic” vector potential in Coulomb gauge:





j(x′, t) + r̂(r̂ · j(x′, t))
‖x− x′‖
. (4.9)
Expressing the current in terms of delta functions yields the vector potential
treated in the microscopic Darwin problem.
4.2 Darwin Field Equations
The Darwin system may be approached from a different direction.
Instead of solving for the potentials in Lorenz gauge, then transforming to
Coulomb gauge and taking the instantaneous limit, we may start with the
field equations themselves, take the instantaneous limit of these, and then
solve directly for the potentials.
Before proceeding, we first note that any vector may be written as
the sum of divergence-free and curl-free vectors. In particular, we may so
decompose the current: j = jl + jt, where l and t denote ‘longitudinal’ and







































If we then start with Maxwell’s field equations






















































If we take the defining characteristic of the Darwin system to be that it is
an expansion up to second order in v/c, then a heuristic argument lends cre-
dence to the idea that the above equation describes the same physics as the
Darwin approximation. Specifically, as is easily seen from the expression for
A in Lorenz gauge, A scales as 1/c.3 Then the term (1/c2)(∂2A/∂t2) is of
3That is not to say we are working in Lorenz gauge — on the contrary, the Darwin
system, however described, employs Coulomb gauge. The above argument is only using the
familiarity of the Lorenz form of the vector potential to determine how A scales with c.
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order 1/c3, and so should setting it to zero is consistent with the Darwin
approximation.
On the other hand, many authors take the lack of retardation as the
defining characteristic of the Darwin approximation (e.g. [37, 49]). We may
rewrite the B equation above as
4π
c
jt = ∇×∇×A = ∇(∇ ·A)−∇2A = −∇2A (4.16)
in Coulomb gauge. From the fact that the above is simply Poisson’s equation
(in contradistinction to the wave equations of Lorenz gauge, involving time-
derivatives), it is clear that there are no retardation effects.
The solution to Poisson’s equation is well-known, and so we may solve
directly for A in terms of j. Using our explicit expression for jt in terms of j,
and applying the Green’s function for Poisson’s equation and the expression



























This expression, however, is rather unwieldy, and in most calculations it is
preferable to use the more direct expression AqsC to express the vector potential
of the Darwin system.
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At this point we now have two different ‘Darwin’ vector potentials. By
calculating the instantaneous limit of the Coulomb gauge equations, we arrived
at the form AqsC given in (4.9). On the other hand, by taking the non-retarded
limit of the field equations themselves, we obtained the above expression for
AD. The glaring question, then, is are the two equal? This is the subject of
the next section, in which we attempt to show by direct calculation the two
forms of the potential are indeed the same.
4.3 Equivalence of AqsC and AD
We now have two expressions for the vector potential of the Darwin sys-
tem: the quasistatic form AqsC , obtained as an approximation to the retarded
solution of the Coulomb gauge equations and given by (4.9); and the ‘Darwin’
form AD, obtained as the exact solution to approximated field equations and
given by (4.17). Looking at these expressions, it is not at all clear that the
two potentials are the same. Of course we hope they are, for if not, then we
have two different, inequivalent formulations of the Darwin system. We must
therefore find a way of transforming AD into A
qs
C to establish clearly that the
two formulations do in fact describe the same physics.
To this end, we start with AD as given in (4.17) and write the cross

















where ∂′′j = ∂/∂x
′′
j and j








































δ(3) (x− x′′) .
(4.19)













(j′ · ∇′′)∇′′ 1
‖x− x′′‖
. (4.20)
























‖x′′ − x′‖ ‖x− x′′‖
. (4.22)
The last term now contains the Darwin integral (cf. (D.13)):∫
d3x
‖x− a‖ ‖x− b‖
= −2π ‖a− b‖ . (4.23)






























j(x′, t) + r̂′(r̂′ · j(x′, t))
‖x− x′‖
= AqsC (x, t). (4.25)
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The two forms of the vector potential are equal, and therefore the two different
methods of arriving at the Darwin system are physically equivalent. This
argument rests crucially on the value of the Darwin integral (D.13); although
computation of this integral here would take the discussion too far afield, the
seemingly contradictory nature of its solution involves subtle argumentation,
and this is given in the appendix.
4.4 Variational Generalia
Suppose we are given an action for fields φ, A and sources q of the
form











and where ρ, j are given in terms of q. Variation with respect to φ and A link
these fields to the sources ρ, j:
O1[φ] = ρ, O2[A] = j, (4.28)
where in general O1,2 are linear integro-differential operators which depend on
φ and A both. Variations with respect to q in turn link the acceleration to
the fields:













where “accel.” is the variation of Skinetic. If we can solve the equations for φ
and A in terms of ρ and j, respectively, then we may write
φs(x) =
∫
Kφ (x | x′) ρ(x′), As(x) =
∫
KA (x | x′) j(x′). (4.30)
Now, we may substitute φs and As in Sfield and Scoupling in order to write the
action S solely in terms of q:
Snew[q] = S[q, φs(q),As(q)]. (4.31)
This procedure is completely general in the sense that we have not specified
the nature of q. Inserting these into ρ and j, then writing φ and A in terms
of ρ and j, gives S in terms of q alone.

























· ∇φ+ ‖∇φ‖2 −A · ∇(∇ ·A)
]
, (4.32)










































































This result is completely general and relies only on the form of the electro-
magnetic field action and the general equations which the potentials satisfy.
Returning to the abstract arguments, let us merely assume the opera-
tors in (4.28) relating the potentials to the sources are linear :
φ = L1[ρ], A = L2[j]. (4.37)
This allows us to write
Snew[q] = S[q, φs,As] = S[q, L1[ρ(q)], L2[j(q)]], (4.38)
and we may thus compute the variation of the above combination of the cou-





























dt d3xδρ(L1 + L
†
1)[ρ], (4.39)
where L†1 is the adjoint of L1. If we further assume that L1 is self-adjoint, so









dt d3xδρ · 2L1[ρ] =
∫
dt d3x[−δρ φs], (4.40)
and the factor of 1/2 is cancelled. An analogous calculation holds for the j ·A
term, and so q-variation of the action Snew[q] yields












as before, except that here φs and As are shorthand for (4.37). In particular,
the right hand side is a function of q and its derivatives alone.
4.5 The Darwin Field Action
Starting from the electromagnetic action, we may verify that dropping
terms of order greater than (1/c)2 leads to the proper Darwin field equations.
Starting with the electromagnetic field and coupling terms, we may expand
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where an integration by parts has been performed to write (∇ × A)2 as A ·
(∇×∇×A), and then the identity ∇×∇× = ∇(∇ · −∇2 has been applied.
(“M” here stands for “Maxwell”.)
Note however that the term (1/c2)(∂A/∂t)2 is higher order than what
is consistent with the Darwin approximation. Specifically, the vector potential
itself scales as A ∼ 1/c. This term then is of order 1/c4, and is therefore well
beyond the 1/c2 order of the Darwin approximation. We may therefore omit




















































∇ ·A = −4πρ. (4.45)





























∇ (∇ · δA)−∇2δA
)]
. (4.46)

















so that the other equation of motion is
−∇2A +∇
(





















provided we choose Coulomb gauge ∇ ·A = 0.
We therefore see that starting with the standard electromagnetic action
and dropping the term (1/c2)(∂A/∂t)2 is consistent with the Darwin field
equations when we choose Coulomb gauge. We might naively summarize this






























and varying with respect to φ, A, and the Lagrange multiplier λ. It is clear
from this that the Darwin system is not a gauge-invariant theory. In fact,
the stipulation that one work in Coulomb gauge is closely tied to local charge
conservation.
4.6 Darwin and Local Charge Conservation
Let us return to the more general equations (4.4) derived from the





∇ ·A = −4πρ,
−∇2A +∇
(























Since A ∼ 1/c, then (1/c)∂2(∇ · A)/∂t2 ∼ 1/c2, and so this term must be




+∇ · j = 0 =⇒ ∂
2
∂t2
∇ ·A = 0. (4.53)
In general this means that ∇ ·A must be a linear function of time: ∇ ·A =
f(x)t + g(x). We may suppose that linear t-dependence is unphysical, which
leaves ∇·A = g(x). There is no obvious physical argument why we must have
g(x) ≡ 0, but this makes clear that the choice of Coulomb gauge ∇ ·A = 0
is the only natural gauge choice for the Darwin system that maintains local
charge conservation.
We may note in passing that the Darwin equation for the vector po-











for the longitudinal component of j. Such an identification, however, explicitly
uses local charge conservation to write replace ∇ · j with −∂ρ/∂t. The Dar-
win field equations therefore rely on local charge conservation, requiring the
imposition of Coulomb gauge ∇·A = 0 as a constraint additional to dropping




In Section 3.1, particularly equation (3.19), we arrived at an expression
for the Darwin interaction of charged particles starting from an expression in
which the potentials φ and A were given. That these fields should satisfy
Maxwell’s equations up to second order in v/c must be added as a constraint
within this framework. There already exists, however, a well-known action


















It is natural, therefore, to investigate whether a sensible theory arises when
one takes as the starting point a total action which is a functional of both
particles and fields, together with an interaction term, and then follows the
Darwin procedure used previously.
5.1 Particle Theory
In our endeavor to find a Darwin particle theory whose fields are self-
consitently governed by “approximated” Maxwell’s equations, we start with
93



















dt d3xδ(3) (x− qa(t))
[
−φ(x, t) + 1
c


















We want to expand to the only consistent Darwin action — we expand every-
thing, dropping the term (1/c2)(∂A/∂t)2 and other terms of order higher than






























We expand the field term and drop the term (1/c2)(∂A/∂t)2 for reasons men-








































where the term (2/c)(∂A/∂t) · ∇φ has been written as the sum of two similar
terms, one of which is then integrated by parts in x, the other in t. We may
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expressing the fields in terms of sources. Using ∇ ·A = 0, we can express SF























(3) (x− qa(t)) . (5.7)
(This can be read in either direction — i.e. we could have started with a
completely general action whose coupling term was −ρφ+A · j/c, rather than
delta functions.) Then we can combine the field and coupling terms in the

































where φD and AD are solutions of the Darwin field equations. We may write





























showing that none of the calculations so far have been specific to particles, but
hold just as well for a continuum.
We must now find expressions for φD and AD. These of course come
from solving the Darwin field equations themselves. Using the expression for
the density in terms of delta functions centered on the particles, the scalar
















The method for solving the equation for the vector potential is actually
the same, once the equation is expressed in terms of the transverse current.










































j(x′, t) + (j(x′, t) · r̂′)r̂′
‖x− x′‖
= AqsC (x, t). (5.13)









d3x′δ(3) (x′ − qb)








q̇b + (q̇b · r̂b)r̂b
‖x− qb‖
. (5.14)







































[q̇a · q̇b + (q̇a · r̂b) (q̇b · r̂b)] .
(5.15)
We may then perform the integrations over the delta functions to obtain an
action solely in terms of particle positions an velocities. We of course remove
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2c2 ‖qa − qb‖
[q̇a · q̇b + (q̇a · r̂ab) (q̇b · r̂ab)] .
(5.16)
This agrees with expressions in the literature.
5.2 Epilogue
At this point it is a matter of some small interest to compare the meth-
ods of this chapter with investigations carried out by Wheeler and Feynman. In
the 1940s, Wheeler and Feynman [56, 57] published a series of papers studying
the formulation of classical electromagnetism as an action-at-a-distance theory.
In the first paper they established that taking one-half the sum or difference
of the retarded and advanced electromagnetic fields of absorbers or radiator
led to the proper field expressions of the radiative reaction force. They sub-
sequently generalized the procedure in the attempt to reproduce proper field
equations in general solely from consideration of the source charges alone.1
The method of this chapter has been to start with fields φ, A and
particles q, each obeying the proper respective equations of motion, and then
1In addition to the original papers, see discussions in Rohrlich [50] and Panofsky and
Phillips [48].
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to formulate the theory in terms of particles alone. This occurs by substituting
for the fields in terms of the source charges (equations (5.10) and (5.14)), and
then by inserting the resulting relations back into the Lagrangian. This yields
a particle action, with no reference to fields.
If we now read the chapter in reverse, we see that this is another small
illustration of Wheeler and Feynman’s procedure. If we start from the purely
particle action SD[qa] given in (5.16), and then define the fields φ and A
according to (5.10) and (5.14) respectively, the arguments of this chapter taken
in reverse order show that the resulting fields obey the Darwin field equations.
Thus we have achieved an action-at-a-distance Darwin theory akin to the
theory of Wheeler-Feynman. This is naturally to be expected, since Darwin
himself developed the theory for the express purpose of having an action-at-
a-distance formulation, but the observation is general. Whenever we pursue
particle theories along the lines of this chapter, we may look to see if the





In 1958 F. E. Low published a short article in which he derived a varia-
tional principle for the Vlasov equation for a charged gas in an electromagnetic
field [40]. As a starting point, he assumed an initial distribution of particles
f0(z0) was given at time t = 0, where z0 = (x0,v0). The particles move on
trajectories q(z, t) such that q(z0, 0) = x0 and q̇(z0, 0) = v0. The distribution
function is constant on particle trajectories, so that
f(q, q̇, t) = f0(z0). (6.1)






+ q̇ · ∂f(z, t)
∂x
+ q̈ · ∂f(z, t)
∂v
= 0 (6.2)
along the trajectories, which is the Vlasov equation. Given the usefulness of
the Darwin system in plasma simulation, it is natural to seek a formulation
for the Darwin system in terms of the prescription of Low. This is the focus
of the present chapter.
The actual method of this chapter follows the presentation of Ye and
Morrison [58]. This method amounts to expressing the potentials in terms
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of kernels of the associated equations, and then exploiting the symmetries of
the kernel in the variations. For more on the methods of variation, consult
Morrison’s review article on Hamiltonian methods applied to the ideal fluid
[43].
Many of the calculations of this chapter have already been treated in
a more general setting. But because of the novelty of the Low formalism, the
calculations are presented again in order to gain a better understanding of how
the distribution function f enters into the scheme. The form of the Vlasov
equation is taken as a given; the task is to describe the equations of the fields,
and of the particles in terms of those fields.
6.2 The Low Formalism
Let us start with a general Low-style action, whose kinetic and field




























where the particle coordinates and velocities are functions of the label z0,
thought of as initial conditions. Here φ(q, t) and A(q, t) is shorthand for
writing the fields φ(x, t) and A(x, t) evaluated at the particle location q. More













for the electric field term, and similarly for the magnetic coupling. Likewise
the subscriptD on the field term denotes the Darwin approximated field action






















In order to familiarize ourselves with variations in this setting, we may













































































































The integral d6z0 can be performed, in principle, since q = q(z0, t). But it is
easier to see what this is if we map forward along trajectories. If we look at
the map taking f0(x0,v0)→ f(x,v, t), then we have
x = q(z0, t)|z0=q−1(x,t) (6.9)




3v0 → d3x d3v. (6.10)
























= −ρ(x̄, t). (6.12)
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d3xA(x, t)δ(3) (x− q)
]
. (6.13)















































































where the delta functions have been used to exchange ∂/∂qk for ∂/∂xk, and















Now as a matter of some interest, we may compute the variation with
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where z = (x,v) and
x = q(z, t)|z=q−1(x,t) and v = q̇(z, t)|z=q−1(x,t) , (6.17)
































The variations δSF/δφ and δSF/δA, combined with (6.12) and (6.19), yield
the Darwin field equations.
6.3 Low-Darwin Equations of Motion
As in the general calculations, the Low action allows the field action
and coupling terms to be combined to get an action that is purely a functional
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of q(z0, t), with an overall factor of 1/2. The process which follows is: begin
with the action (6.3), substitute the solutions of the Darwin field equations
in terms of sources, and obtain the action in terms of q(z0, t) alone. Though
we have seen this process from a general viewpoint, it is nevertheless useful to
briefly go through the calculations again in order to see how the distribution
function f and the initial conditions z carry through.
For this purpose, we begin by rewriting the field term in the action.
Invoking the Coulomb gauge condition from the outset, and dropping the









































AD(x̄, t) · e
∫
d3x d3vf(x,v, t)vδ(3) (x̄− x)
]
. (6.20)

























































From this we see explicitly how the distribution function and initial conditions
appear and factor out to give the same form as the coupling terms.
We are thus again in a postition to write down a full action, this time
for the Low-Darwin system. Using the results of the above calculations to
combine the electromagnetic field term with the coupling term, we may write


























but we keep the notation T for later convenience. The arguments of SLD have
also been suppressed. Although the action is written in terms of φD and AD,
these are really to be considered shorthand for the solutions of the Darwin
field equations in terms of sources. These therefore depend ultimately on the
particle coordinates, and so in this sense SLD = SLD[q] only.
Now Coulomb gauge alone stipulates that φ solve Poisson’s equation.
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If we let K denote the kernel of Poisson’s equation, then we have
φD(x, t) =
∫









d3vf(x′,v, t)δ(3) (x̄− x′)
=
∫






d6z0f0(z0)K (x | q) . (6.25)











0)K (q | q′) . (6.26)
Looking ahead, we take a moment to obtain the variation of this term with






































































We may follow a similar procedure for the A-term in the action. Since
AD solves the Darwin field equation, we may express it in terms of the Darwin
kernel KDij (the subscript D will be written as a superscript to avoid confusion
with subscript indices):
ADi (x, t) =
∫





d3x̄KDij (x | x̄) e
∫
d3x′ d3vvjf(x
′,v, t)δ(3) (x̄− x′)
=
∫








ij (x | q) q̇j. (6.29)













ij (q | q′) q̇′j. (6.30)
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ij (q | q′) q̇′j
+δqk






















































All that remains to compute the equations of motion is variation of the








T (q̇) = − d
dt
T ′(q̇). (6.33)
Putting together the various variations, we then have the equations of motion





















Using the vector identity
∇(A ·B) = A× (∇×B) + B× (∇×A) + (A · ∇)B + (B · ∇)A, (6.35)
we may write
∇(q̇ ·AD) = q̇×BD + (q̇ · ∇)AD. (6.36)
110
The last term combines with the dAD/dt in the equation of motion to leave
∂AD/∂t. Introducing the notation ET := −(1/c)(∂AD/∂t) and EL := −∇φD,
we may finally bring the equation of motion to the form
d
dt
T ′(q̇) = e
[






6.4 Low-Darwin Kinetic Term
Up to this point, the kinetic term T (q̇) has not played a crucial role
in the calculations. It has merely come along for the ride. In this section we
investigate the implications of using the usual Darwin kinetic term. Several
papers in the literature simply use mq̇2/2 as the kinetic term for the Darwin
field system. From our calculations with the particle system, this is certainly
not to be expected. We should therefore check what impact the additional








































where aij := δij/2 + xixj with x := q̇/ ‖q̇‖. Thus aij is of order unity. Our
task is to find the inverse of the matrix Aij.
We need only work to second order in v/c. We therefore write






By definition of a matrix inverse, we have




























to the order we are considering. Thus bik = −aik and the inverse is A−1ij =




































where terms of higher order have been dropped.1 Writing E = EL + ET , this
gives













1Recall that ET := − (1/c)(∂AD/∂t). Since AD ∼ 1/c, then ET is already of order 1/c2.
Contracting this with A−1ij and keeping only terms up to order-(v/c)







There is no obvious reason why the last term should be zero to this order, so
the use of only mq̇2/2 for the Darwin kinetic term is not consistent, and the




The treatment of the D2BP has resulted in a few noteworthy observa-
tions. One glaring result is the incompatibility of the methods of symplectic
reduction as applied to the N2BP as opposed to those same methods applied
to the D2BP. We saw that the value α determining the level sets of the mo-
mentum map for (R3,+) may be carried along without impinging upon the
second reduction under SO(3) in the case of the N2BP, but that this value
has a definite impact on the second reduction in the case of the D2BP. There
are two reasonable tracks to follow for a resolution. In one manner of reason-
ing, we may act as if the first reduction never occurred. In this scenario, we
are merely given a Hamiltonian which we know nothing about, save that α
plays the role of three scalar parameters, on the same level as the mass and
charge parameters. Given this state of affairs, this Hamiltonian is in fact not
invariant under the diagonal SO(3) action, unless α ≡ 0. Backtracking, and
only then realizing that this Hamiltonian was indeed the result of a reduction
under (R3,+), we find that the case α ≡ 0 in fact corresponds to the choice
of moving to the center-of-mass frame. From this point of view, the center-
of-mass frame is singled out as preferred, contrary to what was found in the
study of the N2BP.
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On the other hand, we may allow ourselves knowledge of reduction at
each stage. We are aware of the reduction under (R3,+), cognizant of the fact
that, under this reduction, the moment map associates the total momentum p
with elements of the dual to the Lie algebra of (R3,+), and that α lies in this
space as well. Then the subsequent action of SO(3), when acting on p, must
also act on α. In this case, then, the Hamiltonian is invariant under SO(3),
even when α 6= 0. From this point of view, the center-of-mass frame is not
singled out as preferential.
The resolution of the two points of view seems to come in the analysis
of the interaction. Since the interaction of the D2BP is momentum-dependent,
and since momentum is frame-dependent, then the choice of reference frame
could very well impact the symmetry of the system. This is not the case with
the N2BP, since the interaction is only dependent on relative separation, not
on momentum. From this perspective, the terms with ‖(const)α− p‖4 are
ambiguous. Their origin in the derivation comes from what is essentially a
kinetic term; however their effect in reference to the preceding argument is
one of an interaction term.
We also found that the D2BP allows for the mathematical possibility
of three fixed points for the equations of motion, leading to three circular
orbits. The subsequent estimates, however, showed that the conditions for
the existence of all three roots were incongruent with the requirement that
the Darwin system be a good approximation to the relativistic system. The
requirement that (v/c)  1 precludes the existence of two of the three real
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roots. Thus the Darwin system, taken in and of itself as a self-standing system,
permits three circular orbits given high enough velocities. But taken as a valid
approximation to a relativistic system, the conditions on the velocities forbid
two of the circular orbits and we are left with only one.
The remainder of the work focused on what was here termed the self-
consistent Darwin system. The original derivation of the standard Darwin
system takes the fields φ and A as given. The fact that they satisfy Maxwell’s
equations is imposed from outside. The self-consistent approach attempts to
relieve this situation by starting with an action which includes particles and
fields in an inclusive whole. The idea is a simple one. It is a top-down for-
mulation of what was originally a bottom-up procedure. Darwin’s original
derivation of the system came about by considering a single charge in an ex-
ternal field, then another charge added to this, then another charge, and so on.
In this way, Darwin constructed his system particle by particle. The approach
presented here, by contrast, attackes the problem from the opposite direction.
Here we assume given the action for particles coupled to the electromagnetic
field. The equations for the fields are not ‘given’ per se, but are derived from
the action by variation on the fields themselves. Thus in our action, the fields
themselves are initially as dynamic as the particles. Given this starting point,
we then study the sytem in the situation where the fields are the fields of the
particles themselves, and so we may express the potentials in terms of the
particle variables. This procedure of particlization leads us eventually to an
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2c2 ‖qa − qb‖
[q̇a · q̇b + (q̇a · r̂ab) (q̇b · r̂ab)] .
(7.1)
This agrees with the action found elsewhere in the literature.
Another novel feature of the present work is the search for a direct
method of establishing the equivalence of the Darwin field equations and the
quasistatic solutions. That is, Jackson shows a method of arriving at the form
of the vector potential which arises in Darwin’s Lagrangian. The first step is
to obtain the retarded potential in Lorenz gauge, then transform this solution
to Coulomb gauge, and then finally to take the instantaneous, or ‘quasistatic’,
limit of this solution. This yields AqsC . Other researchers, by contrast, argue
the form of the equations before obtaining a solution. The line of resoning is
to start with the equations for the potentials in Coulomb gauge, then argue
the instantaneous form of these — i.e. dropping the term (1/c2)(∂2A/∂t2) —
and solve the resulting equation. This results in AD. Though the logic of each
argument is headed in the same direction, as equations go, it is not altogether
certain the the solutions must be the same (though of course it is hoped). In
this work we have showed directly the equivalence of AqsC and AD.
The calculation which establishes this equivalence, however, relies on
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one integral, which has here been termed the Darwin integral. For all practical
purposes, this integral is divergent. But there is a consistent way to extract a
finite contribution from this integral, and it turns out that this finite contri-
bution is exactly what is needed to establish the equivalence of the two forms
of the vector potential. The integral can be calculated in two fashions, one
involving the transformation of the problem to a Gauss’s law calculation. This
method illustrates that the dropping of the infinite contribution is analogous
to choosing the zero of a potential at zero rather than infinity. The integral
is itself an interesting calculation, but it has no real merit for that. Its main
importance is in giving clues to what is lost when truncating an electromag-
netic system to Darwin form, and to the difference between the two methods
of reching the form of the potential, one giving AqsC , the other giving AD.
Finally the Low-Darwin system was an attempt to construct a self-
consistent Darwin theory coupled to the Vlasov equation. This follows through
straighforwardly. We noted at the time that several papers merely write the
force law as dv/dt = eEL + eET +(e/c)v×BD. As was seen, this formulation
is not entirely consistent with the Darwin approximation, omitting a term





Groundwork for the Two-Body Problem
Before we actually work out the reduction for the two-body problem, it
will be helpful to store up some of the necessary concepts at the outset. Since
the two-body problem uses reduction via the groups (R3,+) and SO(3), we
should gather all the information we need about those groups.
A.1 (R3,+) — The Group of Translations
We may write elements of (R3,+) as t := (t1, t2, t3). Addition is per-
formed as usual:
(t1, t2, t3) + (s1, s2, s3) = (t1 + s1, t2 + s2, t3 + s3) . (A.1)
Of course (0, 0, 0) is the identity element.
It will be useful to note that (R3,+) is homomorphic to the group of
3 × 3 diagonal matrices with strictly positive entries, endowed with matrix
multiplication, under the map
(t1, t2, t3)←→










∣∣∣∣∣∣ a1, a2, a3 ∈ R+
 , (A.3)
with matrix multiplication, we may proceed to find the Lie algebra of (R3,+).
(Matrix entries left blank are zero.)
Claim 3. The Lie algebra of (R3,+) can be viewed as the set
ξ1 ξ2
ξ3
∣∣∣∣∣∣ ξ1, ξ2, ξ3 ∈ R
 , (A.4)
with [· , ·] the usual matrix commutator.




 ⊆ (R3,+) . (A.5)





where a, b, c may have any real values.






Then exponentiating, we have




For any matrix group, the Lie algebra bracket is the matrix commutator
[· , ·]. 2
A.3 One-Parameter Subgroup of (R3,+)
Working in the matrix representation, we may write a one-parameter








∣∣∣∣∣∣ s ∈ R
 . (A.9)
In the vector form of (R3,+) this is equivalent to
Gξ = {(sξ1, sξ2, sξ3)| s ∈ R} = {sξ | s ∈ R} . (A.10)
A.4 Inner Product on the Lie Algebra of (R3,+)
The Lie algebra of (R3,+) has a natural inner product structure using
the usual dot product. In terms of the matrices, this involves the trace:






 = ξ1η1 + ξ2η2 + ξ3η3 . (A.11)
This gives a natural way of switching to the dual of the Lie algebra.
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A.5 Moment Map for (R3,+)-Action on R6
Take (R3,+) as the group of translations on (M,ω), where
M = {(p, r)} = R6 and ω = dp ∧· dr . (A.12)





, that is Φ : R6→R3 , (A.13)
satisfying










for all ξ ∈ g = R3.
The (R3,+)-action on M is given by
Sg : M →M
(p, r) 7→ (p, r + g) , (A.15)
where g ∈ (R3,+). In this case we write g = tξ by virtue of (A.10). Using this


























Now look at the first condition in (A.14). Using the above result, the
left-hand side becomes






= −ξ · dp(·) = − d(ξ · p)(·) . (A.18)
Comparing this with the right-hand side of the same condition in (A.14), we
find
Φξ(p, r) = p · ξ = 〈 p , ξ 〉 . (A.19)
Comparing this, in turn, with (2.37), we may write
Φ·(p, r) = 〈 p , · 〉 = p , (A.20)
where the last equality is somewhat of an abuse of notation. An even greater
abuse of notation is the form in which this is most commonly written:
Φ : (p, r) 7→ p ∈ g∗ = R3 , (A.21)
so written (1) because it is allowed by the isomorphism
[
Lie alg. of (R3,+)
]∗ ∼=
R3, and (2) because p is the physical quantity of interest. With this definition,
then
Φξ(p, r) = 〈 p , ξ 〉 = p · ξ ∈ R . (A.22)
Hence the moment map for the (R3,+) translation action on {(p, r)} is
Φ : M → g∗
(p, r) 7→ p . (A.23)
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A.6 SO(3) and so(3) — The Group of Rotations and its
Lie Algebra




g ∈ Gl(3,R) | gTg = id and det g = 1
}
= {3× 3 rotation matrices with determinant 1}
= {3× 3 matrices | columns form an orthonormal basis
obeying the right-hand rule} . (A.24)
The Lie algebra of SO(3) is the set of infinitesimal rotations. To figure
out the form of these matrices, we have the following.
Claim 4. so(3) is given by
so(3) = {ξ | ξ is a 3× 3 skew-symmetric real matrix}
=

 0 ξz −ξy−ξz 0 ξx
ξy −ξx 0
∣∣∣∣∣∣ ξx, ξy, ξz ∈ R
 . (A.25)
Proof : To prove so(3) contains the skew-symmetric matrices, suppose
R : R→ SO(3) ,
R(0) = id (A.26)
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is a path through the idintity in SO(3). Since each matrix R(s) is in SO(3),
we have
R(s)TR(s) = id. (A.27)
Differentiating both sides at s = 0, and noting R(0) = id = R(0)T , we have
R′(0)TR(0) + R(0)TR′(0) = 0 ;
R′(0)T + R′(0) = 0 ;
R′(0)T = −R′(0), (A.28)
which implies R′(0) ∈ so(3) is skew-symmetric.
To prove the other direction, let ξ be any 3×3 skew-symmetric matrix.
We may define
R : R→ SO(3) ;
R(s) = esξ . (A.29)








esξ = e−sξesξ = id . (A.30)























Since R(0) = id, then detR(0) = 1. Since R(s) is continuous, and det is a
continuous function, then det(R(s)) is continuous. Hence det(R(s)) cannot

























= ξ . (A.34)
Hence the two sets are equal. 2
Again, since this is a matrix group, the Lie bracket is the usual matrix







[ξ , η]←→ ξ̂ × η̂ , (A.36)
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with × the usual cross product on R3. Thus
(so(3), [ , ]) ∼= (R3,×) . (A.37)
Another useful identity is
ξξ̂ =








A.7 One-Parameter Subgroups of SO(3)




∣∣ s ∈ R, ξ ∈ so(3)} . (A.39)




 0 ξz 0−ξz 0 0
0 0 0
∣∣∣∣∣∣ s ∈ R
 =

 cos(s) sin(s) 0− sin(s) cos(s) 0
0 0 1





 0 0 −ξy0 0 0
ξy 0 0
∣∣∣∣∣∣ s ∈ R
 =

cos(s) 0 − sin(s)0 1 0
sin(s) 0 cos(s)





0 0 00 0 ξx
0 −ξx 0
∣∣∣∣∣∣ s ∈ R
 =

1 0 00 cos(s) sin(s)
0 − sin(s) cos(s)
∣∣∣∣∣∣ s ∈ R
 ,
(A.40)
rotations about the z, y and x axes respectively.
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A.8 Inner Product on so(3)
The Lie algebra of SO(3) may be given an inner product structure by
defining
(ξ | η) := − 1
2
tr [ξη] . (A.41)
Writing this out, we find
(ξ | η) = −1
2
tr
−(ξzηz + ξyηy) −ξyηx ξzηxξzηy −(ξzηz + ξyηy) ξzηy
ξxηz ξyηz −(ξzηz + ξyηy)







∼= (R3, ·) . (A.43)
Note that with this inner product we may make the identification
so(3)∗ ∼= so(3), (A.44)
of so(3) with its dual space, by writing
ξ∗ := (ξ | ·) = −1
2
tr [ξ·] = ξ̂ · ( ) . (A.45)
ξ∗ is the element of so(3)∗ dual to ξ ∈ so(3).
A.9 Moment Map for SO(3)-Action on R6
We now take SO(3) as the group of rotations on (M,ω), where M =
{(p, r)} = R6 and ω = dp ∧· dr. Recall that we use the diagonal action given
129
by
Sg : M →M ;
(p, r) 7→ (gp, gr) . (A.46)
The terminology “diagonal action” arises from writing the action in block













Now “building” the moment map as done in the case of (R3,+) is a little
difficult here. Just going through the equations is a little daunting. Rather,
we should try to use a little reason to make an educated guess at the form of
the momentum map, then check to see if it works out.
First, notice that Φ : M→so(3)∗. By our trace formula for the inner
product on so(3), we can see that so(3) ∼= so(3)∗ — the inner product also
gives us a pairing. This means
Φ : M → so(3)∗ ∼= so(3) ;
(p, r) 7→ some skew-symmetric matrix. (A.48)
Now this skew-symmetrc matrix in so(3)∗ must involve only the components
of p and r, since that is the only data we have to put in. So how do we make
a skew-symmetric matrix from (p, r)?
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(rx ry rz ) =
 pxrx pxry pxrzpyrx pyry pyrz
pzrx pzry pzrz
 . (A.49)
But this is hardly skew-symmetric. Nor is rpT . But the combination
prT − rpT =
 0 pxry − rxpy pxrz − rxpzpyrx − rypx 0 pyrz − rypz
pzrx − rzpx pzry − rzpy 0
 (A.50)
is skew-symmetric! With this in mind, we will try the following: define Φ by
Φ : M → so(3)∗ ;
(p, r) 7→ (prT − rpT ) . (A.51)
In this case the function Φ·(p, r) : so(3)∗→R is given by
Φξ(p, r) = 〈 (prT − rpT ) , ξ 〉 =
(
(prT − rpT )








We may also express this as




ξ(prT − rpT )
]
= − [ξx(rypz − rzpy) + ξy(rzpx − rxpz) + ξz(rxpy − rypx)]
= −ξ̂ · (r× p). (A.53)
Now let us check to see that the properties of a moment map are satisfied.





































ξM = (ξp) ·
∂
∂p
+ (ξr) · ∂
∂r
. (A.56)
Plugging this into the relation (2.40),
ω (ξM , ·) = − dΦξ(·) , (A.57)
the left-hand side becomes








= (ξp) · dr− (ξr) · dp . (A.58)
Checking the right-hand side, we get
− dΦξ = − d
(
−ξ̂ · (r× p)
)
= ξ̂ · ( dr× p + r× dp)









· dr . (A.59)


























 Ayξz − Azξy−Axξz + Azξx
Axξy − Ayξx
 = −ξ̂ ×A.
(A.61)
Hence (A.60) checks out and we have ω (ξM , ·) = − dΦξ(·). This means that




The Dimension of Φ−11 (β
∗
0)
The theorem is as follows:1
Theorem 5. Implicit Function Theorem. Suppose f : Rn × Rm→Rm is
continuously differentiable in an open set containing (a, b) and f(a, b) = 0. Let





, 1 ≤ i, j ≤ m. (B.1)
If det(M) 6= 0, there is an open set A ⊆ Rn containing a and an open set
B ⊆ Rm containing b, with the following property: for each x ∈ A there is a
unique g(x) ∈ B such that f(x, g(x)) = 0. The function g is differentiable.
So why do we need this? Φ−11 (β
∗




that is 0 pxry − rxpy pxrz − rxpzpyrx − rypx 0 pyrz − rypz
pzrx − rzpx pzry − rzpy 0
 =
 0 βz −βy−βz 0 βx
βy −βx 0
 . (B.3)
1For reference, see [53].
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This is really only three independent equations:
pyrz − rypz = βx ;
pzrx − rzpx = βy ;
pxry − rxpy = βz ; (B.4)
more commonly written as
p× r = β̂0 . (B.5)
Then we may define a function f : R3 × R3→R3 by
(r,p) 7→ p× r− β̂0 . (B.6)









































which we might have expected.
In the Implicit Function Theorem, when det (Dn+jf
i(r0,p0)) 6= 0, the
theorem says there is a neighborhood of (r0,p0) where the level set of f can be
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parametrized by r alone. That is the idea behind the statement f(x, g(x)) = 0;
the coordinates x alone suffice to describe the level set A× B. The fact that
the above equation gives zero determinant suggests that the coordinates r will
not alone be enough to parametrize Φ−11 (β
∗
0).
Instead, rearrange the factors in (r,p). Let us write
(rx, px; ry, py; rz, pz) =: (r̄, p̄). (B.9)
We may define a new function on these coordinates by
f̄(r̄, p̄) := f(r,p); (B.10)
i.e.f̄ has the same functional output as f , just with a different arrangement
of the input coordinates. Explicitly, we have
f̄(rx, px; ry, py; rz, pz) =
pyrz − rypz − βxpzrx − rzpx − βy









































= −p0z(r0xr0y − p0yr0z) 6= 0 (B.13)
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for general (r,p). Hence there is a function ḡ such that
f̄ (rx, px; ry; ḡ(rx, px; ry)) = 0, (B.14)
saying that the variables (rx, px; ry) are enough to parametrize the level set of
f̄ corresponding to the value f̄(r̄, p̄) = 0.










0) = 3. (B.16)
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Appendix C
A Theorem from Mechanics
For convenience, this section treats a basic theorem from classical me-
chanics, which states that small changes in the Lagrangian and Hamiltonian
are equal in magnitude and opposite in sign.1 To establish this result, assume
a Lagrangian and Hamiltonian are given which depend, not only on the usual
coordinates and velocities or momenta, but also on some physical parameter
λ. We then have


















By contrast, since H =
∑
piq̇i − L, we find




















where the subscripts denote quantities which are held fixed.
1This derivation can be found in [34], §40.
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The same result may be phrased in terms of systems and associated
perturbations. To see this, suppose L = L0+L1, where L1 is a small correction
to L0. Let H0 be the Hamiltonian obtained from L0 by Legendre transform,
and let H = H0 + H1 be associated to L in the same fashion. Then the
preceding result states that
(H1)p,q = −(L1)q̇,q . (C.4)
The perturbations, with the appropriate variables held fixed, are equal in
magnitude and opposite in sign.
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Appendix D
Integrals for the Darwin System
There are a few integrals which must be evaluated in simplifying ex-
pressions encountered in the Darwin system. These calculations are collected
here. Their inclusion in the main body of the text would have distracted too
greatly from the main argument at hand. The tedious calculations involved,
however, warrant their inclusion, both to save the reader the trouble of calcu-
lating them himself, and to allow full-disclosure and a means of checking the
results of the line of investigation presented in this thesis.
D.1 Integrals over δ-Functions
Some integrals involve the use of the Dirac δ-function. These integrals
are evaluated below.
D.1.1 Integral A







δ (x1 − qa1) δ (x2 − qa2) δ (x3 − qa3)√
(x1 − qb1)2 + (x2 − qb2)2 + (x3 − qb3)2
=
{
∞ if a = b ;
1
‖qa−qb‖
if a 6= b . (D.1)
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D.1.2 Integral B








dx1 . . . δ (x1 − qa1) . . .
(q̇a1(x1 − qa1) + . . .)(q̇b1(x1 − qb1) + . . .)




If a = b, the result is clearly infinite. Otherwise, we find
IB =
∫
dx1δ (x1 − qb1)












d3x δ(3) (x− qa)
(q̇a · r̂b)(q̇b · r̂b)
‖x− qb‖
=
{ ∞ if a = b ;
(q̇a·r̂ab)(q̇b·r̂ab)
‖qa−qb‖
if a 6= b ;
(D.4)
where r̂ab := (qa − qb)/ ‖qa − qb‖.
D.2 The Darwin Integral
The next integral to be calculated requires a bit more finesse. Because
of its importance in Darwin theory, and because it is the only integral in the
theory which requires any argumentation worthy of merit, we may call this
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‘the Darwin Integral’ without any possibility of confusion. We shall discuss
two methods of calculation.
The first method of calculation is actually quite simple once one sees the
trick. The trick amounts to converting the integral into an electric potential
problem, then using a simple Gauss’s Law calculation to obtain the final result.








‖y − z‖ ‖y‖
=: f(z), (D.5)
where y := x− qb and z := qa − qb, and the subscript D stands for ‘Darwin’.


















=: − 4πρ(z). (D.6)
This is now reminiscent of a potential problem with charge density ρ(z) =
1/ ‖z‖. Since this is spherically symmetric, we may work in terms of the radial
coordinate r := ‖z‖. Enclosing the charge in a sphere of radius R, Gauss’s





E · da =
∫


















r̂ = 2πr̂. (D.8)
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Computing the potential, and setting the zero point at the origin rather than
infinity, we have
φ(R)− φ(0) = −
∫ R
0
E · dr = −2π(R− 0), (D.9)
or
φ(r) = −2πr, so that f(z) = −2π ‖z‖ . (D.10)
In terms of our integral, this means∫
d3x
‖x− qa‖ ‖x− qb‖
= −2π ‖qa − qb‖ for a 6= b. (D.11)
In the case a = b, we have∫
d3x













‖x− qa‖ ‖x− qb‖
=
{
∞ for a = b ;
−2π ‖qa − qb‖ for a 6= b .
(D.13)
The above result is extremely simple, yet obviously wrong. The left-
hand side is the integral of a positive-definite quantity and must therefore be
positive. The right-hand side is the negative of a positive-definite quantity, and
must therefore be negative. Thus the two can only be equal if they are both
zero. A conundrum indeed, since this integral is the crux of Darwin theory,
and the calculations in which it is employed certainly require it to have a value
other than zero.
Fortunately the above answer is not as wrong as it seems. In a sense
it is the only right answer this integral can have if we do not just declare the
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entire quantity infinite and toss it out altogether. To see in what sense the
above calculation produces the right result, we calculate the integral again.
This time, however, we do not use tricks (or, if you like, we use tricks of a
wholly different sort).
We begin in the same fashion as before, choosing y := x − qb and




‖y − z‖ ‖y‖
. (D.14)
We are now free to choose coordinates convenient for performing the integral.
Let us therefore place z along the y3-axis, with z := ‖z‖ > 0. With this
placement of z, if we express y in spherical polar coordinates as y = (r, θ, φ),
then the angle θ between y and the y3-axis is also the angle between y and z.























r′2 + 1− 2r′x
, (D.15)







, β := r′2 + 1, α := 2r′. (D.16)
To begin our study of I(r′), we first note that β > 0 and α > 0, and
moreover that β ≥ α with equality only when r′ = 1. This implies that
β − αx ≥ 0 for all x ∈ [−1, 1], and so I(r′) is determined up to an overall
144
sign, depending on the choice of positive or negative root ±
√
β − αx. That is,
I(r′) is either all positive or all negative. In the former case it represents the
area under the curve 1/
√
β − αx, in the latter the area under −1/
√
β − αx.
In either case, the value of the integrand at the righthand limit of integration
x = 1 is
± 1√
β − α
→ ±∞ as r′ → 1. (D.17)
For definiteness, we will take the positive root of the integrand.
We now look at the behavior of I(r′) as a function of r′. It is simple to









































From this we see that I(1) = ±2, depending on the root chosen. Since I(r′)
is either all positive or all negative, and since I(0) = 2 > 0, then consistency
requires the positive root, hence I(1) = 2. In general, substituting expressions










Recalling that we have chosen I(r′) to be all positive, we consider only the
first two choices as consistent with the calculations done so far. Given that we




2 for 0 ≤ r′ < 1,
2/r′ for 1 ≤ r′ <∞.
(D.22)
This choice has the virtue of making I(r′) a continuous function.
If we now compute ID as the integral over all r
′ > 0 of I(r′), it is clear
that we must split the integral into two regions, one for 0 < r′ < 1 and one for
1 ≤ r′. As yet another check on the consistency of our procedure, however,
we may step back and compute ID for all four possibilities of I(r
′). Over the






















Recall that for large enough r′, we know that I(r′) ∼ 2/r′. Thus, for large
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+ (2 · ∞ − 2k)
 . (D.24)
From the above expression, we see that a natural way to retain a finite part
of the integral is to choose the k2 case above and to set k = 1. This amounts
to choosing I(r′) as in (D.22), so that we find
ID = 2πz
[
k2 + (2 · ∞ − 2k)
]∣∣
k=1
= 2πz[−1 + 2 · ∞]. (D.25)
Retaining only the finite part of the integral, we find that
ID = −2πz, (D.26)




We may approach the equivalence of AD and A
qs
C in another fashion.





This relates AD to the transverse current. The current which appears in the
Darwin Lagrangian, however, is the full current j. In this section we will find










d3xAD · ∇2AD, (E.2)
takes the form of the coupling term
∫
d3xj · A, but where j is the full (not
transverse) current, and A is the quasistatic potential AqsC .
To establish this result, we begin by using the above equation for AD
in terms of the transverse current, and then substitute the explicit form of jt
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to write the following:∫






































′ | x̄) , (E.3)
where
KDmu (x


















is the Darwin kernel. Again applying the identity εkijεklm = δilδjm − δimδjl,
the Darwin kernel may be expressed as
4πKDmu (x


















Repeated application of the identity (4.21), along with integration by parts
and ∇2(1/ ‖x− x′‖) = −4πδ(3) (x− x′), yields
KDmu (x


















‖x′′ − x′‖ ‖x′′ − x̄‖
. (E.6)
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We again encounter the Darwin integral, (D.13), so that the above finally
becomes
KDmu (x








which is a succinct representation of the Darwin kernel matching the form of
AqsC . Using this, we may write∫












d3xj ·AqsC , (E.8)
the typical form of the Darwin interaction.
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