Network applications, such as multimedia streaming and video conferencing, impose growing requirements over Quality of Service (QoS), including bandwidth, delay, jitter, etc. Meanwhile, networks are expected to be load-balanced, energyefficient, and resilient to some degree of failures. It is observed that the above requirements could be better met with multiple disjoint QoS paths than a single one. Let G = (V, E) be a digraph with nonnegative integral cost and delay on every edge, s, t ∈ V be two specified vertices, and D ∈ Z + 0 be a delay bound (or some other constraint), the k Disjoint Restricted Shortest Path (kRSP ) Problem is computing k disjoint paths between s and t with total cost minimized and total delay bounded by D. Few efficient algorithms have been developed because of the hardness of the problem.
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In this paper, we propose efficient algorithms with provable performance guarantees for the kRSP problem. We first present a pseudo-polynomial-time approximation algorithm with a bifactor approximation ratio of (1, 2) , then improve the algorithm to polynomial time with a bifactor ratio of (1 + ǫ, 2 + ǫ) for any fixed ǫ > 0, which is better than the current best approximation ratio (O(1 + γ), O(1 +
INTRODUCTION

Background
The disjoint quality of service (QoS) path problem is a generalization of the shortest QoS path problem and has broad applications in networking, data transmission, etc. In data networks, many applications, such as video streaming, video conferencing, and on-demand video delivery, have several QoS requirements, which require the routing between source and destination nodes to simultaneously satisfy several QoS constraints, such as bandwidth and delay. In those applications, a single link might not provide adequate bandwidth, and multiple disjoint QoS paths are often necessary. Given cost and delay as QoS constraints, the k disjoint QoS path problem can be defined as follows. Definition 1. ( The k disjoint QoS path problem) Given a digraph G = (V, E), a pair of distinct vertices s, t ∈ V , a cost function c : E → Z + 0 , a delay function d : E → Z + 0 , and a given delay bound D ∈ Z + 0 , the k disjoint QoS path problem is to compute k disjoint st-paths P1, . . . , P k , i.e., E(Pi) ∩ E(Pj ) = ∅ for every i = j ∈ {1, . . . , k}, such that d(Pi) ≤ D for each i = 1, . . . , k, and the total cost of the k disjoint paths is minimized.
This problem is NP -hard even when all edges of G has a cost of zero [16] . The hardness result indicates that it is impossible to develop exact or polynomial-time approximation algorithms that strictly obey the delay constraint for the k disjoint QoS paths problem unless P=NP. An alternative method is to compute k disjoint paths with total cost minimized and a total delay bounded by D (equal to kD in Definition 1), and then route the packages via the k paths according to their urgency priority, i.e., routing urgent packages via paths of low delay whilst deferrable ones via paths of high delay. Then, the k disjoint Restricted Shortest Path (kRSP) problem arises as in the following: Definition 2. ( The k disjoint Restricted Shortest Path problem, kRSP) Given a digraph G = (V, E), a pair of distinct vertices s, t ∈ V , a cost function c : E → Z + 0 , a delay function d : E → Z + 0 , and a delay bound D ∈ Z + 0 , the k (edge) disjoint Restricted Shortest Paths ( kRSP) problem is to calculate k disjoint st-paths P1, . . . , P k , such that E(Pi)∩ E(Pj ) = ∅ for any i = j ∈ {1, . . . , k}, i=1,...,k d(Pi) ≤ D, and the cost of the k paths is minimized.
Previous works on the kRSP problem are mainly bifactor approximation algorithms. An algorithm A is a bifactor (α, β)-approximation algorithm for the kRSP problem if and only if for every instance of kRSP, A runs in polynomial time and outputs k disjoint st-paths, and the total delay and the total cost of the computed k disjoint paths are bounded by αD and βCOP T , respectively, where COP T is the cost of an optimal solution to kRSP, α and β are positive constants. Note that a single factor β-approximation is identical to a bifactor (1, β)-approximation, and we will use them interchangeably in the rest of the paper.
The kRSP problem is a fundamental problem in multipath routing that has a variety of benefits including fault tolerance, increased bandwidth, load balance and etc. Although multipath routing is not widely deployed in practice because of the difficulty of developing efficient algorithms, research interest focus on multipath routing is growing. The reason is the development of software defined networking (SDN), which seems a wonderful place to deploy multipath routing. Controllers therein have global information of the network and stronger computational ability, which make it possible to deploy some complicated routing algorithm into the network. Our results show that kRSP admits efficient approximation algorithm theoretically. This may help to boost the development of multipath routing in SDN.
kRSP has theoretical values beyond multipath routing. It is an interesting bicriteria optimization problem, because the shortest path problem is a fundamental problem in the area of combinatorial optimization. In addition, our method on kRSP might be applied to other related problems.
Related Work
In general, kRSP is a budgeted optimization problem: given the maximum delay constraint, find k disjoint paths of minimum cost, which has been well-investigated recently. Efficient algorithms have been developed for budgeted matching and budgeted matroid intersection [2, 6] . However, those methods can not be adopted to solve kRSP because kRSP cannot be modeled as matching or matroid intersection. Another budgeted network design problem, the shallow-light Steiner tree (SLST) problem, is attracting lots of research interest. SLST is to compute a minimum cost tree spanning a set of given terminals, such that the cost of the computed tree is minimized and the delay from a specified terminal to every other terminal is not larger than D. This problem can not be approximated better than factor (1, γ log 2 n) for some fixed γ > 0 unless N P ⊆ DT IM E(n log log n ) [19] . Further, although the inapproximability result doesn't exclude the existence of polylogarithmic factor approximation algorithms for SLST, to the best of our knowledge, no such algorithms within polynomial time complexity have been developed. The algorithm with the best ratio is a long standing result by Charikar et al, which is a polylogarithmic approximation algorithm that runs in quasi-polynomial time, i.e., a factor-O(log 2 t) approximation algorithm within time complexity n O(log t) [5] . Due to the difficulty in designing single factor approximation algorithms, bifactor approximation algorithms have been investigated. Hajiaghayi et al presented an (O(log 2 t), O(log 4 t))-approximation algorithm that runs in polynomial time [13] . Besides, Kapoor and Sarwat designed an approximation algorithm with bifactor (O(
, where p is an input parameter [14] . Their algorithm is an approximation algorithm that improves the cost of the tree, and is with bifactor (O(t), O(1)) when p = t [14] . It is even more interesting that, for the special case S = V , Charikar et al's ratio of O(log 2 n) [5] (with quasi-polynomial time complexity n O(log n) ) is still the best single factor ratio. In addition, the existing bifactor approximations for SLST are also the known currently best approximations for the special case.
Special cases of kRSP have also been studied. When the delay constraint is removed, this problem is reduced to the min-sum disjoint path problem of calculating k disjoint paths with the total cost minimized. This problem is known polynomially solvable [20] . Moreover, when k = 1, the problem reduces to the single restricted shortest path (RSP) problem, which is known as a basic QoS routing problem [7] and admits fully polynomial-time approximation scheme (FPTAS) [7, 17] . The (single) QoS path problem with multiple constraints is still attracting considerable research interests. Xue et al. recently proposed a (1+ǫ)-approximation algorithm [23] . When the delay constraint is on each single path, and the cost on every edge is zero, the kRSP problem reduces to the length-bounded disjoint path problem of finding two disjoint paths with the length of each path constrained by a given bound. This problem is a variant of the Min-Max problem, which is to find two disjoint paths with the length of the longer one minimized. Both problems are known to be NP-complete [16] with the best possible approximation ratio of 2 in digraphs [16] , which can be achieved by applying the algorithm for the min-sum problem in [20, 21] . In contrast, the min-min problem of finding two disjoint paths with the length of the shorter path minimized is also NP-complete but doesn't admit k-approximation for any k ≥ 1 [3, 11, 22] . The problem remains NP-complete and admits no polynomial-time approximation scheme in planar digraphs [10] .
A closely related problem, the k disjoint bi-constrained path problem (kBCP), targets k disjoint st-paths that satisfy the given cost constraint ) or a single factor ratio of O(ln n) (i.e. bifactor approximation ratio (1, O(ln n))) have been developed for general k in [12] , where β > 0 is any fixed positive real number. Apparently, kBCP is a weaker version of kRSP, and hence all approximations of kRSP can be adopted to solve kBCP, but not the other way around.
The kRSP problem itself has attracted considerable research interest of a number of computer scientists. [4] and [18] have achieved bifactor ratios of (1+ , 1 + r) for k = 2, respectively. Based on LProunding technology, an approximation with bifactor ratio (2, 2) has been developed in [9] . To the best of our knowledge, however, no algorithm has achieved a constant single factor approximation ratio for decades. Our algorithm is the first one showing that kRSP admits a almost constant single factor approximation ratio theoretically.
Our Results
The main results of this paper are summarized in this section with proofs detailed in latter sections.
Lemma 3. The kRSP problem admits an approximation algorithm with an approximation ratio of (1, 2) and runtime O(( c(e)) 2 d(e)(n 4.5 C
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OP T DL)), where C is the cost of an optimal solution and L is the maximum length of the input.
We note that the algorithm is with pseudo-polynomial time complexity, because the above formula of the time complexity involves COP T , D, and edge costs and edge delays of the graph. However, by applying the traditional technique for polynomial time approximation scheme design as in [7] , we can immediately obtain a polynomial time algorithm with bifactor approximation ratio (1 + ǫ1, 2 + ǫ2). Below is the main idea of the technique: For any constant ǫ1, ǫ2 > 0, set the delay and cost of every edge e to 
Theorem 4. For any constants ǫ1, ǫ2 > 0, the kRSP problem admits a polynomial time algorithm with an approximation ratio (1 + ǫ1, 2 + ǫ2).
The time complexity of the algorithm can be analyzed better. Anyhow, to the best of our knowledge, this is the first constant factor approximation algorithm for the kRSP problem that runs in polynomial time, and almost strictly obeys the delay constraint. Note that we can set ǫ1 = ǫ2 = ǫ, and the approximation ratio will be (1 + ǫ, 2 + ǫ), as we claimed in the abstract.
Our pseudo polynomial time approximation algorithm of Lemma 3 mainly consists of two phases. The first phase is to compute a not-too-bad solution for the kRSP problem by a simple LP-rounding algorithm as in [9] , whose performance guarantee has been shown as in the following:
Lemma 5. The kRSP problem admits an algorithm, such that for any of its output solutions, there exists a real number 0 ≤ α ≤ 2 such that the delay-sum and the cost-sum of the solution are bounded by αD and (2−α) * COP T , respectively.
Note that α differs for different instances, i.e., the algorithm might return a solution with cost 2COP T and delay 0 for some instances, whilst a solution with cost 0 and delay 2D for other instances. So the bifactor approximation ratio for the algorithm is actually (2, 2). The second phase of our algorithm, as the main task of this paper, is to improve the approximation ratio (2, 2) to (1 + ǫ, 2 + ǫ) in pseudo polynomial time.
The main techniques involved in the second phase include the cycle cancellation method, LP-rounding, and some graph transformations techniques. We would like to remark here that the cycle cancellation method is a classic framework that has been used to solve numerous problems related to shortest path, minimum cost flow and etc [1, 12, 18] . However, to the best of our knowledge, in previous works the cycles used are computed in a graph which allows either negative-cost edges or negative-delay edges, but not both. Because no polynomial algorithm is known for computing a best cycle for cycle cancellation in a graph allowing both negative cost and delay. This paper not only gives an approximation algorithm for the kRSP problem, but also enhances the cycle cancellation method by giving a novel algorithm of computing bicameral cycle, which is a good-enough cycle for cycle cancellation in a graph where both negative-cost edges and negative-delay edges are allowed (The formal definition of bicameral cycles will be given later). That is, our algorithm can hopefully improve the approximation ratios of other bicriteria optimization problems (or namely budgeted optimization problems) in which the cycle cancellation method can be suitably applied.
The remainder of the paper is organized as below: Section 2 introduces cycle cancellation, Section 3 gives the definition of bicameral cycles, and then shows that using bicameral cycles in cycle cancellation can result in a desired approximation ratio (1 + ǫ1, 2 + ǫ2). This is the first tricky task of this paper. Section 4 gives the algorithm that actually computes a bicameral cycle in polynomial time, which is the most tricky task of this paper. Section 5 concludes this paper.
THE CYCLE CANCELLATION METHOD FOR KRSP
This section will give the key idea of an improved approximation for kRSP based on the cycle cancellation method. We shall first state our version of the cycle cancellation method (and point out the difference comparing to previous versions), then give the improved algorithm that is an enhancement to the cycle cancellation technique.
The Cycle Cancellation Method
We would like to start from some definitions and notations. Let E1 and E2 be two set of edges. Then E1 ⊕ E2 denotes the edge set E1 ∪ E2 \ {e(u, v)|{e(u, v), e(v, u)} ⊆ E1 ∪ E2}, i.e., E1 ∪ E2 except pairs of parallel edges in opposite direction therein. Let P be a st-path and P = {e ′ (v, u)|e(u, v) ∈ P }, i.e., P is P but with the direction of each edge reversed. Moreover, the cost and delay of the edges of P are negatived, i.e., c(e
Definition 6. (Residual graph) A residual graph G = Gres(P1, . . . , P k ), with respect to G and P1, . . . ,
e., graph G with the direction of edges of P1, . . . , P k reversed, and their cost and delay negatived.
while no confusion arises. In literature [12] and [18] , the authors also employed the cycle cancellation method. However, in their constructed residual graph, the cost of reversed edge , v) ), such that the edges in their residual graphs are with nonnegative cost. Then, the minimum-mean-cycle algorithm can be applied therein, and hence a best cycle for cycle cancellation, i.e., O with
minimized, can be computed in polynomial time [15] . Note that for a more complicated residual graph as in Definition 6, the method above can not be applied to compute a best cycle any longer.
The cycle cancellation method is based on the following proposition which can be derived from the flow theory:
Proof. Following the flow theory, we need only to show that {P1, . . . , P k } ⊕ {O1, . . . , O h }contains an integral stflow of value k and the flow is a valid flow in G.
Firstly, {P1, . . . , P k } ⊕ {O1, . . . , O h } contains an integral flow of value k that goes from s to t. That is because s and t are respectively with degree k and −k in P1 ∪ . . . ∪P k whilst every vertex are with degree 0 in O1, . . . , O h . So s and t are respectively with degree k and −k while every other vertex is with degree 0 in {P1, . . . , P k } ⊕ {O1, . . . , O h }.
Secondly, {P1, . . . , P k } ⊕ {O1, . . . , O h } is a valid flow in G. On one hand, every edge appears at most once in the flow of{P1, . . . , P k }⊕{O1, . . . , O h } (i.e. satisfies the capacity constraint). That is because every edge appears at most once in {P1, . . . , P k } ⊕ {O1, . . . , O h }, since{P1, . . . , P k } and {O1, . . . , O h } shares no common edges, and the paths of {P1, . . . , P k } are mutually edge-disjoint and so are the cycles of {O1, . . . , O h }. On the other hand, {P1, . . . , P k } ⊕ {O1, . . . , O h } contains only edges of G, since every edge of {O1, . . . , O h } \ G has a parallel opposite counterpart in {P1, . . . , P k }.
Intuitively, {P1, . . . , P k } ⊕ {O1, . . . , O h } is to replace the edges of P1, . . . , P k , which have parallel opposite counterpart in {O1, . . . , O h }, by the edges of {O1, . . . , O h } \ {P 1, . . . , P k }. Such an edge replacement with cycles is called cycle cancellation.
Cycle Cancellation with Bicameral Cycles for kRSP
This subsection shall apply the cycle cancellation method to improve a solution of the kRSP problem. Let P1, . . . , P k be a solution resulting from the first phase with large delay, say
According to Proposition 7, if we could find a set of edge-disjoint negative delay cycles O1, . . . , O h , then we could decrease the delay of the solution to kRSP by using {P1, . . . , P k } ⊕ {O1, . . . , O h } as the k disjoint paths. Naturally, a question arises:
Does there always exist cycles with negative delay in G when
To answer this question, the following proposition is necessary:
Proposition 8. Let P * 1 , . . . , P * k be a minimum cost solution to the kRSP problem that satisfies the delay constraint, and P1, . . . , P k be k disjoint st-paths. Then {P * 1 , . . . , P * k }⊕ {P1, . . . , P k } is exactly a set of edge-disjoint cycles.
The key idea to prove the proposition is that: Every vertex in graph {P * 1 , . . . , P * k } ⊕ {P1, . . . , P k } is with degree 0, so {P * 1 , . . . , P * k } ⊕ {P1, . . . , P k } is composed by exactly a set of cycles. We note that a generalized version (for network flow) of Proposition 8 has appear in [1] , so we omit the detailed proof here. Let {O1, . . . , O h } be the set of cycles of {P * 1 , . . . , P * k } ⊕ {P1, . . . , P k }. Note that
holds, and hence at least one cycle of {O1, . . . , O h } is with negative delay. Hence, the previous question has a positive answer, formally as below:
From Proposition 7 and Proposition 8, an idea for the improved algorithm is to find the set of cycles {O1, . . . , O h } and use them to improve the k disjoint paths P1, . . . , P k to an optimal solution P * 1 , . . . , P * k . However, it is hard to identify all the cycles {O1, . . . , O h } exactly. So the key idea of the improved algorithm is generally a greedy approach, which repeats computing a "best" cycle (i.e. cycle O with optimum
), and using it to improve the current k disjoint paths towards an optimal solution, until a desired solution is obtained. However, a "best" cycle is probably NP -hard to compute. So our algorithm use a bicameral cycle instead. Let P1, . . . , P k be the current solution to the kRSP problem. Then the main steps of our algorithm roughly proceeds as below:
While
PROOF OF LEMMA 3
This section will first give the formal definition of bicameral cycles as well as the formal layout of our algorithm, then show that, by using the defined bicameral cycles, our algorithm can output a solution with a bifactor ratio (1, 2), and terminate in pseudo polynomial time.
The Improved Algorithm
Let P1, . . . , P k be a feasible solution to kRSP. W.l.o.g., assume
, where COP T is the cost of an optimal solution to kRSP. Let O be a cycle in the residual graph wrt P1, . . . , P k . Then because the meaning of , where
Algorithm 1 An improved algorithm for kRSP. Input: Graph G, specified vertices s and t, a cost function c(e) and a delay function d(e) on edge e, and a delay bound D ∈ Z + 0 ; Output: {P1, . . . , P k }, the set of edges that compose k disjoint st-paths. 
Clearly, a type-0 bicameral cycle is the first choice for our algorithm, because it can be used to decrease the delay of the k disjoint paths without any cost increment according to our algorithm. Differently, using a type-1 (2) cycle O for cycle cancellation will decrease delay (cost), but increase the cost (delay) of the current solution. Since computing a bicameral cycle is one of two tricky tasks of this paper, the algorithm will be deferred to Section 4. The formal layout of our algorithm is as in Algorithm 1. We would like to give some remarks on the definition of bicameral cycles before presenting the ratio proof. Firstly, a bicameral cycle O is not a "best" cycle, it suffices only
(type 1 bicameral cycle for example). There may be other far better cycles for cycle cancellation, but it takes too long to compute. Secondly, a type-1 bicameral cycle O1 must satisfy an additional constraint 0 < c(O1) ≤ COP T , and a type-1 bicameral cycle O2 must satisfy −COP T ≤ c(O) < 0. This makes the definition of bicameral cycle more complicated, but it is essential. Since without the constraint, the ratio of the algorithm will become (1 + α, 1 + 1 α ). In this case, the cost of the solution resulting from the algorithm could be very large when α is a small number, say α = 1 D (see Figure 1 for example) .
Because of the complicated constraints on type-1 and type-2 bicameral cycles, and the fact that the residual graph defined in this paper allows both negative cost and delay on edges, previous techniques as in [9, 18, 12] are not suitable for computing a bicameral cycle. Anyhow, this paper figures out a constructive method for computing bicameral cycles, which will be shown in Section 4.
Proof of Approximation Ratio and Time Complexity
Assume that the algorithm terminates in f iterations. Without loss of generality, assume that f > 1. Let Oi be a bicameral cycle in the ith iteration, and Di and Ci be the delay and cost of the current solution, respectively. Let ∆Di = D − Di, ∆Ci = COP T − Ci, and ri = Proof. Algorithm 1 terminates only when the delay constraint is satisfied. Then from Lemma 9, the lemma is obviously true for the delay constraint part. For the cost part, according to the definition of bicameral cycles, the cost augmentation in the last iteration, i.e., the f th iteration, is at most COP T . Then we need only to show that C f −1 ≤ COP T . Below is the detailed proof by using mathematical induction. According to Lemma 5, for the cost C0 and delay D0 of the first phase, there exist 0 ≤ α ≤ 2, such that C0 = αCOP T and D0 = (2 − α)D. Then since the algorithm didn't terminate in the first iteration, we have D0 > D and C0 < COP T . By induction, Ci < COP T holds. It remains only to prove Ci+1 < COP T for the case Ci+1 > Ci. That is, the computed bicameral cycle Oi suffices c(Oi) > 0. According to the definition of type-1 bicameral cycles, we have
Before the f th iteration the delay of the solution is always larger than D, so Di+1 > D and Di > D both hold. Thus, we have:
Combining Inequality (1) and Inequality (2) yields Ci+1 − Ci < COP T − Ci, so Ci+1 < COP T . This completes the proof.
The statement of this lemma is only for the case that the kRSP problem is feasible. When the instance for kRSP is infeasible, i.e., there does not exist k disjoint paths satisfying the delay constraint D, Algorithm 1 will detect the infeasibility and return "infeasible" in Step 2(a). Before presenting the time complexity analysis of Algorithm 1, we would like first to investigate some properties of bicameral cycles, as in the following lemma:
Lemma 12. For the ith iteration, i < f , at least one of the following two cases holds:
1. ri+1 = ri and ∆Di+1 < ∆Di ; 2. ri+1 > ri.
Proof. Recall that Oi is the bicameral cycle computed in the ith iteration. If Oi is a type-0 bicameral cycle, then d(Oi) < 0 and −COP T ≤ c(Oi) ≤ 0, or d(Oi) ≤ 0 and −COP T ≤ c(Oi) < 0 hold. For these two cases of type-0 bicameral cycle, Clause 2 obviously holds. So we need only to consider type-1 and type-2 cycles, which are as below:
After the cycle cancellation wrt Oi, ri+1 =
. Combining this inequality with Inequality (3) yields
Since d(Oi) < 0, ∆Di+1 < ∆Di holds. So if the two sides of Inequality (4) are equal, Clause 1 holds; otherwise Clause 2 holds. Figure 1 : An example for execution of Algorithm 1 without consider the constraint on the cost: sabct and st is the solution resulted from the simple approximation algorithm in [17, 9] ; sat and st would the output of the algorithm, with cost COP T * (D + 1) − ǫ and delay 0; while the optimal solution is sabt and st, with cost COP T and delay D.
−COP
The proof of the second case is similar to the first case.
Oi is with maximum
according to Definition 10,
> ri holds, and hence
Then combining the above inequality with ri+1 =
Therefore, Clause 2 always holds for case 2. This completes the proof.
Let t bc be the time of computing a bicameral cycle. We now consider the time complexity of the algorithm. The key observation is that ri is an arbitrary number. In fact, there are at most c(e) * d(e) different values for r. That is because for the formula ri = ∆D i ∆C i , the value of ∆Di must be an integer between 0 and − d(e), and so is ∆Ci. Then according to Lemma 12, the algorithm computes at most c(e) * d(e) bicameral cycles to decrease the value of ri. On the other hand, the algorithm computes at most |D| * c(e) * d(e) bicameral cycles to decrease the delay sum of the k disjoint paths (Note that ∆Di > ∆Di+1 may hold). Therefore, we have the following lemma:
Lemma 13. The time complexity of our algorithm is O(|D| * c(e) * d(e) * t bc ).
The time complexity of our algorithm can be analyzed better. However, we omit the detailed and sophisticated analysis, because the length limit, and the focus of this paper should be on the approximation ratio.
COMPUTING BICAMERAL CYCLE OI
This section will show how to compute a bicameral cycle Oi. This task is not easy, because almost every task involving bicriteria negative cycle is NP -hard. The key idea of our algorithm is to construct two auxiliary graphs H 
Construction of Auxiliary Graph Hv(B)
The algorithm of constructing the auxiliary graph H 
Computation of Bicameral Cycle Oi
This subsection shall show how to use LP-rounding method to compute cycles in H 
subject to
Unlike other linear programming formula for shortest paths, spanning trees, or Steiner trees, 0 ≤ x(e) ≤ 1 is not necessary for our formula, because our goal is only to compute a 
among all other cycles of {O * 1 , . . . , O * h } with negative delay, and its corresponding cycle is in Hv j (B * ). Then we have
. So in the set of cycles of G that corresponding to
, there must exist a cycle O1 with
and d(O1) < 0, or
and c(O2) < 0. The case
, and hence we can find O In general, the above algorithm follows to the LP-rounding algorithm framework. Let's revise the algorithm as well as its proofs following the traditional line of analyzing a LProunding based approximation algorithm. Clearly, the algorithm solves LP formulas, and rounds xe to 1 for every edge e that belongs to a computed bicameral cycle. Then the core task in the analysis is to show that the cycles corresponding to the solution of LP (6) always contains a bicameral cycle, if the kRSP problem is feasible. This task has actual been done in Theorem 16. The detailed algorithm is as in Algorithm 3. OP T L) to solve the linear programming formula, where L is the maximum length of the input [15] . Other steps of the algorithm take trivial time comparing to Step 1. Therefore, the time complexity of the algorithm is O(n 4.5 C
OP T
c(e)L). | then return O1; /* O1 is a type-1 bicameral cycle. */ Else return O2. /* O2 is a type-2 bicameral cycle. */
The above time complexity is terrible, and can be significantly improved by some sophisticated algorithm design techniques. For example, construction of auxiliary graphs for all B = 1 to c(e) is not necessary. Binary search can be applied here to find B * , and reduce the number of the auxiliary graphs constructed. Due to the length limit, we omit the details here. After all, the core of this paper is to show that the kRSP problem admits an approximation ratio of (1 + ǫ, 2 + ǫ) for any ǫ > 0.
CONCLUSION
For any constant ǫ > 0, this paper first gave a polynomial time approximation algorithm with bifactor approximation ratio (1 + ǫ, 2 + ǫ), based on improving an approximate solution with bifactor ratio (2, 2) via using bicameral cycles in the cycle cancellation method. Then this paper presented a constructive method for computing a bicameral cycle, by constructing an auxiliary graph and innovatively employing LP-rounding technique therein. To the best of our knowledge, our algorithm is the first constant factor approximation algorithm that computes a solution almost strictly obeying the delay constraint. We are now investigating the inapproximability of the kRSP problem.
