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Abstract: 
There is a myriad of system development methodologies, techniques, and tools that have been developed ever 
since businesses started using computers for information processing. However, there is no real consensus on the 
aptness or applicability of these methods. There are proponents and critics of each method, and different 
organizations use different methods. This article identifies many of the system development methods in use 
today. It, then, empirically assesses these methods on a comprehensive set of attributes. It also makes a 
contingency analysis of the applicability of the methods based on system life cycle stage, system type, and 
problem structure. These results should serve as a valuable set of inputs in method selection for system 
development. 
Keywords: System development life cycle; System development methodologies; System development 
techniques; System development method use; System development method evaluation; System type; Problem 
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Article: 
Introduction
1
 
Many methodologies, techniques and tools (termed "methods" here) exist and continue to be developed [e.g., 
see 1,3,9,10,14] for accomplishing various tasks in the system life cycle (SLC). There are strong proponents and 
critics of each method; however, there is limited research concerning their effectiveness. Studies usually 
compare a few methods (often two or three) on a limited set of attributes [10,11,13,18,23,24]. 
 
Designers, analysts, programmers, end users, and MIS managers are confronted with a wide array of methods 
and are poorly informed on their utility and desirability. Therefore, a comprehensive approach is essential to 
understand the attributes and appropriateness of these methods. Elements of such an approach were outlined in 
the Data Base Directions workshop of 1985 [5]. One comprehensive approach that was pursued was the STAR 
methodology [16], in the context of the ADA environment for the Department of Defense. Another approach by 
Doke and Myers [6] focused on the overall productivity aspects of the methods. An important contribution is by 
Colter [1], where he subjectively evaluated characteristics of various tools and techniques. With respect to DSS 
methodologies, Ginzberg [7] subjectively evaluated hem and presented a contingency model for their use. 
 
The literature does not present a comprehensive evaluation based on field experience. It is important to know 
how these methods fare with their users (i.e., IS professionals). Here, we examine a comprehensive set of 
techniques and methodologies from a field perspective. First, in order to clarify the distinction between the 
terms, we adopt the following definitions from [5]: 
 
Methodology: is an organized and systematic approach for handling the system life cycle or its parts. It will 
specify the individual tasks and their sequence. 
 
Technique:is a means of accomplishing a task in the system life cycle (SLC). Sometimes, it may become 
synonymous with the task. 
Tool: is a computer software package to support one or more techniques. 
 
We have deliberately limited the scope of this work to techniques and methodologies, as it is a relatively stable 
set, while tools continue to proliferate rapidly. Therefore, the evaluation of CASE (Computer Aided Software 
Engineering) tools is outside our scope. 
 
This article identifies the major existing techniques and methodologies for information systems development 
and reports their use in organizations. Based on data collected from IS professionals, it examines several 
attributes of the various IS methods and evaluates their applicability under different circumstances. 
 
Research objectives 
The following are the objectives of this study: 
1. Identify a comprehensive set of available techniques and methodologies (T&M) for IS development. 
 
2. Determine the T&M currently in use and their level of use, by IS professionals. 
 
3. For the T&M in use, determine the perceived values of their attributes. The following attributes/ 
dimensions (based on prior literature, experience, and pilot tests) have been considered: 
 
 Project control (i.e., is it facilitated?) Cost of use 
 Ease of use 
 Ease of learning 
 Communicability to end user 
 Communicability to IS personnel 
 Flexibility of design produced 
 Early discovery of problems 
 Leading to maintainable systems 
 Quality of generated documents 
 
Note that some of these attributes may be correlated. Further, we have not used "productivity" as a separate 
attribute, as it is a consequence of these factors. 
 
4. Assess the utility and applicability of the T&M during various phases of the system life cycle. 
 
5. Assess the utility and applicability of the T&M for different system types, i.e., operational IS, MIS, DSS, 
and strategic IS. Strategic IC refer to both systems for competitive advantage and a broader range of systems 
designed to support strategic/ executive level activities. Currently, the latter systems are labeled as executive IS. 
 
6. Assess the utility and applicability of the T&M for structured and unstructured system problems. 
 
Research methodology 
The research methodology is based on field data collected from MIS professionals working in different types of 
organizations in northeastern and midsouth metropolitan areas of the United States. Specifically, the 
methodology includes: 
 
1. Developing a comprehensive list of available techniques and methodologies through a literature search 
[2,3,4,8]. This encompassed several generations of methods, but it specifically excluded tools. Minor 
adjustments were made based on experience and comments from peers. Note that since the conduct of research 
and until the publication of results, some methods have become obsolete while some new ones have emerged. 
 
2. Developing a questionnaire to address the study objectives. There were three major sections: the first 
contained questions about the level of use of the T &M; the second on the methods' perceived attribute values; 
and the third on the applicability of the methods by life cycle phases, different system types, and degree of 
problem structure. The questionnaire also included demographics related questions. 
 
3. Pilot-testing the questionnaire with a total of ten respondents that included M.B.A. students, peer faculty 
members and MIS professionals from industry. The questionnaire was modified and finalized as a result. 
 
4. Mailing the questionnaires to IS professionals in two large metropolitan areas of the United States (northeast 
and midsouth). The survey sample included those having memberships in two professional organizations 
(DPMA and ACM). 
 
5. Finally, analyzing the data from the completed questionnaires using a statistical package. 
                 
 
Results 
1. Available techniques and methodologies 
A comprehensive list of available techniques and methodologies, as developed from literature search is shown 
in Table 1. The compilation first lists techniques (roughly organized according to system life cycle stages), then 
methodologies, and finally some general techniques. This list includes some old and primitive methods as well 
as more advanced ones; the objective was to capture a comprehensive range. This served as the basis for 
collecting the empirical data. As stated earlier, some of the techniques may have become obsolete and some 
new ones have appeared by the time of publication of this article. Further, the distinction between a task and a 
technique may not be clear at times. 
 
The remaining study objectives are addressed by using the field data collected from the IS professionals. 
 
2. Profile of responding individuals and their organizations 
The questionnaires were mailed to 300 IS professionals, 65 usable responses were returned, a 21.7% rate of 
return. The sample represents a wide spectrum of organizations. Table 2 shows that most industries are included 
in the sample. The EDP services segment has a slightly higher proportion, as many of the IS professionals work 
in it. Some other interesting characteristics are: 
                      
a. the IS department was centralized for 74% of the respondents, decentralized for 22%, and a combination for 
the remaining 4%; b. for all organizations, the reported IS budget was 2.4% of the total budget with a median of 
4%; and c. most IS directors reported to the CEO (54%), while 29% reported to the vice president of finance 
and/or accounting. 
 
 
As regards the size of their organizations, Tables 3 and 4 show the annual sales and IS budgets. A wide range is 
represented. Median annual sales were in the range of $10 to $100 million, while the median IS budget was in 
the range of $500,000 to $1 million. The total number of employees ranged from 2 to over 10,000 with a 
median of 600 employees, and the number of IS employees ranged from none to several hundred with a median 
of 12. 
 
In essence, the data in this study represents diverse backgrounds of individuals and organizations. 
 
3. Methods in use and their level of use 
Prior studies have reported the use of selected methods [e.g., 19,21], but our objective was to determine use 
across a comprehensive range of methods. Respondents were asked to identify the use (or non-use) of a method 
under one of six categories. The first two divided use into "widely used" and "occasionally used". The last four 
divided an unused method into: "considered using", "unused, but understood", "generally aware", and "totally 
unfamiliar". We show the breakdown of usage patterns in Table 5. 
 
Using a 10% cutoff on widely used methods, sixteen are identified as more widely used methods. Using a 15% 
cutoff on the total of widely and occasionally used methods, twenty three methods are identified. We found, by 
interviewing selected IS professionals, that many respondents were interpreting process flow chart and forms 
flow chart as a kind of general flow chart (e.g., systems and program flow chart), and not as described here. We, 
therefore, exclude them. Also, we combine the VTOC part and the IPO part of the HIPO technique into one 
(HIPO). This results in twenty methods. 
 
Four of the twenty methods may not be explicitly called techniques; e.g., cost—benefit analysis and software 
audit are normally regarded as tasks, quality assurance is regarded as a philosophy or emphasis of importance 
throughout the life cycle, and fourth generation language may better be termed as a programming language.  
 
 
Excluding these, we are left with sixteen methods as shown in Table 6. Of these, "functional description" to 
most respondents implied some form of narrative description. The last one in this list (ASDM) is a 
methodology. Prototyping, while largely known as a methodology [17], can also be considered a technique 
(during the requirements phase). 
 
Seven methods are used by more than half of the IS professionals. One startling and somewhat disturbing 
observation is that many methods are used very little. Twenty six methods, or half of those extracted from 
literature, are used by less than 10% of the respondents; thirteen were not used at all (ADS system, BIAIT, 
BICS, SREM, SOP, automated ADS, information algebra, Young/ Kent methodology, Langefors methodology, 
information engineering, SADT, PLEXSYS, and ISDOS).
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Plausible explanations for the low use are: some 
methods are outdated, some are too complicated, some were never fully developed and proven, while others are 
too academically and research oriented. Another surprise was the low use of Warnier—Orr diagrams, and 
Nassi-Schneiderman charts, in spite of their appearance in most text books on systems analysis and design. 
 
For better insights and understanding, the method evaluation results are grouped under two categories: 
methodologies (comprised of ASDM and prototyping), and techniques (consisting of the other fourteen 
methods). 
 
4. Evaluation of methodologies 
Use and Applicability During System Life Cycle Stages. By definition, the ASDM approach is designed to 
address all stages of the life cycle, while prototyping may have more value in the earlier stages. Further, a 
methodology may not be uniformly applicable during the life cycle stages. Our instrument asked the 
respondents to indicate where the method was used by them in the life cycle, and if not used, whether it seems 
applicable in some stage. In only a few instances, was a method considered applicable if it was not being used. 
Consequently, the "use and applicability" results have been combined. 
 
Four stages of the system development life cycle have been considered, as shown in Table 7. 
 
In Figure 1 (and all subsequent ones), a percentage refers to the ratio of the number of respondents that use the 
method for a given purpose to the number of all respondents that use the method for any purpose. As can be 
seen, ASDM has high use and applicability during all phases of the system life cycle. This methodology is well-
established and includes specific activities and milestones to address each phase. On the other hand, prototyping 
has higher applicability in the analysis and design phases. Somewhat surprisingly, prototyping is considered 
more useful for design than analysis. 
 
                            
 
 
Use and applicability for different system types. The use and applicability of ASDM and prototyping for 
different types of systems are shown in Figure 2. One pattern is readily discernible: ASDM methodology is 
most suitable for OIS, and progressively less applicable for MIS, DSS, and EIS. For prototyping, no pattern is 
apparent. Only, the applicability of prototyping in DSS is slightly higher. 
          
Use and applicability based on problem structure. The problem structure was considered at two levels: well-
structured and not-well structured problems. The applicability results are shown in Figure 3. The ASDM 
approach is more suitable for structured problems, while prototyping is better for unstructured ones. A major 
characteristic distinguishing OIS, MIS, DSS, and EIS is the degree of their problem structure. Generally 
speaking, OIS and MIS address more structured problem domains, as such the applicability of ASDM is higher 
for them. 
 
Perceived attribute values. The two methodologies were evaluated by the respondents on the set of attributes 
listed earlier using a 1-5 Likert scale. The results have been converted so that a low number represents an 
unfavorable view of the attribute. These results are summarized in Figure 4. 
                 
In terms of statistically significant differences in attribute ratings, "ease of learning" and "communicability to 
end user" are significant (p values of 0.003 and 0.045); and "ease of use" and "early discovery of problems" are 
marginally significant (p values of 0.121 and 0.113). In all of these, prototyping has more favorable ratings than 
ASDM. Two possible interpretations of these four attributes are: (i) they truly reflect the most important 
attributes, or (ii) they represent the factors that are important to the IS professionals, who perceive differences in 
methodologies only in relation to them. 
 
A final comment on the attributes: for a given environment and a given systems project, they will assume 
different levels of importance. Only the systems/ project manager will be able to assess their relative 
importance. Only then can these results serve as a good input measure for methodology selection. 
 
5. Evaluation of techniques 
Use and applicability during system life cycle phases. The task orientation of the technique determines which 
phase(s) of the system life cycle can use it. However, a single technique may be used in several phases, and 
several may be used for the same phase/task. In order to detail usage characteristics, each respondent was asked 
to indicate the use/applicability of each technique for each life cycle phase and sub-phases. Once again, the 
results are reported for the major phases only, and are combined for use and applicability. 
                 
 
Figure 5 shows the results of technique use in systems analysis and system design while Figure 6 shows them 
for system development and system implementation. Data flow diagram and data dictionary have been 
advocated as structured techniques to be used in the analysis phase; their heavy use is a reinforcement of the 
recommendations. HIPO, a semi-structured technique from the IBM Corporation also enjoys heavy use. System 
flow chart is a traditional technique emphasizing physical and procedural details; its use is heavily favored in 
the design phase. Structured techniques have apparently finally arrived. Structured walkthroughs are also high 
in the rankings. A positive sign is the heavy use of testing techniques; apparently systems are being increasingly 
evaluated before implementation. 
              
 
Use and applicability for different system types. Results are grouped for OIS and MIS in Figure 7, and DSS and 
EIS in Figure 8. One clear observation is that there are many techniques suitable for OIS and MIS. This should 
not be very surprising since most of these techniques have originated there. Closer look at the results also 
suggests that the methods for developing OIS and MIS are about the same (although the specific numbers for 
are somewhat different). For DSS and EIS, the overall numbers are much lower compared to OIS and MIS, but 
that is primarily because fewer organization are developing DSS and EIS. Again, there are similarities between 
DSS and EIS in the use of the techniques. 
 
Use and applicability based on problem structure. Figure 9 shows the use of the techniques for well-structured 
and not-well-structured problems. As is readily apparent, these techniques are far more applicable for structured 
problems. For not-well structured problems, the results do not show any clear pattern. This may be attributed to 
three reasons: first, these techniques may not be applicable for such problems; second, very few developers 
have experience with developing systems for not-well structured problems; and third, apparently there is still 
not a good understanding of what is meant by problem structure and it is not consciously considered in system 
development, despite its emphasis in the last decade [20]. 
 
 
 
 
              
 
Perceived attribute values. Figures 10 to 19 show the average ratings received by the techniques for each of the 
ten attributes. Higher numbers represent more favorable values of the attributes. While significant differences 
are of primary value, it is also useful to examine the individual attribute values for each technique. 
 
              
 
 
              
 
                
 
 
             
 
 
 
For project control, the structured techniques clearly dominate. In terms of communicability to end user, the 
highest rated techniques minimize technical jargon. For communicability to the IS individual, the highly rated 
techniques show procedural and hardware information; thus communicating the details necessary to the IS 
professional. In general, the ratings of all methods is high for communicability to the IS individual, as these 
methods were primarily developed by designers for designers. 
 
While all attributes have importance in their own right, several techniques had statistically significant 
differences in the attribute ratings. Based on analysis of variance (ANOVA) tests, the following attributes were 
significant: cost of use (p value = 0.002), ease of use (p value = 0.064), communicability to end user (p value = 
0.000), leading to maintainable systems (p = 0.012), and quality of generated documents (p = 0.095). If 
comparisons among techniques are being made, it is these five attributes where comparisons will be 
meaningful. 
 
Discussion 
Model for method selection 
The most tangible and practical use of our results is in the selection of methods for IS development: we provide 
a set of important parameters that needs to be evaluated. Several other "intangible" factors must also be 
considered in this decision; e.g., prior experience with methods, current expertise, likes and dislikes, currently 
used methods, etc. The article also lends support for a contingency approach for method selection. 
 
Based on the results, we offer the following normative model: (a). First select the overall methodology based 
primarily on system type and problem structure. The decision may also be influenced, to a lesser extent, by the 
needed attributes, (b) At each phase of system development, select appropriate techniques based on a 
contingency analysis. It does appear, however, that a critical set of four or five techniques may be adequate for 
most organizations. For example, of the fourteen techniques that we have discussed, the following are identified 
as systems analysis and design techniques. 
 
A selection from these techniques can be made based on a comparative examination of desirable attributes. 
 
ANALYSIS DESIGN 
— System flow chart    — Structure chart 
— HIPO — HIPO 
— Data flow diagram   — Pseudocode 
— Decision table          — Program flow diagram 
— Functional description  
— Structured English   — Decision table 
 
Importance of attributes 
Based on requirements for a given environment, organization, and the systems project, attributes will assume 
different levels of importance. Thus any weights applied to the attributes are not universal, and must be decided 
by the systems/ project manager in the proper context. In essence, the context-specific relative importance of the 
attributes leads to the contingency analysis. Different IS requirements for different situations have been 
discussed in [12,15], and similar contingency approaches have been advocated in the literature [e.g., 9,18]. 
 
Comparison of problem structure and system type 
As a by-product of our analysis, we found that there is a correspondence between well structured problems and 
OIS/MIS systems, and not-well structured problems and DSS/EIS systems. Figures 2 and 3 do show the high 
correspondence for methodology use for well structured problems and OIS/MIS system. Although there is not 
as close a correspondence for not-well structured problems and DSS/EIS, the trends are in the right direction. 
What this means is that while IS designers may not consciously consider the structure of the problem domain, 
they do understand that DSS/EIS systems are of the type that requires a more iterative methodology (a 
requirement for not-well structured problem domains). 
 
System dichotomy 
While we considered four types of systems, it seems that the practitioners are more comfortable with a 
dichotomy. In terms of the use of methodologies and techniques, the development characteristics of OIS and 
MIS are similar, while those of DSS and EIS are also similar. Given this practitioner experience, it may seem 
appropriate to accept the dichotomy, classified as: management information systems (which also includes OIS; 
in reality, the common usage of the term MIS includes OIS anyway), and management sup-port systems (which 
is made up of both DSS and EIS) [22]. 
 
Conclusions 
This article has identified the many system development methods that are in existence, and those in most use. 
For those in most common use, a comprehensive evaluation was made based on field experiences of IS 
professionals. The most apparent utility of the results is in the selection of methods for IS development: our 
results provide one set of important parameters. 
 
We also emphasize the need for contingency analysis on part of the IS organization for the purpose of selecting 
methods. Depending on the relative importance of attributes in the organization, environment, and for the 
system project, different methods will be suitable. We have provided base line data for such a contingency 
analysis. 
 
Notes: 
1 Partial results of this article have been presented at the 1990 Hawaii International Conference on System 
Sciences and 1989 Decision Sciences Institute annual conference 
2 Some methods have now been renamed. For example, SADT is now IDEF, SREM is RDD, and ISDOS has 
moved out of the University of Michigan. 
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