An extension of the impulsive stimulated thermal scattering method that allows for one-laser-shot characterization of thin film thermal and viscoelastic properties is described. The technique is demonstrated through an extensive study of free-standing thin ( -1 pm) polyimide films. An exact, analytical solution for excitation of the waveguide acoustic modes is given and used to extract the viscoelastic properties of the films. It is also shown how the technique can be used to detect film delaminations by comparing results from free standing tims to results from tilms tightly bound to silicon substrates.
INTRODUCTION
Over the last few decades, thin films have found irreplaceable roles in many devices, particularly within the microelectronics and magnetic disk industries. Since failure mechanisms in these films are very commonly mechanical in nature, it has become increasingly important to be able to monitor film mechanical properties during,and after fabrication.
Presently there are several means for evaluating film mechanical properties. These range from the determination of load-deflection curves of specially fabricated cantilevered beams' to the study of pressure induced deflections of suspended membranes.2 A useful summary of these and some of the other popular techniques is given in Ref. 3. Recently, we described and demonstrated a novel technique for in situ elastic evaluation of films in a noncontact, nondestructive, real-time fashion.4" We believe that it avoids many of the limitations associated with more conventional methods.
The technique involves a moditlcation of the well developed impulsive stimulated thermal scattering (ISTS) method.6'7 Briefly, two picosecond excitation laser pulses are crossed spatially and temporally in an absorbing sample. Rapid nonradiative relaxation gives rise to impulsive heating in a grating geometry that images the optical in-. terference pattern. This sudden spatially periodic heating drives thermal and acoustic responses in the material with a well defined wave vector, which is a function of the excitation wavelength and the crossing angle. The resulting material motions are monitored by resolving the timedependent diffraction of a quasi-cw probe beam from the material grating with a fast detection and recording apparatus. With this arrangement we could collect high quality data by signal averaging only a few hundred excitationprobe pulse sequences. With our laser repetition rates, this translated into data collection times of only a few seconds.
In this paper, we demonstrate a further extension of the technique, which allows for accurate determination of not only elastic but also thermal and acoustic damping information in a single laser shot. This enables characterization of the complete material response in a time limited only by the speed of the fast electronics and the temporal length of the material response itself. It also avoids sample damage due to the cumulative effects of many laser pulses. We use this technique to study a series of free-standing polyimide films of various thicknesses. Through a detailed analysis of the Lamb acoustic modes that are excited and probed, we extract the elastic and loss moduli of each film from the data. Finally, through a comparison of data collected from free-standing films with data from Clms tightly bound to silicon substrates, we demonstrate the ability of ISTS to detect delaminations, and we propose a method for determining the degree of film adhesion.
The paper is organized as follows. We first give a discussion of the experiment itself. In particular, we describe sample preparation, and the ISTS experimental arrangement. We highlight improvements made on the previously described experimental system.4 We display some typical data collected from this arrangement and give a brief descriptive interpretation of it. Following this, an account of the mechanics of excitation and probing is presented. We describe general considerations and then give an analysis of the excitation and subsequent evolution of the elastic system using integral transform techniques. We obtain analytical solutions and connect this formalism with the normal mode expansion technique (NME).8-'0 Through a very straightforward extension of this elastic solution, we show how to incorporate loss into the solutions. We then interpret the results of the analysis and give a brief discussion of probe diffraction. We first use the conclusions to determine the elastic properties of the films. A sensitivity analysis for the fitted elastic moduli is given and values are compared to those obtained previously. A model for the relaxation is then adopted and the loss moduli are determined from a fit to the data. Again, a sensitivity analysis and brief discussion of the results are given.
Using the results from this work on unsupported films and that from previous work on silicon supported films,4 we show how to use ISTS to detect film delaminations. We also suggest how ISTS might be used to evaluated filmsubstrate bonding quality. Finally, we summarize and describe how thermomechanical ISTS analysis of thin films might be used in an industrial setting. jigs. An acid etch deposited in the wells formed by two holes in the silicon side of the jig removes the silicon in the exposed regions in several minutes. After the etch, the samples are rinsed with deionized water and are allowed to dry in a dessicator. This process yields a polyimide coated silicon wafer with two 2.5 cm circular regions in which the silicon is removed and the film is left free standing.
II. EXPERIMENTAL A. Sample preparation
Six polyimide film-silicon substrate samples were fabricated by spin coating and fully curing DuPont PI2555 (BTDA/ODA/MPD) on 10 cm diam silicon wafers. The thickness of each sample was determined by the spin speed and was measured optically after the cure using a Metricon optical waveguide device. The samples had thicknesses of 1.56, 2.16, 3.18, 4.40, and 8.46kO .05 ,um. After the thicknesses were recorded, each sample was loaded into a teflon jig. Two identical holes in the side of the jig that contacts the silicon side of the sample define the areas to be etched" (see Fig. 1 ). A 6:l: 1 mixture of HF:HNOs :CHsCOOH etchant was poured into the wells formed by the holes in the jig, and within 5 min the acid mixture removed the silicon in these regions.i2 (It has been demonstrated that this etch does not alter the intrinsic properties of the polyimide film nor does it change the residual stress. 13,14) After the etch, the samples were rinsed with deionized water and were allowed to dry for 48 h in a dessicator. Immediately following the etch and the rinse, the film in the etched areas of each sample showed buckling. This buckling disappeared gradually as the samples were allowed to dry, and in all but one of the samples became invisible to the eye within 48 h. The 1.56 pm film required a 72 h drying period.
The samples resulting from this procedure consisted of polyimide coated 10 cm silicon wafers with a pair of 2.5 cm holes in each wafer. The experiments were conducted in two different regions in each of the two areas where the silicon was etched away. We did not observe significant property variation from spot to spot within one etched region or between the two etched regions. We also did not notice any systematic property changes over the 6 weeks during which experiments were conducted.
B. Real-time ISTS
The ISTS experimental setup is given schematically in Figs. 2 and 3. The excitation pulse is derived from the output of a Q-switched, mode locked, and cavity dumped Nd:YAG laser, which yields a 1 mJ, 1064 nm pulse of 100 ps duration at a repetition rate of up to 1 kHz. The light from this laser is first attenuated and then passed through a lithium triborate (LBO) crystal to yield light at 532 nm. This is passed through a titer to remove the remnant 1064 nm light and then through an ammonium dideuterium phosphate (ADP) crystal to yield excitation pulses of approximately 50 PJ at 266 nm. This light was attenuated to yield -1 ,uJ pulses that were used for excitation of the films. In the experiments on supported PI2555 lilms reported previously we used 355 nm excitation pulses. Al-' though excitation is due to heating in both cases, the 266 nm light used in these experiments enables examination of a wider variety of polymer films. For example, we have collected ISTS data from amorphous carbon filmsI which do not absorb at 355 nm.
The 266 nm pulses pass through a 50% beam splitter and the two resulting beams are crossed at an angle 8. The relative path lengths and mirror positions are adjusted such that the pulses are temporally and spatially coincident at the film surface. Interference between the two excitation pulses gives rise to a grating intensity pattern with a wave vector of magnitude 4~ sin( tV2) 23r
where ill is the laser wavelength, 8 is the crossing angle between the excitation pulses, and A is the grating fringe spacing. Absorption of these pulses and subsequent rapid electronic relaxation in the film leads to deposition of heat, which is impulsive on the time scale of most mechanical responses at the excitation wave vector. Thermal expansion that follows this heating launches both an acoustic and a thermal response with wave vector *q. The acoustic response consists of counterpropagating waves, which give rise to damped oscillatory material motions. The thermal response gives rise to a quasi-steady-state material response, which persists until thermal diffusion washes out the temperature grating.
In this set of experiments we collected data at crossing angles of 0.125, 0.205: 0.235, 0.278, 0.305', 0.371: 0.449, 0.472', 0.493, 0.546, 0.635: 0.697, 0.760s, 0.894', 1.02', 1.05, 1.38: 1.58, 1.84, 2.39, 2.53, 2.79, 3.01, 3.99, 5.15, 5.67, 6.46, 7.26, and 8.82rtO .05 degrees, which, through Eq. (l), correspond to grating wavelengths A of 122.0, 74.30s, 64.92, 54.91, 50.30s, 41.50s, 33.93, 32.4.05, 30.90, 27.91, 24/l@, 21.88, 20.55: 17.58: 15.25: 14.99, 11.95', 9.66, 8.30, 6.38, 6.02, 5.465, 4.913, 3.82, 2.96 burning a grating into a blank silicon wafer. The wavelength of this burn mark was determined to within 0.05 pm using a standard optical microscope. Finally, nine crossing angles (denoted with a superscript s) used during the later stages of the experimental work were measured with a 3.15 pm PI2556 sample, whose acoustic response was calibrated using the above two angle measuring techniques. Using this standard sample, on-line wavelength measurements could be carried out quickly and easily, and were accurate (as determined by checking against the other two angle measurement methods) to within 0.1 pm.
The material response induced by the absorbed crossed excitation pulses was determined in real time by monitoring the time-dependent diffraction of a probe pulse that is overlapped with the excitation pulses. Previously, a probe pulse from the frequency-doubled output of a Q-switched N&YAG laser, a fast amplified photodiode (Antel-2 GHz bandwidth), and a transient digitizer (Tektronics DSA 602A-1 GHz bandwidth) effectively provided a 300 ns window through which film oscillatory motions with frequencies as high as 1 GHz could be monitored. The Q-switched experimental system is given in Fig. 2 . This probe has a peak power of roughly 50 W and is particularly useful for detection of motions in samples that do not strongly diffract the probe. However, responses with time scales longer than 300 ns, such as thermal diffusion, acoustic damping, and very slow acoustic oscillations, cannot be accurately monitored in one laser shot. In addition, the rather noisy intensity profile of the probe necessitated signal averaging and prevented high signal-to-noise collection in one laser shot.
We have replaced the Q-switched probe pulse with a continuous wave (cw) single-mode argon ion laser (Lexel 3500), which produces 1 W at 514 nm with a flat intensity profile. This output is electro-optically gated (Conoptics 380) to yield a square pulse whose temporal width is adjustable from -500 ns to many seconds. This cw experimental arrangement is given in Fig. 3 . With this probe we sacrifice some sensitivity due to the lower power, but we can accurately monitor acoustic damping rates, thermal diffusion times, and very slow (kHz) acoustic oscillations. In addition, the clean intensity profile yields data with high signal-to-noise ratios in a single laser shot. In this study, we exploited the advantages of both the Q-switched probe and the cw probe.
Finally, we note that not only does this ftlm evaluation method have real-time, noncontact, nondestructive in situ capabilities, but also high spatial resolution. For evaluation of elastic and thermal properties, this resolution is determined by the spot sizes of the focused excitation and probe beams. As long as the excitation spot size is severaltimes larger than the interference wavelength, the material diifraction grating is well defined and probe diffraction can be monitored efficiently. At most angles in this study the excitation spot size could be reduced to a few tens of microns and the elastic and thermal responses could be effectively excited and recorded.
Since one of the goals of this study was to measure damping rates, the focused excitation spot size was made considerably larger in the grating dimension. In particular, for selected angles the length of the excitation region perpendicular to the interference fringes was made long compared to the group velocity divided by the damping rate. If the excitation region is narrower than this, the excited counterpropagating acoustic wavepackets leave the probing area before they are damped. The signature for this acoustic "walkoff' behavior is Gaussian rather than exponential temporal decay of the acoustic oscillations in the data. It has been reported on extensively in the past for bulk acoustic waves,16 and makes accurate determination of acoustic damping rates difficult.
Two experimental geometries were used for the damping measurements. In both cases, the probe beam passed through a spherically focusing lens, and was coincident K'  I  !  I  ,  I  1300  1800  2300  2800  lime (nanosemnds) PIG. 4. One-laser-shot ISTS signal from a 1.56 pm unsupported PI2555 film with an acoustic wavelength of 50.30 ,um. The dashed line corresponds to a fit based on an approximation for the material response. The acoustic frequency, damping rate, and thermal diffusion time are determined.
with the excitation pulses. The resulting probing region was a circular region with a diameter of roughly 200 pm. The size of the excitation region was adjusted to avoid walkoff. In one geometry, the excitation pulses passed through a cylindrically focusing lens and were focused at the sample surface. The resulting excitation region consisted of an elliptical area 4 mm long and 100 pm wide. For acoustic motions with small group velocities or with high damping rates, this excitation region was sufficiently large to determine damping rates. For faster acoustic disturbances and for those with light damping rates, the excitation spot size was increased by passing the excitation beam through a telescope. Cylindrical focusing was again used, and the excitation region was 1 cm long and 200 pm wide. This excitation region was large enough so that the effects of walkoff were not seen for any of the samples at any excitation angle attempted in this series of experiments.
C. The data Probe diffraction appears both in transmission through and reflection from the unsupported films. For these experiments, we monitored the first-order reflected signal, since this is the operative detection mode for films supported by opaque substrates, and would be the geometry used for delamination detection, which is discussed in Sec. VI. We did, however, record transmitted diffraction for all six samples at excitation angles of 1.55" and 0.28". The acoustic information available in each of these cases was the same as that from reflection mode data.
Typical reflection mode data from the 1.56 pm film are given in Fig. 4 . The data were collected in one Iaser shot at an excitation angle of 0.30". Also included in the figure is a fit to the time-dependent signal intensity I(t), which enables determination of the thermal diffusion time, the acoustic oscillation frequency, and the acoustic damping rate. The fit has the form 
This represents the square of the material displacements giving rise to diffraction. The first term describes a thermal diffusion response with amplitude A and decay rate I', and the second term describes an acoustic response with amplitude B, damping rate y, and frequency w. Although this functional form is a simplification of the actual response, it describes the data closely in this case. The exact acoustic response of the film predicted theoretically is given in Sec. III. The thermal response has been described recently for superconducting films.'7918 A typical signal averaged data scan is given in Fig. 5 . The data are the result of the average of 200 single laser shot data scans, and were collected in 2 s. These data were recorded from the 4.40 pm sample, and show acoustic oscillations that gradually damp away, followed by thermal transport that washes out the grating on longer time scales. The data were collected at an excitation angle of 0.76" and the acoustic oscillations have a frequency of 30.64 MHz.
We collected acoustic data ranging in frequency from 570 kHz to 630 MHz. This 3+ decade frequency range represents, to our knowledge, the largest ever studied in a single material with ISTS. Some very low-frequency data are shown in Fig. 6 . These were taken from the 2.16 pm sample at an angle of 0.125". The oscillation frequency of this material mode is 781 kHz and the phase velocity is 95.3 m/s. To our knowledge, this disturbance and a slower one in the 1.56 ,um tilm at this same excitation angle have smaller frequencies, phase velocities, and group velocities than any acoustic mode ever investigated in thin films or bulk samples with transient grating spectroscopy. In fact, it is the lirst submegahertz acoustic disturbance to be excited and monitored with ISTS.
The high-frequency data were taken at large wave vector-thickness combinations. As will be shown in the theory section, in general, the signal intensity decreases as the excitation angle (i.e., wave vector) increases. For this reason, with angles greater than 2.5" the data were collected with the Q-switched probe. A typical data scan taken with the Q-switched probe is given in Fig. 7 . These data were collected with an excitation angle of 5.15" from the 2.16 ,um sample. The acoustic mode has a frequency of 344 MHz and a phase velocity of 1170 m/s. The data are the result of the average of 200 excitation-probe repetitions and required approximately 2 s to obtain.
Finally, as mentioned at the outset, the data given in the previous figures were collected in the reflection mode from the first diffracted order. However, since the material grating is thin there is no Bragg angle requirement, and many diffracted orders are generated at arbitrary probe angles of incidence. For small wave vectors the diffraction efficiency is high, and higher-order diffraction is measurable. At an excitation angle of 0.55", we recorded the time dependence of the second-and first-order diffracted light. In Fig. 8 we display the square of data collected from the first diffracted order along with data from the second diffracted order. This figure illustrates that, as expected,19 the second-order diffracted signal is equal to the square of the first-order diffracted signal. That is, the second-order diffraction is proportional to the fourth power of the material response. We believe that this is the first measurement of such higher-order effects in ISTS. 
III. THEORY
In order to understand the data, it is necessary to determine what material responses are excited efficiently, and which of these responses diffract the probe strongly. In a previous report,* a theoretical description of the transient grating excitation of free-standing napthalene flakes was presented. There, the motion of the film was described using NME and an analytical solution was not given. Here we follow an approach similar to the one that we presented for analysis of data from supported films.4 That is, we solve the equations of motion using integral transform techniques. With this approach we find analytical expressions for every dynamical quantity in terms of simple functions of the excitation light properties and the film material properties. In addition, we show how to incorporate loss mechanisms through a simple modification of the transformed solution. In this section, we describe how the solution proceeds. We begin with some qualitative considerations that will provide a base from which results presented subsequently may be understood intuitively.
A. General considerations
For the entire range of acoustic wavelengths excited in these experiments, the acoustic wavelength is comparable to or larger than the sample thickness. For this reason, there are strong waveguide effects in all of the samples. This means that, in general, there are many modes, known as Lamb modes, that can propagate for a given wavelength-thickness combination. Each of these modes has a different propagation speed and spatial character. Since the energy of a given mode is an increasing function of the mode velocity, we expect that given approximately equal energy deposition, the largest displacements will be induced in the slower modes. Also, higher-order modes involve complicated displacement distributions with nodes or quasinodes in the plane of the film. It is therefore reasonable to expect that the thermal disturbance created with the crossed excitation pulses whose amplitude decreases exponentially as a function of depth into the lilm due to optical absorption, but which has no nodes or sharply varying position-dependent structure, will not drive these acoustic modes effectively. In other words, significant overlap does not occur between the stress distribution initiated with the crossed excitation pulses and the stress distribution associated with higher-order modes. These two considerations lead one to expect that primarily slow modes with slow spatial variations in material displacements will be excited strongly.
Of the excited modes, only the ones that diffract the probe beam strongly are measured. We have argued previously that surface ripple is the dominant mechanism that, diffracts the probe beam, and we will provide additional evidence below that this is the case. Given this, it is expectedthat modes with large values of surface ripple would be "seen" with the probe pulse. The magnitude of the ripple will depend on the spatial character of the mode and on the value of the wave vector q. Since the acoustic strain induced by ISTS in the bulk is independent of 4, we expect that absolute displacements and hence the diffracted signal will tend to decrease with increasing q. These qualitative considerations can explain much of the data. In the next section, we treat the problem rigorously and show how these conclusions follow directly from the thermoelastic equations of motion governing the system. The main thrust of this treatment is to provide a quantitative understanding of which Lamb modes are excited and monitored.
B. Quantitative analysis
We start with the isotropic equations of thermoelasticity in the absence of body forces,2o (3) (4) In these equations, u are the vector displacements, T is the temperature measured relative to room temperature, and changes in temperature induced by adiabatic material displacements have been neglected. p and A are the Lame elastic constants and are related to the density, p, and the longitudinal, ct, and transverse, I&, acoustic velocities by c2'=,u/p and c12=(A+2p)/p. y is a constant related to the elastic Lame constants and the coefficient of linear volume expansion, a,, by y= (2~ + 3A)a,. cP is the heat capacity per unit mass at constant strain, and K is the thermal conductivity. Q is the absorbed heat per unit time per unit volume from any heat sources that are present in the medium. The assumptions inherent in these equations are detailed elsewhere."
If Coulomb gauge potentials for the displacement vettor are defined such that u=V#+VX$, with V*q=O,
the equation of motion for u can be rewritten in the following form:
(61 (7) To solve these, we make several approximations. First, we take the temperature distribution set up by the excitation pulses to be temporally static. This approximation is valid for analysis of the acoustic data, since in the materials studied here, thermal diffusion occurs on time scales much longer than acoustic oscillations and damping. The analysis of the time-dependent equation for the temperature field given in Eq. (4) is straightforward and one approach has been given recently.17 However, calculation of the elastic response to this time-dependent thermal distribution is difficult to integrate into an analytical investigation of the entire thermoelastic problem. Reduction of the thermal diiusion data in the quasistatic limit is in progress.
The geometry of the system and the thermal distribution resulting from absorption of the excitation pulses are given schematically in Fig. 9 . With this geometry the solution will be independent of x when the grating lies along the z axis and extends infinitely in the z and x directions. In this case, the only nonzero component of the vector potential is the x component, which we henceforth refer to as $.
The equations of motion given in (6) and (7) are conveniently solved with transform techniques. The natural choice for the system subject to the above assumptions is an exponential Fourier transform along z and a Laplace transform along t. We call the transform operator L and define it such that L[F(t,z)l= j-f e-wJ~m e-'k"F(t,z)fh:F(s,k).
In the following, variables with overbars will indicate quantities that have been Laplace transformed. We will remain in Fourier space:
Implementing these assumptions, applying L to the equations of motion, and using homogeneous initial conditions, we tlnd a2L-k'+$ *+sr,
(10)
The thermal distribution resulting from the absorption of the excitation pulses is w,w) =
Sc( t) is the unit stepfunction that turns on at t= 0, IE is the intensity of the excitation pulses, and Pah represents the fraction of light absorbed by the sample that is converted to heat. R is the reflectivity of the film-air interface at the excitation wavelength, 4 is the wave vector of the grating pattern formed from the interference of the crossed excitation beams; c is the optical absorption length for the excitation pulses in the film; C is heat capacity per unit mass; and I' is the temporal half-width at half-maximum (HWHM) of the Gaussian excitation pulses. With this expression, Eq. (9) becomes
The contribution with zero wave vector gives rise to displacements that do not coherently scatter the probe beam. Ignoring this term, the solutions of this equation and of Eq. (10) are given by
where
Neglecting the influence of the surrounding air, the constants A, B, C, and D are determined by requiring the solutions to obey the boundary conditions that the front and back surfaces of the film are stress free. The thermoelastic stress tensor, aii, is given by the DuhamelNeumman relation,20 (18) where summation over repeated indices is assumed and eii is the strain tensor. In the coordinate system defined in Fig. (8), and with the assumptions used previously, the transformed values of the two nonzero components of the stress tensor are given in terms of the displacement potentials as
Fzu=p 2ik $'+ (20) Zeroing these stress components at the front and back surfaces of the film yields the following expressions for the potential constants:
Here we have delined Aa, and A,, such that
To determine the temporal and spatial evolution of the potentials, we can invert the transforms. Since it will be convenient to keep the solution in Fourier space and because the inversion of this transform is trivial, we concentrate on the Laplace inversion. First, by expanding the expressions for the potentials in terms of s, it can be shown that both potentials are given by quotients of power series in 2 that converge for every s. It follows that the potentials are analytic everywhere in the complex plane, except at isolated singular points. Because of this, the Laplace transform can be inverted by residue evaluation.21 Through an examination of the denominators of the potential constants and the inhomogeneous solution of 4, it is seen that for nonzero k and d, poles occur when ( 1) s=O, (2) q1 = f& (3) Aa or As are zero. The first of these poles corresponds to the thermal disturbance, which, within the approximations outlined in the beginning of this section, is a dc response. Since we are concerned only with the acoustic response in this paper, we ignore this contribution. The second source of poles is due to the inhomogeneous solution to the equation governing the evolution of the scalar potential. It can easily be shown that, due to the boundary conditions on the stress, the contribution of this pole to both the scalar and the vector potential is zero. Finally, there are poles arising from the zeros of Arr and A,. These roots can be further divided into three groups: (1) s= ~iqk, (2) s= ,tic,k, and (3) other zeros. The first two of these roots give zero residues, and therefore do not contribute. This leaves only the zeros of Aa and As, which correspond to Lamb modes of the slab waveguide.
The result of this is that, as in NME, the acoustic response can be written as a sum of Lamb modes with appropriate weighting constants. The total acoustic response is then (P= n=oza 4rtisy-+ .=gs 4symmp t 9 I I-* , , ,..a JI= nxo246, +Ytisymm+ n=gs T4ymm9 (28) , 9 17.. , , . . . .
where the index n labels Lamb modes of the system. Zero labels the lowest antisymmetric mode, one labels the lowest symmetric mode, two labels the second lowest antisymmetric mode, and so on. The antisymmetric modes occur when A, is zero. Since A, is, in general, nonzero when A, is zero, only the potential constants B(s,k) and C&k) contribute to residues for antisymmetric modes. Similarly, for symmetric modes, defined by position of poles in and A,, only the potential constants A(s,k) and D(s,k) contribute.
Therefore, we can write
where ir;, (r, > 0) locate the positions of zeros of the functions A, and A, in the upper half of the complex plane. The residues that appear in Eqs. (29)- (32) arise from simple poles (since As and A, have nonzero derivatives at the Lamb mode root positions), and can be calculated analytically using2l
This prescription is valid, provided that the pole of F(x) at x=z is simple, and the denominator is defined such that it contains the zero. With this result, it is straightforward to write the resulting expressions for the potentials.
From the potentials, any observable can be derived. For example, an important quantity is the displacement. Using Eq. (5) and Fig. (8) The first summation represents the contributions that are symmetric in they displacements, and the second summation represents those that are antisymmetric. The A,,,, B mntl~ etc., are the quantities given in brackets in Eqs. (21), (22), etc., evaluated at s=ir,.
C. Analysis and discussion of results for the elastic case
The expressions given in the preceding section were investigated numerically and analytically. In this section we give the results. We begin with a brief discussion of the dispersion of the well-known Lamb modes22 which propagate in unsupported films. First, and most simply, for given q and d, the mode frequencies can be calculated by numerically solving for the zeros of the functions A, and AS in Eqs. (25) and (26). As is evident from these expressions, and as is well known, 22 the number and velocity of these modes scale with the product of q and d. Making use of this fact, we give the dispersion of the Lamb modes in Fig.   10 as a function of the qd product. Each solid curve in this figure corresponds to a distinct Lamb mode. There is no cutoff velocity, and only the two lowest modes have finite velocity at qd=O. The lowest mode has antisymmetric z displacements and its velocity decreases to zero as the wave vector times thickness product approaches zero. The second lowest mode is symmetric in uZ, and its velocity increases as qd decreases. At qd=O, the velocity of this mode is nonzero, and being primarily longitudinal in character at small values of qd, takes on a velocity slightly smaller than the longitudinal velocity of the film. For large values of qd, the lowest two modes asymptote to the Rayleigh wave velocity. All other modes approach the transverse velocity of the fdm in the large qd limit. Finally, we note the existence of avoided crossings that occur when modes of the same symmetry approach one another (see higher-order modes in the 8 <qd < 18 range). The velocity at which the avoided crossings occur is the bulk longitudinal velocity.
At large qd values, still higher-order modes (not shown in I the figure) continue to display avoided crossings there, and so for a bulk material there is a mode with the longitudinal velocity at any wave vector.
The spatial character of each of these modes is also well known.= With expressions for the potential constants and with Rqs. (34) and (35), we can calculate the displacements for any Lamb mode. We plot grid distortion diagrams giving the displacement fields for the lowest four Lamb modes at qd=2.5 in Fig. 11 . Notice that the higherorder Lamb modes involve increasingly complex displacement patterns. It is also seen that the magnitude of the surface displacement is a function of mode character. For small values of qd, the lowest mode corresponds to a transverse rippling of the film, while the second lowest mode corresponds to a quasilongitudinal motion involving dilations separated by compressions. For large qd, the spatial characters of the two lowest modes become very similar and correspond to Rayleigh waves propagating on both film surfaces. In this large qd regime, all the higher-order modes involve displacements well localized to the interior of the film (see Fig. 12 ).
Each of the modes is driven with different efficiency by the ISTS transient grating excitation source. This excitation efficiency is directly related to the magnitude of the potential constant residues. The functional dependence of these potential constants can be conveniently divided between effects that will influence the behavior of all dynamical quantities similarly, and those that must be discussed with a particular observable in mind. The former involves primarily laser excitation properties and material constant magnitudes. The latter arise from waveguide effects that are independent of laser excitation or material properties. As a simple illustration of the first kind of effect, all the potentials, and therefore the displacements, the velocities, the stresses, the strains, etc. are linear in the excitation energy per unit area. Similarly, the potential constants are all linear in the factor cr/Cp. In other words, the greater the volume change upon heating, the larger the material response. Finally, the potential constants all depend on the magnitude of the absorption 'coefficient g. There are two distinct effects induced by changing the absorption coeffi-
Distance Along the Grating cient. The first is trivial and determines how much of the excitation light is absorbed by the film. If essentially all the light is absorbed, or if the excitation pulse energy is increased to compensate for effects of decreased absorption, this consideration is not important. The other effect of g is more interesting. For a given temperature increase, and for g&l (i.e., the light penetration depth is much greater than the film thickness), B and C are linear in { while A and D are independent of ,$. This means that weakly absorbed excitation pulses will excite symmetric modes more strongly than antisymmetric ones. This is simply due to the fact that weakly absorbed excitation pulses create a symmetric (i.e., nearly uniform as a function of depth within the film) driving force, which does not overlap with the strain distribution of antisymmetric modes. Since c is large for the experiments described here, the lowest antisymmetric mode is excited strongly. It is clear though that changes in the absorption length provides an avenue for the somewhat selective excitation of Lamb modes. For example, with weakly absorbed excitation pulses it becomes possible to select against the antisymmetric modes. We illustrate how this is accomplished in Fig. 13 , where the surface Lamb Mode #2 -Distance Along the Grating FIG. 12. Lattice distortion diagrams of the lowest four modes in the large wave vector (q) times thickness (d) limit. In this regime, the lowest two modes correspond to Rayleigh waves propagating on the free film surfaces, and all higher-order modes involve motion confined to the interior of the film. The velocities of the two lowest modes are approximately the same and are equal to the Rayleigh wave velocity of the film. The higher modes take on the transverse velocity of the film. Since the spatial natures and velocities of these modes are independent of q and din the large qd limit, scales are not given on the axes. ripple for the lowest mode is compared with that of the second lowest mode at qd= 1.0 as a function of the inverse of the absorption length for fixed energy deposition. As claimed, we see that in the weakly absorbing regime, the ripple amplitude of the lowest mode is approximately inversely proportional to the absorption length, while the ripple of the second lowest mode is, to first order, independent of absorption length. This leads to a crossover absorption length above which ripple induced by the second lowest mode is larger than that of the lowest mode. In order to discuss waveguide effects in a coherent fashion, an observable must be specified. Since we will argue that the magnitude of the transverse displacements determines the diffraction efficiency, we focus on this quantity. The ripple is determined from-Eq. (36) evaluated at the surface. The three important waveguide factors that determine its magnitude are the acoustic wave vector, the ti thickness, and the mode velocity. While the effects of these parameters are intertwined, we first discuss each individually, and then discuss the influence of all three parameters together. The behavior of the surface corrugation is best illustrated in a plot of the surface ripple versus the mode velocity and the product qd. Since the ripple amplitude does not scale with qd, the thickness is fixed in Fig. 14. (We only plot the lowest two modes in this figure, because the ripple amplitude for higher modes is negligible, except at large values of qd.) It is clear that the overall trend is toward decreasing ripple as the wave vector increases. We gave some intuitive reasons why this should be the case in the general considerations section.
To investigate the thickness dependences, we give in Fig. 15 a surface ripple plot with the wave vector fixed.
Here we see that the surface ripple is a much weaker funotion of the iihn thickness than of the wave vector. In fact, when the mode velocity is fixed, the ripple should only be a weak function of the thickness. This is clearly shown in ) shows the second lowest mode ripple magnitude increasing until it becomes comparable to the lowest mode displacement in the qd-7 range. For qd values larger than -7, the decrease in ripple amplitude is attributed to the l/q decrease in displacement amplitude characteristic of ISTS experiments in the bulk. Fig. 15 (b) , where the ripple amplitudes of both the lowest and second lowest modes level off as the velocities of these two modes stop changing.
Finally, we mentioned that the ripple induced by higher modes is very small. It is also noted that the ripple amplitude decreases for increasing qd in the lowest mode, but the opposite is true for the second lowest mode up to a certain qd value (see Figs. 14 and 15). All these trends can be explained by including the velocity of the mode in the discussion. It is straightforward to show that the ripple displacement decreases rapidly with increasing phase velocity, which simply reflects the fact that the displacement PartB F&k 15. Transverse surface displacement plotted against mode phase velocity and qd product with the wave vector q fixed at 2.0 pm-'. Only the lowest two modes are shown, since, except at large qd values, the displacements induced by higher modes are negligibly small. (a) shows the dominance of surface ripple displacements induced by the lowest mode for small values of qd. (b) shows the second lowest mode ripple magnitude increasing until it becomes comparable to the lowest mode displacement in the qd-7 region. As the value of the thickness is increased beyond this value, the ripple magnitude changes slowly. This is attributed to the fact that in the large qd range, there is only a very small amount of dispersion for these two lowest modes.
is smaller for stiffer materials. Therefore, for fixed thickness, we expect the ripple amplitude to decrease rapidly as the wave vector increases for the lowest-order Lamb mode, since both the increase in the wave vector and in the phase velocity tend to reduce the surface ripple. For the other modes, there is an interplay of the wave vector effect and the velocity effect that determine whether the ripple increases or decreases as the wave vector is decreased. For qd < 5, most mode velocities decrease rapidly. Therefore, we expect the surface ripple from higher-order modes, in general, to increase with increasing wave vector until the mode velocity stops changing rapidly. Once the velocity change has slowed, the ripple amplitude will begin to decrease due to the wave vector dependence. This is, in fact, what is observed in the fixed thickness figure (Fig. 14) . In the fixed wave vector figure (Fig. 15) , the ripple magnitude increase in the second lowest mode is more pronounced, since the wave vector is fixed and therefore is not acting to reduce the ripple amplitude. For the same reason, the ripple decrease in the lowest mode is not as rapid in the fixed wave vector case as it is in the fixed thickness case.
D. Inclusion of viscoelastic effects
The results presented thus far are only strictly valid for the purely elastic case. However, since the measured damping rates are only small fractions of the frequencies in all cases, we expect only small changes as a result of the introduction of viscoelastic effects. Nevertheless, in order to determine loss moduli from the data, relaxation processes must be integrated into the solution. In this section, we show how the elastic results can be -modified in a very straightforward way to include arbitrary loss mechanisms in the film. It is here that the advantage of solving the equations of motion in Laplace space is fully realized.
The generalized isotropic equations of motion for the displacements that include viscous effects in the absence of body forces can be written2 ' as The numerical root finding procedure to determine the Lamb mode velocities thus becomes a search for the zeros of a system of nonlinear equations, which is, in general, a difficult problem. However, since the one-dimensional root location necessary for the elastic case is trivial and since the damping rates are only small fractions of the frequencies, we can use the positions of the elastic roots as initial guesses at the complex roots. An application of a NewtonRaphson search in two dimensions23 using Ridder's algorithm for numerical derivative evaluation24 can then efficiently locate the viscoelastic roots.
E. Diffraction of the probe
In order to connect the description of the excitation of the waveguide with experimental observables, the actual signal generation process must be considered. In the previous work,4 we argued that surface ripple was primarily responsible for diffraction of the probe. We presented expressions for the diffracted intensity in this limit. For the unsupported case, it is easily shown that these results imply that the reflected diffracted signal is proportional to the square of the surface ripple magnitude. In this section, we review the arguments used previously, and present new evidence for the surface ripple diffraction mechanism for generation of reflection mode signal.
Three facts were observed in this study and the previous one that suggest ripple diffraction. First, no depolarized diffraction could be detected. If diffraction due to modulation of the refractive index (the source of the ISTS signal from bulk samples) is significant, depolarized diffraction is to be expected from the quasitransverse modes through interaction with the off-diagonal components of the elasto-optic tensor. Second, and in contrast to the bulk result, even in regions where the lowest mode is nondispersive, the observed diffraction efficiency was a decreasing function of the excitation wave vector. This is expected, based on ripple calculations, and is consistent with the fact that in bulk the ISTS excitation source induces strain that is independent of the wave vector. Finally, good agreement between trends in the calculated surface ripple and the measured reflected diffracted intensity was observed.
Additional evidence for the surface ripple mechanism for reflection mode diffraction is available from this study. As was pointed out previously and shown in Fig. 11 , for small qd the second lowest mode involves primarily longitudinal displacements while the lowest mode is primarily transverse. Therefore, there are only relatively small volume changes associated with the lowest mode. On the other hand, volume changes due to compressions and rarefactions in the quasilongitudinal second lowest mode are relatively large. Because of this, for small qd we expect to see diffraction from the second lowest mode rather than from the lowest mode if index modulation induced diffraction dominates. However, at all wave vectors where there is a distinct difference in the character of the two modes, the signal was dominated by the diffraction from the lowestorder mode. This observation is consistent with the idea that the large surface ripple induced by the transverse dis- placements of the lowest mode diffracts light strongly. Although this argument suffers from the fact that it ignores the relative excitation efficiency of the two modes, this deficiency is easily removed. We display in Fig. 16 the absolute magnitudes of the strains as a function of depth for the two lowest modes at a qd value of 1.0. From this we see that the strain associated with the second lowest mode is larger than that induced by the lowest-order mode for all points, except those very near the film surfaces. Even at the film surface, the longitudinal strain of the second mode is only a factor of 2 smaller than that of the lowest mode. Since we could never observe the second-order mode in the qd-1 region, this leads us to the conclusion that the signal predicted by surface ripple magnitudes (see Figs. 14 and 15) is consistent with experiment, while the signal predicted by index modulation (strain magnitude) is not. Still more evidence is available from two additional experiments specifically aimed at determining how the signal is generated. First, when the probe beam is incident at the Bragg phase matching angle, diffraction from interaction with index modulation in the interior of the film will disappear for the lowest-order mode since the strain distribution in this mode is antisymmetric* (for example, see Fig. 16 ). This leaves diffraction from changes in surface reflectivity as the only possible contribution from index modulation. Since the excitation efficiency of the lowest mode increases rapidly with decreasing qd, we very carefully set the Bragg condition and measured reflection mode diffraction from the lowest-order Lamb mode in the 1.56 pm sample at an excitation angle of 1.50". Although the absolute diffraction efficiency was not determined, probing at the Bragg angle resulted in no noticeable reduction in the amplitude of the diffracted light. Nevertheless, since absolute diffraction efficiencies were not determined, this measurement alone cannot rule out index modulation as a possible non-negligible source of diffraction.
To show that reflection mode index diffraction is negligible, we performed an additional experiment. Speci& tally, we measured the diffracted intensity as a function of probe polarization while probing at normal incidence at an excitation angle of 6.58" in the 8.46 ym sample. From the results, we concluded that, to within experimental error, there is no dependence of the reflected diffraction magnitude on the probe polarization. To interpret this result we note that changing the polarization of the probe while probing normal to the surface of film can alter the diffraction efficiency in two ways. First, horizontally and vertically polarized probe light sample different and, in general, unequal elements of the photoelastic tensor in an isotropic body. Second, the phase difference between index and corrugation corn If onents changes as a function of the probe polarization.
Since the diffracted intensity is a squared sum of the index and corrugation contributions, this phase change will also result in a change in the magnitude of the diffracted light. In contrast, at normal incidence corrugation induced diffraction is independent of probe polarization.'g The experimental result suggests then that either surface ripple or index modulation dominates the reflection mode diffraction. In the latter case, there is the additional requirement that the two elements of the photoelastic tensor are equal. We also recognize the possibility that both contributions to the diffracted signal have comparable magnitudes and that a combination of the photoelastic and phase effects conspires in precisely the proper way to wash out any change. Rejecting this possibility as highly unlikely, we note that optical waveguide studies suggest that the two photoelas'tic constants of P12525, which is chemically identical to P12555, are significantly diEerent.28 Because of this, we are forced to conclude that surface ripple induced diffraction dominates the reflection mode signal.
IV. DETERMlNATlON OF MATEFilAL PROPERTIES

A. Extraction of elastic properties
Using the results from the excitation and detection sections, the elastic properties of the tims can be determined from the data. Two approaches are possible. First, qd scaling of the mode velocities can be assumed, and all the samples can be analyzed together. Alternatively, elastic properties of each sample can be determined individually. We first present an analysis of each of the samples separately, since there is sufficient data to do this, and because there is no reason to expect the elastic constants to be exactly the same for all of the films, even though the fabrication procedures were identical. In the previous study,4 data from several samples with different thicknesses were analyzed en masse. Since FIG. 17. Data (symbols) and best fit curves (lines) for the lowest-order Lamb waveguide acoustic mode in each of the PI2555 samples investigated. The elastic acoustic moduli were determined through a nonlinear least squares fit of the lowest Lamb mode dispersion to the data using the longitudinal and transverse velocities as fitting parameters. The acoustic moduli extracted from these fits are listed in Table I . Data points lying above thebest fit curves are fromthe second lowest-order mode and were not included in the fit. It should be noted that the acoustic moduli determined for each film vary slightly. In the 1.56 pm frame, we display the phase velocities predicted using the best fit acoustic moduli for the 8.46 pm data. The degree of inconsistency between this curve and the measured data illustrates the magnitude of moduli variation from sample to sample. aResults taken from a previous study (see Ref. 4). ing is valid. Finally, as is expected from the results of the theoretical analysis, data from the second mode is sparse. Because of this, we only used data from the lowest-order Lamb mode in both fitting procedures.
In Fig. 17 we show data and best fit calculations for each of the six samples. The fit was carried out with an implementation of the Levenberg-Marquardt nonlinear least squares algorithm. The function defined by the lowest zero position of A, was used in the fitting, and the intrinsic longitudinal and transverse acoustic speeds were allowed float. The best fit longitudinal and transverse acoustic speeds are given in Table I . Also listed are Young's modulus and Poisson's ratio, both of which are directly calculable given the longitudinal and transverse speeds and the film density. We assumed35 a density of 1.45 g/cm3 to calculate the moduli. The longitudinal velocities vary over a 10%-H% range, while the transverse velocities are within 2% of each other. We believe the difference in variation of these two fitting parameters is partly due to the fact that the lowest-order Lamb mode dispersion is not as sensitive to the longitudinal velocity as it is to the transverse velocity. This is because the character of this mode, depicted in Fig. 11 , is primarily transverse.
To quantify this, we can either determine the errors from the covariance matrix obtainable with the Levenberg-Marquardt routine, or we can plot the value of the sum of squares error between calculated values and data against the values of the longitudinal and transverse velocities." Since the second of these two approaches is the more accurate and since it offers additional insights into the fitting process, we adopt this method. In Fig. 18 the sum of squares error is plotted versus the longitudinal and transverse velocities for the 5.29 pm film. Several conclusions can be drawn from this plot. First, the shape of the surface is very smooth, making the global minimum location trivial. In fact, we found that the global minimum is located quickly and is very insensitive to initial guesses for the fitting parameters. In addition, the shape of the minimum is oblong and oriented at an angle with respect to the longitudinal and transverse velocity axes. This indicates that, although relatively small, there is some coupling between the two fit parameters. Finally, the surface near the minimum is less steeply sloped along the longitudinal velocity axis than the transverse velocity axis. This indicates PIG. 18. Sum of squares error surface for elastic data from the 5.29 pm PI2555 sample. Confidence intervals can be determined in a very straightforward'way from the data displayed here. At a 90% confidence level, the longitudmal velocity is determined to within 9% and the transverse velocity is determined to within 2%.
that the lowest Lamb mode dispersion is more sensitive to the transverse velocity than to the longitudinal one.
From Fig. 18 and the best fit parameters, we can easily quantify the uncertainty in the fitting parameters. The most reliable estimate for uncertainties in parameters resulting from nonlinear fitting is given by the F statistic,25*26
S(~^~,~~)-S(C~,CZ)<~~F~(~,~--P). (39)
The S function is the sum of squares error value, which is a function of the fitting parameters, the longitudinal (cl) and transverse (c2) In the 1.56 urn frames, we disdav the damoina rates orcdictcd usine the beat fit loss parameters for the 5.29 pm data. The inconsistency between this curve and the 1.56 pm data is-briefly addreked in Sk. VI. -of these parameters. 2 is an independent estimate of the variance of the measured data, p is the number of free parameters in the fit, n is the'number of data points, and a is the upper probability point of the F distribution. The number of fit parameters p is 2, and the error for each measured mode velocity is approximately 10 m/s.. With this estimate, the value of the sum of squares error at the global minimum, and using a 90% upper probability point, we find that for the 5.29 pm sample the uncertainty in the calculated longitudinal velocity is 15% and the uncertainty in the transverse velocity is 2%. Of course, the shape of the error surface and the resulting uncertainty estimate will be functions of the number and position of data points along the calculated dispersion curve. We believe that the general considerations will hold, however, and they were shown to be valid for each of the samples studied. The errors calculated in this manner for each of the samples are included in Table I . Errors in the Young's modulus and the Poisson's ratio were calculated from the errors in the fitted velocities only, and therefore do not include uncertainties in the film density. Next, we give a comprehensive data analysis for a consistency check against results obtained with different samples and a different experimental system.4 In Fig. 19 data from all the samples and the calculated curves are displayed. The best fit longitudinal velocity is 2970*200 m/s and the transverse velocity is 1150 f 10 m/s. The longitudinal velocity is within 10% and the transverse velocity within 1% of previously calculated elastic properties of PI2555 on silicon substrates using a different excitation J. Appl. Phys., Vol. 75, No. 3, 1 February 1994 wavelength and probe laser source. We note that although qd scaling of the velocities from different samples is not perfect, it is very close. In particular, all the samples except for the thickest and the thinnest ones very nearly scale on top of one another. The 1.56 pm sample tended to be slightly faster than the others, while the 8.46 pm sample tended to be slightly slower. This is evident from the best fit parameters obtained from individual analysis of each of the films. Finally, in Fig. 19 we also present group velocities of the two lowest modes. As was noted before, the group velocity, along with the damping rate, determines when walkoff effects will be important.
B. Extraction of viscoelastic properties
The determination of viscous properties from waveguide data is not as trivial as it is for bulk. The reason for this is that as the excitation wavelength is changed, not only do the damping rates and frequencies change, but the very nature of the mode itself also changes. To determine the underlying damping parameters, the prescription outlined in Sec. III D must be followed. This procedure defines a system of equations consisting of the real and imaginary parts of functions analogous to the A, and A, described in Sec. III B. The zeros of this system of equations determine the frequencies and damping rates of the Lamb modes. Since it is not our goal to define a detailed relaxation spectrum over the entire frequency range for which we have collected data, we adopt the simplest possible relaxation function. Specifically, we use a generalized and best fit curves (lines) for the damping velocities (damping rate times wavelength) of the lowest-order Lamb mode in each of the PI2555 samples. The fits result from a generalized Kelvin model that includes both shear and bulk retardation times. Because of the extra fitting parameter, the generalized Kelvin model yields a slightly better match to the data than the standard Kelvin model. It should be noted that the retardation times are not the same in all of the samples. In the 1.56 pm frames, we display the damping rates predicted using the best fit loss parameters for the 5.29 pm data. The inconsistency between this curve and the 1.56 pm data is briefly addressed in Sec. VI.
Kelvin model that describes relaxation of both the bulk and shear moduli. In this picture, the deviatoric components of the stress Sij are given in terms of the shear modulus G, the deviatoric components of the strain eij, and the shear retardation time 8, as sij=2G Similarly, the diagonal components of the stress s are given in terms of the bulk modulus K, the diagonal component of the strain e, the thermal expansion coefficient a,, the temperature T, and the bulk retardation time rl as 
where the p and /z are the elastic time-independent Lame constants. Replacing the elastic constants in E!qs. (13)- ( 14) and (21)- (26) with the new s-dependent Kelvin model ones yields the transformed viscoelastic solution for Since the introduction of typical damping parameters changes the calculated elastic phase velocities only by one part in lo4 or so, we can fit the elastic and loss data separately. (We also used a comprehensive fitting procedure that allows both elastic and loss moduli to float, and comparable best fit parameters were achieved.) In other words, we use the elastic moduli determined from the fits displayed in Fig. 17 to determine best fit values of the bulk and shear retardation times 71 and 6 from measured damping rates. The results of fits using the standard Kelvin model for each of the six samples are given in Fig. 20 . In Fig. 21 we present results of fitting using the generalized Kelvin model. Although the damping velocities (wavelength times damping rate) do not scale with qd, we display the results as functions of qd to maintain an analogy with the elastic phase velocities, and also to allow for facile magnitude comparison. As can be seen, all of the damping velocities are at least two orders of magnitude smaller than the elastic velocities, validating our initial assumption. Also, for a given sample (i.e., a given frequency range) the damping rates are accurately described by both the generalized and the standard Kelvin model. Although the generalized one yields a slightly better match to the data, this is expected, since the standard Kelvin model does not in-the displacement potentials. We concentrate on prediction of the damping rates and therefore on the positions of zeros of the modified A, and A, functions. elude a separate retardation time for the bulk modulus. The best fit retardation times for the standard Kelvin model are given in Table II . Also listed are Newtonian viscosity coefficients, which are directly calculable given the Kelvin retardation time and the film density. We assumed35 a density of 1.45 g/cm3 to calculate the viscosity. As can be seen from this table and from the first frames of Figs. 20 and 21, there is variation in the loss moduli from sample to sample. This is possibly just an indication that the Kelvin model is only valid over a narrow frequency range, and that a more elaborate relaxation function is necessary to describe loss over the entire frequency range covered by all the samples. Although this fitting procedure and the results given in Sec. III D are easily amenable to the incorporation of an arbitrary relaxation function to fit data from all the samples, the characterization of such a function is not a goal of this study.
As in the elastic fitting analysis, we investigate the sensitivity of the fitted loss moduli in the standard Kelvin model. The sum of squares error is plotted versus the retardation time for all six samples in Fig. 22 . The dashed lines in these figures correspond to the cutoff for the F-statistic 90% confidence level. The error bars vary depending on how sensitive the Kelvin model fit is in the damping velocity region mapped out by a given sample, and by the number of data points used in the fit. The errors are included with the best fit values in Table II . As with the elastic moduli, the uncertainties in the Newtonian viscosities were calculated from the errors in the Kelvin retardation times, and do not include uncertainties in the film density.
Besides demonstrating the ability of the real-time ISTS technique to allow for one-laser-shot determination of thin film viscoelastic and thermal properties, this set of experiments provides detailed information on the viscoelastic properties of PI2555 films of six different thicknesses. As mentioned before, if there is no property variation from one sample to another, then the phase velocities should scale with the product qd. We have determined that although this scaling very nearly holds for all of the Urns, there are very slight differences between different films. This is reflected by the fact that the individual best fit acoustic velocities for each of the samples are not the same, and is one reason why there is scatter in Fig. 19 . In Fig. 23 2.16 micron sample 3.18 micron sample um,, , , I, uw,, (, , , , ,, , , >, , , , 36 40  44  48  52  56  60  24  28  32  36  40  44  48  14  18 22  26  30 the longitudinal and transverse velocities from Table I are plotted as a function of film thickness. A suggestion of decreasing stiffness as the tihn thickness is increased is evident. In a recent study of samples with various thicknesses, an increase in the birefringence and in the residual stress has been observed with decreasing thickness in optical waveguide measurements and suspended membrane tests on P12555."*"*28 Even though we do not directly measure the residual stress, the velocities that we determine are affected by this stress.29 Therefore, our observation of increasing film velocities with decreasing thickness are consistent with these suspended membrane results. The suggestion that the measured stiffnesses decrease as lilm thickness increases suggests three possibilities. First, and most simply, it could be an indication that there is a frequency dependence in the elastic modulus, since data from the thickest sample contains, on average, higher frequency measurements than the data from the thinnest sample. In this case, the observations indicate that the elastic moduli are decreasing functions of frequency in the frequency range studied, which is atypical. Another possibility is that polyimide near the substrate is stiffer than that away from the substrate. This explanation is consistent with our measurements, which yield properties averaged through the thickness of the fihu. Property variation as a function of depth in polyimide films deposited on silicon has been used in order to describe data from optical waveguide measurements. In particular, it has been suggested that there is a thin layer near the silicon that has a higher degree of ordering and a larger density than the rest of the tim.27*28*30 Finally, it is possible that when subjected to the same cure schedule, thin films receive a more complete cure than thick lilms. Suspended membrane studies on PI2556 and on PI2555 have demonstrated an increase in residual stress as the number of cure cycles is increased."*28 The cause has been attributed to densifrcation and an increase in ordering.
In order to determine which of these effects is responsible for the increased stiffness of the thinner films, it would be useful to quantify depth-dependent and orthotropic elastic moduli. Our measurements yield values that are averaged over the film thickness and so do not provide information about depth dependencies. In addition, the assumption of isotropy in Sec. III precludes the determination of separate m-plane and out-of-plane moduli. If orthotropic moduli or property variations perpendicular to the film are to be measured with this experimental technique, a more general theoretical description would be required in order to quantify the effects on the waveguide mode frequencies. We believe, however, that since the data are fit very well with the depth-independent isotropic model, shifts of the waveguide frequencies due to nonidealities in this system must be within the experimental uncertainty. Instead of using ISTS to quantify these nonidealities, a different experimental technique3* might be used to more directly determine these properties.
As mentioned, polyimide properties are, in general, anisotropic. Nevertheless, we have used an isotropic model to accurately describe the complex acoustic frequencies. This might lead one to believe that the anisotropy of the PI2555 films is small and within experimental error. While we believe this is the case with the mechanical moduli, it is not the case with a quantity such as the thermal expansion coefficient.32-34 In fact, for PI2555, the in-plane thermal expansion coefficient (CTE) is roughly 20% smaller than the out-of-plane CTE.34 The primary effect of anisotropy of this quantity will be seen in the calculated strain and displacement magnitudes. It is because of this, and because many of the material properties are not well known, magnitudes were not given in Figs. 13-16 . If tabulated properties of PI255535 are used in the calculations, it is found that the displacements are in the nanometer to subnanometer range and average temperature changes are on the order of degrees, consistent with an order of magnitude calculation carried out previously.4 In any case, since the displacements and the strains were only used to guide the data interpretation, inaccuracies at this level do not affect calculated film mechanical properties. Only the calculated complex acoustic mode dispersion is needed to determine film elastic properties. These data are very accurately described by the isotropic model. Just as with the elastic moduli, there are trends in the measured viscous properties of the films as a function of thickness. However, since data from each sample covers a slightly different frequency range, and since it is naive to assume that the standard Kelvin model accurately describes the relaxation throughout the range of frequencies studied, we do not offer an explanation for this trend. In addition, although it is expected that the air surrounding the film should have negligible effects on the damping rates, we have not explicitly taken the air into account. For these reasons, rather than offering interpretation, we just present the results in graphical form in Fig. 24 , and note that damping rates and retardation times measured in different samples at similar frequencies are significantly different.
Finally, it is important to note that much more data was collected in this study than is necessary for cliaracterization of material properties. For an accurate evaluation of the viscoelastic properties, only five or so data points are necessary. These can be obtained by using different excitation angles, different sample thicknesses, by recording multimode data, or by some combination of these three methods. By decreasing the size of the data set for the 5.29 pm sample to five data points arising from the lowest mode only, we have shown with a reapplication of the F statistic that the longitudinal velocity can be determined to within 25%, the transverse velocity can be determined to within 5%, and the standard Kelvin model retardation time can be determined to within 15%. The inherent insensitivity of the lowest Lamb mode to the value of the longitudinal velocity is a result of the transverse character of this mode. It should be possible to increase the sensitivity by collecting data in qd regions, where the second lowest mode can be monitored. It may also be possible to selectively excite this mode with the use of weakly absorbing excitation pulses, as suggested in Sec. III C. In any case, for in situ monitoring of fabrication procedures, it may be important only to monitor changes in stiffness as curing or other processes take place. In this case, data at only a single angle is necessary and changes in the acoustic frequency as small as 0.05% are measurable.
VI. DELAMINATION DETECTION
We have thus far presented a detailed investigation of the viscoelastic properties of unsupported polyimide flms. In particular, acoustic waveguide mode velocities were fit to calculated generalized Lamb waveguide dispersion curves, and both elastic and loss moduli were determined. In a previous study,' pseudo-Rayleigh modes of a tightly bound PI2555 tihn-silicon substrate system were investigated. Again, waveguide mode phase velocities were fit to calculated pseudo-Rayleigh mode dispersion curves, and the elastic moduli of the tilms were determined. By comparing data from these two systems, we show that it is possible to detect film delaminations.
In Fig. 25 we give data and best fit dispersion curves for the tightly bound film-substrate system that we studied previously,' along with a similar plot using the results from unsupported films. The striking quantitative and qualitative differences are due solely to mechanical waveguide effects and are not the result of different film properties (see Table I ). Although all the modes show different dispersion, we focus on differences in the slowest two modes, since these dominate the ISTS data. The spatial characters of the lowest three modes at qd= 1.5 in the supported and unsupported cases are given in Fig. 26 . From Fig. 26(a) , we see that the velocity of the lowest mode in the unsupported case decreases to zero as the acoustic wave vectorfilm thickness product (qd) approaches zero. As can be seen from Fig. 26(a) , this mode (mode No. 0) involves primarily a transverse rippling of the film. As the effective thickness (qd) decreases, the resistance of the film to this sort of motion decreases, and the velocity of the mode therefore approaches zero for an infinitesimally thin tilm. On the other hand, from Fig. 25(b) we see that in the tightly bound supported case, the velocity of the lowest mode increases sharply and approaches the Rayleigh wave velocity of the substrate as qd approaches zero. In this case, as the effective tilm thickness decreases, the substrate becomes more involved in the motion associated with the mode [see Fig. 26(b) ]. Therefore at very small values of qd the mode acquires properties of the silicon substrate, and takes on the substrate Rayleigh wave velocity at qd=O. As a result, there is more than an order of magnitude difference between the velocities of the silicon supported and unsupported films in the qd-1 region. In fact, for the smallest qd value studied experimentally, these velocities differ by more than a factor of 60. This fact alone provides an unmistakable ISTS signature for delaminations.
The second lowest mode in the unsupported case shown in Fig. 25(a) rises and then levels off at a velocity slightly smaller than the longitudinal velocity of the film as qd decreases to values less than -1. From Fig. 26(a) we see that this mode (mode No. 1) is primarily longitudinal for small values of qd. However, because there is some transverse character due to the stress free boundary conditions at the surfaces of the 6lm, the mode velocity is always smaller than the bulk longitudinal velocity. In the supported case, the velocity of the second mode steadily increases with decreasing qd until, for the semi-infinite substrate case, this propagating mode is cut off at the transverse velocity of the substrate. The velocity of this mode increases because, as for the lowest mode, the substrate begins to dominate the motion as the effective thickness of the film decreases [see Fig. 26(b) ]. The mode cutoff occurs when mode energy is able to leak into the semi-in&rite substrate. This criterion is met when the mode velocity becomes equal to the transverse velocity of the substrate. For the case of a polyimide fllm on silicon, then, the velocities of the second lowest modes for small qd values differ by roughly a factor of 2.5.
In contrast to mode properties for small qd values, for large effective thicknesses the substrate is no longer important. In this regime, the velocities of both the supported and the unsupported modes take on the Rayleigh wave or transverse velocity of the fihn (see Fig. 25 ). The spatial characters of the lowest three modes at qd=8.0 in the supported and unsupported cases are given in Fig. 27 . The motion of all the modes rapidly varies along the direction normal to the surface of the film. Because of this, influence of the interface does not persist far into the film, and interfacial properties have little influence on the overall nature of the mode. The result is that at large acoustic wave vectors (large excitation angles in an ISTS experiment) the measured mode phase velocities reflect intrinsic properties of the film. On the other hand, we showed that at small wave vectors (small excitation angles 19) the mode velocities are sensitive functions of the substrate. This is very powerful because it permits independent determination of film properties and delaminations through a simple adjustment of the angle between the excitation beams.
VII. CONCLUSIONS
In this paper we have introduced a new experimental system that allows for one-laser-shot optical characterization of thin film thermal and viscoelastic properties in a noncontact nondestructive way. We used this system to J. Appl. Phys., Vol. 75, No. 3, 1 February 1994 carry out-an extensive experimental study of the Lamb acoustic waveguide modes that propagate in unsupported thin polymer films. Data with an acoustic frequency range of over three orders of magnitude including submegahertz acoustic responses from films of six different thicknesses were collected.
A comprehensive analysis of the excitation of the film was presented. Using integral transform techniques, analytical solutions for the acoustic potentials were given. The results of this analysis were investigated analytically and numerically, and qualitative features were explained in an intuitive manner. In addition, diffraction of the probe beam was discussed briefly, and evidence was presented for the surface ripple diffraction mechanism. The results of the elastic analysis were used to interpret the measured acoustic frequencies. Values of the transverse and longitudinal velocities and their uncertainties were derived. The values and trends of these data compare well with other independent data.
It was also shown how to introduce loss mechanisms of arbitrary form with a simple extension of the Laplace transform of the elastic solution. A Kelvin model was adopted, and the relaxation data were fit using this prescription. Quantitative agreement was obtained between observed and predicted damping rates for each of the samples. Error estimates were determined for the underlying relaxation strengths.
Finally, through a comparison of data taken from freestanding polyimide films with that taken from polyimide lihns tightly bound to silicon substrates, we have shown how the ISTS method can be used to detect delaminations.
Through an extension of this argument, it can be shown how similar data might be used to ascertain bonding quality in imperfectly adhered fihns. This possibility is the subject of current investigation.
Regardless of whether ISTS proves useful for adhesion measurements, this technique should tlnd many uses in materials development. For example, curing could be studied in situ in real time. In this case, absolute values of the complex moduli might not be necessary. By collecting ISTS data at one angle, changes in film properties could be quantified as the cure proceeds. Alternatively, since the data acquisition rates are extremely high and the spatial resolution is fine, prefabricated films could be spatially scanned for evaluation of film homogeneity.
