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Abstract
The nematode Caenorhabditis elegans (C. elegans)
serves as an important model organism in a wide variety of
biological studies. In this paper we introduce a pipeline for
automated analysis of C. elegans imagery for the purpose of
studying life-span, health-span and the underlying genetic
determinants of aging. Our system detects and segments
the worm, and predicts body coordinates at each pixel loca-
tion inside the worm. These coordinates provide dense cor-
respondence across individual animals to allow for mean-
ingful comparative analysis. We show that a model pre-
trained to perform body-coordinate regression extracts rich
features that can be used to predict the age of individual
worms with high accuracy. This lays the ground for future
research in quantifying the relation between organs’ phys-
iologic and biochemical state, and individual life/health-
span.
1. Introduction
C. elegans is one of the most important invertebrate
model organisms in biological research. Landmark stud-
ies with C. elegans span various disciplines and fields, in-
cluding large scale functional characterization of genes [4],
complete tracing of cell lineage in developmental [33], and
mapping whole-animal nervous system connectomes [6].
C. elegans also offer an ideal model for understanding vari-
ability across individuals that result in different health and
life span [29, 28]. Even C. elegans, with their famously
invariant pattern of embryonic development, experience
large differences in individual lifespans. Raised in identi-
cal lab environments, genetically identical C. elegans show
as much relative variability around their two-week lifespans
as humans do around theirs of eighty years [29]. We hope
to learn why this is, what more-robust individuals have that
their frailer siblings lack, and what that means for human
health and aging [29].
In this paper we describe a prototype pipeline for per-
forming high-throughput longitudinal analysis of individ-
ual worms. This automated “C. elegans analyzer”, which
we call Celeganser consists of three computer vision mod-
ules: worm segmentation which segments the worm from
the plate background,worm body coordinate regression that
regress pixels on the worm body to a pre-defined coordi-
nate system, and age regression that predicts the worm’s
age based on the segmented worm body. The problem of
predicting age is of biological interest in its own right as the
“physiological age” of an animal does not always match the
chronological age. We further hypothesize that if an auto-
mated system (e.g., a machine learning model) can regress
the body coordinate and age well, it must learn to extract
image features that relate to the internal structure of the
worm the worm, e.g., organ placement and status (e.g., dis-
order) that correlates with lifespan and healthspan.
In this paper, we describe the technical aspects of our
prototype system and conduct a thorough experimental
study to justify the design choices. To summarize our con-
tribution:
1. We propose Celeganser, an automated system assist-
ing analysis of C. elegans for studying lifespan and
healthspan and validate the components of the sys-
tem including segmentation, body-coordinate regres-
sion and age regression.
2. We demonstrate that models pre-trained for body-
coordinate regression extract features which are useful
in predicting age.
3. We carry out experiments to analyze the extent to
which the worm shape and size, internal appearance
and background environment are predictive of age.
This provides a foundation for future research in lifes-
pan and healthspan.
We start with related work in Section 2, and elaborate on
details of our analysis modules in Section 3. In Section 4 we
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describe a thorough experimental validation, and conclude
in Section 5.
2. Related Work
2.1. Automated analysis of C. elegans
C. elegans is a microscopic nematode that is used in a
wide variety of biological studies and provides one of the
best model systems to study lifespan development [16, 18,
12, 17] as their genetics and development is well charac-
terized and the small size of C. elegans makes it possible to
grow them in large numbers. Acquiring high-resolution sur-
vival data has lead to fruitful discoveries [8, 34, 25, 15, 3].
However, this also brings a challenge as manual observa-
tion can be tedious and time-consuming. To fully realize the
potential for high-throughput studies with strong statistical
power, attention has turned to building automated systems
that acquire and analyze the worms through automatic mi-
croscopic scanning [32, 28]. For example, the lifespan ma-
chine is an automated system for imaging large populations
of worms using inexpensive hardware (flatbed scanners) to
allow for quantitative investigations into the statistical struc-
ture of aging as a population [32]. In this paper, we focus
on analyzing individual worm at higher resolution (5-10x
magnification) in order to to precisely segment the worm
from the scanned image, regress body coordinate and esti-
mate its age. Our system is standalone and re-trainable, and
produces rich outputs that are useful for a range of down-
stream studies of individual differences in lifespan and the
rate of aging.
We note that a recently published paper [23] carried
out a related study, training Convolutional Neural Net-
works (CNN) for age estimation with worm images as in-
put. Our approach differs in that we image worms automat-
ically (rather than removing individuals and anesthetizing
for imaging) allowing us to train and evaluate on a dataset
which is 10x larger. We also report age predictions that are
somewhat more accurate and can naturally handle a wider
variety of poses.
2.2. Convolutional Neural Networks
Convolutional Neural Networks (CNN) have become
one of the most successful models in machine learning
and computer vision for various applications (see e.g.,
[11, 7, 31]), owing to their flexibility and state-of-the-art
performance on many vision tasks [22, 21, 13] especially
when leveraging large-scale data (like ImageNet [9]). CNN
architectures designed for whole image classification typi-
cal involve multiple layers of spatial pooling and produce
a single output. For the purpose a producing dense, per-
pixel predictions and maintaining high spatial resolution,
we adopt the U-shaped architecture of [30]. The U-shape
architecture include an encoder which is essentially a tra-
Figure 1: “Celeganser” includes three models: (a) worm
segmentation at coarse scale, (b) worm body coordinate
regression and (c) age estimation. Using a downsized in-
put image, model (a) predicts a binary segmentation of the
worm region. This is used to localize and crop the worm
region from the original full-resolution data. The cropped
image is then fed to the model (b) for boy coordinate re-
gression and fine segmentation. The segmented worm is the
input to the third model (c) for age estimation.
ditional CNN (e.g., ResNet [13]), and a decoder which has
skip connections to the encoder layers and upsampling lay-
ers.
In addition to outputting discrete per-pixel class labels
(which we use for worm segmentation), CNNs can be also
trained to output continuous values. Per-pixel regression
has been used for tasks such as predicting depth and surface
normals [10, 20]. Our approach to mapping worm body
coordinates was inspired by the work of Gu¨ler et. al. on
“DensePose” which estimated dense correspondences be-
tween image pixels and surface patches of a canonical 3D
human body model [2, 1].
3. Celeganser: C. elegans Analyzer
Our system consists of three independently trained mod-
els for worm segmentation, worm body coordinate regres-
sion and worm age estimation, respectively. Figure 1 shows
the flowcharts of the three modules, respectively. Note that
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we train them sequentially, and they also work in a sequen-
tial order in the system, as the output of the previous module
is the input to the current one. In this section, we elaborate
the three models in the same order.
3.1. Worm Coarse Segmentation and Localization
In our work, the microscope produces high-resolution
images (2160 × 2560) of individual worms captured once
every ∼3.5 hours over the two-week lifespan of the worm.
Feeding such a high-resolution image into the CNN module
directly for any final predictions is unnecessarily costly in
memory and computation. Therefore, we adopt a coarse-
to-fine strategy. To localize the worm we take as input a
downsized image (bilinear interpolated into 512× 512) and
perform coarse segmentation. The output is a binary mask
(after thresholding) of the same size 512 × 512. Based on
the binary output mask, we crop the raw image for the worm
at original scale, and obtain a 960× 960 sub-image captur-
ing the worm. For our data imaged at 5-10x magnification,
we found that a 960× 960 sub-image is sufficient to encap-
sulate any single worm. The cropped sub-image serves as
input to the second module for fine-grained prediction.
Predicting a segmentation for the worm can be treated
as a two-class semantic segmentation problem (worm fore-
ground vs. background). Using CNNs for semantic seg-
mentation is an active area of research, and many excellent
approaches are available in literature [24, 5, 30]. We adopt
the U-Net architecture [30], consisting an encoder based on
ResNet34 [13] as the backbone, and a decoder which has
skip connections to the encoder and upsampling layers for
the single mask output at the input resolution. Figure 1 (a)
depicts the flowchart of this model.
For training this model, we use a per-pixel binary cross
entropy loss. We also insert the loss at multiple scales (S =
5 scales in total) at each skip connection layer, weighted by
the resolution of feature activations. The loss for a single
image is the sum of binary cross entropy over all scales:
Lseg = −
S∑
s=1
1
|Is|
∑
i∈Is
(
yi log xi + (1− yi) log(1− xi)
)
where xi is the predicted probability for pixel i being worm
and Is is the set of pixel predictions at scale s. yi is the
ground-truth label, indicating whether the pixel i belongs to
worm foreground (yi = 1) or background (yi = 0).
3.2. Body Coordinate Regression
The second model, as shown by Figure 1 (b), takes as
input the previous cropped sub-image and outputs a fine
segmentation mask and worm body coordinate prediction.
As we mentioned earlier, our hypothesis with this model is
that, once it can regress the worm body well, it should also
capture meaningful information from internal structure of
Figure 2: For a given cropped image (a), we train for re-
gressing towards its worm UV-coordinate on the body pix-
els, as shown by (b) and (c) respectively. Based on the pre-
dicted coordinates, we can straighten the worm according
to a defined “canonical” shape, as shown in (d). This helps
us analyze worm age and thus the life/health-span in later
work. More straightened worms can be found in Figure 5
with both ground-truth and predicted UV-coordinate.
Figure 3: We consider three different representation of the
V-coordinate for a given image (a): (b) left-to-right, (c)
centerline-to-side and (d) side-to-centerline. We analyze
them in depth in the main text, leading to our final decision
to adopt (d) for more sensible representation.
the worm individual. In this subsection, we present how we
represent the worm body coordinate for learning to regress.
3.2.1 Worm Body Coordinate Representation
We would like to define a canonical coordinate system for
the worm body which we generically refer to as the UV-
coordinate system (in contrast to the XY-coordinate sys-
tem describing pixel coordinates in the image). A natural
choice is to consider one coordinate that specifies the loca-
tion along the anterior-posterior axis (from head to tail) and
a second to be the dorsal-ventral axis (from back to belly)
as worms typically “swim” on their sides as viewed through
the microscope. Given these axes, there remains flexibility
in exactly what coordinates to use and how they are scaled.
In this paper, we take U-coordinate as the the dis-
tance along the worm centerline (in pixels or percent-body-
length), from tail to head. For the V-coordinate we consid-
ered three different representations which are visualized in
Figure 3. While it is generally straightforward to translate
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between these representations, in practice we found that the
choice of representation effects learning and prediction ac-
curacy.
Left-to-Right Representation as shown in Figure 3 (a)
is the most straightforward approach. Similar to the U-
coordinate, we could take the V-coordinate to run left-to-
right orthogonal to the centerline and range from zero up
to the width. However, we find that such a left-to-right V-
coordinate is a difficult regression target since the value is
large on the right edge and then changes to 0 on the back-
ground. Such a sharp change can make learning struggle
on the right, causing problematic artifacts during inference.
Moreover, we note that in the lab environment, worms can
roll over which makes identifying the true left (ventral) and
right (dorsal) difficult, even for human annotators.
Centerline-to-side Representation is another we consider
where the centerline has a fixed maximum coordinate value
(e.g., the maximum observed width), and the V-coordinate
decreases in proportion to the distance from the centerline.
Figure 3 (b) shows a visualization this representation. It
remedies the sharp change on the worm body edge and
avoids dorsal/ventral ambiguity. However, such a represen-
tation tends to result in artifacts near the head and tail where
the width goes to zero.
Side-to-Centerline Representation. We found the best
V-coordinate representation is to utilize the distance from
the side as depicted in Figure 3 (c). “Sides-to-Centerline”
means that, instead of starting from centerline, the V-
coordinate indicates the distance to the (nearest) boundary
orthogonal to the centerline. This is similar to a distance
transform and has the appealing properties that the bound-
ary has a U-value of 0 and the maximum value, located
at the centerline indicates the width of the body at that V-
coordinate.
Straightening. As an alternative to visualizing the pre-
dicted UV-coordinates in the original image plane, we can
“straighten” the worm by using the predicted coordinates to
warp the worm image into a standardized coordinate sys-
tem. Figure 2 shows an example of such a visualization
where the bottom panel shows brightness values from the
original image displayed in a canonical pose. When per-
forming this mapping for the centerline-to-side represen-
tation, we disambiguate the V-coordinates for the left and
right sides based on the predicted head-tail orientation.
3.2.2 Worm Body Coordinate Regression
Similar to worm segmentation module, we also turn to a
U-Net architecture for dense regression at pixel level. The
main task is to regress every pixel into UV coordinates.
However, we note that the worm body is what we really
care about, but not the background. Therefore, we also train
this module to output a fine segmentation mask indicating
where the UV-coordinates are valid.
For learning the segmentation mask output, we use the
same binary cross entropy loss as Eq. 3.1 to train for seg-
mentation, as denoted by Lfineseg (fine segmentation as op-
posed to coarse segmentation in the first module). For UV-
coordinate regression, we simple adopt the L1 loss as below
(we omit notation sum-over-images for brevity):
LU =
S∑
s=1,i∈Is
msi · |usi − u¯si |, (1)
LV =
S∑
s=1,i∈Is
msi · |vsi − v¯si |, (2)
wheremsi is output (after sigmoid transformation of the log-
its) from the current segmentation outputMs at scale s.
We note that an alternative would be to mask the loss us-
ing the ground-truth segmentation. Interestingly, we found
that masking with the predicted mask yielded slightly bet-
ter models. We conjecture the reason is that the predicted
segmentation mask aligns better with the worm shape and
allows the model to ignore some “hard” pixels that are in-
cluded in the ground-truth segmentation mask.
In summary, the total loss to train the body coordinate
regression module is the following:
Lreg = LU + LV + L
fine
seg (3)
3.3. Worm Age Estimation
With similar motivation as in worm body coordinate re-
gression, we hypothesize that if a model is able to predict
worm age, it must learn to leverage internal structure of the
worm individual to some extent. Such learned knowledge
will in turn help us investigate worm health status.
Worm age estimation is essentially a regression prob-
lem, regressing the input image into a continuous value in-
dicating the predicted age (in hours). Therefore, we build
upon a simple feed-forward ResNet34 network [13], modi-
fying its last layer to output a single continuous value. The
same backbone enables us to study how pre-training helps
improve age estimation, either fine-tuning from ImageNet-
pretrained model, or the one trained for body coordinate re-
gression. Similar to body coordinate regression, we sim-
ply adopt the L1 loss summing over all the N images, the
ground-truth age in minutes aj and the predicted age a′j for
a specific image j:
Lage =
N∑
j=1
|aj − a′j |. (4)
We do not re-weight pixel-level loss w.r.t ground-truth ages.
We find that the simple L1 loss suffices, introducing lit-
tle biased prediction as demonstrated in experiments on the
ground-truth and prediction distribution over ages.
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Figure 4: Worm body coordinate regression model takes as
input the sub-image (b) which is cropped from the original
image (a), and outputs worm segmentation mask (d) and
UV coordinate predictions (f) and (h), respectively.
4. Experiment
We start by describing our dataset and our implementa-
tions, before diving into each model and validating perfor-
mance of each.
4.1. Implementation Details
Dataset. Individual worms were imaged at 5x or 7x reso-
lution at regular intervals (∼3.5hours) from larval stage to
death, yielding a final dataset of 10,075 16-bit high reso-
lution images, each of which contains a single worm. To
annotate UV coordinates we leveraged the zlab toolbox,1
which allows the user to draw the centerline as a spline
curve and indicate other keypoints corresponding to organs
1https://github.com/zplab/elegant
Table 1: Comparison of worm segmentation by the coarse
segmentation module and the body coordinate regression
module. We report Intersection-over-Union (IoU) and pixel
classification accuracy (Acc.). Larger numbers mean better
performance ↑.
Coarse Segm. Fine Segm.
IoU 0.8482 0.9033
Acc. 0.9945 0.9964
and ground-truth segmentation mask. Annotation and cura-
tion was performed by a group experienced biologists
Over our annotated worm dataset, we split it into training
(9,056 images) and validation (1,019 images). Our split was
performed w.r.t worm identities so that a given individual
worm never appears in both training and test.
Network Design. We use ResNet34 [13] as the en-
coder/backbone for all our three models. We observe that,
given the amount of training data available, deeper models
do not necessarily improve performance further. For per-
pixel prediction by worm segmentation and body coordinate
regression, we build a decoder with skip connection to the
encoder with same structure, consisting upsampling layers,
convolution layers, ReLU layers [26] and Batch Normaliza-
tion layers [14].
Training. We train each model individually for 100 epochs
using the Adam optimizer [19], with initial learning rate
0.0005 and coefficients 0.9 and 0.999 for computing run-
ning averages of gradient and its square. We decrease
learning rate by half every 20 epochs. For age estima-
tion model, we fine-tune a pre-trained checkpoint (e.g., the
body-coordinate regression model) with new decoder ini-
tialized randomly. We train our model using PyTorch [27]
on a single NVIDIA TITAN X GPU.
4.2. Worm Segmentation
We evaluate the accuracy of the segmentation masks pre-
dicted by both the coarse (low-res) segmentation model and
the fine (high-res) mask. Note that the segmentation masks
from the two models have different resolution, due to both
resizing and cropping. For fair comparison, we resize the
coarse segmentation mask (sigmoid transformed map) back
to the original image size (using bilinear interpolation), bi-
narize the rescaled map, and crop it to match the high-res
sub-image. Then we have two segmentation masks that
have the same size and same region. We report the perfor-
mance measure w.r.t two metrics, mean Intersection-over-
Union (IoU) over all the testing images, and mean accuracy
over all pixels of all testing images.
Table 1 lists the comparison, showing that the second
model performs much better than the first one in terms of
learning to segment worms. This is because of two rea-
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Figure 5: We visualize the body UV-coordinate regression output. With the ground-truth and predicted UV-coordinates,
we straighten the worm into “canonical shape”, respectively. Visually we can see the straightened worms match quite well
between using predicted and ground-truth UV’s.
Table 2: Average absolute error over for body coordinate
regression, with or without masking in the loss function.
We use the predicted segmentation mask to mask off back-
ground pixels. To compute Avg. Abs. Err., we average over
both U and V predictions within the worm region specified
by the ground-truth worm mask. Smaller error is better ↓.
w/o mask w/ mask
Avg. Abs. Err. 0.3361 0.2821
sons. First, high-resolution input image as the input to
the second model provides with finer-grained pixel infor-
mation, which is helpful for predicting masks; whereas up-
sampling the coarse segmentation output may introduce ar-
tifacts that harm segmentation performance. Second, the
first model works on smaller worms compared to the input
image (biased towards the background), while the second
model receives cropped image as input and thus works on a
much balanced binary classification/segmentation problem.
While the first model merely outputs a coarse segmentation
mask, we note it is sufficient for us to crop the worm region
based on the imperfect prediction, and move forward with
fine segmentation and worm body regression. Figure 4 (d)
shows the segmentation mask by the second model.
4.3. Worm Body Coordinate Regression
For worm body coordinate regression, we measure the
averaged L1 difference over all pixels between ground-truth
UV coordinates and the predictions. However, as discussed,
we have an option in training of whether to use the (pre-
dicted) segmentation mask to mask off background when
computing the regression loss. Therefore, we compare two
models that are trained without and with such a masking
mechanism. Table 2 lists the comparison.
We can clearly see from Table 2 that with the mask-
ing mechanism during training, the model outperforms the
counterpart (without masking) significantly. This demon-
strates the benefit of enforcing the model to focus on the
worm region, instead of all pixels of the input image. Fig-
ure 4 shows one example of predicted UV-coordinate and
the fine segmentation mask, compared with the ground-
truth; while Figure 5 shows more UV coordinate regression
results.
It is worth noting that, with the predicted UV-coordinate,
we can straighten the worms into a “canonical shape”, al-
lowing for better analysis w.r.t internal structures, e.g., or-
gans’ location and size. Figure 5 qualitatively compares
the straightened worms by ground-truth UV and the pre-
dicted UV coordinates, respectively. We can see straight-
ened worm are fairly comparable, enabling us to find spe-
cific organs to compare the size and location relative to the
worm body.
4.4. Worm Age Estimation
We hypothesize that a model which is good at body-
coordinate regression will likely extract features of internal
texture that are also useful for predicting age. We evalu-
ate this using a pre-training transfer experiment. First we
randomly initialize the weights to train from scratch. This
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Table 3: Age estimation performance measured by averaged absolute difference (over all validation images) with the ground-
truth age (in hours). We compare three models (rows), training from scratch, fine-tuning from ImageNet-pretrained check-
point and fine-tuning from our coordinate regression model. We also compare five different input format as listed in the five
columns. Refer to the main text for detailed analysis.
Raw Image Worm Only Background (BG) Silhouette Silhouette+BG
training-from-scratch 18.50 31.08 36.03 69.23 18.51
ImageNet-pretrain 17.63 17.94 33.35 65.89 18.06
coord.-reg.-pretrain 14.50 20.90 26.43 65.08 17.00
Figure 6: Feature masking study in which we train models
on different input modalities for worm age estimation. This
helps disentangle which features are informative for age-
estimation: the background environment, the worm size and
shape (silhouette), or the internal structure of the worm in-
dividual. For example, even without looking at the worm it
is possible to tell something about the age since the waste
visible in the background increases over time.
provides a “lower bound” on the performance. Second,
we follow a popular practice that we fine-tune from Ima-
geNet pretrained checkpoint [9] for age estimation. Pre-
training provides a better staring point than randomly ini-
tialized weights for targeted tasks. Third, we fine-tune our
worm body coordinate regression model, which has already
seen worm data and we expect such pre-training to perform
better for age estimation.
Feature Masking A key challenge in drawing conclusions
from powerful supervised machine learning models is that
they easily latch on to image features which may be inde-
pendent of the biology of interest but happen to be corre-
lated. For predicting age, this could include factors such
as the presence of tracks and waste in the growth media,
condensation, drift in focus or illumination over time, etc.
To control for these factors, we also evaluated how age-
estimation accuracy varies when we mask aspects of the
input image.
In addition to reporting the worm estimation perfor-
mance with the input as the cropped Raw Image, we con-
sider the other four input formats, as shown in Figure 6.
Worm Only means that we use the worm segmentation
output to mask off all the background pixels, then we in-
put this single worm to train for age estimation. This helps
us understand how good age estimation we could achieve
merely depending on features of the worm. Background
(BG) is a random region cropped from the raw image but
excluding any pixels belonging to the worm. We feed the
background region to train for age estimation, with the real
ground-truth age of the worm living in that environment.
Note that background accumulates worm’s waste, eggs and
and tracks during time. Therefore the visual properties of
the background are actually a good indicator of how long
the worm has lived in the environment without seeing the
animal itself. We consider an even more challenging setup,
using silhouette and silouette+GB to train for age
estimation. The former helps show how much the worm
shape and size correlate with its (estimated) age, while the
latter will demonstrate how we can achieve with the combi-
nation of background information and shape.
Figure 7 plots age estimation error on the validation set
with the models trained by fine-tuning the ImageNet pre-
trained checkpoint. We can see the models, even with
different input formats, converge smoothly at the similar
speed. Moreover, they do not overfit training data (or be-
come worse on validation data), probably owing to the use
of Batch Normalization in the models.
Table 3 lists detailed performance comparisons all the
three models and five different input modalities. We note
several interesting observations:
• Background indeed provides much information for age
estimation, as we expected. The model trained on
background only even outperforms the one trained on
silhouette. This indicates the worm shape alone
provides limited information for age estimation.
• Silhouette+BG shows much better performance than
Background or Silhouette. This demonstrates
the joint force by background and worm shape pro-
vides more informative cue for age estimation. How-
ever, we note that the predictive value of the back-
ground is entirely an artifact of the experimental condi-
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tion (starting with a clean environment) and thus likely
has very little to do with the biology of aging itself2
• Using model pre-training outperforms substantially
the model trained from scratch. Fine-tuning our co-
ordinate regression model is even better than using
the ImageNet-pretrained model with raw images as
input, supporting our hypothesis that pretraining for
body-coordinate regression results in useful features
that capture the shape and content of the worm.
• Masking out the internal content of the worm (Sil-
houette+BG) decreases performance relative to the
Raw Image, but the difference is small except for the
coordinate-regression pretrained model which shows a
much bigger benefit of adding the worm content (17.0
to 14.5)
• While using raw image consistently gets the best
predictive performance for each model, we note
that Worm Only varies a lot for different mod-
els: ImageNet-pretrain works the best, outperform-
ing coord.-re.-pretrain, whereas training-from-scratch
does not show competitive results (which is under-
standable). We believe the reason is that, while coor-
dinate regression model, as the pretrained checkpoint,
has seen the worm images, it actually does not see
Worm Only images which have very different distri-
bution. However, the ImageNet-pretrained checkpoint
offers a more generic feature extractor which makes
itself more amendable for the Worm Only images
through fine-tuning.
Age Distribution matching We plot the distribution of
ground-truth and age predictions in Figure 8, (a) scatter plot
to visualize the correlation between prediction and ground-
truth, and (b) overlaid histograms to understand how the
predictions match the ground-truth overall. We can see age
prediction aligns quite well with the ground-truth. From
the scatter plot we can see the smallest errors are for juve-
nile worms (<100 hours) and middle aged (180-300 hours)
with some decrease in accuracy near the end of life (>300
hours).
5. Conclusion and Future Work
We introduce “Celeganser”, a prototyped automated sys-
tem that assists analysis on single C. elegans worm in terms
of studying lifespan and healthspan. Through extensive ex-
periments, we validate the modules in Celeganser, includ-
ing semantic segmentation, body coordinate regression and
2Of course the availability of food and other environmental features
and stressors certainly do affect aging but in the context of the present
experiment they are not controlled for independent of age and hence should
be ignored.
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Figure 7: We plot the age estimation error in the validation
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age estimation. The system already achieves high-levels
of accuracy and deploying this system will allow for high-
throughput analysis and provide interpretable and useful
morphological features for studying life/health-span. We
hope our study also sheds light on how to represent UV-
coordinate and the importance of feature masking experi-
ments in deriving biological insights from machine learning
models.
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