In this paper, we study the optimal time for a time optimal control problem (P), governed by an internally controlled semi-linear heat equation. By projecting the original problem via the finite element method, we obtain another time optimal control problem (P h ) governed by a semi-linear system of ordinary differential equations. Here, h is the mesh sizes of the finite element spaces. The purpose of this study is to approach the optimal time for the problem (P) through the optimal time for the problem (P h ). We obtain error estimates between the optimal times in terms of h. MSC: 35K05; 49J20
Introduction
One of the most important optimal control problems is how to drive the corresponding trajectory of the equation from an initial state to a given target set in the shortest time, through applying constrained controllers. With regard to this kind of problems, the optimal time, is a very significant value. In this paper, we study numerical approximation for a time optimal control problems governed by semi-linear heat equations. We first project the problem into another time optimal control problem of ordinary differential equations, via the finite element method. Then, we establish error estimates between the optimal times for the original problem and its projected problem.
Let us first state the time optimal control problem (P) studied in this paper. We begin with introducing the controlled equation. Let be a convex and bounded domain, with smooth boundary ∂ , in R d (d = , , ). Let ω be an open and nonempty subset of . In this paper, we consider the following semi-linear controlled heat equation:
where the initial value y  belongs to
It is easy to see that under the present assumptions this semi-linear heat equations has a unique solution (see [, ] ). Throughout this paper, we will treat the solutions of (.) as functions of the time variable t, from R + ≡ [, +∞) to the space L  ( ), and denote y(·; y  , u) the unique solution of (.) corresponding to the control u and the initial value y  . We denote · and ·, · to the usual norm and the inner product of L  ( ) respectively.
Besides, variables x and t for functions of (x, t) and variable x for functions of x will be omitted, provided that it is not going to cause any confusion. The constraint control set is taken as
while the target set is the closed ball B(, ) ≡ {w ∈ L  ( ); w ≤ }. The time optimal control problem reads as follows:
In this problem, the number T * (y  ) = min u∈U ad {T; y(T; y  , u) ∈ B(, )} is called the optimal time, while a control u * , in the set U ad , and holding the property that y(
we define T * (y  ) to be the optimal time for the problem (P). Thus,
We next build the approximate problem for (P). We first build a finite element space V h  , which will be further discussed in the next section. Let P h be the L  -projection from
and we project the target set B(, ) into
Now, we study the following semi-discrete system:
Here, the control u(·) is taken from the constraint control set U ad . We denote y h (·; P h y  , u) the solution of (.) corresponding to the control u and the initial value P h y  . Consequently, we project the problem (P) into the following time optimal control problem of ordinary differential equations:
to be the optimal time for the problem (P h ) where the initial value P h y  is replaced by y h  . Thus, T * h (·) is a function from V h  to R + , and T * h (P h y  ) is the optimal time for (P h ).
In this study, we derive the error estimates between T * (y  ) and T * h (P h y  ), in terms of h. The main results of the paper are presented as follows. http://www.advancesindifferenceequations.com/content/2014/1/94
Then there exists a positive number h  such that
Here and throughout the rest of the paper, λ  stand for the first eigenvalue of the operator -, with the Dirichlet boundary condition, and C stands for a positive constant independent of h. This constant varies in different contexts.
Since (P) is an optimal control problem governed by an infinite dimensional system, while (P h ) is an optimal control problem governed by a finite dimensional system, the study of T * (y  ) should be much more difficult than that of T * h (P h y  ). The main purpose of this paper is to study the approximation of T * (y  ) through T * h (P h y  ). This kind of problem has only been addressed in quite limited papers. To the best of our knowledge, the first study on this subject is the paper [] . In this [], the author was concerned with time optimal control problems for a class of boundary scalar controlled linear parabolic equations, obtained error estimates for optimal times, presented a full discretization of the original problem followed by numerical tests. In our paper, the problem which we study is governed by the internally controlled semi-linear heat equation. The other important literature on this subject which we would like to mention is [, ].
The rest of the paper is structured as follows. In Section , we first construct finite element spaces V For each τ ∈ T h , we denote S(τ ) to the space of all polynomials of -order and defined on τ . Corresponding to the state space L  ( ), we build a finite element space as follows:
It is a subspace of H
Now, we will present some lemmas, which will be used later. 
Proof The proof for the existence of the global solution for (.) can be viewed in [] . Now, we are going to prove inequality (.). According to (.) and (.), we get
From this, we can complete the proof of the lemma.
Remark . With the same argument, we can also derive that the solution y h (·; y h  , ) of (.) also satisfies the following inequality:
Then, for each T > , there exists a constant C T , which is independent of h but depends on T , such that
We can deduce this lemma by classical finite element analysis; see [] and [] .
Lemma . Suppose that L < λ  , and let g be the function from
Then, we have
and
Proof Clearly, it suffices to show that the desired inequality in this lemma stands in the case that y  / ∈ B(, ). According to Lemma ., we observe that the solution y(·; y  , ) of http://www.advancesindifferenceequations.com/content/2014/1/94 (.) with u = , has the estimate
Combined with L < λ  , we see that
Namely, y(·; y  , ) have entered into the ball B(, ) at time t =  λ  -L ln y  . This fact, together with the optimality of T * (y  ) to the problem (P), yields the inequality:
Thus, we obtain the estimate (.). With the same argument, we can also obtain inequality (.). This completes the proof of the lemma.
The proof of Theorem 1.1
Let h  be the positive number given in (.). It suffices to show that the following two inequalities hold for any h with  < h < h  :
We first prove the inequality (.). It is well knows that there exist optimal controls for problem (P) and (P h ), respectively (see [, ] and [] ). Let u * be the optimal control to the problem (P). Then, by (.) we obtain y T * (y  ); y  , u * -y h T * (y  ); P h y  , u * ≤ Ch.
From the optimality of T * (y  ) and u * to the problem (P), it follows that y T * (y  ); y  , u * = .
Along with the above-mentioned inequality, this indicates that In the first case, by the optimality of T * h (P h y  ) to the problem (P h ), we deduce that T * h (P h y  ) ≤ T * (y  ). Therefore, the inequality (.) holds for this case.
In the second case, we let T * h (z h ) and w * h be the optimal time and an optimal control to the problem (P h ), where the initial state P h y  is replaced by the state z h . (The existence of 
