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Resumo 
dos problemas que ficaram em aberto em [15], foi o de determinar repre-
sentantes canônicos para as classes de equivalência das estruturas quase-complexas 
invariantes (1,2)-admissíveis, sob a ação do grupo de Weyl. Seja lF uma variedade de 
fiags maximal associada a uma álgebra de Lie semi-simples complexa de dimensão 
finita. Uma estrutura quase-complexa invariante sobre lF é dita (1,2)-admissível, se 
existir uma métrica invariante tal que a estrutura, juntamente com a métrica, forma 
um par invariante (1,2)-simplético. O artigo acima mostra que todo par invariante 
(1,2)-simplético pode ser colocado na forma de ideal abeliano. Portanto, cada classe 
de equivalência das estruturas (1,2)-admissíveis, admite um representante que está 
na forma de ideal abeliano. Além disso, o subgrupo de Weyl que preserva a forma 
de ideal abeliano dentro de cada classe, coincide com o subgrupo que deixa invari-
ante o diagrama de Dynkin estendido. Deste modo, para encontrar representantes 
canônicos, é necessário entender melhor a ação do subgrupo no conjunto dos ideais 
abelianos. A descrição inicial dessa ação, a que foi dada em [15], é muito complicada, 
o que tem dificultado o entendimento completo das órbitas. Por isso, é conveniente 
procurar uma outra descrição dessa ação, isto é, outra maneira de representar o 
conjunto dos ideais abelianos e a ação do subgrupo nesse conjunto. O objetivo desse 
trabalho é apresentar uma descrição alternativa dessa ação e, em seguida, exibir 
representantes canônicos para as classes de equivalência, segundo essa nova 
descrição, bem como o número de classes. 
lll 
Abstract 
One of problems left open in [15] was the determination of canonícal repre-
sentatives for the equivalence classes of invariant 2)-admissible almost complex 
structures, under the action of the Weyl group. Let F be a maximal flag man-
ifold, associated wíth a finite--dimensional complex semi-simp!e Líe algebra. An 
invariant almost complex structure over F is called (1, 2)-admissíble if there ex-
ists an invariant metric so that the structure, together wíth the metric, forms an 
ínvaríant (1, 2)-symplectíc paír. The above mentioned paper shows that every in-
variant (1, 2)-symplectic pair can be transformed, under the action of the Weyl 
group, to another pair in abelian ideal form. This way, every equivalence class of 
(1, 2)-admissible structures admits a representative in abelian ideal form. More-
over, the subgroup of the \Ney! group which preserve the abelian ideal form in each 
class, coincides with the subgroup which leave invariant the extended Dynkin di-
agram. Thus, in order to find canonical representatives it is necessary to better 
understand the action of this subgroup on the set of abelian ideals. The original 
description given for this action in the [15], is quite complicated and does not permit 
an easy analysis of the orbits. It is, therefore, tempting to find other descriptions 
of this action, namely, other ways of representing the set of abelian ideals and the 
action of the subgroup on this set. The objective of this work is to provide alter-
native descriptions of this action and subsequently, find canonical representa tive for 
the equivalence classes, according to the new descriptions, as well as calculating the 
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campo tensorial J que é, em cada ponto x E um endomorfismo do espaço 
tangente Txl'vf, tal que J 2 = -1, onde 1 denota a aplicação identidade de TxM. 
Uma variedade com uma estrutura quase-complexa fixada é chamada de variedade 
quase complexa. É importante observar que toda variedade quase complexa tem 
dimensão par e é orientável. Dizemos que uma variedade quase complexa (M, J) 
é quase Hermitiana (ou que J é quase Hermitiana), se M admitir uma métrica 
Riemanniana g, satisfazendo g(JX, JY) = g(X, Y), para quaisquer X, Y E Tl'vf. 
Dada uma variedade quase Hermitiana (M, J, g), seja !l(X, Y) := g(X, JY), 
X, Y E Tl\11, a forma de Kiihler correspondente. Dizemos que (M, J, g, !1) é (1, 2)-
simplética se 
d!l(X, Y, Z) = O, 
quando um dos vetores X, Y, Z é do tipo (1, O) e os demais são do tipo (0, 1 ). 
Sejam agora g uma álgebra de Lie semi-simples complexa e lF = G / P a variedade 
de flags maximal associada, onde G é um grupo de Lie complexo com álgebra de 
Lie .9 e P C G é um subgrupo parabólico minimal. Seja I) c .9 uma subálgebra 
de Cartan e denote por II o conjunto de raízes para o par (g, I)). Toda estrutura 
quase-complexa invariante J sobre lF, (que denotaremos por iacs ) , é descrita por um 
conjunto de sinais { Ea = + 1 I a E II}, com La -Ea· Analogamente, uma métrica 
invariante A sobre lF é dada por um conjunto de números positivos { Àa > O I a E II}, 
com,\_"= Àa· Se considerarmos uma iacs J e uma métrica Riemanniana invariante 
A sobre lF, teremos que (lF, J, A) é uma variedade quase Hermitiana. (Observe (1310. 
Dizemos que uma iacs sobre lF é (1, 2)-admissível, se existir uma métrica in-
variante A tal que o par (J, é (L 2)-simplético. Neste trabalho, estudaremos as 
1 
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classes de equivalência das estruturas quase complexas 2)-admissíveis, sob a ação 
do grupo \Veyl O artigo [15] mostra que se (J1 = kJ,A = {Àa}) é um par 
invariante , 2)-símplético, então J 1 pode ser colocada na forma de ideal abeliano, 
isto é, existe um sistema simples de raízes 2::, com correspondente sistema de raízes 
positivas , tais que o conjunto 
I Ea = -1} 
satisfaz as duas seguintes propriedades: 
., Se a E g; e (3 E são tais que a+ (3 é raíz, então a+ f3 E ÇP. 
" Se a, (3 estão em então a + .!3 não é raiz. 
Isto significa que existe um elemento w E W, tal que J 1 = wJ2, onde J2 é uma iacs 
que está na forma de ideal abeliano e, neste caso, dizemos que J 1 é equivalente a J2 , 
pela ação do grupo de Weyl W. Portanto, cada classe de equivalência das estruturas 
(1, 2)-admissíveis, admite um representante que está na forma de ideal abeliano. 
Além disso, os elementos do grupo de Weyl que preservam a forma de ideal abeliano 
dentro de cada classe, são dados pela seguinte Proposição, cuja prova se encontra 
em ([12], página 51): 
Proposição 0.1 Fixado um sistema simples de raízes 2::, seja 2:: = EU { -J.L} o 
diagrama estendido, onde Jl é a raiz máxima relativa a E. Se os pares invariantes 
( J 1, A1) e ( J2 , A2) são equivalentes e estão na forma de ideal abeliano com relação a 
L:, então existe w E W, tal que wi: =E e (J2, .1\2) = w(J1 , A1). Por outro lado, se 
(Jlo AI) é (1,2)- simplético, está na forma de ideal abeliano com relação a 2:: e w E W 
é tal que wi: =E, então (J2 , A2) := w(J~, A1) está na forma de ideal abeliano com 
relação ao mesmo 2::. 
Portanto, duas iacs estão na forma de ideal abeliano em relação ao mesmo E 
se, e somente se, elas são equivalentes pela ação do subgrupo de Weyl que deixa 
invariante o diagrama de Dynkin estendido. Vamos usar a mesma notação W" de 
[15], para indicar este subgrupo, isto é, 
Wz = {w E W I wi: =E}. 
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Deste modo, para encontrar representantes canônicos, é necessário entender 
melhor a ação do grupo no conjunto dos ideais abelianos. A descrição inicial 
dessa ação, (a que foi dada em [15]), é muito complicada, o que tem dificultado a 
descrição explícita das órbitas. Por isso, é conveniente procurar outras maneiras de 
representar o conjunto dos ideais abelianos e a ação do grupo Wt nesse conjunto. 
uma interpretação geométrica para as iacs (1, 2)-admissíveis, con-
sidere o conjunto das alcovas de [). Para cada alcova A, defina a estrutura quase-
complexa afim J(A) = { Ea(A) I ex E ll}, da seguinte maneira: 
onde {ka(A) I ex E ll} são as coordenadas da alcova A interpretação geométrica 
desejada é, então descrita da seguinte forma: Em [15] é provado que toda estru-
tura quase-complexa invariante afim é (1, 2)-admissível e reciprocamente, toda iacs 
(1, 2)-admissível é afim. 
A tese está escrita da seguinte maneira: 
No capítulo 2 provamos o Teorema 2.5, que diz que uma estrutura afim J(A) 
está na forma de ideal abeliano se, e somente se, a alcova A está contida no conjunto 
2A0 = {2x I x E Ao}, onde Ao é a alcova básica. Este resultado nos permite con-
cluir que para determinar representantes canônicos para as classes de equivalência, 
precisamos descrever explicitamente a ação do grupo Wt no conjunto das alcovas de 
2A0 . Além do teorema, provamos outros resultados que servirão de referência para 
os capítulos posteriores. 
No capítulo 3, damos uma representação alternativa das alcovas de 2Ao (por 
simplexos contidos em JR.1+l) e uma descrição da ação de Wt no conjunto dessas 
alcovas, para o caso Az. Aqui, exibimos representantes canônicos para as classes de 
equivalência, segundo essa descrição, bem como o número de classes, apenas para 
certos valores de n = l + L Definimos a característica k de uma alcova contida no 
conjunto 2A0 e mostramos que, para os casos An-J, com 1 ::; k ::; n!2 e k = n~l, 
é possível exibir um representante canônico para cada classe com característica k 
e contar o número dessas classes. Na verdade, o resultado mais importante deste 
capítulo é justamente o Teorema 2.5 que nos dá uma fórmula explícita para se 
calcular o número de classes de equivalência que têm uma dada característica k, 
com 1 < k < n+2 e k = n+l. os outros valores de k e n: < k < 2 n > 3. 
- - 3 2 - 2J - ' 
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não conseguimos separar as classes de equivalência. Por outro lado, contamos o 
número de classes para os casos , com n sendo um número primo e An-J, com 
n sendo uma potência de dois. Só que, nestes dois últimos casos, não separamos as 
classes por característica k, quando k satisfaz: n!2 < k ::; ~' n 2: 3. 
capítulos 5 e 6, apresentamos uma descrição do grupo Wf: no conjunto 
dos ideais abelianos, para os casos B,, C1 e D1, respectivamente. Também conta-
mos o número de classes de equivalência, segundo essa descrição, em cada caso e 
explicitamos uma coleção de ideais abelianos que constituem um conjunto completo 
de representantes canônicos para as classes. 
capítulo 7, apresentamos uma descrição da ação do grupo Wf: no conjunto 
dos ideais abelianos para o caso E6 e explicitamos todas as classes de equivalência. 
Descobrimos que existem exatamente 4 pontos fixos pela ação e que temos uma 
quantidade de 24 classes, sendo 4 classes com apenas um elemento e 20 classes com 
3 elementos. O que fizemos aqui foi associar a cada uma das 26 = 64 alcovas de 2A0 , 
uma sequência do tipo (a1, ... , a,), com 1 :S a 1 < a2 < ... <a, ::; 6, 1 ::; t::; 6 e 
determinar a órbita do elemento Wa1 + · · · + Wa, onde { wr, ... , w,} é a base dual do 
sistema simples de raízes 2: = { a 1, ... , az}, para obter a separação das classes por 
sequências. Porém, não está claro como relacionar as estruturas quase-complexas 
descritas por essa ação, com as estruturas afins que estão na forma de ideal abeliano. 
No capítulo 8, estudamos as estruturas quase-complexas invariantes harmônicas, 
seguindo o artigo [21]. O objetivo inicial era o de interpretar geometricamente as 
estruturas (1, 2)-admissíveis sobre uma variedade de fiags maximaL Porém, verifi-
camos que toda estrutura quase-complexa invariante, definida sobre uma variedade 
de fiags maximal é harmônica, no sentido descrito em [21]. 
Capítulo 
Preliminares 
O objetivo deste capítulo é introduzir conceitos e notações que serão utilizados 
no decorrer do trabalho. 
' 1.1 Algebras de Lie semi-simples e sistemas de 
' ra1zes 
Sejam g uma álgebra de Líe semi-simples complexa de dimensão finita, ~ uma 
subálgebra de Cartan, ll o conjunto de raízes para o par (g, [J), de forma que 
onde !la= {X E fi: [H, X] = a(H)X, 'iH E f)} denota o correspondente espaço de 
raízes uni-dimensionaL Sejam ainda E = {a~, ... , a.z} um sistema simples de raízes 
com correspondente sistema de raízes positivas rr+ C ll. Denote por IJ* o espaço 
dual de Í) e por f) ]R = Etl;=11Rta.i o subespaço real gerado pelas raízes. Seja C·) a 
forma de Cartan-Killing. 
Fixaremos uma base de Weyl de g que é um conjunto de vetores 
{X a E !la I a E ll} que satisfaz (Xm X_a) = 1, e [X a, X!l] = ma.iJXo+Jl, com 
ma.;J E R, m-a.-{3 = -ma.iJ e ma.iJ = o se a + .B não é uma raiz. 
Seja b = f) 8 L !la a subálgebra de Borel (subálgebra parabólica mínima!) 
a: E TI+ 
gerada por . Denote por lF = G / P a variedade de flags maximal associada, onde 
G é o de complexo e conexo com álgebra de Lie g e P é o subgrupo 
5 
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parabólico mínima! com álgebra de Lie b. Seja u a forma real compacta de g e seja 
C a correspondente forma real compacta de G. Pela ação transitiva de U sobre 
podemos escrever IF U /T, onde T = U n Pé um toro maximal de U. 
Denote por bo a origem de IF, vista como um espaço homogêneo de G ou de 
U. O espaço tangente a lF em b0 se identifica com o subespaço q C u gerado pelos 
vetores - - X_a e Sa = i(X" + X_0 ), a E . Analogamente, o espaço 
tangente complexificado de lF é identificado a q0 C g, gerado pelos espaços de raízes. 
1.2 Estruturas quase complexas invariantes 
estrutura quase complexa U-invariante sobre lF é uma lei que associa a 
cada ponto x E lF uma aplicação linear lx: T~(lF) --+ Tx(IF) que satisfaz J'; = -1 e 
d(Eu) o lx = lx o d(Eu), para todo u E U, onde denota a translação à esquerda 
por u E U e 1 denota a aplicação identidade do espaço tangente Tx (JF). 
Uma estrutura quase complexa U-invariante sobre IF é completamente determi-
nada pelo seu valor J : q ---> q no espaço tangente na origem. A aplicação J satisfaz 
J2 -1 e comuta com a ação adjunta de T sobre q, isto é, [JX, JY] =-[X, Y], 
para todo X, Y E q. Vamos denotar também por J sua complexificação sobre qre. 
A invariância de J garante que J(g,) = g", 'lo: E ll. Os autovalores de J são ±i 
e os autovetores em qre são Xa, Q E n. Consequentemente, J(Xa) = iEaXa, com 
Ea = ±1 satisfazendo La -E". 
Usaremos a abreviação iacs para indicar uma estrutura quase complexa U-
invariante sobre lF. Observe que uma iacs J sobre IF é completamente descrita por 
um conjunto de sinais { Ea I o: E ll} com La = -E0 . 
1.3 Métricas invariantes 
Uma métrica Riemanniana U-invariante sobre lF é completamente determi-
nada pelos seus valores na origem, isto é, por um produto interno (-, ·) em g que 
é invariante pela ação adjunta de T. Qualquer tal produto interno tem a forma 
(X, Y)A = -(AX, Y), com A : q --+ q positiva definida em relação à forma de 
Cartan-Killing. O produto interno(-, ·h admite uma extensão natural a uma forma 
bilinear simétrica sobre a complexificação de q. Usaremos a mesma notação 
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para ambas as métricas. T-invariância de (·, }~ é equivalente aos elementos da 
base canônica S,, o E I1, serem autovetores de A, para o mesmo autovalor. 
modo, no espaço tangente complexificado, temos que para cada o E , existe 
um número real positivo tal que A(X,) = ÀaXa e = À,. 
Qualquer métrica invariante é quase Hermitiana com respeito a qualquer iacs 
J sobre lF, isto é, JY1 , =(X ) }_\ J para todos X, Y E q:;. Seja O a forma de 
Kahler correspondente, definida por 
O(X, Y) := -(AX, JY). 
L"""·"~:ctu Ll J) uma variedade quase-complexa com estrutura quase-
complexa J. Dizemos que Af é uma variedade quase Hermitiana (ou que J é uma 
estrutura quase Hermitiana), se admitir uma métrica Riemanniana g que satisfaz a 
seguinte propriedade: 
g(JX, JY) = g(X, Y), 
para quaisquer X, Y E T M. 
Uma variedade quase Hermitiana é dita (1, 2)-simplética se 
dO( X, Y, Z) = O, 
quando um dos vetores X, Y, Z é do tipo (1, O) e os outros dois são do tipo (0, 1 ). 
Quando díl = O e J é integrável, dizemos que J é uma estrutura Kahler. Em [15] é 
provado que toda estrutura quase Hermitiana invariante sobre lF é quase Kahler se, 
e somente se, é Kahler. 
Dizemos que a métrica invariante A é (1, 2)-simplética com respeito a uma 
iacs J sobre IF, se o par invariante (J, A) é (1, 2)-simplétíco. Também J é dito 
(1, 2)-admissível se existir uma métrica l\., tal que o par invariante (J, A) é (1, 2)-
simplético. 
' 1.4 Algebra afim 
Esta seção está escrita com base no lhTo [9]. Seja L= IC[z, z-1] o espaço dos 
polinômios de Laurent em z_ Dado um polinômio P(z) = '2=: CkZk em L, temos 
kEZ 
que todos, exceto um número finito de ck's são nulos. O resíduo de um polinômio 
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de P(z) é o funcional linear Res : L ---+ C definido por Res(P) = C-I, 
isto é, Res(P) é a componente de 
propriedades: 
1. Res(z-1 ) = 1 
2 Res(~~) =O 
na expansão de que satisf<tz as seguintes 
Dada uma álgebra de Líe semi-simples complexa g, a álgebra afim correspon-
dente é uma álgebra de Lie de dimensão infinita 9a formada pelo produto tensorial 
L 0 g 8 Cc 8 Cd, onde c é um elemento do centro 3(9) (isto é, [c,·] = O) e d é uma 
derivação que age sobre L 0 g como z jz e c. 
Um elemento de 9a é dado por P(z)A + xc+ yd com A E g, P(z) um polinômio 
de Laurent ex, y E C 
Os colchetes na álgebra são definidos pelas seguintes expressões: 
" [P(z)A, Q(z)B] = P(z)Q(z)[A, B] + 1/J(P(z)A, Q(z)B), onde 1/J é o cociclo 
definido por: 
1/!(P(z)A,Q(z)B) = Res (~~ Q(z)) (A,B), 
onde (-, ·) é a forma de Cartan-Killing de g. 
e [d, P(z)A] = z~~ (z)A. 
O correspondente à forma de Cartan-Killing é definido pelas igualdades: 
(P(z)A, Q(z)B) = Res( z-1 P(z)Q(z) )(A, B) (c, d) = 1 
e os demais pares iguais a zero. 
Uma subálgebra de Cartan de fla é D!!!. 8 ger{ c, d}, onde ger{ c, d} é o espaço 
vetorial real gerado pelo conjunto {c, d}. Ela tem raízes que são dadas da seguinte 
forma: 
Seja o : fia ---+ IC o funcional que satisfaz 
(o, o) = (o, fJiR) = (d, d) = (d, !J!R) o e (o, d) - 1. 
O sistema de raízes afins associado a TI é 
= TI+ Zo = {o+ jo I a E j E Z}. 
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Se r: é um sistema simples em então um sistema simples de raízes na álgebra afim 
é 
Í:a = Í: U - jJ }, 
onde J.1 é a máxima em g associada a E. O conjunto de 
dadas por este sistema é 
n; = {a+jàEIIalj:::O:Oea>O, ouj>Oea:::O:O}. 
1.5 Alcovas 
Para cada a e cada mt.eJro j, defina o hiperplano afim 
I (a, X)= j}. 
Note que Ha,j = H-a,-j· Defina a correspondente reflexão afim como segue: 
2a 
s,,j(X) :=X--(-, ((a, X)- j ). 
a, a) 
Denote por 1-i a coleção de todos os hiperplanos Ha,j, a E II, j E Z. O grupo 
de Weyl afim Wa é definido como sendo o grupo gerado por todas as reflexões afins 
sa,j, onde a E II e j E Z. 
O complementar A do conjunto dos hiperplanos Ha,j é a união de suas compo-
nentes conexas, cada uma delas é um simplexo aberto chamado alcova. De acordo 
com ([8], cap. 4), o grupo de Weyl afim Wa deixa invariante a união dos hiperplanos 
Ha,j, consequentemente Wa permuta as alcovas. A ação de Wa sobre o conjunto das 
alcovas é livre e transitiva de forma que Wa está em bijeção com A. 
Dados uma alcova A e uma raiz a, existe um inteiro k, = ka(A) tal que 
ka < (a,x) < ka + 1, para todo x E A. 
É claro que k, = [a(x)] para qualquer x E A, onde [a(x)] denota a parte inteira 
do número real a(x), isto é, é o maior inteiro que é menor do que a(x). De acordo 
com [17], os inteiros ka(A) são chamados as coordenadas da alcova A. Uma alcova 
é completamente determinada pelas suas coordenadas. Entretanto, não é verdade 
que um conjunto arbitrário de inteiros k", a E II, forma as coordenadas de aiguma 
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alcova. Condições necessárias e suficientes para kc, a E 
de uma alcova estão determinadas em [17]. 
lO 
serem as coordenadas 
De acordo com [4], notamos a seguinte condição necessária que é facilmente 
obtida da definição de alcova. 
Lema Uma condição necessária para os inteiros k" E Z, a E serem as 
coordenadas de uma alcova é que ka+.B seja k" + k13 ou ka + k13 + 1, sempre que a, /3 
e a + {3 são raízes. 
Definição Dada uma alcova .4 com coordenadas {ka I a E TI}, a íacs J(.4) = 
{ E0 (A)} é definida por E,(.4) = l)k". Dizemos que J é uma afim se tem a 
forma J = J(.4) para alguma alcova 
Note que J(.4) é de fato uma iacs, pois L" -k0 - 1 e, portanto, 
c.,(.4) = ( -l)La(A) = ( -1)-ko-1 = ( -1)-1. ( -1)-k• = -( -1)-ko = 
= -[ 1)-1 Jko = -(-1)ka = -E.,(.4). 
A definição de iacs afim tem a seguinte interpretação geométrica útil: Dada 
uma escolha de raízes positivas n+ c n, temos a aícova básica 
Ao:= {x E ~JR I O< (a,x) < 1}, 
tendo coordenadas ka O, para toda raiz positiva a. Se .4 é outra alcova, e a E n+, 
denote por q.,(.4) o número de hiperplanos da forma Ha,j que separam .4 de .40. Uma 
vez que a> O, temos qa(A) lka(A)I. Consequentemente, (-l)k.(A) = (-l)q.(A), 
de forma que a paridade do número de hiperplanos que separam as alcovas determina 
J(.4). 
Capítulo 
Forma de ideal abeliano e ação de 
Neste capítulo apresentamos a definição de estrutura quase-complexa na forma 
de ideal abeliano e uma descrição da ação de Wt no conjunto das alcovas de 2A0 , 
onde Ao é a alcova básica. Além disso, apresentamos algumas proposições que 
servirão de referência para os capítulos posteriores. 
2.1 Estruturas quase- complexas na forma de ideal 
abeliano 
Seja g uma álgebra de Lie semi-simples complexa de dimensão finita e seja lF a 
variedade de fiags maximal associada. Denote por II um conjunto de raízes de g. 
Definição 2.1 Seja rr+ C II um sistema positivo de raízes em g. Dizemos que um 
subconjunto iP de rr+ é um ideal abeliano, se verificar as seguintes condições: 
1. Se a E iP e (3 E n+ são tais que a+ (3 é raiz, então a+ (3 E i!>. 
2. Se o, ,6 E i!>, então a+ (3 não é raiz. 
A razão para esta nomenclatura vem do fato de que o espaço iq, definido por 
11 
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é um abeliano da subáigebra Borel b. 
Borel b. 
fato, sejam Xa E lJa, a E i!> e Xp E !Je, ,6 E . Se a+,3 
é raiz, então a+ .6 E iP e além disso, [X a, Xp] E fla+il C iq,. Se a + .6 não é raiz, 
então [X,, Xp] =O E iq,. Donde segue que i 0 é ideal de b. 
Considere agora Xa, Xp E iq, quaisquer, de forma que a, ,3 E il?. Como iP é 
abeliano, segue que a+ ,3 não é raiz e, por isso, [X a, X;3] = O. Como X"' X;3 são 
arbitrários, concluímos [·, ·] =O em iq, e, port&'lto, i 0 é abeliano. 
Definição 2.3 Dada uma iacs J = { Ea I a E II} sobre lF, dizemos que J está na 
forma de ideal abeliano em relação a um sistema simples de raízes I:, se o conjunto 
q; = i!'>(J,I:) :={a E rr+ I Eo. = -1}, for um ideal abeliano. 
Seja 2Ao o conjunto definido por 2A0 = {2x I x E A0}, onde Ao é a alcova 
básica. Então, para cada y E 2Ao e para cada a E rr+, temos que O< (a,y) < 2. 
Dada uma alcova A contida em 2A0 , temos que k"(A) ;:::: O para toda raiz positiva 
a e, portanto, k"(A) é o número de hiperplanos da forma H<>,J , j E Z que separa 
A de Ao. 
Proposição 2.4 Seja A uma alcova contida em 2A0 e seja a uma raíz positiva. 
Então, ka(A) =O ou ka(A) = L 
Demonstração: Se nenhum hiperplano da forma Ha,J , j E Z separa as alcovas 
A e Ao, então claramente ka(A) =O. Por outro lado, se existir um hiperplano Ha,J, 
j E Z que separa A de A0 , então existe y E Ha.J n 2A0 e, portanto, 
{ 
(a, y) = j 
O< (a, y) < 2 
o que implica que O < j < 2. Como j é inteiro, segue que j = 1 e, por consequência, 
D 
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Seja A uma alcova contida em 2A0 . Então, a estrutura invariante 
afim J(A) = {Ea(A) I a E II}, está. na forma de ideal abeliano. Reciprocamente, 
seja J = { Ea I a E 11} uma estrutura quase complexa invariante sobre JF. Suponha 
que J está na forma de ideal abeliano. Então, existe uma alcova A C tal que 
J = J(A). 
Demonstração: Inicialmente, vamos provar a primeira implicação do Teorema 2.5. 
Devemos mostrar que o conjunto 
<I>= {a E rr+ I Ea(A) = -1}, 
é um ideal abeliano. 
Sejam a E <I> e i3 E tais que a + ,3 E . Então, segue do lema 1.2, que: 
Como a E if>, temos que ka(A) = 1 e, como {3 E 11+, segue da Proposição 2.4, que 
k13 (A) = O ou 1. Logo, ka+.e(A) = l, 2 ou 3. Mas, como A C 2A0 , devemos ter 
kaw(A) = 1. Portanto, 
o que implica que a + .3 E <I>. 
Agora, dados a, /3 E W, temos que ka(A) = ke(A) = L Se a+ /3 E 11+, então 
ka+p(A) =O ou L Porém isso não ocorre, pois ka+;3(A) = 2 ou 3. Logo, a+ ,8 ~ 11 
e, consequentemente, <P é um ideal abeliano. o 
A demonstração da recíproca do Teorema 2.5 será dividida em várias partes. 
Vamos utilizar alguns resultados do artigo [3], bem como algumas de suas notações. 
Seja Wa o grupo de Weyl afim. Dado w E Wa, seja N(w) o conjunto de raízes 
afins positivas definido por 
N(w) ={a+ jo E 11;; 1 w-1(a + jo) E rr;;:}, 
onde é o conjunto de raízes afins positivas e 11;;_- := 
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Proposição Sejam a E e j um inteiro positivo, de forma que -a+ jó E 
Então, o hiperplano Ho.; separa as alcovas A0 e w(A0 ) se, e somente se, 
w-1 ( -a+ jí5) E TI;;_-. 
Dados a E n+ e j E N- , o hiperplano Ha,j separa as alcovas 
Ao e w(Ao) se, e somente se, para todo x E A0 , tivermos: 
(a,x) < j 
e 
(a,wx) > j 
Proposição 2. 7 Se <I> C 
tal que w(Ao) C 2Ao. 
(-a+jí5)(x+d) >O -a+ jí5 >o 
e e 
(-a+ jo)(wx + d) <O w-1(-a + jí5) <O. 
é um ideal abeliano, então existe um único w E Wa 
Demonstração: Pelo teorema 2.6 de [3]. existe um único w E Wa tal que N(w) = 
-iP +o. Então, dada uma raiz positiva í3 E n+, devemos ter w- 1({3) > O o que 
implica que Vx E A0 , (í3, wx) = (w-1{3, x) >O. Isto significa que w(Ao) está contido 
na câmara de Weyl positiva. Se w(Ao) não está contido em 2A0 , então o hiperplano 
Hp, 2 separa as alcovas Ao e w(Ao) e, portanto, -tJ. + 28 E N(w), onde fJ. é a raiz 
máxima relativa a n+ Mas isso é uma contradição, pois N(w) = -<I>+ 5. Logo, 
devemos ter w(Ao) C 2Ao. D 
Proposição 2.8 Se w E Wa é tal que w(Ao) C 2A0 , então N(w) =-<I>+ ó, onde 
<j) ={a E n+ I ka(wAo) = 1}. 
Demonstração: Como w(Ao) C 2A0 , temos que os únicos hiperplanos que 
separam as alcovas Ao e w(Ao) são os da forma Ha.l• com a E n+ Portanto, 
pela Proposição 2.6, temos que N(w) contém somente raízes da forma -a+ 5, 
com a E n+ Se a E iP, então Ho,l separa as alcovas A0 e w(Ao) e, portanto, 
-a+ í5 E N(w). Se a E \ 1\ então k0 (wA0 ) = O e nenhum hiperplano da 
forma Ho,l separa A0 e w(Ao) e, portanto, -a+ 5 f/: N(w). Consequentemente 
N(w) = -<l'> +o. u 
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Agora já estamos em condições de demonstrar a recíproca do Teorema 2.5: 
Teorema 2.5: O conjunto 
<i' = {a E f Ea = -1} é um ideal abeliano por hipótese. Então, pela Proposição 
existe um único w E tal que w(Ao) C 2A0 . Seja A = w(A0). Então, pela 
Proposição 2.8, temos que 
<i'={aE [ ka(A) = 1}. 
Logo, dada uma raiz a E 
a E <i', 
, temos que ka(A) = O ou 1, pois A C 2A0. Se 
=(-
Se a f/:. <i', temos ka(A) =O e, portanto, 
De qualquer forma, concluímos que Ea = Ea(A), para todo a em II e, portanto, 
J = J(A). D 
Corolário 2.9 Seja W o grupo de Weyl de g e seja B o conjunto definido por 
B = U w(2A0 ). 
wEW 
Se J { Ea} é uma iacs (1, 2) admissível sobre iF, então existe uma alcova A C B, 
tal que J = J(A). 
Demonstração: Como J é (1, 2)-admissível, segue que J pode ser colocada na 
forma de ideal abeliano, isto é, existe w E W e existe uma iacs J 1 sobre IF, que está na 
forma de ideal abeliano, tais que J = wJ1. Mas, pela demonstração da recíproca do 
Teorema 2.5, temos que existe uma alcova A1 C 2A0 , tal que J 1 = J(A1). Portanto, 
temos que 
J = wJ1 = wJ(AJ) = J(wA1). 
Seja A wA1. Então, claramente, A C B e J = J(A). 
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2.2 Uma descrição da ação de Wt 
Dado um sistema simples de raízes 2: = {aL ... a 1}, seja t = EU { -11} o 
diagrama de Dynkin estendido, onde 11 é a raiz máxima relativa a Seja também 
... , w1} a base dual de E, isto é, (a1, wj) = 5ii· Denote por o grupo de 
'Neyl g e por Wt o subgrupo de que deixa invariante o diagrama de Dynkin 
estendido, isto é, 
Dado w E Wt, suponha que w( -JL) = a1• Então, pelos resultados de [15], 
temos que =Ao, tw, denota a translação por w1• 
Lema 2.10 (t2w,w)(2Ao) = 2Ao. 
Demonstração: Se x E Ao, então w(x) + w1 E A0 • Portanto, w(2x) + 2w1 E 2A0 , 
o que mostra que t2w,w(2Ao) C 2A0 , donde segue a igualdade. 
D 
Portanto, t2w, w permuta as alcovas de 2A0 e vale a seguinte, 
Proposição 2.11 A ação do grupo G = {1, t2w,w} no conjunto das alcovas de 2A0 , 
coincide com a ação do grupo vVt no conjunto das estruturas J(A) que estão na 
forma de ideal abeliano. 
Demonstração: Seja A uma alcova qualquer. Para cada raiz positiva a, temos 
que 
Logo, 
Isto significa que J(A) = J(t2w,A), para toda alcova A 
Seja agora A uma alcova contida em 2A0 . Pelo lema 2.10, existe uma alcova A1 
contida em 2Ao, tal que A1 = t2w, wA. Logo, J(A1) = J(t2w, wA) = J(wA) = wJ(A), 
o que implica que as ações coincidem, conforme queríamos. D 
Cap ulo 3 
O Caso Az 
:\este capítulo, apresentamos uma descrição da ação de Wt; no conjunto dos ideais 
abelianos, para o caso Az. Em seguida, exibimos representantes canônicos para 
as classes de equivalência, segundo essa descrição, bem como o número de classes, 
apenas para certos valores de n = l + 1. Definimos a característica k de uma alcova 
contida em 2A0 e mostramos que esta característica é limitada pelo valor de n, isto 
é, 1 ::; k :':: nt1 . Além disso, mostramos que k define uma classe de equivalência, na 
qual todos os elementos são alcovas com a mesma característica k. Depois mostramos 
que, para os casos An_1 , com n 2: 3k- 2 (ou de modo equivalente, para os valores: 
1 ::; k :':: n!2 ), é possível exibir um representante canônico para cada classe com 
característica k e contar o número dessas classes. Para os outros valores de k e n: 
n!2 < k ::; ~, n 2: 3, não conseguimos separar as classes de equivalência e nem contar 
o número delas. Entretanto, contamos o número de classes para os casos An_1 , com 
n primo ímpar e An_1 , com n sendo uma potência de dois. Só que, nestes dois casos, 
não separamos as classes por característica k, quando esta satisfaz: ni2 < k ::; ~, 
n 2: 3. 
17 
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3.1 Realização canônica das raízes em A1 
Seja g = sl(l + 1, C) a álgebra das matrizes complexas de ordem l + 1 com 
traço zero. Então g é a álgebra de Lie associada ao diagrama A1, l 2': 1, 
A realização canônica das raízes em A1 é dada da seguinte forma: 
Seja = {y = (Yo, Y1, ... , Yl) E IR1+1 i Yo + · · · + Yl = O} o subespaço de JR1+1, 
equipado com o produto canônico. 
Para cada j E {0, ... , l}, seja ÀJ : ---+ IR o funcionai linear ÀJ(Y) = YJ e, 
para cada i E {1, ... , 1}, seja ai= - À1. Então, :E= { ab ... , az} é um sistema 
simples de raízes de g e as raízes positivas correspondentes são: 
3.2 Uma representação alternativa de 2A0 
Seja iF a variedade de fiags maximal associada a g. Pelo Teorema 2.5, toda 
iacs (1, 2)-admissível sobre iF, que está na forma de ideal abeliano, é do tipo J(A), 
para alguma alcova A contida no conjunto 
2Ao = {2x I x E Ao}, 
onde Ao é a alcova básica. Como estamos procurando representantes canônicos para 
as classes de equivalências dessas estruturas, devemos procurar uma representação 
alternativa do conjunto 2Ao. Essa representação será feita por simplexos contidos 
em JR.n, onde n = l + L Por conveniência, as coordenadas de JRn serão escritas como 
(x0 , x~: · · · , xz), já que a coordenada x0 vai desempenhar um papel especiaL 
Considere o conjunto 
C { (xo, x1, ... , xz) E lRn I Xi > O, Vi= O, ... , l e x0 + · · · + Xi = 2}. 
Subdivida C da seguinte forma: para cada i,j E {1, ... , 1}, i::; j, tome o hiperplano 
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Denote por 
o complementar em da união dos subespaços Hi.j· Note que C0 é aberto em 
C, pois é o complementar de um conjunto fechado. x E C0 , para cada par 
i,j E . , 1}, i :S j, temos que x1 + · · · + =f 1 e, portanto, deve satisfazer: 
0 < X; + · · · + Xj < 1, OU 1 < Xi + · · · + Xj < 2. 
Proposição 3.1 O conjunto C 0 é união de 21 componentes conexas, sendo que cada 
componente conexa é um simplexo aberto. 
Demonstração: Seja F o subespaço afim de JR1+1 dado por 
F {x = (xo,XJ, ... ,x1) E JR1+1 I xo + · · · +xz = 2} 
e seja "1/J : E -+ F a aplicação afim definida por 
1/J(y) := tj;(y) + (2, o, ... ' 0), 
onde tj; : E -+ E é a seguinte aplicação linear: 
tf;(yo, .. ·, Yz) = (yz- Yo, Yo- Y1, ... , Yl-1- Yz). 
Primeiro vamos mostrar que "1/J é bijetora. Temos que tj;(y) = O se, e somente se, 
Yz = Yo = Y1 = ... = Yl-1 = a, de forma que y = (a, a, ... , a). Uma vez que 
y E E, segue que (I + 1 )a = O, isto é, y = O. Portanto, tj; é injetora e, como 9 é 
um operador linear definido num espaço vetorial de dimensão finita, temos que tj; é 
bijetora. Consequentemente, temos que "1/J também é bijetora. 
Agora, vamos mostrar que "I/Y(2Ao) C C. De fato, seja y = (yo, ... , yz) E 2Ao. 
Então, Yo + · · · + Yz =O e O< (a, y) < 2, para toda raiz positiva a. Em particular, 
O< (..\o- ..\1, y) < 2, ... , O< (..\z-1- ..\z, y) < 2 e O< (..\o- ..\z, y) < 2. 
O que implica que 
O < Yo - Y1 < 2, O < Y1 - Y2 < 2, ... , O < Yz-1 - Yz < 2, O < Yz - Yo + 2 < 2. 
Isto significa que todas as coordenadas de 1/J(y) são positivas. Além disso, temos que 
Yz- Yo + 2 + Yo- Y1 + Y1 - Y2 + · · · + Yl-l Yz = 2. 
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Portanto, C C. 
Dados í < j, i,j E {1, .. denote por !3ij : F --> IR o funcional linear tal 
que {311 (x) = x 1 + · · · + x1. Então, temos que: 
o f3ii(Yz- Yo + 2, Yo- Yl: ... , Yl-1- Yt) 
- (Yz-1- Yi) + (yz- Yi+l) + · · · + (YJ-1- Y1) 
- O:ij. 
Como = Bz1 o 1j; e 1j; ( 2A0 ) C C, segue que 1j; leva cada alcova de 2A0 em uma 
única componente conexa de C0 , é, 1j; induz uma bijeção entre o conjunto das 21 
alcovas de 2A0 e o conjunto das componentes conexas de C 0 Observamos que cada 
componente conexa de C0 é aberta, pois C0 é aberto e, além disso, é um simplexo, 
pois é a imagem de um simplexo por uma aplicação afim. Isto completa a prova. 
o 
Dado um simplexo Sem C0 , podemos associar a ele uma estrutura quase com-
plexa invariante J(S) sobre F, da seguinte maneira: fixe x = (xo, ... , xz) E S. Então, 
para 1 ::; i < j < l + l, defina 
{
+L 
Eij(S) := o 
-1, 
se O < x1 + · · · + x 1-1 < l 
se 1 < x1 + · · · + x,_1 < 2. 
" 
Esta definição não depende do elemento x E S escolhido, pois Xi + · · · + x1_ 1 não 
assume valores inteiros em S e, por isso, o intervalo onde se encontra essa soma é o 
mesmo, para todos os elementos de S. 
Observação 3.2 Seja 1j; : E --> F a aplicação afim definida na Proposição 3.1 e 
seja A= 'lj;- 1(S) a alcova em 2A0 obtida como imagem inversa do simplexo S, pela 
bijeção 1/J. Se E11 (A), i :<::; j, i, j = 1, ... , l + 1 é uma entrada da matriz de incidência 
de J(A) e y E A é um elemento qualquer, temos: 
·k .~ ... · rA• {+1, se0<(a1 + .. ·+a1_l)(y)<1 ( 41 ·=(-li a,' T"j-l' '= 
\~~;. ' 
-1, se 1 < (ai+.,·+ a1_ 1 )(y) < 2. 
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= { +1, se O< ( 
. \' . . 
o 1/J I \Y) < 1 
se 1 < ( Bi,J-l o?fJ )(y) < 2. 





se O < Xi + · · · + Xj-l < 1 
se 1 < x1 + · · · + XJ-1 < 2 
Isto signiflca que as estruturas quase complexas J(A) e J(S) são iguais. Além disso, 
como a aplicação 1/J é uma bijeção, podemos identiflcar cada alcova A C 2A0 com o 
simplexo abertoS= w(A) c C0 O 
Agora, usando a observação 3.2 e o Teorema 2.5, temos que: 
Proposição 3.3 Cada estrutura J(S) = {E1J(S)} definida acima, está na forma de 
ideal abeliano e vice-versa, toda estrutura que está na forma de ideal abeliano é do 
tipo J ( S), para algum simplexo S C C0 
Seja agora E= {y = (yo, ... , Yz) E JR1+l I Yo + · · · + Yt = O} o subespaço de JR1+l 
definido anteriormente. Dado um vetor v E E, vamos denotar por tv : E --+ E 
a translação por v, isto é, tv(Y) := y +v, Vy E E. Se w = (1, ... , n) denota a 
permutação cíclica de n elementos, podemos ver w como uma transformação de C 
que permuta as coordenadas da seguinte forma: w(x0 , x1 , ... , x1) := (x1o ... , x1, x0). 
Proposição 3.4 Seja 1/J : E --+ F a aplicação afim definida na Proposição 3.1 e 
seja v= (1, O, ... , O, -1) E E. Então, 
'lj;ow=t2vowo'lj;, 
onde t 2v : E --+ E é a translação por 2v E E e w : C --+ C é a permutação cfclica. 
Demonstração: Dado y E E, temos por um lado que 
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Por outro lado, temos 
( w o - w(yz - Yo + 2, Yo - Yro Yr - Y2 •... , Yl-1 - Yz) 
- (yo- Yr,Yr- Y2, · · · ,YI-1- Yl,yz- Yo +2) 
- (Yo- YI, Y1 - Y2, · · ·, Yz- Yo) + ... 'o, 2). 
22 
Logo, ('if; o w)(y)- (2, O, ... , O)= (w o ?fJ)(y)- (0, ... , O, 2), o que implica que 
o w)(y) - (w o 'if;)(y) + (2, O, ... , O, -2) 
onde v= (1,0, ... ,0,-1). o 
Proposição 3.5 Seja S C C0 um simplexo aberto e seja w a permutação cíclica. 
Então, wS também é um simplexo aberto de C0 Além disso, wJ(S) = J(wS) 
o que implica que para dois simplexos S1 e S2 a estrutura J(S1) é equivalente à 
estrutura J(S2 ) (em relação ao grupo cíclico (w) = {1, w, w2 , •.. , w1}) se, e somente 
se, S1 = whS2 , para alguma potência h E {0, 1, ... , 1}. 
Demonstração: Dado y = (Yo, ... , Yl) E wS, temos que y = (x1 , ... , xz, xo), para 
algum x = (xo, X r, ... , xt) E S. Como x 1 + · · · + x1 1 para todo i, j E {0, ... , l}, 
segue que Yi + · · · + Y1 =f l, para todo i, j E {0, ... , 1}. Além disso, Yo + · · · + Yz = 
x0 + · · · + x 1 = 2. Portanto, wS é um simplexo aberto de C0 
Seja agora S C C0 um simplexo aberto e seja A = 'lj;-1(S) C 2A0 a alcova 
correspondente. Então, de acordo com [15], temos que wJ(A) = J(wA) e, pela 
observação 3.2, temos que wJ('if;(A)) = J(zj;(wA)). Mas, pela Proposição 3.4 temos 
que 'if;(wA) = (t2v o w o 'if;)(A). 
Para cada o E fi, temos que ka( t2"w'if;(A)) =(o, 2v) + ka(w'if;(A)). (Veja í15}, 
pág. 281). Logo, 
( t • (A.) \ l')2(a.v)+ka(w,P(A)) (-l)'ko(w,P(A)) = c~('""_f, (A!'), Ea zvWW I = '~ ~" 
o que implica que J( tzvw'if;(A)) = J(wlj;(A)). 
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temos: 
wJ(S) = '; = Jl t., w·M A;1 l = \ ~v , \ ' = J(wS). 
Agora, suponha que J(S1 ) = wh J(S2 ), para alguma potência h E {0, ... , I} e 
sejam correspondentes. Então, 
para cada raiz positiva o, temos: 
o que implica que ( -ljko(A,)-k.(.{,) = L Porém, como as alcovas e A2 estão 
COJlLitmb em segue que suas coordenadas devem ser O ou 1, para 
positiva. Portanto, devemos ter ka(A1 ) = ka(A2 ), para toda raiz positiva o, isto é, 
A1 = A2. Consequentemente, 5 1 = whS2. 
Se 5 1 = wh S2 para alguma potência h E {O, ... , I}, então claramente 
J(S1 ) = whJ(S2 ), terminando assim a prova. O 
De agora em diante, vamos identificar cada alcova A de 2A0 com o simplexo 
S = 1,/J(A) de C e vamos denotar por A a coleção de todos os simplexos abertos de 
C0 . Cada simplexo aberto em A será chamado de alcova. 
Proposição 3.6 O subgrupo Wf: coincide com o grupo cíclico gerado pela per-
mutação cíclica w, isto é, 
Demonstração: Podemos identificar cada raíz simples a1, t - 1, ... , l, com o 
seguinte vetor de I + 1 coordenadas: 
Oi (0, ... , 0, 1, 1, 0, ... , 0), 
onde o valor 1 aparece na (i- 1)-ésima coordenada. Além disso, temos que a raiz 
máxima é dada por f."= (1, O, ... , O, -1). Então, temos que: 
" wo1 = w(L -1,0, ... ,0) = (-1,0, ... ,0, 1) = -f.J, 
" te = w(-1,0, ... ,0, 1) = (0, ... ,0, 1, -1) = o 1 
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" e =ai-lo para todo i E ••• j 
Porém isso significa que wí.: = E, isto é, 
elementos, segue o desejado. 
c Como Wf: contém l + 1 
Portanto, para determinar completamente as classes de equivalência das estru-
turas quase-complexas invariantes sobre lF, deve-se determinar as órbitas em A do 
grupo cíclico (w) = {1, w, w2, .•. , w1}. 
Mesmo sem determinar as classes de equivalência essa realização já dá algumas 
informações sobre as órbitas. Por exemplo, seja b o baricentro C, isto é, 
Se n é ímpar, então b E A, pois nesse caso, as somas são dadas por: 
Xi + · · · + Xj-l = _:;:_......:_, 1 :S i < j :S n, 
n 
que são todas diferentes de 1. portanto, nesse caso existe uma alcova Ab E A tal 
que b E Ab· É claro que, como wb = b, então wAb = Ab, isto é, no caso em que n 
é ímpar existe um ponto fixo pela ação. A partir da definição vê-se que a estrutura 





3.3 Característica de uma alcova 
Por um intervalo cíclico do conjunto {O, ... , I} entende-se ou um intervalo 
propriamente dito, isto é, um subconjunto do tipo [i,j] ={i, ... ,j}, i::; j, ou um 
conjunto obtido de um intervalo por uma permutação cíclica, isto é, um conjunto do 
tipo [j, i] = {j, ... , l, O, ... , i}, com i < j. O comprimento do intervalo é o número 
de seus termos. 
Seja A E A uma alcova e seja x (x0 , X1, ... , x1) E A. Então, para cada 
intervalo cíclico [i, j], temos que 
Ü < Xi + · · · + Xj < 1 OU 1 < Xi + · · · + Xj < 2. 
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característica da alcova A E é definida como sendo o 
menor entre os comprimentos de todos os intervalos cíclicos [i, j], tais que 
1 < Xi + · · · + Xj < 2. 
Note que k(A) é bem definida, pois x 0 + · · · + x1 = 2 e, portanto, para algum 
intervalo cíclico [i, j] devemos ter Xi + · · · + Xj > L 
Por exemplo, se x1 > 1 para algum (necessariamente único) i, então k(A) = 1. 
Como w é a permutação cíclica, é claro que k(wA) = k(A), o que significa que 
a característica k( ·) é constante ao longo das órbitas. 
Lema 3.8 Seja A E uma alcova qualquer. Então, < ~ 7 se n é par e) 
k(A) :S , se n é fmpar. 
Demonstração: Se n é par, suponha por absurdo que k(A) > n/2. Então, para 
todo intervalo com exatamente n/2 elementos, a soma dos termos correspondentes 
é menor do que L Mas, o complementar de um intervalo com n/2 elementos é um 
intervalo cíclico com n/2 elementos e, portanto, a soma dos termos no complementar 
também deve ser menor do que L Porém isso é uma contradição, pois a soma de 
todos os termos é 2. Logo, k(A) :S %· 
Analogamente, se n é ímpar, suponha por absurdo que k(A) > (n+ 1)/2. Então, 
para todo intervalo com (n + 1)/2 elementos, a soma dos termos correspondentes é 
menor do que 1. Mas, o complementar de um intervalo com (n + 1)/2 elementos 
é um intervalo cíclico com (n- 1)/2 elementos e, portanto, a soma dos termos no 
complementar também deve ser menor do que L Porém isso é uma contradição, 
pois a soma de todos os termos é 2. Logo, devemos ter k(A) :S (n!l). o 
3.4 Representantes e número de classes com k > 
1, n > 3k- 2 
Dada uma alcova A C 2A0 de característica k 2: 1, temos que A determina uma 
classe de equivalência cíclica, cujos elementos têm todos a mesma característica k. A 
alcova A também define uma estrutura quase complexa J(A), que está na forma de 
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ideal abeliano e é equivariante pela ação do grupo = {1, w, . . , w1}, no sentido 
de que para todo h E {0, 1, ... , 1}, = J(wh A), onde w é a permutação 
cíclica de n = l + 1 elementos. Consequentemente, J(A) determina uma classe com 
característica cujos elementos são estruturas equivalentes 
e estão todos na forma de ideal abeliano. 
ação do grupo 
Nosso objetivo nessa seção é contar a quantidade dessas classes e exibir um 
representante canônico para cada uma delas. Para isso, antes faremos algumas 
observações: 
Observação Seja A E uma alcova de característica k > 1 e seja 
X= E que xo + · · · + xk-! > 1. Então, 
1. Se um intervalo cíclico [i, j] tem comprimento menor do que k, a soma dos 
elementos correspondentes, Xi + · · · + Xj deve ser < L Consequentemente, no 
seu complementar a soma dos termos correspondentes deve ser > 1. 
2. Se um intervalo cíclico [i, j - 1] de comprimento 2: k interceptar o intervalo 
[0, k -1], então a soma dos termos correspondentes, Xi + · · · + Xj-l pode tanto 
ser < 1 quanto ser > 1. Logo, o termo Ei.J pode assumir tanto o valor + 1, 
quanto o valor -1. Neste caso, dizemos que Ei,j é indeterminado. 
3. Se Eij = -1, para 1 ::; i < j ::; l, então Ei,J+l = Ei,J+2 = ... = Ei,n 
J(A) está na forma de ideal abeliano. 
3.4.1 Classes com característica k = 1, n > 2 
-1, pois 
Tome uma alcova A, tal que k(A) = 1. Isto significa que se x = (x0 , x1, ... , x1) E 
A, então alguma de suas coordenadas Xi é tal que 1 < Xi < 2. Essa coordenada é 
única, pois a soma de todas é 2. Aplicando uma permutação cíclica em A pode-se 
supor que 1 < x0 < 2. Mas, 
X1 + · · · + Xl = 2 - Xo, 
o que implica que x1 + · · · + x1 < 1. Portanto, da definição de J(A) segue que 
E!n =+L Como J(A) está na forma de ideal abeliano, a conclusão é que para todo 
i< j, temos Eij = o que significa que J(A) é o torneio transitivo canônico. 
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existe uma única classe de equivalência com 
tante canônico para esta classe é dado por: 
3.4.2 Classes com característica k = 2, n > 4 
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= 1 e o represen-
O objetivo aqui é contar o número de classes de equivalência com característica 
k = 2 e apresentar um representante canônico para cada uma delas. Para isso, antes 
vamos provar o seguinte resultado: 
Lema 3.10 Seja .4 uma alcova com característica k 2. Então, na classe de 
equivalência determinada por Ã existe uma única alcova A tal que 
Xo + x1 > 1 e Xj + X2 < 1, (3.1) 
para todo x = (xo, x1, ... , xz) E A. 
Demonstração: Como k(Ã) = 2, segue que existe uma alcova A na órbita de Ã, 
tal que x 0 + x1 > 1, para todo x = (x0 , X1, ... , xz) E A. As outras somas de duas 
coordenadas dos elementos x E A que podem ser > 1, são: 
e 
Logo, A, wA e w1A são as únicas alcovas na órbita de Ã que podem satisfazer as 
inequações (3.1). Primeiramente, observe que w1A não satisfaz (3.1), pois cada 
y E w1A é da forma 
para algum x E A, o que implica que Yl + Y2 = Xo + x1 > L 
analisar as alcovas e wA. Seja x = (x0 , x 1 , ... , x 1) E 
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Se x 1 + x 2 > 1, então não satisfaz (3.1). para y = wx E temos 
que Yo + Yl = x1 + Xz > 1 e y1 + y2 = x2 + xs < 1, o que implica que wA é a 
única alcova na órbita de Ã que satisfaz (3.1). 
Se x 1 +x2 < 1, então satisfaz (3.1). Além disso, é a única alcova na órbita 
de Ã com essa propriedade, pois nesse caso, temos que Yo + Yl = x1 + Xz < 1 
para y = wx E wA, o que implica que wA não satisfaz (3.1). 
D 
então a única alcova, numa mesma classe de 
'" Xo + X 1 > 1 e Xj + X2 < 1. 
Com essas condições as possibilidades para J (A) são as seguintes. Inicialmente, 
como x 0 + x 1 > 1, segue que x2 + · · · + Xz < 1 e daí que E2n = +1. Como J(A) está 
na forma de ideal abeliano, segue que E2i = +1, para todo i> 2. Isto é, só aparece 
-1 acima da diagonal, na primeira linha. 
Para ver o que acontece na primeira linha, note antes de mais nada que x0 < 1, 
pois k = 2. Portanto, x1 + · · · + x 1 > 1 o que garante que EJn -1. 
Agora, a condição x1 + x 2 < 1 implica que E13 = + 1. Isto é, os possíveis 
negativos aparecem só a partir da quarta coluna. 
Por fim J(A) é reconstruído da seguinte forma: tome a somas x1 + · · · + xi e 
escolha o primeiro i tal que essa soma é maior do que 1 (existe um pois x0 < 1 e 
daí que x 1 + · · · + Xl > 1). Então, EJ,i+J = -1 e daí pra frente todos os sinais são 
negativos. 
O lema acima permite mostrar que esses diferentes J(A) não são equivalentes. 
Em suma, existem n - 3 classes de equivalência com k = 2 e os representantes 
canônicos dessas classes são dados por: 
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o + -!- f14 E15 E16 El,n-1 
o + + + + + + 
o + + + + ' T 
o + + + + 
J(A) = o + + + 




3.4.3 Classes com característica k = n~l 
Considere uma alcova A com característica k = n;l e tome x = (x0 , ... , x1) E 
A, tal que x0 + · · · + Xk_ 1 > L Então, Xk + · · · + x1 < 1 o que implica que Ek,n = +L 
Como J(A) está na forma de ideal abeliano, segue que a partir da k-ésima linha, 
todas as entradas da matriz de incidência de J (A) são iguais a +L 
Agora, pelas observações 3.9 e pelo fato de n = 2k- 1 = k + ( k- 1), temos que: 
L Ei,k+i- 1 = + 1, para todo i E { 1, ... , k - 1}, pois seu intervalo correspondente: 
[i,k+i-2] tem comprimento k-1 < k. Logo, Eij = +1, paratodoj ::=; k+i-1, 
donde segue que Eij = +1, para todo j- i<~· 
2. ei,k+i = -1, para todo i E {1, ... , k-1}, pois seu intervalo complementar tem 
comprimento k- 1 < k. Logo, Eij = -1, para todo j 2: k +i, pois J(A) está 
na forma de ideal abeliano. O que implica que Eij = -1, para todo j- i 2: ~· 
Deste modo, concluímos que a matriz de incidência de J(A) é dada por 
{ 
+1 se j- i < ~ 
-1 se j i > ~ 
que é exatamente a mesma que a da alcova que contém o baricentro. 
Portanto, existe uma única classe de equivalência. 
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Número classes com característica k > n -2 
vamos usar o mesmo método aplicado no caso k = 2, para contarmos o 
número de classes com característica k > 3 e n 2: - 2. Isto é, primeiro definim.os 
todos os possíveis representantes canônic:os de cada classe e em seguida, procuramos 
condições que devem ser satisfeitas por eles, para garantir a não equivalência entre 
duas estruturas em forma canônica. Essas condições estão descritas no lema 3.11, 
onde foi imprescindível supor n 2: 3k - 2. 
Uma vez garantida a não equivalência entre dois representantes canônicos, 
torna-se possível a contagem do número de classes, que será feita analisando as 
matrizes de incidência dos representantes canônicos. Em toda a subseção estaremos 
supondo k 2: 3 e n 2: 3k - 2, com n = l + l. 
Para cada i E {0, ... , 2k- 2}, denote por S;(x) a seguinte soma de k elementos: 
S;(x) = Xi + ... + Xk+i-l, para todo X= (xo, ... ,xz) E A. (Observe que s2k-2(x) 
está bem definido pois, n 2: 3k- 2). 
Seja agora S(x) = S(xo, .. . , xz) o seguinte sistema de k inequações: 
So(x) > 1 (1) 
S1(x) < 1 (2) 
S(x) = 
sk-2(x) < 1 (k- 1) 
sk-1 (x) < 1 (k) 
Dizemos que uma alcova A E A de característica k > 3 é uma solução do 
sistemaS, se para cada y = (yo, ... , yz) E A, tivermos: 
So(Y) > 1, Sl(Y) < 1, ... , Sk-2(Y) < 1, Sk-l(Y) < 1, 
isto é, se cada elemento de A verificar todas as inequações do sistema. 
Vamos mostrar que, numa mesma classe de equivalência, existe uma única al-
cova satisfazendo o sistema S. 
Dados uma alcova Ã E A com característica k e um ponto x = (x0 , . .. , x1) E Ã, 
temos que existe um intervalo cíclico [i, j] de comprimento k, tal que 
x1 + · · · + Xj > l. Aplicando em _4 a permutação cíclica w1 e denotando por 
y = (y0 , ... , Yl) os elementos de A := w 1 Ã, obtemos 
So(Y) = Yo + · · · + Yk-1 = Xi + · · · + Xj > l. 
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satisfazendo a 
inequação do sistema S. disso, os únicos intervalos cíclicos [i, j] com k ele-
mentos cuja soma Yi + · · · + Yj pode ser maior do que 1, são aqueles que interceptam 
o intervalo k- 1], isto é, são os seguintes intervalos: 
k] ={L > •• ' 
" [2, k + 1] = {2, 3, ... ' k + 1} 
" ... ' [k- 1, 2k- 2] = {k- 1, k, ... '2k- 2} 
" [I- k + 2, O] = - k + 2, I- k + ... , l, O} 
" ... , [l,k-2] = {I,O,l, ... ,k-2}. 
Isto significa que as únicas alcovas na órbita de A que podem satisfazer a primeira 
inequação do sistemaS, são: 
A, wA, w2 A, ... , wk-r A, wl-k+2 A, ... , w1 A. (3.2) 
Consequentemente, essas são as únicas alcovas na órbita de A que podem ser 
solução do sistema S. 
Portanto, para encontrarmos uma solução do sistema S em cada classe de 
equivalência, devemos começar com uma alcova A de característica k 2: 3 satis-
fazendo a primeira de suas inequações e em seguida analisar as alcovas (3.2). Seja 
então A uma alcova com essa propriedade. Então, para cada y E A, temos que 
So(Y) > l. 
Antes de mais nada, observamos que nenhuma das alcovas wl-k+2 A, w1-k+3 A, 
... , w1A pode ser solução do sistemaS, pois deixam de satisfazer suas inequações 
de números: (k), (k -1), ... , (2), respectivamente. Mais precisamente, para cada 
j E {2, ... , k}, temos que a alcova wl-k+j A não satisfaz a (k-j+2)-ésima inequação 
de S pois, para todo y E A, Sk-j+1(w1-k+jy) = S0(y) > 1. 
Falta analisar as alcovas A, wA, ... , wk-lA. Antes observamos que, como 
S0 (y) > l, então necessariamente, devemos ter 
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L Considere a soma Sk_1 (y) . 
. Se Sk- 1 (y) > 1, então é a única solução do sistema S. fato, 
os elementos x = (xo .. . , x1) de wk-1 A, são dados por x = (Yk-1: Yb ... , Yk-2), 
donde segue que: 
s ' \ o\X j - Yk-1 + · · · + Y2k-2 sk-1 (y) > 1 
S1(x) - Yk + · · · + Y2k-l 
S(x) = 
- Sk(Y) < 1 
Y2k-2 + · · · + Y3k-3 
A é uma solução S. 
Agora, nenhuma das alcovas A, wA, ... , wk-Z A, pode ser solução de S neste 
caso, pois cada uma delas tem uma das somas Si(x), i = 1, ... , k- 1, co-
incidindo com a soma Sk_1(y), sendo portanto, maior do que L Mais pre-
cisamente, o que ocorre é o seguinte: Em cada alcova wk-J A, j E { 2, ... , k}, 
temos que SJ-l(wk-Jy) = Sk-l(Y) > 1, para todo y E A. 
1.2. Se Sk-l (y) < 1, então wk-l A não é solução de Se neste caso, passamos 
a analisar a soma Sk-2(Y ). 
2. Suponha Sk_ 1(y) < 1 e considere a soma Sk_2(y). 
2.1. Se Sk_2(y) > 1, usamos o mesmo argumento do ítem 1., e chegamos 
à conclusão que wk-2 A é a única solução de S. 
2.2. Se Sk_2(y) < 1, então wk- 2A não é solução de Se neste caso, passamos 
a analisar a soma Sk_3(y) e assim por diante, vamos usando este processo 
indutivamente até chegarmos à seguinte conclusão: 
Lema 3.11 Seja A E A uma alcova com característica k :0:: 3 e suponha n :0:: 3k- 2. 
Então existe uma única alcova na órbita de A, O( A) = {A, wA, ... , w1A}, que é 
solução do sistema S. 
O lema 3.11 nos permite concluir que se A1 e A2 são duas alcovas diferentes com 
a mesma característica que são soluções do sistemaS, então necessariamente A1 e 
A2 não são equivalentes e, portanto, determinam classes de equivalência (órbitas) 
diferentes. O próximo passo agora é determinar as matrizes de incidência dos rep-
resentantes canônicos e em seguida, contar o número de classes. Para isso, 
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Seja E A uma alcova com característica k 2: 3, solução sistema S e seja 
I 1 ::; i < j ::; n} a estrutura quase complexa invariante associada a 
Então, pela definição de J(A) e pelo fato de A ser solução sistemaS, temos: 
L Como é solução do SloLe1na S, temos que S0(x) = x0 + · · · + Xk- 1 > 1, o que 
implica que Xk + · · · + Xt < 1 e, portanto, Ek,n = + 1. Isto significa que a partir 
da k-ésima linha da matriz de incidência de J(A), todas as entradas Eij são 
iguais a +1, pois J(A) está na forma de ideal abeliano. 
2. Para cada i E {1, ... , k - 1}, temos que Ei,k+i 
sistemaS, isto é, Si(x) = Xi + · · · + Xk+i-1 <L 
pms A é solução do 
3. cada i E {1, . .. ,k- os elementos: 
são todos indeterminados, pois seus intervalos correspondentes: 
[i,k+i], [i,k+i+l],--·, [i,n-k+i-1] 
interceptam o intervalo [0, k- 1] e têm todos comprimentos > k. 
4. Para todo i E { 1, ... , k 1}, temos que Ei,n-k+i+ 1 1, pois seu intervalo 
correspondente: [i, n - k +i], tem comprimento: n - k +i - i+ 1 = n - k + 1 
o que implica que seu intervalo complementar tem comprimento k- 1 < k. 
Portanto, concluímos que os representantes canônicos J(A) têm as seguintes 
matrizes de incidência: 
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o ' + E"l,k+2 El,k+3 E"Ln-k+1 T 
o + + E2,k+3 E2,n-k+l Ez,n-k+2 
o + + Ek-!,2k Ek-Ln-2 
o ' + + + + T 
o + + + + ' T 
o + + -'- + ' 
o ..L + + ' 
o + + 
o + 
o 
Para determinarmos o número de classes de equivalência com característica 
k 2: 3, n 2: 3k - 2, vamos analisar o número de sinais negativos mi que podem 
aparecer em cada linha i E { 1, ... , k - 1} da matriz de incidência de J (A). Em cada 
linha i E { 1, ... , k - 1}, existem exatamente n - 2k elementos indeterminados, a 
saber, 
As quantidades de sinais negativos mi vão variar de acordo com os valores 
( + 1 ou -1) assumidos pelos elementos indeterminados da respectiva linha. Como 
existem n - 2k elementos indeterminados em cada linha, podemos ter no mínimo 
k- i e no máximo n- k i sinais negativos na linha i, para os casos em que todos os 
elementos indeterminados assumem valor + 1 e todos os elementos indeterminados 
assumem valor -1, respectivamente. Isto significa que mi deve satisfazer: 
k - i ::; mi ::; n - k - i, 
para todo i E {1, ... , k-1}. Além disso, como J(A) está na forma de ideal abeliano, 
devemos ter: 
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Deste modo, o nú.m<oro de classes de equivalência coincide com o número de 
vetores da forma v (m1, m2,, , , mk-1), tais que m1, m2,,,,, mk-l E N, m1 2: 
m 2 2:,,, 2: mk-l e k- i :S: m1 :S: n- k- i, para todo i E {1,,,, k- 1}. 
contar o número desses vetores, enumere as k - 1 primeiras linhas de 
J(A) na ordem decrescente (isto é, de baixo para cima). Agora, em linha 
i E { 1, , , , , k - 1} (enumerada na ordem decrescente) considere apenas os n - 2k + 1 
pontos formados pelos n - 2k elementos indeterminados da respectiva linha, junta-
mente com um ponto que representa o menor valor assumido por m1. Enumere esses 
pontos também na ordem decrescente, isto é, da direita para a esquerda. Assim, 
na linha i E {1,,,,, k- 1}, o primeiro ponto é que indica o menor valor as-
sumido por m 1, o segundo ponto é aquele que representa o elemento indeterminado 
tLn-•<+i e, em geral, o j -ésimo ponto da linha i é aquele que representa o elemento 
indeterminado Ei,n-k+i-j+2, para cada j E {2,,,,, n- 2k + 1 }. 
Com essa construção, obtemos uma nova maneira de contar o número de classes 
de equivalência, a saber, defina, para cada par i,j, com z E N\{0} e 
j E {1,,,,, n- 2k + 1}, a função f(i,j) da seguinte maneira: 
f(l,j) := 1, para todo j = 1,,,, ,n- 2k 
j+l 
f(i,j) := 2_ f(i- 1, l), para todo i 2': 2 e j = 1,,., n- 2k 
1=1 
f(i, n- 2k + l) := f(i, n- 2k), para todo i 2: L 
Então, o número de classes de equivalência N(k) com característica k 2: 3 e n 2: 
3k - 2 é dado por: 
n-2k+l 
N(k) L f(k-l,j)=f(k,n-2k). 
j=l 
Exemplo 3.12 Número de classes com k = 3 e n 2: 7. 
Os representantes canônicos das classes com característica k = 3 e n 2: 7, têm 
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as seguintes matrizes de incidência: 
o + + ' E15 E1s T ELn-2 
o + ' + Ó26 T E2,n-2 E2,n-l 
o + + + + + + 
o + + + + + 
J(A) = 
o + + + + 
o + + + 
o + T 
o + 
o 
Já sabemos, pelo lema 3. 11, que esses representantes definem classes de equivalência 
diferentes. 
Nesse caso, precisamos determinar as funções f(i,j), com i = 1,2,3 e 
j E {1, ... , n- 5}. Essas funções são dadas por: 
f(l,j) := 1, para todo j E {1, ... , n- 5} 
j+l j+l 
/(2,j) :=L /(1, I)= L 1 = (j + 1), para todo j = 1, ... , n- 6 e, 
l=l l=l 
f(2,n- 5) := /(2,n- 6) = n- 5. 
Então, o número de classes N(3) com característica k = 3 e n 2': 7, é: 
n-6 
N(3) = L(j + 1) + (n- 5) 
j=l 





O próximo Teorema nos dá uma fórmula geral, que permite contar o número 
de classes de equivalência com característica k 2': 4 e n 2': 3k - 2. 
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Seja A E A uma alcova de característica k 2: 4, com n 2: 3k - 2. 
Dados i 2: 3 e j 2: 1, denote por g( i, j) a seguinte função: 
. (j + l)(j + 2i- 2)1 
J)= (i-l)!(j+i)! . 
Então, , para todo j ::; n-2k-i+2 e, para todo inteiro b E {3, ... , i}, 
temos que f(i, n- 2k- i+ b) é dada por: 
f(i, n- 2k- i+ b) - g(i, n- 2k i+ b)-
(n 2k+i-b+5)(n-2k+i+b-2)! 
(b- 3)1 (n- 2k +i+ 2)1 
Logo, o número de classes de equivalência com característica k 2: 4, n 2: 3k- 2 é: 
(n- 2k + 5)(n- 2)! 
(k-3)! (n-k+2)! · 
Proposição 3.14 Sejam a 2: 2, l em inteiros positivos, com m 2: l. Então: 




(l +a)! a(m +a)! · 
Demonstração: 
0 (I+ 1)(1 + 2a- 2)! = 0 (l + a)(l + 2a- 2)! + (l 
L- (l +a)! L- (l +a)! 
1=1 1=1 
= 0 (l + 2a- 2)! -:- ( _ ) 0 (l + 2a- 2)! 
L. rz )1 ' 1 a L. (l )1 
1=1 1 + a 1 · 1=1 · + a · 
a) f (I+ 2a- 2)! 
1=1 (I+ a)! 
0 ( l + 2a - 2 ) 0 ( l + 2a - 2 ) = (a- 1)! L.., +(a- 1)(a- 2)! L.., 
1=1 a - 1 1=1 a - 2 
D 
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+ 
2. j) = j+ 
cada par i,j com i 2: 2 e j 2: 2, temos: 
1-l-- +U) J 
(j+3)(j+ -2)! 
(i-2)!(j+i+l)!' 





j(j +i+ l)(J + - 1)1 + i(j + 2)(j + 2i- 1)1 
i!(j +i+ 1)! 
(j + 1)(j + 2i)(j + 2i- 1)! 
i!(j+i+1)1 
- (j + 1)(j + 2i)!- (. .) 
- .1(.' .+1)1 -g z+l,J l.) T l . 
(
i . 1)- (j + 3)(j + 2i- 2)! -
g ,J+ (i-2)1(j+i+l)1-
-
(j + 2)(j + 2i- 1)! (j + 3)(j + 2i- 2)! 
(i- l)!(j +i+ 1)! (i- 2)!(j +i+ 1)! 
(j + 2)(j + 2i- 1)!- (i- 1)(j + 3)(j + 2í- 2)1 
(i -l)!(j +i+ 1)! 
(j + 2i- 2)![P +(i+ 2)j +i+ 11 
(i- l)!(j +i+ 1)! 
(j + 1) (j + i + 1) (j + 2i - 2) I 
(i- l)!(j +i+ 1)! 
- (j+l)(j+2i-2)!- ( .. ) 
- (.- 1)1(. ' .)I - g z, J . 
Z • J T Z • 
38 
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Para qualquer i ?:: 2 e j :S n - 2k - i + 2, temos que j) = 
g(i, j), onde g(i, é a função definida no teorema 3. por: 
(j + l)(j + 2i- 2)! 
-
(i- l)!(j +i)! 
(3.3) 
Demonstração: A prova será feita por indução sobre i ?:: 2 e j :S n - 2k - i + 2. 
Para i= 2 e para todo j = 1, ... , n- 2k, temos: 
j+l 
t(2,j) = :L:tcl,z) 
l=1 
Suponha agora que a equação (3.3) seja válida para algum i ?:: 2 e para todo 
J :S n - 2k - i + 2. Vamos provar que a mesma é válida para i + 1 e para todo 
j :s; n - 2k - (i + 1) + 2 = n - 2k - i + L 
De fato, pela hipótese de indução temos que: 
f( . 1 ·)=~f(.l)=~(l+1)(1+2i-2)! z+ ,J L.. z, L.. (i-l)!(l+i)! · 
1=1 1=1 
Fazendo a= i em j + 1 na Proposição 3.14, obtemos: 
. . 1 (j + l)(j + 2i)1 (j + l)(j + 2i)1 . . 
f(z+l,J)= (-1)1 (-'- +1)1 = 1( + '1)1 =g(z+l,J). Z . Z J , Z . Z. J Z T . 
Proposição 3.17 Para cada i ?:: 3 fixo e, para todo b E {3, ... , i}, temos: 
f(i,n-2k-i+b)- g(i,n-2k-i+b)-
(n- 2k +i- b+ 5)(n- 2k +i+b- 2)! 
(b- 3)!(n 2k +i+ 2)! 
Demonstração: A prova será feita por indução sobre i?:: 3 e b E {3, ... , i}. 
Se i = 3 = b, temos: 
f(i,n-2k-i+b) f(3,n-2k) 
f(3, n- 2k- 1) + f(2, n- 2k) . 
o 
(3.4) 
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"P<n-a. como n - 2k - 1 = n - 2k - i + 2 e n - 2k = n - 2k - 2 + 2, segue da 
Proposição 3. que f(3, n- -1) = g(3, n- 2k -1) e f(2, n- 2k) = g(2, n- 2k). 
Logo, 
f(3,n-2k)=g(3,n-2k- + n-
Pelo ítem 2 da Proposição 3. temos que 
g(2,. n- 2k) - (2 - 2k-'- 1)- (n- 2k + 3)(n- 2k + 2)! 9 · ,n ' (n 2k+3)1 
g(2,n-2k+l)-1. 
Logo~ temos: 
f(3, n- 2k) g(3, n- 2k- + g(2, n- 2k + 1)- 1 
- g(3,n-2k)-1 
onde, na última igualdade, usamos o ítem 1 da Proposição 3.15. Mas isso equivale 
a fazer i = b = 3 na expressão (3.4), o que implica que a expressão (3.4) é válida 
para i= b = 3. 
Suponha, agora, que a expressão (3.4) seja válida para algum i 2: 3 e para 
b 3, isto é, suponha que 
f(i, n- 2k- i+ 3) = g(i, n- 2k- i+ 3) -1 , 
para algum i 2: 3 fixo. Vamos mostrar que a expressão (3.4) também é válida para 
i + 1 2: 4 e para b = 3. De fato, 
f[i+ l,n- 2k- (i+ 1) + 3] - f[i + 1,n -2k- (i+ 1) +2] + 
+ f(i,n-2k-i+3). (3.5) 
No segundo membro da equação (3.5), aplicamos a Proposição 3.16 na primeira 
parcela e a hipótese acima na segunda parcela, para obter: 
f[i + 1,n- 2k- (i+ 1) +3] = g[i + 1,n- 2k- (i+ 1) + 2] + g(i,n- 2k -i+3) -1 
que, pelo ítem 1 da Proposição 3.15, é dado por: 
f[i+ Ln- 2k- (i+ 1) +3] = g[i+ l,n- 2k- (i+ 1) +3]-1. 
Capítulo 3. O caso Az 41 
isso equivale a substituir i+ 1, b = 3 nos lugares de i, b na expressão (3.4). 
Logo, conduímos que a expressão (3.4) é válida para todo i 2: 3 e b = 3. 
Observe que, como a expressão (3.4) vale para todo i 2: 3, com b = 3 então, a 
partir da i + 1 2: 4. cada valor 
f[i+l,n-2k-(i+l)+b], 
com b 2: 4, b =f i + 1, pode ser obtido pela seguinte expressão: 
f[ i+ 1, n- 2k- (i+ 1) + b] f[i + l,n- 2k- (i+ 1) + b-1] + 
+ f(i,n- -i-'-bl 
' / 1 
onde podemos supor que cada parcela 
pressão (3.4). 
segundo membro de (3.6) satisfaz a ex-
Para o caso em que b =i+ 1, podemos determinar f[i + 1, n- 2k], para cada 
i+ 1 2: 4, pela seguinte expressão: 
f[i+ l,n- 2k] f[i + l,n 2k-l] + f(i,n- 2k), (3.7) 
onde também podemos supor que cada parcela do segundo membro de (3.7), é dada 
pela expressão (3.4). Vamos então mostrar que a expressão (3.4) é válida para todo 
i+ 1 2: 4 e para cada b E { 4, ... , i+ 1}. 
1. Primeiro suponha b =f i + l. Então, 
f[i+ 1,n-2k- (i+ 1) +b] = f[i+ l,n-2k- (i+ l)+b-1]+ 
+ f[i, n - 2k - i + b] 
= g[i + 1, n- 2k- (i+ 1) + b- 1] + g[i, n- 2k- (i+ 1) + b + 1]-
(n- 2k+i- b+7)(n- 2k+i+ b- 2)! 
(b- 4)! (n- 2k +i+ 3)! 
(n 2k+i b+5)(n-2k+i+b-2)! 
(b-3)! (n-2k+i+2)! 
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Para facilitar a notação, faça x = n- 2k +i. Eni;ão, pelo ítem 1 da Proposição 
3.15, segue que: 
f[i + 1, n- 2k- (i+ + b] = g[i + 1, n- 2k- (i+ + b]-
{ (b- 3)(x- b + 7) + (x + 3)(x- b + 5) }(x + b- 2)1 
(b- 3)! (x + 3)1 
(3.8) 
Desenvolvendo a parte do numerador da fração em (3.8) que se encontra dentro 
das chaves, temos: 
(b- -b+ + + - b+5) - b+ 5) + b) + 2(b-
x2 + 5x- (b- l)(b- 6) 
(x+b-l)(x b+6). 
Deste modo, fazendo x = n- 2k +i em (3.8), obtemos: 
f[i + 1, n- 2k- (i+ 1) + b] = g[i+ 1, n- 2k- (i+ 1) + b]-
(n 2k+i + b-l)(n- 2k +i- b+6)(n- 2k+i +b- 2)! 
(b-3)! (n-2k+i+3)! 
_ [. 1 _ 2k-(', ) b]- (n-2k+í-b+6)(n-2k+i+b-l)! - g z + 'n 2 -rl + (b- 3)! (n 2k +i+ 3)! ' 
que equivale a substituir os valores i + 1, b, nos lugares de i, b, na expressão 
(3.4). 
2. Para b =i+ 1, temos que j = n- 2k e, portanto: 
J(i + U) = f(i + l,j -1) + J(i,j), 
onde podemos supor que f(i+ 1, j -1) e f(i,j) são dados pela expressão (3.4). 
Se fizermos j = n- 2k- i+ b, podemos escrever a expressão (3.4), de forma 
alternativa, como: 
( . -'- 2 . 2b ' "\ ( . 2 . ?) I 
f( . '\ _ (. ·j _ ,) . Z - -r O; J + Z - . Z,J;-gZ,J, 1b-3)1(.'•2--b'2)1 \ .,]-r-Z T-
(3.9) 
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Logo, basta substituir os valores i + 1, j - l e b = i nos lugares de i, j e b na 
expressão (3.9), para obtermos: 
f(i + l,j- - + l,j-
(j+6)(j+2i-1)1 
(i- 3)!(j +i+ 3)1 . 
Analogamente, basta substituir i, j e b =i na expressão (3.9), para obtermos: 
( . -L -) ( . -L 2 . ?) I 
f ' . . , ( .. , J ' b J ' ~-- . \Z,]) = g Z,J)- ('- 3)1!. , . -L 2)1. 
Z .,)T'l1 · 
Mas, pelo ítem 2 da Proposição 3.15, segue que 
( . i) = . . -L 1\- (j + 3)(j + 2i- 2)! - (j + 5)(j + 2i- 2)! f ~,J g(z,J · ") r _ 2)1!.·-"- · · 1)1 /· _ 3)1' · • · + 2'11 · \Z ··:J,Z+. \! .\)TZ ,· 
Portanto, 
1 
f(í, j) = g(i,j + 1)- (- 2)1( . -L 2)1 [ (j + 3)(j +i+ 2) . 2. 2)' ' -t-Z-;; 
z . J + z ' . 
+(i- 2)(j + 5)(j + 2i- 2)! l 
=g(i,j+l) 
(j + 2í - 2)! 2 . . . 
(í 2)!(j +i+ 2)1 [ J + (2z + 3)J + 8z- 4] 
. . (j+4)(j+2i-l)! 
=g(z,J+l)- r·-2)1(·-"- · '2)1. (JI) 
1z . J , z -r . 
Deste modo, somando as expressões (I) e ( II), temos que 
. . . . . . (j + 6)(j + 2i- 1)! (j + 4)(j + 2i- 1)! 
f(z+l,J) = g(z+l,J-l)+g(z,J+l) (i- 3)!(j +i +3)! (i- 2)!(j +i+ 2)! ' 
que pelo ítem 1 da Proposição 3.15, é dada por: 
( . 2i - 1)1 
f(i + l,j) = g(i + l,j)- ( -J2;(. . ;_ 3)1 [i+ (2i + 5)j + lüi l 
z . J + z ' . 
= g(i + 1, j) (j + 5)(j + 2i)! 
(i- 2)!(j +i+ 3)! ' 
ou, de maneira equivalente, 
. . (n- 2k + 5)(n- 2k + 2i)! 
f(z + 1, n- 2k) = g(z + l, n- 2k)- , )I ( k . 
3
)1 · (z-2. n-2 +z+ . 
Mas isso equivale a substituir os valores i+ 1, b = i+ 1 nos lugares de i e b, 
na expressão (3.4), completando assim a prova. 
o 
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3.5 Número classes para o caso , com p 
Seja p E N um número primo. Vamos determinar o número de classes de 
eq,!üv·a!i~nc:ia, para o caso Az, com l = p - L 
Seja = Wt = {1, w, ... , wP-l }, onde w é a permutação cíclica de p elementos. 
Dada uma alcova A C 2Ao, denotamos por J(A) := {g E G I gA =A} o subgrupo 
de isotropia de A em G. Então, a órbita de 
{A, wA, ... , wP-1A}, é tal que: 
G 
O(A) '= I(A) . 
que denotaremos por O(A) := 
Pelo Teorema de Lagrange, a ordem de qualquer subgrupo de G deve ser um divisor 
da ordem de G. Como p é primo, segue que os possíveis subgrupos de isotropia de 
A em G são I(A) = {1} ou I(A) = G. Deste modo, só podemos ter dois tipos de 
órbitas pela ação de G, a saber, O(A) = G ou O( A)= {1}. 
Um ponto x = (xo,x1 , ... ,xz) E C é fixo pelo grupo G, se, e somente se, 
wx = x. Mas, wx = x se, e somente se, (x1, x 2 , ... , xz, x 0 ) = (x0 , x 1, ... , xz), isto é, 
se, e somente se, x = ( ~, ... , ~). Isto significa que o único ponto que é fixo pela ação 
do grupo G é o baricentro da câmara C, que por sua vez, pertence a uma alcova em 
A, pois p é ímpar. 
Como temos 2P-l alcovas em 2A0 , segue que elas estão distribuídas da seguinte 
forma: seja m o número de classes com p elementos e seja Ab a alcova que contém 
o baricentro b = (~, ... , ~). Então, a alcova A& determina uma classe com apenas 1 
elemento e, portanto, temos que mp+ 1 = 2P-I Porém isso significa quem = 2p-;-r. 
Como 2P-1 é congruente a 1, módulo p, isto é, 2P-1 _ l(modp), segue que m é 
um inteiro positivo e, portanto, temos uma classe com apenas uma alcova Ao e 
m = 2P-;-r classes com p alcovas em cada uma delas. Isto é, o número total de 
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Número classes para caso An-1 1 sendo 
uma de 
Suponha agora que n seja uma potência de 2 e seja m = ~- Então, existe 
r E que m = 2r. Seja dum divisor próprio de n. Vamos mostrar que d 
também é um divisor de m. De fato, n = sd, para algum s E N, com s =f 1. Isto 
implica que 2 · 2r = sd e, tanto s quanto d são potências de dois. Suponha que 
s = 2', para algum tE N. Então, 
= 2t-1 'd ' 
o que implica que d é um divisor de m, conforme queríamos. 
Proposição 3.18 Não existe órbita com m = ~ elementos. 
Demonstração: Se existisse uma órbita com m = ~ elementos, então teríamos 
wm A= A, para alguma alcova A E A. Isto implica que wmb(A) = b(A), onde b(A) 
é o baricentro de A. Deste modo, b(A) deve ser do seguinte tipo: 
b(A) = (xo, ... , Xm-1, Xo, ... , Xm-1)· 
Porém isso significa que 2(x0 + · · · + Xm_ 1) = 2, isto é, x0 + · · · + Xm_ 1 = 1, o que é 
uma contradição com o fato de b(A) pertencer a A. D 
Proposição 3.19 Se d é um divisor de m =~.então não existe uma órbita com d 
elementos. 
Demonstração: Se existir uma órbita com d elementos, teremos que wdA = A, 
para alguma alcova A e, consequentemente, wdb(A) = b(A). Isto implica que o 
baricentro de A deve ser do tipo: 
b(A) = (xo, ... ,Xd-1, Xo, ... ,Xd-1, ... , Xo, ... ,Xd-1), 
no qual o bloco Xo, ... , xd_1 aparece 2m-vezes. 
Deste modo, devemos ter 2m(xo+· · ·+xd_1) = 2, isto é, m(xo+· · ·+xd_1) =L 
Mas isso é uma contradição, pois b(A) E D 
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Deste modo, concluímos que se n = é uma potência de dois e se d é um 
próprio de n, então não existe nenhuma órbita com d elementos. Portanto, o 
único subgrupo isotropia de Wt é o trivial e todas as classes de equivalência 
exatamente n elementos. Consequentemente, existem classes equivalência. 
Capítulo 
O Caso Bz 
Nosso objetivo nesse capítulo é determinar um grupo G, cuja ação no conjunto 
das alcovas de 2A0 coincide com a ação de Wt no conjunto das estruturas que estão 
na forma de ideal abeliano e, a partir daí, contar o número de classes de equivalência 
e exibir uma coleção de ideais abelianos que formam um conjunto completo de 
representantes dessas classes. 
4.1 Realização canônica das raízes em Bz 
Seja g = so(2l + 1) a álgebra das matrizes anti-simétricas de ordem 21 + 1. Então, 
g é a álgebra de Li e associada ao diagrama Bz, l 2: 2. 
Para cada inteiro j E {1, ... , l}, seja Àj : JR1 ----+R o funcional linear dado por 
Àj(x) Àj(Xr, ... , xz) = Xj· Então, :E= {À r- À2, .\2- À3, ... , Àz-r- Àz, Àz} é um 
sistema simples de raízes de g e as raízes positivas correspondentes são: 
n+ = Pz + Àj 1 i< j} u {.\z- Àj 1 i< j} u {>.z 1 i= 1, ... , 1}. 
A raiz máxima em relação ao sistema de raízes positivas n+ é p, = À 1 + À2. 
4.2 Uma descrição da ação de Wt 
O grupo de Weyl W de B1 é dado pelas permutações de l elementos, juntamente 
com as mudanças de sinal nas coordenadas (x1 , ... , xz) E JRl O subgrupo Wt é 
obtido do diagrama estendido, olhando os subdiagramas que dão B1. caso em 
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que l 2 3, IWtl = 2 e além da identidade, o elemento de é aquele que leva a 
raiz mínima -11 na raiz simples a 1 = - .\2 e deixa invariante E\ { a 1 }. O único 
w E W que satisfaz isso é w = ( -1, 1, ... , 1), isto é, = {1, w }, onde 
accJrdo com [15], se é uma tal que J(A) está na forma ideal 
abeliano, então wA também satisfaz essa propriedade. 
Por outro lado, o teorema 2.5 garante que as alcovas A que dão ideais abelianos 
estão em bijeção com o conjunto de alcovas contidas em 2A0 , onde Ao é a alcova 
básica. Um elemento x pertence a uma alcova A C se, e somente se, 
0<(o,x)<2, 
para toda raiz positiva o. 
Agora, seja { w1, ... , wz} a base dual de :E, isto é, (oi, wj) = oij· Como w( -11) 
a 1 , segue que tw1w(A0 ) =Ao, onde tw1 denota a translação por w1. Deste modo, 
segue do lema 2.10, que t2w1 w(2Ao) = 2Ao. 
Portanto, t 2w 1 w permuta as alcovas em 2A0 . Um cálculo explícito fornece w1 = 
(1, O, ... , O) e daí que 
Consequentemente, tzw1 w leva a faixa definida pelas desigualdades 1 < (.\1 , x) < 
2 na faixa O < (.\1, x) < 1 e vice-versa. Isso implica que toda alcova em 2A0 é 
equivalente, sob a ação do elemento t2w1 w, a uma alcova contida no conjunto 
2Aon {x: O< (.\1,x) < 1}. 
Além disso, duas alcovas nesse conjunto não são equivalentes sob a ação de G := 
{ 1, t 2w 1 w}. Portanto, decorre da proposição 2.11 que a ação do grupo G nas alcovas 
de 2.40 coincide com a ação de Wt no conjunto das estruturas que estão na forma 
de ideal abeliano. Deste modo, temos: 
Teorema 4.1 Toda alcova em 2A0 é equivalente a uma única alcova em 
2Aon{x:0<(.\Lx)<l} 
e cada classe de equivalência contém exatamente 2 elementos. Portanto, existem 
classes de equivalência. 
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Para determinar explicitamente representantes em cada uma das 21- 1 classes, a 
primeira observação é a seguinte: 
raiz da forma com i> l, não pertence a nenhum ideal abeliano. 
Seja I um ideal abeliano e suponha que .\i E com i # l. Então, 
também pertence a I, pois I é ideal. Mas, .\i-l +.\i é raiz, contradizendo o fato de 
I ser abeliano. 
Lema Seja A uma alcova contida em 2A0 n {x: O< (À1,x) < e denote por 
I o ideal abeliano correspondente. Então, nenhuma raiz do tipo Àz- Àj, com i< j, 
está em I. 
Demonstração: Suponha que Ài - Àj, com i < j, pertence a I. Então, .\z = 
(Àz- Àj) + ÀJ também está em I. Pelo lema anterior, i = 1. Mas, como I é dado por 
uma alcova no conjunto 2A0 n {x: O< (À r, x) < 1}, a definição a partir da alcova 
garante que :\1 ~I, concluíndo a prova. D 
Juntando estes dois lemas, segue que qualquer ideal associado a uma alcova em 
2Ao n { x : O < (À1, x) < 1} está necessariamente contido no conjunto iP das raízes do 
tipo Ài + Àj, com i# j. Por outro lado, o conjunto iP propriamente dito é um ideal 
abeliano e, como À1 ~i!>, a iP se associa uma alcova em 2A0 n {x: O< (À1,x) < 1}. 
Por isso, qualquer subconjunto de iP que é ideal é também ideal abeliano e está 
associado a uma alcova contida em 2A0 n {x: O< (À1,x) < 1}. Como duas alcovas 
diferentes nesse conjunto não são equivalentes, segue que 
Proposição 4.4 Seja iP o conjunto das raízes do tipo Ài + Àj, com i# j. Então, os 
ideais contidos em 1'v1 formam um conjunto completo de representantes das classes 
de equivalência.. Um ideal está contido em iP se, e somente se, ele é abeliano e está 
associado a uma alcova em 2A0 n {x: O< (ÀJ:x) < 1}. 
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Para determinar explicitamente os ideais contidos em i!>, basta exibir 21- 1 ideais 
diferentes, pois essa é a quantidade de ideais dentro de i!> (que é o mesmo que a 
quantidade classes de equivalência). isso, tome sequências R= (a1, o •• , a,), 
com l 2': ar 2': a2 2': o o o 2': a, > t e t E { o, l- Denote por I(R) o ideal de <!> 
gerado pelo conjunto 
isto é, I (R) é o conjunto de todas as raízes da forma 
Ài + para todo i = L o o o , t com i < j :::.; ai 
Para t = 
gerado é I = 0° 
convencionamos que a sequêncía correspondente é vazia e o ideal 
Observação 4.5 Uma raiz Ài + Àj pertence ao ideal I(R), com R= (ar, o o o, a,) se, 
e somente se, tivermos 
com i E { 1, .. o , t} e i < j :S a1. 
Deste modo, se duas sequéncias R 1 = (ar, o o o, a,) e R2 = (b1, ... , bs), com 
t, sE {1, ... , l- 1}, são diferentes, então o ideal gerado por Rr é diferente do ideal 
gerado por R2, pois: 
1. Se t = s, isto é, se as duas sequências têm o mesmo número de elementos, 
podemos supor, sem perda de generalidade, que existe i E { 1, ... , t = s}, tal 
que b1 > ai· Considere a raiz À;+ À&, E 1(R2). Então, essa raiz vai pertencer 
ao idea11(R1 ) se, e somente se, tivermos: 
Porém isso contradiz o fato que bi > a; e, consequentemente, 1 (R r) i' 1 ( R 2 ). 
20 Se t < s, isto é, se a sequência R 2 tiver mais elementos que a sequêncía R~o 
existe i, com t <i::; s, tal que Ài + Àb, E J(R2). Porém, esta raiz não poderá 
ser gerada por nenhum elemento da sequência R1 , pois i é maior do que a 
quantidade de elementos de R1 0 
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Além disso, vale a seguinte 
definidos anteriormente, formam 
um conjunto completo de representantes das classes de equivalência. 
Primeiro vamos mostrar que a quantidade de sequências é 
geral, o número de combinações com repetição de n elementos, tomados p a p, 
é dado por: 
CP _ (n + p- 1)! = ( n + p- 1 ) 
n+p-1- p! (n- 1)! P ( 4.1) 
R= 
com l 2': a 1 2': a2 2': · · · 2': a, > t, t E {0, ... , I- é um problema de combinação 
com repetição onde, para cada t E {O, ... , 1- 1}, temos uma quantidade de n = l- t 
elementos que deverão ser tomados t a t, isto é, devemos substituir, para cada 
tE {0, ... , l- 1}, os valores de n =l-te p = t na expressão (4.1), para obter: 
Portanto, o número de sequências é dado por: 
21-1 = t ( l - 1 ) . 
t=O t 
O resultado agora segue da observação 4.5 e do fato que a quantidade de ideais 
contidos em 111 também é 21- 1 
Capítulo 5 
O Caso Cz 
Analogamente ao caso B:, nosso objetivo nesse capítulo é determinar um grupo 
G, cuja ação no conjunto das alcovas de 2A0 coincide com a ação de W:t no conjunto 
das estruturas que estão na forma de ideal abeliano e, a partir daí, contar o número 
de classes de equivalência e exibir uma coleção de ideais abelianos que formam um 
conjunto completo de representantes dessas classes. 
5.1 Realização canônica das raízes em C1 
Seja g = sp( l) a álgebra das matrizes 21 x 21 definida como segue 
sp(l) ={A E s/(21): AJ + JA' = 0}, 
onde J é a matriz anti-simétrica 21 x 21 escrita em blocos l x l como 
onde 1 denota a identidade l x l. 
Então, g é a álgebra de Lie associada ao diagrama de Dynkin C1• Um sistema 
simples de raízes de g, é :E {À1 -.Ã2, À2-.Ã3, ... , Àz_1 -.Ã1, 2Ã:} e as raízes positivas 
relativas a E, são 
I i <j}U{2À; i i= 1, ... ,1}. 
máxima relativa a rr+ é J.L = 2.Àj. 
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5.2 Uma descrição da ação de 
O grupo de \Veyl C1 coincide com o caso em que l 2: 3, I = 2 
e, Wt = {1, w }, onde w é o elemento que leva o peso -J.L = -2.\1 na raiz 
simples 2.\1 = az e deixa {2.\z}. O único w E que satisfaz essa 
propriedade, é 
W rx x1) - I -x-\ 11 ... J - \ [) ••• ) 
Seja {w1 , ... , Wt} a base dual de 2::, isto é, (ai, wj) = 5ij· Como w( -J.L) = a~, 
segue que tw,w(Ao) =Ao, onde tw, denota a translação por Wt. Logo, segue do lema 
2.10 que t2w,w(2Ao) = 2Ao. 
Portanto, t 2w,w permuta as alcovas em 2A0 . Além disso, pela proposição 2.11, 
temos que a ação de tzw, w nas alcovas de 2Ao coincide com a ação de Wt nas 
estruturas J (A) que estão na forma de ideal abeliano. 
Para determinarmos w1, denote w1 = (a1,. _., a1). Então, 
{ 
(wz,az)=l 
(wz,aj) =O, V j =F l, 
o que implica que 
{ 
2az = 1 
a1 aj = O, V i < j. 
Porém isso significa que a 1 = a2 · · · = az = ~, isto é, 
Portanto, 
(t2w,w)(x1, ... , xz) - w(xb ... ,xz) + (1, ... , 1) 
- (-xz, ... , -xl) + (1, ... , 1) 
- (1- Xt,- .. , 1- Xl) 
partir de agora, vamos estudar os casos C1, com l par e C1, com I ímpar, 
separadamente. 
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5. O Caso Cz, com l 
Suponha l par. definida pelas desigualdades 
1 < + < 2 na faixa O < () .. l + ÀL1 , x) < 1 e vice-versa, pois: 
2 2 ' -
1 < + < 2 se, e somente se, O < 2- (x! +x~+l) < 1, isto é, se, e 
somente se, O< ( Àk + (t2w,w)(x) ) < l. Isto implica que toda alcova em 2A0 
" 
é equivalente, sob a ação do elemento t 2w1W, a uma alcova contida no conjunto 
2Aon{x: O< ( À1 +.\1_,_1,x) < 1}. 2 2 . 
disso, duas aícovz1s nesse conjunto não são 
{1, t2w,w }. Portanto, 
Teorema 5.1 Toda alcova em 2A0 é equivalente, sob a ação de t 2w,w E 
única alcova em 
2Aon{x: 0< ( .\1 +ÀlwX) < 1}. 
2 2 
a uma 
Portanto, cada classe contém exatamente dois elementos e existem 21- 1 classes de 
equivalência. 
Lema 5.2 Uma raiz da forma Àz- Àj, i < j, não pertence a nenhum ideal abeliano. 
Demonstração: Seja I um ideal abeliano qualquer e suponha que .\1 - Àj E I, 
i < j. Então, Àz + Àj também pertence a I, pois Àz + Àj = ( .\1 - Àj) + 2.\j e I é ideal. 
Mas, (.\1 - Àj) + (.\1 + Àj) = 2.\1 é uma raiz, contradizendo o fato de I ser abeliano. 
o 
Lema 5.3 Seja A uma alcova contida em 2A0 n {x: O< ( À1 + Àl+l,x) < 1}. 
2 2 
Denote por I o ideal abeliano associado a A, isto é, 
I:= {a E n+ I Ea(A) = -1} ={a E n+ I ka(A) = 1}. 
Então, as raízes da forma 
I \+i + À~+j , o :::; i < j :::; 2 
não pertencem a I. 
e 
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A + 
em relação a essa raiz, é zero. 
não pertence a I, pois a coordenada da alcova 





não pertence a I, para todo i E 
Consequentemente, 2À~+i não pertence a I, para todo i E {1, o. o,~}, pois 
+ 
Logo, + não pertence a I, para todo O ::; i < j ::; ~, pois 
o 
Portanto, qualquer ideal abeliano que está associado a uma alcova A contida 
em 2A0 n { x : O < ( À! + Àh1 , x ) < 1}, está necessariamente contido no conjunto 2 2 o 
1? = {Ài + À1 I i = 1, o .. ,~ - 1, j = 1, ... ,l, i ::; j} U {2À4}. Por outro lado, 1? é 
um ideal abeliano, pois: 
1. Seja 01 = Ài + Àj, i< j, um elemento de<!>. Se {3 é uma raiz positiva tal que 
01 + .8 é raiz, então {3 necessariamente é da forma À, - Àj, i ::; t < j o Portanto, 
01+
0
8 = Ài+À,, o que implica que 01+{3 E <!>o Se a= 2À1, com 1::; j::; ~.então 
/3 deve ser do tipo {3 = Ài - Àj, com i < j. Porém, neste caso, a+ {3 = Ài + À1, 
com 1 ::; i < j ::; ~ e, portanto, a+ {3 E 1?. 
20 Se a e {3 são duas raízes em <!>, então claramente a + {3 não é raiz. 
Além disso, como a raiz À! + À!+J não está em <!>, podemos associar a <!> uma 
2 2 
alcova em 2A0 n {x: O< ( Àl + À!_,_1 , x) < 1}. Por isso, qualquer subconjunto de 2 2 o 
<!> que é ideal, também é ideal abeliano e está associado a uma alcova contida em 
2A0 n {x: O< ( Àl + ÀL_,_ 1,x) < 1}. Como duas alcovas diferentes nesse conjunto 2 2 o 
não são equivalentes, sob a ação de segue que 
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Seja <!> o seguinte conjunto: 
l w = { >-t + >.j 1 í = 1, ... , 2 - 1, J = 1, ... , 1, i ::; 
Ln:ra:;, os ideais contidos em <!> formam um conjunto completo representantes das 
classes de equivalência. Um ideal está contido em <!> se, e somente se, ele é abeliano 
e está associado a uma alcova em 2A0 n { x : O < ( 
Para determinar explicitamente os ideais contidos em <!'>, basta exibir 21- 1 ideais 
diferentes, pois essa é a quantidade de classes. Para isso, tome sequências R = 
(a" ... , a1), com l :::0: ar :::0: a2 ... :::0: a, :::0: t, para todo tE {1, ... , ~ -1} e, para t = 4, 
tome sequências R = , ... , a4_1, , com l :::0: a1 > :::0: a4_1 :::0: ~· por 
I (R) o ideal de <!'> gerado pelo conjunto 
Proposição 5.5 Tbdos os ideais I(R) definidos acima, constituem um conjunto 
completo de representantes das classes de equivalência. 
Demonstração: O número de sequências, para cada t E {1, ... , 4- 1 }, é obtido 
por uma combinação com repetição de I - t + 1 elementos, tomados t a t, isto é, 
existem 
t t ( l ) cl-t+l+t-1 = cl = t 
sequências do tipo R = (a1 , ... , a,), com l :::0: a1 :::0: ... > a, > t, para cada t E 
{1, ... ' 4- 1 }. 
No caso t = ~. como o último elemento da sequência é sempre ~. devemos fazer 
uma combinação com repetição de t + 1 elementos, tomados ( 4 - 1) a ( 4 - 1), isto 
é, existem 
~-1- ( l -1 ) Cz-1 - z 
--1 
2 
sequências do tipo R= (a1, ... , a1_,, ~),com l 2 a 1 :::0: ... :::0: a1-1 2 -2
1
. 
2 ~ ~ 2 
Portanto, convencionando que para t = O temos a sequência vazia com o ideal 
I= 0 correspondente, temos que o número total de sequências é dado por: 
l- 1 
~-1 ) (5.1) 
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Precisamos mostrar que esse número é exatamente 21- 1 De fato, 








Observe que temos uma quantidade par (I- 2) de somandos em (5.2), pois l é par. 
provar o resultado acima, vamos Utll!Z<1r as seguintes identidades: 
(I) (1-1)+(1-1)=(1 ) p p+l p+l 
para todo p E {0, ... , l- 1}. 
Desenvolvendo o somatório (5.2), temos que 
(1-1) (1-1)' (1-1) '(1-1) ~= + T···+ T + o 1 l-3 l 2 
' 2 2 
+(1~-1)+(11~1 )+···+(1-1)+(1 1)+(1-1)· 
2 2'1 l-4 1-3 1-2 
Se ~ -1 for par, começamos a agrupar os somandos de (5.2) aos pares, a partir 
do primeiro termo, isto é, agrupamos os termos da seguinte forma: 
[(~-1 )+(~-1 )]+[(~-1 )+(~-1 )]+··· 
... + [ ( ~ -13) + ( ~ ~ 12)] + [ ( ~ 1) + ( ~ ~11)] + ... 
···+[(1-1)+(1-1)]· 
\1-3 l-2 
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Aplicando a 1d<mt1dacde ac1ma em par de termos agrupados, obtemos: 
( ~) + ( ~) + ( ~) + .. ·+ ( ~-2) + ( ~+1) + .. ·+ ( :_2). 
Agora, usando a identidade (II) acima, temos: 
que são as parcelas referentes aos valores pares {2, 4, ... , ~ - 1} de i. Além disso, 
como C = ~ ) = ( ~ } temos que 
e, consequentemente, 
Se 4 - 1 for ímpar, começamos a agrupar os somandos de (5.2) em pares, a 
partir do segundo termo, isto é, agrupamos os termos da seguinte forma: 
Aplicando a identidade (I) acima em cada par de termos agrupados, obtemos: 
( )()() ( )() ( )( ' l-l l l l l l l 1 + -L +· .. -L + +· ' ·-1- + o 2 ' 4 ' ~-2 4+1 . l-3 . l-2) 
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5.4 O Caso Cz, com l ímpar 
Suponha l ímpar. Então, t 2w, w permuta as faixas, 1 < ( 2.\ '+', x ) < 2 e O < 
2 
( 2ÀI+1, x ) < 1, pois: 1 < 2XJ+1 < 2 se, e somente se, O< 2 2x'+' < 1, isto é, se, 
2 2 2 
e somente se, O < ( 2.\ '+', ( t 2w, w) ( x) ) < 1. Isto implica que toda alcova em 2A0 é 
2 
equivalente, sob a ação do elemento t 2w,w, a uma alcova contida no conjunto 
2A.0 n{x: O< ( n,+,,x) < 1}. 
2 
Além disso, duas alcovas nesse conjunto não são equivalentes sob a ação de G := 
{1, t 2w,w}. Portanto, 
Teorema 5.6 Toda alcova em 2A0 é equivalente, sob a ação de i2w,w E G, a uma 
única alcova em 
2A.o n { x : O < ( 2.\ 1+1 , x ) < 1}. 
2 
Portanto, cada classe contém exatamente dois elementos e existem 21- 1 classes de 
equindéncia. 
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Uma raiz da forma - Àj, i < j, não pertence a nenhum ideal abeliano. 
A prova é análoga ao caso I par. 
o 
Lema 5.8 Seja .4 uma alcova contida em 2A0 n { x : O < ( 2À 1+1 , x ) < 1}. Denote 
2 
por I o ideal abeliano associado a A. Então, as raízes da forma 
não pertencem a I. 
l-1 
O<i<J·<--- - - 2 
Demonstração: A raiz 2À1+1 não está em I, pois a coordenada de A em relação a 
2 
essa raiz, é zero. Logo, (À1+1 + À1+1+
1
) não pertence a J, para todo j E {0, ... , 121 }, 
2 2 
pois 
Consequentemente, 2À't'+j não está em I, para todo j E {0, ... , 131 }, pois 





Portanto, qualquer ideal abeliano que está associado a uma alcova A contida 
em 2A0 n {x: O< ( 2À1+1,X) < 1}, está necessariamente contido no conjunto 
2 
<I> = {Àz + Àj I i = 1, ... , 121 , j 1, ... , l, i :::; j}. Por outro lado, <I> é um ideal 
abeliano. Além disso, como a raiz 2À l+l, não está em <I>, podemos associar a <I> uma 
2 
alcova em 2A0 n { x : O < ( 2.\ 1+1, x ) < 1}. Por isso, qualquer subconjunto de 
2 
<I> que é ideal, também é ideal abeliano e está associado a uma alcova contida em 
2A0 n { x : O < ( 2À 1t', x ) < 1}. Como duas alcovas diferentes nesse conjunto não 
são equivalentes, sob a ação de G, segue que 
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Pn)posiç~io 5 <P o conjunto das raizes do tipo A: + ' i = 1,.".' 1~1' 
j = 1, ... , l, i::; j. Então, os ideais contidos em <P formam um conjunto completo de 
representantes das classes de equivalência. Um ideal está contido em <P se, e somente 
se, ele é abeliano e está associado a uma alcova em 2A0 n { x : O < ( , x ) < 
Para determinar explicitamente os ideais contidos em <P, basta exibir 21- 1 
ideais diferentes, pois essa é a quantidade de classes. Para isso, tome sequéncías 
R= (a!. ... , a1), com l 2: a1 2: a 2 ... 2: a1 2: t, para todo tE {1, ... , 1-;; 1 }. Denote 
por I( R) o ideal de <P gerado pelo conjunto 
+ 
Proposição 5. Os ideais I(R) descritos ac1ma, constituem um conjunto com-
pleto de representantes das classes de equivalência. 
Demonstração: Basta provar que existem 21- 1 sequéncias R do tipo acima, pois 
a quantidade de ideais abelianos contidos em <I> é também 21- 1 
Para cada t E {1, ... , 1~ 1 }, o número de sequéncias do tipo R= (a1 , ... , a,), 
com l 2: a1 2: ... 2: a, 2: t, é obtido por uma combinação com repetição de l - t + 1 
elementos, tomados t a t, isto é, 
t t ( l ) cl-t+l+t-1 = C1 = t . 
Consequentemente, o número total de sequências, considerando que para t O 
temos a sequência vazia com I = 0 correspondente, é dado por: 
(5.3) 
Vamos mostrar que a soma (5.3) é exatamente 21- 1 De fato, 
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t ( ~ ) - c~~ ) + c~2 ) + ... + c _ 1 ) + c ) 
- (:21 ) + (;22 ) + ... + ( ~ ) + ( ~ ) 
tC)· 
Logo, 
21=2 i=D c) 
Isto significa que a soma em (5.3) é igual a 21- 1 , conforme queríamos. D 
Capítulo 6 
O Caso Dz 
Nesse capítulo, vamos determinar um grupo G, cuja ação no conjunto das 
alcovas de 2A0 coincide com a ação de W:t no conjunto das estruturas que estão 
na forma de ideal abeliano. Em seguida, vamos contar o número de classes de 
equivalência, segundo essa ação, e exibir uma coleção de ideais abelianos que formam 
um conjunto completo de representantes dessas classes. 
6.1 Realização canônica das raízes em Dz 
Seja g = so(21) a álgebra das matrizes anti-simétricas de ordem 21, 
so(2l) ={A E s1(21) : +A'= 0}. 
Então, g é a álgebra de Lie associada ao diagrama D1, l 2: 4. Um sistema de 
raízes em g é, I:= {Àr - .\2 , J\2 - J\3 , ... , .\z_1 Àz, Àz-r + Àz} e as raízes positivas 
correspondentes, são 
n+ = p, .x1 :i< j} u P~ + .\1 :i f j}. 
A raiz máxima em relação a n+ é J.L = J\ 1 + À2 . 
6.2 Uma descrição da ação de Wt 
De acordo com [14], o grupo de Weyl W de D1 é dado pelas permutações de I elemen-
tos, seguidas de mudança de sinal sempre numa quantidade par de 
63 
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coordenadas. subgrupo Wt é obtido do diagrama estendido, olhando os sub-
diagramas que dão caso em que l 2: a ordem de é 4 e além 
da identidade. os outros três elementos w1 , w2, W3 de Wt são aqueles tais que 
w 1 (-f.L) = a 1,w2(-f.L) = 0:1-1 e w3 (-f.l) = a1 e deixam invariantes os conjuntos 
L:\{a1}, :S\{a1_ 1} e :S\{a1}, respectivamente. Os únicos elementos "WJ,"W2 ,w3 E 
que satisfazem essas propriedades, são: 
L Se l for par, 
(-x1,Xz, ... ,Xl-1: -XlJ 
(x~, -Xl-1, ... , -x2, x1) 
2. Se l for ímpar, 
(-X!, -Xl-1: ... , -X2, X1) 
(xz, -xz-1, ... , -x2, -x1) . 
Seja agora { <;1>1, ... , <Pt} a base dual de :S, isto é, (ai, <Pi) = Dij· Então, como 
w1(-f.L) = a1, w2(-11) = az-1 e w3(-11) O:z, segue que t,hwl(Ao) = t,p,_1wz(Ao) = 
tq>,w3(A0 ) =Ao. Analogamente aos casos Bt e Ct, temos que 
Portanto, as aplicações hp1 w 1, hp,_ 1 w2 e t24>,w3 permutam as alcovas em 2Ao. Além 
disso, J(A) = J(tzq>,A), para todo i= 1, ... , l. 
Proposição 6.1 As aplicações <;D1, <Pz-1 e <Pz, são dadas por: 
1. 4>1 (1,0, ... ,0). 
Demonstração: Denote 4>1 
Então, 






! "'· a.\ 
Y 11 J i 




al-1 + az 
1 




para todo 2 ::; i < j ::; l 
Porém isso significa que a 1 = 1 e aJ O. para todo j - 2, ... , l, isto é, 
f o, ... f 0). 
para todo jfl-1. 
Isto implica que 
{ 
bz-r- bz 1 
bi- bJ - O, 
bz-r + bz O. 
para todo 
Porém isso significa que bi = ~, para todo i 1, ... , l - 1 e bz = - ~, isto é, 
<Pz-1 = (~, · · ·, ~~ -~) · 
{ (</>z, az) - 1 
(<f>z,aj) o, para todo j # l. 
Isto implica que 
{ Ci-1 + Cz 1 Cz- Cj O, para todo 1 ::; i < j ::; l. 
P ' . . 'fi 1 ' . 1 l . ' f ( 1 1) orem rsso srgm ca que Ci = 2:0 para toao ~ = , ... , , rsto e, <pz = 2' ... , 2 . 
D 
Portanto, temos: 
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1. Se I for par, 
' . ' ( L2;p1W1\X1) ... 1 
' f 
029t-l W2\Xl,, .. ' 
t2cp, ~0,~li 
2. I for ímpar, 
t24>1 wr (xlo .. . , xz) (2- X], x2, ... , Xz-r, -xz) 
t2&1_ 1 w2(xb ... ,xz) - (1- Xz, .. . , 1- x2,-l +xr) 
t2&,ws(xr, ... , xz) (1 + xz, 1- Xz-r, ... , 1- xr) 
Sejam ={L 
B = 2Ao n {x I o< + x) < 1} n {x I O< ()1.1- < 1}. 
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Dada uma alcova contida em 2A0 , denotamos por I(A) = {g E G I gA =A} 
o subgrupo de isotropia de A em G. Então, a órbita O(A) = {A,g1A,g2A,g3A} de 
A é isomorfa ao quociente: 
G 
I(A). 
Proposição 6.2 Suponha l par e seja A uma alcova contida em 2A0 . Então existe 
g E G, tal que gA c B. 
Demonstração: As coordenadas { k.>"+"'' (A), k.\,-.\, (A)} da alcova A podem as-
sumir os seguintes valores: {0, 0}, {0, 1}, {1, 1}, {1, 0}. 
l. Se {kÃ,+.\1(A), k)q-.\1(A)} = {0, 0}, a alcova A está contida em B e, neste caso, 
basta tomar g = 1 E G. 
O < xr + Xz < 1 e 1 < xr - Xz < 2, 
para todo x E A. O que implica que 
O < x1 + xz < 1 e O < 2 - x1 + Xz < 1, 
para todo x E A. Mas, 
Capítulo 6. O caso D, 67 
={L 1 }, temos que 
para todo x E A. O que implica que 
Ü < 2 - Xj - Xt < 1 e 0 < 2 - x 1 + Xz < 1, 
para todo x E A. Mas, 
0 < 2 - X 1 - Xz < 1 e 0 < XJ - Xt < 1, 
para todo x E A. Mas, 
Logo, temos que kA,+-",(g3A) = k-"1-A1 (g3A) =O e, portanto, g3A C B. 
o 
Analogamente, temos: 
Proposição 6.3 Suponha l ímpar e seja A uma alcova contida em 2A0 . Então 
existe g E G, tal que gA C B. 
Demonstração: A prova é análoga ao caso l par, bastando apenas observar que: 
1. Se {k-",+-",(A),k-"1 -.\,(A)} = {0,0}, então A c B. 
2. Se {k.\,+.\,(A), k-"1 -A,(A)} = {0, 1}, então g3A C B, pois neste caso, 
3. Se {k-"1+-",(A), k-"1 -;;,(A)} = {1, 1}, então g1A C B, pois neste caso, 
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} = {1, , então g2A C B, pois neste caso, 
[J 
qualquer forma, concluímos que toda alcova contida em 2A0 é equivalente, 
pela ação do grupo G, a uma alcova contida em B. Isto é, dada A C 2A0 , existe 
g E G, tal que gA C B. Além disso, vale o seguinte resultado: 
Suponha I par e seja uma alcova contida em 
para todo g E G\{1}. 
Demonstração: 
1 < 2 - X1 - Xl < 2, 
para todo x E A Como (.\1 + Àz, g1x) = (.\1 + .\z, g3x) = 2- x1 - Xz, segue 
que k.11+A,(91A) = k-"r+-",(g3A) = 1 i' kA,+A,(A). Isto significa que g1A i' A e 
g3A i' A 
Ü < 2 - x1 - Xz < 1, 
para todo x E A. Deste modo, 
Isto significa que g1A i' A e g3A A 
3. Se k.I,-A,(A) =O, então, para todo x E A, temos que: 
1 < 2 - x 1 + Xz < 2. 
Como (.\1- .\z,g2x) = 2- x1 + Xz, segue que kÀ,-À1(g2A) = 1 i' kA,-.\,(A) e, 
portanto, g2A i' 
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4. Se _;..1 = 1, então, para todo x E temos que O < 2 - x1 + XI < 1. 
Como (>.1- , g2x) = 2 - X1 + Xt, segue que k).,-).1 
concluímos que para g E G\{ 
Analogamente, 
Proposição 6.5 Suponha l ímpar e seja A uma alcova em 2A0 . Então gA f= 
para todo g E G\ {1 }. 
Deste modo, g1A f= A 
e, 
1.1) Se kA,+;..;(g2A) O, temos que O< x1 - x1 < 1, para todo x E A 
Logo, kA,-A,(A) =O f= kA,-A,(g2A) e, portanto, g2A f= A 
1.2) Se kA,+Ã,(g2A) = 1, então kÃ,+A1(g2A) f= kÃ,+.\JA) e, portanto, 
g2 A f= A 
1.3) Se kA,--"1 (A) = O, temos que 1 < 2- x1 + x 1 < 2. O que implica que 
k-'1+;..,(g3A) = 1 f= k-',+-'z(A) e, portanto, g3A f= A 
1.4) Se kÀ,-À,(A) = 1, temos que kÃ,-A,(A) = 1 f= k-"1-;..,(g3A) = O e, 
portanto, g3A f= A 
De qualquer forma, gA f= A, para todo g E G\{1}. 
Daqui tiramos que g1A A 
2.1) Se kÃ,+).1(g2A) =L então k>.,-A,(A) = 1 f= k>.,-A,(g2A) e, portanto, 
g2A f= 
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Se k!q+À1(g3A) = 1, temos que kÀ1 ->.1(A) =O =f k>,1->.,(93A) e, por-
LctlJLLV1 93A ~ 
2.4) Se k>.,+À,(g3A) 
93A =f A. 
O, então (A) e, portanto, 
De qualquer forma, temos que gA =f A, para todo g E G\{1}. 
b"to termina a prova. n LJ 
duas últimas proposições implicam que o único subgrupo de isotropia de G 
é o trivial e, portanto, todas as classes de equivalências contém exatamente 4 = 22 
elementos. Deste modo, temos que: 
Teorema 6.6 Toda alcova em 2A0 é equivalente a uma alcova em B e cada classe 
de equivalência contém exatamente 4 = 22 elementos. Por isso, existem 21- 2 classes 
de equivalência. 
Para determinar explicitamente representantes em cada classe, a primeira ob-
servação é a seguinte: 
Lema 6. 7 Seja I um ideal abeliano definido por uma alcova contida no conjunto 
B. Então, as raízes da forma Ài- Àj, 1 ~i < j ~ l e Ài + À1, 1 ~i ~ I- 1, não 
pertencem a I. 
Demonstração: Como I está associado a uma alcova contida em B, segue que as 
raízes :1 1 - À1 e À r+ À1 não pertencem a I. Portanto, nenhuma raiz da forma Ài- Àz, 
1 < i < l pode pertencer a I, pois (À1 - Ài) + (À 1 - À1) = Àr - :11. Agora, como 
(:11 - Àj) + (Àj- Àl) = À1 - À1, para todo 1 ~i < j < l, segue que Ài- Àj tf. I, para 
todo 1 ~ i < j ~ l. 
Por outro lado, como À 1 + Àz não pertence a I, temos que as raízes da forma 
À;+ À1 não estão em I, para todo 1 < i < l pois, para esses valores de i, temos: 
+ (Ài + Àt) = Àl + Àt. 
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Do anterior, segue que qualquer ideal associado a uma alcova em 13 está 
contido no conjunto iP das raízes do tipo Àt + , 1 :'::: i < j :'::: l - 1. Por outro lado, 
o conjunto iP é um ideal abeliano e, como -:A,, À1 + não estão em 1>, podemos 
associar a iP uma alcova contida em 13. Por isso, qualquer ideal de iP é também ideal 
abeliano e está associado a uma alcova em 13. Portanto, temos: 
Proposição 6.8 Seja iP o conjunto das raízes do tipo Àí + ÀJ , 1 :'::: i < j :'::: l 1. 
Então, os ideais contidos em iP formam um conjunto completo de representantes das 
classes de equivalência. Um ideal está contido em iP se, e somente se, ele é abeliano 
e está associado a uma alcova em 13. 
Para descrever explicitamente os ideais que representam as classes de equivalência, 
tome sequências R = (a~, ... , at), tais que I- 1 2 a1 2 ... 2 at 2 t + 1 com 
tE {1, ... , l- 2}. Denote por I(R) o ideal de iP gerado pelo conjunto: 
Então, vale a seguinte Proposição: 
Proposição 6.9 Todos os ideais do tipo I( R) definidos acima, constituem um con-
junto completo de representantes das classes de equivalência. 
Demonstração: Basta provar que o número de sequências é igual ao número de 
classes. Para cada t E {1, ... , l- 2}, temos que o número de sequências do tipo 
R (a1 , ... , a,), com l- 1 2 a 1 2 ... 2 a, 2 t + 1, ê obtido por uma combinação 
com repetição de l - t- 1 elementos, tomados t a t. Isto ê, este número é dado por: 
t t (1-2) Cz-t-l+t-1 = Ct-2 = t · 
Agora, convencionando que para t =O temos a sequência R= 0, com 1(0) = 0, 
segue que o número total de sequências é dado por: 




O Caso E5 
Neste capítulo, apresentamos uma descrição da ação do grupo Wt no con-
junto dos ideais abelianos, para o caso E6 . Em seguida, descrevemos todas as 
classes de equivalência, segundo essa descrição, separando as sequências do tipo 
R= (a1,a2, ... ,a,), tais que 1::; t::; 6, 1::; a1 < a2 < ... <a,::; 6. 
7.1 Uma descrição da ação de Wt 
Para descrever uma ação de vVt no conjunto dos ideais abelianos, vamos utilizar 
alguns resultados do artigo [15]. Sejam W o grupo de Weyl de E6 e L = {x E 
~IR I (a, x) E Z, V a E TI}. Dada uma alcova A qualquer, temos que existem À E L e 
w E W, tais que 
J(A) = wJ(tJ.Ao), 
onde Ao é a alcova básica. Isto significa que toda estrutura afim é equivalente, pela 
ação do grupo de 'Ney!, a uma estrutura do tipo J(tJ.Ao), para algum À E L. Sejam 
À1, À2 E L quaisquer. O próximo lema nos dá condições necessárias e suficientes 
satisfeitas por À1, À2, para que duas alcovas do tipo t!., Ao e tÃ2 Ao sejam equivalentes 
pela ação de Wt· 
Lema 7.1 Sejam À1, Àz E L quaisquer. Então, existe CJ E Wt tal que t>,1 Ao = 





uma vez que ui>.2 u-




Logo, (LÀ,+vÀ2 u)Ao = (tp"u)Ao = Ao, o que implica que o-Ao = (t.\,-vÀ2+pJuAo. 
Porém isso significa que )q- u À2 + p07 =O, isto é, = -pa + cr À2. 




Agora, pela Proposição 3.5 de ([15}, pag. 281), ternos que 
para todo ex,(3,ex + (3 E rr+ e À E L. Logo, para determinar a estrutura J(tÀAo), 
basta conhecermos os valores de E,1 , com ex1 E I:. Além disso, como as coordenadas 
ka da alcova tAAo satisfazem k"' = (À, ex), para toda raiz positiva ex, temos: 
isto é, as duas estruturas são iguais se, e somente, À1 e Àz são congruentes módulo 2. 
Consequentemente, podemos considerar apenas os elementos da forma À2 = L Wi, 
onde { w1, ... , wz} é a base dual de E = { ex1, ... , exz}, isto é, (wi, exj) = 51j· 
Vamos determinar agora o grupo W:s de E6 • Este grupo é obtido do diagrama 
de Dynkin estendido, olhando os subdiagramas que dão E6 . A ordem de Wt; é 
3 e, portanto, temos que W:s = {1, o-, o-2}, onde u é um elemento de ordem 3. 
Para determinar CJ, vamos procurar urna isometria linear do diagrama de Dynkin 
estendido, satisfazendo as seguintes igualdades: 
o-(-fJ.) = exr, o-(ex1) =as, o-(exs) -jJ., 
u(ex2) = ex4, o-(ex3) = ex3, o-(ex4) =as, u(as) = exz. 
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A matriz c na base .!3 = {o1, . . . , o 6}, é dada por: 
I o o o o -1 o 
o o o o " 1 -"' 
o o 1 o o 
o 1 o o -2 o 
1 o o o -1 o 
o o o 1 -2 o 
Deste modo, se denotarmos por E o espaço vetorial real gerado pela base /3 e por 
x = , x 2, ... , x6) as coordenadas de um ponto x E na base (3, teremos que 
Com um cálculo direto, é possível verificar que c tem ordem 3, usando que c 2x é 
dado por: 
Precisamos verificar que c está no grupo de Weyl de E6 . Primeiro observamos 
que c(I1) = 11, donde segue que c E Aut(IT). Por outro lado, temos que 
Aut(IT) = TW U W, 
onde T é um automorfismo não-trivial do diagrama, tal que T 2 = 1. 
Suponha, por absurdo, que c E TW. Então, existe 1 E W, tal que c= Tj. Isto 
implica que c 2 = ( TjT- 1 )!, donde segue que c 2 E W, pois T/T-1, ~I E W. Como 
c 3 = 1, segue que c= (c2) 2 e, portanto, c E W o que é uma contradição. Logo, 
c E W, conforme queríamos. 
Para determinar as classes de equivalência, segundo a ação de Wf:, vamos uti-
lizar a ação equivalente a esta, dada pelo lema 7.1. Para isso, tome o a E Wf: 
determinado anteriormente. Como c( -JJ.) = a 1, segue que Pa = w1. Deste modo, a 
aplicação afim À= À 1 dada pelo lema 7.1 é tal que 
Como estamos interessados nos valores de À, À2 , módulo 2, podemos considerar 
À = w 1 + a À2 e apenas os valores de À2 do conjunto 
{ Wa 1 + · · · + Wa, E L I 1 .::; ar < a2 < · · · <a, .::; 6, 1 .::; t.::; 6}. (7.1) 
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Podemos associar cada soma do tipo + · · · + Wa, com a sequência (a1 , ... , a,), 
onde 1 ::; a 1 < a2 < · · · < a, :S 1 :S:: t :S 6. Observamos que existem exatamente 
26 = sequências do tipo acima, que coincide com o número de alcovas contidas em 
2A.0 . Portanto, o número de classes de equivalência pode ser obtido calculando-se as 
órbitas de cada elemento do conjunto 7.1, pela ação de .\ = w 1 + <7 .\2 e considerando 
o resultado módulo 2. 
Primeiro vamos determinar GWi, para cada i E {1, ... , 6}: 
Como 
1 -1 -1 
G-"a1 = -p, <7 a2 = Oi5, v -as= as, 
<7-
1
a4 = a2, <7- 1as = Oi1, <7- 1a6 = a4, 
segue que 
Deste modo, após considerarmos o resultado módulo 2, temos que: 
O'W5 = Wj 
7.2 Cálculo das órbitas pela ação de À 
Nesta seção, vamos calcular as órbitas de cada uma das 64 sequências acima, 
pela ação de À = WJ + a .\2. 
1. Cálculo da órbita de w1 : 
donde segue que a classe de equivalência determinada por w 1 é: 
(1) (5), 
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ÀW2 = Wj + CTWz = Wj + W4 
À(wl + w4) = w1 + cr(w1 + w4) = w1 + w1 + ws + w6 = Ws + W& 
donde segue que a classe de equivalência determinada por w2 é: 
(2), (1, 4), (5, 6). 
3. Cálculo da órbita de w 3: 
donde segue que w3 é um ponto fixo pela ação e determina urna classe de 
equivalência com apenas um elemento. 
4. Cálculo da órbita de w4 : 
ÀW4 = Wj + CTW4 = Wj + W6 
À(Wl + W6) = Wj + o-(wl + W6) = W 1 + Wj + W5 + W2 = W2 + W5 
À(wz + ws) w1 + o-(w2 + ws) = w1 + w4 + w1 = w4, 
donde segue que a classe de equivalência determinada por w4 é: 
(4), (1, 6), (2, 5). 
5. Cálculo da órbita de w6 : 
À(Wl + Wz) = Wj + o-(wl + Wz) = Wj + WJ + W5 + W4 = W4 + W5 
À(w4 + Ws) = W1 + o-(w4 + w 5 ) = Wj + W5 + W1 = W6, 
donde segue que a classe determinada por w6 é: 
(6), (1, 2), (4, 5). 
6. Cálculo da órbita de w1 + w3 : 
À(W1 + W3) = Wj + W1 + W5 + Wj + W3 = Wj + W3 + W5 
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donde segue que a classe de equivalência determinada por w1 + w3 é: 
3), (1, 3, 5), (3, .5). 
7 . da órbita de W1 + ws: 
.\(w1 + w-) = W1 + Wo + w- + Wo = W1 + w-. O .. O ~ O, 
donde segue que w1 + w5 é um ponto fixo pela ação e determina uma classe 
com apenas um elemEmt:D. 
8. Cálculo da órbita de w2 + w3 : 
.\(ws + W4) = WJ + Wj + W3 + WG = W3 + W5 
.\(ws + w5) = WJ + WJ + Ws + w2 = W2 + w3, 
donde segue que a classe determinada por w2 + w3 é: 
9. Cálculo da órbita de w2 + w4 : 
.\( w2 + w4) = w1 + w4 + w6 
(2, 3), (3, 4), (3, 6). 
.\(w2 + Ws + w6) = w1 + w4 + w1 + W2 = w2 + w4, 
donde segue que a classe de equivalência determinada por w 2 + w4 é: 
(2, 4), (1, 4, 6), (2, 5, 6). 
10. Cálculo da órbita de w2 + w6 : 
.\(w2 + WG) = W1 + W4 + W2 
donde segue que a classe de equivalência determinada por w2 + w6 é: 
(2,6), (1,2,4), (4,5,6). 
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11. Cálculo da órbita de w4 + w6 : 
À(W" + W< + .t . "' 
donde segue que a classe de equivalência determinada por w4 + w6 é: 
(4, 6), (1, 2, 6), (2, 4, 5). 
12. Cálculo da órbita de w 1 + w2 + w 3 : 
À(W3 + Ws + WB) = Wr + WJ + W3 + Wr + Wz = Wr + W2 + W3, 
donde segue que a classe determinada por w 1 + w2 + w3 é: 
(1,2,3),(1,3,4,5), (3,5,6). 
13. Cálculo da órbita de w1 + w2 + ws: 
À(wr + Ws + w6) = Wr + Wr + Ws + Wr + Wz = Wr + w2 + Ws, 
donde segue que a classe determinada por w 1 + w2 + w5 é: 
(1, 2, 5), (1, 4, 5), (1, 5, 6). 
14. Cálculo da órbita de w1 + w 3 + w4 : 
donde segue que a classe de equivalência determinada por w1 + w3 + w4 é: 
(1, 3, '(1, 3, 6), (2, 
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+~+~)=wl+wl+~+wi+~+~=~+~+~+~ 
,.\(wl + -w2 + W3 + ws) = w1 + U 11 + Ws + W4 + -w1 + Ws + w1 = W3 + W4 + Ws 
uuuu.e segue que a classe de equivalência determinada por w 1 + w3 + w6 é: 
(1,3,6),(1,2,3,5),(3,4,5). 
16. Cálculo da órbita de w2 + W3 + w4: 
+w3+ 
À(W3 + W4 + We) = W1 + Wj + W3 + Ws + W2 = W2 + W3 + Ws 
,.\( w2 + W3 + w6) = -w1 + w4 + w1 + W3 + w2 = w2 + W3 + w4, 
donde segue que a classe determinada por w2 + w3 + w4 é: 
(2, 3, 4), (3, 4, 6), (2, 3, 6). 
17. Cálculo da órbita de w2 + w4 + w6: 
.\(w2 + w4 + w6) = w1 + W4 + w6 + W2 
.\( w1 + w2 + W4 + Ws) = w1 + w1 + Ws + W4 + w6 + Wz = w2 + W4 + Ws + ws 
.\( w2 + w4 + Ws + ws) = w1 + w4 + Ws + w1 + Wz = w2 + w4 + Ws, 
donde segue que a classe de equivalência determinada por w2 + w4 + w6, é: 
(2,4,6),(1,2,4,6),(2,4,5,6). 
18. Cálculo da órbita de w1 + w2 + w3 + w4: 
À(w1+w2+w3+w4) = w1+w1+ws+w4+wl+w3+w6 = w1+w3+w4+ws+ws 
À(wl + w3 + W4 + Ws + ws) = w1 + w1 + Ws + w1 + W3 + w6 + WJ + w2 = 
W2 + W3 + Ws + ·ws 
À( w2 + W3 + Ws + w5) = -wl + w4 + w1 + Ws + w1 + w2 = -w1 + -w2 + W3 + w4} 
donde segue que a classe determinada por w1 + w2 + w3 + w4 é: 
(L 2, 3, 3,4,5,6), (2,3,5,6) 
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Cálculo da órbita de w1 + w2 + V)3 + w6 : 
J\(w1 + w2 + W3 + w4 + ws) = w1 + W1 + Ws + W4 + w1 + ws + w6 + w1 = 
W3 + W4 + W5 + W13 




.\(Wl + W4 + Ws + Ws) = W! + W! + W5 + Ws + W! + Wz = W1 + Wz + Ws + Ws 
.\(w1 + w2 + Ws + ws) = w1 + w1 + Ws + W4 + w 1 + Wz = Wr + Wz + w 4 + Ws, 
donde segue que a classe de equivalência determinada por w1 + w 2 + w 4 + w 5 
é: 
(1,2,4,5),(1,4,5,6),(1,2,5,6). 
21. Cálculo da órbita de Wz + w3 + w 4 + ws: 
.\(wz + W3 + W4 + Ws) = W! + W4 + W! + W3 + Ws + W! = W1 + W3 + W4 + W6 
.\(wr+~+~+~)=~+w!+~+wr+~+~+~=~+~+~+~+~ 
.\(wl + Wz + W3 + W5 + Ws) = W1 + Wj + W5 + W 4 + WJ + W3 + W 1 + Wz 
w2+w3+w4+ws, 
donde segue que a classe de equivalência determinada por wz + w 3 + w 4 + ws 
é: 
(2,3,4,5),(1,3,4,6),(1,2,3,5,6). 
22. Cálculo da órbita de Wz + W3 + w4 + Ws: 
donde segue que wz + w 4 + w 6 é um ponto fixo pela ação e determina uma 
classe com apenas um elemento. 
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Cálculo da órbita de w1 + w2 + w3 + W4 + Ws: 
À(w1 + W2 + W3 + W4 + We) = W1 + W1 + 'lL'5 + W4 + 1L'l + 'W3 + We + W2 
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À(w2 + Ws + W4 + Ws + w6) = w1 + W4 + w1 + W3 + we + w1 + w2 = w1 + w2 + 
w 3 + W 4 + W5, 
donde segue que a classe de equivalência determinada por w 1 +w2 +w3 +w4 +ws 
é: 
(1, 2, 3, 4, 6), 2,3,4,5, 3, 4, 5, 6). 
24. Cálculo da órbita de w1 + Wz + w4 + ws + w5: 
À( Wj + W2 + W4 + W5 + W5) = Wj + 'Wj + Ws + W4 + Ws + W1 + W2 Wj + Wz + 
w4 +ws + W6, 
donde segue que w 1 + w2 + w4 + w5 + w6 é um ponto fixo pela ação e determina 
uma classe com apenas um elemento. 
Para g 2 , temos À = w5 + g 2 À2 . Através de um cálculo direto, mostra-se que as 
classes de equivalência determinadas por g 2 são exatamente as mesmas que g. 
Portanto, concluímos que existem 24 classes de equivalência, sendo 4 classes 




A noção de estrutura quase-complexa harmônica foi estudada por Wood em 
[21] de uma maneira que passamos a descrever. Seja (jV!n, g), n 2k, uma variedade 
Riemanniana orientável de dimensão par. Uma estrutura quase-complexa J sobre 
Mn é dita quase-Hermitiana, se g(JX, JY) = g(X, Y), para todo X, Y E TxM, 
com x E M, isto é, J é uma isometria em relação à métrica g. As estruturas 
quase-Hermitianas sobre (lvr, g) são parametrizadas pela variedade C ( 1r) das seções 
diferenciáveis do fibrado twistor: 1r : Z(M) -+ M. Seja Ç : SO(l'vf) -+ M o 
fibrado principal de referenciais ortonormais positivamente orientados. O espaço 
twistor de M pode ser construído considerando o quociente: Z(M) = SO(M)/U(k) 
e 1r : Z(M) -+ M é a projeção natural. Seja ( : SO(M) -+ Z(M) a aplicação 
quociente. Então, 1ro( = Ç. O espaço twistor Z(J\1) tem uma métrica Riemanniana 
natural, obtida pelo levantamento horizontal de g (horizontal relativo à conexão 
de Levi-Civita) e suplementando com a métrica sobre as fibras, induzida por uma 
SO(n)-métrica invariante sobre F = SO(n)/U(k). É consequentemente possível 
computar a energia de qualquer seção CT e de C(1r), os pontos críticos com relação a 
variações sobre seções. 
É considerado em [21], um problema variacional de aplicação harmônica, 
chamado de problema variacional "forçado", no qual os pontos críticos não são 
aplicações harmônicas em geral. Quando isto ocorre, a aplicação harmônica é dita 
seção harmônica e a estrutura J correspondente, é chamada de estrutura quase-
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complexa harmônica. Nosso objetivo neste capítulo é estudar a harmonicidade das 
estruturas quase-complexas invariantes sobre uma variedade de fiags maximal F, 
associada a uma álgebra de Lie semi-simples complexa de dimensão finita g. 
8.1 Energia Vertical 
Seja rr : ( N, h) --+ ( M, g) uma submersão entre variedades Riemannianas ori-
entáveis. Seja 
TN=V9rí, 
a decomposição de 
é o complementar ortogonal. Se A E , escrevemos) vA + hA, para as 
componentes vertical e horizontal de A, respectivamente. Deste modo, qualquer 
u E C ( rr) tem uma derivada vertical d" u definida por: 
dvu(X) = v(du(X)), \:IX E TM. 
O funcional energia vertical E" é então definido por: 
E"(u) 
onde estamos supondo Af compacta por simplicidade. A primeira variação de E" 
pode ser escrita na forma de divergência, como segue: 
dE"(V) =-L h(r"u,V)dx, (8.1) 
para todo levantamento vertical deu, com suporte compacto. Chamamos r"(u) 
de o campo tensão vertical de u. Se 7r tem fibras totalmente geodésicas, é mostrado 
em [19] que a tensão vertical é: 
r"(a) = tr\l"dvu, (8.2) 
onde v" é a conexão no fibrado vetorial V--+ N, obtida pela projeção horizontal da 
conexão de Levi-Civita de (N, h). Notamos que se 1r é uma submersão Riemanniana, 
isto é, drrl?t é isometria, então E" normaliza o funcional energia E, pois 
E(u) = 
n 
(u) + 2vol(M,g) 
Capitulo 8. Estruturas quase-complexas harmànícas 84 
uc~"' modo, o problema de aplicação harmônica "forçado" para C(1r) é equivalente 
à teoria variacíonal vertical de 
E(a,)- E( a)= E"( a,)- E"( a), 
onde a, é qualquer variação a l-parâmetro de a, sobre seções. 
Agora suponha que J1"1 é uma estrutura quase-Hermitiana para ( i\1, g), e cada 
fibra de 7r é uma variedade quase-Hermitiana, de tal modo que existe uma estru-
tura quase-complexa ortogonal J" em V. Com relação às decomposições TMc = 
T 1\11•0 e T l\1°,1 e Vc = V 1•0 e V0•1 , a complexificação de d" o se decompoe em quatro 
componentes: 
V 1,0 -+ ' 
e seus conjugados. Consequentemente, com relação às normas Hermitianas sobre 
Te .M e V0 , temos: 
Deste modo, a energia vertical se decompoe em componentes holomorfas e anti-
holomorfas, da seguinte maneira: 
Considere agora, o fibrado twístor 1r : Z(M) ......, M, onde Z(M) = SO(M)/U(k) 
é o espaço twistor de M e S0(1'v1) -+ l'vf é o fibrado de campos tangentes ortonor-
mais, positivamente orientados. Então, a aplicação projeção 1r é uma submersão 
Riemanniana com fibras totalmente geodésicas. Além disso, a estrutura invariante 
Kiihler de SO(iv1)/U(k) induz uma estrutura quase-complexa compatível natural 
J" em V. 
Seja é -+ M o subfibrado anti-simétrico de End(T M) e 1r*é -+ Z(M) o seu 
1r-pullback. A geometria diferencial de 1r é facilitada por um mergulho isométrico 
& : V -+ 7r*é, assumindo que os vetores verticais são tratados como tensores sobre 
M. 
Com base em 8.1, definimos T(J) como sendo o seguinte campo anti-simétrico 
de endomorfismos de T 1\1: 
T(J) =L oy"(o), 
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que chamamos de campo tensão de J. Deste modo, J é harmônica se, e somente se, 
T(J) =O. Começando de (8.2), é mostrado em [20] que 
T(J) = -~[J, v*vJJ, 
onde 
Portanto, as equações de Euler-Lagrange para uma estrutura quase-Hermitiana 
harmônica J, são: 
[J, v*v J] =o, 
Pr·op,osiçato 8.1 Sejam g uma álgebra de Lie semi-simples complexa de dimensão 
finita, {Xa I a E ll} uma base de Weyl de g e lF a variedade de Bags maximal 
associada a g. Se J = {Ea} é uma íacs sobre !F, então, 
Demonstração: 
(v*vJ)(X13) =- LVx, Vx_,J 
aEll 
=-L{ Vx,[ (Vx_,l)(X(3) ]- (Vx_"J)(VxoXI3)} 
"' 
=-L{ VxJ Vx_JlXe)- J(Vx_ 0 X(3)]- Vx_"(JVxoXI3) + J(Vx_" VxoX!'l)} 
" =L{ ÍEpVx" Vx_ 0 Xp- Vx"J(Vx_,X!'l)- Vx_,lVx"Xp + J(Vx_, Vx"X(J)} 
Deste modo, 
[J, v* v J](Xe) -
-J(Vx_"JVx,XfJ)- Vx_, VxoX!l + 
+V X o V )(_ 0 X3 + ÍEe V X, JV )(_0 X6 + 
o 
+iEfJV x_,Jv x,Xe- ÍEfJJ(v x_" V x,X13) } (8.3) 
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PJ:o]posh;ã<o 8.2 Sejam g uma. álgebra de Lie semi-simples complexa de dimensão 
finita, {X a I a E uma base de \Veyl de g e lF a variedade de fiags maximal 
associada a g. Se J = {Eu} é uma iacs sobre então. 
1. vx_,Xi3 = 
4. -J(vxJVx_,X13 ) = E13 
Demonstração: 
De acordo com ((5}, página 15), temos que: 
onde 
Portanto, temos: 
V x, V X_ 0 Xf3 - m-a,fJ q-a,,B V x,X-a+fJ 
m-a,/3 q-a,{J ma.-a+/3 qa,-a+B X13 (1) 
o que implica que 
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e 
Do mesmo modo, 
-ma,:! qn,!3 v x_, Xo+/3 
-mc.,B qo,(3 ID-a,c.+B q-a,o+(3 X13. (3) 
Deste modo, 
Deste modo, 
iE-a+.B m-a,B q-a,B V XoX-o+f3 
ico+B m-a,,B q-a,B ma,-a+.B qa,-o+.B X,a 
e, portanto, 
Deste modo, 
iEa+B ffi0 ,(3 q,,(3 V X_ 0 Xa+!3 
iEa+.B mo,p q,,í3 m-o,o+í3 q-a,a+í3 Xp 
Deste modo, 
-J(vx_aJvx"Xs) = fs Ea+.B ma,B qa,(3 ID-a,o+í3 q-o,a+iJ X13 (5). 
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o 
Agora, substituindo cada ítem da Proposição 8.2 na expressão (8.3), obteremos, 
após somarmos todos os termos, que [ J, V* V J] = O. Porém isso significa que J é 
harmônica, isto é, vale o seguinte Teorema: 
Teorema 8.3 Seja IF uma variedade de fiags maximal associada a uma álgebra de 
Lie semi-simples complexa g. Então, toda estrutura quase-complexa invariante sobre 
Jli' é harmônica. 
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