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Abstract
In the calculation of time evolution of an atomic system where a chemical reaction and/or
diffusion occurs, off-lattice kinetic Monte Carlo methods can be used to overcome timescale
and lattice based limitations from other methods such as Molecular Dynamics and kinetic
Monte Carlo procedures.

Off-lattice kinetic Monte Carlo methods rely on a harmonic

approximation to Transition State Theory, in which the rate of the rare transitions from one
energy minimum to a neighboring minimum require surmounting a minimum energy barrier
on the Potential Energy Surface, which is found at an index-1 saddle point commonly referred
to as a transition state. In modeling the evolution of an atomic system, it is desirable to
find all the relevant transitions surrounding the current minimum to a neighboring minima.
Due to the large number of minima on the potential energy surface, exhaustively searching
the landscape for these saddle points is a challenging task. We introduce an Accumulation
Plot, which examines the number of found index-1 saddle points as a function of successful
searches. In most systems, the Accumulation Plot appears to grow with no bound. We
investigate this behavior by examining the basins of attraction for index-1 saddle points on
the energy landscape to help understand the difficulties with an exhaustive search. We
will investigate the Accumulation Statistics with an eye toward understanding why the
Accumulation Plot grows so slowly. Finally, we will discuss implementing Early Termination
to a recently introduced Rejection scheme for off-lattice kinetic Monte Carlo in order to help
further speed up the modeling of the evolution of atomic systems.
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Chapter 1
Introduction
A common problem that arises in theoretical chemistry, condensed matter physics and
materials science is the calculation of the time evolution of an atomic scale system where
chemical reaction and/or diffusion occurs [11]. While molecular dynamics (MD) is a valid
approach, it suffers from a severe timescale limitation. This is due to the need to integrate
the classical equations of motion for all the particles in the system using a time step on the
order of a femtosecond. This restricts the timescale on which MD can simulate events to
mere nanoseconds, while diffusion and chemical reactions can take much longer. Off-lattice
kinetic Monte Carlo (OLKMC), first introduced by Henkelman and Jónsson [11], is aimed at
overcoming this limitation and simulating the evolution of atomic configurations on longer
timescales.
Kinetic Monte Carlo (KMC) methods rely on Transition State Theory (TST), also known
as Vineyard Theory[27], [28],[11], to model crystal growth and evolution on much longer
timescales than can be achieved with MD. Most KMC methods are lattice based, where one
assumes that all of the particles are sitting on a lattice. In OLKMC methods, there are no
restrictions on the positions of the particles, so that systems with multiple species, elastic
strain, dislocations and other crystal defects can be studied.
OLKMC relies on the observation that the system will spend the majority of its time
randomly oscillating within the Np -particle configuration space about a local minimum of
the potential energy function, often referred to as the energy landscape or surface, with
rare transitions from one basin to another. The energy landscape typically features an
1

astronomical number of local minima, each of which is connected to a large number of
neighboring minima that can be reached by crossing a single saddle point. The number
of connecting saddle points increases greatly with system size. Thus, for the system to
move from basin i to a neighboring basin j, the system must overcome a minimum energy
barrier, ∆φij , on the potential energy surface (PES). The rate at which this occurs can be
estimated from the harmonic approximation to TST (hTST.) This requires searching the
PES for index-1 saddle points, where the gradient of the potential is zero and all but one
of the principal curvatures is positive. The index-1 saddle points are often referred to as a
transition states. The energy barrier is the difference between the transition state energy
and the minimum energy, also known as the binding state energy:
∆φij = φ(Xij ) − φ(Xi ),
where Xi is the current minimum configuration and Xij is an index-1 saddle configuration.
The essential challenge with OLKMC lies in repeatedly building catalogs of connected
saddle points, where “connected” indicates that the binding site can be reached from the
transition state by a path that is strictly descending in energy. To find transition states,
we will use the well established and competitive “Dimer” method introduced by Henkelman
and Jonsson [9]. The difficulty in building the catalog of connected index-1 saddle points
stems from the large number of Dimer searches that must be performed in order to search
the PES. The Dimer method starts from an initial guess and searches the PES for an index-1
saddle point. A large number of searches are wasted in that the Dimer method may fail to
converge, locate a duplicate saddle, or find a nonconnected saddle point, greatly reducing
the efficiency of the method.
If we allow the energy scale defined by the temperature T of the system to be represented
by kB T , where kB is Boltzman’s constant, then hTST approximates the rate Rij at which
the transition occurs as
Rij = K exp−∆φij /kB T

2

where K is a prefactor, and T is temperature. The prefactor K [8] is

K=

Q3Np q min
λi
i=1
q
Q
3Np −1
i=1

λsadd
i

3N

}i=1p are the eigenvalues of the Hessian at the minimum configuration and
where {λmin
i
3N −1

}i=1p
{λsadd
i

are the eigenvalues of the Hessian at the saddle configuration.

For our

simulations, the prefactor K is taken to be a constant and both the prefactor and the
energy scale kB T have been scaled to one. The OLKMC method replaces the classical
equations of motion with a continuous time Markov chain that allows the system to evolve
from state to state by selecting a random transition at each discrete time step. The individual
transitions are modeled as independent Poisson processes, resulting in the probabilities for
each transition to be independent of one another, and allowing the rates for each transition
to be accumulated to give a rate for the overall process. Let us also point out that in the
update of the physical time step, that using ∆t = 1/PN can achieve the same average time
scale since

R1
0

ln t dt = −1.

We now outline the basic OLKMC algorithm, relabeling the transition rates using a single
index {rn ≡ rn(i,j) = Rij }. Throughout this dissertation, this will be referred to as the Fully
Implemented OLKMC.
Algorithm 1: Fully Implemented OLKMC Algorithm
1: Calculate the rates ri for each transition connected to the initial configuration.
P
2: Calculate the partial sums Pn = n
i=1 ri , for i = 1, 2, . . . , N .
3: Generate a uniformly distributed random number r ∈ [0, PN ).
4: Locate the interval I such that PI−1 ≤ r < PI .
5: Update the physical time t ← t + ∆t where ∆t = − ln r 0 /PN where r 0 is a uniformly
distributed number such that r0 ∈ (0, 1].
6: Move the system to the transition state and relax to a new minimum configuration.

This dissertation focuses on two issues associated with OLKMC. The first issue is relevant
to all OLKMC methods and concerns a global search for all of the connected saddle points
as outlined above, while the second issue deals with an inefficiency in doing a certain type of
local search to be described below. The issue associated with the global search is illustrated
by considering what we will refer to as the Accumulation Plot, shown in Figure 1.1. This plot
3

shows the number of distinct, connected saddle points found as a function of the number of
successful Dimer method searches. Each of these searches is initiated from an initial guess,
which is generated by what we will refer to as a perturbation scheme. Much of what we
discuss is independent of the specific perturbation scheme chosen, but our specific scheme
will be introduced in Chapter 2. This particular Accumulation Plot was generated using a
cluster of 55 particles arranged in what is thought to be the global minimum configuration for
a Lennard-Jones potential, which will be introduced in Chapter 2. Notice that the number
of connected saddle points continues to grow, seemingly without an upper bound. We know
that this cannot be the case as the system contains a finite number of particles. In Chapter
4, we will examine this behavior using a stochastic model, with an eye toward understanding
the behavior of the Accumulation Plot.

Figure 1.1: Accumulation Plot for a configuration consisting of 55 particles.

While OLKMC is faster than the corresponding MD simulation, it is still computationally
challenging and there is a great need for finding ways to accelerate the method.

In

[23], Ruzayqat and Schulze introduce a scheme that relies on a standard Monte Carlo
technique known as rejection. In such a scheme, one samples a majorizing distribution
with approximate rates r̂n ≥ rn , rejecting an appropriate fraction of selected events,
4

r̂−r
,
r̂

so that one is effectively sampling the original distribution. In [23], the set of connected
saddle points is partitioned into disjoint subsets associated with individual atoms. The
atom associated with a particular subset is referred to as the key atom, and is defined as the
atom whose position changes by the greatest magnitude in going from the local minimum to
a connected saddle point. The resulting saddle point will be referred to as a key connected
saddle. For the rejection scheme introduced in [23], rate estimates r̂J ≥ rJ are provided for
each of these subsets, so that one can select a candidate subset J before performing a local
search to evaluate the true rate rJ . This allows one to select an event without doing a much
more costly global saddle point search.
In Figure 1.2, we present the Accumulation Plot for both the local and the global searches.
The two curves are generated from the same set of data, consisting of Ng searches per particle,
with the data for non-keyed connected saddles having been discarded for the local search.
This reveals a significant inefficiency in the local searches in that they locate many non-keyed
connected saddles in the process of finding the set of key connected saddles. In a perfectly
efficient scheme, these curves would coincide. In Chapter 5, we will introduce an Early
Termination scheme that aims to overcome this problem. Early Termination will monitor
the individual searches in a way that will ensure that the atom selected retains key-atom
status, terminating the search if this is not the case. Early Termination will be shown to
reduce the cost in computational time, allowing one to reinvest the time saved into more
searches.
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Figure 1.2: This figure demonstrates the relation to the number of connected saddles to key
connected saddles as the number of successful Dimer searches increase. This is represented
for the 55 particle system.

In Chapter 2, we introduce the mathematical framework needed to describe the PES.
This background will allow us to examine the defining properties of the PES and introduce
the Dimer method. In Chapter 3, we will look at the basins of attraction for individual
saddle points for a 2D cross section on the Lennard-Jones PES. We will see the fractal and
complex nature of the basins of attraction for the saddle points and discuss the distribution
of these saddle points on the PES. In Chapter 4, we will look at modeling the Accumulation
Plot with an aim toward understanding the behavior of the Accumulation Plot. In Chapter
5, we will introduce Early Termination for the Rejection OLKMC and discuss its motivation
and improvement to the computational time for simulating the evolution of an atomic
configuration.
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Chapter 2
Exploring Potential Energy Surfaces
In this chapter we introduce two specific PES’s, discuss the details of the Dimer method,
and introduce the notion of basins of attraction for the individual saddle points. The first
PES is a simple two dimensional example introduced by Müller and Brown that we will
use to illustrate both the Dimer method and basins of attraction. The second PES is the
Lennard-Jones potential which will be used throughout the rest of this dissertation.

2.1

Potential Energy Surfaces

The PES is fundamental to the understanding of chemical reactions and is an essential
component of TST [21]. For an atomic configuration, X ∈ R3Np , containing Np particles
each with (x, y, z) coordinates, allow us to define φ(X) as the potential energy function. The
resulting surface of φ(X) is therefore embedded in (3Np + 1)-dimensional space [29]. The
potential function φ(X) is generally a continuous and differentiable everywhere function,
except possibly at a countable set of singularities where the particles in the configuration
may collide with one another. The key characteristics of a PES are the local minima and
the transition states that connect them, i.e. the index-1 saddle points.
Quapp, et. al. [22] examined a number of simple two-dimensional test surfaces for
reviewing and studying the behavior of PES’s. Some of the surfaces examined were the
Minyaev-Quapp Surface [16], Müller-Brown Surface [17], Gonzales-Schlegel Surface [6],
Eckhardt Surface [4], and Neria-Fischer-Karplus Surface [19]. Each of these simple 2D
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PES’s pose their own surprising features and difficulties. An example of this can be seen
in Figure 2.14, where for the Müller-Brown Surface there is a saddle point located at the
(x, y) coordinates (−0.822, 0.624) that has difficulty being reached when starting to the left
of minimum (−0.558, 1.442) and using only local information. These surfaces were intended
to evaluate various optimization and saddle point finding algorithms, but do not represent
the heart of our problem, which lies in exploring higher dimensional surfaces. The bulk of
this work is therefore mainly concerned with the Lennard-Jones potential, introduced below.

2.1.1

Müller-Brown

Müller and Brown [17], introduced the potential function found in Eq. 2.1 with coefficients in
Table 2.1, that will serve as our two-dimensional energy surface we can visualize. The MüllerBrown Surface is commonly used to test local optimization algorithms [3]. The Müller-Brown
potential function is:
φ(x, y) =

4
X

Ai × exp[ai (x − x0i )2 + bi (x − x0i )(y − yi0 ) + c(y − yi0 )2 ]

(2.1)

i=1

Table 2.1: Coefficients for the Müller-Brown potential.
i

A

a

b

c

x0

y0

1

-200

-1

0

-10

1

0

2

-100

-1

0

-10

0

0.5

3

-170

-6.5

11

-6.5

-0.5

1.5

4

15

0.7

0.6

0.7

-1

1

The Müller-Brown Surface has been extensively studied. In Table 2.2, we list the location
of the minima and saddle points found on the surface along with their corresponding energies.
In Table 2.2, Min1, Min2, and Min3 represent the 3 minima located on the surface and SP1
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and SP2 are the two index-1 saddle points on the surface. The contour plot of the MüllerBrown Surface is found in Figure 2.1 with the stationary points on the surface labeled
accordingly.

Figure 2.1: Müller-Brown Surface has Minima represented in Black and Index-1 Saddle
Points labeled in Blue.

Table 2.2: Stationary points on the Müller-Brown Surface
-

φ

x

y

Min1

-146.700

-0.558

1.442

Min2

-108.167

0.623

0.028

Min3

-80.768

-0.050

0.467

SP1

-72.249

0.212

0.293

SP2

-40.665

-0.822

0.624
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The Minimum Energy Path (MEP) is used in the fields of theoretical chemistry, physics,
and materials science. Quapp, et. al. [22] defined the MEP as being a continuous curve
joining one minimum to another, with the property that any point on the path is at an
energy minimum in all directions perpendicular to the path. The MEP will pass through
an index-1 saddle, and often serves as a guide for finding the saddle points. Perturbing the
system away from the saddle point along the path, and initiating steepest descent will carry
the system back to one of the minima. This path is often referred to as the reaction path
or reaction coordinate, and an example is presented on the Müller-Brown Surface in Figure
2.2b. As we have previously explained, the energy barrier along the path is used to calculate
the reaction rate in TST [24].

(a) Visualization of a Müller-Brown Surface.

(b) Portion of Müller-Brown Surface to help
better visualize Transition States.

For the

Figure, the saddle point is shown in green while
the local minima are represented in purple.

Figure 2.2: Showing the MEP on the Müller-Brown Surface.

As mentioned previously, the Müller-Brown Surface is a simple test surface and the
heart of our problem will lie in higher dimensions. In the next section, we will introduce the
Lennard-Jones potential and examine some atomic configurations for a single species system.
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2.1.2

Lennard-Jones Potential

For an atomic configuration X ∈ R3Np that consists of Np particles, the Lennard-Jones
Potential is
φ(X) =

X

φij (rij ),

i<j

where
φij (rij ) = 4[(

σ
σ 12
) − ( )6 ].
rij
rij

Here rij is the Euclidean distance between two particles i and j. The parameter σ is the
distance at which the pair potential φij (rij ) between two particles is zero, and is related to
1

bond spacing that minimizes the pair potential, found at length of 2 6 σ. The parameter 
is a measure of how strongly two particles attract one another, or commonly referred to as
the chemical bond energy, and is a measure of the well-depth for the pair potential, that is
1

φij (2 6 σ) = −. The plot of the pair potential φij is shown in Figure 2.3.

Figure 2.3: Lennard-Jones Pair Interaction Potential for σ = 1 and  = 1.
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We will ultimately be interested in atomic configurations. To help visualize what such
a system is like, Figure 2.4 presents several Lennard-Jones configurations corresponding,
to presumably, the global minimum of the potential energy [31].

These represent, to

anyone’s knowledge, the global minimum. While it may be possible for one to find another
minimum, we will refer to the configurations as the global minimum for the remainder of
this dissertation. These are merely a few of the clusters examined in [31].
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(a) Cluster size of 4

(b) Cluster size of 5

(c) Cluster size of 6

(d) Cluster size of 7

(e) Cluster size of 8

(f) Cluster size of 9

(g) Cluster size of 10

(h) Cluster size of 11

(i) Cluster size of 12

(j) Cluster size of 13

Figure 2.4: Configurations for the Minimum for Lennard-Jones potential energy for varying
sizes of single species clusters.

While the configurations in Figure 2.4 correspond to minima, in the next section we will
concentrate on general stationary points.
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2.1.3

Stationary Points

The characteristics of a PES are determined by the stationary points on the surface, namely
the minima and the index-1 saddle points. Stationary points are configurations, X ∈ R3Np ,
where the gradient,∇φ(X) ∈ R3Np , vanishes, that is ∇φ(X) = 0.
We can compute the forces F ∈ R3Np acting on a configuration by considering the negative
gradient of the energy with respect to the particle coordinates F = −∇φ(X). The forces
acting on configurations are useful in guiding many saddle finding algorithms such as the
Dimer method. The Hessian, H ∈ R3Np ×3Np , is important for measuring the curvature of a
PES evaluated at the configuration, H(X) . At the stationary points, the eigenvalues of the
Hessian are used to classify minima, maxima, and saddle points on the PES . Saddle points
are indexed by the number of negative eigenvalues. In particular, index-1 saddle points have
one negative eigenvalue, so that the potential at an index-1 saddle point has a local maximum
along the direction of the eigenvector corresponding to the negative eigenvalue and a local
minimum along all other eigen directions. A simple saddle is presented in Figure 2.5.

Figure 2.5: Example of a Saddle point on a 2D surface. A minimum in one direction and
a maximum in other.

The energy barrier, ∆φij , in TST corresponds to the smallest amount of energy needed
to move along a path between two connected minima. The Murrell-Laidler Theorem, ensures
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that this will occur at an index-1 saddle point. More specifically, this theorem states that
if two local minima are connected by a path involving a saddle point of index two or more,
then a lower energy path exists involving only true transition states with index one [18].
Murrell and Laidler [18] also showed that an index-1 saddle point between two minima on
a PES can only connect two minima, and a saddle connecting more than two minima must
be of higher index. The theorem depends upon a Taylor expansion about the stationary
point and assumes that the second derivatives exist and are continuous everywhere. There is
some discussion, however, on the limitations to the Murrell-Laidler Theorem [26], in which
counter examples are shown where the derivatives of the presented potential functions are
not well behaved at the stationary points allowing for transition states that can connect
three or more potential surface minima. However, Wales and Berry [26] claim that whether
to assign an index to such points is a semantic rather than a physical argument. Therefore,
the crux of our problem lies in recognizing the index-1 saddle points on the PES.
Let us now take a moment to make a better distinction on a minimum configuration and
an index-1 saddle point configuration for the Lennard-Jones potential. This is seen in Figure
2.6, in which the index-1 saddle is shown in contrast to the Icosahedral structure for the
configuration for the global minimum of the potential energy surface for a system containing
13 particles.

(a) Index-1 saddle configuration

(b) Minimum configuration

Figure 2.6: A Distinction is shown between an Index-1 Saddle Point and a Minimum
Configuration on a 13-particle system
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We will be referencing the notion of relaxing the system in the subsequent sections. This
refers to minimizing the energy of the system along a path that stays in the current basin
of attraction, i.e. by a strictly descending path. One way of relaxing the system of particles
to a minimum configuration is via Nonlinear Conjugate Gradient. We will use Non-Linear
Conjugate Gradient with Polak-Ribie’re method while monitioring for strict descent in our
simulation. A discussion of the Conjugate Gradient method is given in [25]. In Figure 2.7, a
series of snapshots are shown for the process of relaxing a system to a minimum configuration,
where the bond connecting two particles is shown if the distance between the two particles
is less than a bond spacing.

Figure 2.7: Starting from left to right a series of snapshots of relaxing an 8 particle system
to minimum configuration from an arbitrary starting configuration from the same vantage
point.

It should be noted that when performing OLKMC algorithms, we evolve the system by
traversing the PES from one potential energy minimum to the next. Some examples of local
minima, corresponding to a 13 particle Lennard-Jones system, are presented in Figure 2.8.
As previously mentioned, the PES contains a very large number of local minima with this
number growing extremely fast as system sizes increase.
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(a)

(b)

(c)

(e)

(d)

(f)

Figure 2.8: A set of Local Minima configurations of the Lennard-Jones Potential for a
system of 13 particles.

We are primarily interested in the minima and index-1 saddle points on the PES. A great
deal of work has been done in the location of both minimia and index-1 saddle points, but
less so for the latter. Typically, methods for finding local minima are more commonly known
than index-1 saddle point finding methods.

2.2

Constraints on the Configuration

The potential is invariant under any translation or rotation, with the result that the
Hessian will have six zero eigenvalues. We can eliminate this degeneracy by considering
a constrained system by pinning a particle to the origin, a second particle to the line
passing through the origin, and a third particle to the plane containing this line. This
has the additional advantage of reducing by six the total number of degrees of freedom, so
that X ∈ R3Np −6 . Wth these constraints, minima are stationary points where the reduced
Hessian, H ∈ R(3Np −6)×(3Np −6) , has strictly positive eigenvalues.
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We need to constrain a minimum of six degrees of freedom to remove the translational
and rotational degrees of freedom. In addition to making the computation slightly faster,
this makes it easier to identify saddle configurations. For a large system, it is common to
constrain a larger number of particles that lie outside an active region [13]. This reflects
the physical intuition most particles move a negligible amount between the binding state
and the transition state. For smaller system sizes, twenty or fewer particles, we use minimal
constraints, and for larger systems we introduce what we refer to as a constrained core. Our
constrained core usually consists of a four-particle tetrahedral structure at the center of the
cluster.

2.3

Finding Saddle Points on the PES

There are two main groups of index-1 saddle point finding methods: the chain-of-state
methods and walker methods. Chain-of-state methods rely on interpolation between two
minima on the PES. This requires knowledge of not only the initial state but also the final
state. A comparison of the chain-of-states methods for finding MEP’s is well presented by
Sheppard, et.al. [24], in which, each method describes a pair of configurations connected
along a pathway between two local minima. Some common chain-of-state methods are
the Drag method, the Nudged Elastic Band, Ridge, the Conjugate Peak Refinement, and
the method of Dewar, Healy, and Stewart. A discussion of these methods is presented by
Henkelman et.al. [10].
Walker methods typically have a single image that moves from its initial point until it
becomes sufficiently close to a saddle point. The first method to work in the framework
was the Rational Function Optimization (RFO) and later the Partitioned RFO [7]. Walker
methods will explore the PES using only local information with either the use of the full
or an approximate Hessian. Unfortunately, these methods can perform poorly on systems
when started far from a transition state and it may be possible that if a transition is found
that it may not be connected to the current minimum [12].
Since we are interested in finding all the index-1 saddle points connected, in the sense
defined earlier, the walker methods are more appropriate, even though they are generally
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less efficient than the chain-of-state methods. The Dimer method is one such method that
will not know the final state of the transition and will rely only on first derivatives. The
Dimer method falls into a subcategory of the walker algorithms, known as minimum-mode
methods, in which the lowest eigenvalue and the corresponding eigenvector of the Hessian
are approximated by the algorithm outlined in the next section [20]. Zeng, et. al. [33]
provides a review of minimum-mode following algorithms. These methods included the
Lanczos algorithm, the Dimer method, Rayleigh-Ritz minimization, shifted power iteration,
and locally optimal block preconditioned conjugate gradient.

2.4

The Dimer Method

Whereas steepest descent follows the force, −∇φ, to a local minimum, the Dimer method
attempts to follow what is known as the Householder Vector to a saddle point.

The

Householder Vector,
F † = F − 2(F · η̂)η̂,
is constructed by first identifying the eigenvector, η̂, corresponding to the smallest eigenvalue
of the Hessian, and then reversing this component of the force. Intuitively, this guides the
system to a saddle point by maximizing in the lowest curvature direction and minimizing
in all other directions. While these operations can be done in either the full configuration
space or the reduced space identified above, we will describe the method in the context of
the full configuration space. The eigenvector η̂ is also known as the min-mode, and, when
at a critical point, corresponds to the direction of least curvature. More generally, it is the
direction with the smallest second derivative.
Unlike other methods that use the Householder Vector, the Dimer method identifies
the min-mode with the aid of a simple center difference approximation along a line in
configuration space. More specifically, the Dimer method approximates the second derivative
along a line passing through the current configuration X0 :
φ00 ≈ (φ(X2 ) − 2φ(X0 ) + φ(X1 ))/∆x2 ,
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typically referred to as the curvature in the Dimer literature. The Dimer method proceeds
iteratively by repeating two steps: first, the finite difference stencil is rotated about its
center so that it aligns with the min-mode, η̂, and, second, the stencil is translated along
the Householder Vector using a Newton Step to approximate a zero in the effective force,




F† = 


−(F0 · η̂)η̂

C>0

F0 − 2(F0 · η̂)η̂ C < 0.

The two endpoints of the finite difference stencil, {X1 ∈ R3Np , X2 ∈ R3Np }, are referred to
as the “dimer” in analogy to a term for a pair of closely bound particles.
While the Householder Vector is effective in guiding the system to a saddle point when
in a nonconvex region, it leads to an inefficient spiraling trajectory in the convex basin near
a local minimum. In these regions, the translation along the Householder Vector is replaced
by a translation along the gradient, ∇φ.
Improvements upon the dimer have been explored in [12], [14], and [32]. Heyden, et. al.
[12] were able to reduce the number of gradient calculations per dimer iteration from six
calculations to either four gradients or three gradients and one energy. They were able to
show this improves the overall performance of the Dimer method. Kästner and Sherwood [14],
were able to introduce the limited memory Broyden-Fletcher-Goldfarb-Shanno optimizer to
improve the convergence of the dimer when compared to the conjugate gradient method,
and improves the convergence of the rotation step to the eigenvector that corresponds to the
lowest eigenvector. Xiao, et. al. [32] were able to reduce the probability of converging to a
non-connected saddle by restraining the dimer into a κ constrained region. The parameter κ,
can be changed, and choosing κ appropriately is shown to reduce the number of nonconnected
saddles found and increase the inefficiency of finding a connected saddle. If κ is chosen to
be zero, the original Dimer method is employed.
We will outline the Dimer method by separately looking into three sections: The
Initialization of the dimer, Rotation of the dimer, and Translation of the dimer. The
algorithm below is for one initiated guess. The dimer will search the PES until either
an index-1 saddle is reached or a max number of iterations have been met. Upon finding
a saddle point, the saddle point is requenched to ensure that it is connected to the initial
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minimum. The Hessian is then utilized to ensure that the saddle point is index-1, and higher
indexed saddles are disregarded. The index-1 saddle point is cataloged, for future reference,
to check for duplicate saddle points in future searches.
The duplicate check is performed by calculating the l 2 − norm on the difference of
the position coordinates of the cataloged index-1 saddles and the currently found index-1
saddle. The index-1 saddle point is considered a duplicate if the l 2 − norm on the difference
in position falls below a specified threshold. Care is taken to ensure the threshold is not
too small or too large. In the case where the threshold is too small, two index-1 saddles
that have similar configurations can be considered different, and therefore inflate the number
of connected saddle points. Whereas in the case where the threshold is too large, the two
index-1 saddles that have different configurations can be considered the same, reflecting a
smaller number of connected saddle points. We find setting the threshold on the l 2 − norm
of the difference in the position coordinates to be set as 0.05 to work for this purpose. In
Figure 2.9, we demonstrate this behavior for a small number of searches for the 9 particle
configuration. Notice that there is a range of values for which the criteria could be set to
ensure that we do not inflate or deflate the number of connected saddles. The criteria we
have chosen as 0.05, seems suitable for not only the 9 particle configuration, but for other
configurations as well.
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Figure 2.9: Demonstrating a range of values set for the criteria on the l 2 − norm for the
duplicate check, and how this affected the number of connected saddles found. This is shown
for a 9 particle configuration with only a small number of searches. Note that if the criteria
is too small we inflate the number of connected saddle points, and, in contrast if the criteria
is too large we deflate the number of connected saddle points.

2.4.1

The Initialization of the Dimer

The dimer will involve two configurations separated from the initial configuration by a small
fixed distance. These two configurations X1 ∈ R3Np and X2 ∈ R3Np are almost identical to
the initial configuration X0 ∈ R3Np , the dimer midpoint, but are displaced by a small fixed
distance, ∆x, along a unit vector η̂ ∈ R3Np .
The choice of X0 is determined by perturbing the starting minimum based on a particular
perturbation scheme. We follow the perturbation scheme used in [23], where a large number
of searches Ng , are initiated for each atom j. For each atom j in the configuration, the
entire system is perturbed by a magnitude that decreases with increasing distance. This
perturbation scheme, outlined in Step 2 of the Initialization Algorithm of the Dimer, is
intended to parallel the notion that most changes to the system are localized to either a
particle or a group of particles.
Once the dimer is created, the Forces and Energies at one of the dimer endpoints and the
dimer center are calculated. During the Rotation step, the center of the dimer will not move.
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Because of this, to minimize the curvature we only need to minimize the sum of the energies
at the two endpoints, E = φ(X1 ) + φ(X2 ), a quantity referred to as the dimer energy. This
will reduce the number of gradient calculations one needs to perform as the other dimer
endpoint will be linearly interpolated.
Algorithm 2: Initialization Algorithm for the Dimer
N

1:

p
.
Read in Initial Configuration X = {xi ∈ R3 }i=1

2:

Perturb the Initial Configuration by
xki = xi +

kσ k
n̂
Ng i

exp{−kxi − xj k2 },

for each atom j, and Ng is the number of initial guesses per particle. The guess number
k = 1, . . . , Ng represents the current configuration for the perturbation, and n̂ki is a
random unit vector in R3 . The parameter σ is a length scale parameter from the
Lennard-Jones potential.
3:

Choose an initial dimer orientation η̂ which will be a random unit vector in R3Np . The
choice of η̂ is independent of the random vector chosen in the perturbation scheme.

4:

Create the dimer by moving the dimer midpoint a small distance ∆x along η̂
X1 = X0 + ∆xη̂
X2 = X0 − ∆xη̂

5:

Calculate the dimer Forces.
Fi = −∇φ(Xi ), i = 0, 1,
where X0 is the dimer midpoint. An approximation can be interpolated for the second
dimer endpoint by F2 ≈ 2F0 − F1 .

6:

Approximate the curvature, C, by C ≈
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(F2 −F1 )·η̂
2∆x

2.4.2

Rotation of the Dimer

The Rotation of the Dimer method proceeds iteratively in two steps: rotation within the
plane and then choice of a new plane of rotation. Olsen et. al. [20] noted that after the
rotation of the dimer, if a certain threshold of convergence was not met, the dimer rotation
procedure should be repeated either until convergence or a max number of iterations is met.
The new plane is chosen by a Modified Conjugate Gradient method. The rotation step of
the dimer can be phrased as the following problem:
Find η̂ = argminC(η̂) where C(η̂) ≈
η̂
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(F2 −F1 )·η̂
.
2∆x

The following is the Rotation Algorithm 3 and represents one iteration of the dimer
rotation within the current plane.
Algorithm 3: Rotation Within The Current Plane
1: Find the Net Rotation Force
F ⊥ = F1⊥ − F2⊥ ,
where Fi⊥ = Fi − (Fi · η̂)η̂ for i = 1, 2.
2:

Calculate Θ̂ = F ⊥ / F ⊥ .

3:

This creates the plane that lies in the span{η̂, Θ̂}.

4:

A given angle of rotation dθ is used to move X1 to X1∗ by
X1∗ = X0 + (η̂ cos dθ + Θ̂ sin dθ)∆x.

5:

Get the new orientation Θ̂∗ and calculate X2∗ .

6:

Calculate the Dimer Forces at X1∗ and X2∗ along with F ⊥∗ .

7:

Calculate the scalar rotational Force, at X1 and X1∗ , where the scalar rotational force is
f = (F ⊥ · Θ̂)/∆x = F ⊥ /∆x.

8:

Calculate the change of the rotational force through finite difference approximation for
approximation at dimer midpoint
f 0 = (F ⊥∗ · Θ̂∗ − F ⊥ · Θ̂)/∆x.

9:

Now we are able to compute a minimum angle for rotation by considering,
∆θmin = −1/2 arctan(2f /f 0 ) − dθ/2,
and rotate the dimer by ∆θmin .
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Once rotation within the plane is carried out, one must choose a new plane of rotation.
This is done through a modified conjugate gradient method. In Algorithm 4, we present
modification of the conjugate gradient method.
Algorithm 4: Choice of Plane G⊥ by a Modified Conjugate Gradient Method
1: Initial choice G⊥ = F ⊥ .
2: Then for an arbitrary iteration i > 1,
⊥
∗∗
⊥
G⊥
i = Fi + γi Gi−1 Θ̂i−1 ,
(F ⊥ −F ⊥ )·Fi⊥

where γi = i F ⊥i−1
⊥
i ·Fi
step has been taken.

2.4.3

⊥
and Θ̂∗∗
i−1 is the unit vector parallel to Fi−1 after the ∆θmin

Translation of the Dimer

The last step of the Dimer method is to translate the dimer once the lowest curvature
direction η̂ has been determined by the dimer rotation.

The translation of the dimer

considers treating the convex and nonconvex regions differently. In the convex region, all
the eigenvalues of the Hessian are positive, C > 0, and in the nonconvex regions at least one
eigenvalue of the Hessian is negative, C < 0. An Effective Force is calculated with this is
mind, and the translation of the dimer is moved by taking a Newton step along the lowest
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curvature direction. The Newton step should be monitored to ensure that too large a step
is not taken.
Algorithm 5: The Translation Algorithm for the Dimer Method
1: Calculate the Effective Force by

F† =

2:





−(F0 · η̂)η̂




F0 − 2(F0 · η̂)η̂ C < 0.

C>0

Translate the dimer midpoint a small distance dx along the β ∈ R3Np , the direction
conjugate to the previous line minimization.

3:

Take a Newton Step
X0 = X0 + ∆Xβ,
where ∆X = min{∆x, ∆xmax } where ∆xmax is predetermined and ∆x is
†
†
†
†
∆x = −[(Fx=dx
+ Fx=0
)T · N † /2]/[(Fx=dx
− Fx=0
)T · N † /dx] + (dx)/2,

where N † = F † /kF † k.

2.5

Example of Dimer on Müller Brown

To gain insight in how the Dimer method walks across the PES to an index-1 saddle point,
allow us to apply the method on the Müller-Brown Surface from various starting positions.
In Figure 2.10, we initiate the Dimer method, and trace the path taken by the dimer until
convergence to the saddle point is achieved.
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(a)

(b)

(c)

(d)

Figure 2.10: In Figure (a), the Dimer converged to the saddle point (−0.822, 0.6243) from
the initial point (−.5, 1.4). In (b) Dimer taking an interesting path to reach the saddle point
as it looks for the path. For (c) the Dimer is starting from the starting point (0.5, 0.03)
we have converged to (0.212,0.293). For (d) from the initial configuration of (−0.5, 0.25) we
have converged to the saddle located (0.212,0.293).

The Dimer method will not always converge to a saddle point when initiated close to
a minima on the PES. This can be seen in Figure 2.11 on the Müller-Brown Surface. In
Figure 2.11a, the Dimer appears to be trapped inside the region around the minimum, while
in Figure 2.11b, the Dimer is lost on the PES where the curvature never changes. This
phenomena is referenced by Henkelman and Jónsson [9], and is noted that this is unlikely to
happen in larger systems.
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(a)

(b)

Figure 2.11: In Figure (a) the Dimer failed from the initial point (−.55, 1.35). The dimer
reached the max iteration and just seemed to be trapped inside the region near the minimum.
While in Figure(b) the Dimer is getting lost up the Müller-Brown surface forever as the
curvature never changes.

When seeing the dimer move across the PES, one will become interested in the basins
of attraction of stationary points on the Müller-Brown Surface. In the next section, we will
investigate the basins of attraction of the minima and the basins of attraction for the saddle
points when the Dimer method is utilized.

2.5.1

Further investigation of the Müller-Brown Function

An important concept throughout the rest of this dissertation is the notion of a basin of
attraction. This refers to the set of points in configuration space that will converge to a
particular local minima by steepest descent or the set of points that will converge to a
particular saddle point by the Dimer method. We will illustrate the basins of attraction
using the Müller-Brown Surface. A Gradient Descent approach is taken to examine the
regions on the surface that lead to the minima. A legend is given in Table 2.3 to give the
coordinates of the minima, Min1,Min2, and Min3 respectively, and the corresponding color
assigned to them as well as the saddle points on the surface indicated by SP1 and SP2.
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Table 2.3: Müller-Brown legend signifying the color assigned to each stationary point on
the surface.
-

x

y

Color

Min1

-0.558

1.442

Blue

Min2

0.623

0.028

FireBrick

Min3

-0.050

0.467

Forestgreen

SP1

0.212

0.293

Purple

SP2

-0.822

0.624

Beige

Did Not Coverge

Black

We will look for these basins of attraction for the minima by following a Gradient Descent
but with a fixed step size [1]. The plots in Figure 2.12, have been created by performing a
grid search, where we initiate a gradient descent approach at each starting coordinate, and
keep track of which minima the approach has converged to. The starting coordinate was
designated a color based on this minimum, and if the search did not converge, for any reason,
the color of black was given.
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(a)

(b)

Figure 2.12: Figure (a) shows the Müller-Brown Surface separated into its basins of
attraction for the minima found on the surface. The Minima are represented with the white
*’s while the index-1 saddles are represented as *’s. Figure (b) overlays the MB contour plot
on the surface to aid in visualization.

The plots in Figure 2.12 clearly show the well defined basins of attraction for the minima
on the surface. This leads us to consider the basins of attraction for the index-1 saddle points
on the surface. We have again taken a grid approach on the surface, choosing coordinates in
terms of (x, y). With each coordinate we give the same starting dimer orientation, which is
a random direction, η̂ ∈ R2 . We performed the dimer search, as outlined above, to walk on
the Müller Brown Surface searching for the index-1 saddle points. If the dimer converged to
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one of the two transition states on the surface, then a color was given to that coordinate,
and if the dimer failed to converge the color of black was given. The grid was constructed
by centering the surface and taking steps of 0.01 in both the x and then the y direction. In
Figure 2.13 we represent the basins of attraction for the saddle points by using the Dimer
method.

Figure 2.13: Figure shows the basins of attraction for the Müller Brown Surface Index-1
Saddle points based on the Dimer Method.

A point of interest in the Basin of Attraction plot for the saddle points is that the edge
of the basin can be very complex. This is demonstrated by what we will refer to as speckling
at the boundaries of the basins seen in Figure 2.13. This effect is, in large part, traceable to
the nonlinearity introduced by the Newton iteration, which has an effect analogous to what
is seen in Julia sets. We will see that this effect is much more dramatic when we examine
the basins for the Lennard-Jones potential in subsequent chapters. In Figure 2.14, we have
overlaid the contour plot upon the basin of attraction for the index-1 saddles and marked
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the minima and the index-1 saddles. This is done to show the division for the basins as well
as highlight the interesting feature that the Dimer method seems to have gotten trapped
along the edge of the surface and rides along the contour until convergence at the saddle.

Figure 2.14: Contour plot overlaid on the Müller Brown Surface. Here the saddles on the
surface are X and the minima are labeled as +.

Even with a simple potential energy function such as the Müller-Brown potential, we
see that the basins of attraction for the saddle points can be highly complex and quite
stunning to look at. In the next chapter, we will apply the idea of examining the basins
of attraction for saddle points on the potential energy surface to the Lennard-Jones surface
while investigating a small cluster.
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Chapter 3
Basins of Attraction
In this chapter, we will examine the basins of attraction for index-1 saddle points for the
Lennard-Jones potential. Unlike the 2D Müller-Brown surface, we are now working with the
full configuration space R3Np , and will start by examining two dimensional cross sections
of this space to gain a sense of what the basins of attraction look like. For a fixed search
algorithm, such as an implementation of the Dimer method, each initial guess produces
a unique saddle point. Thus, the distribution of initial guesses combines with the search
algorithm to produce a distribution of saddle points. We will use the distribution of the
saddle points in Chapter 4 to analyze the Accumulation Plots, and look for ways of improving
the OLKMC method.

3.1

Examining 2D Cross Sections of Configuration
Space

Wales [30] employed a similar approach to visualize the basins of attraction of transition
states and minima on PES’s that we will present. The results in [30] show the benefits of
the min-mode methods for finding index-1 saddle points over the Newton-Raphson iteration
technique.
Massen and Doye [15] suggest that the basins of attraction provide a fractal-like tiling
of the energy surface. Doye and Massen [2] claim that dividing the PES into basins of
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attraction surrounding minima that are connected by the transition states yields a network
description of the surface. This network is often referred to as a reaction graph in chemistry
and is represented by a graph, whose nodes correspond to the minima and the edges linking
those minima to the connected index-1 saddle points.
We examine the basins of attraction for the saddle points on the Lennard-Jones surface
by considering an 8 particle configuration as seen in Figure 3.1. We will first need to build
up an exhaustive catalog of the connected index-1 saddle points to this configuration.

(a)

(b)

Figure 3.1: Both Figures (a) and (b) represent the starting configuration for the 8 particle
atomic configurations from different vantage points. This is the configuration for the global
minimum of the Lennard-Jones potential energy for the 8 particle system.

The Accumulation Plot for this configuration is presented in Figure 3.2, where the
horizontal axis represents the number of successful Dimer searches. We continue to search
the PES until no new saddle points are found. Typically one does not know if all the saddle
points have been found, and in most systems with larger than 8 particles, no diminishing
returns were observed. This is a problem we will investigate in more detail in the next
chapter, with the aim of explaining why such behavior is exhibited. For this 8 particle
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configuration, we were able to find 48 saddles connected to the starting minimum in Figure
3.1.

Figure 3.2: Accumulation Plot for the 8 particle configuration shown in Figure 3.1. This
demonstrates the number of connected saddles as a function of the number of successful
dimer searches. We are able to find 48 connected saddles from the starting configuration.

In order to examine the basins of attraction on the 3Np -dimensional potential energy
surface, we have employed a similar technique to that discussed for the Müller-Brown surface.
For the Lennard-Jones potential, a plane is chosen for the 2D cross section, and small steps
within the plane are taken to create a grid. While each starting position is within this fixed
plane and each Dimer starts with the same orientation η̂, the subsequent Dimer search takes
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place in the entire 3Np configuration space. Below we outline the algorithm used for this
process. In Algorithm 6 we lay out our this process.
Algorithm 6: Exploring the 2D Cross Section Algorithm
1: For the initial minimum X ∈ R3Np , choose a particle j and a plane to search within.
2:

Choose an initial configuration X0 ∈ R3Np by perturbing slightly from the current local
minimum.

3:

Let ~xj ∈ R3 and ~xj ≡ (x1j , x2j , x3j ) We perturb the first two coordinates of particle j by a
small distance δx
x1j = x1j + δx
x2j = x2j + δx,
where xij for i = 1, 2 are the coordinates within the plane of the chosen particle j, and
δx is a small distance.

4:

Choose the starting dimer orientation η̂, which is to be used at each initiation of the
Dimer method.

5:

Initiate the Dimer method on the perturbed configuration.

6:

Repeat the process to form the grid.

If the Dimer method completes the search and converges to an index-1 saddle point, the
saddle point is given a saddle index number based upon the exhaustive catalog previously
found. The saddle index is assigned a color to distinguish the distinct connected saddle
points. If the Dimer method fails to converge or converges to a nonconnected saddle point,
a specific color is assigned and is presented in Table 3.1.

Table 3.1: Legend to Signify Dimer Results.
Dimer Result

Color

Failed to Converge
Converged to Nonconnected Saddle Point
Converged to Connected Saddle Point
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48 other colors

As previously mentioned in Chapter 2, the Dimer method can lead to saddle points that
are not connected to the current minimum. Some work has been done by Xiao, Wu, and
Henkelman [32] to help reduce the number of nonconnected saddles. According to Xiao,
et.al. [32], the problem of converging to nonconnected saddle points occurs since the Dimer
method tracks local ridges, defined by the set of points where the force is perpendicular to
the negative curvature mode, and not the true ridge, which is defined as the set of points
which minimize to the reactant. These local ridges tend to lead the dimer away from the
true ridge and produce the nonconnected saddles. The proportion of nonconnected saddles
is seen to be large with respect to the connected saddles found by the Dimer method. In
Figure 3.3a, we represent the nonconnected saddle points by color, and if the Dimer method
fails to converge, the color black is assigned. In Figure 3.3b, we show the basin of attraction
without the nonconnected saddles to view the basins of attraction. In Figure 3.3, although
we have assigned to every saddle point within the configuration a specific color, based on
the saddle index number, this cannot be seen in Figure 3.3. We will zoom in on the 2D cross
section in Figure 3.4. The Figure is for a 2D cross section of xy-plane for the 5th particle in
the system.

(a)

(b)

Figure 3.3: For the 8 particle configuration, we are looking at the xy-plane for the 5th
particle in the system. The minimum is located at the center of the plane, and both Figures
(a) and (b) represent a wide view of the plane. For Figure (a) the nonconnected saddles are
shown to demonstrate that the dimer method can lead to a high proportion of these saddles,
while Figure (b) removes these so we can get a better view of the connected saddles. There
are 24 distinct connected saddles found in the plane.
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The nonconnected saddle points shown in green in Figure 3.3a, greatly reduce the
efficiency of the Dimer method in the wide view. It is clear that the further away from
the starting minimum, the higher the proportion of nonconnected saddle points that are
found. In Figure 3.4, we zoom in closer to the minimum to get a better view of the basins
of attraction of the index-1 saddle points.

(a)

(b)

Figure 3.4: Looking at the same 2D cross section for the 5th particle of the 8 particle
configuration, we zoom in closer to the minimum starting configuration to better view the
connected saddles. Figure (a) still contains the non-connected saddles represented with
the color. Figure (b) removes the nonconnected saddles to again get a better view of the
connected saddles about the minimum. There are 24 distinct connected saddles within the
plane.

Figure 3.4 shows how varied the saddle points can be within the plane. In Figure 3.4b,
demonstrates just how chaotic the region around the minimum can be, and is what we refer
to as speckling about the minimum. The speckling about the minimum is a reason why
finding an exhaustive list of saddle points can be difficult as some saddle points can have
small basins of attraction. The small perturbations about the minimum can lead to a wide
range of different saddle points, and produce basins that are highly complex and fractal in
nature as demonstrated in Figure 3.5.

39

(a)

(b)

Figure 3.5: Zooming into the 2D cross section to get a better perspective on the complexity
of the region close to the minimum. Figure (b) gives the best view and demonstrates the
fractal nature of the basins of attraction for the saddle points around the minimum. We are
able to find the 24 distinct connected saddle points within this small cross section.

In Table 3.2 we present the proportion of the Dimer method result within the plane
for Figure 3.3a, Figure 3.4a, and Figure 3.5a with that of searching the full configuration
space as outlined in Chapter 2. When searching the full configuration space, we perturbed
each particle of our 8 particle system 500 times to generate 4000 guesses. We tallied the
number of connected and nonconnected saddle points to the initial configuration to generate
the proportions listed in Table 3.2. We recognize that for searches within the plane, as we
restrict ourselve closer to the minimum, the proportion of connected saddles increases. This
is an indication that small perturbations about the minimum are best when searching for
connected saddle points on the PES.

Table 3.2: Proportion of Dimer Results on the Plane and Full Configuration Space.
Dimer Result

Figure 3.3a

Figure 3.4a

Figure 3.5a

Full Space

Failed to Converge

0.7682

0.5926

0.3550

0.22575

Converged to Nonconnected Saddle Point

0.2281

0.3491

0.2911

0.48975

Converged to Connected Saddle Point

0.00108

0.0583

.3539

0.2845
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A thing of note is that different planes can lead to drastically different basins of attraction
for the saddle points. In the Figure 3.6 and Figure 3.7, we examine the planes for different
particles within the configuration. The basins of attraction in Figure 3.6 and Figure 3.7
are completely different than those described above yielding a different view of the overall
potential energy surface. The nonconnected saddle points are not shown and each figure
shows the 2D cross section close to the minimum configuration.

Figure 3.6: 2D cross section for xy-plane for the 6th particle for the 8 particle configuration.
There are 16 distinct connected saddle points in the plane.
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Figure 3.7: 2D cross section for xy-plane for the 7th particle for the 8 particle configuration.
There are 20 distinct connected saddle points within the plane.

In all the Figures above, we placed no constraints on the 8 particle configuration
to reduce the dimensions of the configuration space. If constraints are imposed on the
configuration, the resulting surface has a different distribution of index-1 saddle points, but
still demonstrates the same qualitative behavior. In Figure 3.8, we compare the 2D cross
sections of the same particle when constraints and no constraints are imposed on the system.
In Figure 3.8a, we examine the 2D cross section of the xy-plane for the 2nd particle of the 8
particle configuration when no constraints are imposed on the system, while in Figure 3.8b,
constraints are imposed for the same 2D cross section.
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(a) No constraints on the configuration.

(b) Constraints are imposed on the configuration.

Figure 3.8: A comparison of the 2D cross section when no constraints and constraints are
imposed on the same plane. In (a) there are 38 distinct connected saddle points. In (b)
there are 20 distinct connected saddle points.

43

The complexity of the edges of the basins of attraction are of much interest. The structure
of the basins of attraction for the saddle points on the surface should raise caution about
the starting perturbation as well as saddle finding methods used. By examining the basins
of attraction for the saddle points on the PES, we decided to look at the distribution of
the saddle points within the plane. To examine this distribution, we define the number of
hits that a saddle receives to be the number of times that the saddle point was found while
searching the surface. This will lead us to look at the distribution that is induced as a
product of the perturbation scheme and the saddle finding method used.

3.2

Examining The Distribution of Saddle Points

When searching the PES for the 8 particle configuration for index-1 saddle points using the
Dimer method, we were able to obtain what we believe to be an exhaustive catalog of 48
connected saddle points. We increased the number of searches beyond that illustrated in
Figure 3.2, and kept track of the number of times each saddle point on the surface was
found by the Dimer searches to produce the distribution found in Figure 3.9, in which the
proportion of all 48 connected saddle points are represented based on the saddle index number
assigned. This leads us to look at the distribution of hits for the connected saddles for this
configuration. The index to the saddle is based on the order in which each new connected
saddle point is encountered. This is the reason why the distribution tends to be decreasing
in magnitude, as we are much more likely to encounter a highly probable saddle early in the
search process. Figure 3.9 and Figure 3.2 were done using the perturbation scheme outlined
in Chapter 2.
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Figure 3.9: The distribution of hits for 48 distinct connected saddles for the 8 particle
configuration. The colors for the saddle index correspond to the color assigned in the previous
section.

We would now like to look at the distribution of saddle points encountered within the
plane. Here we took a different particle form our 8 particle system, and searched the plane
for the basins of attraction for saddle points. Once a saddle point was found, a tally was kept
on the saddle index in order to examine the distribution of hits for the saddles within the
plane. Figure 3.10 displays the xy-plane for the 2nd particle for the 8 particle configuration.
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Figure 3.10: The 2D cross section for the xy-plane of the 2nd particle in the 8 particle
configuration. The non-connected saddles are not shown, but there is clear speckling about
the minimum located in the center of the plane.

In Figure 3.11, we examine the 2D cross section closer to the minimum, and see the
random like nature for small perturbations about the minimum. Within this 2D cross section
we are able to find 41 distinct, index-1 saddle points. The distribution of the saddle points
is presented in Figure 3.12.
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Figure 3.11: A zoomed in view of the 2D cross section to show the random like nature
about the minimum.

Figure 3.12: The distribution of hits for the 2D cross section for the 2nd particle in the 8
particle configuration. The plane produces 41 distinct connected saddles.

Figure 3.12 shows that within the plane we are able to find 41 of the connected saddles. It
is remarkable that a majority of the connected saddles can be found by examining a 2D cross
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section of the PES. This is not always the case as demonstrated below, which shows that
different planes may produce dramatically different distributions. In the following figures,
Figure 3.13, Figure 3.14, and Figure 3.15, we will examine different planes of the 5th particle
of the 8 particle configuration. This is done to demonstrate the behavior of the particle when
we perform local searches with the Rejection Scheme for OLKMC.
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(a)

(b)

Figure 3.13: Figure (a) shows the xy-plane for the 5th particle. Only 24 distinct connected
saddles have been found and Figure (b) represents the distribution of hits within the 2D
cross section.

49

(a)

(b)

Figure 3.14: Figure (a) shows the yz-plane for the 5th particle. Only 25 distinct connected
saddles have been found and Figure (b) represents the distribution of hits within the 2D
cross section.
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(a)

(b)

Figure 3.15: Figure (a) shows the xz-plane for the 5th particle. Only 32 distinct connected
saddles have been found hits and Figure (b) represents the distribution of hits within the
2D cross section.
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Examining the distribution of saddle points will lead us into the next chapter in which
we examine the Accumulation Statistics for the Accumulation Plot. In this chapter we saw
the complexity of the basins of attraction, and illustrated some difficulties that can arise
when searching for saddle points on the PES from the random like behavior of the connected
saddles about the minimum to the large proportion of searches that lead to nonconnected
saddles. The fractal like nature of the basins of attraction for the saddle points can be traced
back to the Newton Method implemented in the Dimer method. We see that the speckled
region about the minimum leads us to believe that small perturbations about the minimum
are better when searching the PES for exhaustive catalogs of saddle points.

52

Chapter 4
Examining the Accumulation
Statistics
In this chapter we discuss the modeling of the Accumulation Plot first introduced in Chapter
1. Recall that the Accumulation Plot represents the number of connected saddles found for
a given initial configuration as a function of the number of successful searches, which we will
often refer to as the number of searches g. Examining Figure 1.1, it is not clear how close
we are to converging to the total number of connected saddle points. We will model this
behavior in an aim to help us understand why the growth rate of the number of connected
saddles is so slow. We will first examine the Accumulation Plot analytically. We will then
look at modeling the distribution of hits for saddles by use of a Geometric Distribution.

4.1

Modeling the Accumulation Plot Analytically

While modeling the Accumulation Plot, we need to introduce some notation that we wish
to use throughout this discussion. To this end, let N be the number of connected saddle
points. Consider again Figure 3.9, and let Mi ∈ Z≥0 with i = 1, 2, . . . , N be the number of
times saddle point i was found using g guesses. We will refer to the proportion of searches
that yield saddle i as the empirical distribution:
Mi
pi = P N
,
i=1 Mi
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i = 1, 2, . . . , N and note that

PN

i=1

pi = 1. From this we can imagine defining an ideal

distribution
p̄i = g→∞
lim pi .

(4.1)

Consider g independent guesses and denote the number of distinct saddles obtained as n with
n ≤ N . Let c(n, g; N ) ∈ Z≥0 represent the number of ways for getting n distinct saddles
from g guesses. We are allowing for repeats for the connected saddles found within g guesses,
and therefore, we are concerned with the number of permutations with repetitions for the
number of connected saddles. We have
N
X

c(n, g; N ) = N g .

n=1

We will denote the probability of getting n distinct saddles using g guesses as P (n, g; N ).
Let [i1 , i2 , . . . , ig ](k) be a sequence of saddle points recovered from g independent searches.
Note that there are c(n, g; N ) of these sequences that contain exactly n saddle points. For
an arbitrary distribution {p̄i }, we have P([i1 , i2 , ..., ig ]) =

P (n, g; N ) =

c(n,g;N ) g
X Y
k=1

Qg

j=1

p̄ij for j = 1, 2, . . . , g, and

p̄i(k,j) .

(4.2)

j=1

Our main focus in this chapter is modeling the Accumulation Plot using the expected
number of saddles of the distribution as
< n >=

N
X

nP (n, g; N ),

(4.3)

n=1

for each fixed number of guesses g and fixed N . We will also be interested in the probability
of finding the N th saddle on guess g, which we denote as PN (g). This can be used to calculate
< g >, the expected number of guesses to get all the connected saddles N . We have
< g >=

∞
X
g=N
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gPN (g).

(4.4)

We will use this notation throughout this section to describe modeling the Accumulation
Plot analytically. We start by examining the special case of a uniform distribution {p̄i =

1
}.
N

While this is not especially realistic, it can be analyzed more completely and provides insight
into the general case.

4.1.1

Uniform Case

For demonstration purposes, we will assume the distribution of connected saddles follows a
Uniform Distribution. In this case, p̄i = constant for i = 1, 2, . . . , N . Under this assumption
we then have p̄i ≡ p̄ =

1
N

for i = 1, 2, . . . , N . Taking g independent guesses, we yield a

sample sequence of [i1 , i2 , . . . , ig ] of connected saddles.
Now, as we are taking independent guesses,
P([i1 , i2 , ..., ig ]) =

g
Y

p̄i = p̄g =

i=1

1
,
Ng

and
P (n, g; N ) =

c(n, g; N )
.
Ng

A recursive formula for computing the number of sequences that yield n distinct saddle
points for a number of guesses g and a fixed N is

c(n, g + 1; N ) = c(n, g; N ) · n + c(n − 1, g; N ) · (N − n + 1).

(4.5)

This recursion formula reflects that there are n ways to add one more saddle to each of the
c(n, g; N ) sequences resulting from g guesses that yielded n distinct saddles, and N − n + 1
ways to add one more saddle to each of the c(n − 1, g; N ) sequences resulting from g guesses
that yielded n − 1 distinct saddles.
The recursion formula Eq. 4.5 can be solved by introducing a related sequence a(n)
in
g
the form
c(n, g; N ) =

N!
a(n) .
(N − n)! g
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(4.6)

Directly substituting Eq. 4.6 into Eq.4.5 yields
(n)

(n−1)
ag+1 = a(n)
,
g · n + ag

(4.7)

with the initialization of a(n)
n = 1.
(n)

(n−1)
can be represented in the form :
Claim: For g ≥ n, the solution to ag+1 = a(n)
g · n + ag

a(n)
g =

n
X

bn,k k g , with a(n)
n = 1,

(4.8)

k=1

where
bn,k =

(−1)n+k
,
k!(n − k)!

for n, k ≥ 1.
Proof:
By directly substituting Eq. 4.8 into Eq. 4.7, we have for n ≥ 1 and g ≥ n,
n
X

n
n−1
X (−1)n−1+k
(−1)n+k g+1 X
(−1)n+k g
k
=
k ·n+
kg .
k!(n
−
k)!
k!(n
−
k)!
k!(n
−
1
−
k)!
k=1
k=1
k=1

(4.9)

Multiplying Eq. 4.9 by (−1)n+k , we find
n
X

n
n−1
X
X
k g+1
nk g
kg
=
−
.
k=1 k!(n − k)!
k=1 k!(n − k)!
k=1 k!(n − 1 − k)!

(4.10)

Now, Eq. 4.10 can be written as
n−1
X
X
X
ng+1 n−1
ng+1 n−1
k g+1
nk g
kg
+
=
+
−
,
n!
n!
k=1 k!(n − k)!
k=1 k!(n − k)!
k=1 k!(n − 1 − k)!

and therefore,
n−1
X

n−1
n−1
X
X
k g+1
nk g
kg
=
−
.
k=1 k!(n − k)!
k=1 k!(n − k)!
k=1 k!(n − 1 − k)!

Multiplying the last term of the right hand side in Eq. 4.11 by
one summation, we see
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n−k
,
n−k

(4.11)

and combining under

n−1
X
nk g
k g (n − k)
k g+1
=
−
k!(n − k)!
k=1 k!(n − k)!
k=1 k!(n − k)!

n−1
X

!

(4.12)

Therefore,
n−1
X

k g+1
nk g
k g (n − k)
−
+
k!(n − k)! k!(n − k)!
k=1 k!(n − k)!
=
=

n−1
X

k g+1 − nk g + (n − k)k g
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In the Uniform Case, there is an especially simple way to work out < g >, as this
calculation is well known and usually referred to as “The Coupon Collector’s Problem” [5].
While calculating < g >, let us assume that there are N different saddle points that are all
equally likely. Then by following [5], we see that the probability of collecting the ith saddle
point after collecting (i − 1)th saddle point is
p̂i =

N −i+1
.
N

Let gi be the expected number of trials to collect the ith saddle after i − 1 saddles have been
gathered. The number of trials gi are Geometrically Distributed with
P(gi ) = p̂i (1 − p̂i )gi −1 with gi = 1, 2, . . . ,
with the expected value of gi given by
E[gi ] =
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1
.
p̂i

When computing the < g >, we see that

< g > = E[
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This yields
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(4.13)

= N HN ,
where, HN =

PN

1
i=1 i

represents the N th −Harmonic Number.

When considering the Uniform Case, we can also work with < g > as presented in Eq.
4.4. Let us begin by discussing PN (g), the probability of finding the N th saddle on guess g.
Notice, first that we will have N − 1 saddles at the g − 1th guess with probability
c(N − 1, g − 1; N )
N g−1
1
N!
aN −1
= g−1
N
(N − N + 1)! g−1

P (N − 1, g − 1; N ) =

=
=

N
N

1

N
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−1
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N!
g−1
N!
g−1

k=1

bN −1,k k g−1
(−1)N −1+k
k g−1 .
k!(N − 1 − k)!

Since we are taking independent guesses, we find the probability of getting the N th saddle
on the next guess is

1
N

if we have N − 1 from the prior guesses, and therefore
PN (g) =

1
P (N − 1, g − 1; N ).
N
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Clearly, the probability of not getting the N th saddle on the next guess would be
N −1
P (N − 1, g − 1; N ).
N

PN −1 (g) =
From this, we see
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and therefore we have
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While we have just shown that Eq. 4.13 is equivalent to Eq. 4.14, a fact that we can check
by looking at specific cases, it is not immediately clear how to simplify Eq. 4.14. There are,
however, other somewhat surprising results that connect Harmonic numbers and binomial
coefficients. For example, the Harmonic Number HN =

PN

1
i=1 i

has a relationship with the

binomial coefficients in that
HN =

N
X
i=1

4.1.2

N (−1)i−1
.
i
i
!

Example of the Uniform Case

Allow us to demonstrate this with a simple example. Let us consider the case where N = 5.
That is, we have five saddles connected to our initial configuration, and further assume that
each of these five connected saddles are equally likely. Thus, we have a discrete Uniform
Distribution.
Let us consider the sample sequence [i1 , i2 , . . . , ig ]. We will be curious to know the total
count for getting n distinct connected saddles in the sample sequence from g guesses. These
counts are found by the recursive formula Eq. 4.5 with the initialization of c(n = 1, g; N ) = N
for all g. For our example outlined here, we have N = 5. For the case when n > g, we
initialize to zero since we are unable to obtain more distinct saddles than the number of
guesses. These counts are presented in Table 4.1 for g ≤ 10, and it should be noted that as
g increases these counts begin to grow at a rapid pace.
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Table 4.1: For our Uniform Case with N = 5, we present c(n, g; N ) for up to 10 guesses g.
Guesses

n=1

n=2

n=3

n=4

n=5

1

5

0

0

0

0

2

5

20

0

0

0

3

5

60

60

0

0

4

5

140

360

120

0

5

5

300

1500

1200

120

6

5

620

5400

7800

1800

7

5

1260

18060

42000

16800

8

5

2540

57960

204120

126000

9

5

5100

181500

932400

834120

10

5

10220

559800

4092600

5103000

To obtain the probability P (n, g; N ) of each of the c(n, g : N ), we will merely divide each
of these counts by N g for our uniform case example. Based on this distribution, we are now
able to find the expected number of saddles, < n >, as a function of the number of guesses
g as found by Eq. 4.3. This will be presented for the case when g = 1, 2, . . . , 10 in the Table
4.2.
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Table 4.2: Table to represent the Expected number of distinct saddles based upon number
of guesses.
Guesses

<n>

1

1.00000

2

1.80000

3

2.44000

4

2.95200

5

3.36160

6

3.68928

7

3.95142

8

4.16114

9

4.32891

10

4.46313

This can be extended up to fixed g. In Figure 4.1, we plot the expected number of saddles
< n > for up to 25 guesses, for which we see similar behavior for our Accumulation Plots.
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Figure 4.1: Plot of the Expected Number of Distinct Connected Saddles vs the Number of
Guesses for up to 25 guesses.

Examining the Accumulation Plot analytically provides some insight to the behavior of
the number of connected saddles to the initial configuration. It allows us to analyze the
distribution of the connected saddle points, but also poses some challenges in its own right.
In general, the true distribution of connected saddles is not known. We are able to obtain an
approximation to the distribution of saddle points, and this approximation becomes better
as the number of guesses increase indefinitely. In the next section, we will look at modeling
the distribution of hits for the connected saddle points to our initial configuration.

4.2

Modeling the Accumulation Plot Computationally

In this section we will mainly be working with a 55 particle configuration starting from the
global minimum to build up a method to estimate the total number of connected saddles to
the configuration. In practice, we will not be aware of the true number of connected saddles
to the initial configuration.
As discussed in Chapter 2, for larger systems such as this, we will work with a constrained
core consisting of a four-particle tetrahedral structure at the center of the cluster. In Figure
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4.2, we present the constrained core for the 55 particle system. By constraining the core,
we decrease the computational cost of performing the Dimer method, while still reflecting
the intuition that the particles move a negligible amount between the binding state and the
transition state.

(a) Four-particle tetrahedral structure at the

(b) 55 particle configuration with constrained

center.

core.

Figure 4.2: Viewpoints of the 55 particle quenched system with a constrained core
represented in red and the 51 particles that are free to move during the Dimer Method
searches shown in blue.

We perform the Dimer method for a large number of guesses on the 55 particle system in
order to create a set of saddles so that we may model the Accumulation Plot. The number
of collected saddle points will be referred to as N for this discussion. In the next section,
we present a method to approximate the Accumulation Plot for connected saddle points by
using the Geometric Distribution.

4.2.1

Approximating the Distribution of Saddle Points

In Figure 4.3, we present the Accumulation Plot for the 55 particle system.

The

Accumulation Plot presented here represents the number of distinct connected saddles as
a function of successful dimer searches. By utilizing the Dimer method, we were able to
find N = 1358 connected saddles, while, keeping track of the Distribution of Hits for each
connected saddle.
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Figure 4.3: The Accumulation Plot for the N = 1358 saddles for the 55 particle system.

In Figure 4.4, we present the Distribution of Hits for the N connected saddle points.
Recall that the Distribution of Hits represents the number of times that saddle i is found
out of the number of successful Dimer searches. In Figure 4.4a, the distribution is shown
in the order in which the saddle point was encountered during the dimer searches, while
in Figure 4.4b, the distribution is sorted from greatest frequency to lowest frequency. The
distributions have been normalized.

(a) Unsorted Distribution

(b) Sorted

Figure 4.4: The unsorted distribution of hits is presented in figure (a) for which the 1358
distinct connected saddles have been found with our Dimer Method searches. These are
presented in the order in which the saddles were encountered. Figure (b) presents the sorted
distribution from greatest frequency to lowest frequency.
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We find that the data in Figure 4.4b, the sorted distribution, is well represented by a
Geometric Distribution:
pi =

1−p
1 − pN

!

pi−1 ,

(4.15)

where i is the saddle index. Notice that this is a two parameter family of normalized
distributions for (p, N ).
Two approaches were taken to estimate p when N = 1358.

The first method is

to approximate p by means of Nonlinear Least Squares Regression by fitting the sorted
distribution of saddles, and the second method will be to estimate the parameter p by using
a Monte Carlo simulation to fit the Accumulation Plot. In Figure 4.5, we fit the Geometric
Distribution model to the sorted distribution of hits.

Figure 4.5: Estimating the value of the parameter p based on Nonlinear Least Squares
Regression to the sorted distribution of saddles. For this approach, we find the estimated
value as p = 0.9949.

For the second approach, in order to estimate the parameter p for the Geometric
Distribution, we model the Accumulation Plot by means of a Monte Carlo simulation. To
this aim, we vary the parameter p with N = 1358 to calculate pi from Eq. 4.15. We form the
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partial sums Sn =

Pn

i=1

pi for i = 1, 2, . . . , N . A random number r ∈ (0, 1) is selected, and

for SJ−1 ≤ r < SJ for J = 1, 2, . . . , N saddle (i.e. simulated saddle) J is selected. For each
newly selected random number, the accumulated number of distinct saddles is recorded. The
sum of the squared differences in the observed and modeled number of accumulated saddles
will be used as a metric for the best fitting value for p. Due to the stochastic nature, five
realizations are observed for each value of p. The average of these realizations is used and
the best choice is reflected in the smallest of these averages. In Figure 4.6, we present the
average of the five realizations as a function of the value for p. From this result, we find
that p = .9958 produces the smallest average and thus our best fit when modeling from the
Accumulation Plot.

Figure 4.6: We estimate the parameter p by measuring the Sum of the Squared Differences
in the Accumulation Plot and the Modeled Accumulation Plot based on the Geometric
Distribution when N = 1358. We are taking the average of five realizations for each value
of p. The smallest average for the five realizations yields the best fit as p = 0.9958.

For both approaches, we find little change in the estimated value of p. We choose to
follow the second method by modeling the Accumulation Plot to estimate the value of the
parameter p. With this approach, using the choice of the parameter p = 0.9958, we are able
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to capture the behavior of the Accumulation Plot and the sorted distribution of hits. In
Figure 4.7, we present the Geometric Model with (p = 0.9958, N = 1358) for modeling the
Accumulation Plot by means of the Monte Carlo simulation, found in Figure 4.7a, and with
the sorted distribution of hits found in Figure 4.7b.

(a) Fitting Accumulation Plot

(b) Fitting the Sorted Distribution of Hits

Figure 4.7: By use of the Monte Carlo simulation, we find the best fit based on modeling
the Accumulation Plot. In Figure 4.7a, we find the best fit with p = 0.9958 and N = 1358 as
we vary p. In Figure 4.7b, we overlay the Geometric Model with p = 0.9958 and N = 1358
to the Sorted Distribution of Hits to demonstrate the fit. We capture the nature of both
the Accumulation Plot and the sorted distribution of saddles by means of the Geometric
Distribution.

For the Geometric Distribution, we can approximate the best value for N by use of the
Monte Carlo simulation. We fix p = 0.9958 and vary the parameter N . Five realizations for
each value of N are used and the average of the sum of the squared differences between the
Accumulation Plot and the modeled Accumulation Plot are taken as our metric to determine
the best fit. We find that N = 4850 generates the smallest of the averages while holding p
fixed. In Figure 4.8, we present the average error as a function of N. There is seemingly a
large amount of variation in the choice of N as seen by the fluctuations in the amount of
error. This is indicating that p has more control over the model of the Accumulation Plot
than N .
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Figure 4.8: For p = 0.9958, we vary N and model the Accumulation Plot. By varying N ,
we average the five realizations and choose the best fit based on the smallest of the averages.
The best fit is found to be N = 4850 as it generates the smallest of the average error.

For the two parameter family (p, N ) for the Geometric Distribution, we can vary both p
and N in our Monte Carlo simulation to obtain the best fitting for both parameters. In Figure
4.9, we present the best fitting p = 0.9955 and N = 4450 for the Geometric Distribution
model. Both the fit for the Accumulation Plot and the sorted distributions are presented.
One may interpret N as an estimate to the true number of connected saddle points, but
more research will need to be done in this topic.
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(a) Fitting Accumulation Plot

(b) Fitting the Sorted Distribution of Hits

Figure 4.9: In Figure 4.9a, we find the best fit with p = 0.9955 and N = 4450 when we vary
both parameter p and N. In Figure 4.9b, we overlay the Geometric Model with p = 0.9955
and N = 4450 to the Sorted Distribution of Hits.

In order to examine the prediction on the number of distinct connected saddles N , we
search the PES further by increasing the number of Dimer searches. In Figure 4.10, we
present the Accumulation plot for the constrained 55 particle system. After 1,094,208
successful Dimer searches, we have found 4525 distinct connected saddles to the initial
configuration.

Figure 4.10: The Accumulation Plot for the constrained 55 particle system as we search
the PES further. After 1,094,208 successful Dimer searches, we find the number of distinct
connected saddles to be 4525.
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It is clear that the Geometric Distribution captures the behavior of the Accumulation
Plot. In this Chapter, we have examined the Accumulation Plot both Analytically and
Computationally. Analytically, we observed the behavior of the Accumulation Plot by
relating it to the well known “Coupon Collector’s Problem”. Computationally, we were
able to capture the behavior of the distribution of saddle points based on a Geometric
Distribution. In the next Chapter, we will introduce a technique that we will refer to as
early termination into the Rejection OLKMC scheme.
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Chapter 5
Early Termination
In Rejection Off-lattice kinetic Monte Carlo (Rejection OLKMC) proposed by Ruzayqat
and Schulze [23], the idea of partitioning the set of all transitions from the current minimal
configuration into Np mutually exclusive subsets centered around a particular particle was
introduced. The perturbation scheme discussed in Chapter 2 allows us to control the particle
that initially moves the most about the initial minimum. Once a transition state is found, it
is requenched to check that it is a connected saddle. For the connected saddle, if the particle
that was initially perturbed is the one that has moved the greatest distance from the initial
configuration we then classify the state as a key connected saddle. If it were possible to
ensure that the perturbation along with the Dimer search led us to a key connected saddle,
a lot of valuable time could be saved and even reinvested into more Dimer searches to obtain
a more comprehensive list of saddles.
To this aim, we will implement the technique of early termination on the Dimer searches.
Prior to the outcome of a Dimer search, we monitor the distances the particles have traveled
from the initial minimum at predetermined iterations. If the initially perturbed particle no
longer holds the status of being the particle that has moved the greatest distance, then the
Dimer search is exited and the next search begins.
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5.1

An Introduction to Early Termination

We will be primarily working with the 55 particle system with a constrained core of 4
particles. This was seen in Figure 4.2. Constraining the core not only makes computation
time slightly faster, but enables us to identify saddle configurations easier. This is also
critical to the success of early termination in that it allows measuring the distance the
initially perturbed particle has traveled be placed in the same frame of reference as the
initial configuration.
From our discussion with the basins of attraction for the saddle points on the PES,
we were able to deduce that small perturbations about the minima were beneficial when
exploring the surface for the saddles. This was due to the chaotic nature of the basins of
attraction of these saddle points on the PES. In the context of the Rejection OLKMC, as
a new saddle point is found, an immediate check for key connected status is carried out.
This is done by measuring the distance each particle has traveled from the binding state
to the transition state by the l 2 -norm on the difference in the positions of the particles
from the binding state and the transition state. In Figure 5.1, we present the distance
each unconstrained particle in the configuration moved as a function of the Dimer iteration
until convergence to a saddle point was observed. Recall that the perturbation scheme gives
control over the particle that has initially moved the greatest distance, and a key connected
saddle is a transition state where the initially perturbed particle retains the status of being
the particle that has traveled the greatest distance from the initial configuration. Each of
the plots presented in Figure 5.1 represent the end result as being a key connected saddle
point. It is often the case that the initial perturbation choses the key atom, but this is not
always the case as seen in Figure 5.2.
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(a) Particle 33 is the initially perturbed particle.

(b) Particle 45 is the initially perturbed particle.

(c) Particle 26 is the initially perturbed particle.

(d) Particle 28 is the initially perturbed particle.

Figure 5.1: Each of the above figures represent the end result of a key connected saddle.
The distances each of the unconstrained particles travel are represented as a function of the
Dimer iteration. The top curve, in each case, is the particle that was initially perturbed and
maintains this status throughout the Dimer iterations.

In Figure 5.2, we again plot the distance each unconstrained particle travels from the
initial configuration as a function of the Dimer iteration. Each of the following converges to
a connected saddle point, but does not have the key connected status.
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(a) Particle 27 initially perturbed.

(b) Particle 46 initially perturbed.

(c) Particle 37 initially perturbed.

(d) Particle 34 initially perturbed.

Figure 5.2: Some examples of connected saddles in which the end result is not a key
connected saddle.

As seen in the Figure 5.2, using the perturbation scheme we are not always guaranteed
that we obtain a key connected saddle. Therefore, an early termination procedure during
the Dimer searches was performed. This is accomplished by monitoring every 100 iterations
of the Dimer search to see if the initial perturbed particle remains the particle that moved
the most. If this is the case, the Dimer search continues. If not, we exit the current search
and start again. If one chooses to use more or less iterations for the early termination check,
then we shall catch less or more respectively. This seems like a viable approach as long as the
early termination check can yield similar results in terms of the proportion of key connected
saddles to connected saddles.
In Table 5.1, we demonstrate for the constrained 55 particle particle system the number
of Dimer searches for each unconstrained particle as well as keeping track of the count of
connected saddle points, key connected saddle points, and those key connected saddle points
caught by early termination. These, of course, are independent runs as we increase the
number of searches per unconstrained particle for the Dimer method. It is clear that we are
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able to get close to the number of key connected saddles , but as expected we will lose some
key connected saddles as the number of searches increase. Although we may lose some key
connected saddles, we are able to invest into more searches to obtain an equivalent result at
much less expense.

Table 5.1: Table to compare the counts of Key connected saddles to connected saddles and
the Key connected saddles caught with early termination to the total number of Connected
saddles based as a function of number of guesses per particle.
Searches per Unconstrained Particle

Connected Saddles

Keyed (Regular)

Early Termination

10

159

127

127

50

416

327

320

250

712

516

505

500

890

611

588

The proportion of key connected saddle points to connected saddle points, as well as
that for the key connected saddle points caught by early termination to the connected
saddle points is shown in Table 5.2. Notice that we do lose some key connected saddles as
early termination is implemented, but the proportion does not differ substantially, and the
computational time saved by implementing early termination can be reinvested to perform
more searches to obtain a more complete list of key connected saddle points.
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Table 5.2: Table to compare the proportion of Key connected saddles to connected
saddles and the Key connected saddles caught with early termination to the total number
of Connected saddles based as a function of number of Dimer searches per unconstrained
particle.
Searches per Unconstrained Particle

Proportion Key/connected

ET/connected

10

.7874

.7874

50

.7861

.7692

250

.7247

.7093

500

.6865

.6607

In Figure 5.3, we present the information presented in Table 5.1. That is, we present the
number of connected saddle points, key connected saddle points, and the key connected
saddles found by early termination as a function of the number of dimer searches per
unconstrained particle for the 55 particle configuration. With the implementation of early
termination, we observe how closely the key connected saddle points found with and without
early termination are to one another. This is promising in that with the implementation
of early termination, we closely mirror the number of key connected saddles, and therefore,
represent the behavior of the Rejection OLKMC procedure.
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Figure 5.3: Plot to represent the counts displayed in Table 5.1 as a function of the number
of Dimer searches per unconstrained particle.

The main appeal of the early termination is that we are able to exit a search early
if the search is not leading to a key connected saddle saving us time in the Rejection
OLKMC. As mentioned in the Introduction, Chapter 1, in a perfect scheme, the curves
for the connected saddles and the key connected saddles would coincide. In Figure 5.4, we
present the Accumulation Plot comparing the number connected saddle points found and
key connected saddle points found when early termination is implemented as a function of
the number of successful Dimer searches.
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Figure 5.4: The comparison of connected saddle points to key connected saddle points
when Early Termination is implemented on our constrained system of 55 particles. The
curves nearly coincide. There were a total of 875 connected saddle points found while 874
were key connected saddle points.

In the next section, we will review the Rejection OLKMC scheme before we demonstrate
the results when early termination is implemented.

5.2

Rejection Off-lattice kinetic Monte Carlo

Before we proceed further, allow us to take a moment and discuss in greater detail the
Rejection OLKMC algorithm proposed by Ruzayqat and Schulze [23]. In the rejection
algorithm, samples from a rate distribution are formed from upper bounds on the actual
rates and one rejects the selected move with the appropriate frequency so that a stochastic
process with the original rate distribution is formed [23]. In order to avoid the cost of a
full saddle point search, a partitioning of the set of possible transitions is implemented such
that every transition is uniquely associated with a key atom. We present in Algorithm 7
the Rejection OLKMC Scheme. It is assumed that the configuration is starting from a local
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minimum at time t, and the presented Algorithm represents one iteration of the Rejection
OLKMC Algorithm.
Algorithm 7: Rejection OLKMC Algorithm
1: Calculate the estimated rates rˆj , j = 1, 2, . . . , Np .
P
2: Calculate the Partial Sums Pn = n
j=1 rˆj , n = 1, 2, . . . , Np .
3: Select a uniformly distributed random number r ∈ [0, PNp ).
4: Search for the interval J such that PJ−1 ≤ r < PJ and select particle J.
5: Update the Physical time t ← t + ∆t such that ∆t = − ln r 0 /PNp , where r 0 is a
uniformly distribution random number number such that r0 ∈ (0, 1].
6: Perform the Dimer search centered at atom J for a desired number of guesses.
7: Sort through the catalog of saddles centered at atom J generating the list
{XJ1 , XJ2 , . . . , XJM } of key connected saddles.
8: Calculate the true rates rJi = K exp(−∆φiJ /kB T ), for i = 1, 2, . . . , M .
P
9: Calculate the partial sums pi = in=1 rJn , for i = 1, 2, . . . , M .
10: If (r − PJ−1 ) > pM , reject the event, set rˆJ = pM and proceed back to Step 2 to
calculate the Partial Sums. Else, locate the interval I such that pI−1 ≤ (r − PJ−1 ) < pI .
11:

Move the system to the saddle point configuration XJI , relax the system to the new
local minimum.

The rate estimates in Step 1 of the Algorithm 7 is designed to allow for more flexibility
in guarding against the estimate being lower than the true rate. This is done by including
an additive constant C and uses an energy barrier bound that is based on the idea of nearest
neighbors . The rate estimates are calculated by
ˆ

rˆj = K N̂j exp−φj /kB T +C for j = 1, 2, . . . , Np ,
where φˆj is a lower bound on the energy barrier and N̂j is an upper bound on the number
of transitions that are associated with this energy scale [23].
The Rejection OLKMC algorithm presented in [23] was demonstrated by simulating
the growth and evolution of a two-species cluster using the Lennard-Jones potential. It was
shown to have a near equivalence when compared to the Fully Implemented OLKMC scheme
in terms of the number of events modeled as a function of the scaled physical time, as well
as, showing a marked improvement on the CPU time over the same scale.
In the next section, we will compare the results when early termination is implemented
with the Rejection OLKMC and when it is not.
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5.3

Implementing the Early Termination in Rejection
OLKMC

These results are for the Rejection OLKMC and the Rejection OLKMC with early
termination. Three realizations are presented for both Rejection OLKMC and Rejection
OLKMC with early termination. We considered the evolution of our 55 particle system with
a constrained core using a single species.
In Figure 5.5, we demonstrate the same physical time for both methods, as well as,
representing the number of events modeled as a function of this physical time. This is done
to show the near equivalence between the two methods. Three realizations are presented for
each of the Rejection OLKMC and Rejection OLKMC with early termination.

Figure 5.5: Events modeled as a function of physical time with the Rejection OLKMC and
Rejection OLKMC with Early Termination. Three realizations were chosen for each scheme.

One of the realizations for the Rejection OLKMC scheme appears to have modeled more
events than the other realizations. This is seen by the top blue curve located in Figure
5.5. This is due to what is known as the small barrier problem, where the configuration
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is located in one or more shallow minima. Here the small barrier will result in a higher
rate and therefore the event to be more likely to be selected. The crossing of these shallow
minima has a small effect on the configuration [23]. This is verified by examining the rates
associated with each key connected saddle during each iteration of the Rejection OLKMC
scheme. Since we are merely simulating the evolution of the 55 particle configuration and not
growing the size of the cluster, we have more of a linear behavior, which is to be expected.
The two algorithms demonstrate similar behavior in modeling the number of events, but the
benefit of the implementation of early termination is in terms of the time savings. In Figure
5.6, we demonstrate the time measured in CPU hours for the Rejection OLKMC with early
termination and without as a function of the physical time modeled. Three realizations for
both the Rejection OLKMC and the Rejection OLKMC with early termination were used.

Figure 5.6: Plotting the CPU time in hours for the two schemes as a function of the physical
time. Clearly the Rejection OLKMC with early termination reduces the computational time.

To help see the time benefits of early termination, let us consider the time for 100 guesses
per unconstrained particle for 55 particle configuration with a constrained core. We measure
the time till completion for the system without early termination, in CPU time, to be 2661.32
seconds. When using Rejection OLKMC with early termination, we observe 946.20 seconds.
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This is a speed up of approximately 2.5 times. In Figure 5.7, the ratio of the times for
Rejection OLKMC to Rejection OLKMC with early termination for the same number of
events is represented. The approximate 2.5 times speed up is shown as a horizontal line. We
see fluctuations about this ratio as the event number increases.

Figure 5.7: Ratio of times for the Rejection OLKMC to Rejection OLKMC with Early
Termination. This shows a speed up of approximately 2.5 when the Early Termination is
implemented.
When implementing early termination with the Rejection OLKMC, we observe a marked
improvement upon computation time. The savings in time can then be reinvested into trying
to generate a more comprehensive list of key connected saddles.
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Chapter 6
Conclusions
The distribution p̄i discussed in Chapter 4, can be related, in principle, to the basins of
attraction introduced in Chapter 3 and the perturbation scheme discussed in Chapter 2. In
examining the behavior of the connected saddle points to the initial configuration, allow us
to consider Ωi = {perturbation X ∈ R3Np that leads to saddle i} for i = 1, 2, . . . , N and Ω =
SN

i=1

Ωi . For any two Ωi ’s, notice Ωi ∩Ωj = {∅} for i 6= j, that is, they are mutually exclusive

and partition Ω. The given perturbation scheme introduces a probability distribution, ρ(X),
for X ∈ R3Np . Therefore, the probability p̄i , the perturbation scheme leads to saddle point
i, is found by
R

ρ(X)dX
.
Ω ρ(X)dX

p̄i = RΩi

As one final example, we will go through the topics discussed by considering another
configuration. When exploring the PES for index-1 saddle points an exhaustive search is
typically an intangible outcome unless the system size is relatively small. One such small
system that we believe we have exhaustively searched is for the global minimum for the
9 particle configuration shown in Figure 2.4f. We believe that the configuration has 139
distinct connected saddle points. The Accumulation Plot is shown in Figure 6.1.
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Figure 6.1: Accumulation Plot for the 139 connected saddles as a function of Successful
Dimer Searches.

By examining the basins of attraction and distribution of hits for the connected saddles,
we can approximate the probability p̄i . Of course, to obtain the true distribution, the
number of Dimer searches must be increased indefinitely. The basins of attraction for the
9 particle system for the xy-coordinates of the 6th particle are shown in Figure 6.2. This
2D cross-section allows us to observe the configurations that converge to a particular saddle
point.
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(a)

(b)

Figure 6.2: In Figure 6.2a we present the basin of attraction for the xy-coordinates for the
6th particle of the 9 particle configuration. This has found 48 of the 139 distinct connected
saddle points. In Figure 6.2b, we zoom in closer to the minimum and find 43 distinct
connected saddle points.

The basins of attraction for the saddle points around the minima are highly complex
and fractal in nature. This seems to be attributed to the Newton Step used in the Dimer
Algorithm. The chaotic behavior seen in the speckled region about the minima can contribute
to the distribution of connected saddles seemingly to grow with no bound. That is there is
an abundant number of hard to find saddles within the potential energy surface that suffer
from a small basin of attraction. By examining the complex behavior of basins of attraction
it has been found that small perturbations about the minimum will help aid in exhaustively
searching the PES.
In the case of the 9 particle system, we can examine the distribution of hits for the
connected saddle points. In Figure 6.3, we present the unsorted and sorted distribution of
hits for all 139 connected saddles.
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(a) Unsorted Distribution

(b) Sorted

Figure 6.3: The unsorted distribution of hits is presented in figure (a) for which the 139
distinct connected saddles have been found with our Dimer method searches. These are
presented in the order in which the saddles were encountered. Figure (b) presents the sorted
distribution from greatest frequency to lowest frequency.

By fitting a Geometric Distribution Model based on the Accumulation Plot, we find the
best fit to be p = 0.9558. An overlay of the Geometric Distribution with (p = 0.9558, N =
139) to the sorted distribution of hits is presented in Figure 6.4. The Geometric Distribution

Figure 6.4: Overlaying the Geometric Distribution to the sorted distribution of hits for the
9 particle configuration.
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The Geometric Distribution captures the behavior of the sorted distribution of hit as well
as the Accumulation Plot for the connected saddle points. Finding these connected saddles
is of great importance in the context of modeling the time evolution of atomic scale systems.
We have demonstrated the time savings one can achieve with the use of early termination
on a Rejection OLKMC scheme. With the amount of time saved, one can then reinvest into
more saddle point searches in an attempt to get a more complete catalog of index-1 saddle
points.
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