Abstract
Introduction
Understanding the geometry of the correspondences between image primitives that arise from the perspective projection of three-dimensional objects is fundamental for such applications as three-dimensional reconstruction from multiple views, for example stereo and motion, object recognition, image synthesis, image coding. Recent theoretical efforts directed toward the development of such an understanding have demonstrated the importance of projective geometry as the language allowing the simplest description of the underlying phenomena.
We propose a systematic way of deriving the necessary and sufficient algebraic relations which have to be satisfied by the coordinates of image points in an arbitrary number of images in order for them to be the images of a single 3-D point. We show that these relationships are of three types only, bilinear (the well-known epipolar condition provided by the fundamental matrix), trilinear, and quadrilinear (they appear when the number of views reaches four).
We show how to extend in a fairly simple way the analysis which has been done for points. The salient result is the existence of two independent trilinear relations between the coordinates of the images of a 3-D line in three views. These two trilinear relations are the formal analog of the epipolar constraint that applies to the images of a 3-D point in two views.
The thrust of the paper is to show that all these relations can be derived systematically and very simply from the pinhole camera model using the tools of the Grassmann-Cayley algebra. This, we believe, establishes an adequate theoretical framework for analysing the geometry of the correspondences between N views. We start demonstrating this claim by answering some of the questions related to their uniqueness and the number of their degrees of freedom.
Notations and definitions
We use projective geometry in all this article. An elementary introduction can be found in [9, 31. Capital letters indicate 3-D entities, lower case letters 2-D or image entities.
Bold letters indicate vectors or matrixes. For example, M represents a 3-D projective point and M one of its 4 x 1 coordinate vectors, mi is the image of M in the i-th camera, mi one of its 3 x 1 coordinate vectors of coordinates z,, yi, zi. The i-th perspective projection matrix is noted Pi, a 3 x 4 matrix whose 3 row vectors will be denoted by the d i g i t s 3 * ( i -l ) + j , i = l , . . . , N , j = 1 , 2 , 3 . T h e p e rspective projection equation of the first camera can thus be written as: 
Finally, given four row or column vectors Ui, z = 1, . . . , 4 of size four, the notation [U, , U2, U3 , U,] will denote the 4 x 4 determinant of these four vectors, their bracket.
Let us denote by E, the vector space of dimension n on the real numbers. We will be using both the cross-product of two vectors x and y of E 3 R3, noted x x y, a vector of E3 and the exterior product of two vectors of E,, noted x A y, a vector of A E, which is a vector space of dimension ( ), i.e. also 3 for n = 3. The projective space associated to E,+1 will be denoted by Pn. We assume that the reader is familiar with the basic results of the exterior calculus and the Grassmann-Cayley algebra. A good introduction, targeted at computer vision researchers, can be found in [2] , more details can be found in the quite accessible book by Sturmfels [ 111, and in the more advanced article by Barnabei et al. [ 
11.
In fact, so little of the theory is needed for this exposition that we spend the next section on conveying what we hope is the basic geometric intuition behind the algebraic formalism. So, please, do not expect complete rigor in what follows,
A short trip in Grassmann-Cayley land
Being interested in vision, we model the real world as a projective space of dimension 3, noted P3, and the retinal plane of a camera as a projective space of dimension 2, noted P2. These can be roughly considered as vector spaces of dimensions 4 and 3, respectively, in which parallel vectors are identified. One such vector can be thought to represent either a point or a plane in P 3 (aline in P2). Let x and y be two vectors representing two planes z and y. Their line of intersection 5 n y is represented algebraically by the 6-dimensional vector of Plucker coordinates noted x A y. Hence the symbol A can be thought of as an algebraic representation of the usual geometric operation of intersection. We can of course keep going and consider the intersection x fl y fl t of three planes. This is a point represented by x A y A z, in fact a 4-dimensional vector. Note that this can be seen also as the intersection of the line x A y with the plane z. One further step brings us to the intersection of four planes, or equivalently, the intersection of two lines. This intersection does not exist in general except when the two lines are coplanar in which case it is a point. This appears in algebraic disguise in the expression x A y A z A t which is in fact equal to the 4 x 4 determinant of the four vectors representing the four planes which we call the bracket of those vectors. It is in general non zero except when the four planes intersect at a point or when the two lines are coplanar. Note that we can also write it (with a slight abuse of notations) x . (y A z A t)
This pretty much gives the geometric intuition behind the notations of the Grassmann-Cayley algebra. It will not allow 2 the reader to implement the ideas in this article but will hopefully help in understanding them.
Bilinear constraints
Let us start with the case of two cameras. Even though this case is now well understood, it is worthwhile going through its analysis because it turns out that the way we approach it is rather different from the usual way and can be extended in a straightforward fashion to the trilinear and quadrilinear cases. Let us choose the first two equations among the three equations (2) for each of the two cameras. These four equations can be written in matrix form as:
The 4 x 4 matrix which appears in this equation is a linear function of the two points ml and m2. The question is, what is the necessary and sufficient condition that the two points ml and m2 must satisfy so that they can be considered as the images of the same point M. The answer is well known and is that they must satisfy the epipolar constraint [3, 6] .
Looking at equations (3) we see that the condition we seek is that the 4 x 4 matrix must be of rank less than or equal to 3 which is equivalent to writing that its determinant must be equal to 0. Expanding this determinant, we find
where F1,2 is a 3 x 3 matrix which we recognize as the fundamental matrix of the first two images [8, 5] . Its elements are 4 x 4 determinants built from the row vectors of the perspective projection matrices P1 and P2. In detail the factor y1 y2 comes from the choice of the specific equations among (2) to build the determinant. Another choice of equation will produce another factor but the matrix F1,2 will remain unchanged. Note that this constraint can also be rewritten in a symmetric way, using some standard tools of the Grassmann-cay ley algebra: is just the optical ray from the center to the point M or ml. The equation (5) corresponds to the fact that the rays from the center of the two cameras have a common point M in the space P 3 .
The epipoles are relatdd to the fact that the fundamental matrix F I ,~ is of rank less than or equal to two and can be found for example as follows.
Computing the cross-product of the first two rows of Fl,?, we find a vector whose coordinates are quadratic polynomials of the brackets. Rewriting these polynomials in standard form, we find that e1,2 is proportional to the vector 
Trilinear constraints
Let us now add a third image. The matrix of equation (3) is now written:
We have again chosen arbitrarily the first two equations in (2) for each camera. The results to come are independent of this choice.
The 6 x 4 matrix which appears in this equation is a linear function of the three points ml , m2, m3. The question is, what is the necessary and sufficient condition that the three points mi must satisfy so that they can be considered as the images of the same point M. The answer comes again from elementary linear algebra and is that the 6 x 4 matrix must be of rank less than or equal to three. This is equivalent to writing that all its 4 x 4 subdeterminants are zero. There are two types of such determinants:
1. Those which contain two rows arising from one camera and two rows from another.
2. Those which contain two rows arising from one camera, one row from a second camera and one row arising from the third camera.
There are three determinants of the first type and, as seen in the previous section, they correspond to the three fundamental matrixes of the three pair of cameras. There are 12 determinants of the second type. Computing for example the Just as in the case of the bilinear constraints, the factor y1 is irrelevant and comes only from the choice of the two equations for the first camera. The other factor is seen to be a polynomial of total degree three in the coordinates of the points m, and linear in the coordinates of each of them. It is a trilinear function analog to those discussed by Shashua and Hartley [lo, 
Note that the condition T1,2,3,5 = 0 does not imply that the three optical rays intersect at a point, in fact they are in general skew.
Algebraic relations between trilinearities and bilinearities
All these trilinear relations and the epipolar constraints or bilinear relations are not independent. It is possible to completely describe the set of algebraic relations between the trilinearities and the fundamental matrices.
It is convenient to classify the trilinearities into three groups, depending upon which camera plays a different role. Using the matrix which appears in equation (6) and the compact notation of equation (7), we put in the first group, those trilinearities built from the first two rows of matrix (6), in the second group those trilinearities built from the third and the fourth rows of (6), and in the third group those trilinearities built from the fifth and the sixth rows of (6). We show the definitions the groups I and I1 in equations (10). The relations between these trilinearities and the binary relations are easily found to fall into two categories, the intra-group relations of the type of equation (8) T1,2,3,5, T1,2,4,5, and F1,2 . We consider the row vectors C1, C2, C 3 , C4, C 5 which are related by the Cramer's relation. Multiplying this relation by C 1 A CZ A 7
we obtain the following relation, typical of the intra-relations within groups:
If we multiply by C1 A C 4 A 7 we obtain a relation be- 
Algebraic constraints on the coefficients of the trilinearities within the same group
It is straightforward to show that each group of four trilinearities depends upon 27 projective parameters. It is possible to show that those trilinearities can be used to recover the three fundamental matrices from which it is known that the three perspective projection matrices of the three cameras can be recovered up to an unknown collineation of 3-space. It is also known that the number of degrees of freedom is equal to 18. There must therefore exist 8 constraints that are satisfied by the 27 free parameters.
To fix the ideas, let us work with Four further constraints must be satisfied by the 27 coefficients of the four trilinearities in the same group. For example, once T1,2,3,5 and T1,2,4,6 are defined and satisfy (1 1) and (12), 1 ; (resp. 1;) is completely determined:
it goes through the points A 2 and B2 (resp. A 3 and B 3 ) defined as follows: A 2 (resp. A 3 ) is the point of intersection of 11 (resp. 12) and the line going through the points 1 A 1 ; and 1; A 1s (resp. through the points 1 A 1s and 1; A 1;); B 2 (resp. B 3 ) is the point of intersection of 1 ; (resp. 1;) and the line going through 1 A 11 (resp. 1 A 12) and 12 A l3 (resp. 11 A 13).
This does not completely determine 1 ; and fi, since they still depend upon a scale factor which is fixed by the two further conditions ( 13) and ( 14). Note that as a byproduct of our analysis, we have obtained a minimal parameterization of the set of the twelve trilinearities with eighteen parameters: 27 parameters defined up to a scale factor minus our eight constraints, that is 18. A minimal parameterization is relatively easy to obtain [4] .
Relation to previous work
It is now a good time to relate our approach to previous ones, namely that of Hartley [7] and Shashua [lo] . Since in reference [7] Richard Hartley relates his work to that of Shashua, we will relate ours to his and the reader can proceed by transitivity. Hartley introduces an entity depending upon three indexes which he denotes by T z J k , i, j , k = 1, 2, 3. To be consistent with his notations, let us denote the coordinates of a point ml in the first retina by U k , k = 1, 2, 3, those of a point m 2 in the second camera by U ; , k = 1, 2, 3, and those of a point m 3 in the second camera by U ; , k = 1, 2, 3. In defining the matrix appearing in the left hand-side of equation (6), we have arbitrarily selected the first two equations appearing in ( 2 ) since the third one is linearly dependent of the first two and since it does not change the results. For the sake of consistency with Hartley's work, let us suppose that we redefine equation (6) 
Quadrilinear constraints
Let us now add a fourth image. The matrix appearing in equation (6) has two more rows 2 4 11 -y410 and y412 -z4 11, where we have again chosen arbitrarily the first two equations in ( 2 ) for each camera. The results to come are independent of this choice. The only new fact is that we can now consider the 4 x 4 subdeterminants which contain one row arising from each camera. Computing for example the one built from the first, third, fifth, and seventh rows, which we note Q1,3,5,7, in agreement with our notation for trilinearities, we find a polynomial of total degree four in the coordinates of the points m, and linear in the coordinates of each of them. It is a quadrilinearrelation which has been reported by Triggs [ 
121.
Assuming that all the bilinear and trilinear relations are satisfied, it is possible to show that the quadrilinear relations are satisfied because they can be obtained as linear combinations of the previous ones. Indeed, this is also a consequence of the Cramer's rule. Let consider for instance the 4 dimensional rows C1, C2, C3, C5, C7 of the matrix obtained with four cameras. They are connected by the Cramer relation. After some algebra, we find This is a "generic" linear relation between the quadrilinearities and the trilinearities. Hence the quadrilinear relations do not add more information.
It turns out that the four cameras case is the generic one since if we consider more than four cameras the same reasoning as before will show that there are no other relations than those that we have already described, bilinear, trilinear, and quaddinear and that the quadrilinear are dependent of the first two classes.
The case of lines
The case of lines is also important since they are quite often present in 3-D scenes and therefore in images. Hartley [7] has started analysing the case of line correspondences. We show that the Grassman-Cayley formalism applies nicely to this case also. In order to do this, we first generalise the perspective projection matrix, defined in the case of points, 
It is easy to verify that the image line 1, image of the line L is represented by the vector 1 of coordinates
We can rewrite this linearly in terms of Plucker coordinates as
where P is the 3 x 6 matrix with the three rows 2 A 3 , 3 A 1 and 1 A 2. The matrix P plays for 3-D lines the same role that the matrix P plays for 3-D points.
Equation ( Let us now consider a second and a third camera defined by their perspective matrices P' and P" the corresponding matrices P' and P" (note a slight change of notations compared to previous sections). We now have six independent equations.
The necessary and sufficient conditions for the three lines I , l', I" to be the images of the same 3-D line can be found as follows. Let Li, i = 1 , . . ' , 6 be the six lines represented by the rows of the previous 6 x 6 matrix. L3 and L4 go through the second optical center, and they define a plane going through the optical center of the second image which is, in terms of the Grassmann-Cayley formalism, their join L3 V L4. This plane is represented by 1i4 + 1h5 + Ei6. Similarly, L5 V L6 defines a plane represented by 1; 6 + 1; 7 + 1; 8 going through the optical center of the third camera and through the image line 1". These two planes meet at a line L which is their meet (L3 V L4) A (L5 V Ls). The conditions we seek are that the two lines L1 and L2 meet L. Hence, we obtain the two scalar equations:
Each one of these conditions is seen to be a polynomial of total degree 5 in the coordinates of the image lines I, I' , 1".
Since both polynomials are divisible by the monomial lil;, the two conditions are actually of total degree 3, the monomial being a consequence of the choice of the particular equations in building the 6 x 6 matrix.
According to the previous analysis, the two conditions can be rewritten as: Using the notations of section 5.3, they can be rewritten as: which is precisely the expression found by Hartley [7] and relates the line trilinearities to the point trilinearities in the group I through the relations (16).
Conclusion
We have shown that the geometry of the correspondences between the images of a single 3-D point in N cameras can be described by three types of relations between the coordinates of the image points. These relations fall into three classes of which only the first two are sufficient since all elements in the third one are algebraically dependent of elements in the first two. The coefficients of these relations have been shown to be 4 x 4 determinants of the row vectors of the perspective projection matrixes of the cameras.
We have sketched the analysis of the algebraic constraints between the trilinear and the bilinear constraints and shown that the trilinear constraints imply the bilinear ones. Finally, we have shown how to extend this analysis to lines correspondences. A11 this has been achieved by simple symbolic computations in projective geometry using the GrassmannCayley algebra formalism.
A Cramer's relation
We derive Cramer's relation for five vectors of a vector space of dimension 4. It should be clear that the method is ex- 
