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Abstract
The concept of selfdecomposability has been generalized to that of α-selfdecomposability, α ∈ R, by
many authors. We first mention the existing results on the class of α-selfdecomposable distributions and
investigate the remaining problems. We give complete characterizations by stochastic integrals with respect
to Le´vy processes for the case 1 ≤ α < 2. The main topic of this paper is Langevin type equations and the
corresponding Ornstein–Uhlenbeck type processes related to α-selfdecomposable distributions.
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1. Introduction
The purpose of this paper is to generalize the concept of selfdecomposability and to study
related topics. Throughout this paper, we use the following notation: P(Rd) is the class of
all probability distributions on Rd , I (Rd) = {µ ∈ P(Rd):µ is infinitely divisible}, Ilog(Rd) =
µ ∈ I (Rd): Rd log+ |x |µ(dx) <∞, where log+ |x | = (log |x |) ∨ 0 and |x | is the Euclidean
norm of x ∈ Rd ,µ(z), z ∈ Rd , is the characteristic function of µ ∈ P(Rd),L(X) is the
law of X , L(X) is the characteristic function of L(X), δγ is the distribution with total mass at
γ ∈ Rd , {X (µ)t } is a Le´vy process with L(X (µ)1 ) = µ and B0(Rd) is the totality of B ∈ B(Rd)
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satisfying infx∈B |x | > 0. Let S = {x ∈ Rd : |x | = 1} and we write, for E ∈ B((0,∞)) and
C ∈ B(S), EC = {x ∈ Rd \ {0}: |x | ∈ E and x/|x | ∈ C}.
We use the Le´vy–Khintchine representation of the characteristic function of µ ∈ I (Rd) in the
following form:
µ(z) = exp−1
2
⟨z, Az⟩ + i⟨γ, z⟩ +
∫
Rd

ei⟨z,x⟩ − 1− i⟨z, x⟩
1+ |x |2

ν(dx)

, z ∈ Rd ,
where ⟨·, ·⟩ denotes Euclidean inner product on Rd , A is a nonnegative-definite symmetric d × d
matrix, γ ∈ Rd , and ν is a measure, called the Le´vy measure, satisfying ν({0}) = 0 and
Rd (|x |2 ∧ 1)ν(dx) <∞. We call (A, ν, γ ) the Le´vy–Khintchine triplet of µ and we write µ =
µ(A,ν,γ ) when we want to emphasize the Le´vy–Khintchine triplet. The cumulant function
Cµ(z), z ∈ Rd , of µ ∈ I (Rd) is defined as the unique continuous function satisfying µ(z) =
eCµ(z) and Cµ(0) = 0. For a random variable X with L(X) = µ ∈ I (Rd), we also write CX (z)
for Cµ(z). For t ≥ 0 and µ ∈ I (Rd), we write µt for the distribution with characteristic functionµ(z)t := etCµ(z) and call µt the t th convolution of µ.
We also use the polar decomposition (1.1) of the Le´vy measure ν of µ ∈ I (Rd). Namely, if
0 < ν(Rd) ≤ ∞, then there exist a measure λ on S with 0 < λ(S) ≤ ∞ and a family {νξ , ξ ∈ S}
of measures on (0,∞) such that νξ (B) is measurable in ξ for each B ∈ B((0,∞)), 0 <
νξ ((0,∞)) ≤ ∞ for each ξ ∈ S and
ν(B) =
∫
S
λ(dξ)
∫ ∞
0
1B(rξ)νξ (dr), B ∈ B(Rd \ {0}). (1.1)
Here λ and {νξ } are uniquely determined by ν up to multiplication of measurable functions c(ξ)
and c(ξ)−1, respectively, with 0 < c(ξ) < ∞. (See, e.g., Lemma 2.1 of [2]). If ν = 0, then we
take λ = 0 and νξ = 0 for all ξ ∈ S. The measures λ and νξ are called the spherical component
and the radial component of ν, respectively. When ν has the polar decomposition (1.1), we may
simply write ν = (λ, νξ ).
A distribution µ ∈ I (Rd) is selfdecomposable if for any b > 1, there exists ρb ∈ I (Rd)
such that µ(z) = µ(b−1z)ρb(z). The class of selfdecomposable distributions on Rd , denoted
by L(Rd), has a long history in the study of subclasses of I (Rd). The class L(Rd) has many
characterizations. A distribution µ ∈ L(Rd) is the limiting distribution of some normalized
partial sums of independent random variables under the infinitesimal condition. It is also known
that µ ∈ L(Rd) if and only if the radial component νξ of the Le´vy measure of µ (whose precise
definition will be explained in the next section) satisfies
νξ (dr) = r−1ℓξ (r)dr, r > 0, (1.2)
where ℓξ (r) is a nonnegative function which is measurable in ξ , and nonincreasing and
right-continuous in r , (see, e.g., Theorem 15.10 of [22]). In the following, the totality of
ℓ = {ℓξ (r), ξ ∈ S, r ∈ (0,∞)} with the conditions above is denoted by H. Furthermore,
µ ∈ L(Rd) has the stochastic integral representation µ = L ∞0 e−t dX t with respect to a Le´vy
process {X t } satisfying L(X1) ∈ Ilog(Rd), (see [30,12,28]). In addition, any selfdecomposable
distribution is the limiting distribution of the solution of a Langevin type equation driven by a
Le´vy process. More precisely, let {X t , t ≥ 0} be a Le´vy process on Rd , c ∈ R, and let M be an
Rd -valued random variable. Consider a Langevin type equation
Z t = M + X t − c
∫ t
0
Zsds, t ≥ 0. (1.3)
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The following is known, (see, e.g., [30,20]):
Z t = e−ct

M +
∫ t
0
ecsdXs

, t ≥ 0, (1.4)
is an almost surely unique solution of (1.3). Let c > 0 and let M be independent of {X t }. Then,
L(Z t ) tends to some distribution µ as t → ∞ if and only if L(X1) ∈ Ilog(Rd). In this case,
µ ∈ L(Rd). Also, if c > 0 and µ ∈ L(Rd), then there exists a Le´vy process {X t } with L(X1)
∈ Ilog(Rd) such that for any M independent of {X t }, the law of Z t in (1.4) tends to µ as t →∞.
We also know that selfdecomposable distributions are related to stationary Ornstein–Uhlenbeck
type processes, (see, e.g., [20,14]). That is, let c > 0 and consider the Langevin equation
Z t − Zs =
∫ t
s
X (du)− c
∫ t
s
Zudu, −∞ < s ≤ t <∞, (1.5)
where X is an Rd -valued homogeneous independently scattered random measure over R. Then,
(1.5) has a stationary process solution called a stationary Ornstein–Uhlenbeck type process if and
only if L(X ((0, 1])) ∈ Ilog(Rd), in which case, this stationary Ornstein–Uhlenbeck type process
{Z t , t ∈ R} is almost surely unique with the form
Z t = e−ct
∫ t
−∞
ecu X (du), t ∈ R, (1.6)
and fulfills that L(Z t ) = L
∞
0 e
−cu X (du)
 ∈ L(Rd) for all t ∈ R. Furthermore, selfdecompos-
able distributions are marginal distributions of selfsimilar additive processes, (see [21]). Finally,
it has recently been recognized that some selfdecomposable distributions on R are important
in the area of mathematical finance, (see [3]). Also, the selfdecomposability is related to the
autoregressive processes, (see, e.g., [29] and references therein).
One of the purposes of this paper is to generalize the concept of selfdecomposability, which
we have mentioned at the beginning of this paper, as follows.
Definition 1.1 (α-Selfdecomposable Distributions). Let α ∈ R. We say that µ ∈ I (Rd) is α-
selfdecomposable, if for any b > 1, there exists ρb ∈ I (Rd) satisfying
µ(z) = µ(b−1z)bαρb(z), z ∈ Rd . (1.7)
We denote the totality of α-selfdecomposable distributions on Rd by L⟨α⟩(Rd).
Notice that (1.7) implies that the Le´vy measure ν of µ satisfies
ν(B) ≥ bαν(bB), for all B ∈ B(Rd \ {0}). (1.8)
Note also that L⟨0⟩(Rd) = L(Rd), and thus the definition above is a generalization of self-
decomposability. The reason why we want to call µ ∈ L⟨α⟩(Rd) α-selfdecomposable will be
explained in Section 3.
These classes L⟨α⟩(Rd), α ∈ R, have already been studied by O’Connor, Jurek, Maejima and
others, and we survey some existing results related to our present work. Alf and O’Connor [1] and
O’Connor [18] investigated the class of all infinitely divisible distributions on R with unimodal
Le´vy measures with mode 0, and showed that the class is equal to L⟨−1⟩(R). As to this class, Alf
and O’Connor [1] studied stochastic integral characterizations with respect to Le´vy processes.
O’Connor [18] studied the decomposability (1.7) for d = 1 and α = −1, and characterized this
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class by some limit theorem. O’Connor [17,19] also studied the classes Lα, α ∈ (0, 3), in his
notation, which is equal to L⟨α−1⟩(R) in our notation in this paper. He defined these classes by a
condition of radial components of Le´vy measures, and characterized these classes by stochastic
integrals with respect to Le´vy processes, by the decomposability (1.7) for d = 1, and by similar
limit theorems to that in the case L⟨−1⟩(R). Jurek [5,6,10], Iksanov et al. [4] defined and studied
the so-called s-selfdecomposable distributions on a real separable Hilbert space H . The totality
of s-selfdecomposable distributions, denoted by U (H) in their papers, is equal to L⟨−1⟩(Rd)
when H = Rd . Jurek [7–9], Jurek and Schreiber [11] studied the classes Uβ(Q), β ∈ R, of
distributions on a real separable Banach space E , where Q is a linear operator on E with certain
properties. These classes are equal to L⟨−β⟩(Rd) if E = Rd and Q is the identity operator.
They defined the classes Uβ(Q) by some limit theorems. As to these classes, they studied the
decomposability similar to (1.7) and stochastic integral characterizations, although some results
are only for the case that Q is the identity operator. Maejima et al. [13] studied the classes
Kα(Rd), α < 2, which turns out to be equal to L⟨α⟩(Rd) ∩ Cα(Rd), where Cα(Rd) is the totality
of µ ∈ I (Rd) whose Le´vy measure ν satisfies limr→∞ rα

|x |>r ν(dx) = 0.
In spite of this summarized research, there are still some remaining problems. For example,
any Langevin type equation similar to (1.3) or (1.5) related to the classes L⟨α⟩(Rd) has
not been studied. In this paper, we construct those. The forthcoming papers [16,15] study
nested subclasses of L⟨α⟩(Rd) and an analogue of selfsimilar additive processes in the case of
selfdecomposable distributions.
2. Stochastic integrals
In this section, we explain the notion of stochastic integrals of nonrandom measurable
integrands used in this paper. Let J be an interval in R and let B0J denote the totality of B ∈ B(J )
whose closure in the relative topology on J is compact. An Rd -valued independently scattered
random measure (i.s.r.m.) X over J is said to be homogeneous if L(X (B)) = L(X (B + a)) for
all B ∈ B0J and a ∈ R satisfying B + a ∈ B0J . See [14,23,24,27], for the definition and the
deep study of stochastic integrals of nonrandom measurable functions f : J → R with respect
to Rd -valued i.s.r.m.’s X over J , denoted by

B f (s)X (ds), B ∈ B0J . For s, t ∈ J , we use the
symbol
∫ t
s
f (u)X (du) =

∫
(s,t]
f (u)X (du), for s < t,
0, for t = s,
−
∫
(t,s]
f (u)X (du), for t < s,
which is understood to be ca`dla`g in s ∈ J for each fixed t ∈ J and ca`dla`g in t ∈ J for each fixed
s ∈ J , since such a modification always exists. Indeed, by Remark 3.16 of [14], for a fixed t0 ∈
J, Yt :=
 t
t0
f (s)X (ds), t ∈ J has a ca`dla`g modification {Yt , t ∈ J }, and {Yt − Ys, s, t ∈ J } is a
desired modification of
 t
s f (u)X (du), s, t ∈ J

. If J is infinite to the right, then the improper
stochastic integral
∞
t f (s)X (ds), t ∈ J , is defined as the limit in probability of

(t,u] f (s)X (ds)
as u →∞whenever the limit exists. Then we understand ∞t f (s)X (ds), t ∈ J to be a ca`dla`g
process, since such a modification always exists. If J is infinite to the left, then
 t
−∞ f (s)X (ds)
for t ∈ J is defined in a similar way and
 t
−∞ f (s)X (ds), t ∈ J

is regarded as a ca`dla`g
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process. Similarly, when J is infinite to the left, for a nonrandom continuous function q: J → Rd ,
we regard

p- lims↓−∞
 t
s f (u)X (du)− q(s)

, t ∈ J

as a ca`dla`g process if the limit in
probability exists, where p- lim means limit in probability, (which will be seen in Lemma 8.2).
For any Le´vy process {X t , t ≥ 0} on Rd , there exists a unique Rd -valued homogeneous
i.s.r.m. X over [0,∞) satisfying X t = X ([0, t]) a.s. for each t ≥ 0. Then, stochastic integrals
B f (s)dXs of nonrandom measurable functions f : [0,∞) → R with respect to the Le´vy
processes {X t } are defined by

B f (s)X (ds) for B ∈ B0[0,∞). We say that the essential improper
integral of a nonrandom measurable function f : [0,∞) → R with respect to a Le´vy process
{X t } on Rd is definable, if there exists a nonrandom function q: [0,∞) → Rd such that t
0 f (s)dXs − q(t) is convergent in probability as t → ∞. For details on essential improper
integrals, see [24–26].
Using stochastic integrals with respect to Le´vy processes, we can define stochastic integral
mappings as follows. Let f : [0,∞) → R be a nonrandom measurable function and D(Φ f ) the
totality of µ ∈ I (Rd) for which ∞0 f (t)dX (µ)t is definable in the sense above. Define a mapping
Φ f from the domain D(Φ f ) into I (Rd) by
Φ f (µ) = L
∫ ∞
0
f (t)dX (µ)t

, µ ∈ D(Φ f ).
See also [25,26]. The range of Φ f denoted by R(Φ f ) is defined as Φ f (D(Φ f )). As to the
essential improper stochastic integrals, we use the following symbols. D(Φ f,es) denotes the
totality of µ ∈ I (Rd) such that the essential improper integral of f with respect to {X (µ)t } is
definable. Also, for µ ∈ D(Φ f,es), let
Φ f,es(µ) :=

L

p- lim
t→∞
∫ t
0
f (s)dX (µ)s − q(t)

: q is an Rd -valued nonrandom
function such that
∫ t
0
f (s)dX (µ)s − q(t) converges in probability as t →∞

.
3. Basic properties of the classes L⟨α⟩(Rd), α ∈ R
In this section, we study several properties of the classes L⟨α⟩(Rd), α ∈ R. We start with the
following, which follows from Definition 1.1.
Proposition 3.1. L⟨α⟩(Rd) is decreasing in α ∈ R with respect to set inclusion, that is,
L⟨α1⟩(Rd) ⊃ L⟨α2⟩(Rd) for α1 < α2.
The following proposition is about L⟨α⟩(Rd), α ≥ 2.
Proposition 3.2. If α > 2, then L⟨α⟩(Rd) = {δγ : γ ∈ Rd}, and L⟨2⟩(Rd) is the class of all
Gaussian distributions.
Proof. Let α ≥ 2. Fix any b > 1. If µ = µ(A,ν,γ ) ∈ L⟨α⟩(Rd), then for any n ∈ N,
∞ >
∫
|x |≤b−n+1
|x |2ν(dx) =
∞−
k=n
∫
(b−k ,b−k+1]
|x |2ν(dx) ≥
∞−
k=n
b−2kν

(b−k, b−k+1]S

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≥
∞−
k=n
b−2kb(k−n)αν

(b−n, b−n+1]S

= b−nα
∞−
k=n
b(α−2)kν

(b−n, b−n+1]S

,
where we have used (1.8). Hence ν

(b−n, b−n+1]S = 0 if α ≥ 2. Thus
ν

Rd \ {0}

=
∞−
n=1
ν

(b−n, b−n+1]S

+
∞−
n=0
ν

(bn, bn+1]S

≤
∞−
n=1
ν

(b−n, b−n+1]S

+
∞−
n=0
b−(n+1)αν

(b−1, 1]S

= 0,
namely, ν = 0. Furthermore, if α > 2, then A = 0, since A−bα−2 A must be nonnegative-definite
by (1.7). Conversely, δ-distributions and Gaussian distributions obviously belong to L⟨α⟩(Rd)
with α > 2 and L⟨2⟩(Rd), respectively. 
By Proposition 3.2, trivially limα↑∞ L⟨α⟩(Rd) = α∈R L⟨α⟩(Rd) = {δγ : γ ∈ Rd}. On
the other hand, finding the limit limα↓−∞ L⟨α⟩(Rd) = α∈R L⟨α⟩(Rd) is a natural question.
Actually, Jurek [9] showed that the closure under weak convergence of this limit is I (Rd). It
seems an open question what the limit limα↓−∞ L⟨α⟩(Rd) itself is.
The following is a relation between α-selfdecomposable distributions and stable distributions,
which is a reason why we want to call µ ∈ L⟨α⟩(Rd) α-selfdecomposable.
Proposition 3.3. Let 0 < α ≤ 2. Then for β ∈ [α, 2], L⟨α⟩(Rd) contains all β-stable distri-
butions. However, for β ∈ (0, α), L⟨α⟩(Rd) does not contain any β-stable distribution except
δ-distributions.
Proof. Let 0 < α ≤ 2. We first show that L⟨α⟩(Rd) includes all α-stable distributions. If µ is α-
stable, then for any a > 0 there is c(a) ∈ Rd satisfyingµ(z)a = µ(a1/αz)ei⟨c(a),z⟩. It follows that
for any b > 1,µ(z) = µ(b−1z)bαei⟨−b−1c(bα),z⟩. Letting ρb = δ−b−1c(bα), we have (1.7). Thus
µ ∈ L⟨α⟩(Rd). Then, Proposition 3.1 yields that L⟨α⟩(Rd) includes all β-stable distributions for
α ≤ β ≤ 2.
Let 0 < β < α and suppose that µ is β-stable. Then for any a > 0 there is c(a) ∈ Rd
satisfying µ(z)a = µ(a1/β z)ei⟨c(a),z⟩, and thus µ(z) = µ(b−1z)bβ ei⟨−b−1c(bβ ),z⟩ for b > 1.
If µ ∈ L⟨α⟩(Rd), then µ(b−1z)bβ−bαei⟨−b−1c(bβ ),z⟩ is the characteristic function of some ρb ∈
I (Rd). Then 1 ≤ |µ(b−1z)|bβ−bα = |ρb(z)| ≤ 1, which yields that µ is a δ-distribution. 
Also, as will be seen in Proposition 4.3, when 0 < α < 2, any µ ∈ L⟨α⟩(Rd) belongs to the
normal domain of attraction of some α-stable distribution. This fact for 1 ≤ α < 2 was already
shown by Jurek and Schreiber [11], but our proof is quite different from theirs. This is another
reason why we call µ ∈ L⟨α⟩(Rd) an α-selfdecomposable distribution.
Moreover, for α > 0, µ ∈ L⟨α⟩(Rd) satisfies Rd |x |βµ(dx) <∞ for 0 < β < α, which will
be proved in Proposition 4.4.
We conclude this section with the following proposition, which is about the continuity of
L⟨α⟩(Rd) in α.
Proposition 3.4. L⟨α⟩(Rd) is left-continuous in α ∈ R, namely,
β<α
L⟨β⟩(Rd) = L⟨α⟩(Rd) for all α ∈ R.
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Proof. Let α ∈ R. The inclusion β<α L⟨β⟩(Rd) ⊃ L⟨α⟩(Rd) follows from Proposition 3.1. If
µ ∈ β<α L⟨β⟩(Rd), then for each β < α and any b > 1, there exists ρb,β ∈ I (Rd) satisfyingµ(z) = µ(b−1z)bβρb,β(z). Since µ ∈ I (Rd), it holds that µ(z) ≠ 0 for all z ∈ Rd . Thereforeρb,β(z) = µ(z)/µ(b−1z)bβ → µ(z)/µ(b−1z)bα as β ↑ α. Since µ(z)/µ(b−1z)bα is continuous
in z, it is the characteristic function of some ρb,α ∈ I (Rd). Hence µ(z) = µ(b−1z)bαρb,α(z) for
all b > 1. Thus µ ∈ L⟨α⟩(Rd). 
The case α = 0 is that of selfdecomposable distributions, which are well known. Because of
this and Proposition 3.2, we do not consider the cases α = 0 and α ≥ 2 from now on in this
paper, unless otherwise stated.
4. Characterization of α-selfdecomposable distributions in terms of radial components of
Le´vy measures
Our first problem is to characterize the classes L⟨α⟩(Rd) in terms of radial components of
Le´vy measures. The answer is the following.
Theorem 4.1. Let α ∈ (−∞, 0) ∪ (0, 2). Then, µ ∈ I (Rd) with Le´vy measure ν = (λ, νξ )
belongs to L⟨α⟩(Rd) if and only if
νξ (dr) = r−α−1ℓξ (r)dr, r > 0, (4.1)
for some ℓ ∈ H.
Proof. The case α < 0 is Theorem 3.1 of [13].
Let 0 < α < 2. We first show the “if” part. Suppose that µ = µ(A,ν,γ ) ∈ I (Rd), ν = (λ, νξ )
and νξ satisfies (4.1) for some ℓ ∈ H. Then, for any b > 1 and B ∈ B((0,∞)),
bανξ (bB) = bα
∫
bB
r−α−1ℓξ (r)dr =
∫
B
u−α−1ℓξ (br)du ≤
∫
B
u−α−1ℓξ (r)du = νξ (B),
which implies that, if we let νb(B) := ν(B) − bαν(bB) ≥ 0 for B ∈ B(Rd \ {0}),
then νb is a Le´vy measure. Letting Ab := (1 − bα−2)A and γb := (1 − bα−1)γ +
bα

Rd x{(1+ |bx |2)−1 − (1+ |x |2)−1}ν(b dx), we have that ρb = ρb(Ab,νb,γb) ∈ I (Rd) satisfies
(1.7).
We next show the “only if” part. Suppose that µ = µ(A,ν,γ ) ∈ L⟨α⟩(Rd) and ν = (λ, νξ ).
Since 0 < α < 2, we have L⟨α⟩(Rd) ⊂ L⟨0⟩(Rd) = L(Rd) by Proposition 3.1, and thus,
by (1.2), νξ (dr) = r−1kξ (r)dr for some k ∈ H. Then, ℓξ (r) := rαkξ (r) is right-continuous
in r and measurable in ξ and satisfies (4.1). The property (1.8) for any b > 1 implies that
νξ (B) ≥ bανξ (bB) for any b > 1 and B ∈ B((0,∞))λ-a.e. ξ ∈ S, which yields that∫
B
r−α−1ℓξ (r)dr ≥ bα
∫
bB
r−α−1ℓξ (r)dr =
∫
B
u−α−1ℓξ (bu)du.
Thus ℓξ (r) is nonincreasing in r for λ-a.e. ξ ∈ S. Hence ℓ ∈ H. 
The following Lemma 4.2 will be needed later.
Lemma 4.2. Let α ∈ (−∞, 0)∪ (0, 2) and µ ∈ I (Rd) with Le´vy measure ν = (λ, νξ ). Suppose
that νξ satisfies (4.1) for some ℓ ∈ H. Then,
lim
r→∞ ℓξ (r) = 0 λ-a.e. ξ ∈ S (4.2)
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if and only if µ ∈ Cα(Rd).
Proof. Using the dominated convergence theorem, we have
lim
r→∞ r
α
∫
|x |>r
ν(dx) = lim
r→∞ r
α
∫
S
λ(dξ)
∫ ∞
r
u−α−1ℓξ (u)du
= lim
r→∞
∫
S
λ(dξ)
∫ ∞
1
v−α−1ℓξ (rv)dv
=
∫
S
λ(dξ)
∫ ∞
1
v−α−1 lim
r→∞ ℓξ (rv)dv.
This implies the assertion. 
Let 0 < α < 2. We are now going to show, as mentioned in Section 3, that any element of
L⟨α⟩(Rd) belongs to the normal domain of attraction of some α-stable distribution. In this paper,
δ-distributions are understood to be α-stable for all α ∈ (0, 2). For a sequence {cn} ⊂ Rd and an
α-stable distribution σα on Rd , let NDA(cn, σα) be the totality of µ ∈P(Rd) such that
lim
n→∞µ n−1/αzn ei⟨cn ,z⟩ =σα(z), z ∈ Rd .
We also write NDA(σα) for

{cn}⊂Rd NDA(cn, σα), and call it the normal domain of attraction
of σα .
Proposition 4.3. Let 0 < α < 2. Then we have
L⟨α⟩(Rd) ⊂

σα is α-stable
NDA(σα).
Proof. Let µ = µ(A,ν,γ ) ∈ L⟨α⟩(Rd) with ν = (λ, νξ ). Then, νξ satisfies (4.1) for some ℓ ∈ H
by Theorem 4.1. By virtue of the properties of ℓξ (r), ℓξ (∞) := limr→∞ ℓξ (r) ≥ 0 exists and is
measurable in ξ . Defining Le´vy measures ν(1) and ν(2) by
ν(1)(B) :=
∫
S
λ(dξ)
∫ ∞
0
1B(rξ)r−α−1

ℓξ (r)− ℓξ (∞)

dr,
ν(2)(B) :=
∫
S
ℓξ (∞)λ(dξ)
∫ ∞
0
1B(rξ)r−α−1dr,
and letting µ(1) = µ(1)(A,ν(1),γ ) and µ(2) = µ(2)(0,ν(2),0), we have that µ = µ(1) ∗ µ(2) and
that µ(2) is α-stable due to Theorem 14.3 of [22]. Then, in order to prove this proposition,
it suffices to show that limn→∞µ(1)(n−1/αz)nei⟨cn ,z⟩ = 1 for some {cn} ⊂ Rd . Putting
cn := −n1−1/αγ − n

Rd x

(1+ |x |2)−1 − (1+ |n1/αx |2)−1 ν(1)(n1/αdx), we have
nCµ(1)

n−1/αz

+ i⟨cn, z⟩ = −12n
1−2/α⟨z, Az⟩
+ n
∫
Rd

ei⟨z,x⟩ − 1− i⟨z, x⟩
1+ |x |2

ν(1)

n1/αdx

.
For any bounded continuous function f :Rd → R vanishing on a neighborhood of 0, we have
lim
n→∞ n
∫
Rd
f (x)ν(1)

n1/αdx

= 0,
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since µ(1) ∈ Cα(Rd) due to Lemma 4.2. Noting that ν(1)(B) ≥ nν(1)(n1/αB) for B ∈ B(Rd) by
the definition of ν(1), we have
lim
ε↓0 limn→∞
n1−2/α⟨z, Az⟩ + n ∫|x |≤ε⟨z, x⟩2ν(1)

n1/αdx

≤ lim
n→∞ n
1−2/α |⟨z, Az⟩| + lim
ε↓0
∫
|x |≤ε
⟨z, x⟩2ν(1)(dx) = 0.
Then, it follows from Theorem 8.7 of [22] that limn→∞µ(1)(n−1/αz)nei⟨cn ,z⟩ = 1. 
Theorem 4.1 also implies the following.
Proposition 4.4. Let 0 < β < α and µ ∈ L⟨α⟩(Rd). Then, Rd |x |βµ(dx) <∞.
Proof. Let ν = (λ, νξ ) be the Le´vy measure of µ ∈ L⟨α⟩(Rd). Then, Theorem 4.1 yields that νξ
is expressible as (4.1) for some ℓ ∈ H. It follows that
∞ >
∫
|x |>1
ν(dx) =
∫
S
λ(dξ)
∫ ∞
1
r−α−1ℓξ (r)dr =
∫ ∞
1
r−α−1dr
∫
S
ℓξ (r)λ(dξ),
which entails that

S ℓξ (r0)λ(dξ) < ∞ for some r0 > 1. If β < α, then there exists ε > 0
satisfying β + ε < α. Then,∫
|x |>r0
|x |βν(dx) =
∫
S
λ(dξ)
∫ ∞
r0
rβ−α−1ℓξ (r)dr
≤
∫
S
λ(dξ)
∫ ∞
r0
r−ε−1ℓξ (r0)dr = r
−ε
0
ε
∫
S
ℓξ (r0)λ(dξ) <∞.
This yields that

Rd |x |βµ(dx) <∞, by Corollary 25.8 of [22]. 
5. Stochastic integral characterizations of α-selfdecomposable distributions
We next consider the characterizations of the classes L⟨α⟩(Rd), α ∈ (−∞, 0) ∪ (0, 2), by
stochastic integrals with respect to Le´vy processes. Similar results to the following theorem were
proved by Jurek [7–9] and Jurek and Schreiber [11], but the case 1 ≤ α < 2 was not completed,
and their form of the mappings are slightly different from ours. Thus we show the following
theorem. In what follows, we use the mappings Φα, α ∈ (−∞, 2), defined by
Φα(µ) =

L
∫ −1/α
0
(1+ αt)−1/αdX (µ)t

, when α < 0,
L
∫ ∞
0
e−t dX (µ)t

, when α = 0,
L
∫ ∞
0
(1+ αt)−1/αdX (µ)t

, when 0 < α < 2.
(5.1)
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By [26], the domains D(Φα), α ∈ (−∞, 2), are the following.
D(Φα) =

I (Rd), when α < 0,
Ilog(Rd), when α = 0,
Iα(Rd), when 0 < α < 1,
I ∗1 (Rd), when α = 1,
I 0α (R
d), when 1 < α < 2,
where
Iα(Rd) =

µ ∈ I (Rd):
∫
Rd
|x |αµ(dx) <∞

, for α > 0,
I 0α (R
d) =

µ ∈ Iα(Rd):
∫
Rd
xµ(dx) = 0

, for α ≥ 1,
I ∗1 (Rd) =

µ = µ(A,ν,γ ) ∈ I 01 (Rd): limT→∞
∫ T
1
t−1dt
∫
|x |>t
xν(dx) exists in Rd

.
We also denote Φ f,es with f (t) = (1+ t)−1 by Φ1,es.
Theorem 5.1. Let α ∈ (−∞, 0) ∪ (0, 2).
(i) When α < 0,µ ∈ L⟨α⟩(Rd) if and only if µ = Φα(µ) for some µ ∈ I (Rd).
(ii) When 0 < α < 1,µ ∈ L⟨α⟩(Rd) if and only ifµ = σα ∗ Φα(µ), (5.2)
where µ ∈ Iα(Rd) and σα is a strictly α-stable distribution.
(iii) When α = 1,µ ∈ L⟨1⟩(Rd) if and only ifµ = σ1 ∗ ρ,
where ρ ∈ Φ1,es(ρ) for some ρ ∈ I1(Rd) and σ1 is a 1-stable distribution.
(iv) When 1 < α < 2,µ ∈ L⟨α⟩(Rd) if and only if (5.2) holds for some µ ∈ I 0α (Rd) and some
α-stable distribution σα .
Proof. (i) See Theorem 4.6 of [13].
(ii) The “if” part is obvious, since α-stable distributions and the images of Φα are α-
selfdecomposable and L⟨α⟩(Rd) is closed under convolution. Let us show the “only if” part.
If µ = µ(A,ν,γ ) ∈ L⟨α⟩(Rd) andν = (λ,νξ ), thenνξ (dr) = r−α−1ℓξ (r)dr for some ℓ ∈ H by
Theorem 4.1. By virtue of the properties of ℓξ (r),ℓξ (∞) := limr→∞ℓξ (r) ≥ 0 exists and is
measurable in ξ . Due to Theorem 14.3, Proposition 14.5 and Theorem 14.7 of [22], letting
Aσα := 0, νσα (B) :=
∫
S
ℓξ (∞)λ(dξ) ∫ ∞
0
1B(rξ)r−α−1dr,
γσα :=
∫
Rd
x
1+ |x |2 νσα (dx),
and σα = σα(Aσα ,νσα ,γσα ), we have the strict α-stability of σα . Furthermore, it follows thatµ = σα ∗ ρ(Aρ ,νρ ,γρ ), where
Aρ = A, νρ(B) = ∫
S
λ(dξ) ∫ ∞
0
1B(rξ)r−α−1
ℓξ (r)−ℓξ (∞) dr,
γρ = γ − γσα .
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Then ρ ∈ L⟨α⟩(Rd) ∩ Cα(Rd), and thus Theorem 4.6 of [13] yields that ρ = Φα(µ) for some
µ ∈ Iα(Rd). Then (5.2) holds.
(iii) Note that D(Φ1,es) = I1(Rd) due to Theorem 2.8 of [26]. If ρ = ρ(Aρ ,νρ ,γρ ) ∈ I1(Rd),
then Φ1,es(ρ) is the set of all ρ = ρ(Aρ ,νρ ,γρ ) ∈ I (Rd) such that
Aρ =
∫ ∞
0
(1+ s)−2 Aρds = Aρ,
νρ(B) =
∫ ∞
0
νρ ((1+ s)B) ds =
∫ 1
0
νρ

u−1 B

u−2du,
and γρ ∈ Rd is arbitrary, due to Theorem 3.11 of [27]. We first show the “if” part. ρ with the
form above is α-selfdecomposable, because of Lemma 5.1 of [13] and Theorem 4.1 of this paper.
Thus the “if” part is proved. We next show the “only if” part. If µ = µ(A,ν,γ ) ∈ L⟨1⟩(Rd) andν = (λ,νξ ), thenνξ (dr) = r−2ℓξ (r)dr for some ℓ ∈ H in view of Theorem 4.1. By virtue of the
properties ofℓξ (r),ℓξ (∞) := limr→∞ℓξ (r) ≥ 0 exists and is measurable in ξ . Letting
νσ1(B) :=
∫
S
ℓξ (∞)λ(dξ) ∫ ∞
0
1B(rξ)r−2dr
and σ1 = σ1(0,νσ1 ,0), we have the 1-stability of σ1 due to Theorem 14.3 of [22]. Furthermore, it
follows that µ = σ1 ∗ ρ(Aρ ,νρ ,γρ ), where
Aρ = A, νρ(B) = ∫
S
λ(dξ) ∫ ∞
0
1B(rξ)r−2
ℓξ (r)−ℓξ (∞) dr, γρ = γ .
Then Lemma 5.1 of [13] yields that ρ ∈ Φ1,es(ρ) for some ρ ∈ I1(Rd).
(iv) The proof of the “if” part is the same as that in (ii). Let us show the “only if” part. Ifµ = µ(A,ν,γ ) ∈ L⟨α⟩(Rd) andν = (λ,νξ ), thenνξ (dr) = r−α−1ℓξ (r)dr for some ℓ ∈ H by
Theorem 4.1. By virtue of the properties of ℓξ (r),ℓξ (∞) := limr→∞ℓξ (r) ≥ 0 exists and is
measurable in ξ . If we let
νρ(B) :=
∫
S
λ(dξ) ∫ ∞
0
1B(rξ)r−α−1
ℓξ (r)−ℓξ (∞) dr,
then

Rd
|x |3
1+|x |2 νρ(dx) ≤ |x |≤1 |x |2νρ(dx) + |x |>1 |x |νρ(dx) < ∞ by Proposition 4.4. Then
letting
Aρ := A, γρ := − ∫
Rd
x |x |2
1+ |x |2 νρ(dx),
we have that ρ = ρ(Aρ ,νρ ,γρ ) ∈ L⟨α⟩(Rd) ∩ Cα(Rd) and Rd xρ(dx) = 0. Hence Theorem 4.6
of [13] yields that ρ = Φα(µ) for some µ ∈ I 0α (Rd). Furthermore, we haveµ = σα(Aσα ,νσα ,γσα )∗
Φα(µ), where
Aσα = 0, νσα (B) =
∫
S
ℓξ (∞)λ(dξ) ∫ ∞
0
1B(rξ)r−α−1dr, γσα = γ − γρ .
This σα is α-stable, because of Theorem 14.3 of [22]. 
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The stochastic integral characterization of an α-selfdecomposable distribution is unique in the
following sense.
Theorem 5.2. (i) Let α < 0. Then, µ ∈ I (Rd) in Theorem 5.1 is uniquely determined by µ ∈
L⟨α⟩(Rd).
(ii) Let 0 < α < 1. Then, the strictly α-stable distribution σα and µ ∈ Iα(Rd) in Theo-
rem 5.1 are uniquely determined by µ ∈ L⟨α⟩(Rd).
(iii) Let α = 1. If ρ j ∈ I1(Rd),ρ j ∈ Φ1,es(ρ j ), σ1, j is a 1-stable distribution for j = 1, 2, and
σ1,1∗ρ1 = σ1,2∗ρ2, then σ1,1 = σ1,2∗δ−c,ρ1 = ρ2∗δc and ρ1 = ρ2∗δc for somec, c ∈ Rd .
(iv) Let 1 < α < 2. Then, the α-stable distribution σα and µ ∈ I 0α (Rd) in Theorem 5.1 are
uniquely determined by µ ∈ L⟨α⟩(Rd).
To prove this theorem, we need the following lemma.
Lemma 5.3. (i) For α ∈ (−∞, 0) ∪ (0, 2), the mapping Φα is injective.
(ii) Let ρ1, ρ2 ∈ I1(Rd),ρ1 ∈ Φ1,es(ρ1), ρ2 ∈ Φ1,es(ρ2), and ρ1 = ρ2. Then, ρ1 = ρ2 ∗ δc for
some c ∈ Rd .
Proof. (i) Let µ1, µ2 ∈ D(Φα) and Φα(µ1) = Φα(µ2). Then,
CΦα(µ j )(z)− bαCΦα(µ j )(b−1z) =
∫ (bα−1)/α
0
Cµ j

(1+ αs)−1/αz

ds
for j = 1, 2 and any b > 1. Therefore∫ t
0
Cµ1

(1+ αs)−1/αz

ds =
∫ t
0
Cµ2

(1+ αs)−1/αz

ds
for any t > 0. Differentiating the equation above in t , we have Cµ1(z) = Cµ2(z).
(ii) For j = 1, 2, let (A j , ν j , γ j ) and (A j ,ν j ,γ j ) be the Le´vy–Khintchine triplets of ρ j andρ j , respectively. Then,
A j = ∫ ∞
0
(1+ s)−2 A j ds = A j , ν j (B) = ∫ ∞
0
ν j ((1+ s)B) ds, B ∈ B(Rd),
and γ j ∈ Rd is arbitrary, for j = 1, 2. We have
ν j (B)− bν j (bB) = ∫ b−1
0
ν j ((1+ s)B) ds, B ∈ B0(Rd),
for j = 1, 2 and any b > 1. If ρ1 = ρ2, then A1 = A2 and∫ t
0
ν1 ((1+ s)B) ds =
∫ t
0
ν2 ((1+ s)B) ds, for any t > 0 and any B ∈ B(Rd).
Differentiating the equation above in t , we have ν1 = ν2. 
Proof of Theorem 5.2. (i) See Lemma 5.3(i).
(ii) Suppose that µ j ∈ Iα(Rd),ν j is the Le´vy measure of Φα(µ j ), σα, j is a strictly α-stable
distribution on Rd with Le´vy–Khintchine triplet (0, να, j , γα, j ) for j = 1, 2, and σα,1∗Φα(µ1) =
σα,2 ∗ Φα(µ2). Then
να,1(B)+ν1(B) = να,2(B)+ν2(B), B ∈ B(Rd),
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and therefore
να,1(B)+ rαν1(r B) = να,2(B)+ rαν2(r B), B ∈ B(Rd)
for r > 0, where we have used the property of the Le´vy measures of α-stable distributions that
rανα, j (r B) = να, j (B). Taking into account that Φα(µ j ) ∈ Cα(Rd) for j = 1, 2 and letting
r → ∞, we have να,1(B) = να,2(B) for B ∈ B0(Rd). Thus να,1 = να,2. For j = 1, 2, the
strict stability of σα, j implies that γα, j is uniquely determined by να, j . Hence γ1 = γ2. Therefore
σα,1 = σα,2. Then, Φα(µ1) = Φα(µ2) and thus µ1 = µ2 due to Lemma 5.3 (i).
(iii) Suppose that ρ j ∈ I1(Rd),ρ j ∈ Φ1,es(ρ j ), σ1, j is a 1-stable distribution for j = 1, 2,
and σ1,1 ∗ ρ1 = σ1,2 ∗ ρ2. Due to Lemma 5.1 of [13] and Lemma 4.2 of this paper, ρ j ∈ C1(Rd)
for j = 1, 2. Then we have that σ1,1 and σ1,2 have the same Le´vy measure in the same way as
(ii). Therefore σ1,1 = σ1,2 ∗ δ−c for somec ∈ Rd . Then, ρ1 = ρ2 ∗ δc. Since ρ1 ∈ Φ1,es(ρ1) andρ2 ∗ δc ∈ Φ1,es(ρ2), it follows from Lemma 5.3(ii) that ρ1 = ρ2 ∗ δc for some c ∈ Rd .
(iv) Suppose that µ j ∈ I 0α (Rd), (A j ,ν j ,γ j ) is the Le´vy–Khintchine triplet of Φα(µ j ), σα, j
is an α-stable distribution on Rd for j = 1, 2, and σα,1 ∗Φα(µ1) = σα,2 ∗Φα(µ2). Then we have
that σα,1 and σα,2 have the same Le´vy measure in the same way as (ii), and so do Φα(µ1) and
Φα(µ2) since σα,1 ∗Φα(µ1) = σα,2 ∗Φα(µ2). Since Φα(µ j ) satisfies

Rd xΦα(µ j )(dx) = 0,γ j
is uniquely determined byν j , for j = 1, 2. Then γ1 = γ2. Since σα,1 ∗Φα(µ1) = σα,2 ∗Φα(µ2)
and α-stable distributions do not have Gaussian matrices, we have A1 = A2. Thus Φα(µ1) =
Φα(µ2), which yields that µ1 = µ2 by virtue of Lemma 5.3(i), and σα,1 = σα,2. 
As to the continuity of Φα(µ) in α for a fixed µ, we have the following, which is partially
mentioned in [13].
Proposition 5.4. Φα(µ) is continuous in α ∈ [α1, α2] with respect to weak convergence for each
fixed µ ∈ D(Φα2), where [α1, α2] is an interval included in (−∞, 1) ∪ (1, 2).
Proof. Note that CΦα(µ)(z) =
 1
0 Cµ(sz)s
−α−1ds for α < 2. Suppose α → α0 in [α1, α2] and
µ ∈ D(Φα2). It follows that |Cµ(sz)|s−α−1 ≤ |Cµ(sz)|s−α2−1 for all s ∈ (0, 1) and α ∈ [α1, α2].
Since µ ∈ D(Φα2), Propositions 3.4 and 2.17 of [24] and Theorem 2.4 of [26] yield that 1
0 |Cµ(sz)|s−α2−1ds <∞. Then we can apply the dominated convergence theorem and we have
that lim[α1,α2]∋α→α0
 1
0 Cµ(sz)s
−α−1ds =  10 Cµ(sz)s−α0−1ds. Thus Φα(µ)→ Φα0(µ). 
6. A Langevin type equation
The contents of this and the following two sections are the main issues of this paper, finding
Langevin type equations like (1.3) and (1.5) related to distributions in the classes L⟨α⟩(Rd), α ∈
(−∞, 0) ∪ (0, 2).
For our purpose, we first consider the following Langevin type equation for α ∈ (−∞, 0) ∪
(0, 2):
Z t = M +
∫ t
t0
X (ds)−
∫ t
t0
(1− αs)−1 Zsds,

t0 ≤ t <∞, when α < 0,
t0 ≤ t < 1/α, when 0 < α < 2, (6.1)
where
t0 ∈

(1/α,∞), when α < 0,
(−∞, 1/α), when 0 < α < 2,
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X is an Rd -valued homogeneous i.s.r.m. over R, and M is an Rd -valued random variable.
A stochastic process {Z t } is said to be a solution of the Langevin type equation (6.1) or an
Ornstein–Uhlenbeck type process (OU type process) generated by (α, X) starting from Z t0 = M
if {Z t } is a ca`dla`g process and satisfies (6.1) almost surely. Then, we have the following.
Theorem 6.1. The stochastic process {Z t } defined by
Z t = (1− αt)1/α

(1− αt0)−1/αM +
∫ t
t0
(1− αs)−1/αX (ds)

,

t0 ≤ t <∞, when α < 0,
t0 ≤ t < 1/α, when 0 < α < 2, (6.2)
is the almost surely unique solution of Eq. (6.1).
Proof. The process {Z t } defined by (6.2) is a ca`dla`g process. It follows that for each fixed t ,∫ t
t0
(1− αs)−1 Zsds
=
∫ t
t0
(1− αs)1/α−1

(1− αt0)−1/αM +
∫ s
t0
(1− αu)−1/αX (du)

ds
= (1− αt0)−1/αM
∫ t
t0
(1− αs)1/α−1ds
+
∫ t
t0
(1− αu)−1/αX (du)
∫ t
u
(1− αs)1/α−1ds
= M − (1− αt)1/α(1− αt0)−1/αM
+
∫ t
t0
X (du)− (1− αt)1/α
∫ t
t0
(1− αu)−1/αX (du)
= M +
∫ t
t0
X (du)− Z t a.s.,
where we have used the Fubini type theorem (Theorem 4.7 of [23] for t0 ≥ 0 and the natural
extension for t0 < 0). Note that
 t
t0
(1 − αs)−1 Zsds is continuous in t because of the continuity
of the Lebesgue measure ds and the local boundedness of s → (1 − αs)−1 Zs(ω) for each fixed
ω on [t0,∞), when α < 0,
[t0, 1/α), when 0 < α < 2.
Also, M +  tt0 X (du)− Z t is a ca`dla`g process. Hence, almost surely,∫ t
t0
(1− αs)−1 Zsds = M +
∫ t
t0
X (du)− Z t , for all t,
which yields (6.1) almost surely.
It remains to prove the uniqueness of solutions of (6.1). Suppose that {Z (1)t } and {Z (2)t } are
solutions of (6.1). Setting Z t := Z (1)t − Z (2)t , we have, almost surely,
Z t = −
∫ t
t0
(1− αs)−1 Zsds, for

t0 ≤ t <∞, when α < 0,
t0 ≤ t < 1/α, when 0 < α < 2.
M. Maejima, Y. Ueda / Stochastic Processes and their Applications 120 (2010) 2363–2389 2377
Since the right-hand side is continuous in t in the same way as above, so is the left-hand side,
which is Z t . Then, we can apply Gronwall’s inequality and have Z t = 0 for all t . Therefore it
holds almost surely that for any t, Z (1)t = Z (2)t . 
The following holds immediately from Theorem 6.1.
Corollary 6.2. If M is independent of X and L(M) ∈ I (Rd), then the solution {Z t } of (6.1)
satisfies L(Z t ) ∈ I (Rd) for all t .
7. Limiting distributions of Ornstein–Uhlenbeck type processes and normal domains of
attraction of α-selfdecomposable distributions
7.1. Limiting distributions of Ornstein–Uhlenbeck type processes
We now consider the Langevin type equation (6.1) with t0 = 0 and the limit of its solution,
namely,
Z t = M + X t −
∫ t
0
(1− αs)−1 Zsds,

0 ≤ t <∞, when α < 0,
0 ≤ t < 1/α, when 0 < α < 2, (7.1)
where {X t , t ≥ 0} is a Le´vy process on Rd and M is an Rd -valued random variable. This is an
extension of (1.3) with c = 1. Theorem 6.1 yields that
Z t = (1− αt)1/α

M +
∫ t
0
(1− αs)−1/αdXs

,

0 ≤ t <∞, when α < 0,
0 ≤ t < 1/α, when 0 < α < 2,
(7.2)
is an almost surely unique solution of (7.1). We start with the following.
Theorem 7.1. Suppose that {X t , t ≥ 0} is a Le´vy process onRd and M is anRd -valued infinitely
divisible random variable independent of {X t }. Let {Z t } be the process in (7.2).
(i) Let α < 0. Then,
lim
t↑∞L(Z t )
(1−αt)−1 = Φα(L(X1)) ∈ L⟨α⟩(Rd),
which does not depend on M. Furthermore, if we choose M such that L(M) = Φα(L(X1)),
then
L(Z t )(1−αt)−1 = Φα(L(X1)), for all t ∈ [0,∞).
(ii) Let 0 < α < 2 and let L(n−1/αM)n converge to some (automatically strictly α-stable) dis-
tribution σα as n → ∞. Then, L(Z t )(1−αt)−1 converges as t ↑ 1/α if and only if L(X1)
∈ D(Φα), in which case, it follows that
lim
t↑1/αL(Z t )
(1−αt)−1 = σα ∗ Φα(L(X1)) ∈ L⟨α⟩(Rd).
Furthermore, if σα is strictly α-stable, L(X1) ∈ D(Φα) and L(M) = σα ∗Φα(L(X1)), then
limn→∞ L(n−1/αM)n = σα and
L(Z t )(1−αt)−1 = σα ∗ Φα(L(X1)) for all t ∈ [0, 1/α).
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Proof. Recall the mapping Φα in (5.1). We have
(1− αt)−1CZt (z) = (1− αt)−1

CM

(1− αt)1/αz

+
∫ t
0
CX1

(1− αt)1/α(1− αs)−1/αz

ds

= (1− αt)−1CM

(1− αt)1/αz

+
∫ {(1−αt)−1−1}/α
0
CX1

(1+ αu)−1/αz

du. (7.3)
If α < 0, then limt↑∞(1 − αt)−1CZt (z) = CΦα(L(X1))(z). If 0 < α < 2, then (1 − αt)−1
CM

(1− αt)1/αz → Cσα (z) and {(1 − αt)−1 − 1}/α → ∞ as t ↑ 1/α, and thus L(X1) ∈
D(Φα) if and only if L(Z t )(1−αt)−1 converges to some distribution as t ↑ 1/α, and this limit
limt↑1/α L(Z t )(1−αt)−1 is equal to σα ∗ Φα(L(X1)).
Let α < 0. If L(M) = Φα(L(X1)), then (7.3) is
(1− αt)−1CZt (z) = (1− αt)−1
∫ −1/α
0
CX1

(1+ αs)−1/α(1− αt)1/αz

ds
+
∫ {(1−αt)−1−1}/α
0
CX1

(1+ αu)−1/αz

du
=
∫ −1/α
{(1−αt)−1−1}/α
CX1

(1+ αu)−1/αz

du
+
∫ {(1−αt)−1−1}/α
0
CX1

(1+ αu)−1/αz

du = CΦα(L(X1))(z),
which yields that L(Z t )(1−αt)−1 = Φα(L(X1)) for all t ∈ [0,∞).
Let 0 < α < 2. If σα is strictly α-stable, L(X1) ∈ D(Φα) and L(M) = σα ∗Φα(L(X1)), then
(1− αt)−1CM

(1− αt)1/αz

= (1− αt)−1Cσα

(1− αt)1/αz

+ (1− αt)−1
∫ ∞
0
CX1

(1+ αs)−1/α(1− αt)1/αz

ds
= Cσα (z)+
∫ ∞
{(1−αt)−1−1}/α
CX1

(1+ αu)−1/αz

du
→ Cσα (z) as t ↑ 1/α,
which is equivalent to that L(n−1/αM)n → σα as n →∞, and (7.3) is
(1− αt)−1CZt (z) = Cσα (z)+
∫ ∞
{(1−αt)−1−1}/α
CX1

(1+ αu)−1/αz

du
+
∫ {(1−αt)−1−1}/α
0
CX1

(1+ αu)−1/αz

du
= Cσα (z)+ CΦα(L(X1))(z),
which yields that L(Z t )(1−αt)−1 = σα ∗ Φα(L(X1)) for all t ∈ [0, 1/α). 
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The following is one of the main theorems of this paper.
Theorem 7.2. (i) Let α < 0. Then, µ ∈ L⟨α⟩(Rd) if and only if there exists a Le´vy process
{X t , t ≥ 0} on Rd such that for one and hence any Rd -valued infinitely divisible random
variable M independent of {X t },
lim
t↑∞L(Z t )
(1−αt)−1 = µ,
where {Z t } is the process in (7.2).
(ii) Let 0 < α < 1. Then, µ ∈ L⟨α⟩(Rd) if and only if there exist a Le´vy process {X t , t ≥ 0}
on Rd with L(X1) ∈ Iα(Rd) and a strictly α-stable distribution σα on Rd such that for
one and hence any Rd -valued random variable M independent of {X t } with L(M) ∈
NDA(0, σα) ∩ I (Rd),
lim
t↑1/αL(Z t )
(1−αt)−1 = µ,
where {Z t } is the process in (7.2).
(iii) Let α = 1. Then, µ ∈ L⟨1⟩(Rd) if and only if there exist a Le´vy process {X t , t ≥ 0} on
Rd with L(X1) ∈ I1(Rd), a 1-stable distribution σ1 on Rd such that for one and hence any
Rd -valued random variable M independent of {X t } with L(M) ∈ NDA(σ1) ∩ I (Rd), there
is a nonrandom function q: [0, 1)→ Rd satisfying
lim
t↑1 L (Z t − q(t))
(1−t)−1 = µ,
where {Z t } is the process in (7.2).
(iv) Let 1 < α < 2. Then, µ ∈ L⟨α⟩(Rd) if and only if there exist a Le´vy process {X t , t ≥ 0}
on Rd with L(X1) ∈ I 0α (Rd), a strictly α-stable distribution σα on Rd and some c ∈ Rd
such that for one and hence any Rd -valued random variable M independent of {X t } with
L(M) ∈ NDA(0, σα) ∩ I (Rd),
lim
t↑1/αL (Z t + (1− αt)c)
(1−αt)−1 = µ,
where {Z t } is the process in (7.2).
Proof. The statements (i), (ii) and (iv) follow from Theorems 5.1 and 7.1.
Let us prove (iii). We first show the “only if” part. If µ ∈ L⟨1⟩(Rd), then µ = σ1 ∗ ρ, whereρ ∈ Φ1,es(ρ) for some ρ ∈ I1(Rd) and σ1 is a 1-stable distribution, in view of Theorem 5.1.
If we let {X t } be a Le´vy process with L(X1) = ρ, then there exists a nonrandom function
p: [0,∞)→ Rd satisfying limT→∞ L
 T
0 (1+ s)−1dXs − p(T )

= ρ, namely,∫ (1−t)−1−1
0
CX1

(1+ u)−1z

du − i

p

(1− t)−1 − 1

, z

→ Cρ(z) as t ↑ 1.
Let M be an arbitrary Rd -valued random variable independent of {X t } with L(M) ∈ NDA(σ1)∩
I (Rd). Then there exists a sequence {cn} ⊂ Rd satisfying
lim
n→∞
L(M) n−1zn ei⟨cn ,z⟩ =σ1(z).
If we let cs := c[s] for s ∈ [1,∞) \ N, where [s] denotes the largest integer not greater than s, it
follows that
lim[1,∞)∋s→∞
L(M) s−1zs ei⟨cs ,z⟩ =σ1(z),
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that is,
lim
t↑1

(1− t)−1CM ((1− t)z)+ i⟨c(1−t)−1 , z⟩

= Cσ1(z). (7.4)
Letting
q(t) := −(1− t)

c(1−t)−1 − p

(1− t)−1 − 1

,
we have
CL(Zt−q(t))(1−t)−1 (z) = (1− t)
−1CZt (z)− i

(1− t)−1q(t), z

= (1− t)−1CM ((1− t)z)
+
∫ (1−t)−1−1
0
CX1

(1+ u)−1z

du − i

(1− t)−1q(t), z

→ Cσ1(z)+ Cρ(z) = Cµ(z) as t ↑ 1.
We next show the “if” part. Assume that there exist a Le´vy process {X t , t ≥ 0} on Rd
with L(X1) ∈ I1(Rd), a 1-stable distribution σ1 on Rd such that for some Rd -valued random
variable M independent of {X t } with L(M) ∈ NDA(σ1) ∩ I (Rd), there is a nonrandom
function q: [0,∞)→ Rd satisfying limt↑1 L (Z t − q(t))(1−t)−1 = µ. Then (7.4) holds for some
cs, s ∈ [1,∞). It follows from (7.3) that
CL(Zt−q(t))(1−t)−1 (z) = (1− t)
−1CM ((1− t)z)+ i⟨c(1−t)−1 , z⟩
+
∫ (1−t)−1−1
0
CX1

(1+ u)−1z

du − i⟨(1− t)−1q(t)+ c(1−t)−1 , z⟩.
Since CL(Zt−q(t))(1−t)−1 (z) and (1 − t)
−1CM ((1− t)z) + i⟨c(1−t)−1 , z⟩ converge as t ↑ 1, so
does
 (1−t)−1−1
0 CX1

(1+ u)−1z du − i⟨(1 − t)−1q(t) + c(1−t)−1 , z⟩. Therefore,  (1−t)−1−10
(1 + u)−1dXu − (1 − t)−1q(t) − c(1−t)−1 converges in probability as t ↑ 1, since, in general, T
0 f (s)dXs − g(T ) converges in probability as T → ∞ if and only if
 T
0 f (s)dXs − g(T )
converges in law as T → ∞. Let ρ ∈ Φ1,es(L(X1)) be this limiting distribution. Then,
letting t ↑ 1 in the equation above, we have µ = σ1 ∗ ρ, which belongs to L⟨1⟩(Rd) due to
Theorem 5.1. 
7.2. Normal domains of attraction of α-selfdecomposable distributions
Jurek [7] showed that for α ∈ R, µ ∈ L⟨α⟩(Rd) if and only if there exists a sequence {ρ j }
⊂ I (Rd) such that
n∏
j=1
ρ j n−1znα → µ(z) as n →∞, z ∈ Rd . (7.5)
He constructed {ρ j } by using µ itself and ρb in the decomposability (1.7). Our next concern is a
normal domain of attraction of µ ∈ L⟨α⟩(Rd), when we regard (7.5) as a limit theorem. In other
words, we are interested in finding a concrete nontrivial example of {ρ j } in (7.5), without using
µ itself and ρb in the decomposability (1.7). In fact, O’Connor [18,17] did it when he proved
a limit theorem like above for L⟨α⟩(R), α ∈ [−1, 0). His method of constructing {ρ j } is to use
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stochastic integral characterizations. Here, we extend O’Connor’s result to the case α < 2 and
general dimensions d ∈ N. Furthermore, our method is related to the Langevin type equation
(7.1). More precisely, Jurek’s result above and Theorem 7.2 entail the following.
Corollary 7.3. (i) Let α < 0. Then, µ ∈ L⟨α⟩(Rd) if and only if there exists a Le´vy process
{X t , t ≥ 0} on Rd such that for some and hence any ρ1 ∈ I (Rd) and for
ρ j = L
∫ (1− j−α)/α
{1−( j−1)−α}/α
(1− αs)−1/αdXs

, j = 2, 3, . . . ,
(7.5) holds.
(ii) Let 0 < α < 1. Then, µ ∈ L⟨α⟩(Rd) if and only if there exist a Le´vy process {X t , t ≥ 0} on
Rd with L(X1) ∈ Iα(Rd) and a strictly α-stable distribution σα on Rd such that for some
and hence any ρ1 ∈ NDA(0, σα) ∩ I (Rd) and for
ρ j = L
∫ (1− j−α)/α
{1−( j−1)−α}/α
(1− αs)−1/αdXs

, j = 2, 3, . . . ,
(7.5) holds.
(iii) Let α = 1. Then, µ ∈ L⟨1⟩(Rd) if and only if there exist a Le´vy process {X t , t ≥ 0} on Rd
with L(X1) ∈ I1(Rd), a 1-stable distribution σ1 on Rd such that for some and hence any
ρ1 ∈ NDA(σ1) ∩ I (Rd), there is a nonrandom function q: [0, 1) → Rd satisfying that for
ρ1 above and for
ρ2 = L
∫ 1/2
0
(1− s)−1dXs − 2 q (1/2)

,
ρ j = L
∫ 1− j−1
1−( j−1)−1
(1− s)−1dXs + ( j − 1)q

1− ( j − 1)−1

− jq

1− j−1

,
j = 3, 4, . . . ,
(7.5) with α = 1 holds.
(iv) Let 1 < α < 2. Then, µ ∈ L⟨α⟩(Rd) if and only if there exist a Le´vy process {X t , t ≥ 0} on
Rd with L(X1) ∈ I 0α (Rd), a strictly α-stable distribution σα on Rd and some c ∈ Rd such
that for some and hence any ρ1 ∈ NDA(0, σα) ∩ I (Rd) and for
ρ2 = L
∫ (1−2−α)/α
0
(1− αs)−1/αdXs + 21−αc

,
ρ j = L
∫ (1− j−α)/α
{1−( j−1)−α}/α
(1− αs)−1/αdXs − ( j − 1)1−αc + j1−αc

,
j = 3, 4, . . . ,
(7.5) holds.
8. Mild Ornstein–Uhlenbeck type processes
This section is concerned with the following Langevin type equation which is a version of
(1.5) with c = 1 to general α ∈ (−∞, 0) ∪ (0, 2):
Z t − Zs =
∫ t
s
X (du)−
∫ t
s
(1− αu)−1 Zudu,
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1/α < s ≤ t <∞, when α < 0,
−∞ < s ≤ t < 1/α, when 0 < α < 2, (8.1)
where X is an Rd -valued homogeneous i.s.r.m. over R. A stochastic process {Z t } is said to be
a solution of the Langevin type equation (8.1) or an Ornstein–Uhlenbeck type process (OU type
process) generated by (α, X) if {Z t } is a ca`dla`g process and satisfies (8.1) almost surely.
Maejima and Sato [14] introduced the concept of mild solutions to investigate the semi-
version of the Langevin equation (1.5), and proved the equivalence between semi-stationarity
and mildness of solutions of the Langevin equation. Now we introduce mildness of solutions of
(8.1) in a similar way. For µ = µ(A,ν,γ ) ∈ I (Rd), we define a nonrandom continuous function
qµ: (−∞, 1)→ Rd by
qµ(t) :=

∫ 0
t
(1− u)−1du

γ +
∫
Rd
x

1
1+ (1− u)−2|x |2 −
1
1+ |x |2

ν(dx)

,
t ≤ 0,
0, 0 < t < 1.
For a random variable X with L(X) = µ ∈ I (Rd), we may also write qX for qµ.
Definition 8.1 (Mild OU Type Processes). Suppose that X is an Rd -valued homogeneous i.s.r.m.
over R with L(X ((0, 1])) = µ.
(i) Let α < 0. Then, an OU type process {Z t } generated by (α, X) is said to be mild if
p- limt↓1/α(1− αt)−1/αZ t = 0.
(ii) Let 0 < α < 1. Suppose that Sα is a strictly α-stable random variable independent of X .
Then, an OU type process {Z t } generated by (α, X) is said to be mild associated with Sα if
p- limt↓−∞(1− αt)−1/αZ t = Sα .
(iii) Let α = 1. Suppose that S1 is a 1-stable random variable independent of X . Then, an
OU type process {Z t } generated by (1, X) is said to be mild associated with S1 if
p- limt↓−∞{(1− t)−1 Z t + qµ(t)} = S1.
(iv) Let 1 < α < 2. Suppose that Sα is an α-stable random variable independent of X . Then,
an OU type process {Z t } generated by (α, X) is said to be mild associated with Sα if
p- limt↓−∞(1− αt)−1/αZ t = Sα .
Before stating the main theorem of this section, we prepare the following lemma, as mentioned
in Section 2.
Lemma 8.2. Let J be an interval in R which is infinite to the left, X an Rd -valued
i.s.r.m. over J, f : J → R a nonrandom function, and q: J → Rd a nonrandom contin-
uous function. Assume that p- lims↓−∞
 t
s f (u)X (du)− q(s)

exists for each t ∈ J . Then,
p- lims↓−∞
 t
s f (u)X (du)− q(s)

, t ∈ J

has a ca`dla`g modification.
Proof. Define a process {Yt , t ≥ 0} by
Yt =
p- lims↓−∞
∫ τ(t)
s
f (u)X (du)− q(s)

+ q(τ (t)), for t > 0,
0, for t = 0,
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where
τ(t) =

log t, if J = R,
a ∧ log t, if J = (−∞, a] with a ∈ R,
1(0,1](t) log t + 1(1,∞)(t)2π−1a arctan(t − 1), if J = (−∞, a) with a ∈ R,
which is a nondecreasing continuous function on (0,∞) onto J . Then {Yt } is an additive process
in law and thus it has a ca`dla`g modification. This implies the existence of ca`dla`g modification of
the process

p- lims↓−∞
 t
s f (u)X (du)− q(s)

, t ∈ J

. 
By the lemma above,

p- lims↓−∞
 t
s f (u)X (du)− q(s)

, t ∈ J

is regarded as a ca`dla`g
process, as mentioned in Section 2.
The following is the main theorem of this section.
Theorem 8.3. Suppose that X is anRd -valued homogeneous i.s.r.m. over RwithL(X ((0, 1])) =
µ.
(i) Let α < 0. Then, {Z t } defined by
Z t = (1− αt)1/α
∫ t
1/α
(1− αu)−1/αX (du), 1/α < t <∞, (8.2)
is an almost surely unique mild OU type process generated by (α, X) and satisfies that for
all t ∈ (1/α,∞),
L(Z t )(1−αt)−1 = Φα(µ) ∈ L⟨α⟩(Rd). (8.3)
(ii) Let 0 < α < 1 and let Sα be a strictly α-stable random variable independent of X. Then,
there exists a mild OU type process generated by (α, X) associated with Sα if and only if
µ ∈ Iα(Rd), in which case,
Z t = (1− αt)1/α

Sα +
∫ t
−∞
(1− αu)−1/αX (du)

, −∞ < t < 1/α, (8.4)
is an almost surely unique mild OU type process generated by (α, X) associated with Sα ,
and satisfies that for all t ∈ (−∞, 1/α),
L(Z t )(1−αt)−1 = L(Sα) ∗ Φα(µ) ∈ L⟨α⟩(Rd). (8.5)
(iii) Let α = 1 and let S1 be a 1-stable random variable independent of X. Then, there exists a
mild OU type process generated by (1, X) associated with S1 if and only if µ ∈ I1(Rd), in
which case,
Z t = (1− t)

S1 + p- lim
s↓−∞
∫ t
s
(1− u)−1 X (du)− qµ(s)

, −∞ < t < 1, (8.6)
is an almost surely unique mild OU type process generated by (1, X) associated with S1, and
there exist ρ ∈ Φ1,es(µ) and a nonrandom function p: (−∞, 1)→ Rd satisfying p(0) = 0
such that for all t ∈ (−∞, 1),
L(Z t − p(t))(1−t)−1 = L(S1) ∗ ρ ∈ L⟨1⟩(Rd). (8.7)
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(iv) Let 1 < α < 2 and let Sα be an α-stable random variable independent of X. Then,
there exists a mild OU type process generated by (α, X) associated with Sα if and only
if µ ∈ I 0α (Rd), in which case, {Z t } having the same form of that in (8.4) is an almost surely
unique mild OU type process generated by (α, X) associated with Sα , and satisfies that for
all t ∈ (−∞, 1/α),
L

Z t −

(1− αt)1/α − (1− αt)

c
(1−αt)−1 = L(Sα) ∗ Φα(µ) ∈ L⟨α⟩(Rd),
where c ∈ Rd is a constant for which L(Sα − c) is strictly α-stable.
Proof. (i) {Z t } in (8.2) is a ca`dla`g process. Note that for every 1/α < s ≤ t < ∞, this {Z t }
satisfies
Z t = (1− αt)1/α

(1− αs)−1/αZs +
∫ t
s
(1− αu)−1/αX (du)

a.s.
Since both the sides of the equation above have ca`dla`g sample paths in t , it follows that for each
fixed s ∈ (1/α,∞), almost surely,
Z t = (1− αt)1/α

(1− αs)−1/αZs +
∫ t
s
(1− αu)−1/αX (du)

, for t ∈ [s,∞). (8.8)
This yields that almost surely,
Z t − Zs =
∫ t
s
X (du)−
∫ t
s
(1− αu)−1 Zudu, for t ∈ [s,∞),
due to Theorem 6.1 by letting t0 = s and M = Zs . Since both the sides of the equation above
have ca`dla`g sample paths in s, we have (8.1) almost surely. Looking at the form (8.2), we have
the mildness of {Z t }. Furthermore, it follows that
(1− αt)−1CZt (z) = (1− αt)−1
∫ t
1/α
Cµ

(1− αt)1/α(1− αu)−1/αz

du
=
∫ −1/α
0
Cµ

(1+ αv)−1/αz

dv = CΦα(µ)(z),
which yields (8.3). We next show the almost sure uniqueness of mild OU type processes
generated by (α, X). Let {Z t } be a mild OU type process generated by (α, X). Theorem 6.1
yields (8.8) a.s. for each fixed s ∈ (1/α,∞). Then for each (s, t) with 1/α < s ≤ t < ∞, we
have
(1− αt)−1/αZ t − (1− αs)−1/αZs =
∫ t
s
(1− αu)−1/αX (du) a.s.
Letting s ↓ 1/α, we have that for each t ∈ (1/α,∞),
(1− αt)−1/αZ t =
∫ t
1/α
(1− αu)−1/αX (du) a.s.
However, since both the sides of the equation above have ca`dla`g sample paths, it holds almost
surely that
(1− αt)−1/αZ t =
∫ t
1/α
(1− αu)−1/αX (du), for t ∈ (1/α,∞),
which yields the uniqueness.
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(ii) Note that µ ∈ Iα(Rd) = D(Φα) if and only if
 0
−∞(1 − αu)−1/αX (du) is definable due
to Lemma 4.8 of [14]. Let µ ∈ Iα(Rd). Then {Z t } in (8.4) is a ca`dla`g process, and satisfies (8.1)
a.s. in a similar way to (i). Looking at the form (8.4), we have the mildness associated with Sα of
{Z t }. Furthermore, it follows that
(1− αt)−1CZt (z) = (1− αt)−1

CSα

(1− αt)1/αz

+
∫ t
−∞
Cµ

(1− αt)1/α(1− αu)−1/αz

du

= CSα (z)+
∫ ∞
0
Cµ

(1+ αv)−1/αz

dv = CSα (z)+ CΦα(µ)(z),
which yields (8.5). The almost sure uniqueness of mild OU type processes generated by (α, X)
associated with Sα are obtained in a similar way to (i). We next show that the existence of a mild
OU type process generated by (α, X) associated with Sα implies that µ ∈ Iα(Rd). If {Z t } is a
mild OU type process generated by (α, X) associated with Sα , then by Theorem 6.1, for each
(s, t) with −∞ < s ≤ t < 1/α, we have
(1− αt)−1/αZ t − (1− αs)−1/αZs =
∫ t
s
(1− αu)−1/αX (du) a.s.
Letting t = 0 and s ↓ −∞, we have the existence of the limit in probability of  0s (1 −
αu)−1/αX (du) as s ↓ −∞ since p- limt↓−∞(1−αt)−1/αZ t = Sα . This implies that µ ∈ Iα(Rd).
(iii) Due to Lemma 4.8 of [14],
 0
s (1−u)−1 X (du)−qµ(s) converges in probability as s ↓ −∞
if and only if
 t
0 (1 + u)−1 X (−du) − qµ(−t) converges in probability as t ↑ ∞. If (At , νt , γt )
denotes the Le´vy–Khintchine triplet of L
 t
0 (1+ u)−1 X (−du)

, then
At =
∫ t
0
(1+ u)−2 Adu, νt (B) =
∫ t
0
ν ((1+ u)B) du, γt = qµ(−t),
where (A, ν, γ ) is the Le´vy–Khintchine triplet of µ = L(X ((0, 1])). Then, it follows from
Lemma 5.4 and Proposition 5.6 of [24] that
 0
s (1− u)−1 X (du)− qµ(s) converges in probability
as s ↓ −∞ if and only if µ ∈ D(Φ1,es) = I1(Rd). Let µ ∈ I1(Rd). Then {Z t } in (8.6) is a ca`dla`g
process, and satisfies (8.1) a.s. in a similar way to (i). Since
(1− t)−1 Z t + qµ(t) = S1 + p- lim
s↓−∞
∫ 0
s
(1− u)−1 X (du)− qµ(s)

−
∫ 0
t
(1− u)−1 X (du)− qµ(t)

→ S1 in probability as t ↓ −∞,
we have the mildness associated with S1 of {Z t }. The 1-stability of L(S1) yields that (1 −
t)−1CS1 ((1− t)z) = CS1(z) + i⟨c(t), z⟩ for some function c(t) satisfying c(0) = 0. Then, it
follows that
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(1− t)−1CZt (z) = (1− t)−1

CS1 ((1− t)z)
+ lim
s↓−∞
∫ t
s
Cµ

(1− t)(1− u)−1z

du − i⟨(1− t)qµ(s), z⟩

= CS1(z)+ i⟨c(t), z⟩ + lims↓−∞
∫ (1−s)(1−t)−1−1
0
Cµ

(1+ v)−1z

dv − i⟨qµ(s), z⟩

= CS1(z)+ lims↓−∞
∫ (1−s)(1−t)−1−1
0
Cµ

(1+ v)−1z

dv
− i⟨qµ

−(1− s)(1− t)−1 + 1

, z⟩
+ i

c(t)− qµ(s)+ qµ

−(1− s)(1− t)−1 + 1

, z

.
Note that the law of
 (1−s)(1−t)−1−1
0 (1 + v)−1 X (dv) − qµ
−(1− s)(1− t)−1 + 1 tends to
some ρ ∈ Φ1,es(µ) as s ↓ −∞ and this limit does not depend on t . Then p(t) := (1 −
t) lims↓−∞{c(t) − qµ(s) + qµ(−(1 − s)(1 − t)−1 + 1)} exists in Rd . This function satisfies
that p(0) = 0, since c(0) = 0. Then we have (8.7). To prove the almost sure uniqueness of mild
OU type processes generated by (1, X) associated with S1, let {Z t } be such a process. Then,
Theorem 6.1 yields that, for each fixed s ∈ (−∞, 1), almost surely,
Z t = (1− t)

(1− s)−1 Zs +
∫ t
s
(1− u)−1 X (du)

, for t ∈ [s, 1).
Then for each (s, t) with −∞ < s ≤ t < 1, we have
(1− t)−1 Z t − (1− s)−1 Zs − qµ(s) =
∫ t
s
(1− u)−1 X (du)− qµ(s) a.s. (8.9)
Letting s ↓ −∞, we have that for each t ∈ (−∞, 1),
(1− t)−1 Z t − S1 = p- lim
s↓−∞
∫ t
s
(1− u)−1 X (du)− qµ(s)

a.s.
However, since both the sides of the equation above have ca`dla`g sample paths, it holds almost
surely that
(1− t)−1 Z t − S1 = p- lim
s↓−∞
∫ t
s
(1− u)−1 X (du)− qµ(s)

, for t ∈ (−∞, 1),
which yields the uniqueness. We next show that the existence of a mild OU type process
generated by (1, X) associated with S1 implies thatµ ∈ I1(Rd). If {Z t } is a mild OU type process
generated by (1, X) associated with S1, then (8.9) holds in the same way as above. Letting t = 0
and s ↓ −∞, we have the existence of the limit in probability of  0s (1 − u)−1 X (du)− qµ(s) as
s ↓ −∞, which implies that µ ∈ I1(Rd).
(iv) It is proved in a similar way to (ii). 
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We conclude this paper with the continuity in α ∈ (−∞, 1)∪(1, 2) of mild OU type processes.
Let
Tα =

(1/α,∞), when α ∈ (−∞, 0),
R, when α = 0,
(−∞, 1/α), when α ∈ (0, 1) ∪ (1, 2),
and let X be an Rd -valued homogeneous i.s.r.m. over R. Define {Z (α,X)t , t ∈ Tα} by
Z (α,X)t =

(1− αt)1/α
∫ t
1/α
(1− αu)−1/αX (du), for

α < 0,
L(X ((0, 1])) ∈ I (Rd),
e−t
∫ t
−∞
eu X (du), for

α = 0,
L(X ((0, 1])) ∈ Ilog(Rd),
(1− αt)1/α
∫ t
−∞
(1− αu)−1/αX (du), for

0 < α < 1,
L(X ((0, 1])) ∈ Iα(Rd),
(1− αt)1/α
∫ t
−∞
(1− αu)−1/αX (du), for

1 < α < 2,
L(X ((0, 1])) ∈ I 0α (Rd).
Then, {Z (α,X)t , t ∈ Tα} is the unique mild OU type process generated by (α, X) when α ∈
(−∞, 0), the unique stationary OU type process (1.6) with c = 1 when α = 0, and the unique
mild OU type process generated by (α, X) associated with 0 when α ∈ (0, 1) ∪ (1, 2).
Proposition 5.4 and Theorem 8.3 implies the continuity of L(Z (α,X)t ) in α ∈ [α1, α2]with respect
to weak convergence for each fixed X with
L(X ((0, 1])) ∈

I (Rd), when α2 < 0,
Ilog(Rd), when α2 = 0,
Iα2(R
d), when 0 < α2 < 1,
I 0α2(R
d), when 1 < α2 < 2,
(8.10)
and any fixed t ∈ Tα1 ∩Tα2 , where [α1, α2] is an interval included in (−∞, 1)∪(1, 2). However,
we can get a stronger result as follows.
Theorem 8.4. Let α, α2 ∈ (−∞, 1) ∪ (1, 2), α ≤ α2, and let X satisfy (8.10). Let n ∈ N and fix
t1, t2, . . . , tn ∈ Tα satisfying t1 < t2 < · · · < tn . Then
L

Z (β,X)t1 , Z
(β,X)
t2 , . . . , Z
(β,X)
tn

→ L

Z (α,X)t1 , Z
(α,X)
t2 , . . . , Z
(α,X)
tn

, (8.11)
as (−∞, α2) ∩ {β ′ ∈ (−∞, 1) ∪ (1, 2): t1, t2, . . . , tn ∈ Tβ ′} ∋ β → α.
Proof. Define a function ϕα on Tα by
ϕα(u) =

(1− αu)−1/α, when α ≠ 0,
eu, when α = 0.
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Then,

Z (β,X)t1
Z (β,X)t2
...
Z (β,X)tn
 =

ϕβ(t1)
−1 0
ϕβ(t2)
−1 ϕβ(t2)−1
...
. . .
ϕβ(tn)
−1 ϕβ(tn)−1 · · · ϕβ(tn)−1


∫ t1
infTβ
ϕβ(u)X (du)∫ t2
t1
ϕβ(u)X (du)
...∫ tn
tn−1
ϕβ(u)X (du)

.
Note that ϕβ(tk)−1 → ϕα(tk)−1 as β → α for all k = 1, 2, . . . , n and that∫ t1
infTβ
ϕβ(u)X (du),
∫ t2
t1
ϕβ(u)X (du), . . . ,
∫ tn
tn−1
ϕβ(u)X (du),
are independent. Hence it suffices to prove that
 t1
infTβ ϕβ(u)X (du) →
 t1
infTα ϕα(u)X (du) and tk+1
tk
ϕβ(u)X (du)→
 tk+1
tk
ϕα(u)X (du) in law as β → α for each k = 1, 2, . . . , n − 1. We have
C t1
infTβ ϕβ (u)X (du)
(z) =
∫ t1
infTβ
CX ((0,1])(ϕβ(u)z)du =
∫ ϕβ (t1)
0
CX ((0,1])(sz)s−β−1ds
=
∫ ϕβ (t1)∧1
0
CX ((0,1])(sz)s−β−1ds +
∫ ϕβ (t1)
ϕβ (t1)∧1
CX ((0,1])(sz)s−β−1ds
=: I1(β)+ I2(β) say.
Then I1(β) → I1(α) as β → α by a similar argument as that in the proof of Proposition 5.4.
If ϕβ(t1) > 1, then I2(β) =
 ϕβ (t1)
1 CX ((0,1])(sz)s−β−1ds. We may assume that t1 ∈ Tα2 and
(−∞, 1)∪(1, 2) ⊃ [α1, α2] ∋ β → α with α1 satisfying t1 ∈ Tα1 . Note that ϕβ(t1) is continuous
in β on [α1, α2]. Then 1(1,ϕβ (t1))(s)|CX ((0,1])(sz)|s−β−1 ≤ |CX ((0,1])(sz)|s−α1−1 for all s ∈
1,maxβ ′∈[α1,α2] ϕβ ′(t1)

and all β ∈ [α1, α2], and
 maxβ′∈[α1,α2] ϕβ′ (t1)
1 |CX ((0,1])(sz)|s−α1−1ds <∞. Therefore we can apply the dominated convergence theorem and we have I2(β)→ I2(α) as
β → α. Thus
C t1
infTβ ϕβ (u)X (du)
(z)→ I1(α)+ I2(α) = C t1
infTα ϕα(u)X (du)
(z),
as β → α. In a similar way, we also have that C tk+1
tk
ϕβ (u)X (du)
(z) → C tk+1
tk
ϕα(u)X (du)
(z) as
β → α for each k = 1, 2, . . . , n − 1. 
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