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Abstract
By taking advantage of complementary communication technologies, distinct sensing
functionalities and varied motion dynamics present in a heterogeneous multi-robotic
network, it is possible to accomplish a main mission objective by assigning specialized
sub-tasks to specific members of a robotic team. An adequate selection of the team
members and an effective coordination are some of the challenges to fully exploit the
unique capabilities that these types of systems can offer. Motivated by real world
applications, we focus on a multi-robotic network consisting off aerial and ground
agents which has the potential to provide critical support to humans in complex
settings. For instance, aerial robotic relays are capable of transporting small ground
mobile sensors to expand the communication range and the situational awareness of
first responders in hazardous environments.
In the first part of this dissertation, we extend work on manipulation of cable-
suspended loads using aerial robots by solving the problem of lifting the cable-
vi
suspended load from the ground before proceeding to transport it. Since the sus-
pended load-quadrotor system experiences switching conditions during this critical
maneuver, we define a hybrid system and show that it is differentially-flat. This
property facilitates the design of a nonlinear controller which tracks a waypoint-based
trajectory associated with the discrete states of the hybrid system. In addition, we
address the case of unknown payload mass by combining a least-squares estimation
method with the designed controller.
Second, we focus on the coordination of a heterogeneous team formed by a group
of ground mobile sensors and a flying communication router which is deployed to
sense areas of interest in a cluttered environment. Using potential field methods,
we propose a controller for the coordinated mobility of the team to guarantee inter-
robot and obstacle collision avoidance as well as connectivity maintenance among
the ground agents while the main goal of sensing is carried out. For the case of
the aerial communications relays, we combine antenna diversity with reinforcement
learning to dynamically re-locate these relays so that the received signal strength is
maintained above a desired threshold.
Motivated by the recent interest of combining radio frequency and optical wireless
communications, we envision the implementation of an optical link between micro-
scale aerial and ground robots. This type of link requires maintaining a sufficient
relative transmitter-receiver position for reliable communications. In the third part of
this thesis, we tackle this problem. Based on the link model, we define a connectivity
cone where a minimum transmission rate is guaranteed. For example, the aerial robot
has to track the ground vehicle to stay inside this cone. The control must be robust
to noisy measurements. Thus, we use particle filters to obtain a better estimation
of the receiver position and we design a control algorithm for the flying robot to
enhance the transmission rate. Also, we consider the problem of pairing a ground
sensor with an aerial vehicle, both equipped with a hybrid radio-frequency/optical
wireless communication system. A challenge is positioning the flying robot within
vii
optical range when the sensor location is unknown. Thus, we take advantage of the
hybrid communication scheme by developing a control strategy that uses the radio
signal to guide the aerial platform to the ground sensor. Once the optical-based
signal strength has achieved a certain threshold, the robot hovers within optical
range.
Finally, we investigate the problem of building an alliance of agents with different
skills in order to satisfy the requirements imposed by a given task. We find this
alliance, known also as a coalition, by using a bipartite graph in which edges represent
the relation between agent capabilities and required resources for task execution.
Using this graph, we build a coalition whose total capability resources can satisfy the
task resource requirements. Also, we study the heterogeneity of the formed coalition
to analyze how it is affected for instance by the amount of capability resources present
in the agents.
viii
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Introduction
1.1 Motivation
During the last decade, technology has pushed the limits providing fast-response
sensors and actuators, low-weight high-efficiency batteries, and high-performance
embedded processors. At the same time, novel methods and strategies to control
and coordinate groups of robots have been developed and implemented. As a result,
networked robotic teams are now more capable of providing essential support to
human teams in a variety of civilian and military missions, such as urban search-
and-rescue, environmental surveillance, and target localization. The accomplishment
of these missions places special requirements on the robotic platforms that cannot
be easily fulfilled by a team of homogeneous robots. The introduction of robots
with different kinematics, sensing and communication capabilities increases the team
robustness with respect to the homogeneous counterpart. This allows to operate in
highly dynamic environments and to solve increasingly complex tasks. It is also more
cost-effective to coordinate a group of robots with limited individual capabilities than
to build and control a single powerful robot. In addition, it is impractical to develop
large teams of homogeneous robots at the same site, at the same time. A successful
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coordinated control and an effective selection of team members can facilitate further
research by allowing to easily pool heterogeneous robots to create teams for short-
notice task with minimal a priori information.
In multi-robotic systems, the term heterogeneity is used to describe a team of
robots that consists of agents with variations in their hardware structure (hardware-
based heterogeneity) and/or their mission objective (objective-based heterogeneity) [1].
Hardware heterogeneity includes, for example, different agent dynamics and distinct
sensing capabilities and communication ranges. With respect to objective-based
heterogeneity, the overall mission goal can be divided into multiple sub-objectives
which are assigned to each agent. A clear example of heterogeneity based on the
mission goal is the dynamic sub-task coordination of robotic team in the RoboCup
soccer competitions [2]. To exploit the benefits of employing heterogeneous multi-
robotic systems, two fundamental decisions should be made depending on the mission
to be accomplished: (i) the type of agents which will make up the team; and (ii) the
algorithms to be employed to drive the team.
About the latter, the difficulty in deriving suitable controllers for heterogeneous
robotic networks lies in handling the hardware variations to combine behaviors in
a way that the overall objective is achieved while properties like convergence or
stability are maintained. A significant amount of effort has been made to design
and implement control laws and coordination methods for a prescribed heteroge-
neous multi-agent system. Indeed, there are algorithms for teams of autonomous
heterogeneous agents to carry out a variety of tasks like sensor coverage [1], area
exploration [3] and connectivity maintenance [4], just to mention a few.
Selecting the team of robots which will execute a desired task is a critical step
before proceeding with the control strategy implementation. The formation of such
a multi-agent system depends mainly on the task requirements and the capabilities
available on the heterogeneous agents. The challenge of building a multi-robotic het-
erogeneous group is referred in the literature as the multi-robot coalition formation
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problem [5]. The general idea behind solving the coalition formation is choosing the
best group of agents to perform a task. An increase understanding of how a coalition
can be generated is beneficial since it enables, for instance, to dynamically add or
substitute agents in highly uncertain environments.
1.2 Problem Statement
By using multiple robotic platforms with different dynamics and capabilities, it is
possible to overcome the limitations imposed by a homogeneous team of agents try-
ing to accomplish a main mission, such as searching an area of interest, detecting
and tracking targets, or surveilling complex environments. A planned selection of
the heterogeneous team members together with an effective coordinated control al-
lows fully exploitation of the unique agent’s functionalities which is critical to the
success of the mission. We focus on a group of UAVs ,e.g., quadrotors, interacting
with a group of ground robots, e.g., OctoRoACHes [6], such that they coordinate
efforts to achieve a common goal. These platforms are shown in Figure 1.1(a). We
envision a scenario where this heterogeneous multi-robotic team extends the situa-
tional awareness of task forces in hazardous terrains and confined spaces like caves
or urban environments. This heterogeneous robotic network can provide operational
capabilities to first human responders that would be otherwise costly, or dangerous
to achieve.
Our main goal is to exploit the different dynamics, sensing and communication
functionalities of ground and aerial robotic platforms. Being more specific, we con-
sider that quadrotors can transport micro-sized ground robots to a target place as
cable-suspended loads. In the last decade, diverse efforts have been made to solve
the problem of cable-suspended load transportation using aerial robots. The lift of
the payload from the ground is not generally considered even though this maneuver
is critical before transporting the cargo. Therefore, it is important to model, analyze,
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Figure 1.1: (a) A group of OctoRoACH crawling robots together with a group of
quadrotors. (b) Mission scenario: a quadrotor used as communication relay for a
team of ground mobile sensors that are deployed to explore a disaster area. This
sketch also shows an optical wireless communication link between the quadrotor and
one of the mobile sensors.
and plan the lift of the cable-suspended load to guarantee a safe operation.
Once the ground robots are deployed, they can explore an area where predefined
regions of interest has to be sensed. In such operations, wireless communications
over the robotic network need to be reliable for coordination purposes. When the
transmission is through the air medium, and since we are dealing with multiple
vehicles, complications such as multi-path fading and shadow effects arise. These
phenomena create a variety of constraints on the possible relative positions of the
agents. Thus, we are interested in developing coordination strategies to enhance the
connectivity of the network while a common goal is achieved.
Mutual communication among flying/hovering quadrotors and ground-based mo-
bile sensors is fundamentally important, especially for cooperative autonomy. While
radio frequency (RF) communications is the common method, optical wireless (OW)
links have been proposed as an ideal complement to mitigate some of the weaknesses
of RF systems. Figure 1.1(b) shows a possible mission scenario. In this figure, the red
light beam between the quadrotor and one of the ground robots illustrates an optical
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wireless link between these two platforms. Hybrid RF/OW communications can offer
temporary large-scale data transfers within a mobile wireless network. Therefore, we
are motivated to study designs for an optical wireless link between an aerial and a
ground robotic platform. This type of link requires maintaining an adequate relative
transmitter-receiver position for reliable communications.
A critical step before proceeding with the implementation of coordinated control
algorithms is to select the best group of agents to perform a given mission. This
best group is generally known as a coalition, i.e., an alliance or union of different
species of agents that satisfies the requirements imposed by a mission. A continuous
understanding of how a coalition is formed is beneficial since it allows to dynamically
add or substitute agents on the fly in highly uncertain environments. Thus, it can
open the possibility of building teams for short-notice tasks. In addition, it is cost-
effective to coordinate a group of resource-bounded agents than operate a single
powerful agent. These are just few reasons why this topic remains an active area of
research. We also envision to analyze how the heterogeneity of the formed coalition
is affected by the resources required to perform a task and the ones available in the
potential coalition members.
1.3 Related Work
This dissertation builds on several areas of research, so we have divided the liter-
ature review in the following subsections: cable-suspended load aerial transporta-
tion, multi-robot coordination under communication constraints, optical wireless co-
mmunications for robotic agents, and multi-robot coalition formation.
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1.3.1 Cable-suspended Load Aerial Transportation
In the last decade, the field of aerial robotics has experienced a fast-growth, espe-
cially in the case of multi-rotor UAVs. Possibly the most common multi-rotor aerial
platform nowadays is the quadrotor, a simple machine which consists of four individ-
ual rotors attached to a rigid cross frame. Quadrotors have better 3-D mobility than
fixed-wing UAVs. Their traits (vertical take off and landing, hovering while chang-
ing its heading, flying ahead or laterally with the possibility of varying its height,
and carrying payloads) have opened a wide spectrum of applications ranging from
persistent surveillance [7] to interaction with external objects [8]. Among such ap-
plications, aerial load transportation has attracted the attention of several research
groups [9–18]. Two approaches have been mainly used for transporting the load.
The first one consists on equipping the quadrotor with grippers [9–12], so the load is
carried closer to its center of gravity slowing down the response of the vehicle. The
second is connecting the payload to the quadrotor by a cable [13–18] which preserves
its agility, but the cargo swing can affect the flying characteristics of the aerial robot.
Our work focuses on the problem of transporting cable-suspended loads. In [13],
the movement of the system (quadrotor plus suspended load) is restricted to the
XZ plane and a controller based on feedback linearization guides the quadrotor to
follow a series of waypoints or a predefined trajectory. Trajectory generation under
the assumption of minimal load swing at the end of a transport motion is addressed
for example by [14]. Dynamic programming and a discrete linearized model of the
quadrotor-load system are used to compute an optimal trajectory to be executed by
the aerial robot. A similar approach is presented in [15], but a reinforcement learning
technique is adopted to generate a swing-free optimal trajectory in a known obstacle-
filled environment. The definition and analysis of the hybrid model for the quadrotor
plus suspended-load system are introduced, for instance, by [17] to deal with the
case when the tension on the cable goes to zero. In this work, a geometric controller
is designed whereby local stability properties are achieved. A similar scenario is
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considered by [16] where a hybrid model is adopted for the quadrotor carrying a
cable-suspended load and the trajectory generation problem is formulated as a Mixed
Integer Quadratic Program. The general assumption of a massless cable is relaxed
in [18] where the cable connecting the load with the aerial robot is modeled as
serially-connected links. Also, geometric control is used to stabilize the vehicle in
order that the links are aligned in their vertical position below the quadrotor.
1.3.2 Multi-robot Coordination under Communication Con-
straints
Coordinated control refers to the ability of a team of robots to work together in order
to accomplish a task [19]. Typical coordination tasks for a multi-robot network in-
clude sensor coverage [1], area exploration [20], and flocking control [21], to mention
a few. In these applications a multi-robot team is generally deployed in an envi-
ronment populated with obstacles. Thus, the robotic agents experience uncertainty
in communication, navigation and sensing. For example, the robots have to move
towards a region of interest while avoiding collisions with obstacles and other robots.
At the same time, the objects in the environment can create phenomena like shadow
effects and secondary reflections which degrade the performance of the inter-agent
wireless communication. Consequently, the coordinated control of the multi-robot
network should incorporate wireless communication constraints.
The objective of maintaining connectivity together with additional requirements
like collision avoidance of a multi-agent system has been extensively studied in the
literature. Fink et al. [19] demonstrate that a team of networked robots can main-
tain end-to-end connectivity in complex environments while they move to accomplish
their pre-assigned task. Decentralized controllers based on navigation functions for
a group of robots are developed in [22] to satisfy individual sensing goals while some
neighborhood connectivity relationships are maintained. In [23], communication
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range and line-of-sight are used as motion constraints for a swarm of point robots
which goes from an initial to a final configuration in a cluttered environment. Rooker
and Birk [24] introduce a multi-robot exploration algorithm that uses a utility func-
tion built taking into account the constraints of wireless networking. Monitoring the
communication link quality or the construction of a signal strength map are strate-
gies described in [25] for a good link quality maintenance in the deployment of a
mobile robot network.
The use of heterogeneous robots to enhance the communications capabilities of
the whole multi-robot network has attracted significant attention because it brings
new research challenges compared with its homogeneous counterpart. Indeed, the in-
troduction of robots with different kinematics, sensing and communication resources
increases the team robustness to operate in highly dynamic environments. Cortez
et al. [1] describe a mobile communication relay to a network of sensors and derive
connectivity constraints among the network members. Moreover, these constraints
are used to maximize the feasible motion sets of the sensing agents. In this work, the
network is assumed to move in a free-obstacle environment and its agents are con-
sidered as point robots. In [4], a team of UGVs performs a collaborative task while
a team of UAVs is positioned in a configuration so that they optimize the communi-
cation link quality to support the team of UGVs, but the authors assume that the
UGVs are static to guarantee the connectivity of the UAV-UGV network. By use of a
heterogeneous robotic system, a search/pursuit scenario is implemented in [3], where
a control algorithm guarantees a certain level of Signal-to-Interference plus Noise
Ratio (SINR) among the members of the system. Even though the field-of-view of
the sensors in the network is considered, the geometry of the agents is neglected.
Communication maintenance for a group of heterogeneous robots is enforced in [26]
by a passivity-based decentralized strategy. This approach allows creation/deletion
of communication links at any time as long as global connectivity is preserved, but
the strategy is not tested in the case that the network has a main goal like sensing
on top of maintaining connectivity.
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1.3.3 Optical Wireless Communications for Robotic Agents
The standard communication technology for wireless operation of robotic platforms
is radio-frequency (RF). However, this technology has some limitations including
security issues, congested spectrum, and can generate unwanted interference in sen-
sitive environments. At higher frequencies, such as microwave, small scale fading
and penetration loss dominate the propagation and result in significant signal atten-
uation and distortion, especially indoors. Due to these limitations, optical wireless
(OW) communications has been proposed as a complement technology to RF sys-
tems [27–29]. The underlying concept of OW technology is very simple: utilize
optical beams to transmit data through the air from one point to other. This tech-
nology has unique advantages over RF such as a wide unlicensed spectrum, lighter
and smaller components, relatively simple processing on data transmission/reception,
and a high level of security against jamming and network sniffing because of the nar-
row and high directionality of the optical beam. Indeed, free-space optical (FSO)
links have augmented the capacity and capability of RF networks [30]. These hybrid
OW/RF systems can offer temporary point-to-point high throughput links within
the network. In addition, indoor OW systems are currently being revisited as part
of the visible light communication (VLC) framework that aims to combine lighting
and communications employing commercially visible light emitting diodes [31, 32].
Furthermore, wireless ultraviolet (UV) technology offers the potential of overcome
the line-of-sight (LOS), pointing, acquisition and tracking limitations of optical com-
munication systems [33, 34]. Novel free-space optical (FSO) systems are also under
development at the Connectivity Lab at Facebook [35]. This lab seeks to develop
new technology for deploying Internet infrastructure to provide affordable connec-
tivity access all over the world.
For robotic platforms, OW communications has been principally explored and
applied in the case of underwater vehicles. Since RF is not effective underwater and
acoustic-based communication has slow data rates with high latency, OW technol-
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ogy has become an attractive alternative solution for wireless data transmission in
aquatic settings. The design and control algorithms of an autonomous underwater
vehicle equipped with an hybrid acoustic/optical communication system is detailed
in [36, 37]. Furthermore, [38] presents a real-time video streaming solution for this
underwater vehicle based on a VLC system. In [39], the architecture of a visible-light
link for underwater robots is explained. This link can be employed for the dual-use of
communication and localization of a mobile aquatic robot. The design and develop-
ment of a small size LED-based communication system for autonomous underwater
vehicles is discussed in [40].
In the case of land applications, OW communications has been proposed to pro-
vided coherent connectivity to large numbers of compact nodes which form a mobile
ground sensor network [41]. Also, OW systems has been employed for the remote
control of small ground robots as in the case of an iRobot PackBotr [42]. Thanks to
the payload of this robot, a sturdy system for active pointing and tracking has been
implemented and mounted on top of the robot. Similarly, a hybrid FSO/RF trans-
mission system for the deployment of a network of Pionner P3-AT robots is proposed
in [43]. Here, vision-based alignment and routing protocols are used to establish op-
tical links among the network. To the best of our knowledge, OW communication
systems have not been proposed or studied yet for the case of a heterogeneous robotic
team of aerial and ground vehicles.
1.3.4 Building Multi-robot Coalitions
Picking the team of agents which will execute a desired task is a critical step before
proceeding with the implementation of coordination algorithms. The problem of
forming such a multi-agent system is known as the multi-agent coalition formation
problem [5, 44]. Coalition is a term that states alliance or union among different
species in a biological domain. The general idea behind the coalition formation of
agents is to select the best agents to perform a task. Thus, the members of the
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coalition can assemble their complementary capabilities to satisfy the requirements
imposed by a given mission. A better understanding about how to form coalitions
will facilitate picking up teams of robots having possibly very minimal a priori in-
formation of the environment or the whole mission goal. In addition, it will allow
integrating new agents into existing heterogeneous robotic teams in order to perform
efficiently under dynamic or uncertain conditions.
It is well known that the optimal solution for the multi-agent coalition problem
is NP-hard [45]. However, closer problems such as Set Partitioning and Set Covering
have been extensively studied and many heuristics for approximate solutions of the
coalition formation problem have been proposed [5, 45]. However, as noted in [44],
many of these algorithms cannot be applied directly for the case of multi-robot sys-
tems since end effector resources and sensing capabilities are not transferable between
robots. In the last years, several of the approaches to multi-agent coalition formation
have been modified to facilitate its application in the multi-robot domain [44,46,47].
For example, the authors in [44] expand the well-known Shehory algorithm for gen-
erating a multi-agent coalition to the case of robots by adapting, for instance, its
task and communication format. Also, bio-inspired optimization algorithms [48] and
game theory approaches [49] have been applied to solve this problem for the case
of robots. In [48], ant colony optimization is combined with a simulated annealing
technique to address the general combinatorial problem associated with multi-robot
coalition formation. An evolutionary stable strategy from Game Theory is applied
in [49] to built coalition of robots for the task of detection and capture of an intruder.
1.4 Contributions
A common assumption when solving the problem of transporting a cable-suspend
load using a quadrotor is that the system is always in the air, so the lift of the
load from the ground is not generally considered. However, aerial cargo lifting is a
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fast and efficient way to move materials to locations beyond the practical reach of
perimeter cranes. Furthermore, this maneuver is critical before transporting the pay-
load. For example for cargo lifting using helicopters, the vehicle has to be over the
load before the helicopter starts to lift according to safety regulations for these types
of operations [50, 51]. To the best of our knowledge, the problem of autonomously
lifting a cable-suspended load by a quadrotor UAV has not been discussed in the
literature yet. The quadrotor plus cable-suspended load system experiences switch-
ing dynamics during the lifting. This switching behavior arises when, for instance,
the cable goes instantaneously from being slack to being taut, i.e., the cable tension
jumps from zero to a non-zero value, while the quadrotor is climbing. In addition,
the system experiences another state jump when the load is not in contact with the
ground anymore. Indeed, this second switching condition has not been considered in
the hybrid model introduced in the literature for the cable-suspended aerial trans-
portation system [16, 17]. Due to these transitions, the lift maneuver can be broken
down into a collection of simpler discrete states or modes with different dynamics
for each one. Thus, we decompose the lift maneuver into modes that characterize
the dynamics of the quadrotor-load system at particular operation regimes. Further-
more, we define a hybrid system based on these modes and show that this hybrid
model is differentially-flat according to the definition given by [17]. This property
facilitates the generation of trajectories since a smooth trajectory with reasonably
bounded derivatives can be followed by a differentially-flat system. Therefore, we
generate a minimum jerk trajectory using a series of waypoints associated with the
modes of the lift maneuver. Then, we designed a nonlinear controller that enables the
tracking of the generated trajectory. Also, we present the experimental evaluation
of the proposed approach by using a commercially-available micro-scale quadrotor
UAV to lift a cable-suspended load from the ground.
By combining the lift maneuver with the work in cable-suspended load trans-
portation using aerial robotic, it is possible to deploy a group of small ground robots
for carrying out sensing or search missions in complex environments. Once they are
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deployed, we propose a control strategy to enhance connectivity of this network of
robots while a number of regions of interest are sensed. We consider that the aerial
robots are better equipped to relay information over longer distance. On the other
hand, the ground mobile vehicles have better sensing capabilities. This allows that
the ground mobile sensor network spreads out more effectively around the mission
space. Our algorithm takes into account the geometry of the sensor field-of-view
(FOV) and of the robotic platforms. Also, it guarantees inter-robot collision avoid-
ance as well as collision avoidance with general shaped obstacles in the environment.
We use potential field methods to coordinate the ground mobile sensors, so they
move toward the regions of interest, avoiding obstacles and inter-agent collisions.
The same method is applied to control one aerial communication relay to maintain
connectivity among the ground sensors and a fixed base station. We extend our
approach to the case of multiple aerial relays employing a cooperative reinforcement
learning (RL) technique to dynamically relocate the relays in such a way that the
whole multi-robot stays connected. In particular, our algorithm seeks to increase the
received signal strength (RSS) among the relays and the sensors. RSS is a reasonable
proxy for link quality, so by improving the RSS, it is possible to enhance connectivity
in networked robotic teams [52,53].
Mutual communication among flying and ground robots is required for coordi-
nated task execution. While the standard communication technology for this goal
is RF, OW technology is the perfect complement to augment the capacity of RF-
based networks. Thus, we envision integrating OW systems into heterogeneous mo-
bile robotic platforms; specifically, flying robots carrying optical transmitters and
ground robots equipped with optical receivers. We consider an OW link which pro-
vides a secure communication channel while RF provides mutual, global or other
perhaps less secure communications. Such hybrid communication system will ex-
pand the capabilities of such wireless heterogeneous robotic networks. To the best
of our knowledge, OW communications has not been proposed for the case of a
robotic team of aerial and ground vehicles. Possibly the major shortcoming of OW
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technology that has been delayed its mobile application is the line-of-sight (LOS)
pointing and tracking requirement. Indeed, this challenge has to be addressed to
fully exploit the benefits of the optical link. We present our approach to address the
problem of tracking a ground receiver by an aerial transmitter in order to establish
a point-to-point optical communication link. Based on the optical link model, we
establish a connectivity cone over the receiver where a minimum transmission rate is
guaranteed. We consider that only noisy measurements of the receiver position are
available for the transmitter. Using Bayesian methods, we compute an estimation
of the location of the connectivity cone. Then, we develop a control to reduce the
distance between the aerial transmitter and the cone. Once the transmitter is within
the cone, the control acts to optimize the possible communication rate. Also, we
consider that a ground sensor and an aerial vehicle are both equipped with a hybrid
RF/optical communication system - RF for low bandwidth transmission and optical
for high rate transfer. A challenging problem is positioning the flying robot within
optical communication range, especially when the distance is large and the sensor
location is unknown. Thus, we propose a solution to the problem of autonomously
localizing the sensor node relative to the aerial vehicle. We take advantage of the
hybrid communication scheme by developing a control strategy that uses the radio
signal to guide the aerial platform to the sensor node. Once the optical-based signal
strength is over a desired threshold the robot hovers within optical range.
One critical step to exploit the distinct resources available on a set of agents is to
form an alliance of agents that satisfies the requirements imposed by a given mission.
Therefore, we study the coalition formation problem and propose a solution using a
weighted bipartite graph which expresses the relation between the resources required
to execute a task and the capabilities available in each one of the possible agents. This
bipartite graph enables to form a coalition whose total capability resources satisfy
the resource requirements imposed by the given task. In addition, we measure the
heterogeneity of the formed coalition and analyze how it is affected by the resources
required by the task and the resources present in the agents.
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1.5 Overview
In Chapter 2, we discuss our approach to perform autonomously the lift maneuver of
cable-suspended load by an aerial robot. Indeed, the proposed control methodology
is able to carry-out the lift maneuver even when the load mass is unknown. Chapter
3 details a coordinated control algorithm for a network formed by a group of ground
mobile robots and a group of aerial communication relays which are deployed in a
cluttered environment to sense areas of interest. The study of the design of an OW
communication link between an aerial and a ground robot is explained in Chapter 4.
Also, our control strategy to solve the line-of-sight pointing and tracking requirement
for establishing a reliable OW link is part of this section. Our proposed approach
to solve the multi-robot coalition problem based on weighted bipartite graphs is
presented in Chapter 5. Moreover, we analyze in this section how the heterogeneity
of the coalition is affected by the conditions required by the task and the amount of
resources present in the agents. Finally, Chapter 6 provides our concluding remarks
and potential future work directions.
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Chapter 2
Autonomous Lift of a
Cable-Suspended Load
Unmanned rotorcraft vehicles are better suited for a variety of applications than
unmanned fixed-wing systems. For example, autonomous cargo delivery using robo-
copters has been successfully evaluated for delivering pallets of cargo to remote mili-
tary bases [54], see Figure 2.1(a). A particular type of unmanned rotorcraft vehicle,
the quadrotor, has been extensively used by academic and governmental research
groups worldwide showing its capability for aerial manipulation [55], aerial construc-
tion [12], and cable-suspended load transportation [14]. In the last years, diverse
efforts have been made to solve the problem of manipulating a cable-suspended load
with quadrotors [14,17,56–61]. A common assumption when dealing with this prob-
lem is that the load is always in the air. To the best of our knowledge, how the lift
maneuver can be performed autonomously has not been addressed in the literature
yet. During this critical maneuver before transporting the load, the quadrotor-load
system experiences switching conditions. For example, the cable goes instantaneously
from being slack to being taut. This transition is known as cable collision [62]. Fur-
thermore, the system has another state jump when the load is not in contact with
the ground anymore. Because of these transitions, the maneuver can be broken down
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into a collection of modes with different system dynamics for each one. Decomposing
the maneuver simplifies the planning and control of the overall system. A similar
approach has been used successfully in a variety of applications including backflip
maneuvers for quadrotors [63] and aircraft trajectory planning [64].
(a) (b)
Figure 2.1: (a) The K-MAXr developed by Lockheed Martin Corporation. It has
been successfully tested for remote controlled cargo delivery. (b) A quadrotor with
an attached cable-suspended load which is lying over the ground.
{
W
}
and {B}
are the inertial and body-fixed coordinate frames, respectively.
Therefore, we decomposed the lift maneuver into simpler hybrid modes: Setup,
Pull and Raise, which represent the dynamics of the system at particular operation
regimes. We define a hybrid system for the lift maneuver and we demonstrate that
the hybrid model is indeed a differentially-flat hybrid system according to the def-
inition given in [17]. The flatness property facilitates the generation of trajectories
since a smooth trajectory with reasonably bounded derivatives can be followed by the
system. Thus, we generate a minimum jerk trajectory based on a series of waypoints
related to the decomposition of the lift maneuver. A nonlinear geometric controller
enables the tracking of the generated trajectory which is validated by numerical sim-
ulations. Furthermore, we modify the control design to verify the proposed approach
by carrying out experiments on an actual quadrotor with a cable-suspended load.
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This chapter is based on our work published in [65,66].
2.1 Preliminaries
We consider a scenario where a quadrotor has a point-mass load attached by a
massless and unstreatchable cable. We assume the cable is attached to the center of
mass (CoM) of the quadrotor and the load mass is less than the maximum payload of
the quadrotor. Also, we consider that the air drag is negligible. Figure 2.1(b) shows
the system together with the inertial coordinate frame
{
W
}
, and the body-fixed
frame {B}. The origin of {B} coincides with the CoM of the quadrotor. Based on
Figure 2.1(b), we introduce first the following definitions:
{xW ,yW , zW } unit vectors along the axes of
{
W
}
,
{xB ,yB , zB} unit vectors along the axes of {B} with respect to
{
W
}
,
mq ∈ R>0 mass of the quadrotor,
J ∈ R3×3 inertia matrix of the quadrotor with respect to {W },
rq,vq ∈ R3 position and velocity of the quadrotor with respect to{
W
}
, rq = [xq yq zq]
T and vq = [x˙q y˙q z˙q]
T ,
R ∈ SO(3) rotation matrix from {B} to {W },
Ω ∈ R3 angular velocity of the quadrotor in {B},
F ∈ R≥0 total thrust produced by the quadrotor,
M ∈ R3 moment produced by the quadrotor,
ml ∈ R>0 mass of the load,
rl,vl ∈ R3 position and velocity of the load with respect to
{
W
}
,
rl = [xl yl zl]
T and vl = [x˙l y˙l z˙l]
T ,
` ∈ R>0 length of the cable, and
T ∈ R≥0 tension on the cable.
Now, let {e1, e2, e3} be the three coordinate axis unit vectors without a frame of
reference, i.e., e1 = [1 0 0]
T , e2 = [0 1 0]
T and e3 = [0 0 1]
T , then algebraically in
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{
W
}
xW = e1,yW = e2, and zW = e3. (2.1)
This implies by construction that
xB = Re1,yB = Re2, and zB = Re3. (2.2)
One of the transitions that the quadrotor-load system experiences during the lift
maneuver is the jump of the cable tension T from zero to a nonzero value. This
happens when the cable goes instantaneously from being slack to being taut. This
transition is known as cable collision [62] and because of it, we need to consider the
models of the quadrotor with and without a cable-suspended load.
2.1.1 Quadrotor Dynamics
The equations of motion of the quadrotor without carrying any load are the ones
defined when just the quadrotor is under consideration and they can be written
as [67,68]
r˙q = vq,
mqv˙q = −mqgzW + FzB , (2.3)
R˙ = RΩˆ,
JΩ˙ = −Ω× JΩ + M,
where g is the constant gravitational acceleration, and the hat map ·ˆ : R3 → SO(3)
denotes the skew-symmetric matrix defined by the condition that Ωˆb = Ω × b for
the vector cross product of Ω and any vector b ∈ R3 [67].
2.1.2 Quadrotor-Suspended-Load Dynamics
When the quadrotor is carrying a cable-suspended load, the cable tension is nonzero
and the load is on the air. Then, the dynamics of the quadrotor and the load can be
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written down using the tension in the cable [17]
r˙q = vq,
mqv˙q = −mqgzW + FzB − Tµ,
R˙ = RΩˆ, (2.4)
JΩ˙ = −Ω× JΩ + M,
r˙l = vl,
mlv˙l = −mlgzW + Tµ.
Here, µ is the unit vector from the load to the quadrotor. For this system, the
quadrotor and load positions are related by
rq = rl + `µ. (2.5)
2.2 Lift Maneuver
In this section, we first formulate the problem of lifting a cable-suspended load by a
quadrotor UAV and then we decompose the lift maneuver into three modes: Setup,
Pull and Raise which represent the dynamics of the whole system in specific regimes
during the maneuver.
2.2.1 Problem Statement
Starting with the quadrotor hovering at a given altitude not necessarily right on top
of the load, see Figure 2.1(b), the goal is to lift the load until it reaches a predefined
height denoted as h. Since the quadrotor has attached the cable-suspended load
since the beginning, the relative quadrotor-load distance cannot be more than a
cable-length apart. Also, we consider that the mass of the load ml is unknown.
Under these conditions, we formulate the lifting problem.
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Problem 2.1. Having a cable-suspended load lying on the ground at the initial posi-
tion rl0 which is attached to a quadrotor UAV hovering at the position rq0 such that
‖rq0 − rl0‖ < `, (2.6)
the quadrotor has to lift the load until it reaches the final position
rlf = rl0 + hzW (2.7)
assuming that the load mass is unknown.
Remark 2.1. According to (2.6), the quadrotor does not start right on top of the
cable-suspended load with the cable tensioned. However, the aerial robot has to reach
this position before proceeding to lift the load according to safety guidelines for aerial
transportation of external payloads [50, 51]. In fact, the quadrotor can exert the
highest lift force when it is right over the load with the cable fully extended. We
denote this position as rpull and it is given by
rpull = rl0 + `zW . (2.8)
In Section 2.2.2, we design the hybrid system that models the lift maneuver.
Subsequently, in Section 2.4, we present the methodology to perform this maneuver
under the assumption of no knowledge of the load mass. We use a least-squares
method to estimate the mass of the system and from there the load mass since the
mass of the quadrotor is known. The simulation and experimental results are detailed
in Sections 2.5 and 2.6, respectively.
2.2.2 Lift Maneuver Modes
The modes of the lift maneuver are sketched in Figure 2.2. These modes are Setup,
Pull and Raise. We break down the lift maneuver into these simpler modes to char-
acterize the dynamics of the system in specific regimes during the maneuver. This
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(a) (b) (c)
Figure 2.2: The lift maneuver: (a) Setup, (b) Pull, and (c) Raise. The initial state
of the system is illustrated in (a).
decomposition is due to the jump from zero to nonzero cable tension and because of
the load transition from being in contact with the ground to be in the air. Further-
more, the aerial robot has to be over the load before starting to lift it according to the
safety regulations for the aerial transportation of external payloads [51]. Therefore,
the Setup and Pull are modes where the quadrotor gets ready to lift the load, while
the Raise mode is where the payload is finally lifted to the final position rlf .
Setup
From condition (2.6), the quadrotor starts at an initial position where the cable is
not fully extended. Therefore, the cable tension is equal to zero, see Figure 2.2(a).
Due to this condition, the quadrotor and the attached payload can be considered
as separate systems. Thus, the dynamics of the aerial vehicle are the ones given in
(2.3), while the load is at rest. Then, the equations of motion for this mode can be
Chapter 2. Autonomous Lift of a Cable-Suspended Load 25
written as
r˙q
v˙q
R˙
Ω˙
r˙l
v˙l

=

vq
−ge3 + FmqRe3
RΩˆ
J−1 (−Ω× JΩ + M)
0
0

. (2.9)
The system jumps to the next mode, Pull, when the quadrotor and the load are
exactly a cable-length apart, i.e., when the cable is fully extended. We can express
this condition as
‖rq − rl‖ ≥ `. (2.10)
When condition (2.10) holds, the cable jumps from being slack to be taut. This
jump, known as cable collision, causes that the positions of the aerial vehicle and
the load remain the same, but their change in velocity can be modeled as a perfectly
inelastic collision [62]. For the next derivations, we follow closely the work made
by [62]. Any collision, elastic or inelastic, can be modeled using the conservation of
momentum. Thus, the relation between translational velocity before and after the
impact can be described by
+vq =
− vq +
δ
mq
µ, and (2.11)
+vl =
− vl − δ
ml
µ, (2.12)
where δ is the impulse of the collision. Here, the pre-superscript − (+) denotes the
situation just before (after) the collision. The relative velocity of the two attachment
points on the cable (one in the quadrotor and the other in the load) characterizes an
impact by
−ke
(−vq − −vl) · µ = (+vq − +vl) · µ, (2.13)
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where ke ∈ [0, 1] is the elasticity constant such that ke = 0 describes a perfect
inelastic collision and ke = 1 describes a perfect elastic collision. The cable collision
is modeled as a perfect inelastic collision in order to ensure that +vq −+ vl = 0.
Replacing (2.11) and (2.12) into (2.13), the impulse δ can be isolated. Since the load
is at rest before the perfect inelastic collision, we get
δ = −mqml
−vq · µ
mq +ml
. (2.14)
By using (2.14), one can determine the impulse from the cable collision and then
applying (2.11) and (2.12), it is possible to compute the states after the transition.
Pull
The quadrotor is over the load with the cable fully extended at this mode, so T 6= 0.
Even though the cable tension T is not any more zero, it could be not enough to lift
the payload. Thus, the load is still on the ground. Furthermore, the forces acting on
the quadrotor-load system are balanced and the whole system is motionless. Since
the system is at equilibrium, we get that
−mqge3 + FRe3 − Tµ = 0,
and solving for the tension, we obtain
T = ‖FRe3 −mqge3‖. (2.15)
Thus, the total thrust F has to be increased in order to increment the tension on
the cable and then lift the load. Once T is slightly over the load weight mlg, there
is enough tension that the cable-suspended load starts being lifted. Therefore, we
define the condition
T > mlg (2.16)
as an indication to jump to the Raise mode. On the other hand, the transition from
Pull back to Setup occurs when the cable tension becomes zero, i.e., when the cable
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returns to be slack. This condition can be expressed as
T ≤ , (2.17)
where  is small and positive. Notice that the quadrotor and load positions are
related in this mode by (2.5) since the cable is fully extended.
Raise
At this stage, the load is in the air with the quadrotor over it with the cable
completely taut (Figure 2.2(c)). Thus, the equations of motion are given by the
quadrotor-suspended-load dynamics given in (2.4) from where we get that

r˙q
v˙q
R˙
Ω˙
r˙l
v˙l

=

vq
−ge3 + FmqRe3 − Tmqµ
RΩˆ
J−1 (−Ω× JΩ + M)
vl
−ge3 + Tmlµ

. (2.18)
From the last component of (2.18), it is possible to find the cable tension during this
mode obtaining
T = ‖mlv˙l +mlge3‖. (2.19)
The cable is also fully extended in this mode, so the quadrotor and load positions are
related by (2.5). In addition, the system goes back to the Pull mode when the load
is again over the ground. We can capture this condition by the following relation
|zl − zl0 | ≤ . (2.20)
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Figure 2.3: The lift maneuver represented as a hybrid system. The definitions of its
discrete and continuous states, vector fields, domains, edges, guards, and reset maps
are given in Section 2.3.
2.3 Differentially-Flat Hybrid System
Based on the decomposition of the lift maneuver presented in Section 2.2, we define a
hybrid system (see Figure 2.3). Following the hybrid automaton representation [69],
we define the hybrid model as the tuple
H = (Q ,X ,U, f ,Dom ,E ,G ,R , Init ),
where
• Q = {Setup, Pull, Raise} is the set of discrete states,
• X = SO(3)× R15 is the set of continuous states with the state x ∈ X defined
as x = {rq,vq,R,Ω, rl,vl},
• U = R4 is the set of input variables and we define u = [F MT ]T ∈ U as the
control input of the system,
• f (Setup,x,u) given by (2.9), f (Pull ,x,u) = 0, and f (Raise,x,u) given by
(2.18) are the vector fields,
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• Dom(Setup) = {x ∈ X | vl = 0 and ‖rq − rl‖ < `} ×U,
Dom(Pull) = {x ∈ X | vq = vl = 0 and rq = rl + `µ} ×U, and
Dom(Raise) = {x ∈ X | rq = rl + `µ} ×U are the domains,
• E = {(Setup, Pull), (Pull, Setup), (Pull, Raise), (Raise,Pull)} is the set of
edges,
• G(Setup, Pull) = {x ∈ X ,u ∈ U | ‖rq − rl‖ ≥ `},
G(Pull, Setup) = {x ∈ X ,u ∈ U | T ≤ },
G(Pull, Raise) = {x ∈ X ,u ∈ U | T > mlg}, and
G(Raise, Pull) = {x ∈ X ,u ∈ U | |zl − zl0| ≤ } are the guard conditions,
• the reset map R (Setup, Pull) is given by (2.11) and (2.12) where δ can be
found using (2.14), while we assume that R (Pull, Setup), R (Pull, Raise), and
R (Raise, Pull) are the identity map, and
• Init = {Setup} × {x ∈ X | vl = 0 and ‖rq0 − rl0‖ < `} is the set of initial
states.
Notice that the hybrid system H has a non-identity reset map only for the transition
from Setup to Pull. Also, G(Pull, Setup) and G(Pull, Raise) are not state-based
guard conditions. They depend on the tension value which can be found by (2.15)
for the Pull mode. This hybrid model is a more complete version than the one that
we introduced in [66] for the planar case of the lifting problem. For example, both
edges (Pull, Setup) and (Raise, Pull) as well as their guards and reset maps have
been added in this paper. As compared with hybrid models for a quadrotor carrying
a cable-suspended-load found in the literature [16, 17], our hybrid automaton H
considers also the transition from having the load on the ground to having it on the
air and not only the jump from zero tension to nonzero tension.
Next, we introduce the definition of differential flatness for the case of a hybrid
system. Then, we demonstrate that indeed H is a differentially-flat hybrid system.
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Definition 2.1 (Differentially-flat hybrid system [17]). In general, a system is diffe-
rentially-flat if its state and inputs can be written as functions of the selected outputs
and their derivatives. In the case of a hybrid system, each discrete mode has to
be differentially-flat with the guards being functions of the flat outputs and their
derivatives, and the flat outputs of one mode arise as smooth functions of the flat
outputs of the previous mode through the transition or reset map between both modes.
Lemma 2.1. The hybrid system H is a differentially-flat hybrid system.
Proof. First, we show that each discrete mode, Setup, Pull, and Raise, are differen-
tially flat. For the Setup mode, we select Ysetup = {rq, ψ} as the set of flat outputs
where ψ is the yaw angle of the quadrotor. Notice that the state of the load is always
equal to zero in this mode since the load is at rest, so vl = 0. Thus, it suffices to show
that Ysetup is a set of flat outputs for the quadrotor. Indeed, this has been already
proved by [70]. Therefore, the Setup mode is differentially flat. For the Pull mode,
we choose Ypull = {rq, ψ} as the set of flat outputs. The load is also motionless at this
mode. Thus, based on the same reason as for the previous mode, the Setup mode is
also differentially flat. For the Raise mode, we choose Yraise = {rl, ψ}. The position
and velocity of the load can be obtained from Yraise and Y˙raise. For the quadrotor,
first we need to express µ as function of the flat input and its derivatives. From the
hybrid system model, the vector field of this mode is given by (2.18). Using the last
component of this vector field, we find that
µ =
r¨l + ge3
‖r¨l + ge3‖ . (2.21)
Thus, µ is a function of the second derivative of the flat output. For this mode,
the quadrotor is a cable-length apart from the load, see Section 2.2.2. Indeed, their
positions are related by (2.5). Replacing (2.21) into (2.5), we get the position of the
quadrotor
rq = rl + `
r¨l + ge3
‖r¨l + ge3‖ . (2.22)
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Therefore, rq is a function of the flat output and its second derivative. All remaining
quantities, vq, R, Ω, F , and M, can be determined from the knowledge of rq and ψ
since these are flat outputs for the quadrotor.
We have demonstrated so far that the discrete modes of H are differentially-flat.
Now, we check the guard conditions. Since G(Setup, Pull) and G(Raise, Pull) are
state-based, both guards are clearly functions of their respectively flat outputs, Ysetup
and Yraise, and their corresponding derivatives. The other two guard conditions,
G(Pull, Setup) and G(Pull, Raise), are for the Pull mode and they depend on the
cable tension. Indeed, the tension on the cable for this mode can be find applying
(2.15) which depends on R and F . As we already shown, these two quantities can
be written as functions of the set of flat outputs Ypull and their derivatives. Hence,
the cable tension can be fully determined by knowing Ypull. As a result, the guards
G(Pull, Setup) and G(Pull, Raise) are functions of the set of flat outputs Ypull and
their high-order derivatives.
The map Ypull to Yraise and vice versa are the identity since R (Pull, Raise), and
R (Raise, Pull) are the identity reset map. Similarly, we have for Ypull to Ysetup. For
Setup to Pull, the reset map given by (2.11) and (2.12) where δ can be found using
(2.14) help to make the transition from Ysetup to Ypull.
Consequently, we know for H that its discrete modes are differentially-flat, its
guards are functions of the selected flat outputs for each mode and their correspond-
ing derivatives, and the selected flat output for every mode arises from the flat output
of the previous mode according to the reset maps. Hence by Definition 2.1, H is a
differentially-flat hybrid system.
2.4 Control Methodology
The overall structure of the control methodology presented in Section 2.4 is illustrated
in Figure 2.4(a). In this section, first we detail the generation of a reference trajectory
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rrefq to drive the system into the modes of the lift maneuver. Second, we design a
geometric controller similar to the one presented in [68, 70] which can follow the
prescribed trajectory rrefq . Finally, we present an estimator of the load mass which
can be used in the cases where it is unknown.
(a) (b)
Figure 2.4: (a) Block diagram of the control methodology. (b) A planar quadrotor
with an attached cable-suspended load. F1 and F2 ∈ R are the force produced by
each motor. The total thrust produced by the quadrotor is given by F = F1 + F2
and M = d(F2−F1) is the torque produced by the quadrotor. Here d is the distance
between the quadrotor CoM and each rotor axis.
2.4.1 Trajectory Generation
Building on the results of Section 2.3, we consider a trajectory in the space of flat
outputs such as
Y (t) : [0, tf ]→ R3 × SO(2),
where
Y (t) =
[
xq(t) yq(t) zq(t) ψ(t)
]T
.
Since a change in the yaw angle does not have any effect on the lift maneuver,
we assume that ψ(t) = 0◦ all the time. Thus, we need to create a trajectory to
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Figure 2.5: Overview of the trajectory required to execute the lift maneuver.
perform the lift maneuver just for the quadrotor position rq(t) = [xq(t) yq(t) zq(t)]
T .
Furthermore, minimizing the fourth derivative of the position (the derivative of the
acceleration known as jerk) ensures a smooth trajectory for the quadrotor [71]. Next,
we present our method to generate an optimal minimum jerk trajectory.
Related to each discrete state of the hybrid system, there are reference posi-
tions for the quadrotor that can be used to generate a trajectory to execute the lift
maneuver. These waypoints are:
1. associated with the Setup mode, the initial position rq0 which satisfies condition
(2.6),
2. with the Pull mode, the position rpull where the quadrotor can exert the highest
lift force and it is given by (2.8), and
3. with the Raise mode, the final position rqf which relates the desired final
position of the load with the final position of the quadrotor and it is
rqf = rlf + `e3. (2.23)
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We consider the second waypoint rpull as a viapoint between rq0 and rqf , i.e., a
point prior to reach the final quadrotor position. Thus, we generate a trajectory
that starts at rq0 , passes through rpull, and ends at rqf (see Figure 2.5). We assume
that the aerial vehicle stops at the viapoint rpull and ends at rest at the final goal
point rqf . Therefore, we have two segments in our trajectory: from rq0 to rpull and
from rpull to rqf , where the quadrotor starts and ends at rest for both cases. Since
the generation of the trajectory is identical for both segments and for all the three
coordinates, we take as an example the case for xq, the x-axis component of rq. Let
s be the state defined as
s =
[
s1 s2 s3
]T
=
[
xq x˙q x¨q
]T
,
then we define the dynamics of s as
s˙ =
[
s2 s3 u
]
, (2.24)
with the initial condition s(0) = [x0 0 0]
T . Notice that
...
x q = s˙3 = u is the jerk.
We want to minimize with respect to u the following cost function
J =
∫ tf
0
u2dt, (2.25)
having as final state constraint s(tf ) =
[
xf 0 0
]T
. Here, tf and xf are the desired
final time and position, respectively. This constraint has to be satisfied without
error, so it is a hard constraint [72,73].
We follow the methodology explained in [73] in order to find the solution of our
continuous-time optimization problem. The Hamiltonian H for our case is
H = u2 + λ1s2 + λ2s3 + λ3u, (2.26)
where λ1, λ2, λ3, are the adjoint variables which form the vector λ = [λ1 λ2 λ3]
T
which is known as the adjoint vector. The optimal value of u (denoted as u∗) can be
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found by solving
s˙ =
∂H
∂λ
=
[
s2 s3 u
]T
,
λ˙ = −∂H
∂s
=
[
0 −λ1 −λ2
]T
, (2.27)
0 =
∂H
∂u
= 2u+ λ3.
The last equation in (2.27) indicates that u∗ = −λ3
2
, so we need to find λ3 to deter-
mine its optimal value. Replacing u∗ into the first equation of (2.27) yields the state
and the adjoint equations
s˙ =
[
s2 s3 −λ32
]T
, and (2.28)
λ˙ =
[
0 −λ1 −λ2
]T
, (2.29)
respectively, which have the initial condition s(0) = [x0 0 0]
T and the final con-
straint s(tf ) =
[
xf 0 0
]T
. We can solve (2.29) assuming that we knew the final
condition for the adjoint vector λ(tf ) = [λ1f λ2f λ3f ]
T . Using this solution and
replacing it in (2.28), we can find the state trajectories which yields
s1 = xq = −
λ1f
240
t5 +
λ1f tf + λ2f
48
t4 − k
24
t3 + x0,
s2 = x˙q = −
λ1f
48
t4 +
λ1f tf + λ2f
12
t3 − k
8
t2, (2.30)
s3 = x¨q = −
λ1f
12
t3 +
λ1f tf + λ2f
4
t2 − k
4
t,
where k = λ1f t
2
f + 2λ2f tf + 2λ3f and the final conditions for the adjoint variables
λ1f , λ2f and λ3f are given by
λ1f
λ2f
λ3f
 =

− t
2
f
40
− tf
16
− 1
12
− t
2
f
16
− tf
6
−1
4
− t
2
f
12
− tf
4
−1
2

−1 
xf−x0
t3f
0
0
 . (2.31)
By applying (2.30) for each coordinate and for each path segment, we generate
the minimum jerk reference trajectory rrefq whose first and second derivatives are
denoted as vrefq and a
ref
q , respectively. Tracking this trajectory, we can execute the
lift maneuver. In the next section, we design the controller to accomplish this goal.
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2.4.2 Geometric Control
First, we define the position and velocity errors by
ep = rq − rdes, ev = vq − r˙des. (2.32)
Next, the desired force vector for the controller is computed
Fdes = −Kpep −Kvev + m˜ (gzW + r¨des) , (2.33)
where Kp and Kv are positive definite gain matrices and m˜ is the mass of the system
given by
m˜ =
 mq if q = {Setup} ,mq +ml otherwise, (2.34)
where q ∈ Q . From (2.33), notice that ‖Fdes‖ 6= 0 at any time. The translational
dynamics of the aerial vehicle is controlled by the projection of the desired force
vector onto the third body-fixed axis giving us the total required thrust
F = Fdes · zB , (2.35)
where zB was defined in (2.2). On the other hand, we need to consider the at-
titude error and the angular velocity error to find the desired torque M. For the
attitude error, the desired direction of the third body-fixed axis to stabilize the trans-
lational dynamics can be chosen by zBdes =
Fdes
‖Fdes‖ . Since the yaw angle should be
maintained equal to zero, the heading direction of the aerial robot in the plane nor-
mal to zBdes can be determined by the desired direction of the first body-fixed axis
xBdes = [cos 0
◦ sin 0◦ 0]T = [1 0 0]T . To obtain the desired attitude Rdes, we project
xBdes onto the plane normal to zBdes obtaining
Rdes =
[
yBdes × zBdes yBdes zBdes
]
∈ SO(3), (2.36)
where yBdes =
zBdes×xBdes
‖zBdes×xBdes‖
. Then, we define the attitude error
eR =
1
2
(
RTdesR−RTRdes
)∨
, (2.37)
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where ∨ represents the vee map: SO(3)→ R3 [68]. Under the assumption of keeping
ψ = 0, the desired angular velocity of the quadrotor can be written as [70]
Ωdes = pdesxBdes + qdesyBdes . (2.38)
Here pdes = −hω · yBdes and qdes = hω · xBdes with
hω =
m˜
F
(
...
r des − (zBdes ·
...
r des) zBdes) .
Thus, we can specify the angular velocity error by
eΩ = Ω−Ωdes. (2.39)
Using (2.37) and (2.39), the desired moment to be produced by the quadrotor can
be computed as follows
M = −KReR −KΩeΩ + (Ω× JΩ) , (2.40)
where KR and KΩ are diagonal gain matrices. From (2.35) and (2.40), we can
compute the control inputs to the quadrotor cable-suspended load system.
2.4.3 System Mass Estimation
So far we have assumed that the total mass of the system ml + mq is known. How-
ever, this is not generally the case specially for the mass of the load ml which is a
critical parameter during the Pull and Raise modes. Thus, it is required to infer this
unknown parameter from on-line measurements of the input and output signals of
the system. In our case, the next three Newton’s equations give information about
the mass of the system [55]
m˜v˙qx = FzB · xW + fx,
m˜v˙qy = FzB · yW + fy, (2.41)
m˜v˙qz = FzB · zW + fz,
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where v˙qx , v˙qy , v˙qz are the components of the translational acceleration vector of the
quadrotor. We denote as aq to this acceleration vector, i.e., aq = [v˙qx v˙qy v˙qz ]
T , and
fx, fy, fz are the forces acting on the quadrotor. Indeed, fx and fy are considered
as lateral aerodynamic disturbance forces, while fz is formed by the weight and the
cable tension. The system of equations in (2.41) can be expressed as
aq = Wθ, (2.42)
with
W =

FzB · xW 1 0 0
FzB · yW 0 1 0
FzB · zW 0 0 1
 , and θ = [ 1m˜ fxm˜ fym˜ fzm˜]T .
Notice that aq is the acceleration of the quadrotor, so it can be measured using an
appropriate sensor. The matrix W can be computed since F is given by (2.35) and
zB by (2.2). Thus, the only unknowns in (2.42) are the parameters in θ. Let θ˜ be
the estimation of θ, so the prediction error can be determined by epred = aq −Wθ˜.
A useful technique to estimate the unknown parameter vector is the least-squares
method with forgetting factor [74]. In this technique, one minimizes
J =
∫ t
0
exp
[
−
∫ t
s
γ(r)dr
] ∥∥∥aq(s)−W(s)θ˜∥∥∥2 ds,
with respect to θ˜. Here γ is the time-varying data forgetting factor. The solution to
this optimization problem [74,75] gives the parameter update law of the form
˙˜
θ = −PWTepred, (2.43)
where the estimator gain matrix P is updated according to
P˙ = −γP−PWTWP. (2.44)
In order to use (2.43) and (2.44) for on-line estimation, we need to provide our best
guess to initialize θ˜ and the initial gain P0 is diagonal for simplicity. The benefit of
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data forgetting is the ability of tracking time-varying parameters. However, it suffers
from possible gain unboundedness. One technique to overcome this problem is to
choose γ as
γ = γ0
(
1− ‖P‖
k0
)
, (2.45)
so the data forgetting is active when W is persistently exciting and it is suspended
when W is not [74]. Intuitively, the persistent excitation condition means that the
dynamics are excited sufficiently to identify the unknown parameters. The positive
constants γ0 and k0 represent the maximum forgetting rate and the specified bound
for the magnitude of the gain matrix, respectively. The least-squares method with γ
given by (2.45) is known as the bounded-gain-forgetting (BGF) estimator [74]. This
estimator has been successfully used for controlling robot manipulators [74] and also
vehicles [76]. We use this method to estimate the mass of the system.
2.5 Simulation Results
In order to verify the proposed approach, we run numerical simulations first for the
2-D version of the lift problem and then for the 3-D case. We use the load mass
estimator just for the 3-D case.
2.5.1 2-D Case
We run first a set of simulations for the planar case of the lifting problem. Similar
as in [17,63], we assume that the out of plane dynamics can be stabilized. Thus, we
specialize the hybrid system, the control methodology and the trajectory generation
to this case. A complete treatment for the planar case can be found in our published
work [66]. Figure 2.4(b), shows the 2-D version of the system illustrated in Figure
2.1(b). For this case, we assume that we have complete knowledge of the system
mass at all times. Therefore, we do not consider the estimator detailed in Section
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(a) (b) (c)
Figure 2.6: Snapshots of the quadrotor-load system during the simulation of the
lift maneuver: (a) Setup, (b) Pull, and (d) Raise. The blue line is the trajectory
generated to execute the lift maneuver. h is the desired height.
2.4.3 for the simulation. At the beginning of the simulation, we generate the trajec-
tory segments using (2.30) and (2.31). Employing the generated segments and the
geometric controller specialized for the planar case, we run the simulation such that
the quadrotor performs the lift maneuver. Figure 2.6 shows a series of snapshots of
the maneuver. The discrete mode jumps from Setup to Pull around of 4 seconds
after starting the maneuver and from Pull to Raise after around 6.8 seconds. The
total time to perform the lift maneuver is about 11 seconds. The impulse δ during
the cable collision computed by (2.14) is equal to 0.052.
The desired trajectory, position and velocity, and the actual trajectory are illus-
trated in Figures 2.7(a) and 2.7(b), respectively. The dashed lines in all the figures
indicate the instants at which the maneuver jumps from one mode to the next mode.
At the Pull mode, we keep the last point of the first sub-trajectory, so the quadrotor
can reach a hovering position over the load while its thrust is increased. From the
plots in Figure 2.7(b), it is clear that the quadrotor is not directly above the load
once the first sub-trajectory is over. Once the load is not touching the ground, the
geometric controller continues doing a good job tracking the prescribed trajectories.
The norm of the error el defined as the error between the load position and its desired
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final position is shown in Figure 2.8(a). This error is calculated by el = rl−rlf , where
rlf is defined in (2.7). Clearly, the goal of lifting the load to the desired altitude h is
successfully accomplished. The velocity of the load is illustrated in Figure 2.8(b).
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Figure 2.7: (a) Reference trajectory, position (top) and velocity (bottom). (b) Actual
trajectory described by the quadrotor, position (top) and velocity (bottom). The
dashed vertical lines highlight the time instants at when the system transitions from
Setup to Pull and from Pull to Raise.
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Figure 2.8: (a) Norm of the load position error with respect to the desired final
position of the load. (b) Velocity of the load.
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Figure 2.9: (a) A composite image of the execution of the lift maneuver. (b) z-axis
position (Top) and velocity (Bottom) for the quadrotor. The reference trajectory is
in red while the actual trajectory is in blue. The dashed vertical lines highlight the
time instants at when the system transitions from Setup to Pull and from Pull to
Raise.
2.5.2 3-D Case
As in the previous case, we generate first the trajectory segments using (2.30)-(2.31)
at the beginning of the simulation. We implement the complete control scheme
depicted in Figure 2.4(a), so we include for this case the estimation block of the load
mass. When we run the simulation, we use the first trajectory segment storing its
last point until condition (2.16) holds. In this way, we allow for the quadrotor to
reach the hovering position over the load. Then, we use the second segment for the
rest of the simulation. The total time to accomplish the lift maneuver is around of
14 s.
Figure 2.9(a) shows a series of snapshots of the quadrotor-load system during the
lift maneuver. In Figure 2.9(b), we show the results for the position and velocity
for the quadrotor in the z-axis. Similar results are obtained for the other axes. The
black dot lines indicate the time at which the maneuver jumps from one mode to the
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Figure 2.10: (a) Norm of the load position error el = rl − rlf . (b) Estimated mass
(blue) and true mass (red) during the lift maneuver. The dashed vertical lines
highlight the time instants at when the system transitions from Setup to Pull and
from Pull to Raise.
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Figure 2.11: Results without using the mass estimator. (a) z-axis position for the
quadrotor. The desired trajectory is in red and the actual trajectory is in blue. (b)
Norm of the load position error.
next mode. The transition between Setup to Pull occurs at 7.83 s and from Pull to
Raise at 8.62 s. The norm of the error of the load position with respect to the goal
‖el‖ is shown in Figure 2.10(a). Since the mass of the system changes during the lift
maneuver, we use the BGF method to estimate it during the whole maneuver. The
estimated mass during the simulation is depicted in Figure 2.10(b). The red dashed
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lines represent the true value. The simulation results show a good response of the
estimator in tracking the change of the system mass. This helps to the geometric
controller to track the prescribed trajectory, so it is possible to accomplish the goal
of lifting the cable-suspended load until it is at the desired altitude h. To validate
the mass estimator, we used our control architecture but without using the BGF
estimator, i.e., assuming that the mass of the system is always equal to the mass of
the quadrotor. In this case, the aerial vehicle fails to follow the desired trajectory
and then the goal of lifting the load to the desired h is not achieved at least in the
time taken when the estimator is employed, see Figure 2.11.
(a) (b)
Figure 2.12: (a) The quadrotor with the cable-suspended payload employed for exper-
imental verification. (b) Block diagram of the cascade control loops: inner attitude
control and outer position control.
2.6 Experimental Verification
The quadrotor UAV that we use for experimental validation is the “AscTec Hum-
mingbird” [77], see Figure 2.12(a). This aerial vehicle is equipped with linear accel-
eration sensors, gyroscopes measuring the angular velocities, a triple-axial compass
module, motor drivers, and a flight control unit (FCU), the AscTec Autopilot [78].
This FCU reads sensor data, computes angular velocities and angles in all axes (roll,
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pitch and yaw), and runs an attitude controller at a rate of 1 kHz sending the desired
speed for each motor to the respective driver. Furthermore, the FCU is designed to
receive attitude (roll and pitch angles), yaw-rate, and thrust commands through a
wireless serial link which enables the autonomous control of the quadrotor. In fact,
this attitude controller has been extensively tested in a variety of applications [78–80].
2.6.1 Cascade Controller
We use a cascade control structure that is shown in Figure 2.12(b). As inner loop,
the attitude controller provided in the FCU is employed whereas that the outer loop
is the position controller. The input commands for the inner loop are desired roll
φ and pitch θ angles, desired yaw rate ψ˙, and desired thrust F . We denote this
control input as Υ = [φ θ ψ˙ F ]T . The output of the attitude controller are the
commanded rotational velocities of the four rotors denoted as ω = [ω1 ω2 ω3 ω4]
T
in Figure 2.12(b). This attitude control loop delivered with the FCU is a black box
for the user, so it is not focus of this paper. Please refer to [78, 79] for a complete
discussion about this controller.
The position control loop is implemented by applying nonlinear dynamic inver-
sion [81, 82]. Having an adequate knowledge of the plant dynamics, this method
transforms the nonlinear system into a linear system without any simplification
through suitable control inputs. As a result, standard linear controllers can then
be applied. This also aligns well with the differential flatness property shown in
Lemma 2.1. We can perform linear control strategies, like a PD controller, by choos-
ing pseudo control commands in the space of the flat outputs and their derivatives,
and finally turning those into desired input commands [80].
Based on the vector fields defined for each state of the hybrid systemH (Section
2.3), the translation dynamics of the quadrotor can be expressed as
aq =
1
mq
FRe3 − ge3 − 1
mq
Tµ, (2.46)
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where aq is the acceleration of the quadrotor, i.e., aq = v˙q = r¨q, and
T =

0 for the Setup mode,
‖FRe3 −mqge3‖ for the Pull mode,
‖mlv˙l +mlge3‖ for the Raise mode.
(2.47)
In (2.46), the attitude angles φ, θ, and ψ are encoded in R which is the rotation
matrix from the body-fixed frame {B} and the inertial frame {W }. The rotation
sequence z − x − y is generally used to model this rotation [67, 70], so the rotation
matrix is given by
R =

cψcθ − sφsψsθ −cφsψ cψsθ + cθsφsψ
cθsψ + cψsφsθ cφcψ sψsθ − cψcθsφ
−cφsθ sφ cφcθ
 , (2.48)
where cα and sα are shorthand forms for cos(α) and sin(α), respectively. As we
indicated in Section 2.4.1, a change in the yaw angle ψ does not have any effect on
lifting the load since it is attached at the CoG of the quadrotor. Therefore, we assume
that this angle is kept all the time equal to zero, i.e., ψ = 0◦ and ψ˙ = 0◦/s. Replacing
(2.48) in (2.46) and making ψ = 0◦, aq = [x¨q y¨q z¨q]T , and Tµ = [τz τy τz]T yields
that
mq

x¨q
y¨q
z¨q
 =

Fsθ − τx
−Fcθsφ− τy
Fcθcφ−mqg − τz
 . (2.49)
Solving (2.49) for the controls of the system θ, φ and F , we get
θ = arcsin
mqx¨q + τx
F
,
φ = − arctan mqy¨q + τy
mqz¨q +mqg + τz
, (2.50)
F =
√
f 2x + f
2
y + f
2
z .
Here, fx = mqx¨q + τx, fy = mqy¨q + τy, and fz = mqz¨q +mqg+ τz. From (2.50), we
can find the control input Υ = [φ θ 0 F ]T for the inner attitude loop based on the
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desired acceleration for the quadrotor aq = [x¨q y¨q z¨q]
T . Consequently, we take aq as
our pseudo control input. Since we can only command the second derivative of the
quadrotor’s position, a reference trajectory to track has to be sufficiently smooth.
We achieve this in Section 2.4.1 by minimizing the jerk, so we guarantee that the
third derivative of the quadrotor’s reference position exists. We compute the pseudo
control input by the following linear error controller
aq = a
ref
q + Kv(v
ref
q − vq) + Kp(rrefq − rq), (2.51)
with Kv and Kp being diagonal gain matrices. According to (2.51), position and
speed control are performed by the outer control loop.
(a) (b)
Figure 2.13: (a) The system architecture and its communication links at the Mar-
hes Lab. (b) General structure of the system architecture components as used for
controlling the aerial vehicle.
2.6.2 System Setup
To validate the proposed method for lifting a cable-suspended load by a quadrotor, we
conducted a series of experiments using an AscTec Hummingbird quadrotor [77] that
is part of the robotic testbed of the Marhes Lab1 at the University of New Mexico
1http://marhes.unm.edu
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(UNM). The quadrotor with the attached cable-suspended load is shown in Figure
2.12(a). The Hummingbird quadrotor is 0.54 m in diameter, weighs approximately
500 g including its battery, and has a maximum payload of 200 g. The load is a
ball with 0.076 m in diameter and weighs 178 g. This load is suspended from a
1-meter-long cable.
The system architecture implemented at the Marhes Lab to perform the experi-
mental tests is illustrated in Figure 2.13(a). This figure also shows the communication
links between the system components. The attitude and position of the aerial vehicle
and the load are provided by a motion capture system with millimeter accuracy run-
ning at 100Hz. The entire control application is implemented in LabVIEW where we
created two programs: User Interface and Quadrotor Interface. The first one runs on
a Windows-based computer while the second is deployed in a National Instrument
(NI) CompactRIO (cRIO) real-time controller [83]. The general structure of these
two interfaces is shown in Figure 2.13(b). The arrows in this figure illustrate the flow
of information to implement the cascade control scheme depicted in Figure 2.12(b).
The User Interface program acquires the pose data of the quadrotor and the
position data of the suspended load, applies the numeric differentiation algorithm
detailed in [84] for velocity estimation, and generates the lift trajectory using the
methodology explained in Section 2.4.1. The Quadrotor Interface program reads
the actual position, velocity and attitude data from the User Interface program as
well as the generated reference trajectory (position and velocity). It filters high-
frequency noise from the actual values by using a low-pass fifth-order finite impulse
response (FIR) filter. Subsequently, it computes the input commands for the onboard
attitude controller according to the control design detailed in Section 2.6.1, and then
these commands are transmitted to the quadrotor. The User Interface and the
Quadrotor Interface are executed at 1 kHz since we employed the LabVIEW Real-
Time (RT) Module to implement them. This module compiles and optimizes the
LabVIEW graphical code for executing RT control applications [85]. More details
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about the robotic testbed and the control architecture at the Marhes Lab are
presented in [14,86].
2.6.3 Results
We report three sets of experiments to demonstrate the validity of the proposed
method. A video of these experiments can be found in [87].
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Figure 2.14: Z-axis position a and velocity b for the quadrotor during the first
experiment. In this experiment, the aerial vehicle is commanded to lift the cable-
suspended load to a desired height h = 1 m. Approximately at 4.8 s, the system
jumps from Setup to Pull and approximately at 6.8 s from Pull to Raise. These time
instants are highlighted by the dashed vertical lines.
In the first experiment, we run the lift maneuver of the load to the desired height
of 1 m. Based on the initial positions of the quadrotor and the load, the reference lift
trajectory is generated and then we command the aerial vehicle to execute it. The
initial positions for the CoM of the load and the aerial robot are rl0 = [0 0 0.038]
T m
and rq0 = [−0.5 0.5 0.5]T m, respectively. The time allowed for the first trajectory
segment (from rq0 to rpull) is 4 s and for the second segment (from rpull to rqf ) is 8
s, with a rest time of 1 s between segments. Figure 2.14 shows the Z-axis trajectory
tracking data for the quadrotor, position zq and velocity z˙q. Approximately at 4.8 s,
the guard condition (2.10) is satisfied making the system jump from Setup to Pull.
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We draw a dashed vertical line at this time instant in Figure 2.14. Subsequently,
the system switches between Pull and Setup having as result a series of spikes in
z˙q before the system stays at the Pull mode, see Figure 2.14(b). The system then
jumps from Pull to Raise since the guard condition T > mqg holds. This occurs
when the elapsed time is approximately 6.8 s. Similarly as before, this time instant
is also pointed up by a dashed vertical line in Figure 2.14.
In order to verify the performance of executing the lift maneuver, we compute
the following errors:
• the quadrotor position error erq = rrefq − rq,
• the quadrotor velocity error evq = vrefq − vq, and
• the load position error erl = rlf − rl.
The first two errors show the trajectory tracking control performance while the last
one is the error of the load position with respect to its desired final height. These
errors for the first experiment are shown in Figure 2.15. The time instants at when
the system jumps from Setup to Pull and from Pull to Raise indicated in Figure
2.14 are also underlined in each plot of this figure. The X-axis position error for the
quadrotor is less than 0.05 m as well as for the Y -axis, but this error is less than
0.03 m for the Z-axis, see Figure 2.15(a). For the velocity errors, Figure 2.15(b),
they are less than 0.09 m/s for the X and Y axes. This is also the case almost all
the time for the Z-axis component except at the instant that the system switches
between Setup and Pull. Because the Z-axis velocity experiences a series of spikes
during these jumps, see Figure 2.14(b), the error increases having as maximum 0.18
m/s. The load position errors exl for the X-axis and eyl for the Y -axis are both less
than 0.1 m, see Figure 2.15(c). Meanwhile, ezl , the load position error for Z-axis,
decreases after the system reaches the Raise mode and it is less than 0.05 m at the
end of the lift maneuver.
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Figure 2.15: Performance data results for the first experiment. Trajectory tracking
errors for the quadrotor, (a) position and (b) velocity errors. (c) Position error of
the cable-suspended load with respect to its desired final position rlf = [0 0 1]
T m.
The dashed vertical lines highlight the time instants at when the system transitions
from Setup to Pull and from Pull to Raise.
In the second experiment, we study the effect of not considering the hybrid nature
of the system for control purposes. Notice that the controller designed in Section
2.6.1 has a switching behavior since the cable tension T used to find the pseudo
control input aq has a different value depending on the mode of the lift maneuver.
Indeed, T is given by (2.47) for the proposed controller. We re-ran the experiment
of lifting the load to 1 m, but we set T = mlg for computing aq during the entire
maneuver. Thus, we do not use (2.47) for this second experiment. Figures 2.16(a),
2.16(b), and 2.17(a) show the results for zq, z˙q, and erl , respectively. Similarly as
for the first experiment, the system jumps from Setup to Pull approximately at
4.8 s. However, the transition from Pull to Raise occurs approximately at 10 s.
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Figure 2.16: Experimental results for a no switching controller. (a) Desired and
actual Z-axis position for the quadrotor. (b) Desired and actual Z-axis velocity for
the quadrotor. Experimental results for a trajectory generated without considering
the via point rpull. (c) Desired and actual Z-axis position for the quadrotor. (d)
Desired and actual Z-axis velocity for the quadrotor. The dashed vertical lines
highlight the time instants at when the system transition from Setup to Pull and
from Pull to Raise.
Indeed, there is a considerable delay on continuing tracking the trajectory (position
and velocity) as can be seen in Figures 2.16(a) and 2.16(b). This delay causes a
transient, especially for z˙q. For the load position error illustrated in Figure 2.17(a),
it is less than 0.1 m and 0.2 m for the X and Y -component, respectively. Meanwhile,
it is less than 0.1 m at the end of the maneuver for the Z-axis. This experiment
shows that even though the maneuver can be executed, the performance diminishes
when the switching behavior of the quadrotor-suspended-load system is not under
consideration for controlling the aerial vehicle.
For the third experiment, we generate the lift trajectory without using the via
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Figure 2.17: Position error for the load. (a) Experimental results for a no switching
controller. (b) Experimental results for a trajectory generated without considering
the via point rpull. The dashed vertical lines highlight the time instants at when the
system transition from Setup to Pull and from Pull to Raise.
point rpull. Therefore, the trajectory just has one segment which goes from rq0 to
rqf with a total duration time of 12 s. We use the proposed controller without any
modification as it was the case for the second experiment. The results for this case
are shown in Figures 2.16(c), 2.16(d), and 2.17(b) for zq, z˙q, and erl , respectively.
The system goes from Setup to Pull approximately at 6 s, while it goes from Pull
to Raise approximately at 6.8 s. There is a small delay on tracking the Z reference
position after the load is starting to be lifted, see Figure 2.16(c). This delay creates
an oscillation in the Z-axis velocity component reaching a maximum of 0.6 m/s,
see Figure 2.16(d). For the position error of the load, Figure 2.17(b), there is a
short swing in the X and Y components right after the quadrotor starts to lift the
load. As a result, the error reaches a maximum of 0.5 m and 0.25 m for exl and eyl ,
respectively. At the end of the maneuver, ezl is less than 0.1 m. Although the load
lift starts at a similar time instant that the one for the first experiment, the errors for
the load position are higher when the via point rpull is not considered for generating
the trajectory to lift the cable-suspended load. In the last part of the video available
in [77], we show side by side the three experiments for comparison purposes.
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2.7 Conclusions
Aerial transportation of cable-suspended loads is an important application of flying
robots. Before transporting the cargo, a critical maneuver is to lift the payload from
the ground. In this chapter, we introduced a novel methodology to perform this
maneuver using a quadrotor. We designed a hybrid system that captures specific
operating regimes of the quadrotor-suspended-load system during the lift maneuver.
In particular, we proved that this system is a differentially-flat hybrid system. Taking
advantage of this property, we generated a dynamically feasible trajectory based on
the discrete states of the hybrid system. By combining geometric control with least-
squares parameter estimation, our trajectory tracking controller was able to perform
the lift maneuver even without knowing the payload mass. Numerical simulations
helped to validate the proposed approach. Furthermore, we presented experimental
results illustrating the effectiveness of our method for the case when the payload
mass is known. Significant improvement in tracking performance and reducing the
load position error with respect to the final desired height were achieved when the
hybrid modes were considered for generating the trajectory and controlling the aerial
vehicle.
Important topics for future work include the practical implementation of the
system mass estimator in order to execute the maneuver even without knowing the
payload mass, and the extension of the hybrid model to address the maneuver of
placing the cable-suspended load over the ground. This step is also critical in aerial
cargo transportation. Another path to take is to study and implement cooperative
lifting using multiple quadrotors. Non-uniform and heavier cable-suspended loads
can be manipulated since each aerial vehicle can apply a tension force to different
attachment points in the load.
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Chapter 3
Coordinated Control Under
Connectivity Constraints
Coordinated control refers to the ability of a team of robots to work together in order
to accomplish a task. The mission scenario that we envision is shown in Figure 3.1(a)
where a group of robots senses a target area in a disaster area with collapsed struc-
tures. In these situations, the use of heterogeneous systems made up of aerial and
ground robotic vehicles would maximize the probability to efficiently and success-
fully accomplish the mission. A reliable wireless connectivity is an important factor
to be considered when dealing with multi-robot systems specially for control coor-
dination. Due to several limitations in the communication channel, especially when
the transmission is through the air medium, complications such as shadow effects
and secondary reflections arise. These phenomena create a variety of constraints on
the possible relative positions of the agents. Thus, we are interested in developing
strategies to enhance connectivity of the robotic network and a fixed base station
while a given number of targets are sensed. In Section 3.1, we describe a target
sensing algorithm for a group of ground robots while the network connectivity is
guaranteed by an aerial relay agent which is better equipped to communicate over
longer distances. Based on the results for the case of assuming one aerial relay, we
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extend our approach in Section 3.2 to the case of multiple aerial relays.
(a) (b)
Figure 3.1: (a) A group of aerial relays cooperating with a group of mobile ground
sensors to explore a disaster area with collapsed structures. (b) A heterogeneous
robotic network made by a quadrotor equipped with four directional antennas, one
in each arm, and three OctoRoACHes moving around a cluttered environment.
3.1 Connectivity Maintenance - One Aerial Com-
munication Relay
We focus on a multi-robotic network made by aerial relays and ground sensors that is
deployed to sense areas of interest in an environment populated with obstacles. We
use potential field methods to coordinate the ground mobile sensors and to control
the relative location of the flying relay. The work presented in this section is based
on our paper published in [20] in collaboration with Dr. Silvia Ferrari's group at
Duke University.
Potential field methods are robot motion planning algorithms that control the
robot movement based on the gradient field of a potential function [88]. These meth-
ods were originally developed as an on-line collision avoidance approach, applicable
when a robot does not have a prior model of the obstacles, but senses them during
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motion execution [89]. The main idea of most proposed potential functions [88, 89]
is that a robot should be attracted toward its target configuration, while being re-
pulsed by possible obstacles. Therefore, the obstacle and target configuration are
considered as sources to construct a potential function U . In general, U consists of
two components: an attractive potential Uatt generated, for example, by the target
configuration and a repulsive potential Urep generated, for example, by the obstacles.
Thus, the total potential is given by
U(x) = Uatt(x) + Urep(x),
where x = [x1 x2 ... xn]
T ∈ Rn is the configuration state of the robot. The force
applied on the robot is proportional to the negative gradient of U
∇U(x) =
[
∂U((x))
∂x1
∂U((x))
∂x2
...
∂U((x))
∂xn
]T
,
and it is used to design a controller for the robot movement. As in [88, 89], an
attractive potential can be represented as
Uatt(x) =
1
2
ηatt%
2
t (x), (3.1)
where ηatt is a scaling factor and %t(x) is the Euclidean distance between the robot
and the target configuration. Meanwhile, a repulsive potential can be given by
Urep(x) =
 12ηrep
(
1
%o(x)
− 1
d0
)2
if %o(x) ≤ d0,
0 if %o(x) > d0,
(3.2)
where ηrep is a scaling factor, %o(x) is the Euclidean distance between the robot
and the nearest obstacle, and do is the distance of influence of the obstacles. In
particular, an on-line potential field method essentially acts as a descent optimization
procedure, so it may get stuck at a local minimum other than the goal configuration.
However, the combination of potential field methods with graph searching techniques
has demonstrated to be a valid approach such that a robot escapes the local minimum
[88,90].
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(a) (b)
Figure 3.2: (a) 3-D simulation environment with a legend describing its components.
(b) 2-D representation of the communication constraints specified by Definitions 3.1,
3.2 and 3.3.
3.1.1 Problem Formulation
Let A be a set of robots made of two types of agents: L mobile ground sensors and
one aerial relay denoted by r. The mobile sensors form the set S = {s1, ..., sN} and
then r /∈ S and A = S ∪ {r}. A operates in W ⊂ R3 which is a compact subset
of a three-dimensional Euclidean space where there is a fixed base station b. In W ,
there are L convex obstacles grouped in the set O = {o1, ..., oL} and there are K
static rigid targets that forms the set T = {τ1, ..., τK} such that O ∩ T = ∅. We
denote IO and IT as the index sets of O and T , respectively. For all j ∈ IT , we
call øτj to the center of τj. Meanwhile embedded in W , there is a fixed Cartesian
frame FW with origin øW . FW allows us to describe the position and orientation of
the agents, objects and targets in W . For instance, ∀j ∈ IO , every point of oj has
a fixed position with respect to FW because oj is considered rigid and fixed in W .
Figure 3.2(a) shows the 3D environment developed for simulation purposes. Also,
we include a legend on the right top corner of this figure to facilitate the reference
of the different assumptions.
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Motion Dynamics
Let IS be the index set of S , then IS = {1, ..., N}. We consider ∀i ∈ IS that si has a
platform geometry gi ⊂ R3 and a field-of-view (FOV) geometry vi ⊂ R3 from which
the robot can obtain sensor measurements [88,91], see Figure 3.2(a). We also assume
gi = gj and vi = vj ∀i, j ∈ IS . Furthermore, gi and vi are both rigid and vi has a
fixed position and orientation with respect to gi. We say that ∀i ∈ IS and ∀j ∈ IT
the sensor si gets measurements of the target τj when vi ∩ τj 6= ∅. In fact, we ensure
this last condition when si ∈ B
(
øτj , dosens
)
where dosens is the minimum distance
to the target τj for getting measurements.
1 In addition, we suppose that Fg i is a
Cartesian frame embedded in gi with origin øgi . Now let (xsi , ysi) be the position of
Fg i respect to FW and let θi be the orientation of Fg i respect to FW . Also, let vsi be
the linear velocity of the ith mobile sensor. Then, we define ∀i ∈ IS the state vector
of the sensor si as qsi = [xsi ysi vsi θi]
T . In other words, we consider that every
si is moving just on the xy plane with θi as its heading angle. Notice that qsi can
be used to determine the position and orientation of gi and vi respect to FW . The
state vector of each mobile sensor, qsi , must also satisfy the sensor dynamics that
are given by the unicycle model,
x˙si = vsi cos θi,
y˙si = vsi sin θi,
v˙si = ai,
θ˙i = ωi,
(3.3)
where ai and ωi are the i
th mobile sensor’s linear acceleration and angular velocity,
respectively. Thus, the control vector for the si sensor is usi = [ai ωi]
T ∈ R2.
On the other hand, for the mobile relay r, the range of communication coverage
is denoted as δr. We also assume that r moves at a safe fixed height over the mobile
sensors and over all the obstacles in W . Furthermore, its motion dynamics are given
1We use B(q, δ) to denote the open ball of radius δ centered at q.
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by
q¨r = ur, (3.4)
where qr = [xr yr zr]
T specifies the 3-D position of the flying relay with respect
to FW , while ur ∈ R3 is its acceleration control input.
Communication Links
For the next definitions, q(xy) is the vector formed by having just the two first
components of the vector q, e.g., q
(xy)
si =
[
xsi ysi
]T
. In our scenario, we assume
there is a point-to-point link between the mobile relay r and the base station b at
any time. Also, we suppose that r can manage at any time communication packets
between any pair of sensors in S or between a sensor in S and b. We introduce the
next two definitions.
Definition 3.1. For all i, j ∈ IS , i 6= j, si has bidirectional communication with sj if
q
(xy)
si ,q
(xy)
sj ∈ B
(
q
(xy)
r , δr
)
.
Definition 3.2. For every i ∈ IS , si has bidirectional communication with b if q(xy)si ∈
B
(
q
(xy)
r , δr
)
.
Therefore, a mobile sensors can talk with one of its pairs just if both are within the
ball of radius δr and centered at q
(xy)
r . Similarly, a mobile sensor can receive/send
information from/to the base station just if it is within the ball of radius δr and
centered at q
(xy)
r . It is clear if Definition 3.2 holds for every i ∈ IS then Definition 3.1
also holds. Consequently, we can combine both definitions in the following definition.
Definition 3.3. If ∀i ∈ IS ,q(xy)si ∈ B
(
q
(xy)
r , δr
)
then si has bidirectional communi-
cation with any sj where j ∈ IS , i 6= j, and si also has bidirectional communication
with b.
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Notice that the set of robots A is an heterogeneous robotic network since its
agents have different dynamics, communication ranges, and objectives. The ground
sensors mission is mainly target sensing, while the aerial relay has to maintain the
connectivity among the mobile sensors and the base station.
Under the previous assumptions, we are concerned with the following problem:
Problem 3.1. A set of heterogeneous robots A formed by one mobile relay {r} and
N mobile sensors {s1, ..., sN} must obtain measurements of K targets located in an
obstacle populated environment such that A maintains inter-agent connectivity and
also connectivity with a base station b.
Since the set A works in a cluttered scenario, we have to add inter-robot collision
prevention and obstacle avoidance to the objectives stated in the problem. Con-
sequently, the problem considered in this paper aims to design a controller for the
agents of the heterogeneous robotic network A such that they: (i) sense M static
targets, (ii) keep inter-agent connectivity among the mobile sensors, (iii) keep mo-
bile sensor and base station connectivity, (iv) avoid inter-agent collisions, and (v)
avoid obstacle collisions. From our assumptions, the objectives (i) to (v) need to be
considered for the design of the controller for the mobile sensors. On the contrary,
the objectives (i), (iv) and (v) are not part of the controller design for the mobile
relay r because we assume that it has only communication and not sensing capabil-
ities, and it always flies at a safe height over the mobile sensors and obstacles. In
the next section, the proposed controllers for the mobile sensors and for the mobile
relay are described.
3.1.2 Coordinated Control
From the problem statement, we need to design two local controllers: one for the mo-
bile sensors and one for the mobile relay. In this section, we develop these controllers.
For the next definitions, ‖ · ‖ denotes the Euclidean norm.
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Ground Sensor Controller
In this case, the objectives (i) to (v) have to be accomplished by the controller of
each si ∈ S . For the sensing objective (i), we consider that the set of mobile sensors
S takes measurements of the M targets in T = {τ1, ..., τM} in sequential order. This
means the sensors first take measurements of τ1, then of τ2, and so on until S takes
measurements of τM . For each si, we design its controller based on potential field
methods. In particular, we take as base the potential functions given in (3.1) for
an attractive potential and in (3.2) for a repulsive potential. We define Ui(qsi), the
potential function of the ith mobile sensor with i ∈ IS as
Ui(qsi) = Ut(qsi) + Uc(qsi) + Uo(qsi), (3.5)
where Ut(qsi) is the attractive potential of the j
th target with j ∈ IT , Uc(qsi) is
a combination of an attractive potential for keeping inter-sensor connectivity and
a repulsive potential for avoiding inter-sensor collision, and Uo(qsi) is a repulsive
potential for obstacle avoidance.
The attractive potential Ut(qsi) is given by
Ut(qsi) =
 12ηt%2t (qsi , τj) if %t(qsi , τj) ≥ dosens ,0 otherwise, (3.6)
where dosens is the required distance from si to τj to get sensor measurements, see
Section 3.1.1, and %t(qsi , τj) is the distance between the mobile sensor si and the
center of target τj, i.e., %t(qsi , τj) = %t(qsi , øτj).
The potential Uc(qsi) is defined as
Uc(qsi) =
N∑
j=1,j 6=i
U(qsi ,qsj) (3.7)
with
U(qsi ,qsj) =

1
2
ηc%
2
s(qsi ,qsj) if %s(qsi ,qsj) >
δr
2
,
1
2
ηc
(
1
%s(qsi ,qsj )
− 1
docol
)2
if %s(qsi ,qsj) ≤ docol ,
0 otherwise,
(3.8)
Chapter 3. Coordinated Control Under Connectivity Constraints 63
where δr > docol , δr is the range of communication coverage, see Section 3.1.1, docol
is the clearance inter-sensor distance, and %s(qsi ,qsj) = ‖q(xy)si − q(xy)sj ‖.
The repulsive potential for obstacle avoidance Uo(qsi) is given by
Uo(qsi) =
L∑
j=1
U(qsi , oj), (3.9)
with
U(qsi , oj) =
 12ηrep
(
1
%o(qsi ,oj)
− 1
doobj
)2
if %o(qsi , oj) ≤ doobj ,
0 otherwise,
(3.10)
where %o(qsi , oj) is the distance between si and the jth obstacle, and doobj is the
influence distance of the obstacles.
With respect to the scaling factors ηt, ηc, and ηo, we assign their values according
to Algorithm 3.1. Using this algorithm, we adapt the relative importance of the
potential functions Ut(qsi), U(qsi ,qsj), and U(qsi , oj) between each other at every
step time. For example, if a mobile sensor si is far from a target, but there is more
possibility of an inter-sensor collision than an obstacle collision, i.e., ec > eo > et,
then we give more priority to the potential function U(qsi ,qsj) with Algorithm 3.1
in order to avoid the inter-sensor collision.
The gradient Ui(qsi) for every i ∈ IS is given by
∇Ui(qsi) =
[
∂Ui(qsi )
∂xsi
∂Ui(qsi )
∂ysi
∂Ui(qsi )
∂θi
]
,
so the artificial force induced by the potential function is Fi(qsi) = −∇Ui(qsi). From
Section 3.1.1, the control vector for the si sensor is usi = [ai ωi], so the potential-
based control law is given by
ai = −[cos θi sin θi 0]∇Ui(qsi)T − k0vsi and (3.11)
ωi = k1
[
atan2
(
∂Ui(qsi)
∂xsi
,
∂Ui(qsi)
∂ysi
)
− θi
]
,
where k0 and k1 are positive constants.
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Algorithm 3.1 Assignment of the scaling factors ηt, ηc and ηo
Require: : β1, β2, and β3 positive scaling factors such that β1 > β2 > β3
1: et =
{
|%t(qsi , τj)− dosens | if %t(qsi , τj) ≥ dosens
0 otherwise
2: ec =

|%s(qsi ,qsj )− δr2 | if %s(qsi ,qsj ) > δr2
|%s(qsi ,qsj )− docol | if %s(qsi ,qsj ) ≤ docol
0 otherwise
3: eo =
{
|%o(qsi)− doobj | if %o(qsi) ≤ doobj
0 otherwise
4: if et ≥ ec and et ≥ eo then
5: ηt = β1
6: if ec ≥ eo then
7: ηc = β2, ηo = β3
8: else
9: ηc = β3, ηo = β2
10: else if et < ec and et ≥ eo then
11: ηt = β2, ηc = β1, ηo = β3
12: else if et ≥ ec and et < eo then
13: ηt = β2, ηc = β3, ηo = β1
14: else
15: ηt = β3
16: if ec ≥ eo then
17: ηc = β1, ηo = β2
18: else
19: ηc = β2, ηo = β1
Output: ηt, ηc and ηo
Aerial Relay Controller
The mobile relay controller must satisfy the objectives (ii) and (iii) enumerated in
Section 3.1.1. Indeed, these objectives are satisfied if Definition 3.3 holds. Thus, the
mobile relay r needs to maintain an adequate relative position respect to each one of
the mobile sensors in S . Therefore, we use potential function approach also for the
aerial where
Ur(qr) =
N∑
i=1
U(qr,qsi), (3.12)
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with
U(qr,qsi) =
 12ηr%2rs(qr,qsi) if %rs(qr,qsi) ≥ δr2 ,0 otherwise. (3.13)
Here, %rs(qr,qsi) = ‖q(xy)r − q(xy)si ‖. Thus, the controller law is defined as
ur = −k3
[
∂Ur(qr)
∂xr
∂Ur(qr)
∂yr
0
]T
+ k4q˙r, (3.14)
where k3 and k4 are positive constants.
3.1.3 Simulation Results
We develop a 3-D environment to test the methodology proposed in Section 3.1.2.
The sensor platform geometry as well as its FOV geometry are shown in Figure
3.2(a). On the other hand, the mobile relays are assumed as point robots, but they
are represented as a thin cross with four circles at each side just for visualization
purposes. Obstacle geometries and target geometries are assumed to be known a
priori. The heterogeneous network considered for simulation is formed by 1 mobile
relay and 3 mobile sensors. The network moves in an environment W of 4 × 4 ×
1.5 m3 with 4 obstacles and 2 targets, see Figure 3.3(a). The base station is located
at the position (−1.75, 1.75) m closed to where the network starts moving. The
communication coverage radius for the mobile relay is δr = 1 m. The equations of
motion for the ground sensors (3.3) and for the aerial relay (3.4) are implemented at
each time step using ode45-differential equation solver. The step time is set up at
0.01 s.
We assume that β1 = 0.295, β2 = 0.125, and β3 = 0.105 for Algorithm 3.1,
while we set k0 = k1 = 0.75 for the sensors’ control law (3.11). In the case of the
mobile relay controller (3.14), we have that k3 = 0.95 and k4 = 0.85 and ηr = 0.425
for (3.13). After 35 seconds, the heterogeneous robotic network arrives at the first
target and it is in the second target approximately at 47 seconds. These instants
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Figure 3.3: (a) and (b) 3-D view of the simulation environment: 4 obstacles, 5
targets, 1 aerial relay, and 3 ground sensors. The sensors arrive approximately after
35 s to the first target region; while approximately after 47 s to the second region.
(b) 2-D view of the snapshot presented in figure (a). (c) Evolution of the relative
distance of the aerial relay with respect to each ground sensor.
are illustrated in Figures 3.3(a) and 3.3(b), respectively. The distance of each one of
the sensors with respect to the aerial relay are presented in Figure 3.3(d). For the
simulation experiment, we assume that δr = 1 m then the controller for the relay
has to maintain the distance with all the ground sensors less than this value. The
results in Figure 3.3(d) show that the controller is successfully keeping an adequate
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relay-sensor distance for each one of the three .
3.2 Connectivity Maintenance - Multiple Aerial
Communication Relays
In Section 3.1, we analyzed the case where the set of heterogeneous robots A is
composed by a set of N ground mobile sensors denoted as S = {s1, ..., sN} and one
mobile relay r. Here, we study the case when we have M aerial relays which form
the set R = {r1, ..., rM} such that the set of heterogeneous robots is now given by
A = S ∪ R . In addition, we assume a more realistic communication channel model
between the robots than the traditional disc model adopted for the communication
link definitions given in Section 3.1. The work presented in this section is based on
our paper published in [92].
3.2.1 Received Signal Strength (RSS)
We consider as communication nodes: the base station b, the set of sensors S , and the
set of relays R . Thus, we define M = {b}∪S∪R as the set of communication nodes.
Notice that the cardinality of this set is |M | = N +M + 1. Let IM be the index set
of M , then ∀i ∈ IM , the set of neighbors at the vicinity of the communication node
ni ∈M is given by
Nni =
{
nj ∈M | d(ni, nj) ≤ δni
}
. (3.15)
Here, d(ni, nj) is the distance between the nodes ni and nj, and δni is the maximum
vicinity range of node ni.
Assuming the ith node acts as receiver (Rx) and the jth node as transmitter (Tx),
we adopt a log-distance path-loss model [93] to estimate the power loss between Tx
and Rx. For this model, the noise-free received power at the ith node from the jth
Chapter 3. Coordinated Control Under Connectivity Constraints 68
node is given by
pij = pTXj κ
[
do
d(ni, nj)
]α
, (3.16)
where pTXj is the power transmitted by the j
th node, do is a reference close-in distance
for the antenna far field, α is the path-loss exponent, and κ is a unitless constant that
depends on the antenna characteristics and the frequency of operation. We assume
that pTXj is the same for all nodes, so pTXj = pTX. The log-distance model is a
simplified piecewise model with two segments: free-space propagation is assumed up
to distance do and non-free-space propagation is assumed for distances grater than
do. Typical values for do are 1-10 m indoors and 10-100 m outdoors. The value of
the path-loss exponent α depends on the propagation environment. Its value ranges
from 2 for free-space propagation up to 6 for heavy cluttered environments [93]. The
constant κ can be set to the free-space path gain at distance do given by
κ = GniGnj
(
λ
4pido
)2
. (3.17)
Here, Gni and Gnj are the antenna gains for the nodes ni and nj, respectively, and
λ = c/f is the wavelength of the transmitted signal (c is the speed of light and
f is the communication frequency). For the base station and the mobile sensors,
we assume that they are equipped with unidirectional antennas. Thus, the antenna
gain for these cases is 1. On the other hand, we consider that the aerial relays have
directional antennas which means that the antenna gain take on a value ≤ 1.
Every received-transmitter link is affected by obstructions and clutter, so the
effective received power at the ith node from the jth node can be expressed as
Pij = pij ζij, (3.18)
with ζij = 10
χij
10 being the model of a log-normal shadowing noise [93]. Each χij
is assumed to have a Gaussian distribution with zero mean and variance σ2ij. Fur-
thermore, we assume independent and homogeneous log-normal shadowing across all
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nodes, then σ2ij = σ
2. The total received signal strength at the ith node, RSSni , rep-
resents an aggregate of the power emanating from all the transmitters in its vicinity.
This parameter measured in dB can be expressed as [94]
RSSni = 10 log10
∑
j∈INni
Pij, (3.19)
where INni is the index set of Nni . From (3.18), we also define the received signal
strength at the ith node with respect to the jth node as
RSSni,nj = 10 log10 (pij ζij) . (3.20)
3.2.2 Antenna Diversity
For the case of the aerial relays, we consider that each relay has four directional
antennas. Each antenna is mounted at the end of each arm, see Figure 3.4. The use
of multiple antennas, known as antenna diversity, improves wireless links and is es-
pecially effective at mitigating multipath. Antenna diversity also has the advantage
that while one antenna is in a deep fade, it is probable that another antenna has
a strong enough signal [93, 95]. We assume directional antennas since they radiate
greater power in a specific direction as opposed to omnidirectional antennas that
radiate power uniformly. This characteristic allows the quadrotor to sense the un-
known RF environment and find a direction to move improving the communication
performance.
We assume the incoming signal is received by all four antennas but only the signal
taken from the antenna with the highest RSS is used. Therefore, four RSS values
have to be calculated for every aerial relay rj ∈ R . These values can be found by
applying (3.16) to (3.19) considering the distance with respect to each antenna as
well as the individual antenna gain. Let RSS(k)rj be the received signal strength of
the kth antenna at the jth aerial relay. Notice that k = 1, . . . , 4. Then, the received
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(a) (b) (c)
Figure 3.4: (a) Sketch showing four directional antennas mounted on a quadrotor
vehicle. (b) Gain pattern of a directional antenna with a 45◦ width for its main lobe
for both the x-y and x-z planes. (c) An aerial relay equipped with four directional
antennas.
signal strength for the jth relay is
RSSrj = max
(
RSS(k)rj
)
. (3.21)
3.2.3 Connectivity Matrix
In order to describe the connectivity of the network formed by the nodes in M , we
construct a graph G = (V ,E). This graph consists of the set of vertices V = M
and the set of edges E such that ∀ni, nj ∈M
(ni, nj) ∈ E iff i 6= j and RSSni,nj ≥ υij. (3.22)
Here, υij is the RSS threshold needed to maintain a minimal link quality between
the nodes ni and nj. In this chapter, we consider that υij = υ for all nodes. We also
assume that the links between all nodes are symmetric; i.e., RSSni,nj = RSSnj ,ni .
From this assumption and by condition (3.22), the graph G is undirected and has no
self-loops. For this type of graph, G is connected if and only if there exists a path
between any two vertices [96, 97]. Hence, we define a |M | × |M | matrix C = [Cij]
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such that
Cij =
 1 if (ni, nj) ∈ E ,0 otherwise.
Thus, Cij is nonzero just when RSSni,nj is sufficiently high to establish a link between
ni and nj. For this reason, we call C the connectivity matrix. Let L be the Laplacian
matrix associated with the graph G defined by
L = diag(δi)−C, (3.23)
with δi =
∑|M |
j=1 Cij. From graph theory [96,97], we know that
G is connected if and only if rank(L) = |M | − 1 = N +M.
Consequently, we know that the network formed by the base station b, the set of N
mobile sensors S and the set of M serial relays R is connected if the rank of the
Laplacian matrix L given by (3.23) is equal to N+M . From this results, the relative
connectivity index [21] can be defined as
c =
rank(L)
N +M
. (3.24)
The network is connected if and only if c = 1. Otherwise, it is broken and as c tends
to zero the network has more and more disconnected components [97]. We compute
this index during our simulation tests.
3.2.4 Coordinated Control
Given a heterogeneous robotic team A formed by a set of mobile sensors S with
dynamics given by (3.3) and a set of aerial relays R with dynamics given by (3.4), our
goal is to design controllers for these two sets such that the sensors get measurements
of the target regions specified in the set T while the aerial relays maintain network
connectivity between the mobile sensors and the base station b.
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Mobile Sensor Controller
We consider that every mobile sensor in S has assigned a target region in T whose lo-
cation is known a priori. We denote this target region as τsi for all i ∈ IS . Similarly,
as in Section 3.1, the workspace W is populated with L static obstacles. Therefore,
each mobile sensor requires to be guided to obtain measurements of its preassigned
target region avoiding collisions with obstacles and other mobile sensors. Summa-
rizing, the control objectives for the case of the mobile sensors are: (i) obtaining
measurements of the target region, (ii) avoiding obstacles, and (iii) avoiding colli-
sions with other sensors. For every i ∈ IS , we use a similar potential function as the
one given in (3.5) but redefining its components. Thus, we have
Ui = Ut + Uc + Uo, (3.25)
where
Ut =
 12ηt%2t (qsi , τsi) if %t(qsi , τsi) ≥ dosens0 otherwise ,
Uc =
N∑
j=1,j 6=i
U(qsi ,qsj), and Uo(qsi) =
L∑
j=1
U(qsi , oj).
Here,
U(qsi ,qsj) =
 12ηc
(
1
%s(qsi ,qsj )
− 1
docol
)2
if %s(qsi ,qsj) ≤ docol
0 otherwise
, and
U(qsi , oj) =
 12ηrep
(
1
%o(qsi ,oj)
− 1
doobj
)2
if %o(qsi , oj) ≤ doobj
0 otherwise
.
Using the gradient of the potential function (3.25), ∇Ui, the control inputs for the
ith mobile sensor are given by (3.11) that is the same control law that we employed
in Section 3.1.
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Aerial Relay Controller
For the case of the aerial relays, we assume they maintain a safe height above the
obstacles at all times. Thus, the aerial relays do not require obstacle avoidance,
but they have to keep a safe distance among them. While the goal of the mobile
sensors is to get measurements of the target regions, the flying relays have to keep
the connectivity of the whole network, particularly between the base station and the
mobile sensors. The proposed controller for the relays uses a cooperative learning
technique [21] to maintain the RSS between relay and sensors above a threshold in
order to have a good link quality.
We define Drj ⊂ {b} ∪ R as the set of neighbors for which the jth relay has to
keep a relative distance µr. This set for each relay is defined a priori. We assume
that one of the relays has the base station as neighbor and that all the relays have
at least one neighbor. Also, we consider that if rj is a neighbor of rk then rk is also
a neighbor of rj. From our definition of Drj , Drj ∩ S = ∅ for every j. There is no
consideration that a relay should maintain a sensor inside its vicinity since the sensors
explore around W moving from the vicinity of one relay to another. However, we
use the RSS among relays and the sensors inside their vicinity to maintain network
connectivity.
We define the acceleration control input for the jth aerial router as
urj = k2
∑
i∈IDrj
(`ij − µr) eij − k3q˙rj − k4
(
qrj − qref
)
, (3.26)
where IDrj is the index set of Drj . The first two terms in (3.26) create a virtual
spring [3] among rj and its neighbors, so the relative distance µr can be maintained.
For these terms, k2 and k3 are the spring constant and the damping coefficient,
respectively. Also, we define for every ith neighbor of rj in Drj the length and the
direction of the force of the virtual spring as
`ij = ‖qi − qrj‖, and eij =
qi − qrj
‖qi − qrj‖
,
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respectively. Here, qi is the position with respect to FW of the ith neighbor of rj.
The last term in (3.26) helps to move the aerial relay rj such that the RSS of rj
is improved taking into account the RSS with respect to the mobile sensors in its
vicinity. From Section 3.2.2 and using equation (3.19), we redefine the RSS for the
jth mobile relay considering just the mobile sensors in its vicinity. Thus, we get that
RSS(k)rj = 10 log10
∑
i,ni∈Nrj∩S
Pij, (3.27)
where k = 1, 2, 3, 4 is the number of antenna. Then redefining (3.21), we obtain
[RSSrj , Arj ] = max
(
RSS(k)rj
)
, with k = 1, 2, 3, 4. (3.28)
Here, the max function returns not only the maximum RSSrj (the maximum received
signal strength between all the four antennas), but also the number of the antenna
with this received signal strength Arj . Using RSSrj and Arj , we select the reference
position qref required by the last term of (3.26) base on a cooperative reinforcement
learning technique.
Cooperative Q-learning Recently, reinforcement learning (RL) has grown as an
effective approach for control applications [98] and in particular to allow multi-robot
systems to learn cooperation [21,99,100]. Reinforcement learning refers to an actor,
e.g., a robotic agent, which interacts with its environment and modifies its control
policy based on a reward received in response to its actions. Thus, RL algorithms
seek to find the optical control policy that maximizes the future reward. In RL,
the actor only knows its previous and current states and the reward of how good the
previous action was. Let xt and ut be the agent state and the action at time t. Then,
the action ut produces a new state xt+1 from interacting with the environment and
a reward ρt+1 is observed. Applying RL, the agent then selects a new action base
on xt, xt+1, and ρt+1. Typically, RL algorithms must balance the need to collect
informative data (by exploring novel action choices) with the need to control the
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process (by exploiting the currently available knowledge) [101–103]. Exploration is
when the agent selects random actions while learning regardless the current state. In
this way, the agent can explore the entire state-action space to avoid the problem of
learning local maxima. In contrast, exploitation is the use of the agent’s knowledge
in selecting actions. The agents choose the action that will produce the maximum
reward given the current state. The trade-off between exploration and exploitation is
challenging. For example, using mostly exploration can cause the agent to take a long
time to learn. Usually at the beginning of the learning, exploration is mainly used and
then, the exploration diminishes over time and exploitation takes over. One approach
to transition between exploration and exploitation is the ε-greedy technique [101].
We use this technique in our algorithm for implementing the exploration-exploitation
trade-off.
Q-learning is a model-free value iteration RL algorithm which uses a state-action
value function known as Q-function [101–103]. This function represents the expected
utility of taking a given action in a given state and following the optimal policy
thereafter. In fact, Q-learning starts from an arbitrary Q-function and updates it
without requiring a model and using instead observed state transitions and rewards.
Let xtj, u
t
j, and ρ
t
j be the state, action and reward of the j
th aerial relay rj at time t,
respectively. Then, we have the following models for the state, action and reward:
The state. For every rj, the state is defined by the number of the antenna whose
RSS is the highest. From (3.28), we have that xj = Arj and so xj ∈ {1, 2, 3, 4}.
Thus, the total number of states per aerial relay is four.
The action. We assume five possible actions: North, South, East, West, and Stay,
which are associated with the unitary vectors
e1 = [1 0 0]
T , e2 = −e1, e3 = [0 1 0]T , e4 = −e3, and e5 = 0,
respectively. Here, 0 ∈ R3 is the zero vector. Once an action is chosen, we use
its associated vector to find the reference position qref required by (3.26). For
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example, let uj = East then
qref = qrj + ∆`e3,
where ∆` is a reference distance. Since the total number of states is four and
the number of actions is five, we have 20 state-action pairs per each aerial relay.
The reward. It is calculated based on RSSrj obtained by applying (3.28). Since
our purpose is to maintain RSSrj above the threshold υ, we define the reward
function as follows
ρj =
 100 if RSSrj > υ,0 otherwise. (3.29)
Each aerial relay rj updates an individual Q-function Q¯j(xj, uj) as follows
Q¯t+1j (xj, uj) = Q
t
j(xj, uj) + η
[
ρt+1j + γmaxuˆjQ
t
j(x
t+1
j , uˆj)−Qtj(xj, uj)
]
, (3.30)
where η ∈ (0, 1] is the learning rate and γ ∈ (0, 1] is the discount factor. However,
our intention is to allow that each aerial relay aggregates information of its relay
neighbors via their individual Q-functions. Let Brj = Drj \ {b} be the set of the
relay neighbors of relay rj, then each rj updated the total Q-function Qj(xj, uj)
following the equation for the cooperative Q-learning technique described in [21]
Qt+1j (xj, uj) = wQ¯
t
j(xj, uj) + (1− w)
∑
i∈IBrj
Q¯ti(xi, ui), (3.31)
where IBrj is the index set of Brj and w ∈ [0, 1] is the trust weight. If w = 1, the Q-
function is updated by trusting only in the knowledge of the relay itself (independent
learning). On the other hand, if w = 0, the aerial relay updates its Q-function based
only on the Q-functions of its relay neighbors. When 0 < w < 1, the learning is
carried out in a cooperative fashion. The convergence of the cooperative Q-learning
algorithm is analyzed in [21]. Qt will converge if η ∈ (0, 1) and γ ∈ (0, 1
n
) with n
being the number of agents performing the cooperative learning. For a complete
discussion, the reader is referred to [21].
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Once the Q-function is updated, we use the ε-greedy technique to balance explo-
ration with exploitation [101,103]. This method selects actions according to
utj =
 arg maxuˆQ
t
j(xj, uˆj) with probability 1− εt (exploit),
uniformly random action with probability εt (explore).
(3.32)
Here εt ∈ (0, 1] is the exploration probability at time step t. A typical value for
the exploration probability is εt =
1
t
. Algorithm 3.2 summarizes the cooperative
Q-learning method for every aerial relay.
Algorithm 3.2 Cooperative Q-learning ∀rj ∈ R
Require: learning rate η, discount factor γ, initial Q-function Q0j (e.g., Q
0
j ← 0),
initial state x0j , trust weight w
1: for every time step t = 0, 1, 2, . . . do
2: utj =
 arg maxuˆQ
t
j(xj, uˆj) with prb. 1− 1t+1
unif. rand. in {Nort, South, East, West, Stay} with prb. 1
t+1
3: Apply utj
4: Find next state xt+1j and the reward ρ
t+1
j
5: Q¯t+1j (xj, uj)← Qtj(xj, uj) + η
[
ρt+1j + γmaxuˆjQ
t
j(x
t+1
j , uˆj)−Qtj(xj, uj)
]
6: Qt+1j (xj, uj)← wQ¯tj(xj, uj) + (1− w)
∑
i∈IBrj
Q¯ti(xi, ui)
3.2.5 Simulation Results
In this section, we present simulation results of the proposed methodology for a
network of mobile sensors and aerial relays. For the case of the cooperative Q-
learning method (Algorithm 3.2), we compare the independent learning (w = 1) with
the cooperative learning (assuming w = 0.5) in terms of the network connectivity.
We consider a heterogeneous team of robots made by four mobile sensors, i.e.,
N = 4, and three aerial relays, i.e., M = 3. The workspace W is of 4× 4× 1.5 m3
populated with four convex obstacles and two target regions. Figure 3.5 illustrates
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(a) (b)
Figure 3.5: (a) 3D view and (b) 2D view of the workspace employed for the simula-
tion tests. The workspace W has a base station b, four obstacles, O = {o1, o2, o3, o4},
and two target regions T = {τ1, τ2}. The heterogeneous robotic network is formed
by four mobile sensors, S = {s1, s2, s3, s4}, and three aerial relays, R = {r1, r2, r3}.
The blue squares inside τ1 and τ2 denote the reference points used for the initial
deployment for the aerial relays.
this workspace where the obstacles are in gray and the target regions are in green.
The base station is represented in blue and its position is qbase = [−1.75 1.75 0]T
m. Also, the initial position of the ground sensors and the aerial relays are shown.
The blue dashed circles denotes the vicinity range for each flying relay. We assume
that for all the communication nodes the vicinity range is 1 m, i.e., ∀ni ∈M , %ni = 1
m. For set of relays R = {r1, r2, r3}, we have that
Dr1 = {b, r2, r3}, Dr2 = {r3}, and Dr3 = {r2}.
Thus, r1 has to keep a relative distance with the base station and with the other
sensors, while r2 and r3 have to do the same with r1. The time step is 0.005 s and we
run the simulation for 30 s. The rest of the simulation parameters are summarized
in Table 3.1.
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Table 3.1: Simulation parameters
Network Connectivity pTX = 60 mW, α = 2.5, do = 0.5 m, f = 2.4 GHz,
σ = 0.25, υ = −70 dB
Mobile Sensor Controller dosens = 0.1 m, docol = 0.2 m, doobj = 0.3 m, ηt = 0.6,
ηc = ηrep = 0.4, k0 = 0.75, k1 = 1.25
Aerial Relay Controller µr = 1.5 m, η = 0.2, γ = 0.25, ∆L = 0.75 m, k2 = 5.75,
k3 = 3.75, k4 = 2.5
At the beginning of the simulation, we deploy just the aerial routers such that r2
gets closer to the first target τ1, and r3 to the second target τ2. To achieve this, we
use the control law (3.26), but qref is fixed to a position inside their respective target
regions. The blue squares within τ1 and τ2 represent the reference positions. For
the case of r1, we also use (3.26), but without considering the third term, i.e., k4 =
0. Therefore, we do not use the learning algorithm during this initial deployment.
Figure 3.6 shows a series of snapshots of the deployment of the aerial relays. Since we
take into consideration damping effects in the controller (3.26), the mesh of virtual
springs between the flying relays has similar behavior as a real spring system in
which dissipative forces act against the movement of the springs ensuring velocity
to eventually reach zero. This behavior guarantees that the network of aerial relays
eventually reaches a rest state [3] that indicates the end of the initial deployment.
Indeed, the initial deployment maneuver finishes, i.e., the flying relays reach the
rest state, around 4 s after it started. As can be seen in Figure 3.6, the relays
move such that they maintain the relative distance with respect to their predefined
neighbors closer to µr while they move towards their preassigned reference positions
in the target regions, specially for the case of r2 and r3. Figure 3.6(c) shows the rest
position that the aerial relays achieve.
Once the deployment of the aerial relays is complete, the mobile sensors are
commanded to start moving around W such that they get measurements of the
target regions τ1 and τ2 by applying the control law (3.11). Also, the aerial relays
begin using the learning algorithm together with their controller (3.26) to enhance
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the network connectivity. As for the mobile sensors, two of then are assigned to τ1
and the others to τ2. Once a sensor gets to its predefined target region, it continues
moving around within the region. The flying relays do not use the learning Algorithm
3.2 at every time step. Instead, Algorithm 3.2 is called every 0.25 s. We do this in
order to allow that the aerial relays have enough time to move to the reference
position qref computed based on this algorithm. Figure 3.7 shows different time
instants of the simulation for the case of independent learning, i.e., w = 1. For each
relay, we indicate which antenna has the maximum RSS by changing to red the circle
at the end of its corresponding arm.
From Figure 3.7, the mobile sensors move towards their preassigned targets evad-
ing obstacles and collisions with other sensors. At the same time, the aerial relays
select the antenna with the maximum RSS and change its position according to the
reference position computed based on Algorithm 3.2. In Figure 3.7(b), one of the
mobile sensors assigned to τ1 is out of the vicinity range of the relays. Indeed, it is not
inside any of the blue-dashed circles associated with each flying relay. This causes
the network to get disconnected making the relative connectivity index, defined by
(3.24), be less than one. Furthermore, the evaluation of this index during the simula-
tion experiments is shown in Figure 3.8(a) for the case of independent learning and in
Figure 3.8(b) for cooperative learning. As one can see on these figures, the network
connectivity is lost more times when the independent learning method is applied.
For example, two mobile sensors are out of the communication vicinity range of the
relays in Figure 3.7(c) decreasing its RSS and then having an effect on the relative
connectivity index c. Even though c is not always one for the cooperative learning
(meaning that the network is always connected), we see from our tests that in the
worst case two of the mobile sensors gets disconnected for a short time. This is not
the case for the independent learning where, at different time instants, three of the
four sensors were disconnected.
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(a) (b)
Figure 3.8: Relative connectivity index c for the 20 trials. (a) Results for the case
of independent learning (w = 1). (b) Results for the case of cooperative learning
(0 < w < 1) with w = 0.5. The cross marker “×” represents the average value, while
the bars denote the standard deviation at every 0.5 s.
3.3 Conclusions
In this chapter, we took advantage of the different dynamics, resources and capabili-
ties of a heterogeneous robotic network made of ground and aerial agents. Exploiting
their heterogeneity allows to effectively use their specialized abilities and therefore
accomplish the overall mission, in our cause to take measurements of multiple targets
in a cluttered environment while the network connectivity is maintained. For the
case of the mobile ground sensors, we took into account their FOV and platform ge-
ometry as part of their communication and sensing models. Meanwhile, we assumed
that the aerial agents are specialized communication relays. By using potential field
methods, the ground mobile sensors were coordinated to sense regions of interest
in the environment avoiding collision. At the same time, in the first section of this
chapter, one aerial relay kept an adequate relative position with the ground sensors
to maintain connectivity with a fixed base station. We extended our approach to
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the case of multiple aerial relays in the second section of this chapter. Indeed, we
combined antenna diversity and cooperative Q-learning to maintain a certain RSS
level between the sensors and the aerial communication relays. For both cases, we
analyzed the effectiveness of our proposed methodology in a 3-D simulation sce-
nario obtaining promising results. In particular for the learning-based method, we
considered for the relays the cases of independent and cooperative learning. Our
results showed that the network achieved a better relative connectivity index when
the learning was carried out in a cooperative fashion.
Since our results showed that the connectivity of the network is not maintained
all the time even when the cooperative method is employed, future work will consist
in expanding the learning method to the mobile sensors. Thus, they can react when
their RSS drops under a minimum communication level. In our proposed method,
only the aerial relays are sensing and maintaining the RSS between them and the
sensors. We believe that adding the consideration of the minimum RSS communica-
tion level to the mobile sensor controller will help to get better results for the whole
network connectivity.
85
Chapter 4
Enabling Optical Wireless
Communications
Maintaining reliable communications on heterogeneous robotic networks is funda-
mentally important, especially for cooperative purposes. Radio communications is
the common method which allows the robots to operate wirelessly. However, this
technology has some limitations that affect the capacity of the robotic network. Op-
tical wireless (OW) communication has been proposed as the perfect complement to
mitigate some of the weaknesses of radio frequency systems [27–29]. Therefore, we
are motivated to study designs for an optical wireless link between an aerial robotic
platform and a mobile ground robot. Our intention is to combine radio frequency
communications and optical data transfer to have robust connectivity in GPS-denied
environments. This chapter is based on our work published in [104, 105] and it has
been developed in collaboration with Dr. Brian M. Sadler from the Army Research
Laboratory (ARL).
To the best of our knowledge, OW communications has not been proposed for the
case of a robotic team of aerial and ground vehicles. Possibly the major shortcoming
of OW technology that has delayed its mobile application is the LOS pointing and
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tracking requirement. Indeed, this challenge has to be addressed to fully exploit
the benefits of the optical link. In this chapter, we present our approach to tackle
this problem. First, we introduce a model for a directed LOS optical link between
an unmanned aerial robot and a ground mobile vehicle. Based on the link model,
we define a connectivity cone over the receiver where a minimum transmission rate
is guaranteed if the transmitter stays within. Second, we address the problem of
tracking a ground receiver by an aerial transmitter in order to establish a point-
to-point optical communication link. We consider that only noisy measurements of
the receiver position are available for the transmitter. Using Bayesian methods, we
estimate the location of the connectivity cone. Then, we develop a control to reduce
the distance between the aerial transmitter and the cone. Once the transmitter is
within the cone, the control acts to optimize the possible communications rate. This
general approach is valid for a variety of platform to platform OW communications as
we verify through numerical simulations that includes physics based optical channel
modeling. In Section 4.3, we consider the problem of pairing a ground sensor with an
aerial vehicle, both equipped with a hybrid communication system - radio frequency
for non-line of sight transmission and optical for line-of-sight transmission. Once
the quadrotor is within a desired range, the optical link can be employed to carry
out bulk data transfer. Therefore, the flying robot has to localize the sensor in
order to upload/download data while staying within optical communication range.
We develop a solution to autonomously localize the ground sensor node relative
to the aerial vehicle assuming that the sensor position is unknown at all times. We
exploit the hybrid communication scheme in order to solve this problem. The control
strategy is demonstrated through simulations that incorporate a realistic model for
the hybrid communication link.
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4.1 Optical Wireless (OW) Communication Link
Model
The indoor optical link is shown in Figure 4.1(a). A hovering aerial vehicle, e.g.,
a quadrotor, is equipped with an optical transmitter; while a ground vehicle has
an optical receiver. Thus, it is possible to establish an optical wireless connection
between both platforms. From now on, we will refer to the mobile ground robot as
the ground optical receiver and to the aerial robot as the flying optical transmit-
ter. We consider that the optical transmitter can be directed using a pan-tilt (PT)
mechanism, so it is possible to point the light beam to the receiver. We assume the
workspace spanned by the PT mechanism resembles half a sphere which is sufficient
for reaching the ground receptor. The pan and tilt angles are illustrated in the inset
in Figure 4.1(a). Conversely, we assume that the optical receiver does not have any
directionality and it is always pointing up. With the addition of radio, this type of
configuration forms a hybrid LOS optical link [27–29].
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Figure 4.1: (a) Sketch of the OW link. The inset shows the pan and tilt angles of a
gimbal mechanism. (b) Diagram of the LOS optical link with its main parameters.
The inset presents a block diagram of the OW communication system.
We consider a link model of an intensity-modulation direct-detection (IM/DD)
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LOS OW system [29,106,107]. The inset in Figure 4.1(b) is a block diagram of this
indoor OW communication system. A light-emitting diode (LED) or a laser diode
(LD) can be used as optical transmitter and a PIN photodiode or an avalanche
photodiode (APD) can be employed as optical receiver. A modulation signal m(t)
drives the current of the optical source varying its intensity I(t). The optical re-
ceiver integrates the incident optical signal generating a photocurrent i(t) which is
directly proportional to the instantaneous optical power incident on it. The signal
ζ(t) represents noise added at the receiver due to ambient light within the pass band
of the detector. In general, ζ(t) is modeled as white Gaussian noise independent of
I(t) [28, 29,106].
A diagram of the optical link with the important parameters for modeling pur-
poses is illustrated in Figure 4.1(b). The transmitter beam width is generally de-
scribed by its half-angle at half-power denoted as Φ1/2. Similarly, the receiver ef-
fective collection area is described by the half-angle field-of-view (FOV) denoted as
ΨC [29, 106]. In Figure 4.1(b), d is the distance between transmitter and receiver, φ
is the pointing angle of the transmitter, and ψ is the angle-of-incidence with respect
to the receiver axis. Notice that the transmitter is perfectly pointed at the receiver
when φ = 0◦, so φ is also known as the pointing error [106]. Similarly, the receiver
is perfectly pointed at the transmitter when ψ = 0◦, so ψ is sometimes referred to
as the receiver pointing error [106]. Even though all the angles in Figure 4.1(b) are
in the same plane, the link model presented next is generally valid with circularly
symmetric beam and FOV.
The emission pattern of the transmitter can be described by the irradiance func-
tion Is(d, φ) [106,107] given by
Is(d, φ) = P
m+ 1
2pid2
cosm φ, (4.1)
where P is the average transmitted optical power and m is the Lambert’s mode
number expressing directivity of the source beam. The Lambert’s mode number m
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is related to Φ1/2 by [107]
m =
− ln 2
ln(cos Φ1/2)
.
The optical receiver is modeled as an effective area Aeff collecting the radiation
incident at the angle ψ and is given by
Aeff(ψ) = g(ψ)A cosψ, (4.2)
if no optical filter is used [29,107]. Here, A is the receiver active area and g(ψ) is the
light-concentrator gain. An ideal concentrator with internal refractive index n has
gain
g(ψ) =
 n
2
sin2 ΨC
if |ψ| ≤ ΨC,
0 otherwise.
(4.3)
Based on (4.1) and (4.2), the received signal power is given by
PRx = IsAeff, (4.4)
and the corresponding photocurrent is
Ip = RPRx, (4.5)
where R is the responsivity of the photodiode.
The dominant noise source in short range indoor OW systems is the ambient light
[27, 29, 107, 108]. Assuming the ambient light is isotropic with a spectral irradiance
pn, the receiver is typically equipped with a bandpass filter with bandwidth ∆λ and
peak transmission T0. Then, the ambient optical power incident at the receiver is
equal to
Pn = pn∆λT0An
2. (4.6)
This ambient light noise is modeled as Gaussian [107] whose variance is approximated
by
σ2 = 2qRPnB, (4.7)
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where q is the charge of an electron and B is the bit rate. Assuming the optical link
uses on-off keying (OOK) [107–109], the SNR at the receiver is given by
SNR =
I2p
σ2
. (4.8)
The bit-error rate (BER) for OOK is related with the SNR by the equation BER =
Q(
√
SNR) [107], where
Q(x) =
1√
2pi
∫ ∞
x
exp
(
−u
2
2
)
du
is the tail probability of the standard normal distribution (the Q-function). For
example, to achieve a BER = 10−4 requires SNR ≈ 11.4 dB. Therefore, for a given
BER and combining (4.7) and (4.8), the corresponding bit rate B can be computed
by
B =
1
2qRPn
[
Ip
Q−1(BER)
]2
, (4.9)
where Pn is given by (4.6) and Ip can be calculated applying (4.1) - (4.5). Further-
more, assuming a bit rate B, it is possible to solve for the range d by manipulating
equations (4.1) - (4.5) and (4.9), yielding
d =
(
R
2qPnB
) 1
4
[
AeffP (m+ 1) cos
m φ
2piQ−1(BER)
] 1
2
. (4.10)
Table 4.1: Optical link parameters.
Transmitter P = 0.03 W, Φ1/2 = 45
◦
Receiver A = 1cm2,ΨC = 45◦, n = 1.5, R = 0.6 A/W
Noise pn = 5.8µW/nm · cm2,∆λ = 100 nm, T0 = 0.8
4.1.1 Connectivity Cone
Based on the link model explained in Section 4.1 and using (4.9), we can plot the
bit rate of the optical link as a function of the transmitter position relative to the
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receiver. Figure 4.2 shows contour maps of the optical link bit rate assuming that
the receiver is static at the position [0 0 0]T and assuming a BER = 10−4. The
contours represent the logarithm of the bit rate. For example, “7” represents 10
Mbps. The parameters used for creating the plots in Figure 4.2 are summarized in
Table 4.1 which are adopted from [106]. The optical source power is consistent with
a single LED. These plots are obtained considering different values of the pointing
error φ. The contours in Figure 4.2(a) are for the case when the optical beam is
perfectly pointed at the receiver, i.e., φ = 0◦. In contrast, we assume for Figures
4.2(b) and 4.2(c) that the transmitter has a constant maximum misalignment with
the receiver of φ = 25◦ and φ = 50◦, respectively.
(a) (b) (c)
Figure 4.2: Contour maps of the logarithm of the bit rate assuming: (a) no pointing
error, i.e., φ = 0◦, (b) a misalignment of φ = 25◦, and (c) a misalignment of φ = 50◦.
The range d for a bit rate of 10 Mbps computed applying (4.10) is shown for the
three cases. The range d decreases as the pointing error φ increases. This effect can
be seen in the upper plots. Also, as shown in the lower plots, the (x, y) area coverage
decreases with increasing the pointing error.
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Using (4.10), it is possible to find the range d for a desired bit rate B. Having this
range d, we can calculate the height of the transmitter when the receiver pointing
error is equal to its maximum, i.e., ψ = ΨC, given by
h = d cos ΨC. (4.11)
Assuming a bit rate B equal to 10 Mbps, we compute the range d applying (4.10)
and the height h from (4.11) for each case of pointing error, i.e., φ = 0◦, φ = 25◦ and
φ = 50◦. We assume that the height h between transmitter and receiver is fixed for
generating the contours shown in the bottom plots of Figure 4.2 for each case.
In this scenario, we find that it is possible to achieve a bit rate of 10 Mbps at a
range of d ≈ 4.05 m for the case of φ = 0◦, see Figure 4.2(a). Using this range, we
obtain h ≈ 2.87 m. Notice that the bit rate increases as the transmitter becomes
more directly aligned above the receiver. Perfect pointing results in the maximum
bit rate achievable for the given parameters and desired maximum BER.
On the other hand, d ≈ 3.67 m for the case of φ = 25◦ (Figure 4.2(b)) and
d ≈ 2.61 m assuming φ = 50◦ (Figure 4.2(c)). Then, we obtain h ≈ 2.59 m and
h ≈ 1.84 m for φ = 25◦ and φ = 50◦, respectively. Thus, the model quantifies
the trade-off in pointing accuracy and optical parameters such as power, effects of
ambient light interference, range, and desired communications performance.
Implementing an OW link that supports a minimum data rate Bmin requires a
tradeoff between the maximum pointing error allowed φmax and the transmitter-to-
receiver distance d. Moreover, Bmin will be obtained at a different range d if the
pointing error is zero, i.e., φ = 0◦, or if a maximum pointing error is assumed, i.e.,
φ = φmax > 0
◦. The shortest range dmin corresponds to φ = φmax, i.e., to the worst
case pointing error. Combining this range with the half-angle FOV of the receiver,
ΨC, it is possible to describe a right circular cone as shown in Figure 4.3(a). Hence,
connectivity at a bit rate greater or equal to Bmin would be sufficient guarantee if the
transmitter lies in this cone assuming a pointing error less than φmax. We call this
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Figure 4.3: (a) Connectivity cone C and its parameters. (b) Comparing h with hC and
r with rC is it possible to determine if the aerial transmitter is inside the connectivity
cone C.
the connectivity cone and denote it as C. So, the tracking control problem addressed
in this work requires a control law for the aerial transmitter such that it approaches
and stays inside of C. The apex or vertex of C is given by the position of the ground
receiver pRx. Furthermore, C can be defined by its slant height dC and its apex angle
ΨC. Employing these parameters, it is easy to find the base radius of the cone rC
and the height of the cone hC, see Figure 4.3(a). Also, notice that the normal vector
of the cone axis is given by e3 =
[
0 0 1
]T
.
4.2 Target Tracking to Establish an OW Commu-
nication Link
In this section, we consider the problem of controlling the flying optical transmitter
such that it tracks the ground optical receiver and points the light beam to establish
a temporary point-to-point OW communication link. The controller estimates the
receiver state and tries to stay inside of a connectivity cone. While we focus on this
particular set of assumptions, the control methods developed are readily adapted to
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other cases. Next, we introduce the models for the ground optical receiver, the flying
transmitter, and the noisy measurements.
4.2.1 Ground Optical Receiver (Rx)
Let x =
[
xRx yRx θ
]T
∈ SE(2) be the state of the ground receiver, where pRx =[
xRx yRx 0
]T
is the 3D position vector, see Figure 4.4(a), and θ is its heading
angle. We assume that the motion of the ground receiver is given by the discrete-
time nonlinear model
xt+1 = f(xt, ωt), (4.12)
with
f(xt, ωt) = xt + τ

v cos θt
v sin θt
ωt
 .
Here t is the time index, τ is the time step, v is the linear velocity that we assume
is constant, and ω is the angular velocity control input. Thus, the mobile ground
receiver moves with a constant linear velocity and can change its heading according
to the control input ω.
4.2.2 Flying Optical Transmitter (Tx)
Let pTx =
[
xTx yTx zTx
]T
∈ R3 be the position of the flying transmitter, see
Figure 4.4(a). We define its state as y =
[
pTx p˙Tx
]T
∈ R6. We approximate the
dynamics of the quadrotor as those of a point mass capable of accelerating in any
direction [110], so the flying transmitter dynamics can be written in discrete time as
yt+1 = Ayt + But, (4.13)
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Figure 4.4: (a) Position vectors of the aerial transmitter and of the ground receiver.
(b) Noisy measurement of the distance to the ground receiver (Top) and noisy mea-
surement of the direction to the ground receiver (Bottom).
where
A =

1 0 0 τ 0 0
0 1 0 0 τ 0
0 0 1 0 0 τ
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

, B =

0 0 0
0 0 0
0 0 0
τ 0 0
0 τ 0
0 0 τ

,
and u ∈ R3 is the acceleration control input.
4.2.3 Measurement Model
We assume that the flying transmitter knows its own state without any error at all
times. However, it obtains noisy sensor measurements at a frequency of 1/τ Hz for
estimating the state of the ground receiver. The sensor measurements are the ground
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receiver heading angle, the distance and the direction to the ground receiver. The
angular velocity measurement is modeled by
zω = ω + ηω, (4.14)
where ηω is Gaussian noise with zero mean and standard deviation σω, i.e., ηω ∼
N (0, σ2ω). Following [110], the measurement model for the range to the receiver can
be written as
zr =
√
(xRx − xTx)2 + (yRx − yTx)2 + ηr, (4.15)
where ηr is the range measurement noise such that ηr ∼ N (0, σ2r). The model for
the direction to the receiver is given by
zb = arctan
(
yRx − yTx
xRx − xTx
)
+ ηb, (4.16)
where ηb ∼ N (0, σ2b ) is the bearing measurement noise. We assume that the Gaus-
sian random noise terms ηθ, ηr and ηb are mutually independent. The range mea-
surement model given by (4.15) and the bearing measurement model given by (4.16)
are depicted in Figure 4.4(b).
Letting z =
[
zr zb
]T
and combining (4.15) and (4.16), we can write the following
nonlinear measurement model
z = h(x,y) + η, (4.17)
with
h(x,y) =
√(xRx − xTx)2 + (yRx − yTx)2
arctan
(
yRx−yTx
xRx−xTx
)  ,
and η =
[
ηr ηb
]T
. Notice that by our definition of ηr and ηb, η is a Gaussian
random vector with zero mean and covariance matrix
Σ =
σ2r 0
0 σ2b
 .
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4.2.4 Estimation and Control
Because of the noisy measurements, a solution to this pointing and tracking prob-
lem requires an estimation step before the computation of the transmitter motion
control. We perform this estimation using particle filters [111–113] which have been
successfully applied to tracking applications [110,114].
Particle Filter
Particle filters are a Monte Carlo method to perform Bayesian estimation [113].
These recursive methods allow direct use of nonlinear motion dynamics, highly non-
linear sensor models, and arbitrary noise probability distributions. We employ a
sampling-importance-resampling (SIR) particle filter [111, 112]. The application of
this filter for our case is presented in Algorithm 4.1. We use the symbol “B” to
denote comments in the algorithm statements.
The transmitter estimates the state of the ground receiver using
x˜ =
N∑
i=1
wixˆi, (4.18)
where x˜ is the estimate of x, and {xˆi,wi}Ni=1 is the set of N particles. For this set,
xˆi ∈ SE(2) is the state of the ith particle and wi ∈ R>0 is its importance weight.
Equation (4.18) is the particle filter minimum mean square estimate of x [110, 111].
The set of particles is updated using Algorithm 4.1 where the new measurement z is
incorporated into the collection of particles {xˆi,wi}Ni=1. This algorithm predicts the
state of each particle (line 2), updates and normalizes the importance weights with
the likelihood of new observations (lines 3 to 7), and then resamples the particles
(lines 8 to 10).
For predicting the state of each particle, we use the model of the ground receiver
given in (4.12) using the noise measurement of the angular velocity zω. To update and
normalize the importance weights in the SIR particle filter, we require the probability
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p (z|x,y). From (4.17), this probability is given by
p (z|x,y) = N (z;h(x,y,Σ)), (4.19)
where N (s;µ,Γ) is a multivariate Gaussian distribution with argument s, mean
µ, and covariance Γ. The argument s and the mean µ are 1 × d vectors, and the
covariance Γ is a d× d matrix. This Gaussian probability distribution is
N (s;µ,Γ) = 1√
(2pi)d|Γ| exp
(
−1
2
(s− µ)TΓ−1(s− µ)
)
, (4.20)
where |Γ| is the determinant of the matrix Γ.
Algorithm 4.1 Particle Filter
Require: {xˆi,wi}Ni=1 the set of particles, zω and z the noisy measurements, Σ the covariance
matrix, y the state of the flying transmitter, NTh the resampling threshold
1: for i = 1 : N do
2: xˆi ← f(xˆi, zω) B update particle state using (4.12)
3: p(zt|xˆi,y)← N (z;h(xˆi,y),Σ) B from (4.19) and (4.20)
4: wi ← wip(z|xˆi,y)
5: W←∑Ni=1 wi
6: for i = 1 : N do
7: wi ← wi/W B normalization
8: Neff ← 1/
∑N
i=1(wi)
2
9: if Neff < NTh then
10: {xˆi,wi}Ni=1 ← resample{xˆi,wi}Ni=1
Output: x˜←∑Ni=1 wixˆi B estimated state of the receiver
The use of resampling is required to mitigate the degeneracy problem of particle
filters [111,112]. Broadly speaking, the degeneration phenomenon occurs when a few
particles have a high concentration of the probability mass. This degeneracy implies
that a large computational effort is devoted to updating particles whose contribution
to the estimation of xt in (4.18) is almost zero. To estimate the level of degeneracy,
we use the effective sample size Neff =
1∑N
i=1(wi)
2
[112]. If Neff is less than a threshold
Nth then a severe degeneracy occurs and resampling is required (line 10). In our
simulations, we use systematic sampling [112]. For completeness, the steps for this
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method are reproduced in Algorithm 4.2. For more details about particle filters and
resampling methods, the reader is referred to [111–113].
Algorithm 4.2 Resample (adapted from [112])
Require: {xˆi,wi}Ni=1 the set of particles
1: Initialize CDF, c1 = 0
2: for i = 2 : N do
3: ci ← ci−1 + wi B construct CDF
4: Initialize index, i = 1 B start at the bottom of CDF
5: Generate u1 ∼ U[0, 1N ] B uniform distributed initial value
6: for j = 1 : N do
7: uj ← u1 + j−1N B Move along the CDF
8: while uj > ci do
9: i← i+ 1
10: xˆj ← xˆi B assign sample
11: wj ← wi B assign weight
Output: {xˆj ,wj}Nj=1 B resampled set of particles
Tracking and Pointing
After applying the particle filter detailed in Algorithm 4.1, the transmitter has an
estimate of the state of the ground receiver
x˜ =
[
x˜Rx y˜Rx θ˜
]T
. (4.21)
Thus, p˜Rx =
[
x˜Rx y˜Rx 0
]T
is the estimated position of the receiver and θ˜ is its
estimated heading angle. Given p˜Rx, the parameters of the optical transmitter and
receiver (such as in Table 4.1), and the desired bit rate, we can estimate C. We define
the feedback control law for the aerial transmitter Tx as
u = ν (p˙Tx − vref) + F (pTx) , (4.22)
where ν is a control gain, vref =
[
v cos θ˜ v sin θ˜ 0
]T
is the reference velocity, and
F (pTx) is the artificial force to ensure that Tx approaches and stays inside the cone.
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This force is given by
F (pTx) = −∇U (pTx) , (4.23)
with U (pTx) being an attractive potential function defined as
U (pTx) = 1
2
κ ‖pTx − pRef‖2 . (4.24)
This type of potential function is widely used in robotics for controlling an agent to
go to a desired goal position [20, 89, 114, 115]. Here, κ is a scaling factor, ‖ · ‖ is the
Euclidean norm, and pref ∈ R3 is a reference point which is estimated depending if
Tx is inside the connectivity cone or not. In order to determine this, we need to
first compute two parameters: a) the height of Tx denoted as h, and b) the distance
between Tx and the cone axis denoted as r. These parameters are illustrated in
Figure 4.3(b) and they can be estimated by
h = (pTx − p˜Rx) · e3, and
r = ‖pTx − p˜Rx − he3‖ .
(4.25)
When h is greater than the height of the connectivity cone hC, then it is clear that
Tx is outside of the cone. Otherwise, we need to compare r with the cone radius at
the height h to check if Tx is inside the cone. This cone radius, denoted ρ, is given
by
ρ =
h
hC
rC, (4.26)
and is depicted in Figure 4.3(b). Recall that rC is the base radius of the cone. If r is
greater than ρ then the transmitter is outside the cone. Algorithm 4.3 summarizes
the steps to determine if Tx is inside C or not.
Once we determine if the transmitter is outside or inside of C, we calculate the
reference position pref required by the potential function (4.24). From our discussion
in Section 4.1.1, we know that the OW link has a bit rate at least equal to Bmin when
Tx is within C. Furthermore, having Tx inside of C, the bit rate is enhanced as Tx
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Algorithm 4.3 Inside Connectivity Cone
Require: rC base radius of the cone, hC height of the cone, h height of Tx respect to Rx, r distance
between Tx and the cone axis
1: if h ≤ hC then
2: ρ← (h/hC) rC B cone radius at height h
3: if r ≤ ρ then
4: InCone ← TRUE B inside the cone
5: else
6: InCone ← FALSE B outside the cone
7: else
8: InCone ← FALSE B outside the cone
Output: InCone
gets closer to the cone axis. The reference position in the cone axis can be estimated
as
paxis = p˜Rx + he3. (4.27)
This point is shown in Figure 4.5(a) and we use it as the reference point when the
transmitter is inside the connectivity cone, i.e., pref = paxis if Tx ∈ C. For this case,
the pan and tilt angles are
α = arctan y˜Rx−yTx
x˜Rx−xTx , and
β = arcsin h‖p˜Rx−pTx‖ .
(4.28)
When Tx is outside of C, we assume that the pan and tilt angles are both equal
0◦. For this case, we also assume that the reference position is given by the closest
point in the cone with respect to the position of Tx. We denote this point as pC.
Algorithm 4.4 describes the procedure to find pC. When Tx is above the base of C,
i.e., h > hC and r < rC (see Figure 4.5(b)), it is easy to compute the closest point
pC = pTx − (h− hC) e3. (4.29)
There does not appear to be a direct way to find the closest point in the cone if Tx
is not above its base. However, we can determine the closest point and the shortest
distance from a point to a triangle in 3D, e.g., see [116]. Consequently, we decompose
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Figure 4.5: (a) Reference point is in the cone axis, paxis, when the aerial transmitter
is inside the connectivity cone. (b) Closest point respect to the aerial transmitter,
pC, when it is right on top the base of the cone. (c) Closest point respect to the
aerial transmitter, pC, obtained by decomposing the cone into M triangles.
the cone into M triangles as shown in Figure 4.5(c). Then, we can find the closest
point and its corresponding distance from pTx to each of the triangles by applying
the algorithm in Section 10.3.2 of [116] and implemented in [117]. Let i = 1, ...,M ,
Algorithm 4.4 Closest Point Cone
Require: rC base radius of the cone, hC height of the cone, p˜Rx estimated position of Rx, pTx
position of Tx, h height of Tx respect to Rx, r distance between Tx and the cone axis, M
number of triangles which the cone is decomposed into
1: if h > hC and r < rC then
2: pC ← pTx − (h− hC) e3
3: else
4: for i = 1 : M do
5: a(i)← p˜Rx
6: b(i)← a(i) + `(i− 1)
7: c(i)← a(i) + `(i)
8: ti ← {a(i),b(i), c(i)} B ith triangle
9: [%i,qi]← Point Triangle Distance (ti,pTx)
10: [%close, iclose]← min(%1, . . . , %i, . . . , %M )
11: pC ← qiclose
Output: pC B closest point in the cone from Tx
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then we define the ith triangle ti by the position of its vertices a(i),b(i), and c(i)
that are given by
a(i) = p˜Rx,
b(i) = a(i) + `(i− 1), and
c(i) = a(i) + `(i),
(4.30)
where
`(i) =
[
rC cos
(
2pii
M
)
rC sin
(
2pii
M
)
hC
]T
. (4.31)
The ith triangle is illustrated in Figure 4.5(c). Employing the algorithm in [117],
we find the shortest distance %i and the closest point qi from pTx to the triangle
ti = {a(i),b(i), c(i)} for every i = 1, . . . ,M (see line 9 in Algorithm 4.4). We then
determine the index of the smallest element in the set {%1, . . . , %M} which we denote
as iclose and the closest point for this case is
pC = qiclose . (4.32)
Summarizing, the closest point in C with respect to the transmitter when it is outside
of C is given by
pC =
 pTx − (h− hC) e3, if h > hC and r < rC,qiclose , otherwise. (4.33)
We take this point as the reference point when the transmitter is outside the con-
nectivity cone, i.e., pref = pC if Tx 6∈ C.
Considering (4.27) and (4.33), we can define the reference point pref required for
the calculation of the artificial attractive force F (pTx) by applying (4.23) and (4.24),
and therefore for computing the transmitter control input u by (4.22). Therefore,
this reference point is given by
pref =
 paxis given by (4.27), if Tx ∈ C,pC given by (4.33), otherwise. (4.34)
The steps to generate the control input u for the aerial transmitter are summarized
in Algorithm 4.5.
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Algorithm 4.5 Tracking and Pointing Controller
Require: pTx position of Tx, p˙Tx velocity of Tx, zω and z noisy measurements, κ scaling factor,
ν control gain
1: x˜← Particle Filter (zω, z)
2: Get p˜Rx and θ˜ from x˜
3: h← (pTx − p˜Rx) · e3 B height of Tx respect to Rx
4: r ← ‖pTx − p˜Rx − he3‖ B distance between Tx and the cone axis
5: InCone ← Inside Connectivity Cone (p˜Rx,pTx)
6: if InCone = TRUE then B tracking and pointing
7: pref ← p˜Rx + he3
8: α← arctan y˜Rx−yTxx˜Rx−xTx B pan angle
9: β ← arcsin h‖p˜Rx−pTx‖ B tilt angle
10: elseB no pointing and get closer to the cone
11: pref ← Closest Point Cone (p˜Rx,pTx)
12: α, β ← 0◦ B since we assume the beam is deactivated
13: U (pTx)← 12κ ‖pTx − pRef‖2
14: F (pTx)← −∇U (pTx)
15: vref ←
[
v cos θ˜ v sin θ˜ 0
]T
Output: u← ν (p˙Tx − vref) + F (pTx)
Table 4.2: Simulation parameters
Measurements σr = σb = σω =
√
0.5
Particle Filter N = 2000, NTh =
1
2
N
Controller Kp = diag(30, 30, 35), Kv = diag(8.5, 8.5, 8.5)
4.2.5 Simulation Results
The methodology and algorithms proposed in the previous section are validated by
running numerical simulations using MATLAB®. A 3D environment developed for
visualization purposes is shown in Figure 4.6. The aerial transmitter is represented
as a thin cross with four circles at each side, while the mobile ground receiver is
depicted as a cuboid with a sensing field-of-view in its front. We have drawn in
red the connectivity cone C on top of the receiver, the reference position pref used
in Algorithm 4.5 by an asterisk marker “*”, and the distance between the aerial
transmitter and pref by a dash-dot line “−·”, see Figure 4.6(a). When the flying
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transmitter is within C, the transmit light beam is activated and depicted in the 3D
environment, see Figure 4.6(b).
Estimation and Control Results
We first run a set of simulations where the initial position of the aerial robot is[
6 −6 3.5
]T
m and the mobile ground robot starts at the origin with a heading
angle θ = 45◦. Thus, the transmitter-receiver distance at the beginning is approxi-
mately 9.18 m. The 3D simulation environment at time zero is illustrated in Figure
4.6(a). The parameters for the optical link used for simulation are given in Table 4.1
that we employed to plot the contour maps in Figure 4.2. From our discussion in
Section 4.1.1, we know that the parameters for C assuming a minimum desired bit
rate Bmin = 10 Mbps and a maximum pointing error φmax = 25
◦ are
ΨC = 45◦ . apex angle,
dC ≈ 3.67 m . slant height,
rC = dC sin ΨC ≈ 2.59 m . base radius,
hC = dC cos ΨC ≈ 2.59 m . cone height.
These are the values used to draw the connectivity cone in the 3D environment
(Figure 4.6). The constant linear velocity of the mobile ground robot is assumed
equal to 12 m/s. Also, we divide C into M = 25 triangles for Algorithm 4.4 which
finds the closest point in C with respect to the flying transmitter. The time step τ is
equal to 0.01 s and we run the simulations for 10 s. The rest of the parameters for
the simulation are summarized in Table 4.2.
For the simulations, the ground receiver follows the trajectory shown in Figure
4.7(a) by the black dotted line. This figure also illustrates the xy trajectories of the
optical receiver (Rx) and the optical transmitter (Tx). The empty square and circle
denotes the initial xy position of Rx and Tx, respectively. The filled square and
circle indicates the position of Rx and Tx after 10 seconds, respectively.
Chapter 4. Enabling Optical Wireless Communications 106
(a) (b)
Figure 4.6: 3D environment for numerical simulations. The connectivity cone C on
top of the receiver is shown in red, the reference position pref is denoted by an asterisk
marker “*”, and the distance between the aerial transmitter and pref by a dash-dot
line “−·”. (a) The aerial transmitter starts outside of C. (b) The transmit beam is
activated once the transmitter is inside of C.
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Figure 4.7: (a) xy trajectories described by the mobile ground receiver (Rx) and the
aerial transmitter (Tx). The empty square and circle denote the initial xy position of
Rx and Tx, respectively. The filled square and circle indicate the position of Rx and
Tx after 10 seconds, respectively. (b) The estimated and actual range zr, i.e., the
distance from Tx to Rx. (c) The estimated and actual bearing zb, i.e., the direction
from TX to the receiver.
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Figure 4.8: Actual and estimated values of the receiver state x = [xRx yRx θ]
T .
The estimation is via the particle filter summarized in Algorithm 4.1. The maximum
errors between the actual and estimated values are: 0.66 m for the x coordinate, 0.91
m for the y coordinate, and 0.15 rad for θ.
We generate the noisy measurements zr, zb and zω, feeding these to the tracking
and pointing controller given in Algorithm 4.5 to estimate the state of the receiver
and control the aerial transmitter. The range zr given by (4.15) is depicted in Figure
4.7(b) and the bearing given by (4.16) is shown in Figure 4.7(c). For these figures, the
actual values (without noise) are plotted with the black dashed line while the noisy
measurements are drawn with the green dotted line. We employ the particle filter
given in Algorithm 4.1 to estimate the state of the receiver. The results obtained
from applying the particle filter are illustrated in Figure 4.8. The black dashed
line denotes the actual values while the blue continuous line shows the estimated
values. For the position of the receiver, the maximum errors between the actual
and estimated values are around 0.66 m for the x coordinate and 0.91 m for the
y coordinate. For the heading angle θ, the max error is 0.15 rad. These errors,
especially for the position, will cause an error in pointing at the receiver which will
be reflected in the pointing angle φ.
The transmitter-receiver distance d is shown in Figure 4.9(a), and the receiver
pointing error ψ and the pointing error φ are given in Figure 4.9(b). The slant height
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Figure 4.9: (a) The distance d between transmitter and receiver. The dash-dot line
is the value of dC. (b) (Upper) The receiver pointing error ψ. The dash-dot line is
the value of ΨC. (Lower) The pointing error φ. The dash-dot line is the maximum
value of pointing error assumed φmax. (c) The pan α and tilt β angles. In all the
figures, the dashed line indicates the elapsed time of 0.92 s that is the instant when
the transmitter reaches the connectivity cone and therefore stays inside.
of the connectivity cone dC is drawn by the dash-dot line in Figure 4.9(a). Similarly,
the apex angle value ΨC and the maximum pointing error φmax are represented in the
upper and lower plots of Figure 4.9(b), respectively. Notice that after around 0.92 s,
d is less than dC and it remains less than this value during the rest of the simulation.
Also, ψ stays less than ΨC after 0.92 s. From this time on, the aerial transmitter
remains within the connectivity cone. This time is outlined in the plots by a dashed
black line and Figure 4.6(b) is a snapshot of the 3D simulation environment at this
time. From the plot of φ in Figure 4.9(b), it is clear that this angle is always less
than the assumed maximum pointing error φmax = 25
◦. Figure 4.9(c) shows the pan
and tilt angles, α and β respectively. As we explain in Section 4.2.4, these angles
are assumed equal to zero when the flying transmitter is outside of C. Once the
transmitter is within C, these angles are computed according to (4.28) to point the
light beam at the receiver.
Because the transmitter remains inside the cone after 0.92 s, the bit rate should
exceed the minimum desired bit rate of 10 Mbps after this time. The bit rate
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B is illustrated in Figure 4.10(a) where the desired minimum limit of 10 Mbps is
represented by the dash-dot line. B stays over the 10 Mbps once the 0.92 s have
elapsed. The minimum bit rate after this time is 17.38 Mbps with an average bit rate
of 78.31 Mbps. Consequently, our goal of establishing and maintaining an optical
link of at least 10 Mbps is accomplished after 0.92 s.
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Figure 4.10: (a) The bit rate in Mbps calculated applying (4.9). Once the transmitter
remains inside the connectivity cone C, which is after 0.92 s, the minimum bit rate
is 17.38 Mbps. Also, the average bit rate is 78.31 Mbps with a standard deviation
of 28.469 Mbps. (b) The bit rate in Mbps of the uplink and downlink. Once the
transmitter remains inside the connectivity cone, the minimum bit rate for the uplink
is ≈ 9 Mbps, and the average bit rate is 71.29 Mbps with a standard deviation of
32.44 Mbps. The results for the downlink are given in Figure 4.10(a).
Uplink Bit Rate
So far, we have assumed that a directed optical transmitter is mounted on the aerial
robot, while the ground vehicle is equipped with a fixed optical receiver always
pointing up. Assuming that a fixed optical transmitter is now in the ground vehicle
and a directed optical receiver in the aerial robot, the only modifications required in
the optical link illustration given in Figure 4.1(b) are to interchange the angles Φ1/2
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with Ψc and φ with ψ. Taking into account these modifications, it is straightforward
to use the equations presented in Section 4.1 which characterize the model of the
optical link. Therefore, we can compute the bit rate of the potential uplink between
the agents using (4.9). The result for the case of the simulation experiment explained
in the previous section is shown in Figure 4.10(b).
In general, the uplink has a lower bit rate than the downlink. For example, the
uplink has a minimum bit rate of 9.04 Mbps once the aerial robot enters and remains
within the connectivity cone. Thus, the uplink minimum bit rate is lower than the
one for the downlink and it does not satisfy the requirement of minimum 10 Mbps
assumed for defining the cone. However, this only occurs for a short time when the
flying vehicle enters the cone. While it stays in the cone, the average bit rate is
71.29 Mbps with a standard deviation of 32.44 Mbps. Consequently, our approach
can maintain not only a potential high bit rate downlink but also a reliable uplink.
Changing the Transmitter Initial Position
In order to test the robustness of our approach with respect to the initial position
of the flying transmitter, we run a second set of simulations where we generate
randomly different initial positions. To generate these positions, we assume that the
initial transmitter-receiver distance, do, goes from
1
4
dC up to 3dC in steps of 14dC.
Recall that dC is the slant height of the connectivity cone. This assumption gives
us a total of 12 random starting positions. None of the positions has to be inside
the initial cone whose vertex is located at the origin. The rest of the simulation
parameters are the same as the ones used for the first set of simulations. For each
one of the 12 cases, we compute:
• ts, the time at which the transmitter enters the connectivity cone without
leaving it again,
• Bavg and Bstd, the average and the standard deviation of the bit rate, and
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• Bmin, the minimum bit rate.
We calculate Bavg, Bstd and Bmin considering the outcomes from ts up to the final
simulation time of 10 s. The results for the 12 cases are illustrated in Figure 4.11.
We show Bavg and Bstd in the same plot, see Figure 4.11(b). The cross marker “×”
represents Bavg while the bar denotes Bstd.
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Figure 4.11: Results obtained generating random starting positions for the aerial
transmitter such that they have an initial distance do respect to the ground receiver.
(a) Time at which the transmitter stays inside C without leaving it again. (b) Average
and standard deviation of the bit rate. The cross marker “×” represents the average
value and the bar denotes the standard deviation. (c) Minimum bit rate for each
case. The desired minimum bit rate of 10 Mbps is illustrated by the dash-dot line.
From Figure 4.11(a), the transmitter needs more time to get and stay inside the
connectivity cone when it starts from a position closer to the receiver than when
it starts from a distance far from the cone. For example, ts = 7.92 s for an initial
transmitter-receiver distance of 1
4
dC while ts = 0.63 s for an initial distance of 2dC.
This behavior is because the volume of the connectivity cone C is smaller as we get
closer to its apex, so the transmitter more easily departs from the cone when the
receiver turns. After leaving the cone, Algorithm 4.4 computes a reference point
pref so that the transmitter approaches to C reaching a higher altitude. After some
iterations, this calculation of pref ensures that the transmitter stays within C.
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In contrast, the average bit rate and the minimum bit rate are higher when the
transmitter starts at a position closer to the cone. For example, Bavg = 290.58 Mbps
and Bmin = 81.01 Mbps for
1
4
dC whereas that Bavg = 86.41 Mbps and Bmin = 15.76
Mbps for 2dC. We expect to get this result according to the contour maps shown
in Figure 4.2. Notice that the minimum bit rate is never less than 10 Mbps for any
of the 12 cases, see Figure 4.11(c). Consequently, an intermittent high rate optical
communication will be obtained if the aerial transmitter tries to stays closer to the
mobile ground receiver. Or, a more continuous optical wireless communication but
with low rate can be established if the transmitter-receiver distance is kept close to
the slant height of the connectivity cone.
Time [s]
0 2 4 6 8 10
d
[m
]
12
13
14
15
16
17
18
19
20
(a)
0 2 4 6 8 10
ψ
[r
a
d
]
0
0.5
1
1.5
Time [s]
0 2 4 6 8 10
φ
[r
a
d
]
0
0.2
0.4
0.6
(b)
Time [s]
0 2 4 6 8 10
B
[k
b
p
s]
0
50
100
150
200
(c)
Figure 4.12: Results assuming a beacon optical link, i.e., a low-rate optical link.
(a) The transmitter-receiver range. (b) The receiver pointing error ψ (Upper) and
the pointing error φ (Lower). (c) The potential bit rate B. The transmitter remains
inside the connectivity cone after 1 s of starting the simulation (dashed black line).
Notice that the bit rate is more stable than for the case of high-rates shown in Figure
4.10(a).
Low Rate Optical Link
The use of a wide-beamwidth optical link acting as a support for a more focused,
narrow-beam link has been proposed as a OW communication system [106]. The
wide-beam link, known also as beacon link, is designed to provide low-data-rate con-
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nectivity that can be used for providing positioning and alignment control of a high
data throughput narrow-beam link. To consider a similar scenario, we assume that
the proposed OW link is used as a lower rate beacon link to enable control and
feedback for some other autonomous task. Consequently, we need to select an ac-
ceptable low beacon bit rate for control purposes. A common wireless communication
for mobile robotic operations is ZigBee [118]. This technology is based on the IEEE
802.15.4 standard [119] and its bit rate is in the range of 10 kbps to 250 kbps. Thus,
we choose 100 kpbs as acceptable data rate for the acquisition and positioning con-
trol. Assuming a φmax = 25
◦ and the specifications in Table 4.1, we can find the
parameters of the connectivity cone to be
ΨC = 45◦ . apex angle,
dC ≈ 14.43 m . slant height,
rC = dC sin ΨC ≈ 10.20 m . base radius,
hC = dC cos ΨC ≈ 10.20 m . cone height.
In the following, all the other parameters are the same as those in Section 4.2.5.
The results for the transmitter-receiver range d, the pointing error φ, the receiver
pointing error ψ, and the potential bit rate B are shown in Figure 4.12.
The transmitter enters the connectivity cone C after 1 s. This time instant is
indicated by the dashed black line in all the plots of Figure 4.12. From the results
for the range d (Figure 4.12(a)) and the receiver pointing error ψ (Figure 4.12(b)),
the transmitter stays inside the cone after 1 s. Furthermore, the pointing error φ is
kept below the desired maximum error of 25◦. The bit rate B shown in Figure 4.12(c)
remains above 100 kbps once the transmitter is within C. Note that the potential
bit rate has much less variation than in the previous results (compare with Figure
4.10(a)). The average bit rate is 156.75 kbps with a standard deviation of 6.50 kbps.
This example illustrates how our tracking and pointing can be used to maintain a
very stable low rate beacon link, that could be employed to provide control feedback
for other autonomy tasks, such as sensing or networking optimization.
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4.3 Sensor Localization Using a Hybrid RF/OW
Communication Link
A common assumption for a wireless sensor network (WSN) is that the sensors are
fully connected, i.e., there is a communication path between any two nodes in the
network. However, this type of connectivity generally requires a very dense number of
sensors or additional communication relays which can be impractical or expensive to
implement [120]. Furthermore, the available communication rate may be insufficient
to deliver the information collected by the sensors when the amount of data is large,
such as the case of high-resolution images or video.
Aerial robotic vehicles have the potential to alleviate these communication chal-
lenges by exploiting their mobility to gather information from in-situ wireless sensors.
These information collectors are sometimes referred as data mules [121]. Also, large-
scale data transfers can be achieved by combining the broadcast capability of radio
frequency (RF) with the high rate capacity of optical wireless (OW) links. Hybrid
RF/OW links can offer temporary high throughput point-to-point communications
within fixed and mobile wireless networks [28, 122]. In this hybrid scheme, the RF
component is generally employed for link control, maintenance and backup functions,
while the OW component is used for bulk data transfer. Thus, RF can be exploited
to assist in the pointing and acquisition of the OW link because it is both pervasive
and independent.
We consider that both the sensor and the aerial data mule are equipped with
a hybrid RF/optical communication system - RF for low bandwidth transmission
and optical for high rate transfer. Our concept is illustrated in Figure 4.13(a),
depicting a quadrotor employing radio signal strength to move towards a sensor
node. Once the quadrotor is within a desired range, see Figure 4.13(b), the optical
link can be employed to carry out bulk data transfer. Therefore, the flying robot
has to localize the sensor in order to upload/download data while staying within
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(a) (b)
Figure 4.13: (a) Radio-based communication is used by a quadrotor to move closer
to a fixed sensor. (b) Once within range, optical wireless communication can be
employed for high-data transfer.
optical communication range. We develop a solution to autonomously localize the
ground sensor node relative to the aerial vehicle assuming that the sensor position
is unknown at all times. We exploit the hybrid communication scheme in order to
solve this problem.
We assume that a sensor node deployed in an open environment is equipped with
a hybrid RF/optical communication system. The RF component is used for relatively
low data rate, while the optical component can manage high data transmission. We
assume that a quadrotor has a similar hybrid wireless transceiver and it is able to
communicate with the sensor when in range. The sensor uses an omnidirectional
antenna, while the quadrotor has one directional antenna at the end of each one of
its arms, see Figure 3.4(a). Figure 3.4(b) shows the gain pattern of a directional
antenna with a 45◦ main lobe. With this sectorization, the RSS can be measured
at each antenna, a rough angle of arrival estimated, and the quadrotor can move
towards the source.
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Starting with the quadrotor at a significant distance from the sensor but within
the RF range, our goal is that the aerial robot comes close to the sensor node such
that the optical link can be employed to upload the data collected by the sensor. We
assume that the exact location of the sensor is unknown to the quadrotor at all times.
Our approach uses the RSS measurements of the four antennas to guide the flying
vehicle towards the sensor. Once the quadrotor comes close enough to the sensor, it
is able to detect the optical signal and hover within optical communication range.
At this stage, the data transfer can be performed employing the optical link. In the
next section, we detail the channel model for the hybrid RF/OW communication
system.
4.3.1 Hybrid RF/OW Channel Model
Given their independent transmission modalities, we consider separate channel mod-
els for the RF and OW links to predict the hybrid system performance.
RF link
We assume an open environment, so that it is possible to achieve LOS between the air
vehicle and the sensor node. We consider a multipath fading environment, e.g., with
microwave radio. Therefore, we adopt a log-distance path-loss model, see Section
3.2.1, to describe the power loss between the sensor node (acting as transmitter
Tx) and the quadrotor (acting as receiver Rx). For this model, the received signal
strength of the ith quadrotor's antenna expressed in dB is given by
PRFi = PTx − Poi − 10κ log10
(
di
do
)
− χ, (4.35)
where i = 1, . . . , 4 indexes the four antennas. In (4.35), PTx is the power transmitted
by the sensor node, do is the reference distance, di is the distance between the sensor
node and the ith quadrotor antenna, κ is the path-loss exponent, Poi is the reference
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path loss, and χ is a zero-mean Gaussian random variable reflecting the attenuation
(in dB) caused by flat fading.
Typical values for do are 1-10 m indoors and 10-100 m outdoors. The value of the
path-loss exponent κ depends on the propagation environment. Its value ranges from
2 for free-space up to 6 for heavily cluttered environments. The reference path loss
Poi can be calculated at the reference distance do by applying the Friis transmission
equation
Poi = 10 log10
[
1
GTxGRxi
(
4pido
λ
)2]
, (4.36)
where GTx is the gain of the sensor's antenna, GRxi is the gain of the ith quadrotor's
antenna, and λ = c/f is the wavelength of the transmitted signal (c is the speed
of light and f is the communication frequency in Hertz). We set GTx = 1 since we
assume an omnidirectional antenna for the sensor node. On the other hand, GRxi
can take on a value ≤ 1 to account for the directivity of the quadrotor’s antennas as
in Figure 3.4(b).
One way to mitigate fading is to increase the transmission power, but this is not
always possible due to size, weight and energy limitations. An alternative is the
use of multiple transmitting and/or receiving antennas. This technique is known as
antenna diversity, see Section 3.2.2. Multiple antennas with sufficient spacing provide
the advantage that while one receiving antenna is in a deep fade, it is probable that
another one has sufficient signal strength. At microwave frequencies, an antenna
spacing of at least one wavelength λ has been experimentally shown to result in
approximately decorrelated fading [123]. For example, the operating frequency for
Zigbee is 2.4 GHz, so its wavelength is λ = 12.5 cm. An AscTec Hummingbird
quadrotor [77] has an arm length of 17 cm. Thus, the minimum separation between
antennas placed in each arm for this quadrotor is ≈ 24 cm ≈ 2λ. This spacing will
yield roughly independent RSS measurements.
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Optical Link
In Section 4.1, we introduced a model of a directional LOS optical link between an
aerial and a ground robot. Based on this model, we designed a controller to place the
aerial vehicle in optical range to maintain a minimum bit rate. We defined the area
within optical range as a connectivity cone. A diagram showing the main parameters
for the optical link model is illustrated in Figure 4.1(b). Using (4.1) and (4.2), the
optical signal strength in dB at the receiver is given by
POW = 10 log10 (IsAeff) + ζ, (4.37)
where ζ represents the average optical power (in dB) produced by natural and artifi-
cial light sources. This background radiation is generally modeled as being spectrally
constant, Gaussian, and independent of the received signal [29]. In addition, we as-
sume that the optical transceiver mounted on the quadrotor is always pointing down,
while the one in the sensor node is always pointing up. Under this assumption, φ = ψ
at all times. A generalization enables mechanical pointing, such as with a gimbal as
it is illustrated in Figure 4.1(a).
Contour Maps
Using (4.35) for the RF link and (4.37) for the OW link, we can plot the signal
strength as a function of the receiver position relative to the transmitter. Contour
maps of the signal strength are shown in Figure 4.14(a) and in Figure 4.14(b) for
the RF and OW components, respectively. For each component, we plot the signal
strength for the azimuth plane (x-y plane) and for the elevation plane (x-z plane)
assuming that the transmitter is fixed at the origin. For illustration, these plots are
noise free, i.e., we do not consider the term χ for (4.35) and ζ for (4.37). The rest
of the parameters are summarized in Table 4.3.
The white regions in the contour maps for the case of the OW link (Figure 4.14(b))
indicate that no optical signal can be detected in these areas. These regions appear
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(a)
(b)
Figure 4.14: Signal strength contour maps: (a) for the RF link, and (b) for the OW
link. The x-y plane is the azimuth plane, while the x-z is the elevation plane. For
the case of the azimuth plane, we assume the receiver maintains a fixed height of 5
m.
Table 4.3: Parameters for the RF and OW links
RF link PTx = −12.22 dB (60 mW), f = 2.4 GHz, κ = 2.5,
do = 1 m, GTx = GRx = 1
OW link P = −15.23 dB (30 mW), A = 1cm2, n = 1.5, Φ1/2 =
ΨC = 30◦
because the concentrator gain g(ψ) becomes zero, according to (4.3), if the incidence
angle ψ is greater than the half-angle FOV ΨC. Therefore, the receiver does not
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detect any optical signal when it is within these areas. In contrast, it can detect the
RF-based communication signal inside these white regions as seen in Figure 4.14(a).
4.3.2 Control Stategy
First, we introduce the dynamic model of the aerial vehicle. Then, we present a
controller for the quadrotor such that it follows a desired direction which should
point towards the sensor node. We detail in Section 4.3.3 how this direction is
estimated based on the RSS measured by the four antennas.
Quadrotor Model
Let {W } be an inertial frame such that its unit vectors along the axes are given by
{u1,u2,u3}, with
u1 =
[
1 0 0
]T
, u2 =
[
0 1 0
]T
, u3 =
[
0 0 1
]T
.
Let {B} represent a fixed-body frame attached to the center of mass of the aerial
vehicle. Both frames {W } and {B} are illustrated in Figure 4.13(a). The position
vector of {B} with respect to {W } is denoted by r =
[
xq yq zq
]T
, while its
orientation is expressed by ϑ =
[
α β γ
]T
. The terms α, β, and γ are the roll,
pitch, and yaw Euler angles, respectively. We assume that the orientation of the
rigid body with respect to the inertial frame is given by the z-x-y rotation matrix
R =

cγcβ − sαsγsβ −cαsγ cγsβ + cβsαsγ
cβsγ + cγsαsβ cαcγ sγsβ − cγcβsα
−cαsβ sα cαcβ
 ,
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where c and s are shorthand forms for cosine and sine, respectively. The full nonlinear
dynamics of the quadrotor can be expressed as (see Section 2.1.1)
mqr¨ = −mqgu3 + FRu3,
R˙ = RΩˆ, (4.38)
JΩ˙ = −Ω× JΩ + M.
Here, mq is the mass of the aerial vehicle, g is the gravitational constant, Ω is the
angular velocity of the vehicle expressed in the fixed-body frame, and J is a constant
inertia matrix. F and M are the total thrust and the torque control inputs applied
to the quadrotor. The hat map ·ˆ : R3 → SO(3) is defined by the condition that
aˆb = a× b for all a,b ∈ R3.
Quadrotor Control
A controller that guarantees stability for small deviations from the hover position is
presented in [67]. We adapt this controller to guide the quadrotor to follow a desired
direction vector v expressed with respect to {W }. Let uv be the unitary vector of
v, then we define the following vector
a = kauv − r˙, (4.39)
where ka is a scalar gain. Using a =
[
ax ay az
]T
defined by (4.39), we can find
the appropriate roll α? and pitch β? angles according to
α? =
1
g
(ax sin γ
? − ay cos γ?) , and (4.40)
β? =
1
g
(ax cos γ
? + ay sin γ
?) .
We assume that the quadrotor has to keep its initial yaw angle, so γ? = γo. Then,
the control law for the torque input is
M = −KReR −KΩΩ, (4.41)
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where eR =
[
α− α? β − β? γ − γ?
]T
, and KR, KΩ are diagonal gain matrices. In
addition, the control law for the total thrust is
F = −mq (g + kvaz) , (4.42)
where kv is a control gain.
4.3.3 Direction Estimate
For each antenna, we make N RSS measurements per T seconds as the quadrotor
moves. Let PRFi(t) be the RSS measurement at time t for the i
th antenna given
according to (4.35). Then, we maintain an average RSS value for each antenna
which we denote as Qi. Using an exponentially weighted average, we update Qi
according to
Qi ← ηQi + (1− η)PRFi(t), (4.43)
where i = 1, . . . , 4 indexes the four antennas and η ∈ (0, 1] is a forgetting factor.
Every T seconds, we proceed to find the direction estimate vector µ in the fol-
lowing manner:
1) Using the average RSS for the four antennas, we form the vector of average RSS
measurements as
QRF =
[
Q1 Q2 Q3 Q4
]T
. (4.44)
2) From QRF, we form its min-max normalization which is given by
Q¯RF =
1
Υ− υ (QRF − υ1), (4.45)
where Υ = max(QRF), υ = min(QRF), and 1 is a 4× 1 vector of ones.
3) We compare the average RSS of antennas 1 and 3 to find the largest between
them. Notice that antennas 1 and 3 (and similarly 2 and 4) have maximum
spacing with respect to the center of mass of the quadrotor, see Figure 3.4(a).
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4) Let B`13 be the location of the antenna selected in Step 3 with respect to the
fixed-body frame {B}. Also, let Q¯13 be the normalized average RSS associated
with it.
5) We simultaneously repeat Steps 3 and 4 for antennas 2 and 4. As result, we
obtain B`24 and Q¯24.
6) We determine the direction estimate vector as
µ = R
(
Q¯13
B`13 + Q¯24
B`24
)
. (4.46)
Notice that this vector is defined with respect to {W }.
We also maintain an exponentially weighted average for the OW signal strength.
Let POW(t) be the optical signal strength at time t found by (4.37), then we obtain
its average O by
O ← ηO + (1− η)POW(t). (4.47)
If the average optical signal strength is lower than a predefined threshold τOW,
the desired direction v for the control strategy (Section 4.3.2) is the vector µ given
by (4.46). Otherwise, v is the zero vector to command the quadrotor to hover. Next,
we present numerical simulations of the proposed approach.
Table 4.4: Simulation parameters
RF Link PTx = 60 mW, f = 2.4 GHz, do = 1 m, κ = 2.5
Quadrotor Model mq = 0.531 kg, J = diag(3.6, 3.6, 7.1)10
−3 kg·m2, di-
mensions = 54× 54× 5.5 cm
Controller ka = 0.85, kv = 0.01, KR = 0.25 I3×3, KΩ = 0.17 I3×3
4.3.4 Simulation Results
We report two sets of simulations to demonstrate the validity of the proposed ap-
proach. The time step is 0.005 s and the forgetting factor η is 0.9. The rest of the
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simulation parameters are summarized in Table 4.4. In this table, I3×3 denotes a
3 by 3 identity matrix and the values for the quadrotor model corresponds to the
AscTec Hummingbird quadrotor [77].
In the first simulation set, we begin with the aerial vehicle at the position[
−5 5 5
]T
m, and the sensor node at
[
3 −2 0
]T
m. The quadrotor gathers
100 samples of the signal strength for the RF and OW link every second as the
quadrotor moves, so N = 100 and T = 1 s. We update the average signal strength
for each antenna Qi by (4.43) and the optical signal strength O according to (4.47).
Every second, we find the direction vector µ following the steps detailed in Section
4.3.3. As indicated at the end of this section, if O ≤ τOW (for our case τOW = −25
dBm) then the desired direction for the control strategy is v = µ. Otherwise, v
is the zero vector commanding the quadrotor to hover. Once the desired direction
vector v is chosen, we find the quadrotor control inputs by applying (4.39) to (4.42).
Then, we update the state of the aerial robot according to the model in (4.38).
The vector µ estimated according to the procedure detailed in Section 4.3.3 is
shown at different time instants in Figure 4.15(a). In this figure, we also illustrate
the contour isolines for the RF link in the azimuth plane. The RF contour lines are
the average signal strength without random fading, and are included as a background
reference. In this simulation, the source direction vector v generally points towards
the RF source enabling the quadrotor to approach the sensor node. We depict in
Figure 4.15(b) the path described by the quadrotor as well as its final position. For
these figures, we also plot the contour isolines for the OW link in the azimuth plane.
As in the RF contours, the optical contour lines are plotted without considering
noise and are included only for visual reference. The quadrotor converges to a posi-
tion above the sensor node such that the optical link is above the predefined power
threshold enabling optical communications, see Figure 4.16(b).
We plot the signal strength received by the four antennas in Figure 4.16(a).
Roughly speaking, the direction estimate vector µ is generally determined based on
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(a) (b)
Figure 4.15: (a) Direction estimates at different time instants. (b) Trajectory de-
scribed by the quadrotor. (Top) 3D-view, and (Bottom) 2D-view. The contour
lines shown in these figures are averages drawn without considering noise or fading
fluctuation and they are included only for visual reference.
antennas 1 and 4 for the first 15 s. This occurs because of the initial orientation of
the quadrotor with respect to the source bearing. After initial approach, the control
maintains a good relative position within optical range, see Figure 4.15(b). As seen
in Figure 4.16(a), the RF signal strength has some significant drops. This occurs
when the quadrotor is generally above the RF source, such that the source bearing
no longer aligns with the main lobe of the antenna. We also plot the signal strength
for the optical link, see Figure 4.16(b). The optical signal is detected approximately
13 s after starting the simulation. Then, the optical signal strength grows surpassing
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Figure 4.16: (a) Received signal strength for the four antennas: (Top) antennas 1
and 3, and (Bottom) antennas 2 and 4. (b) Signal strength for the optical link.
the prescribed threshold τOW. After convergence, the average optical signal strength
is approximately -20.1 dBm.
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Figure 4.17: (a) Proximity indices. The cross marker “×” represents the average
value, while the bars denote the standard deviation. (b) Optical signal strength for
50 of the 100 trials. The cross marker “×” represents the average value, while the
bars connect the minimum and maximum values for each trial.
For the second set of simulations, we randomly generate 100 initial positions for
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the quadrotor and the sensor. We assume a workspace area of 40× 40× 20 m with
the quadrotor initial height between 5 and 20 m. We set the initial quadrotor-sensor
relative distance to 25 m, and test our approach over the 100 trials. In order to
check convergence of quadrotor position relative to the sensor location, we compute
the x-y and z proximity indices defined as
xy =
∆xy
∆xy0
and z =
∆z
∆z0
, (4.48)
respectively. Here, ∆xy =
√
(xq − xs)2 + (yq − ys)2 and ∆z = |zq − zs|. The initial
value (at time t = 0) of ∆xy is ∆xy0 and similarly for ∆z0 . The values xs, ys, and
zs are the x, y, and z position coordinates of the sensor node, respectively. Notice
that as both proximity indices decrease, the quadrotor moves toward the sensor
location. The evolution of these indices are shown in Figure 4.17(a). In this figure,
the cross marker “×” represents the average value, while the bars denote the standard
deviation. Applying the proposed approach, the quadrotor comes close to the sensor
for all trials such that the quadrotor-sensor distance is reduced to on average < 10%
of the initial ∆xy, i.e., xy < 0.1, and < 60% of the initial ∆z, i.e., z < 0.6. In
Figure 4.17(b), we show the optical signal strength for 50 of the 100 trials. For this
figure, The cross marker “×” represents the average value, while the bars connect the
minimum and maximum values for each trial. The average optical signal strength is
in the range of -22 to -32 dBm.
4.4 Conclusions
In this chapter, we studied an optical wireless link between aerial and ground robotic
vehicles. The combination of optical and RF has the potential to dramatically ex-
pand communications rates. Using a model of a directed LOS optical link, we defined
a connectivity cone on top of the mobile ground optical receiver based on the require-
ment of keeping the bit rate over a minimum desired value, for a fixed maximum bit
error rate. Thus, the aerial transmitter has to approach and remain within this cone
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in order to establish the optical link. A stochastic non-linear model for the measure-
ment of the location of the ground receiver with respect to the flying transmitter
was assumed. Our method employs particle filters to estimate the receiver state and
therefore the position of the cone. An algorithm to find the closest point at the cone
with respect to the transmitter was created. Using this reference point, a controller
for the aerial transmitter to remain inside of the connectivity cone was designed. The
simulation results show that the proposed approach is able to maintain an adequate
relative position between receiver and transmitter in order to create a point-to-point
optical wireless link. Based on these results, we envision an scenario where an au-
tonomous aerial platform equipped with hybrid radio-optical communications can
be employed to gather sensor node data. This bi-modal communication scheme can
eliminate the necessity of precise relative localization between the sensors and the fly-
ing robot. We proposed and demonstrated through numerical simulations a control
strategy for the flying robot in order that it moves towards the sensor node using RF
measurements. The key idea is to find an estimate of the source direction using the
RSS measured by four directional antennas installed on the aerial vehicle. Once the
optical signal strength is above a predefined threshold, the quadrotor hovers close to
the sensor node in order that the optical link can be maintained at a desired signal
strength.
Some avenues for further research include tracking of the optical SNR and adjust-
ing the data rate accordingly. Our simulations reveal a large swing in the potential
bit rate, so tracking the optical SNR would help to increase the average communi-
cation rate. Relaxing the desired communications rate results in a very stable link,
that may be useful for collaborative control tasks. For the case of the hybrid RF/OW
communication scheme, it will be beneficial to couple the RSS-assisted direction es-
timation with other sensors, e.g., a camera, to improve the sensor localization for
accurate pointing of the optical beam. In addition, the experimental validation of
our approach for micro-sized robotic platforms working in indoor environments is an
important topic for future work.
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Chapter 5
Building Coalitions of
Heterogeneous Agents
Teams of agents with different skills can solve critical missions by efficiently joining
their complementary abilities. One critical step to exploit the distinct resources
available on a set of agents is to form a coalition, i.e., an alliance that satisfies
the requirements imposed by a mission. In this work, we represent the relation
between agent capabilities and required resources for executing a given task by a
weighted bipartite graph. Using this graph, we find an assignment between agents
and resource capabilities such that the total weight of capabilities is maximized. From
this assignment, also known as matching in Graph Theory, we compute a coalition of
agents whose total resource capabilities can satisfy the task resource requirements.
Finally, we measure the heterogeneity of the computed coalition and analyze how it
is affected by the task constraints and the amount of resources present in the agents.
This chapter is based on our work published in [124].
Chapter 5. Building Coalitions of Heterogeneous Agents 130
5.1 Preliminaries
We provide some definitions about bipartite graphs and its application in solving
assignment problems [125–127]. Also, we introduce the metric of complexity and
disparity for measuring the heterogeneity of a multi-agent system [128].
5.1.1 Bipartite Graphs and Assignment Problems
Definition 5.1 (Bipartite Graph). Let G = (V ,E ,W ) be a weighted graph where
V is the set of vertices or nodes, E is the set of edges, and W is the set of weights
associated with each edge. Then, G is a bipartite graph if the following conditions
are satisfied:
1. V can be expressed as the union of two sets V = X ∪Y such that X ∩Y = ∅,
and
2. G [X ] and G [Y ] are null graphs.
In this definition, G [X ] is the subgraph of G induced by X [126], i.e., G [X ] has as
vertex set X , the edge set is given by all the edges of G having end vertices in X , and
the weight set contains the weights associated with these edges. Examples of weighted
bipartite graphs are shown in Figure 5.1. For instance, G [X ] = ({x1, x2, x3, x4}, ∅, ∅)
for the bipartite graph in Figure 5.1(a). In particular, Figure 5.1(c) is an example of
a weighted bipartite graph with labels. Next, we provide the definitions of labeling
and neighbors.
Definition 5.2 (Labeling). A labeling of a graph is a real-valued label `(v) assigned
to every v ∈ V . For a weighted bipartite graph, a labeling is feasible if and only if
`(x) + `(y) ≥ wxy ∀x ∈ X , ∀y ∈ Y , (5.1)
where wxy denotes the weight of the edge connecting x and y.
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(a) (b) (c)
Figure 5.1: Bipartite graph examples. (a) The blue edges are forming a match-
ing M which is not perfect for this case. Nodes x1, x4, y1 and y3 are free. p =
{y1,w21, x2,w22, y2,w32, x3,w34, y4,w44, x4} is an alternating path. Indeed, this path
is an augmenting path. (b) Using p the size of the matching is increased by one. (c)
An example of a feasible labeling for a bipartite graph. The tight edges are shown
in green.
Definition 5.3 (Neighbors). The edge between x and y for which (5.1) is an equality
is known as tight. If x is linked to y by a tight edge then x is called a neighbor of y.
All the neighbors of x are denoted by NE (x) and the set NE (S ) defined as
NE (S ) =
⋃
s∈S
NE (s), (5.2)
includes all the neighbors of any node s that belongs to S .
A feasible labeling example for a weighted bipartite graph is given in Figure 5.1(c)
where tight edges are shown in green. For this example,
NE (S ) = {x2, x3, x4} for S = {y3, y4}.
Bipartite graphs have extensively been used for describing assignment problems
[125,127]. These problems deal with the question of how to assign n items, e.g., tasks,
to m other items, e.g., machines. When a bipartite graph is employed for modeling
an assignment problem, the vertices in X represent the tasks and the vertices in Y
represent the machines which are linked to the tasks by means of edges between X
Chapter 5. Building Coalitions of Heterogeneous Agents 132
and Y . The weight associated with an edge can represent, for instance, the reward
of using a machine to carry out the task that the edge is connecting.
Definition 5.4 (Matching and Perfect Matching). A matching M in a graph (not
just for a bipartite graph) is a subset of E where no two edges share a node. A
matching M is perfect if every vertex in V is a vertex of some edge in M .
Definition 5.5 (Free Vertex and Matching Edge). If a vertex is not linked to any
edge in a matching M then it is called free. An edge of E is called a matching edge
if it belongs to M . Otherwise, it is a non-matching edge.
In Figure 5.1(a), the blue edges form a non-perfect matching M of the weighted
bipartite graph and vertices y1 and x4 are free.
When a weighted bipartite graph describes an assignment problem, the general
goal is to find a matching such that the total weight of all the assignments is maxi-
mized if the weights represent for example, rewards. Hence, the famous Hungarian
Algorithm [125,126], also known as the Kuhn-Munkres algorithm or just Kuhn algo-
rithm, is the preferred method to compute a matching with maximum weight from
a weighted bipartite graphs associated to an assignment problem. We will use this
algorithm in Section 5.3 to find a coalition based on the computed matching. The
Hungarian Algorithm employs alternating and augmenting paths to add edges to the
matching. Next, we present the definitions of these two fundamental concepts.
Definition 5.6 (Alternating and Augmenting Paths). An alternating path is formed
by edges that alternatively are matching and non-matching edges. When an alternat-
ing path has the property that its both endpoints are free, it is called an augmenting
path.
In Figure 5.1(a), p = {y1,w21, x2,w22, y2,w32, x3,w34, y4, w44, x4} forms an al-
ternating path because the edges alternate between being part of the matching M
(blue) and not being part of M (black). Furthermore, this path is an augmenting
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path since y1 and x4 are free. The path is called augmenting since if we “toggle”
the blue and black edges, we increase the size of M by one. Figure 5.1(b) shows
the augmented matching produced by the path p. The augmentation procedure is
described in the following definition.
Definition 5.7 (Augmentation). Let p be an augmenting path with respect to a
matching M , then the matching augmented by p is obtained by the following:
1. all previously non-matching edges of p now become matching and all previously
matching edges of p become non-matching, and
2. all matching edges of M which are not in p remain as matching edges.
The basic principle of the Hungarian Algorithm is to iteratively either increase
the size of the current matching estimate M or improve the labeling of the bipartite
graph such that new tight edges appear. In this fashion, the M can be enlarged in
later iterations. The previous definitions will allow us to summarize in Section 5.3
how the Hungarian Algorithm works and how we adapt it for our case.
5.1.2 Heterogeneity of Multi-agent Systems
Recently, a measure of heterogeneity for multi-agent systems has been proposed in
the literature [128]. In this work, we present this metric since we are interested in
computing the heterogeneity of a multi-agent coalition formed to execute a given
task. For complete details about the following definitions, please refer to [128].
Let A be a set of N distinct agents such that all of them have different resources,
for instance different sensing and end-effector capabilities for the case of robots. For
i = 1, . . . , N , let pi ∈ [0 1] be the probability of randomly chosen agent ai ∈ A such
that
N∑
i=1
pi = 1.
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Let C be a subset of A , i.e., C ⊆ A , whose cardinality is denoted by |C |. It is
clear that the agents in C form a multi-agent system. The variety of a multi-agent
system describes how well dispersed are its agents with respect to all the available
agents. This measure of disorder can be captured by the entropy of the multi-agent
system [128,129].
Definition 5.8 (Entropy). The entropy of the system formed by the agents in C is
given by
E(C ) = −
∑
i,ai∈C
pi log(pi). (5.3)
Traditionally, entropy is denoted with H. However, we will later use this symbol
for heterogeneity.
Meanwhile, the disparity of a multi-agent system measures how diverse the agents
are from one to another and it can be computed using the Rao’s quadratic entropy
[128,130].
Definition 5.9 (Rao’s quadratic entropy). The Rao’s quadratic entropy of the system
formed by the agents in C is given by
Q(C ) =
∑
i,ai∈C
∑
j,aj∈C
pipjd
2
ij, (5.4)
where dij is a metric of the difference between ai, aj ∈ C .
Using the definitions of entropy and the Rao’s quadratic entropy given before,
the heterogeneity H of the multi-agent system formed by the agents in C can be
formulated.
Definition 5.10 (Heterogeneity). The heterogeneity of the system formed by the
agents in C is given by
H(C ) = E(C )Q(C ), (5.5)
where E(C ) and Q(C ) are given by (5.3) and (5.4), respectively.
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As an example of the concept of heterogeneity for multi-agent systems, consider
that we have available the six species of agents illustrated in Figure 5.2(a). Within
these species, we have two types of agents: aerial robotic platforms and ground
vehicles. There are three different sizes of robots for each type that create the six
available species. Assume we select a group as the one shown in Figure 5.2(b).
Clearly, this group forms an homogeneous multi-agent system, so we denoted it as
Group Ho. Now suppose we select two more groups, the ones in Figures 5.2(c) and
5.2(d) denoted as Group He1 and Group He2, respectively. It is clear that both
groups, Group He1 and Group He2, are more heterogeneous than Group Ho. For
Group He1, it is more heterogeneous than Group Ho since its members are distributed
among three of the six available species. Thus, Group He1 shows variety. On the
other hand, the members of Group He2 are distributed only among two of the six
available species. Therefore, Group He2 has more variety than Group Ho but less
than Group He1. However, the agents in Group He1 are only of one type: aerial
robots, while the agents in Group He2 are from the two available types: aerial and
ground robots. Consequently, Group He2 shows more disparity than Group He1.
From the previous discussion, Group He1 and Group He2 are more heteroge-
neous than Group Ho, but in different ways. Group Ho has no variety or disparity.
Group He1 is more heterogeneous than Group Ho since it has a higher variety. In
contrast, Group He2 is more heterogeneous than Group Ho because it exhibits a
higher disparity. Therefore, in general, a heterogeneous multi-agent system has to
be present these two characteristics: variety and disparity, as it can be seen in Group
He3 illustrated in Figure 5.2(e).
After giving the background related to this chapter, we introduce the coalition
formation problem.
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Figure 5.2: Heterogeneity example. (a) Available species. (b) Group Ho Homoge-
neous group, no variety or disparity. (c) Group He1, Heterogeneous group showing
variety but little disparity. (d) Group He1, Heterogeneous group showing low variety
but high disparity. (e) Group He3 Heterogeneous group showing both variety and
disparity.
5.2 The Coalition Formation Problem
We adopt a formulation for the coalition formation problem similar to the one de-
scribed in [44,48]. However, we state the problem more formally and add conditions
to force that a coalition which can execute a given task must be formed by more
than one agent.
Let R = {r1, r2, . . . , rM} be the set of M resources needed to execute a given
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task τ . In addition, the task τ has an M -dimensional vector wτ representing the
resource requirements and it is defined by
wτ =
[
wτr1 w
τ
r2
. . . wτrM
]
, (5.6)
where wτrj for all j ∈ IR quantifies the amount of resource j required to accomplish
the given task τ . Here, IR = {1, . . . ,M} is the index set of R . We also assume that
wτrj > 0 ∀j ∈ IR .
Now, let A = {a1, a2, . . . , aN} be the set of N agents. In general, N 6= M . Each
agent ai for i ∈ IA = {1, . . . , N} has its own capability resource vector given by
wai =
[
wair1 w
ai
r2
. . . wairM
]
, (5.7)
where wairj for all j ∈ IR quantifies the amount of resource j available at agent ai.
We can arrange all the capability resource vectors as the N ×N matrix defined by
WA =

wa1
...
waN
 . (5.8)
We call WA as the capability resource matrix. Also, we assume the following two
conditions,
∀i ∈ IA and ∀j ∈ IR , 0 ≤ wairj ≤ wτrj , and (5.9)
∀i ∈ IA ∃j ∈ IR such that 0 ≤ wairj < wτrj . (5.10)
Condition (5.9) indicates that any resource capability for any robot is non-negative
and its maximum value is the value of the resource required for executing the given
task. Meanwhile, condition (5.10) guarantees that no agent in A can perform the
given task alone. Therefore, an alliance or coalition of agents is needed in order to
execute the task.
Definition 5.11 (Coalition). Let C be a subset of A , then we say that C is a coalition
of agents. Also, we define the resource capability vector of the coalition C as
wC =
[
wCr1 w
C
r2
. . . wCrM
]
, (5.11)
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where
∀j ∈ IR , wCrj =
∑
i∈IC
wairj , (5.12)
with IC = {i ∈ IA | ai ∈ C} being the index set of C .
Remark 5.1. From this definition, the set of all the agents is a coalition, i.e., C = A .
In this case, wC = wA which means that ∀j ∈ IR ,wCrj = wArj . On the other hand,
if a coalition is a proper subset of the set of all the agents, i.e., C ( A , then it
is clear from (5.12) that ∀j ∈ IR ,wCrj ≤ wArj . Consequently for any coalition C ,
wCrj ≤ wArj ∀j ∈ IR ,.
Definition 5.12 (Task Execution). We say that a coalition C can execute a given
task τ if and only if
∀j ∈ IR , wCrj ≥ wτrj . (5.13)
Remark 5.2. By condition (5.10), the cardinality of a coalition C that can execute
a task is always greater than 1, i.e., |C | > 1. Consequently, the elements in C form
a multi-agent system.
Under the previous assumptions, we can formulate the multi-agent coalition for-
mation problem.
Problem 5.1. Given R a set of M resources required to execute a task τ whose
resource requirement vector is defined by (5.6), also given A a set of N robotic agents
whose resource capability vectors are defined by (5.7) under the conditions (5.9) and
(5.10), then our goal is to find a multi-agent coalition C ⊆ A such that C satisfies
condition (5.13), i.e., C can execute the task τ .
Next, we present the methodology to solve this problem. Also, we apply the defi-
nitions given in Section 5.1.2 to measure the heterogeneity of the computed coalition.
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5.3 Methodology
First, we represent the relation between the set of resources R and the set of agents
A as a graph and then we show that it is a bipartite graph. Let G = (V ,E ,W ) be
a weighted graph where
• V = R ∪A is the set of vertices,
• E = {[ai rj] |WA(i, j) > 0, i ∈ IA , j ∈ IR } is the set of edges, and
• W = {wij = WA(i, j) |WA(i, j) > 0, i ∈ IA , j ∈ IR } is the set of weights.
Proposition 5.1. The graph G = (V ,E ,W ) that represents the relation between
the sets R and A is a bipartite graph.
Proof. From our definition of V , we know that V = R ∪ A . Since R is the set of
resources and A is the set of agents, it is clear that R ∩ A = ∅. Also, we have that
the subgraph G [R ] = (R , ∅, ∅). Similarly, G [A ] = (A , ∅, ∅). Thus, G [R ] and G [A ]
are both null graphs. By Definition 5.1, we can conclude that G = (V ,E ,W ) is a
bipartite graph.
An illustration of the bipartite graph G is shown in Figure 5.3(a). Using G we
can get a matching M that maximizes the total weight of assigning resources with
agents. In order to find M , we employ the Hungarian Algorithm which is presented
and adapted to our case.
5.3.1 The Hungarian Algorithm
Taking into account the definitions given in Section 5.1.1, we are in the position of
explaining how the Hungarian Algorithm works. The pseudo-code of this method
adjusted for our case is presented in Algorithm 5.1. For a complete discussion about
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(a) (b)
(c) (d)
Figure 5.3: Sketch of the steps followed to compute the coalition using the Hungarian
Algorithm. (a) The bipartite graph G = (V = R ∪ A ,E ,W ). (b) Adding dummy
nodes and edges in order to get the same number of nodes for R and A . (c) Matching
obtained by applying the Hungarian Algorithm (the blue edges are those that are part
of the matching). (d) Coalition formed based on the matching such that condition
(5.13) holds.
this method and the use of bipartite graphs in solving assignment problems, the
reader is referred to [125–127].
Since the Hungarian Algorithm cannot work with node sets of different size, a
set of dummy nodes is created at the beginning to guarantee node sets of equal
size, see line 4. Then, an initial labeling that satisfies (5.1) is implemented where
all the nodes in R are labeled to zero and the label for each node in A is set to
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Algorithm 5.1 Hungarian Method
Require: The bipartite graph G = (V ,E ,W ).
1: N ← number of nodes in A
2: M ← number of nodes in R
3: n← max(N,M)
4: if |N −M | > 0 then
5: Fill graph G with D = |N −M | dummy vertices with dummy weights
6: for i = 1, . . . , n do
7: `(ai)← maxj=1,...,nwairj
8: `(ri)← 0
9: M ← ∅ B Initial matching is assumed empty
10: flagInitSets ← true
11: repeat
12: if flagInitSets = true then
13: Find ai that is free
14: u← ai
15: S ← {ai}
16: T ← ∅
17: flagInitSets ← false
18: Compute NE (S ) B The set of all neighbors of S
19: if NE (S ) = T then
20: B Update labeling
21: ∆← minai∈S ,rj∈T {`(ai) + `(rj)− wairj}
22: if ai ∈ S then
23: `(ai)← `(ai)−∆
24: if rj ∈ T then
25: `(rj)← `(rj) + ∆
26: else
27: Pick a node y ∈ NE (S )− T
28: if y is free then
29: Do the augmentation procedure B Definition 5.7
30: flagInitSets ← true
31: else
32: Find the node z which y is matched to
33: S ← S ∪ {z}
34: T ← T ∪ {y}
35: until M is perfect matching
Output: the matching M
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the maximum weight of all the edges which are connected to that node, line 5. In
this fashion, we guarantee that each node in A is connected to at least one tight
edge. After initializing the matching M as empty, the main loop of the method
starts. The algorithm works with two sets S and T . Informally speaking, S contains
vertices in A which are endpoints of potential matching extensions and T contains
vertices in R which are already part of the matching. At each iteration S and
T are initialized if it is required. For this initialization, T = ∅ while a free node
u = ai ∈ A is picked to add it to S , i.e., S = {u}. Then, NE (S ) is computed
employing (5.2) in order to compare it with T . If NE (S ) = T , the labels need to be
updated since we could not find potential candidates to add to the matching. This
update is done by following the rule given in lines 20 to 25. After this update, the
method recomputes NE (S ). In contrast, if NE (S ) 6= T , a node y ∈ NE (S ) − T is
picked. If y is free then the matching is extended using the augmenting path from u
to y and it is required to initialize again S and T . Otherwise, y is already matched
to some node z ∈ A . Thus, the sets S and T are enlarged, see lines 32 and 33.
The algorithm stops if M is a perfect matching. Using the matching M , we can
obtain a coalition considering the agents in A associated with all the edges in M .
We denote this coalition as CM . However, CM does not necessarily satisfy condition
(5.13). This means that the coalition CM cannot necessary execute the task. Also,
a proper subset of CM can satisfy condition (5.13). Thus, it can be possible to have
a coalition that accomplish the task with less agents than CM . Next, we present an
algorithm to build a coalition based on the matching obtained from the Hungarian
Algorithm overcoming these issues.
5.3.2 Building a Coalition from a Matching
The method for building a coalition C from the matching, computed using the Hun-
garian Algorithm, is summarized in Algorithm 5.2. Before finding C , we check first
if it is possible to form C such that it accomplishes the given task τ (see line 1). The
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following proposition states the necessary and sufficient condition to guarantee that
a coalition which can execute the task exists.
Proposition 5.2. If and only if
∀j ∈ IR , wArj ≥ wτrj , (5.14)
then a coalition C that can execute the task τ exists.
Proof. (⇒) Assume that ∀j ∈ IR wArj ≥ wτrj . Then, pick as coalition the whole set
of agents, i.e., set C = A . Therefore, C = A can execute the task τ according to
Definition 5.12.
(⇐) Let C ⊆ A be a coalition that can execute the task τ . From Definition 5.12,
we know that ∀j ∈ IR , wCrj ≥ wτrj . Also, we know from Remark 5.1 that for any
coalition ∀j ∈ IR , wArj ≥ wArj . Consequently, we get that ∀j ∈ IR , wArj ≥ wτrj .
Remark 5.3. From this proposition, even having as a coalition the whole set of
agents, it is not possible to satisfy condition (5.13) if ∃j ∈ IR , wτrj > wArj .
After checking condition (5.14), see line 1 in Algorithm 5.2, we initialize the
coalition C as empty. Also, we initialize a vector that helps us to know when the
algorithm should stop since we found a coalition. This vector is the insufficient
capability resource vector wτ,C and it is defined by
wτ,C =
[
wτ,Cr1 w
τ,C
r2
. . . wτ,CrM
]
, (5.15)
where
∀j ∈ IR ,wτ,Crj =
 wτrj − wCrj if wτrj ≥ wCrj ,0 otherwise. (5.16)
Notice that wτ,C = wτ when C = ∅. Conversely, wτ,C = 0 when C can execute the
task, i.e., when C satisfies condition (5.13). The bold zero “0”, denotes the zero
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vector of appropriate dimensions. Also, notice that if ∃j ∈ IR ,wτ,Crj = 0 then the
coalition already satisfies the resource rj required by task τ .
If wτ,C 6= 0 (see lines 4 to 8), we form the bipartite graph and use the Hungarian
Method to find a matching M . Once M is obtained, we select iteratively ai that
is assigned to the resource with the maximum requirement value in the vector wτ
according to the matching M . Next, we check if ai is already in the coalition C .
If it is not, we add it to C and update the values of wC and wτ,C (lines 14 to 15).
If the update allows that wτ,C = 0, the algorithm stops since we find a coalition
C . Otherwise, we continue checking the matching M if it is required, i.e., if wτ,C
is still not equal to the zero vector. We continue generating a new matching M by
updating the bipartite graph without taking into account any more of the agents
already in C , neither the resources that C already has (lines 5 and 6). The steps to
find the coalition C are depicted in Figure 5.3.
5.3.3 Heterogeneity of the Formed Coalition
Once we found a coalition, we are interested in measure its heterogeneity according to
the definitions given in Section 5.1.2. Thus, we use (5.5) for the case of the coalition
C obtained as a result of applying Algorithm 5.2.
We assume that the agents in set A have equal probabilities to be chosen. Then,
pi = 1/N ∀i = 1, . . . , N . Now, assume that the coalition C which is given as output
of Algorithm 5.2 is of the form
C = {c1, ..., cn} with ci ∈ A ∀i = 1, ..., n.
By Definition 5.8, the entropy of C is equal to
E(C ) = − n
N
log
(
1
N
)
=
n
N
logN. (5.17)
The Rao’s quadratic entropy of C given in Definition 5.9 requires the metric dij which
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Algorithm 5.2 Building Coalition
Require: wτ resource requirement vector, WA capability resource matrix. A = {a1, . . . , aM} set
of agents. R = {r1, . . . , rM} set of resources.
1: if wArj ≥ wτrj∀j = 1, . . . ,M then
2: C ← ∅ B Initial coalition is empty
3: wτ,C ← wτ B Initial vector of insufficient capability resources
4: while wτ,C 6= 0 do
5: WA(i, :)← 0 ∀i ∈ IA , ai ∈ C B so the Hungarian Method does not considers the agents
already in C
6: WA(:, j) ← 0 ∀j ∈ IR ,wτ,Crj = 0 B so the Hungarian Method does not considers the
resources already present in C
7: Using WA , R and A , generate the bipartite graph G = (V ,E ,W )
8: M ← Hungarian Method(G)
9: while M 6= ∅ do
10: j ← argmax wτ
11: find ai assigned to rj from the matching M
12: if ai 6∈ C then
13: C ← C ∪ {ai}
14: Compute wC B see (5.11) and (5.12)
15: Compute wτ,C B see (5.15) and (5.16)
16: if wτ,C = 0 then break
17: M ←M − {ai}
18: else
19: C ← ∅
Output: the coalition C
we define as
d2ij =
1
M
M∑
k=1
(
wcirk − wcjrk
)2
. (5.18)
This metric gives us an idea of how distinct the resources available at each agent of
C are. Notice that (5.18) can be simply expressed as
d2ij =
1
M
‖wci −wcj‖ . (5.19)
From (5.4), the Rao’s quadratic entropy of C is then
Q(C ) = 1
N2M
n∑
i=1
n∑
j=1
‖wci −wcj‖ . (5.20)
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Substituting (5.17) and (5.20) in the definition of heterogeneity (Definition 5.10), we
find that
H(C ) = n logN
N3M
n∑
i=1
n∑
j=1
‖wci −wcj‖ . (5.21)
Once the coalition C is obtained from Algorithm 5.2, we use (5.21) to compute its
heterogeneity. In the next section, we present and discuss the results of applying the
proposed methodology to solve Problem 5.1 for different cases.
5.4 Simulation Results
We implement both Algorithms 5.1 and 5.2, and run two experiments. For all the
tests, the dimension of the set of resources R is set to 5, i.e., M = 5, and the
dimension of the set of agents A to 20, i.e., N = 20. Also, the entries of the resource
requirement vector wτ are randomly generated such that
∀j ∈ IR , 0 < γ ≤ wτrj ≤ Γ,
where γ and Γ are lower and upper bounds, respectively.
Based on the assumptions in Section 5.2, we need to fill out the capability resource
matrix WA so that its entries for each agent satisfy conditions (5.9) and (5.10).
Therefore, we generate its elements randomly according to
WA(i, j) =
 0 with probability 1− ,rand. num. ∈ [1 wτrj ] with probability , (5.22)
for all i ∈ IA and for all j ∈ IR with  ∈ [0 1]. Therefore, we can guarantee
conditions (5.9) and (5.10). Notice that a zero in WA(i, j) means that the robotic
agent ai does not have the resource rj. Thus, using (5.22), we are able to simulate
the effect of having a sparse matrix and then check how it affects to the coalition.
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In the first experiment, we generate coalitions assuming that the value of  goes
from 0.1 to 0.9 in steps of 0.05. We conducted ten trials for each value of . For each
trial, we calculate the following metrics for the generated coalition C ,
1. the cardinality of the coalition given by c = |C |,
2. the weight of the coalition given by
w =
M∑
j=1
wCrj − wτrj
wτrj
, and
3. the heterogeneity of the coalition given by (5.21).
The mean values of these metrics with respect to the value of  are shown in Figure
5.4.
In the second experiment, the value of  is fixed at 0.5 and we generate coalitions
varying the diameter of the interval
[
γ Γ
]
. The diameter of this interval is given
by |γ − Γ|. By performing this experiment, we consider the effect of increasing the
resource requirements associated with a given task on the coalition. Once again, we
conduct ten trials and compute the same metrics described before. The results for
this experiment are given in Figure 5.5.
Notice that as  approaches to 1 in (5.22), the matrix WA becomes more and
more sparse, i.e., more and more elements of WA are zero. This implies that the
agents have less and less resources available to execute the task. Thus, it is possible
that condition (5.14) does not hold and then there is no coalition that can execute
τ .
From the results of our first experiment given in Figure 5.4, it is clear that no
coalition exists when  > 0.8 because the mean of the coalition cardinality cmean is
zero. In addition, the mean of the coalition weight wmean decreases as W
A becomes
more sparse, i.e., as  goes to one. We expected this result since wai has more
and more zero elements for more and more agents ai ∈ A as the probability  goes
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Figure 5.4: Simulation results for the experiment where  goes from 0.1 to 0.9 in
steps of 0.05. We run 10 iterations for each trial. The parameters for all the trials
were M = 5, N = 20, γ = 5, and Γ = 50.
|Γ − γ|
0 15 30 45 60 75 90 105 120 135 150
c
m
ea
n
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
(a)
|Γ − γ|
0 15 30 45 60 75 90 105 120 135 150
w
m
ea
n
0.5
1
1.5
2
2.5
3
3.5
4
(b)
|Γ − γ|
0 15 30 45 60 75 90 105 120 135 150
H
m
ea
n
0
2
4
6
8
10
12
14
(c)
Figure 5.5: Simulation results for the experiment where the diameter of the interval
[γ Γ] goes from 5 to 150 in steps of 5. We run 10 iterations for each trial. The
parameters for all the trials were M = 5, N = 20, γ = 5, and  = 0.5.
to 1. As for the mean heterogeneity Hmean, notice that it grows with  and it is
zero for the cases that a coalition cannot be found. This growth happens because
the cardinality of the coalition increases because there are more robots with fewer
resources capabilities as  goes to one.
For our second experiment (see Figure 5.5), cmean and wmean are not drastically
affected if we increase the range of the values that the resources required by a task can
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have. However, the heterogeneity grows again as this range increases. This means
that we compute coalitions with the same number of robots on average, but their
capability resource vector is increasing to compensate higher resource requirements.
By carrying out these experiments, it is clear that heterogeneity defined in (5.5),
is directly related to the capability that a multi-agent system has to execute a given
task. We would need more robots with less resources capabilities as in the case of
the first experiment or fewer robots with higher resource capabilities as in the second
experiment.
5.5 Conclusions
In this chapter, we reviewed and formulated the multi-agent coalition formation
problem. We proposed a solution to this problem by first representing the relation
agents-resources as a weighted bipartite graph and then obtaining a matching using
the Hungarian Algorithm. Based on this matching, we generated a coalition such
that it has the resource capabilities required for a given task. Also, we measured the
heterogeneity of the resultant coalition. We ran numerical simulations to validate
the proposed algorithms. We showed a direct relationship between the task require-
ments and the heterogeneity of the multi-agent system selected to execute the task.
Depending on the task requirements, a team made of a large number of agents with
limited capabilities might be needed or a team with fewer robots but with higher
resources.
Future work involves exploiting the heterogeneity metric as a design parameter of
multi-robotic teams such that the formed teams are heterogeneous enough to carry
out a given mission. Varying heterogeneity as a design parameter can potentially
have a critical implication on the whole network capabilities. For example, it can
improve the robustness and adaptability of a robotic team.
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Chapter 6
Concluding Remarks and Future
Work
In this dissertation, we focused on developing coordinated control algorithms for
taking advantage of the unique dynamics, capabilities and other resources that are
present in a heterogeneous network made of ground and aerial robotic platforms.
Transportation of a micro-sized mobile ground sensor as a cable-suspended load is,
for example, a relevant capability of a flying robot. A critical step of this useful
application is the lift of the payload from the ground. Therefore, we defined a hybrid
system that represents particular operational modes of the quadrotor-load system.
Furthermore, we showed that the hybrid system is differentially-flat. Exploiting this
property, we generated a minimum jerk trajectory based on a series of waypoints
which are associated with the modes of the hybrid system. We designed a geometric
controller to track the generated trajectory. In addition, we combine this controller
with least-squares parameter estimation to perform the lift maneuver even in the
case of uncertainty knowing the total load mass. We modified the proposed control
scheme to validate our method in a real world application.
Assuming the mobile ground sensors are already deployed in a cluttered envi-
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ronment and the aerial vehicles are better equipped for communications purposes,
we developed coordinated control techniques for the heterogeneous robotic network
where a target area can be sensed while the network connectivity is maintained. We
designed decentralized control laws to the mobile sensors, so a predefined region is
explored while avoiding collisions with other sensors and obstacles. In the case of
the aerial communication relays, we first solved the case of one relay that has to
maintain an adequate relative position with a group of ground sensors to guarantee
their connectivity with a base station. Then, we extended our approach to the case
of multiple aerial relays by using learning techniques to enhance the received sig-
nal strength between the mobile sensors and the relays which in turn improves the
network connectivity.
Even though RF is the standard technology for wireless operations of robotic
platforms, we studied designs for OW communications between aerial and ground
robots. Our intention is not to replace RF communication systems with OW tech-
nology. On the contrary, we seek to combine them to achieve a robust connectivity.
By considering a realistic model for the optical link, we defined a connectivity cone
on top of the receiver where a minimum transmission rate can be guaranteed. Then,
we presented a target tracking controller for an aerial optical transmitter so that
it remains inside of this cone even having noisy measurements of the position of a
ground optical receiver. In addition, we considered the case when both the aerial and
the ground platforms are equipped with a hybrid RF/OW communication system.
We exploited this bi-modal communication scheme and antenna diversity to solve
the problem of autonomously localizing the ground sensor relative to the aerial ve-
hicle. Numerical simulations which included physics based optical channel modeling
validated the performance of the proposed control strategy for all these cases.
In order to fully exploit the benefits of using a heterogeneous network it is also
required to study how the members of the network can be selected. Thus, we studied
the formation of such a multi-agent system. We represented the relation between
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agent’s capabilities and task requirements as a graph, specifically as a bipartite graph.
By using methods for this type of graph, we were able to form a group of agents ca-
pable of accomplishing the requirements imposed by a given task. Also, we analyzed
and measured the heterogeneity of the formed group. From our results, it is clear
that there is a direct relation between the amount of the resources required to exe-
cute a task and the heterogeneity of the multi-agent system selected to execute such
task.
Future work will be centered on extending the proposed methods described in this
dissertation. For example, the work on cable-suspended load lift has the intuitive
extension of using multiple quadrotors to lift heavy loads. An important challenge
to consider on this application is the optimal location of the anchor or attachment
point on the load such that the aerial vehicles apply a maximum tension force while
avoiding collisions with other quadrotors. In reference to the coordinated control
under connectivity constrains, one immediate problem that needs to be solved is how
to add the information about the mobile sensors to the learning algorithm to achieve
a better result for the connectivity index. We have used only the received signal
strength to guide the aerial relays, but the number of sensors inside the cover regions
of each relay can be employed, for example, as a new state input of the learning
strategy. Also, an important avenue for future work is the experimental validation
of the methods developed in this dissertation. The optical wireless communication
link is of particular interest for our lab since, from the best of our knowledge, this
communication system has not been tested yet for micro-sized ground and aerial
platforms and it has the potential to dramatically expand communication rates when
it is combined with RF-based systems. Another important expansion of this work is
about how heterogeneity can be used as design parameter to pick up a multi-agent
team. Possibly with a better understanding of how heterogenity can be analyzed for
the case of a multi-robotic network, one can determine the range of tasks that the
given network can or cannot accomplish.
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