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A l’heure actuelle, l’informatique a pris une place considerable, si ce n’est essentielle, dans le
monde de l’industrie et des sciences. Dans le but d’e^tre toujours plus rapides et toujours plus
performants, les dierents utilisateurs demandent un materiel informatique adapte a leurs besoins.
Ainsi, nous assistons a une incessante amelioration de la capacite des processeurs, des memoires et
des peripheriques composant un ordinateur. Le nombre de transistors qu’il est possible de placer
sur un chip cro^t exponentiellement dans le temps, un constat appele \Loi de Moore". Dans ce
contexte, l’idee de changer le systeme informatique de base actuel au lieu de l’ameliorer constam-
ment est bien entendu prise en compte. L’une de ces propositions est l’ordinateur quantique.
Historiquement, c’est en 1985 que D. Deutsch demontra theoriquement qu’il etait possible de realiser
une machine de Turing a l’aide des concepts de mecanique quantique [1]. Le premier pas de la
recherche pour un ordinateur quantique etait fait. Cependant, l’explosion de la recherche dans
ce domaine eut lieu en 1994, lorsque P. Shor proposa un algorithme pour determiner la periode
d’une fonction donnee (etape essentielle pour la factorisation d’un nombre) [2]. Ce dernier est un
algorithme polynomial (le nombre d’etape varie comme N), alors qu’il n’en existe pas d’aussi
puissant lors d’une programmation classique. Par la suite d’autres algorithmes avec un nombre
d’etapes reduites par rapport aux algorithmes classiques ont ete demontres. Citons l’algorithme de
Grover qui permet de selectionner un element d’une liste [3] et celui de Deutsch-Jozsa qui permet
de determiner si une fonction donnee f est constante ou non [4]. Il est donc, a premiere vue,
interessant de chercher a realiser un ordinateur quantique. L’artricle de revue le plus recent est
celui de C.H. Bennett et D.P. DiVincenzo [5]
Dans cette etude, apres avoir decrit le concept de l’ordinateur quantique, une analyse critique
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des premieres realisations experimentales est presentee. Avant de conclure, un commentaire sur
l’importance que l’ordinateur quantique a prise dans la recherche en physique depuis 1994 sera
egalement donne.
Chapitre 2
Le concept de l'ordinateur quantique
2.1 Rappel de concepts de mecanique quantique
2.1.1 Description du systeme : l'espace de Hilbert
Lorsque nous etudions un systeme physique a l’aide des lois de la mecanique quantique, nous tra-
vaillons dans un espace mathematique appele espace de Hilbert, car ce dernier possede les proprietes
necessaires (linearite, existance d’un produit scalaire et completude) pour satisfaire les principes de
base de la theorie. Si nous prenons un systeme S compose de sous-systemes S1; : : : ; Sn, l’espace de
Hilbert correspondant est construit comme l’espace produit tensoriel des espaces decrivant chaque
sous-systeme : H = H1 ⊗ : : :⊗Hn. Ainsi, en identiant un vecteur j i 2 H a un etat du systeme,
nous nous rendons compte, de par la construction mathematique, de l’existence d’etats de superpo-
sition. En eet, gra^ce a la linearite de l’espace nous avons : aj i+bji 2 H; 8 ;  2 H et 8a; b 2 C.
Remarquons que me^me lorsque j i = j 1i ⊗ : : : ⊗ j ni; ji = j1i ⊗ : : : ⊗ jni il n’est en general
pas possible d’ecrire l’etat de superposition comme un produit tensoriel d’etats des sous-systemes:
il existe ainsi dans H des etats non-factorisables, appeles aussi etats intriques (entangled states).
L’etat intrique decrit une situation dans laquelle, bien que l’etat du systeme global S soit deni,
l’etat de chaque sous-systeme Si, ne l’est pas. Pour illustrer ce concept, prenons comme exemple
un systeme S compose de deux sous-systemes S1 et S2 a deux niveaux (notes + et −) :
1) j i = j − −i+ j −+i = j−i ⊗ [j−i+ j+i] etat factorisable
2) j i = j − −i+ j+ +i 6= j 1i ⊗ j 2i etat intrique.
(2.1)
Un systeme comportant un nombre ni m d’etats orthogonaux est decrit par un espace de Hilbert
complexe de dimension m. Cet espace est donc isomorphe a Cm. Comme nous le discuterons dans
la prochaine section, pour des ressemblances avec le langage informatique classique il est habituel,
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lorsque nous traitons l’ordinateur quantique, de considerer comme systeme quantique typique un
systeme forme de n systemes a deux niveaux, decrit donc par
H = C2 ⊗ : : :⊗ C2| {z }
n fois
’ C2n : (2.2)
Il est clair que tout systeme decrit par Cm peut e^tre mis en correspondance avec un sous-espace
de C2
n
pour m  2n < m + 1. Le fait que tous les systemes quantiques possedant le me^me
nombre d’etats orthogonaux soient decrits par le me^me espace vectoriel a inspire l’une des premieres
reflexions sur l’ordinateur quantique, due a Feynman1.
2.1.2 Evolution : operateur unitaire
En mecanique quantique, l’evolution du systeme est regie par un operateur unitaire, generalement
note U (i.e. U−1 = U+). Remarquons qu’un operateur unitaire conserve le produit scalaire :
hU jUi = hU+U ji = hU−1U ji = h ji: (2.3)
Une discussion des hypotheses qui menent a adopter un operateur d’evolution unitaire se trouve
dans [7] par. 8.6, p. 237. L’equation de Schro¨dinger est une consequence assez immediate de
l’unitarite de l’evolution.
2.1.3 Couplage avec l'environnement (\decoherence")
Pour que la theorie rende compte de l’observation, il est necessaire d’introduire le couplage du
systeme avec son environnement. Par la preparation, nous placons le systeme dans un etat bien
deni ji. L’etat initial de l’environnement est jei. S’il y a couplage entre l’environnement est
le systeme (i.e., si l’operateur d’evolution n’est pas de la forme Us ⊗ Ue), on parle d’evolution
\bruitee". Algebriquement, cette situation se decrit de la maniere suivante :
ji ⊗ jei
# Evolution unitaire bruitee
P
i cijii ⊗ jeii:
(2.4)
Vu le nombre enorme de degres de liberte de l’environnement, il est naturel d’admettre que | si
le temps ecoule depuis la preparation est assez long | les jeii sont orthogonaux entre eux. Ainsi,
1Feynman [6] envisage la possibilite de simuler le comportement d’un systeme quantique en utilisant non pas un
ordinateur (classique), mais un autre systeme quantique qu’on pourrait contro^ler.
en prenant la moyenne d’une observable du systeme A = A⊗ 1 nous obtenons :








i jcij2h ijAj ii
(2.5)
De par le couplage avec l’environnement, les termes croises sont nuls. Ceci n’est evidemment plus
vrai si nous considerons une evolution non bruitee (i.e. U = Us ⊗ Ue) :
ji ⊗ jei









Ainsi, dans le cas d’une evolution bruitee, nous nous retrouvons avec un etat de melange pour
le systeme, alors que dans l’autre cas, nous gardons un etat de superposition. Lorsque nous
tenons compte du couplage entre le systeme et l’environnement, il y a une perte d’information.
Comme nous l’avons montre precedemment, la perte d’information est complete lorsque les etats
de l’environnement jeii sont orthogonaux. On appelle alors temps de decoherence dec le temps typ-
ique sur lequel cette perte d’information se produit. Cette decoherence peut egalement e^tre decrite
en ne considerant que le systeme et en invoquant une reduction du paquet d’onde (\collapse"). Le
temps de decoherence s’interprete alors comme le temps qui s’ecoule avant que le collapse n’ait
lieu. La limitation principale de l’ordinateur quantique reside dans ce temps de decoherence. En
eet, suite au collapse, il n’est plus possible de continuer le calcul. Il est donc necessaire d’avoir
realise toutes les operations souhaitees avant que le phenomene n’ait lieu. Nous reviendrons sur
cette limitation dans la section 3.2.1.
2.2 Reinterpretation en langage informatique
 En considerant des systemes a deux niveaux, il est possible, au lieu de parler de spin up et
down, d’helicite + et − ou de niveau d’energie f (fondamental) et e (excite), de parler de
Q-bit (quantum binary digit) prenant la valeur 0 ou 1 :





−! j0i ; j1i : (2.7)
Par cette simple nomenclature, nous denissons les support de l’information.
 En continuant notre nomenclature, le systeme physique considere devient un ordinateur.
Pour creer un ordinateur travaillant avec N Q-bits, il sut, par analogie au cas classique,
de prendre N systemes a deux niveaux. Ceci est satisfaisant pour l’esprit, mais n’est pas
necessaire. En eet, un seul systeme possedant 2N niveaux convient tout aussi bien du
moment qu’un adressage coherent est eectue. Cependant, pour simplier la suite de l’expose,
nous traiterons toujours le cas d’un ordinateur quantique compose de N spins 12 , ce qui ne
restreint pas la generalite des propos.
 Finalement, l’evolution du systeme se traduit par un calcul a l’aide de portes logiques. Les
portes logiques elementaires a l’aide desquelles tout calcul peut e^tre realise, sont au nombre
de deux : la rotation et l’operation XOR (cf. 2.3.1). Ainsi, le schema de base est le suivant :
preparation − evolution − detection
# # #
entree − calcul − sortie:
(2.8)
Remarque : Dans le langage des machines de Turing, le systeme joue le ro^le de la \bande innie" sur
laquelle l’information est lue et enregistree, et l’evolution joue naturellement le ro^le du processeur.
A ce stade, nous possedons des Q-bits, un ordinateur avec une entree et une sortie, ainsi que la
possibilite d’implementer n’importe quelle operation unitaire. Il ne manque donc plus que des
algorithmes interessants pour que l’ordinateur quantique soit theoriquement acheve.
2.3 L'algorithme
2.3.1 Denition du concept de l'algorithme
Un algorithme est une suite convenable d’evolutions unitaires et de mesures sur le systeme. On
veut pouvoir eectuer n’importe quelle operation unitaire sur le systeme de N Q-bits. Il a ete
montre (Barenco et al. [8]) que toute operation unitaire peut e^tre construite comme le produit de
deux operations simples :
 La rotation R. Cette operation sert a changer un seul bit independamment des autres.
Comme par convention les spins up et down se situent sur les directions +z et −z, cette
operation unitaire est de la forme :
Rj0i = cos j0i+ e−i sin j1i
Rj1i = −ei sin j0i+ cos j1i
ou  et  sont les angles azimutal et polaire respectivement.
(2.9)
Mise a part la diculte de pouvoir appliquer pratiquement cette operation sur chaque Q-bit
separement, il est interessant de remarquer que celle-ci donne lieu a un etat de superposi-
tion, concept appartenant uniquement a la physique quantique. Cette operation est donc
intrinsequement non-classique.
 L'operation XOR. L’operation XOR (exclusive OR, appelee aussi CNOT : controlled-NOT)
est une operation logique entre deux Q-bits : elle agit sur un Q-bit donne selon l’etat d’un
autre Q-bit. Soit jnmi l’etat de deux Q-bits quelconque reperes par n et m. L’operation
XOR, notee C (n;m), peut se denir ainsi :
C (n;m) j00i = j10i
C (n;m) j10i = j00i
C (n;m) j01i = j01i
C (n;m) j11i = j11i:
(2.10)
L’etat du Q-bit n est change si et seulement si l’etat du Q-bit m est j0i. L’operation XOR
couple donc deux Q-bits quelconques mais, contrairement a la rotation, reste une operation
classique 2. Comme nous le voyons dans l’exemple suivant, l’eet de cette operation dans un
ordinateur quantique porte sur le degre d’intrication des etats :
C (n;m) [j00i + j11i] = j10i + j11i
= j1i ⊗ [j0i + j1i] :
(2.11)
A l’aide de la rotation, nous pouvons donc changer n’importe quel Q-bit independamment des
autres et avec l’operation XOR, nous pouvons agir sur le degre d’intrication des etats. Ainsi,
tout l’espace de Hilbert est atteint. Pour illustrer la manipulation de ces operations, prenons un
systeme a 3 spins. Nous pouvons, par exemple, a partir de l’etat j111i obtenir un etat d’intrication
maximale: 
1 ⊗ 1 ⊗R (4
 j111i = 1p
2
(j111i + j110i)
[1 ⊗ C (2; 3)] 1p
2
(j111i + j110i) = 1p
2
(j111i + j100i)
[C (1; 2)⊗ 1 ] 1p
2
(j111i + j100i) = 1p
2
(j111i + j000i) :
(2.12)
Pour d’autres exemples didactiques, il est conseille de consulter l’article de V. Scarani [9].
2Toute la logique classique peut e^tre realisee a partir de portes XOR.
2.3.2 Avantage d'un algorithme quantique
A l’heure actuelle, quelques algorithmes quantiques plus performants que leurs homologues clas-
siques sont connus. La particularite de tous ces algorithmes est l’utilisation d’etats superposes. Par
ce biais, le nombre d’operations de base necessaires est nettement plus faible qu’avec un algorithme
classique. Ainsi, l’algorithme de Shor [2] permet de factoriser un nombre donnee a l’aide de N
operations, ou N est la taille du nombre a factoriser. Les algorithmes classiques pour ce genre de
problemes necessitent un nombre d’operations qui cro^t exponentiellement avec N . L’algorithme de
Grover [3] qui permet de trouver un element dans une liste est egalement moins complexe que son
homologue classique. Nous nous rendons alors compte que le gain de temps ne se realise pas sur la
rapidite d’execution d’une operation de base, mais sur le nombre d’operations. Par consequent, ce
qui peut denir un ordinateur de quantique est la facon d’utiliser le systeme mais non pas le systeme
lui-me^me. Ce n’est pas parce qu’un systeme de spins est utilise qu’un ordinateur est quantique.
Il existe d’autres algorithmes qui, tout en etant speciquement quantiques, ne changent pas la
complexite. Par exemple celui de Fahri et al. (determination de la parite d’une fonction) necessite
N=2 operations [10], alors que son homologue classique en necessite N . Dans la section suivante,
nous illustrons le concept d’algorithme au moyen de l’algorithme de Deutsch-Jozsa[4].
2.3.3 Un exemple : l'algorithme de Deutsch-Jozsa
Prenons un systeme S compose de deux sous-systemes S1 et S2. Il est ainsi possible de construire
les quatre fonctions dierentes agissant sur l’ensemble f0; 1g :
f1(x) = 0; f2(x) = 1; f3(x) = x; f4(x) = NOTx (2.13)
L’algorithme de Deutsch-Jozsa permet de savoir si une fonction prise au hasard est constante (f1;2)
ou non (f3;4). Pour ce faire, quatre etapes susent :
1. Preparation de l’etat initial, en l’occurence : j0i ⊗ j0i
2. Rotation de l’etat de chaque spin, livrant ainsi un etat de superposition :
1
2 (j0i+ j1i)⊗ (j0i − j1i) = 12
P1
x=0 jxi ⊗ (j0i − j1i) (2.14)
3. Appel de f(x). Il faut appliquer (1 + f(x))mod2 sur le systeme S2. Remarquons que si













⊗ (j0i − j1i) =
8><
>:
12(j0i + j1i)⊗ (j0i − j1i) si f = f1;2
12(j0i − j1i)⊗ (j0i − j1i) si f = f3;4
(2.15)
4. Rotation inverse de celle decrite au point 2 pour trouver l’etat nal du systeme :
j0i ⊗ j0i si f = f1;2
j1i ⊗ j0i si f = f3;4
(2.16)
La mesure du premier Q-bit nous indique ainsi si la fonction est constante (j0i) ou non (j1i).
Le point remarquable de cet algorithme est que la fonction f que nous desirons tester n’est appelee
qu’une seule fois, alors que dans un algorithme classique deux appels sont necessaires. A la section
3.2.1, nous decrirons une realisation pratique de cet algorithme a l’aide de la resonance magnetique
nucleaire.
2.4 Conclusion
Au terme de cette section, nous remarquons donc qu’un ordinateur quantique est n’importe quel
systeme quantique vu comme porteur d’information. Au niveau theorique, il n’y a rien de nouveau.
Nous assistons seulement a une reinterpretation de concepts deja etablis en mecanique quantique.
Pour pouvoir eectuer un calcul quantique, il faut se donner la possibilite d’eectuer n’importe
quelle operation unitaire. Pour ce faire, deux operations susent : la rotation et l’operation XOR.
Cependant, le couplage du systeme avec l’environnement pose de graves problemes : il faut donc
realiser toutes les operations necessaires pour eectuer le calcul avant l’echeance de dec () limi-
tation du nombre d’operations) ou alors trouver un moyen de vaincre ce phenomene. Ainsi, dans
toute proposition de realisation d’un ordinateur quantique, nous trouverons trois elements : le
systeme physique envisage, la maniere d’implementer les deux operations et la maniere de vaincre
la decoherence.
Soulignons encore que le point crucial d’un algorithme quantique est l’utilisation de la superposition
d’etats, c’est-a-dire que l’information elle-me^me est quantique. Un systeme quantique qui traite
de l’information classique n’est pas un ordinateur quantique. En eet, les semiconducteurs actuels
possedent deja un caractere quantique bien que les algorithmes utilises soient classiques. Notons
egalement que, si le systeme physique est compose de sous-systemes, alors les etats intriques seront
egalement essentiels, car ils sont une consequence directe de la superposition. Cependant, si nous
considerons uniquement le systeme global, nous verrons appara^tre des etats superposes, mais aucun
etat intrique. Ainsi, la notion d’etat intrique depend du point de vue que l’on adopte, mais l’etat




3.1 Les dierents systemes utilises
Dierents systemes physiques sont consideres pour la realisation pratique. Les principaux sont les
suivants [5] :
 Les ions pieges. Un ion piege peut e^tre vu comme une particule plongee dans un potentiel
(probleme hydrogeno¨de). Il est alors possible de considerer deux congurations dierentes du
ion, donc deux niveaux d’energie distincts. A l’aide d’impulsions laser nous pouvons modier
l’etat de chaque ion et l’intrication des etats. Par cette technique, le groupe de Boulder a
obtenu une intrication de quatre Q-bits [11].
 Les bo^tes quantiques (quantum dots). Les bo^tes quantiques sont en fait une realisation
des puits de potentiel carre souvent consideres dans la theorie. Le Q-bit fait alors reference a
deux niveaux d’energie dierents d’un electron place dans un de ces puits. A ma connaissance,
aucun etat intrique n’a pu e^tre realise jusqu’a present.
 Les photons. Dans le cas des photons, les deux etats du Q-bit sont deux etats de polarisation
et les operations sont realisees par d’astucieuses techniques d’interferometrie. L’intrication
a trois photons a ete demontree. Comme le support de l’information n’est pas solide,
l’interferometrie de photons est pluto^t envisagee pour la communication et la cryptographie
quantiques.
La seule technique qui a reussi a implementer des algorithmes, notamment celui de Deutsch-Jozsa
et un code de correction d’erreurs, est la resonance magnetique nucleaire, que nous analysons plus
en detail dans la prochaine section.
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3.2 Realisation par resonance magnetique nucleaire
3.2.1 L'experience de Chuang et al.
De nombreux groupes de recherche tentent de realiser un ordinateur quantique a l’aide de la
resonance magnetique nucleaire (RMN). La principale question qui se pose est la suivante : comment
travailler avec des etats purs 1 dans des experiences de RMN eectuees a temperature ambiante,
donc avec des etats distribues thermiquement ? La reponse se trouve dans la notion d’etats pseudo-
purs, introduite en 1997 par Cory et al. [12] et par Gershenfeld et Chuang [13].
Considerons un systeme S compose de deux spins. En RMN, ces spins sont plonges dans un champ
magnetique exterieur. Les etats propres de cette interaction sont j+ +i, j+−i, j −+i, j − −i. A









kT fonction de partition.
(3.1)
Nous nous rendons alors compte que si T ! 1 chaque etat est peuple equitablement (P;! =
1
4 ; 8; !). Les ecarts typiques a la distribution uniforme sont de l’ordre de EkT  10−5 a temperature




1 + : (3.2)
L’intere^t de cette decomposition vient du fait que  donne les seules contributions non-triviales a la
dynamique. La matrice  est appelee matrice densite reduite et nous remarquons qu’elle doit e^tre
de trace nulle puisque Tr(t) = 1. Cette matrice densite reduite ne represente donc pas un etat (la
trace de toute matrice densite representant un etat, pur ou de melange, vaut 1). Cependant, on a
montre l’existence d’une preparation U astucieuse (sequences d’impulsions en RMN) telle que:
U+tU = 141 + U
+U


















1 ne va pas influencer la dy-
namique du systeme. Ainsi, l’analyse de 1 sut. On parle alors d’etats pseudo-purs. De cette
1Il ne sut pas que le systeme ait une evolution bien determinee, faut-il encore que nous puissions lire le resultat
et l’interpreter.
maniere, les chercheurs justient leur tentative de realiser un ordinateur quantique a l’aide de la
RMN. Ce resultat se generalise facilement pour un systeme de N spins :
 = 1−d 1 d + 1; d = 2
N (3.4)
Cette justication theorique etant explicitee, nous pouvons nous interesser a la realisation pra-
tique de l’algorithme de Deutsch-Jozsa (2.3.3) eectue par I.L. Chuang et al. [14]. Les deux
Q-bits sont les spins nucleaires du carbone et de l’hydrogene dans une molecule de chloroforme
(CHCl3). Comme ces spins ont des frequences de resonance dierentes, il est aise d’eectuer une
rotation sur l’un des systemes, sans influencer le second. L’operation XOR se realise a partir d’une
judicieuse combinaison d’impulsions (techniques de double resonance). Nous n’entrerons pas ici
dans les details techniques des sequences utilisees. En eectuant les quatre etapes proposees par
l’algorithme, le pic de resonance appara^t selon +z pour les fonctions f1;2 et selon −z pour les
fonctions f3;4, comme attendu par la theorie.
Nous pourrions alors louer la reussite. Remarquons cependant que ce genre de techniques RMN
sont a l’heure actuelle ma^trisees 2 et que l’algorithme etait deja etabli. De plus, comme le nom-
bre d’operations est assez restreint pour le cas traite, les auteurs n’ont pas eu a se preoccuper du
probleme majeur : la decoherence. En eet, dans ce cas tres simple, le couplage entre le systeme et
l’environnement n’a pas le temps d’agir 3. Cependant, des que le probleme se complique legerement,
les choses deviennent catastrophiques.
Pour illustrer ces propos, nous suivons l’article de Haroche et Raimond [15]. Rappelons que dans
la section 2.1.3 nous avons deni la grandeur dec comme etant le temps disponible pour eectuer
nos operations, avant que n’ait lieu la reduction du paquet d’onde. Ainsi, connaissant le temps
necessaire pour eectuer une operation (op), nous pouvons denir la grandeur M , le nombre de




2Les premieres experiences de double irradiation ont ete eectuees par Bloch en 1954 ; des la n des annees 50,
ces techniques apparaissent dans les livres
3Dans ces experiences de RMN, il est habituel de considerer le temps de relaxation T2 comme le temps de
decoherence; pour l’heure, il s’agit d’une estimation d’ordre de grandeur pluto^t que d’une idencation conceptuelle
entre T2 et dec (e-mail de R. Laflamme a V. Scarani)
Pour esperer factoriser un nombre de 4 bits , 106 operations sont necessaires et pour un nombre de
400 bits, 1012 operations. En se rappelant que le plus grand nombre de 4 bits est 15, l’ordinateur
quantique semble assez limite. Pour remedier a ce probleme, des protocoles de corrections sont
mis au point. L’idee theorique de ces codes est assez simple. Il surait de determiner l’operateur
unitaire d’evolution bruitee, d’en calculer l’inverse, et de l’appliquer sur l’etat. Ainsi, la donnee
serait maintenue dans son etat initial. Nous ne sommes cependant pas au bout de nos peines,
car un algorithme de correction est complexe et necessite egalement la superposition d’etat. Un
deuxieme ordinateur quantique serait donc necessaire. . .
Ainsi, malgre sa publication dans la prestigieuse revue Nature, l’experience de Chuang et al. n’est
pas aussi revolutionnaire qu’il n’y para^t au premier abord : tous les elements theoriques sont
connus, la technique est ma^trisee et les problemes pratiques interessants a resoudre sont contournes.
Pour couronner le tout, un article de S.L. Braunstein et al. [16] demontre la proposition suivante:
\Tous les etats utilises jusqu'a maintenant en RMN pour l'ordinateur quantique ou pour d'autres
protocoles d'information quantique sont separables" (i.e. non intriques). L’idee de la demonstration
est la suivante. Le premier pas est une decomposition de la matrice densite denie par l’equation
(3.4) dans une base surdimentionnee, en l’occurence a l’aide des matrices de Pauli. Le critere
suivant est alors applique: si tous les coecients de la decomposition sont non negatifs, alors
la matrice consideree est separable. Comme les coecients negatifs proviennent uniquement de
la matrice 1, si le coecient  est susamment petit, alors la matrice densite est separable.
En calculant une borne inferieure pour ce coecient, ces auteurs demontrent que dans toute les
tentatives de realisation d’ordinateur quantique par RMN, les etats intriques physiques ne sont
pas accessibles. L’etat pseudo-pur est un simulateur d’etat pur. Ainsi, bien que l’experience
realisee par Chuang et al. utilise un algorithme quantique, ce dernier ne necessite pas forcement
l’utilisation d’etats intriques contrairement a l’algorithme de Shor. Un ordinateur realise par RMN
a des temperatures \normales" ne pourra donc jamais factoriser un nombre donne avec le nombre
d’operations minimales prevues. Quelle est donc la veritable denition d’un ordinateur quantique
? A ce stade de la recherche na^ssent des confusions ainsi qu’un debat de fond.
3.2.2 Le debat de l'ordinateur quantique par resonance magnetique nucleaire
Ce debat est plus qu’une simple discussion entre connaissseurs du domaine. Dans ce sens, l’article
de Physics Today [17] nous depeint le tableau actuel a l’aide d’interviews des dierents opposants.
Suite a sa demonstration de la separabilite de la matrice densite des etats pseudo-purs en RMN,
S.L. Braunstein pose la question de base suivante : \Lorsque nous pensons a l'ordinateur quan-
tique, nous pensons que c'est merveilleux, et qu'il utilise les fantastiques proprietes d'un systeme
quantique. Ces proprietes sont des choses comme la superposition et l'intrication. Ainsi, quel sens
ont ces machines si elles ne peuvent produire aucun etat intrique ?" Selon S. Popescu, l’intrication
est l’element de base pour le succes de l’ordinateur quantique. Ainsi, cette demonstration implique
de serieux doutes sur les realisations d’ordinateur quantique par RMN. Les experimentateurs qui
travaillent sur ce projet se defendent d’une part par l’unitarite des transformations et d’autre part
par l’evolution du systeme. Selon R. Laflamme, le fait d’utiliser des tranformations unitaires (a
caractere quantique) permet d’obtenir la reponse cherchee de maniere plus ecace. De plus, Il n’a
pas ete possible a ce jour de decrire l’evolution observee de maniere purement classique. Cepen-
dant, Linden et Popescu ont montre que l’algorithme de factorisation de Shor necessite l’utilisation
d’etats intriques, et par consequant, une evolution quantique ne sut pas. Les ordinateurs realises
par RMN ne pourront donc jamais atteindre la puissance esperee d’un ordinateur quantique. Il
semble donc que ces machines ne soient qu’une \simulation" d’un veritable ordinateur quantique.
C’est dans cette bre^che que s’engoure S. Lloyd en armant qu’il existe une multitude de facon
d’implementer des operations, et pas seulement de facons classique ou quantique. Le fait que
l’ordinateur construit par RMN se trouve a mi-chemin entre les mondes classique et quantique
devient ainsi simultanement un chef d’accusation et une defense. Devant de telles discussions, il est
legitime de se demander si le debat porte sur des faits scientiques ou si nous assistons simplement
a un probleme de linguistique. Il ne serait pas impossible que dans un proche avenir une denition
plus stricte de l’ordinateur quantique apparaisse.
Lorsque nous quittons la presse specialisee pour des revues destinees a un plus large publique, nous
nous rendons compte que le flou linguistique est encore plus prononce. Prenons comme exemple
l’article de J. Dousson paru dans le Flash Informatique de l’EPFL [18]. Dans son introduction,
elle nous explique, graphique a l’appui, que d’ici 2020, quelques atomes suront pour stocker un
bit. Peut-e^tre. Alors continue-t-elle, sur de tels systemes, seules les lois de la mecanique quantique
sont valables. Su^rement. Par consequent, nous travaillerons avec de l’informatique quantique.
Su^rement pas. Nous retrouvons ici de facon flagrante la confusion entre un systeme quantique et de
l’information quantique. En dehors de ces confusions, il est quand me^me interessant de souligner
que ces articles de vulgarisation se multiplient dans les dierentes revues (par ex. l'Ordinateur
Individuel) et me^me dans les quotidiens (par ex. La Liberte).
Au terme de ce chapitre, nous nous rendons compte que la realisation pratique est non seulement
dicile, mais qu’une fois un prototype realise, il n’est pas evident de savoir (ou d’admettre) s’il
remplit toutes les exigences requises pour que nous puissions parler d’ordinateur quantique.
Chapitre 4
Aspect social de l'ordinateur
quantique
4.1 Les publications
4.1.1 Explosion de la recherche
Comme nous l’avons deja vu en introduction, c’est en 1994 que P. Shor trouva le premier algorithme
interessant pour l’ordinateur quantique. Par cette decouverte, l’idee qu’un ordinateur quantique
permet de resoudre des problemes plus rapidement qu’un ordinateur classique etait nee et par la
me^me occasion, une explosion de la recherche dans ce domaine.
A l’aide de la base de donnees INSPEC (Intranet de l’EPFL : biberl.epfl.ch/cgi-bin/webspirs.cmd),
le nombre d’articles publies par annee et qui contiennent l’un des syntagmes \quantum computer",
\quantum computing", \quantum computation" a ete evalue. Comme indicateur de la qualite
des articles, une seconde courbe ne comprenant que les articles parus dans Physical Review a ete
ajoutee. Les resultats sont presentes sur la gure 4.1. Il est a signaler que, lors d’un survol, environ
5% de ces articles ne traitent pas de l’ordinateur quantique, le syntagme \quantum computation"
pouvant e^tre utilise pour decrire un calcul numerique d’un systeme quantique. Sur la gure realisee,
il est aise de constater une explosion de la recherche dans ce domaine des 1994, donc apres l’article
de P. Shor. Nous nous rendons egalement compte que le quart des articles ont ete publies dans
Physical Review.
Par la lecture des abstracts, nous constatons que les annees 1997-98 correspondent a l’achevement
de la theorie et a quelques idees de realisations pratiques. En eet, les scientifques reconsiderent
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Figure 4.1: Explosion de la recherche sur l’ordinateur quantique
les algorithmes et s’interessent aux corrections necessaires pour minimiser la perte d’information
par la decoherence (cf. 2.1.3). En 1999, les notions theoriques etant quasiment completes, ce sont
des tentatives pratiques qui dominent la recherche.
Quelles peuvent e^tre alors les raisons de cet engou^ment pour l’ordinateur quantique ? Avec 210
articles parus en 1999, donc plus de 4 par semaine, alors que le sujet n’etait quasiment pas traite
5 ans auparavant, nous pouvons nous demander si l’ordinateur quantique est aussi prometteur que
la gure 4.1 nous le suggere, ou si nous sommes en presence d’un eet de mode.
4.1.2 Raisons
Nous proposons ici une analyse des dierentes raisons qui peuvent conduire un groupe de scien-
tiques a se lancer dans cette recherche .
La premiere est tout simplement la passion du sujet. Des son plus jeune a^ge, la mecanique quantique
a suscite de grands debats. La discretisation des niveaux d’energie, la dualite onde-corpuscule ont
provoque un doute me^me chez les plus grands de l’epoque comme Einstein. Dans cette continuite,
un calcul sur un ordinateur quantique debute avec un etat connu pour terminer avec un etat bien
deni, en passant par un etat de superposition. Le point intriguant de ce schema reside dans le fait
qu’a un certain moment du calcul, nous ne pouvons pas conna^tre l’etat dans lequel se trouve le
systeme. En eet, considerons uniquement deux spins et supposons que le systeme global se trouve
dans l’etat 1p
2
[j11i + j10i]. Nous avons une probabilite 12 que, lors d’une mesure, le systeme soit
dans l’etat j11i et egalement 12 qu’il soit dans l’etat j10i. De plus, si nous eectuons la mesure, nous
avons une modication de l’etat, donc une perte d’information. L’ordinateur quantique entre donc
dans la lignee de ces elements surprenants, mais toujours passionnants, de la mecanique quantique.
La seconde est l’utilite de l’application nale. L’ordinateur quantique, mais aussi la cryptographie
ou la theorie de l’information quantiques, semblent e^tre les premieres demonstrations de l’utilite
de la superposition d’etats, notion qui relevait jusqu’a tres recemment des debats conceptuels. En
eet, comme cette derniere permet d’etablir des algorithmes plus rapides, nous pouvons esperer
decouvrir la solution de problemes jusqu’alors qualies d’irresolvables ou d’approximatifs de par la
limitation de nos outils informatiques. Par exemple, la cryptographie classique, qui se base sur la
factorisation d’un nombre donne en deux nombres premiers, deviendrait desuete.
Une troisieme raison pourrait s’appeler le recyclage scientique. Depuis 1960, de nombreuses per-
sonnes se sont interessees aux fondements de la mecanique quantique, notamment a certains con-
cepts comme la non-localite ou l’existence de variables cachees [19]. Cependant, a l’heure actuelle,
les experiences realisables sont de plus en plus nombreuses et en bon accord avec les predictions
de la theorie. Une reinterpretation de la mecanique quantique permet alors d’eviter de mettre un
point nal prematurement a son elaboration.
Finalement, comme presque toujours, l’argent est une excellente raison. Une entreprise qui com-
mercialiserait un ordinateur surpassant tous les modeles existants realiseraient certainement de
gigantesques beneces. Ainsi, en lui faisant miroiter une telle application, les scientiques du do-
maine s’assurent les fonds necessaires pour leur recherche. Soulignons egalement le fait qu’une
partie importante du nancement provient d’organismes nationaux ou supranationaux. En eet,
de nos jours, la possibilite d’application est un critere de nancement non seulement pour les prives,
mais aussi pour ces organismes. Par exemple, le projet TOP NANO 21 du Fonds National Suisse
exige un partenariat industriel. L’ordinateur quantique peut ainsi satisfaire un critere de rentabilite
demande par les prives mais malheureusement aussi par les organismes nationaux.
Toutes les raisons mentionnees | la passion, l’utilite, le recyclage scientique et l’argent | me
paraissent e^tre de bonnes motivations pour se lancer dans cette recherche. Cependant, comme
nous l’avons vu dans la section precedente, la grande limitation pratique et le peu d’algorithmes
existants me poussent a croire que ce sont les deux dernieres les principales.
4.2 L'ordinateur quantique en Suisse et dans le monde
Peu de groupes de recherche en Suisse s’occupent de l’ordinateur quantique. Le seul qui travaille
activement dans le domaine (ordinateur quantique a l’aide de \quantum dots") est D. Loss, a Ba^le
(theorie5.physik.unibas.ch). Le groupe de N. Gisin, a Geneve, est plus specialise en cryptographie et
theorie de l’information quantiques qu’en ordinateur quantique (www.gap-optique.unige.ch). Une
breve recherche sur Internet montre que les autres sites ou gure l’ordinateur quantique ne trait-
ent pas du sujet, mais le placent comme application directe de leur recherche. Dans ce contexte,
nous retrouvons notamment les personnes s’occupant de la physique mesoscopiques, par exemple
J. Faist, a Neucha^tel (www.unine.ch/uer/uer physique.htm). L’EPFL n’y echappe pas non plus:
l’IMO qui travaille sur les \quantum dots" a recemment invoque l’ordinateur quantique comme
application possible (Polyrama 112, decembre 1999, p. 36-38).
Pour les gens qui s’interessent a l’ordinateur quantique dans le monde, citons l’adresse internet
du Center for Quantum Computation, situe a Oxford : www.qubit.org. Ce site propose la liste
des principaux groupes de recherche dans le monde et en Europe. Notons qu’il est sponsorise par
dierentes entreprises et organismes, dont, comme par hasard, Hewlett Packard.
Chapitre 5
Conclusion
D’apres le nombre d’articles publies par annee, l’ordinateur quantique semble e^tre une application
tres utile et la recherche avancee. Cependant, la realisation pratique est dicile de par la limi-
tation du nombre d’operations par la decoherence. Comme nous l’avons vu, 107 operations sont
realisables avant que la decoherence n’agissent, et 106 (resp. 1012) sont necessaires pour factoriser
un nombre de 4 (resp. 400) bits. La realisation d’etats intriques avec un grand nombre de Q-bits
est egalement un grand de. La factorisation d’un nombre donne n par l’algorithme de Shor exige
l’entree du nombre n2 . Ainsi, la factorisation de 30 necessite 4 Q-bits, celle de 100, 9 Q-bits, celle
de 106, 20 Q-bits et pour les applicatons visees, c’est la factorisation de nombres proches de 10100,
donc environ 330 Q-bits, qui est interessante. Cependant, a l’heure actuelle, le meilleur resultat est
la realisation d’un etat intrique de 4 Q-bits. De plus, nous nous rendons intuitivement compte que
plus le nombre de Q-bits est eleve, plus le temps de decoherence est court. Ces ordres de grandeur
me semblent alors accablantes pour un realisation pratique de l’ordinateur quantique. Les opti-
mistes me repondront que, si quelqu’un avait arme a Jules Cesar qu’un jour l’homme marcherait
sur la lune, il se serait fait devorer par les lions. D’accord, mais entre le char de Ben-Hur et la
Formule 1 d’aujourd’hui, l’humanite a assiste a quelques revolutions technologiques. A mon avis,
une revolution supplementaire est a l’heure actuelle necessaire pour une realisation de l’ordinateur
quantique.
De plus, en ecartant l’exploit que represente la realisation d’un ordinateur quantique, les possibilites
prevues d’une telle machine ne sont pas si revolutionnaires que l’on veut nous faire croire. En eet,
en depit de la recherche intensive des cinq dernieres annees, on a trouve seulement trois algorithmes
(determination de la periode d’une fonction, recherche d’un element d’une liste, caracterisation
d’une fonction) qui sont theoriquement plus performants que les algorithmes classiques. Les com-
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paraisons entre un ordinateur classique et un ordinateur quantique ne sont donc pas equitables.
Lorsqu’on nous parle de ce dernier, on nous vante a chaque fois le gain d’operations que nous pou-
vons obtenir avec l’algorithme de Shor, mais on oublie volontairement de nous rappeler toutes les
autres possibilites qu’ore un ordinateur classique. Quelques scientiques, notamment E. Farhi et
al. [10], ont cependant demontre que dans bien des cas, l’ordinateur quantique ne surpasserait pas
son homologue classique. Ainsi, avant de s’investir pleinement dans une tentative de realisation,
une recherche plus approfondie d’algorithmes me para^t necessaire.
Il me semble donc que les tentatives de realisations d’un ordinateur quantique sont prematurees et
sa puissance theorique exageree. Les personnes concernees, par leurs arguments et leurs premiers
resultats, adoptent le langage de la demi-verite. Cependant, comme dans notre societe le progres
et le prot ne sont plus de simples mots mais des buts en soi, les propos de ces chercheurs ravis-
sent le public et les industries. Ces dernieres fournissent alors les fonds necessaires aux premiers,
ravis a leur tour. Dans cet engrenage vicieux, il est naturel que monsieur-tout-le-monde attende
desesperement la promotion des ordinateurs quantiques chez Interdiscount.
Je pense donc que l’ordinateur quantique est considere, a l’heure actuelle, comme une \simple"
application de la mecanique quantique, alors qu’il est un sujet de recherche fondamentale. Les
quelques elements prometteurs ont suggere certaines capacites au concept de l’ordinateur quan-
tique, mais ont surtout fait miroiter un marche juteux. Ainsi, de nombreux chercheurs et indus-
triels se sont engoures te^te baissee dans cette bre^che. Un veritable eet de mode s’en est suivi.
A l’heure actuelle, l’ordinateur quantique devient en grande partie un pretexte de publication, un
moyen d’obtention de fonds, voire une justication de recherche, ceci en oubliant le premier but
du concept. En consultant la litterature, nous observons egalement un eclatement du sujet. Je ne
serais donc pas etonne si, d’ici quelques annees, le nombre d’articles publies annuellement devrait
diminuer au prot d’etudes apparentees comme par exemple la cryptographie quantique.
De par le peu d’algorithmes existants, l’ordinateur quantique ne me semble pas e^tre aussi puissant
que le monde se l’imagine et un manque de technologie adequate me fait penser qu’il est actuelle-
ment irrealisable. Ainsi, les optimistes qui prevoient un raz-de-maree d’ordinateurs quantiques en
2020 me paraissent pluto^t e^tre des re^veurs ou des \politiciens" que des scientiques. En attendant
le progres technique susant pour une realisation, esperons que l’ordinateur quantique, replace
dans son contexte de recherche fondamentale, nous elargira l’esprit vers de nouveaux horizons
interessants.
Au terme de ce travail, je voudrais remercier le Dr. Valerio Scarani pour ses explications et son
aide, notamment pour le chapitre 2.

Bibliographie
[1] D. Deutsch, Quantum theory, the Church-Turing principle and the universal quantum
computer, Proc. R. Soc. London Ser. A 400, 97-117 (1985)
[2] P.W. Shor, Algorithms for Quantum Computation : Discrete Logarithms and Factor-
ing, Proceedings of the 35th Annual Symposium of Computer Science, IEEE Computer
Society, Los Alamitos, CA (1994). Version revue et amelioree : quant-ph/9508027
[3] L.K. Grover, Quantum Mechanics Helps in Searching for a Needle in a Haystack Phys.
Rev. Lett. 79, 325-328 (1997)
[4] D. Deutsch and R. Jozsa, Rapid Solution of Problems by Quantum Computation, Proc.
R. Soc. Lond. A 439, 553-558 (1992)
[5] C.H. Bennett, D.P. DiVincenzo, Quantum information and computation, Nature 404,
247-255 (2000)
[6] R.P. Feynman, Simulating Physics with Computers, Int. J. Theor. Phys. 21, 467-488
(1982)
[7] A. Peres, Quantum Theory Concepts and Methods, Kluwer Academic Publishers (1995)
[8] A. Barenco, C.H. Bennett, R. Cleve, D. P. DiVincenzo, N. Margolus, P. Shor, T. Sleator,
J.A. Smolin, H. Weinfurter, Elementary gates for quantum computation, Phys. Rev. A
52, 3457-3467 (1995)
[9] V. Scarani, Quantum Computing, Am. J. Phys. 66, 956-960 (1998)
[10] E. Farhi, J. Goldstone, S. Gutman, M. Sipser, Limit on the speed of quantum computa-
tion in determining parity, Phys. Rev. Lett. 81, 5442-5444 (1998)
29
[11] C.A. Sackett, D. Kielpinski, B.E. King, C. Langer, V. Meyer, C.J. Myatt, M. Rowe,
Q.A. Turchette, W.M. Itano, D.J. Wineland, C. Monroe, Experimental entanglement of
four particles, Nature 404, 256-259 (2000)
[12] D.G. Cory, A.F. Fahmy and T.F. Havel, Ensemble Quantum Computing by NMR Spec-
troscopy, Proc. Natl. Acad. Sci. USA 94, 1634-1639 (1997)
[13] N. Gershenfeld and I.L. Chuang, Bulk Spin-Resonance Quantum Computation, Science
275, 350-356 (1997)
[14] I.L. Chuang, L.M.K. Vandersypen, X. Zhou, D.W. Leung and S. Lloyd Experimental
realization of a quantum algorithm, Nature 393, 143-146 (1998)
[15] S. Haroche and J.-M. Raimond, Quantum Computing : Dream or Nightmare ?, Physics
Today, p. 51-52, August 1996
[16] S.L. Braunstein, C.M. Caves, R. Josza, N. Linden, S. Popescu and R. Schnack Sepa-
rability of Very Noisy Mixed States and Implications for NMR Quantum Computing,
Phys. Rev. Let. 83, 1054-1057 (1999)
[17] R. Fitzgerald, What Really Gives a Quantum Computer Its Power, Physics Today, p.
20-22, January 2000
[18] J. Dousson, 2021, l'Odyssee quantique, Flash-Informatique, 1-5, Avril 1999
[19] F. Selleri, Le grand debat de la theorie quantique, Champs Flammarion (1994)
