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Abstract
Current neurobiological thinking supported, in part, by experimentation stresses the importance of 
cross-modality. Uni-modal cognitive tasks, language and vision, for example, are performed with tire 
help of many networks wor king simultaneously or sequentially; and for cross-modal tasks, like picture / 
object narrring and word illustration, tire output of these networks is combined to produce higher 
cognitive behaviour. The notion of multi-net processing is used typically in the pattern recognition 
literature, where ensemble networks of weak classifiers - typically supervised - appear to outperform 
strong classifiers. We have built a system, based on combinations of neural networks, that demonstrates 
how cross-modal classification can be used to retrieve multi-modal data using one of the available 
modalities of information. Two multi-net systems were used in this work: one comprising Kohonen 
SOMs that interact with each other via a Hebbian network and a fuzzy ARTMAP network where the 
interaction is through the embedded map flek l  The multi-nets were used for the cross-modal retrieval of 
images given keywords and for finding the appropriate keywords for an image. The systems were 
trained on two publicly available image databases that had collateral annotations on tire images. The 
Heniera collection, comprising images of pre-segmented single objects, and the Corel collection with 
images of multiple objects were used for automatically generating various sets of input vectors. We 
have attempted to develop a method for evaluating tire performance of multi-net systems using a 
monolithic network trained on modally-undifferentiated vectors as an intuitive bench-mark. To this 
extent single SOM and fuzzy ART networks were trained using a concatenated visual / linguistic vector 
to test the performance of multi-net systems with typical monolithic systems. Both multi-nets 
outperform the respective monolithic systems in terms of information retrieval measures of precision 
and recall on test images drawn fiom both datasets; the SOM multi-net outperforms the fuzzy 
ARTMAP both in terms of convergence and precision-recall. The performance of the SOM-based 
multi-net in retrieval, classification and auto-annotation is on a par with that of state of the art systems 
like “ALIP” and “Blobworld”. Much of the neural network based simulations reported in the literature 
use supervised learning algorithms. Such algorithms are suited when classes of objects are predefined 
and objects in themselves are quite unique in terms of their attributes. We have compared the 
performance of our multi-net systems with that of a multi-layer percepti on (MLP). The MLP does show 
substantially greater precision and recall on a (fixed) class of objects when compared with our 
unsupervised systems. However when ‘lesioned’ -the network connectivity ‘damaged’ deliberately- the 
multi-net systems show a greater degree of robustness. Cross-modal systems appear to hold 
considerable intellectual and commercial potential and the multi-net approach facilitates the simulation 
of such systems.
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Chapter 1 Introduction
1.1 Neural Networks for Multimodal Processing
Human communications are typically mediated by the exchange of visual and linguistic 
information. Often these modalities are used simultaneously, while at other times one 
reinforces the other. Cunent neuroscience literature ftirther strengthens the notion of 
multimodality by suggesting that the various modalities o f information (language and vision) 
are processed in different areas of the brain and yet they are all combined to achieve higher 
cognitive behaviotu'.
During the last few years the process o f acquiring, storing and distiibuting digital image 
collections has become significantly easier and affordable. Mostly images are stored alongside 
with some collateral information relative to the image e.g. a text description or an audio file. 
The usability though of such a collection depends on how easy it is for a user to reb ieve the 
information that s/he is interested in. This challenging task of retrieving images from a digital 
collection was traditionally performed either by browsing the collection or by keyword 
queries. However the size of modern digital galleries renders these approaches if not obsolete 
then time-consuming and possibly inefficient. These methods later gave way -w ith the 
advances in the area of image processing- to other techniques where search and retrieval was 
performed based on the low level visual similarity of the contents o f the image; what became 
known as Content Based Image Reti ieval (CBIR). Although CBIR systems overcome some of 
tire restrictions imposed by traditional text-based approaches, they do have an implicit 
limitation in that visual properties are not sufficient to discriminate or classify objects. As a 
result researchers nowadays focus on systems that utilise more than one ftom the available 
modalities in order to perform more “ intelligent” queries and solve some of the problems 
encountered when using a single modality approach.
As "intelligence” seems to be an important feature for ftiture Information Retiieval (IR) 
and classification systems, many researchers working in the field are exploring ways of 
utilising techniques described under the rubric of Artificial Intelligence (AI) for the 
classification and retiieval o f information. Artificial Neural Networks (ANNs) are the 
outcome o f neural modelling attempts. Usually we can distinguish two different motives in
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neural modelling. The first one suggests that neural modelling is an attempt to describe 
phenomena that occur in biological neurons with the expectation to identify some basic 
elements of the information processing done in the brain, while the second motive suggests 
that neural modelling is an attempt to develop new devices that are based on simple 
biologically inspired components that were heuristically envisaged. A neural network 
computing system is based on an algorithm that describes the way inputs are mapped onto 
outputs. In the ANN literature these algorithms are referred to as learning rules to emphasise 
that the input to output mappings are not pre-programmed but learned through a training 
regimen.
Similarly to the way an ANN is made up fiom artificial neurons interconnected between 
them, multiple neinal networks may be connected to form what is often referred to as multi- 
nets. Neural computing systems are trained on the principle that if a network can compute 
tlien it will learn to compute. Multi-net neural computing systems are tiained on the principle 
that if two or more networks learn to compute simultaneously or sequentially, and then the 
multi-net will learn to compute. Multi-net systems have been used in various configurations 
because of their statistical properties. For example a modular multi-net may be used for the 
decomposition of a task into smaller -usually easier to solve- subtasks, while a parallel 
combination of neural networks all trained on the same task is a popular example of a non- 
modular multi-net designed in order to improve the generalisation capabilities o f the 
individual networks. Although the motivation for such neural combinations probably lies in 
their statistical properties, some resemblance to the functional specialism of the brain can be 
seen. The notion of ftmctional specialism in an ai tificial learning system may help us enrich 
our understanding of biological neural systems despite the major differences between the two 
domains.
In this thesis we aim to investigate the use of multi-net neural computing systems for the 
classification and retrieval o f information that is imparted in two or more modalities. 
Motivated by the brain’s capability to resolve in an unsupervised manner situations where 
different modality cues compete among themselves to gain attention (e.g. visual dominance 
phenomenon) or be selected to provide an answer to a given problem (e.g. modality 
appropriateness theory), we advise the use of artificial learning systems capable of multimodal 
processing, that address the problem of classification, and intelligent indexing and retiieval. 
The proposed algorithms consist of a combination o f two or more neural networks that 
independently learn in each modality domain, while simultaneously also learn the link 
between the available modalities.
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Classification is defined as ‘the process of categorising things or events into mutually 
exclusive classes’ or as ‘the result of such a process’. Categorising things or events involves 
division or grouping of data on specific quantitative and sometimes qualitative criteria. 
Through the years the problem of classification moved fi om what it was considered some sort 
o f an art form towards the use o f more objective methods. It is said though that every 
classification serves a “special purpose”, which influences the choice o f the classification 
method, and that the goodness of a classification can only be measured during retrieval. To 
that extent anytime a scientist faces the problem of classifying some data he can choose from 
using an existing classification or defining one that better suits her / his needs. This decision 
also affects the choice of the method that will be used for classification.
As our application field for tliis research we chose to classify and retiieve images from 
digital galleries, especially in the case where images are stored alongside with a textual 
description of the things or events depicted in the image. These two modalities (image and 
text) are associated in a rather complicated and subjective way as the process o f annotating an 
image depends greatly on the conceptual interpretation of the depicted scene or event by the 
human annotator. Despite the so-called semantic gap these modalities however very different, 
also complement each other by describing in two different ways the same object or event 
(low-level visual information and high-level semantic information). In our work we attempt to 
utilise the complementarity o f these two modalities by applying algorithms that learn how to 
classify / retrieve information in each domain separately while at the same time capable of 
cross-modal retrieval as the link between the modalities is also learned.
The instinctive solution presented in the literature to most classification tasks, especially 
where a system is expected to learn to classify an arbitraiy set o f input patterns into a number 
of categories, is to use a supervised learning algorithm. This choice is made on the implicit 
assumption that the set is a representative random sample of the universe of the input patterns 
and that the system designer has the pre-knowledge of all the classes into which all patterns 
can be classified. The classification o f images illustrates this challenge; How is it that an 
image is classified? Is it on the basis of a classification that is based on a conceptual system 
that may or not have its basis in the visual appearance of the objects in an image? Our starting 
point is that it is not possible to have a pre-knowledge o f all the classes into which an arbitrary 
input pattern can be classified. We flirther assume that classification is a complex cognitive 
task where many modalities of information are involved in the successfiil execution of the 
task.
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There are two multi-net architectures I will be discussing in this thesis, both o f which are 
based on unsupervised conipetitive-learning neural networks. 1) The first multi-net system, a 
result o f previous research done in the University of Surrey, consists of two independently 
trained Self Organising Maps (SOMs) that co-operate with the help of a Hebbian network, 
which connects the output maps of the two SOMs. This architectur e has been implemented by 
Vrusias [127]. I have used his Multi-Modal Unsupervised Classifier (MMUC) system to 
perform some of the experiments presented in this thesis. 2) The second nrulti-net architecture 
is based on the Adaptive Resorrairce Theory (ART). A combirration of two fuzzy ART 
networks, coupled together by a map field (essentially a firzzy ARTMAP network) is the 
second multi-net system that we use in our study. Although originally introduced by 
Carpenter et al [24] for supervised learning applications and thus rarely described as a multi- 
net system, the firzzy ARTMAP network bears many architectirral similarities to the SOM 
based multi-net. In this work I have used an implernerrtation of Carpenter et al fuzzy 
ARTMAP system in a slightly controversial way to what is usually found in the literature.
One may argue that a single-net system can also be used in a multimodal problem and that 
is true. We explore the potential advantages of a multi-net approach by examining various 
case studies where the performance and robustness of a multi-net system is compared to that 
of a single-net using the unified modality information.
Image arrnotation is the process of labelling the semantic contents of an image using a set 
of keywords. It is a rather time consumirrg task that is usually performed by experts who 
learnt how to annotate images through experience and practice. Complementaiy to image 
annotation, text illustration may be defined as the process o f determining an image, the 
semantic contents of which are relevant to the provided text. Both tasks have become 
increasingly important over the last years for facilitating efficient management and accurate 
retrieval o f information fiom multimedia databases. A constantly increasing number of semi- 
and fiilly- automated computer systems have been introduced in the literature to address to 
this problem. The multi-net systems discussed in this work can also be used for the automatic 
annotation of unknown images (illustration of documents) due to their cross-modal 
information retrieval capability. The advantages of such an approach is that a) the whole 
procedure is fully automated and does not require any intervention fiom a human user, b) the 
multi-net neural computing system can effectively learn to classify and rehieve information in 
each modality autonomously while the auto annotation (illustration) property derives fiom the 
system’s ability to additionally learn the link between the two modalities and c) the modality 
cue competition and the cross-modal indexing and retrieval capability of the system can be 
seen as an artificial correlate to similar biological processes performed in the brain.
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1.2 Contributions
The main contributions of this thesis can broadly be categorised in three levels.
At a philosophical / psychological level we explore some aspects o f cue competition and 
multimodal information processing using artificial learning systems. More specifically this 
thesis aims to demonstrate a way that given two representations of the same object or event an 
artificial learning system can determine the “sti'ongest” o f the available modalities and make a 
decision based on that choice. In addition the cross-modal interaction between the various 
modalities allows the linkage between information that was learnt in one modality, to an 
appropriate representation of the same information in the complementary modality.
At a theoretical level this work focuses on combining unsupervised neural networks to 
create multi-net systems with the aim of investigating whether a combination of individually 
tiained -possibly expert- neural networks can learn to classify and retrieve information that is 
imparted in more tlian one modality, in a more efficient way compared to a single-net system. 
For this task two different multi-net systems are examined; one encompassing two SOMs 
coupled together by a hebbian network and a fuzzy ARTMAP network. We assess the 
robustness of the proposed algorithms and evaluate the performance of the multi-net approach 
against that of monolithic neural networks under various testing regimes.
At an application level the main contribution of this thesis is in the field of automatic 
image annotation and document illustration. The multi-net systems discussed are not only 
capable of learning to classify and retiieve information independently in the available 
modalities, but simultaneously learn the link between the two modalities, hence capable of 
cross-modal information retrieval. Our main contiibution in this domain is that of a fiilly 
automated (no user feedback required or flirther manual annotation apart fi*om that 
accompanying the training images) algorithm that is based on a self-organising multi-net 
neural computing system. With the aid of two well-known annotated image collections we 
compare our approach to state-of-the-art systems specifically designed for this task.
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1.3 Structure of the thesis
We have identified three themes, which will be discussed throughout this thesis. First is the 
notion of multimodality and cue competition, as observed in various processes of the human 
brain leading to higher cognitive behaviour, and the challenge of designing an artificial 
learning system that can perhaps assimilate such behaviour. Next is the more theoretical 
challenge of exploiting the individual properties of single neural computing systems by 
combining them into multi-net systems, which may generalise and perform better than their
monolithic components. The last theme is that of learning to automatically annotate unknown !
images (illustrate documents) using a combination of ANNs each of which is tiained on a |
different modality (image and text). These three themes run in parallel throughout the 
remaining of this thesis.
In C hapter 2 we state our motivation and describe the challenge of indexing and retrieving 
multimedia information. We present well-known systems designed for this task, usually 
discussed under the rubric of CBIR. We emphasise on the need for more “intelligent” 
approaches to this issue and thus hint towards the use of ANNs as the building stone of ftiture 
IR systems. Acknowledging the limitations o f a text-only or image only approach we believe 
that a combination of these modalities for the design of a multimodal IR system can actually 
utilise the individual sti engths of each modality. We extend our study o f ANNs to the field of 
multi-nets, which are essentially combinations of single-net neural systems designed to 
perform and generalise better than their monolithic constituents. We conclude this chapter by 
introducing the reader to how an unsupervised multi-net neural computing system may be 
addressed to the challenge of multimodal indexing and reti ieval o f information.
In C hapter 3 we describe our method of combining single neural networks to form multi- 
net systems. As with any computing system the quality o f the input data is o f crucial 
importance. We present techniques for extracting descriptive features fi'om the visual contents 
of an image and the collateral text annotations, using well-known methods fiom the image- 
and text- processing domain respectively. These features will subsequently be used to create 
various input vectors that will be fed as input to our learning systems. We then discuss the 
neural network architectures, which we use as structural components for the design of the 
multi-net systems. We elaborate on the initialisation, tr aining and testing procedure of SOMs 
and unsupervised ART-based networks, paying special attention to techniques used for 
clustering and extracting information from the output map of a SOM. We then extend our 
study to discuss about ways that these monolithic networks may be combined to create the
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multi-net systems used in this work. As before the architectural details and the training and 
testing procedures for the multi-nets are presented. We conclude this chapter with a proposed 
evaluation strategy, which will demonstrate the potential advantages and limitations of each 
algorithm and also work as a fiamework for comparisons with similar systems.
In C hapter 4 we evaluate the performance and robustness of the proposed multi-net 
systems. For this task we use two publicly available collections of images with collateral text 
annotations, and a variety of visual and linguistic features was extracted following the 
techniques described in the previous chapter. We present different case studies where we aim 
to a) test the effect of the choice of features in the system’s performance, b) compare the 
classification performance of the multi-net systems to that o f their single-net components, c) 
examine the robustness of the proposed algorithms by deliberately damaging the input data 
and measuring the deterioration in performance with respect to the damage inflicted to the 
input data, and d) evaluate the multi-nets’ auto annotation (illustration) performance and 
compare it to that of systems specifically designed for this purpose. For the various case 
studies we establish both an upper and lower bound in performance by respectively presenting 
die same classification task to a supervised Multi Layer Perceptrons (MLP) network and the k- 
means clustering algorithm.
The thesis’ conclusions are drwn together in C hapter 5. We summarise our work and 
identify potential improvements and fiiture research directions.
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Chapter 2 Single- and Multi-Net Systems
2.1 Motivation and Problem Description
During the last three decades significant effort has been spent on image retiieval systems -  
CBIR, that focus exclusively on vision-specific features such as colour distribution, shape and 
texture. Such systems have to classify images into fairly complex categories for facilitating 
systematic storage and efficient retrieval. However, CBIR systems have an implicit limitation 
in that visual properties are not sufficient to identify arbitrary classes o f objects [115].
The CBIR literature is increasingly using image external features, for instance, texts 
collateral to the image -  a caption, or a news story in which the image is embedded. The 
collateral linguistic description, for example salient words, describing key objects in the image 
are used to annotate the image, and in querying for the image subsequently either by using 
visual features or keywords, or a mixture of the two [10], [138]. The solution though of 
associating keywords to an image sequence is not only time-consuming but the choice of 
keywords can still be ambiguous as different indexers describing the same image may 
sometimes use different words [97].
Neurobiological studies indicate that multi-sensory perception is used in a range of 
cognitive tasks including attention and pattern recognition in noisy environments [40]. A 
neuropsychological analogy is the case of different modalities o f the same information that 
tend to complement each other especially when one modality is weaker than the other, e.g. in 
lip reading or in the cocktail party scenario, visual features of lip movement complement the 
poor or nonexistent speech input. Calvert et al [19] presented a study on how the multimodal 
integration of audio and visual stieams (lip reading) can increase the percentage of correctly 
perceived keywords, when compared to the results acquired only by listening or lip-reading. 
As Driver et al argue ‘... our attention often has to be coordinated crossmodally, so that we 
select information ftom a common external source across several modalities, despite vast 
differences in the initial coding of that source by each modality’ ([41], pp. 254). We have 
been inspired by neurobiological studies suggesting that while the two modalities are 
processed in different and autonomous areas of the brain, ‘this information is combined in our 
brains to yield multimodally determined percepts’ ([42], pp. 731). This cross-modal
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interaction could potentially help in establishing systems that use information in one modality 
to classify or retiieve information in another -  keywords may be used to retrieve images and 
vice versa.
Neural networks are trained on the principle that if a network can compute then it will 
learn to compute and it is tliis learning process that makes ANNs different fiom other 
computer programs. ANNs’ ability to learn makes it possible for a network to generalise and 
respond to a wide range of problems. ANNs are also capable of coping with missing or 
complex data. The resemblance of a neural network to how the human brain learns and works 
will perhaps help in simulating human behaviour and learning, or at least the way we think 
that these processes are performed in the brain. Another interesting prospect is that ANNs can 
be combined into what is often called multi-nets in order to solve complex problems that a 
single network perhaps cannot solve. It is these abilities that primarily led neural networks to 
be considered appealing solutions for a wide variety of problems.
Research in multi-net systems serves three major purposes. First, the utilitarian puipose in 
that a combination of autonomous, possibly specialist, neural networks is expected to: (a) 
reduce model complexity, fuse the data sources o f the autonomous networks; and, (b) improve 
generalisation and to reduce over-fitting [109], [110]. Second, related purpose is more 
theoretical as multi-net systems can be viewed as a mixture of paramefiic probability 
disti'ibutions, each network acting as a piece-wise estimator o f a subset o f complex data and 
the multi-net summarising the data: The study of neural multi-net mixture has shown that this 
mixture can be ‘... more complicated than those typically used in conventional statistics 
literature’ [70]. The third puipose relates to the similarities between multi-net systems and 
certain aspects of human attention and consciousness, especially, how two or more networks 
can learn tasks independently, with another network simultaneously learning to associate their 
behaviour.
According to Del Bimbo [38], modern CBIR systems may use various combinations of the 
available information in order to achieve better performance. Kashyap et al [74] argue that for 
answering a user query a system may have to correlate information fiom various semantic 
levels, which may be stored in different forms and representations. Kashyap’s three-level 
architecture consists of the ontology, the metadata and the data levels. In our image indexing / 
retiieval model, we will only use information fiom the “lower” two levels (data, metadata). 
We now present a ftirther distinction of the types of information that are often associated with 
images at the metadata level that can be found in [74]:
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1. Data not directly concerned with the image content but related to it, the content- 
independent metadata. Examples are description, location, date, people and so on.
2. Data that refer to the content o f the image. These are ftirther separated in two levels:
a. Low level features such as colour, shape, texture, spatial relationship and so 
on: the content-dependent metadata.
b. Data referred to content semantics -content-descriptive metadata. By this 
we mean relationships of image entities with real-world entities, emotions and 
so on.
Our notion o f an image indexing model relies on the assumption that the information 
related to the image, including the knowledge about its contents, is held at different levels in 
the different types of information that may or may not accompany an image. Neural networks 
that can be tiained to learn the specific visual features -dependent metadata- may perhaps be 
distinguished from networks that learn the linguistic description -descriptive or independent 
metadata-. That these modalities o f information are processed in different areas of the brain 
with idiosyncratic features does guide our understanding. At this point we could pose the 
following research question: can we train a multi-net that uses different modalities o f 
information, which complement each other, in order to create a multimodal information 
retiieval system that learns how to index and retiieve information fiom each modality cue 
separately, while also capable o f cross-modal indexing and retrieval of information?
In this chapter we discuss in more details the task of image indexing / retrieval and present 
some state-of-the-art systems that are especially designed for this purpose (section 2.2). We 
subsequently emphasise on the need of a system that can not only index images, but also learn 
how to do so. We introduce the notion of ANNs and suggest perhaps some novel uses of 
neural computing systems for image indexing and retrieval (section 2.3). We then discuss how 
ANNs may be combined to create what is often referred to as multi-nets. We present 
biological, psychological and statistical correlates supporting the hypothesis that a multi-net 
system may facilitate the design of a multimodal information retrieval system and present two 
architectures that we will be using in this thesis to test the hypothesis (section 2.4). Finally we 
wi ap up this chapter with a general discussion and some concluding thoughts (section 2.5).
2.2 Image Indexing and Retrieval
Traditionally the retrieval o f images was achieved either by using keywords or by 
browsing. The limitations though of Text Based Image Retrieval (TBIR) started to become
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obvious since the process of manually assigning text descriptions is time-consuming and often 
not efficient for describing the visual content of an image, while browsing can become 
exti emely ftustiating when dealing with large collections.
When describing the content-descriptive metadata of an image by using text, inefficiencies 
are prone to arise due to the limitations that are inti oduced by modelling visual atti ibutes of 
images with text descriptions. Some of these limitations are; a) it is difficult to capture the 
saliency of some visual features. For example it is almost impossible to describe with words a 
texture, a visual effect of the colour disti ibution and so on, b) expressing perceptual similarity 
using words is complicated if at all possible. Text descriptions reflect the annotator’s point of 
view which might differ form the final user’s point of view.
As research on image processing and computer vision advanced, the use of CBIR emerged 
in the early 1990s as a way of overcoming the evident shortcomings of text based image 
retiieval. In the CBIR approach the images are retiieved with the use of feature vectors 
directly derived from the visual content o f the image with using various image processing 
techniques.
According to [35] there are three broad categories of searching within a visual information 
retiieval system (VIRS): a) the open ended search or browsing where the user searches 
generally for interesting things and not something in particular. Systems that support this kind 
of search are usually highly interactive and employ relevance feedback features; b) in the 
second type o f search the user aims at reti ieving images that belong to a certain category. In 
this case the user usually has an example image and wishes to find additional images relevant 
to the one available; c) finally the third category of search is that where the user aims at a 
specific image. In this case searching is terminated when the target image is found.
Although the main research area in this work is not in the field of CBIR, we find it useful 
to briefly discuss some state of the art systems fi om the domain, since some parts of our work 
closely resemble issues raised within the CBIR literature.
2.2.1 A Note on Visual and Linguistic Features
As human beings our senses are constantly flooded by stimuli originating from diverse 
sources in our environment. Despite the vast amount of information that we are exposed to, 
our brain is capable of encoding this information, thus turning physical events (like a car) into
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mental events (the conscious experience or concept of a car). Similarly an artificial 
information processing system needs infonnation to be encoded in a “meaningful” and 
efficient way for the machine to process it. This is often done in the form of multidimensional 
feature vectors that encapsulate some key atti ibutes of the usually more detailed description o f 
the information that needs to be processed.
If we take the example of a digital image that comprises of several thousand pixels, each 
described by a triplet o f numbers (e.g. Red Green Blue) we can easily understand that using 
all this information to construct a feature vector is at least inefficient if not futile. Some sort o f 
encoding or compression is necessary if this information is to be used in a CBIR system for 
example. In terms of image processing, we would define feature extraction as the process of 
extracting numeric descriptors that provide a quantitative measure of perceptual features of 
images like coloiu', texture, shape and so on. Feature extraction from images is often 
susceptible to the so-called “sensory gap”, which Smeulders [112] defines as '... the lack o f  
coincidence between the information that one can exti-act from  the visual data and the 
interpretation that the same data have fo r  a user in a given situation
The same is ti ue in the case of a text document that consist o f hundreds or thousands of 
words that if looked separately only provide a minimum understanding of what the document 
talks about, while when all the words are read as a whole they can provide an accurate idea of 
the topic discussed in the document.
Making computers “understand” statements in human language is an open research area in 
artificial intelligence, often discussed under the general heading of Natural Language 
Processing (NLP). In order to use information derived from a natural language text in a 
computer system, we have to encode the information into “meaningful” feature vectors. A 
corpus can be defined as ''the body o f  written or spoken material upon which a linguistic 
analysis is based' [99]. Usually a general language corpus is a collection of documents (from 
all possible domains) that contains information about any subject, and therefore it 
characterises the vocabulary in a particular language (e.g. the British National Corpus, BNC). 
On the other hand a specialist corpus is a collection of documents related to a specific 
domain/area.
A popular way for creating linguistic feature vectors depends on calculating the ft equency 
of appearance for words that belong in the specialist coipus and compare that to the ft equency 
of appearance calculated for the same words in the general corpus. This way we can find 
which words are “important” only for the specific domain that we are dealing with. Having
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tliis information available one may create a feature vector by checking the existence or not in 
a document of a selection of important terms that best “describe” the collection o f documents 
that he / she analyses.
2.2.2 The PicSOM System
Laaksonen et al have developed PicSOM [82], [83], a CBIR system that uses the Tree 
Sti'uctured SOM (TS-SOM) for retrieving images. The motivation behind their work comes 
fiom the WEB SOM project, which was developed for browsing large collections of 
documents (c.f. [75], [79]) but in this case it is applied to images. The TS-SOM network 
consists of a number of SOMs organised in hierarchical levels, with the number of nodes of 
each SOM increasing as we move down the hierarchy. The choice of the TS-SOM algorithm 
was based on the fact that it facilitates the training of large SOMs by reducing the time 
required to search for the best matching unit for an input vector. This is achieved because the 
search in the lower -larger- maps is resti'icted only to a small area of nodes below the already 
found winner on the higher maps. The PicSOM system uses a variety of visual features that 
describe different properties of the images, including colour, texture and shape in order to 
retiieve visually similar images. Despite its resemblance with the WEBSOM project, which 
was designed to handle documents, in PicSOM there is no processing done on the collateral 
textual information that might come along with the images, hence making it impossible to 
perform a keyword assisted query.
The main contribution of Laaksonen et al is the inti oduction of a CBIR system that is 
based on a variant o f the unsupervised SOM neural network and implements two ftindamental 
principles o f CBIR (query by pictorial example and relevance feedback). Their work 
demonstrates the feasibility o f designing an image indexing / retiieval system that not only 
retrieves images but learns to retrieve images in an unsupervised way. This system provides 
the motivation for us to further explore the integration of ANNs and especially unsupervised 
learning networks, as the core of image indexing and retrieval systems.
2.2.3 Barnard and Forsyth’s system
Barnard et al [13], [10] have used the same approach used in the Blobworld CBIR system 
[29], [28] as foundation to develop a method for organising and browsing annotated image
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databases using both visual information and associated text. The system constiucts a 
hierarchical tiee stincture, which models the statistics o f text and image feature occurrence 
and co-occurrence. The construction o f the model depends on a semantically meaningful 
segmentation of the image. The choice of a hierarchical model is justified by the authors as 
they intended to build a system that supports browsing and hence needed a model that can 
present to the user a coarse to fine stmcture of the image collection. Each node in the model 
has a certain probability of generating a word or an image segment (also referred to as blob) 
and each document (image) is modelled by a sum over all the nodes, weighted by the 
probability that the document (image) is in that node. By learning the link between visual and 
textual information the system can be exploited for novel applications such as the automatic 
annotation of pictures or the automatic illustration o f documents.
The main contribution of Barnard et al is the dual processing and integration of visual and 
linguistic features at a blob / word level that allows their system to classify and retiieve 
information in an automated way from any of the two available modalities. Although the two 
modalities are not “learnt” independently the proposed method may be regarded as a 
multimodal system (see section 2.4). We are motivated by the notion of “multi-modality” 
present in their work and the way the system associates the co-occurrence possibility of the 
available modalities to facilitate cross-modal retr ieval o f images and documents.
2.2.4 The ALEP system
Li et al [86] have created a system for the automatic linguistic indexing of pictures (ALIP). 
In their work images that belong to the same concept are analysed at various resolutions, using 
the 2D multiresolution hidden Markov models, for the purpose of training a dictionary of 
statistical models that represent the various concepts. Another aspect o f the ALIP system 
worth noting is that no segmentation algorithm is applied on the images unlike other CBIR 
systems where a semantically meaningfiil segmentation is required for the successfiil retrieval 
of images (cf. [10]). For each concept in ALIP a short informative description is manually 
prepared that attempts to describe nearly all the images that belong to that concept. When a 
test image is presented to the system then tire likelihood of the image belonging to all o f the 
tiained concepts is calculated and the k  top ranked concepts are chosen (the selection of k  
depends on the user needs and/or the requirements of the problem at hand). If /c = /  then the 
image is annotated using the description assigned by the authors for that concept, while if  k > 
1 then the authors propose a way of selecting the most “rare” words chosen from the 
description of the /c concepts that were selected. This is done by calculating the probability of
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a specific word appearing in the description of the k  concepts if these concepts were chosen 
randomly. The specific word is only selected if that probability is below a certain threshold.
The main conti ibution of Li et al is the inti oduction of a content-based method for the 
automatic indexing of pictures. It is essentially a content-based image classification system 
with the addition of a mechanism that selects the most important terms (fiom a manually 
assigned vocabulaiy) with which to annotate the presented images. The effectiveness of the 
auto-annotation depends on the successfiil classification of the query image. We are motivated 
by the system’s “classification-based” auto-annotation capability, as it does not require a 
semantically accurate segmentation of the images.
2.2.5 Synthesis
Each o f the three systems discussed in this section is of particular interest to our work. 
PicSOM is probably the first CBIR system that is built on an unsupervised neural network 
(SOM). Although the aim of this thesis is not to create a CBIR system, we are motivated by 
the fact that unsupervised learning techniques can and have been applied in this domain and 
also strengthen our research objective to explore the possibility of creating a system that 
learns how to index / retiieve images using a combination of similar neural architectures. 
Barnand’s model is based on the Blobworld system, but extended to use both visual and 
linguistic features. Although it is a non neural approach to multimodal information retrieval 
we are keen on it because of its auto-annotation (illustiation) capability, thus making it a good 
example o f a system where modalities are processed separately while cross-modal interaction 
can be used for more “intelligent” ways of retiieving information. ALIP is a statistical 
approach specifically designed for the automatic annotation of images. Although there is no 
tiaining involved for the linguistic features since these are assigned manually, our interest in 
this system lies in the tact that annotation is based on the correct classification of the images 
using visual features. The system is essentially an image classifier with the addition of a 
mechanism that annotates images depending on the accuracy of the classification. If seen 
under this prism ALIP bears close similarity to the way we approach the task of automatic 
annotation (illustiation), which will be covered at a later section.
A complete review of CBIR in general, and systems designed for this purpose is not in the 
scope of this thesis. We limited ourselves to presenting a few well-known systems, which 
have certain characteristics that are of special importance to us. A more complete review of
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CBIR can be found in [112], while for a detailed list o f various VIRS the reader may refer to 
[123].
2.3 Learning to Index/Retrieve
Most readers would agree that the task of retiieving images from a digital collection based 
purely on their similarity to an often subjective and poorly formulated user query, requires 
some sense of “intelligence” from the system that performs such a task. In addition the system 
should offer flexibility in the way users interact with it and be able to learn ftom user 
feedback.
Gudivada and Raghavan [62] state that CBIR approaches differ in terms of the features 
that are used depending on the level o f absftaction implemented in these features. The 
distinction can be made between primitive or low level features (such as colour, texture, shape 
and so on) and logical features (such as the objects or events depicted in the image). Eakins 
[43] has taken this division one step further, identifying tliree distinct levels of image queries. 
At the first level image reti ieval is performed using primitive features only (e.g. find pictures 
with black and white chequered round objects), while the second level involves retrieval using 
logical features with some degree of inference about the identity of the objects depicted in the 
image (e.g. find pictures o f a football player passing the ball). Finally at the third level 
retrieval is performed using abstract attributes derived through a reasoning process o f the 
significance of the depicted objects or events (e.g. find pictures o f team sports).
Following Eakins fiamework we could claim that the mainstream user is interested in level 
two or level three queries, while at the moment the vast majority o f CBIR systems offer level 
one retiieval with only a few systems operating at level two. The necessity for intelligent 
image retrieval and CBIR systems that learn to retrieve using previously acquired knowledge 
becomes more obvious as the demand for higher -abstract- level queries increases.
We are partly motivated by the brain’s capability to learn and store vast amounts of 
information originating fiom the various stimuli to which we are exposed to in our everyday 
life. We believe that building a system that can learn how to index / classify a set o f images 
can be beneficial both at a psychological level in order to simulate -to  a limited extent- the 
way the human brain copes with the same task, and also at an application level to build new 
generation IR systems that operate in a more “intelligent” way. In this section we introduce
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the reader to the concept o f ANNs, which we will use as structural constituents for building 
the above-mentioned systems.
2.3.1 Artificial Neural Networks
Research done in the field of ANNs is largely motivated by the fact that the brain 
processes information in an entirely different way than modern digital computers do. 
Pioneering work in the early 19"' century by Ramon y Cajal inti oduced the idea of neurons as 
the structural components o f the brain, interconnected between them through the synapses. 
Although the processing speed of a biological neuron is significantly slower to that o f a 
modern silicon transistor the brain makes up for this slow processing rate because of the vast 
degree of parallelism that it has. Taking into consideration speed, degree of parallelism and 
energy efficiency the brain is an exti emely capable information processing system.
An ANN is made up from artificial neurons and generally it is designed to model the way 
in which the brain performs a particular task or operation. Haykin [65] has defined a neural 
network as: %.. a massively parallel distributed processor made up of simple processing units, 
which has a natural propensity for storing experimental knowledge and making it available for 
use. It resembles the brain in two respects: First knowledge is acquired by the network from 
its environment through a learning process; second interneuron activity connection strengths, 
known as synaptic weights, are used to store the acquired knowledge’. One of the key 
fimctions of the brain is learning: in neural computing learning is defined as [65]: ‘...a  process 
by which the fi ee parameters of a neural network are adapted through a process of stimulation 
by the environment in which the network is embedded. The type o f learning is determined by 
the manner in which the parameter changes take place’.
A neural network comprises a number of neurons that have weighted connections amongst 
the other neurons of the network. A neuron is an information-processing unit, which exhibits 
threshold behavioin -  responding to stimuli only when the intensity of the stimulus is above a 
threshold. A neural network computing system, like any other computing system, is based on 
an algorithm and has an architecture that shows how inputs are processed into outputs. In the 
ANN literature algorithms are referred to as learning rules to emphasise that the input/output 
mapping is not pre-programmed per se^ rather that the mapping is learnt through a training 
regimen and followed by a testing regimen. Training includes presenting a neural network 
with a representative sample of inputs drawn from a population, and changing the weights
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such that the output is either the same as a pre-requisite or has a systematic relation, like 
proximity to the input.
Research in ANNs may be divided into three periods. The first was in the 1940s, when the 
psychiab'ist and neuroanatomist McCulloch and the mathematician Pitts developed a 
biologically inspired mathematical model o f a network of neurons able to solve logical 
problems [90]. The other major work in this era, in the later 1940s, was the book by Donald 
Hebb on ‘The Organization o f  Behaviour'. Hebb was amongst the first to outline a 
physiological learning rule for synaptic modification. The second period of research was in 
the 1960s with Rosenblatt’s 'Perceptron Convergence Theorem’, which presented a novel 
method for supervised learning. In the late 1960s Minsky and Papert wrote a book called 
Perceptrons’ that demonstiated the flindamental limitations of single layer percepti ons and 
also assumed that these limitations cannot be overcome with the use of MLPs. After that 
research in neural networks was dampened for more than ten years. One may identify two 
main reasons that partially contributed to this dampening of interest shown in the field. First it 
was the lack of personal computers with enough processing power to perform the required 
experiments. Secondly it was the psychological discouragement of researchers and the lack of 
âmding by financing agencies, which was pai tly due to the arguments stated in the book by 
Minsk! and Papert. The third period o f extensive activity was in the 1980s. Grossberg 
introduced the ‘Adaptive Resonance Theory’ [56], Hopfield’s ‘energ)> approach ‘ led to what 
later became known as Hopfield networks and Kohonen published his paper on ‘Self 
Organising Maps’ [80] that was based on the work done on competitive learning by Willshaw 
& von der Malsburg in the 1970s [132]. Also in the 1980s Rumelhart, Hinton and Williams 
reported the development of the back-propagation learning algorithm [106], which turned out 
to be the most popular algorithm for training MLPs. The result of this activity has led to 
neural networks that can learn to perform a variety of tasks including classification, content 
addressable memory and monitoring.
In the third period there are two shands of work, one focusing on self-learning and the 
other on learning in the presence of a tutor. Neural networks can be broadly separated into 
supervised and unsupervised. In supervised learning (also referred to as learning with a 
teacher) the network receives a set of desired output results for every input pattern. The 
network uses the information about the target output to modify its behaviour towards 
producing the desired output. In unsupervised learning there are no target results for the input 
patterns and the whole learning process is data-di iven.
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In the neural network literature four types of learning inles are usually discussed. These 
are: a) Error correction learning, b) Boltzmann learning, c) Hebbian learning, d) Competitive 
learning.
In error correction learning rules the network is given a desired output for every input 
pattern and an error signal is generated by the network depending on the dissimilarity of the 
network’s output with the desired output. The basic principle is to modify the connection 
weights in order to reduce this error.
The Boltzmann learning rule is a stochastic learning nile derived from information- 
theoretic and thermodynamic principles. The objective of the Boltzmann learning rule is to 
modify the connection weights so that the states o f the visible neurons (In Boltzmann 
machines visible neurons are the ones that interact with the environment as opposed to hidden 
neurons that do not) satisfy the desired probability distribution.
The Hebbian learning rule is based on the neurobiological observation that if  neurons on 
both sides of a synapse are activated synchronously and repeatedly the strength of the synapse 
is selectively increased. The basic principle of Hebbian learning is to reinforce the connection 
weight of two neurons when they fire simultaneously (the weights might be weakened if the 
neurons fire asynchronous ly).
In competitive learning rules the output units compete among themselves for activation 
and only one neuron fires at a time. This phenomenon is known as ‘winner takes all’. The 
basic principle of competitive learning is to adjust the weight of the winning node, to move it 
closer to the input pattern that caused it to fire.
ANNs can also be categorised on the basis o f their architecture into: feed-forward 
networks (Single and Multi layer), and recurrent networks.
The term layer in a neural network means that the neurons are organized in the form o f 
layers. In single layer networks there is an input layer of neurons that projects onto an output 
layer of neurons. The input layer does not perform any computations and therefore these 
networks aie called single-layer because of their output layer. The term feedforward is 
justified by the fact that in these networks information can only go from the input layer to the 
output layer and not in the other direction. Figure I shows an example of a single layer 
feedforward network.
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Multi layer feedforward networks are different to single layer networks because of the one 
or more hidden layer of neurons that they have. The purpose of the hidden layer(s) is to give 
the network the ability to extract higher-order statistics. This attribute enables multi layer 
networks to solve non-linearly separable problems (e.g. the XOR problem). Figure 1 shows an 
example of a multi layer feedforward network.
Recurrent networks are different from feedforward networks in the sense that there is at 
least one feedback loop. This means that the output signal of a neuron is fed as input to 
another neuron in a previous layer (self-feedback is the case where the output of a neuron is 
fed back into its own input). This attribute gives recurrent networks the ability to ‘remember’ 
previous states that they were, thus making them suitable for solving dynamic problems. 
Figure 1 shows an example of a recurrent network.
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Figure 1 a) Single layer network with 5 input nodes and 3 output nodes, b) Recurrent network 
with 3 input and 3 output nodes, c) Multi layer network with 5 input, 4 hidden and 3 output
nodes.
Modern CBIR systems are expected to deal with the deluge of images that are becoming 
available due to the Internet and due to digital photography. Such systems have to classify 
images into fairly complex categories for facilitating systematic storage and efficient retrieval. 
However, these categories are either not known in advance or do not reflect the ontology of a 
given domain as understood by less knowledgeable members of the domain. This has
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motivated us to choose learning systems that do not require an ab initio description of 
categories. To this extent the SOM and some unsupervised ART -based networks are briefly 
discussed in the next sections. Starting from unsupervised uni-modal approaches to 
classification and retrieval we intend to lead the discussion to neural combinations for multi­
modal processing in the concluding sections o f this chapter.
2.3.2 The Self Organising Map
The various areas of the brain are organised according to different sensory modalities. 
Between the primaiy sensory areas that comprise only ten per cent o f the total cortical area, 
there are associative areas onto which signals o f different modalities converge. More recent 
experimental research has revealed a fine stiucture within many areas: e.g. the visual response 
signals are obtained in the same topographical order on the cortex in which they were received 
at the sensory organs, also in the auditory cortex there exists the tonotopic map in which the 
spatial order of cell responses corresponds to the pitch or acoustic fr equency of tones 
perceived. It is believed that many other kinds of maps exist in other parts of the brain. The 
possibility that the representation of knowledge in a particular category of things in general 
might assume the form of a feature map that is geometiically organised over the 
corresponding piece of the brain has been the biological motivation for Teuvo Kohonen for 
developing an unsupervised neural network, called Self Organising Map. As he points out in 
his book: ‘It seems that the spatial order and organization of neural functions is so important 
fr'om many points of view that it should be reflected in all theoretical neural models’ ([80] pp. 
83).
The SOM is an unsupervised neural network that follows the competitive learning 
paradigm. It is an extension of the Willshaw & von der Malsburg [132] feature-mapping 
model and it is capable o f ‘... transforming an incoming signal pattern of arbitrary dimension 
into a one or two-dimensional discrete map, and to perform this transformation in a 
topologically ordered fashion’ ([65] pp. 446). The SOM has a single input and output layer 
with no hidden layers. Each neuron in the input layer is connected to every neuron in the 
output layer and there is a weight vector assigned for all these connections. Figure 2 shows an 
example of a SOM with three nodes in the input layer and nine nodes in the output layer.
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Figure 2 Diagram of a SOM (adapted from |65|) with three neurons in the input layer and 
nine neurons in the output layer.
The competitive learning algorithm dictates that once an input pattern is presented in the 
input layer, all the output neurons compete among themselves to be fired. For every input 
pattern only one neuron wins, and is thus called the winning neuron. Once the winning neuron 
is selected, the weight vector of the node updates by moving towards the input vector that 
made the neuron fire. The winning neuron also determines a topological neighbourhood of 
neurons around it, whose weights will also be updated.
2.3.3 Adaptive Resonance Theory
It appears that most human beings can integrate the vast amount of data originating from 
diverse sources into conscious experience. An example of this behaviour is our ability as 
humans to recognize at a glance the picture of a familiar person, while that would be almost 
impossible if we look at the same picture on a pixel-by-pixel basis. In addition the brain is 
capable of rapidly learning about new environments without the risk of forgetting old 
knowledge (a problem often referred to as catastrophic forgetting). For example we can learn 
to find our way in a new town, without forgetting the whereabouts of our hometown.
ART draws fi’om cognitive and neural sciences to explain how the brain develops and 
learns to recognise and recall objects and events throughout life [26]. Stephen Grossberg 
introduced ART in 1976 [54], [55] motivated by the fact that the brain is a self-organising 
system capable of rapid yet stable autonomous learning of huge amounts of data in a non- 
stationary environment. As Grossberg points out in [57] '. . .  the problem of stability versus 
plasticity addresses one of the key capabilities that make a human cognitive system so 
remarkable: its ability to learn internal representations of awesome amounts of the widest
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possible variety of environmental stimuli in real time and without a teacher’. Grossberg 
defines the stability -  plasticity dilemma in [56] as ‘the weights, which have captured some 
knowledge in the past, continue to change as new knowledge comes in. There is therefore a 
danger of losing the old knowledge with time. The weights have to be flexible enough to 
accommodate the new knowledge but not so much so as to lose the old’.
Unsupervised ART -based architectures are a family of self-organising neural networks 
capable of clustering an arbitrary sequence of input patterns into stable recognition categories. 
The fundamental idea used in ART networks to perform clustering is closely related to the k- 
means algorithm [88]. A number of prototype vectors, which adapt dynamically are used for 
the internal interpretation of the clusters. In contrast to the k-means algorithm where the 
number k  has to be specified in advance, ART networks use a distance similarity measure 
(called vigilance p) to specify the coarseness of the partitioning. Therefore, the final number 
of clusters in an ART network depends on the distance between the input patterns presented to 
the network during training.
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Figure 3 Block diagram (adapted from [5]) of an unsupervised ART-based network that 
receives M-dimensional input vectors (I) and organises them in N categories.
Unsupervised ART architectures typically include two subsystems; namely the attentional 
and the orienting. The attentional subsystem is responsible for the stabilization of learning and 
consists o f two layers, the feature representation field (FI) and the category representation 
field (F2). The network encodes new input patterns by updating the weights of a bottom-up 
adaptive filter contained in the pathways leading from FI to F2. In addition a top-down 
adaptive filter generates signals, which play the role o f learned expectations. The orienting 
subsystem controls the attentional subsystem and is activated when a bottom-up input to FI 
fails to match a top-down expectation from F2. Such a mismatch causes a reset signal to be
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generated, which forces the network to test alternative categories for an adequate match, or 
establish a new category in F2.
2.3.4 SOM and ART Based Applications
Literature on neural networks usually deals with data that relates to a single physical mode 
-  visual features of an image, acoustic features o f a sound, or to (one) conceptual mode or to 
things or events organised in a taxonomy. Sophisticated image processing systems have been 
developed for image coding ([65] pp. 419), for visual pattern recognition using unsupervised 
learning algorithms ([26] pp. 613-617). Kohonen has produced unsupervised learning systems 
to classify complex data -  e.g. poverty classification of nation states by using the “concept” of 
state with features like population, income and so on. The literature also shows an 
overwhelming bias in favour of the use of supervised learning algorithms with MLPs. The use 
of a supervised learning algorithm is predicated on the existence of a good teacher, which has 
the right answers. There are a number of instances where areas of the brain appear to self- 
organise without the need of an external tutor: Hebbian learning is a good, but not well- 
verified example of this type of learning ([126] pp. 840).
It is important to realise that categorisation is breaking down of a group of things or events 
into distinct, preferably non-overlapping categories. However the prediction of categories is 
not always easy as it is not clear how one should proceed if there are overlapping categories or 
tliere are new categories. The way here is to identify a small set of features that may help 
establish the category and then label the category. Kohonen lias developed the ideas of Donald 
Hebb and suggested the use o f a competitive learning algorithm. The work of Teuvo Kohonen 
on SOMs, focuses in obtaining ‘a small set o f  important features^ by a non-linear method 
based on a layer of adaptive units that gradually develop into an array of feature detectors. 
These units are spatially so located that the location of excited units ‘becomes indicative of 
the important features of the input space’. Over the years SOMs have become a popular 
choice for data visualisation and unsupervised clustering, which is also verified by the 
increasing numbers of publications that use the SOM network. Kaski et al [76] and Oja et al 
[98] have published two bibliographical surveys of SOM papers fiom 1981 to 2001, which 
enumerate in excess of 8,500 publications.
The WEBSOM method was intioduced by Kaski et al [75] as a way of organising an 
arbitiaiy collection of free-text documents and facilitates browsing within the collection. 
Unlike other methods where search is performed using a keyword query, WEBSOM allows
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the use o f short descriptions for locating similar documents. WEBSOM consists o f two 
hierarchically interrelated SOMs, namely the “word categoiy map” and the “document map”. 
The first map is responsible for creating a “description” of the words in a document and how 
they are related. Words that don’t occur very often are neglected as well as punctuation marks 
and articles. The “word category map” receives as input short overlapping segments o f 
successive words and tends to map related words to nearby neurons. As a result the nodes of 
the first map can be used to create a histogram representation of the document based on the 
words it contains. At a second stage this histogram representation is pr^ented as input to the 
“document map”, which now maps similar documents to nearby neurons.
Stephen Grossberg’s model of self-organisation comprises a two-layer network: a bottom- 
up recognition layer and a top-down generalisation layer. ART has been of considerable 
interest to a community of workers in neural networks and mainly under the 
leadership/guidance of Grossberg and Carpenter, ‘a series of real-time network models [have 
been developed] that perform unsupervised and supervised category learning, pattern 
recognition and prediction’ ([26] p. 79).
ART has been used in the modelling of various brain processes and especially the link 
between cognitive processes like learning or synaptic ti ans mission to “higher level” cognitive 
behaviour including attention and consciousness [22], [58], [61]. In other ART-based systems, 
like the ARTSTREAM [60] the aim is to model the way in which the brain manages to tease 
apart the multiple sound sources in a noisy environment (e.g. the cocktail party problem) into 
distinct mental objects or streams. Apart ft om theoretical fiameworks that model cognitive 
ftmctions, ART networks have also been used in numerous practical applications. Massey [89] 
has used an ART-1 network for the automatic organisation of document collections by topics, 
while Lee et al [85] have used a fuzzy ART in a web content filtering system that attempts to 
detect web sites that contain pornographic material.
2.3,5 End Piece
The continuing interest shown in research in the field of neural networks over the last 
decades is perhaps due to two factors. First the apparently parallel architecture of a neural 
network allows the network to handle complex problems. Second the ability to learn and 
therefore generalise, which allows them to generate an output for a previously unseen input. 
Haykin in [65] summarises some useftil properties and capabilities of neural networks. These 
are: a) Nonlinearity, b) Input-Output mapping, c) Adaptivity, d) Evidential response, e)
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Contextual information, f) Fault tolerance, g) VLSI implementation, h) Uniformity of analysis 
and design, i) Neurobiological analogy.
There are a number of pattern recognition and information processing tasks that entail 
more than one modality, where each modality requires a different architecture for training and 
subsequent usage. For instance picture recognition can be made easier if there were auditory 
or textual cues available; and in some cases one modality is used to reinforce the other (lip 
reading facilitates listening when auditory mode fails to perform well) or disturb attention -  
venti'iloquism where we are forced to believe due to visual features that the voice is coming 
from the mouth of the dummy rather than from the venfriloquist.
Multi-net neural computing systems are an elaboration of the neural network architecture. 
In a single network neural system a number o f nodes are interconnected tlii'ough weighted 
connections. In a multi-net, a number of single networks are interconnected through a 
weighting mechanism. A multi-net system essentially, and usually, comprises a number of 
weak classifiers — for example, a number of networks, each of which can deal with one aspect 
of an (longer) input pattern. Each network performs one constituent (sub-) task well and a 
combination of network performs all subtasks essential for executing the task. Combinations 
of Kohonen maps or interacting ART subsystems are good examples of multi-net systems but 
seldom discussed as such. An infroduction to and discussion of multi-net systems is in the 
next section.
2.4 Multi-modal Systems
It can be argued that image classification is a knowledge-based activity, which generally 
involves the processing of the visual features of a given image together with whatever else, is 
known about the objects or events depicted in the image. This point has been argued when the 
limitations of content-based image retrieval systems (CBIR) are discussed [115]. The solution 
is to use some or all of the image-external knowledge together with visual features, for 
improving the classification [43]. Typically, the image-external knowledge is a linguistic 
description o f the objects/events. The description is either in a form of bag of words or as fr ee 
language sentences. The collateral description can be used to annotate the image and in 
querying for the image subsequently either by using visual features or keywords, or a mixture 
of the two [10], [138]. Ambiguity of linguistic description shows when even experienced 
annotators label the same image with various -possibly inconsistent- keywords [97]. The
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ambiguity notwithstanding, linguistic annotation appears to aid in the reti ieval of images as 
reported in various studies where content-based image retiieval and classification is assisted 
using keywords (see for example [103], [101]).
It has been observed that visual features will under-constrain the description of an image 
and that such features have to be supplemented by information in other modalities -  especially 
modalities like language that facilitate the articulation of categories. Such approaches of 
combining visual and linguistic information for the design of multimodal information retrieval 
system can be found in the literature.
Cascia et al ’s [30] work on combining visual and textual features extracted from internet 
web pages in a single vector, in order to build a system that uses the latent semantic indexing 
(LSI) algorithm for the retiieval of images. A very similar approach to image reti ieval was 
undertaken by Westerveld [130] where visual and linguistic features extracted from an on-line 
newspaper archive, are used to form a multimodal space with the use of the LSI algorithm. 
Both studies report an increase in performance when using the multimodal vector compared to 
using any of the single modality vectors alone.
Zhou and Huang ‘s work on ‘wnifying keywords and visual contents’ [138] in order to 
achieve better image retrieval focuses more on the importance of automatically constructing a 
thesaurus from the available image annotations. Using this approach they claim that their 
system is capable o f disambiguating any inconsistencies between the different ways of 
describing the same image or object. The semantic grouping of keywords that allows the 
system to understand different annotations of the same object is based on the user relevance 
feedback during retrieval.
Paek et al [100] have extended the well-known tf^idf measure (term frequency * inverse 
document frequency, see section 3.2.2) and propose the use of a similar metric for images. 
The of*iif (object frequency * inverse image fr equency) measures the number of times an 
object occurs in an image (of), multiplied by the log of the ratio of the total number of images 
divided by the number of images that contain the object (iif). In this work the authors classify 
images into indoor / outdoor using at first a text-only and an image-only approach, and then 
combine the two into an integrated feature vector that performs better than any of the two 
monolithic vectors.
Shrihari et al [116] have worked on a semi-automated image annotation system (Show and 
Tell) which links visual attributes of the objects or regions o f an image to higher-level
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conceptual interpretations of these objects or regions. The system requires an expert user to 
view the images and provide a spoken language description -pointing from time to time to 
indicate objects or regions in the image, which in turn are transcribed into text annotations by 
a speech recognition module. The need for this expert user makes the annotation process 
semi-automated.
One common characteristic among these systems is that although more than one modality 
is taken into account, the modalities are not processed individually by different -possibly 
specialized systems but rather a combined feature vector is used that frises information from 
both modalities.
In our approach we assume that an image may be represented at various levels o f 
abstraction ranging from a low-level “description” of the visual attributes, to a high-level 
conceptual interpretation of the depicted scene, and that this information is stored in the 
different modality vectors. Similarly to the way intelligent behaviour is achieved in the brain 
by integrating stimuli processed in different areas of the brain, we believe that an image 
indexing / retiieval system should take into consideration all the available information and 
have discrete sub-modules for processing each modality. A neural network may be trained to 
learn the visual features, while a separate network learns the linguistic features, and it is the 
combination o f these networks that enables the system to operate in a more “intelligent” way.
2.4.1 A Few Words about Cue Combination/Compétition
Our physical and mental environment appears “seamless” despite the apparently 
independent modalities of vision, speech, hearing, touch and so on. These modalities interact 
and blend together to become understood as unities at a certain level of description: these 
unities include objects, events, concepts and emotions.
Earlier research in neuroscience focused more on identifying separate modules in the brain 
where the processing of the various modalities occurs. The human brain appears to have two 
interconnected hemispheres, left and right. Literature suggests that the left hemisphere is 
involved in '^controlling serial behaviours’ including those of talking, understanding the 
speech of others, reading and wiiting. The right hemisphere appears to be more active when 
humans engage, in laboratory conditions, in “synthesis” -  drawing sketches, reading maps, 
making wholes from parts and is also involved in ‘the expression of and recognition of 
emotion in the tone of voice’ [114].
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Current research is more concerned about understanding the interaction of the various 
modalities that are ‘combined in the brain to yield multimodaly determined percepts’ [42], 
therefore shifting focus from modularity to crossmodal integration. Such phenomena are often 
described by the expression 'cue combination’ to describe the interactions between different 
sources of sensory information, whilst a 'cue’ is regarded as ‘... any sensory information that 
gives rise to a sensory estimate’ [44], pp. 163.
The classification of images is a case in point: In order to classify images one relies 
initially on the visual features, for instance, colour distribution, shape boundaries, textural 
attributes and so on. If the visual features do not suffice then other descriptions of the 
contents of the image are sought — linguistic description in many instance helps to classify 
(and recognize) images. Such inter-sensory interaction between auditory and visual 
stimulation can be observed when we watch television or films where TV folk and actors 
appear to be talking through their lips but actually the sound is emitted from a loudspeaker. 
And ventriloquism depends on the dominance of the visual stimulus on the auditory stimulus; 
this has led to the claim that ‘illusions remind us that our visual experience is not a 
measurement of the physical stimuli, but rather a neural computation’ [128].
Combining different modality inputs seems to be advantageous since it often provides 
information that is unavailable from any single modality thus influencing the way we perceive 
the enviromnent. In other cases the multiple cues can offer behavioural flexibility as one 
sensory input can surrogate for another in situations where one modality is degraded (e.g. 
visual cues can assist auditory cues in lip reading, or the auditory cues might substitute for the 
visual cues in darkness). Such situations are often discussed in the neuropsychological 
literature as 'cue competition’ phenomena. Cue competition is the tendency for inputs to 
compete with each other to control output as the strength of each input cue varies as a ftmction 
of the number and strength of other inputs involved in determining the output [53].
2.4.2 Psychological, Biological and Statistical Correlates
The notion of multimodality and cue competition may be found in various domains. To 
this extent we present in this section some examples of psychological, biological and 
statistical correlates that ftirther strengthen our motivation to approach the task of information 
indexing and retrieval using a multimodal learning system.
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In the neuropsychological literature, the modality precision or modality appropriateness 
theory, introduced by Welch and Wai ren [129] is often used to explain which modality will 
dominate under which circumstances. The hypothesis states that the modality, which is more 
precise or appropriate in any situation, will dominate.
In the same context visual dominance is described as the phenomenon where visual stimuli 
tend to dominate awareness of stimuli o f similar or greater intensity presented simultaneously 
in other modalities [34]. However there is experimental work, which proves that vision does 
not always dominate our perception of the environment. Shams et al [108] noticed that when 
subjects are presented with a single visual flash accompanied by one or more auditory beeps, 
then the single flash is persistently perceived as multiple flashes.
An illusionary effect known as the McGurk effect, which was observed in 1976 [91], 
sti engthens the notion of crossmodal integration, but may on the other hand be evidence that 
the various modalities cannot dominate over one another per se, but rather we can manipulate 
the dominance of one over the other. McGurk and MacDonald noticed that when different 
auditory and visual information was presented to a subject, the stimuli were combined to 
make a completely new response. This phenomenon suggests that under certain circumstances 
visual information can be integrated into our perception of speech unconsciously and forces 
the brain to believe something completely different rather than choose one of the available 
solutions.
Looking at biological correlates for modality combination processes, Grossberg in [59] 
reviews evidence that the brain’s processing streams compute complementary properties. In 
this paper Grossberg discusses how the mechanisms that enable each stream to compute one 
set o f properties prevent it from computing a complementaiy set of properties. As a result of 
this, each stream exhibits complementary strengths and weaknesses and it is the interactions 
between the streams that enables the brain to ... overcome the complementary deficiencies of 
each stream and generate behavioural properties that realise the unity of conscious 
experiences’. Given that higher cognitive behaviour in the brain can only be reached through 
the interaction o f the single modality streams, Grossberg concludes that ‘... the computational 
unit is not a single processing stage; it is rather, proposed to be an ensemble of processing 
stages that interact within and between complementary processing streams’. On a similar 
subject Ashby et al [7] using neuroimaging studies as evidence, claim that different regions o f 
the brain participate in category learning '.. .  according to whether the category-learning task 
involves rules, information integration, or prototype distortion’.
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Mesulam [92] suggests that whilst the heteromodal cortex could ensure the binding of 
modality specific information into multimodal representations, it might not be the repository 
of this information. Instead heteromodal nodes could act as critical gateways for the encoding 
and retrieval of knowledge, but storage of the sensory specific atti'ibutes of a semantic 
representation might reside in the uniniodal sensory cortices in which they were initially 
perceived.
Moving away from the psychological and biological correlates; the notion of 
multimodality can be found in the literature of other domains. Looking at statistical con elates, 
in an oft-cited paper, ICittler et al have presented 'a common theoretical framework fo r  
combining classifiers which use distinct pattern representation’ ([78] pp. 226). The 
framework uses the Bayesian relationship between the posterior and prior probability density 
frinctions that model one of the many possible classes, to the measurement vectors used by a 
given classifier. Like other authors, Kittler et al have made a series of assumptions as to how 
to deal with posterior probabilities. What is o f interest to us here is the use of multiple 
classifiers that deal with perceptually (quasi-) independent biomefric sensing modalities and a 
combination fimction that is expected to lead to the establishment of personal identity. The 
sensing modalities include frontal facial features, face profile features and (characteristic) 
voice features. Each classifier matches an input with a stored template and an identity is 
produced -  voice matching produces minimal error and fr ontal face matching has the highest 
error.
2.4.3 Multi-net Systems
Haykin, [65] uses the term committee machine when he discusses about combinations of 
neural networks. Committee machines can be divided into two main categories, namely: a) 
Static structures, and b) Dynamic stiuctures.
In static sti uctures the responses of several experts are combined using a mechanism that 
does not involve the input signal and hence the term static. Static structures are sub-divided 
into two categories depending on the method that they use. These categories are ensemble 
learning where the outputs o f the experts are linearly combined to produce an output and 
boosting where a weak component is converted to one with higher accuracy. In dynamic 
stiuctures the input signal is involved in the mechanism that produces the output and hence 
the term dynamic. Dynamic stiuctures are also sub-divided in two categories, which are: 
mixture o f  experts where the responses of the experts are combined in a non-linear way by a
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single gating network and hierarchical mixture o f  experts where several gating networks exist 
in a hierarchical way.
In a more recent categorisation scheme Kamel and Wanas [73] distinguish multi-net 
systems based on the dependency of the combination upon the input data. Using this scheme 
they separate multi-net systems into data independent and data dependent combinations. In 
data independent methods the final decision is made upon the output o f the base classifiers 
without taking into consideration the input pattern that is being classified. On the other hand 
data dependent approaches, which are further divided into implicit and explicit, take into 
consideration the input pattern for making a decision. The difference between the two 
subcategories is that implicit methods use the output of the base classifiers to decide the 
output of the system, while explicitly data dependent methods do not.
Although there have been many attempts to categorise multi-net systems, there does not 
yet exist a widely accepted categorisation scheme. For the purposes of this report we will 
adopt Sharkey’s categorisation because despite its lack o f clarity in some places, it can be 
used for comparing all the known types of multi-net systems.
Sharkey [109], [110] makes the distinction mainly between ensemble and modular multi- 
net systems. In an ensemble system all the components work towards a solution to the same 
problem and the results are combined by some method to come up with one solution to the 
problem. In modular systems each component is responsible for finding a solution not to the 
entire problem but only to a part o f it and for a complete solution the coordination of all the 
modules is required.
M odular multi-net systems; They are mainly used when better performance can be 
achieved by decomposing a problem as compared to the performance o f a monolithic network 
facing the same problem. Task decomposition has been used extensively in Artificial 
Intelligence and in learning systems. Apart fiom the improvement in performance, task 
decomposition can offer additional advantages. There are occasions where a problem can only 
be solved if it is divided into sub-problems, and in addition each sub-problem can be given to 
a network with a specific architecture (expert) capable of providing a better solution for the 
specific problem. In other words task decomposition can lead to less complex systems that are 
easier to understand and faster to train.
Ensemble multi-net systems: Here the components are combined in a redundant làshion 
with the aim being that of improving their generalisation abilities. The idea behind this type of
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combination is that since every component has limitations and imperfections a successfiil 
combination of these components could minimize the unwanted effects. It is therefore clear 
that we cannot benefit in any way by creating ensemble multi-net systems where all the 
components are identical. The aim is to combine networks that although they generalise 
differently, they are capable of providing a solution to the problem. This variance in the 
generalisation capability o f the constituting components can be achieved by altering some of 
the parameters that affect the output of a network. Some of the approaches that are commonly 
being used are shown in Table 1.
P aram eter to alter Com ments
Weights Since training depends in the initial weights, changing them will lead to different results
Architecture
This method can include either a change in tlie topology o f the 
network (e.g. number of hidden units) or the use o f different types of 
neural networks
Learning algorithm The learning algorithm can also affect the final result o f a network even if the architecture and tire training data remain tire same
Training data
The network remains tire same and we change the training data. This 
can be done by means of pre-processing, sampling or boosting the 
data, or even by using data that come fr om a different input source
Table 1 How we can vary the param eters of the components in order to create netw orks that
generalise differently.
According to Sharkey we can distinguish at least four different ways o f combining 
components. These are co-operative, competitive, sequential and supervisory. The following 
figure shows an example of these possible combination schemes.
Competitive: In this combining sti ategy we assume that each time one of the components 
is more appropriate for solving the problem at hand and hence its output is selected by tire 
system. The two main methods for making that selection is gating and rule based switching. In 
the first case the system learns how to select the most appropriate module usually by adjusting 
some weights that are assigned to each module. In the second case the selection is made based 
on some rules regarding either the input in general or the output of a specific module.
Cooperative: It follows the same principles as the competitive combination of modules 
only that in this case it is assumed that all the modules contribute to the final decision, even if  
it is done in a weighted way.
Sequential: In this type of combining modules the output o f a previous component serves 
as input to the next component. In [109] Sharkey reports that this way of sequential 
combination of components is not restrictive as there have been studies where hidden units 
representations have also been used.
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Supervisory; In supervisory combinations of modules, usually one module (the 
supervisor) is trained in assisting the other module to achieve better performance. There have 
been studies where the supervisory component is trained so that it chooses the training 
parameters for the other module or predicts its error based on the given input and output for 
the second module.
Competitive Supervisory
Component 1 Component 2
 _____
Component N
Selection
Cooperative Sequential
Component 1 Component NComponent 2
Decision Fusion
Component 2
Component N
Component 1
Component
Figure 4 Ways of combining components
Sharkey’s categorisation scheme for multi-nets retains at the first level, the distinction 
between modular and ensemble (also hybrid) systems. She Anther distinguishes them based 
on the method that they use for the selection or fiision of the components, into cooperative and 
competitive multi-nets.
In cooperative combinations the output o f the components contiibutes with or without 
some sort o f weighting for producing the system’s output. In competitive combinations on the 
other hand, the aim is to locate the most suitable component and switch control to that one. 
Both modular and ensemble combinations can either be competitive or cooperative.
A further distinction is made as to whether multi-nets are bottom-up or top-down. By 
bottom-up we mean systems that take into consideration the output of the constituent 
modules, while top-down combinations do not. By default cooperative combinations are 
bottom-up, while competitive can either be bottom-up or top-down.
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Finally the last level o f distinction in Sharkey’s categorisation scheme is made between 
static methods o f combining and dynamic. In fixed methods the constituent modules are taken 
into consideration for the system’s final output, but this is done in a fixed way, while in 
dynamic combinations their contribution varies according to their outputs. By default this 
distinction is made only for bottom-up systems since top-down systems do not take into 
consideration the output of the constituent modules. A cooperative bottom-up system can 
either have a dynamic or a fixed combination method, while a competitive system (e.g. winner 
take all) must have a fixed combination method. The categorisation scheme proposed by 
Sharkey is illustiated in Figure 5.
Components
Mechanism
Decision
Bottom-Up
combination
method
Top-Down
Multinet Systems
Cooperative
Hybrid
Dynamic
Ensemble
Competitive
Modular
Static
Bottom-Up
Figure S Sharkey's categorisation for multi-nets
2.4.4 Towards an Architecture
Previous work at the University o f Surrey included the use of a Hebbian network to 
interconnect two pre-trained SOMs in an attempt to simulate the mapping between concepts 
and words in children [1]. Although the results were encouraging, the weakness of this system 
was the use of pre-tiained SOMs that forced the Hebbian network to learn only the final 
condition of the two networks. More recent work done by Vrusias [127] introduces the same
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architecture of the two Self Organised Maps interconnected via a Hebbian network only that 
this time the Hebbian network was trained at the same time with the SOMs. One clear 
advantage of this approach is the fact that the Hebbian network has now “seen” all the stages 
of the two SOMs and not just the final condition.
The system can be described as a modular multi-net system that was primarily used for the 
classification of multimodal data (images and collateral text). The system comprises two 
SOMs that perform unsupervised classification of the primary and collateral data vector, and a 
Hebbian network that stores the links, or more precisely the bi-directional associations which 
evolve over time, between each node of the first SOM and all the nodes of the second (and 
vice versa). One SOM may be used to learn to classify and retrieve documents, while the 
collateral SOM performs the same task using the visual attributes of the attached to the 
document images (e.g. a newspaper archive). The mediating Hebbian network learns the 
cross-modal associations between documents and images, thus “linking” the two SOMs and 
making the system capable of retrieving information from one modality given a query in the 
collateral modality. At an abstract level this multi-net may be seen as a combination (of an 
oversimplified version) of the WEBSOM [75], [79] and the PicSOM [82], [83] projects. A 
diagram of the multi-net’s architecture is shown in Figure 6.
Hebbian Network 
_____
o —
Primary SOM Collateral SOM
Primary Vector Collateral V ector
Figure 6 Diagram of the multi-net system with the two SOMs linked together by a Hebbian
network.
The system takes as input two separate feature vectors, representing the different 
modalities, which are synchronously presented to the two SOMs. Through the competition 
process each SOM determines the winning node for the presented input vector. At that point 
the Hebbian network reinforces the link between the winning nodes of the two SOMs 
following the Hebbian learning rule. In addition to this association, the winning node of the
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primary SOM gets associated not only with the winning unit of the collateral SOM (and vice 
versa), but also the neighbourhood of the winner gets associated with that of the winning unit 
on the collateral SOM (and vice versa). A detailed description of the multi-net system will 
follow in section 3.4.1.
Carpenter et al introduced the ARTMAP neural network [24], which was the first 
supervised ART-based architecture. ARTMAP uses two unsupervised ART modules (ART-2 
networks) linked together by a map field. The two unsupervised ART modules (ART-A and 
ART-B) receive as input the training and target vectors respectively and have their own set of 
parameters (vigilance, learning rate and recoding rate), which are assigned separately. A 
diagram of the ARTMAP architecture is shown in Figure 7
MAP FIELD
Miç Field F*B
Reset Node
MatchF2* Layer
I— Ï
F2» L ^e r
I fTrackingReset Node
FI  ^Layer FI® Layer
FO  ^Layer FO® Layer
ART- AInput A Input B ART-B
Figure 7 Block diagram of an ARTMAP network (adapted from (5]{)
Each sub-module is responsible for self-organisation of the input and output vectors 
respectively. The map field is responsible for associating category nodes from one ART sub- 
module with the appropriate category nodes in the second ART module. In other words when 
the winning node in both sub-modules is determined, the map field strengthens the weighted 
connection between the winning nodes of the two sub-modules. In addition a match tracking 
mechanism controls the learning procedure in case there is a prediction error. A mismatch 
error occurs when the network attempts to link a wining node in the first module to a wining 
node in the second module different to previously acquired experience.
In this thesis we use the fuzzy ARTMAP network, which was introduced by Carpenter et 
al [23], [25] and is a variant of the ARTMAP architecture that extents the original model 
mainly by using fuzzy ART instead of ART-2 networks as sub-modules. A more formal
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presentation of the fuzzy ARTMAP model will follow in section 3.4.2. Although ARTMAP 
architectures consist o f two unsupervised ART-based networks linked together by a map field, 
they are rarely described as multi-nets. The notion of multimodality and parallel stream 
processing has played a key role in the ART literature. The prospect of using ART-based 
networks for multimodal processing has been discussed with the introduction of the first ART 
models. Carpenter [24] used an example where the different taste o f a green banana shifts the 
focus of visual attention in an ARTMAP network to give greater salience to the banana’s 
colour features that define a banana’s taste. As a result of that a new visual recognition 
category is formed for green bananas and the network can use this category to accurately 
predict the different taste o f green bananas.
Despite some fiindamental differences between ARTMAP and the SOM-based multi-net, 
which will be discussed in detail in later sections, we are particularly interested in their 
architectural similarity. Both models comprise self-organising networks that are 
interconnected thiough a mechanism that learns the association between the output nodes of 
the two sub-modules. We intent to use the fuzzy ARTMAP network in a slightly controversial 
way. Unlike typical supervised learning applications where the first sub-module receives as 
input the data vectors and the second the target vectors, we intent to use the different modality 
vectors as input for the two sub-modules. This can be viewed as training the ARTMAP 
network to learn the visual features under the supervision of linguistic features and vice versa. 
A more detailed description of the proposed method will follow in section 3.4.2.
Commercial concerns regarding scalability were not foremost in my thinking. Our aim is 
to demonstrate the potential benefits o f such a multimodal approach; Looking back at the 
three systems we discussed in an earlier section of this chapter we would say that in terms of 
scalability all these systems have been tested using “rather” small datasets as opposed to a 
fiill-scale, real world evaluation. Part o f the evaluation for all thiee systems (PicSOM, 
“Blobworld” and ALIP) included the use of the Corel dataset (or a subset of it) which in total 
lists approximately 60.000 images. We should however stand at the fact the WEBSOM 
project which is some sort o f a predecessor to the PicSOM system has been evaluated using a 
collection of 7 million documents. It seems that the use o f hierarchically stiuctured SOMs is a 
viable way for scaling-up a SOM-based application. As scalability has not been a concern in 
our approach we do not discuss the potential o f employing a tree-structured approach in our 
SOM-based multi-net, although since the constituent networks are SOMs it could prove an 
interesting future study.
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2,4,5 End Piece
We are inspired by the way the brain manages to combine diverse and often competing 
sources of information in order to create an “uninterrupted” perception of the environment. As 
Grossberg notes in [60] *... if  the brain’s design is parsimonious then similar design principles 
should operate in all the brain systems that can stably learn an accumulating knowledge base 
in response to changing conditions throughout life. The discovery of such principles should 
clarify how the brain unifies diverse sources of information into coherent moments of 
conscious experience’. Our intention is to propose a model o f a multimodal artificial learning 
system that can index and retrieve information imparted in more than one modality, in a way 
that resembles to a limited extent its biological correlates.
For this purpose we discussed different ways of combing single neural networks to form 
multi-nets and how it is possible to benefit by using a multi-net system as opposed to a single- 
net. Although there have been many approaches in categorising multi-net systems there is still 
some confusion and overlap among the various categorisation schemes. In our approach we 
adopted the categorisation scheme proposed by Amanda Sharkey, which despite its lack o f 
clarity in some points, still manages to provide a fiamework for comparing all the existing 
types of neural networks. Following this categorisation, our interest lies mainly on modular 
multi-net systems as we intent to use such architectures for dealing with the diverse modality 
cues of information.
2.5 Summary
We believe that self-organisation is a promising theme in the ANN literature with a strong 
correlation to the biological way learning occurs in the brain. In this context we outlined the 
SOM neural network proposed by Teuvo Kohonen and the much-related ART inti oduced by 
Stephen Grossberg. We are partially motivated by the cue competition and cue combination 
processes that occur in the brain and believe that an ANN-based architecture for image 
indexing and retiieval, that takes into consideration more than one fiom the available 
modalities of information (visual and linguistic) can actually perform better compared to a 
“tiaditional” text-only or image-only indexing and retrieval system. To that extent we 
discussed a general fiamework of combining single neural networks to create multi-nets and 
the potential advantages of such an approach.
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In this chapter we discussed the challenge of efficient and accurate image indexing and 
retrieval and in addition we presented some state-of-the-art systems designed for this puipose. 
We commented on the need for more “intelligent” approaches to this challenge and hinted the 
reader towards the use of ANNs as the structural components for ftiture image indexing and 
retrieval systems.
In the next chapter we discuss our method of combining unsupervised-1 earning networks 
for the design of multi-net systems capable not only of learning to index and retrieve image 
using both visual and linguistic features, but in addition capable of performing cross-modal 
retrieval of information.
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Chapters Method______________________
3.1 Introduction
An image indexing and retrieval system is also expected to classify images into categories 
in order to facilitate efficient information storage and reti ieval. The task of classification has 
always been an appealing research area for scientists working in various fields. According to 
the Oxford English Dictionaiy [99] classification is defined as: ‘The action of classifying or 
arranging in classes, according to common characteristics or affinities; assignment to the 
proper class’.
Through the years the process of classification has moved h orn the sense of being some 
sort of an art form towards the use of more objective methods and nowadays we encounter the 
use of such methods in the literature o f various sciences like botany, information theory, 
biology, psychology and many more. Although classification has a broad meaning in everyday 
language it is often mistaken for other tasks such as indexing or diagnosis. This distinction has 
been made before in the literature [72], [77] and explains how these different tasks can often 
be encompassed by the term classification. An example of this is given in [122] where given 
the following two sentences; ‘How would you classify (identify) this?’ and ‘How are these 
best classified (grouped)?’, the first one refers to the problem of diagnosis, while the second 
one to that o f classification.
When it comes to classifying a set of data there are usually two options available; either to 
use an existing classification or to define new categories best suited for the puiposes of the 
specific classification problem. Lions, for example, may be classified as mammals a class that 
includes humans, mice, elephants and so on; or lions may be classified as felines whose class 
would include cats, tigers, panthers and so on. According to Macnaughton-Smith [87]: ‘All 
classifications, even the most general are carried out for some more or less explicit “special 
puipose” or set of purposes which should influence the choice of [classification] method and 
the results obtained’. And as van Rijsbergen comments [122], whatever the purpose, the 
‘goodness’ of the classification can finally only be measured by its performance during 
retrieval and in this way we can bypass the debate about ‘natural’ and ‘best’ classifications 
and leave it to the philosophers.
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The instinctive solution presented in the literature to most classification tasks, especially 
where a system is expected to learn to classify an arbitrary set o f input patterns into a number 
o f categories, is to use a supervised learning algorithm. This choice is made on the implicit 
assumption that the set is a representative random sample of the universe of the input patterns 
and that the system designer has the pre-knowledge of all the classes into which all patterns 
can be classified (unsupervised classification is often referred to as clustering or exploratory 
data analysis [134]). Motivated by a recent finding by Notman et al [96], Fahle argues on 
whether categories are innate or learned [45]. According to Notman [96] categories may -a t 
one extieme- be imprinted in the genetic code of the brain, thus leaving less space for 
adaptation in changing environments, or -a t the other extieme- tlie brain starts from scratch 
and categories are formed through learning. One may argue that a correlate of this argument in 
the ANN literature is the distinction between super\dsed and unsupervised classification.
It is a moot point that visual features play an important role in classifying objects. Our 
starting point is that it is not possible to have a pre-knowledge of all the classes into which an 
arbitraiy input pattern can be classified. We further assume that classification is a complex 
cognitive task where many modalities o f information are involved in the successflil execution 
o f the task. The classification of images illustrates this challenge: How is it that an image is 
classified? Is it on the basis of a classification that is based on a conceptual system that may or 
not have its basis in the visual appearance of the objects in an image? In order to classify 
images we have a choice between using purely visual criteria, where similarity is measured in 
terms o f colour distribution, shape boundaries, textural attributes and so on. Indeed, there is a 
visual basis for organizing images independent o f the objects presented in a visual scene: The 
distinction for example can be made between indoor and outdoor images -based almost 
exclusively on the visual texture and conditions of illumination. On the other hand by using 
conceptual criteria derived from our inteipretation of the depicted object or event, would 
allow us to classify a banana and an apple in the same conceptual category -ft uit for example- 
despite their visual difference. If we design a system that automatically performs this task then 
every time the visual features are not sufficient for an accurate classification, other 
descriptions have to be sought. Collateral information to the image, usually a description, a 
caption or the filename, can be used to assist the classification process. Different to many 
previous attempts, our model o f image indexing is based on the assumption that distinct sub- 
modules of the system should process the various modality cues.
Then the question of classification arises once again: What sort of the categories will be 
produced on the basis o f one modality only? The answer is not straight-forward: sometimes 
one modality has sufficient infomiation to delineate class boundaries, especially if the context
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is unambiguous, and at other times the modality can only lead to con&sion (cf. 
venti'iloquism). It is, for us, not easy to impose pre-assigned classes: that will have to rely on 
fiirther classification.
In our approach we train unsupervised neural networks to categorise images, based purely 
on low-level/physical features, and to categorise texts, associated with or collateral to the 
images. Simultaneously, a third mediating network is trained to learn the association between 
an image and its description. The third cross-modal network provides a rich semantic 
representation of an image and its collateral text. The cross-modal system is capable of not 
only classifying and retiieving information based on either a visual query or a text query, but 
in addition retrieve cross-modal information by exploiting the knowledge acquired by the 
mediating network.
Before we proceed on to our discussion of our method of combining unsupervised learning 
neural networks to create multi-net systems, we will dedicate the next section in describing 
ways o f extiacting features from images and collateral text, which will then be encoded into 
vectors that act as surrogates for the actual image or text. The task of feature extraction and 
feature selection is of crucial importance to any information processing system as the quality 
o f the input data significantly affects the overall performance of the system.
3,2 Extracting Visual and Linguistic Features
In order for any learning system to process information, data must be presented in a way 
that can be processed by a system -computers for example are only capable of processing 
binary data. The human brain for example, is not able to remember all the details found in an 
image if that image is presented to a subject momentarily. Instead only some important 
objects depicted in the image will be remembered. Likewise having read a book, a person can 
easily remember some important facts and events that affect the story but not the exact words 
used in a detailed description of a scene in the book. It can be argued, that the brain needs to 
compress and encode the presented input in a “meaningfril” and efficient way that fiicilitates 
friture usage of the stored information.
The process of identifying “meaningfril” features fi'om the “raw” data and encoding this 
information in a way that it can be processed by a system is of crucial importance. In this 
section we discuss methods of extracting visual and linguistic features from images and
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documents and how these features can be encoded into multidimensional feature vectors that 
will subsequently be used as input to the proposed systems. The feature vectors, visual and 
linguistic, ‘represent’ an object or event. The vector does not exactly replicate a specific 
object but rather has enough information to represent a number of objects belonging to the 
same class quite accurately.
3.2.1 Extraction of Visual Features
An image may be considered as a two dimensional functiony(x,y) where x and y are spatial 
coordinates and the value of/ at any pair of coordinates (x,y) is the intensity of the image at 
that point. When x,y and the amplitude values o f f  are all finite discrete quantities, then we 
may refer to it as a digital image [52]. The finite number of elements in a digital image, for 
any combination of x,y is often referred to as pixels, while the value o f f x , y )  is the pixel 
intensity.
An image of an object may be represented by a set o f numeric descriptors that provide a 
quantitative measure of perceptual characteristics o f the image like colour, texture, shape and 
so on. Our intention is to create a vector using features that describe vaiious low-level 
properties o f the image, such as colour, edges, texture, and morphological features about the 
objects in the image The “Motion Picture Experts Group”, MPEG have defined MPEG-7 [31], 
a “Multimedia Content Description Interface”, which is probably the first systematic attempt 
for defining a standard. In this work although we don’t use the MPEG-7 standard we adopted 
some well-known image processing techniques for extiacting a variety of visual features.
3.2.1.1 Colour features
Colour may be defined as: ‘... the quality or attribute in virtue of which objects present 
different appearances to the eye, when considered with regard only to the kind of light 
reflected from their surfaces’ [99]. Colour is an important low-level descriptor in an image 
that is immediately perceived by a human viewer. In order to specify colours in a generally 
accepted way, colour models (colour spaces) have been intioduced. These models are 
essentially a specification of a coordinate system and a subspace within that system where 
each colour is represented by a single point [52].
The Red Green Blue (RGB) model is based on a Cartesian coordinate system where each 
colour consists of its primary spectral components of red, gi een and blue. Although the RGB
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model is well suited for hardware applications, it is not suitable for describing colours in a 
way that humans can interpret. For example a human being would never describe the colour of 
a flower by referring to the percentage of each primary spectr al component.
On the other hand the Hue Saturation Intensity (HSI) model is closer to the way humans 
perceive colour since hue is an attribute that describes a pure colour, saturation defines the 
degree in which the pure colour is diluted by white light and intensity describes the colour’s 
sensation. To put it in simpler words in order to define a colour in the HSI model we simply 
need to adjust Hue to get the colour we desire (e.g. red), we then adjust the Saturation 
(ranging from deep red to fade pink) and finally adjust intensity to make it look darker or 
lighter. Other colour models include the Cyan Magenta Yellow (CMY), which is primarily 
used in printing and the YUV or YIQ models, which are used in TV broadcasting (PAL and 
NTSC respectively).
Typically the low-level colour properties o f an image are visualised using a histogram plot 
of the possible pixel intensity values against the number of pixels with the specific intensity 
value. Using the histogram plot we can then identify features that describe the colour 
properties o f an image. We must keep in mind though that extracting features from a 
histogram plot does not guarantee us a valid description of the visual content o f an image 
since two images may have exactly the same histogram plot but completely different visual 
content (see Figure 8).
Figure 8 Example of images with exactly the same histogram but different visual content
In our approach we use the histogram plot to extract colour features and since we are 
dealing with colour images a separate histogram is calculated for each channel o f the colour 
model used (i.e. Red, Green, Blue if using the RGB colour space). Two different methods for 
extracting colour features were used, one for each evaluation dataset (see section 4.2.1).
Method I ; Using the RGB colour space we calculate the histogram plot for each channel. 
We then divide the histograms into equal mutually exclusive subgroups based on the pixel
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intensity values, and count the number of pixels that fall into each subgroup. This number is 
tlien divided by the total number of pixels in the image for normalisation purposes. In addition 
the standard deviation of pixel intensity in each colour channel and the average colour o f the 
image is calculated.
Method 2: We divide the image into equal rectangular parts (in our case 16), and 
subsequently calculate the average pixel values tiiplet (this time using the HSI colour model) 
o f all the pixels that belong in the certain block.
3.2.1.2 Edge features
The ‘edges’ in an image are identified using algorithms that detect abrupt changes in the 
intensity of pixels in the image. Edges are used in image analysis in order to find the 
boundaries o f a region or object depicted in an image, provided that the region is free from 
noise and has homogeneous brightness. Different types of edge detecting algorithms -also 
referred to as edge filters- exist. Some commonly used edge detecting algorithms are the 
‘Canny’, ‘Prewitt’ or the ‘Sobel’ filter (see [102], [113] for fiirther details). Similarly to how 
colour histograms are used for identifying colour features, edge histograms can be used for 
identifying edge-related features from an image. An edge histogram represents the fr equency 
and the directionality o f pixel intensity changes in an image.
Zhou and Huang [139], [137] have proposed the “water-filling” algorithm for identifying 
edge / structural features, which can be considered as features that describe both texture and 
shape properties of an image. The water-filling algorithm uses the binary edge image, which is 
acquired by using an edge detector filter, and applies a giaph traversal algorithm to calculate 
features that measure the edge length and the edge sfructure and complexity. The name water- 
filling is justified by the fact that the graph tiaversal algorithm used, resembles the process o f 
pouring water that starts to flow inside the binary edge graph, which may be regarded as a 
simulation of flooding connected canal systems (i.e. connected edges). Using the “water 
filling” algorithm we identified the following features which were subsequently used for 
creating the visual vectors:
i) Filling-time, which is defined as the time -counted in steps- that the “water stream” 
needed to “fill” the whole set of connected edges,
ii) Fork-count, defined as the number of times the “water stream” was forced to bifurcate 
in order to “fill” all the edges,
iii) The number o f loops created by the “water stream”, and finally
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iv) The total amount of “water” needed to “fill” the graph, which is essentially the edge 
pixel count.
3.2.1.3 Shape features
Segmentation is defined as the process of dividing an image into its component regions 
or parts’ [113]. The level o f segmentation we wish to achieve depends on the problem that we 
want to solve. We can therefore aim for complete segmentation where we end up with a set of 
regions that uniquely correspond with the objects in the image, or partial segmentation where 
the regions do not correspond with the objects in the image. According to Gonzalez et al [52] 
image segmentation algorithms are based on two basic properties of intensity values; namely 
discontinuity and similarity. Discontinuity-based algorithms attempt to segment the image 
based on abmpt changes in pixel intensity, while similarity-based algorithms partition the 
image based on the similarity o f a preset set of criterions.
Sonka [113] divides tlie segmentation algorithms into tlnee groups according to the 
dominant features that they use: The first group of algoritlnns uses global knowledge about 
the image usually represented by a histogram or a set o f image features. An example of a 
method using global knowledge about the image is segmentation using thresholding. The 
second group is edge based segmentation algorithms, which includes methods like: edge 
image thresholding, edge relaxation, border tracing and Hough transforms. The third group of 
segmentation algorithms is the region based, which includes methods like: region merging and 
region splitting.
The segmentation of an image into well delineated -both geometrically and semantically- 
segments, is in itself a very complex task. In our approach we will not attempt to segment 
visually complex images as it is beyond the research puiposes of this thesis. In this study we 
have used two sets o f images (see section 4.2.1.1); the Hemera set that comprises images of 
single objects on a white background and the Corel set that comprises images of more than 
one object. For the Hemera collection we wanted to calculate some morphological 
characteristics for the depicted objects and for that purpose we used Shi and Malik’s [111] 
segmentation algorithm to delineate the objects from the background. The algorithm has also 
been used in the “Blobworld” system (c.f. [28]]) which was evaluated using the more 
“difficult” Corel images. Some of the shape features extracted for the images in the Hemera 
collection are presented in Table 2.
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Features Formulae
Eccentricity length of minor axis of the sun oundin g ellipselength of major axis of the surrounding ellipse
Rectangularity Area o f the objectArea of the surrounding rectangle
Compactness (Perimeter o f the object)^ Area of the object
Aspect Ratio Maximum width o f the object Maximum height o f the object
Table 2 Shape features extracted for the images In the Hemera collection.
For the Corel collection we decided not to apply any segmentation algorithm, as acquiring 
a semantically meaningfril segmentation would be a strenuous if  not impossible task due to the 
complexity of the images in the collection. Therefore no morphological / shape features were 
extracted for the images in the Corel dataset.
3.2.1.4 Texture features
Texture is a term that refers to properties that represent the surface or strachire of an object 
and although it is almost intuitively understood there is no precise definition due to its wide 
variability; something consisting of mutually related elements’ [113]. These elements are 
often referred to as texture primitives or texture elements. People usually describe texture with 
adjectives like fine, coarse, grained, smooth, veined and so on, yet this description is not 
precise enough to be used in machine recognition problems. Haralick [64] suggested the use 
of features based on the tone and stincture of a texture. The tone is derived from properties 
about the pixel intensity of the texture primitive. The structure is derived ft'om properties 
about their spatial relationship. He also distinguished two main techniques for describing 
texture:
i) Statistical methods compute various texture properties that are subsequently 
combined to create a multi-dimensional feature vector. Methods that fall into this 
category include the: autocorrelation function of a texture; co-occurrence matrices, 
edge fi-equency, primitive length, mathematical morphology approach, texture 
transform, peak and valley and so on.
ii) Syntactical methods compute a description for the texture properties of an image by 
exploiting the analogy between spatial relationships of texture primitives and the 
stincture of a formal language. Methods that belong to this category include the:
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shape chain grammars, graph grammars, primitive grouping in hierarchical textures 
and so on.
We identify texture features using the grey level co-occurrence matiices, a method first 
presented by Haralick [64]. This statistical method for analysing texture measures the 
repetition of pixel intensity values in various directions (0 ) and distances (d) in the image, and 
calculates statistical values based on this information. Usually four directions (0“, 45“, 90“, 
135“) are selected in which pixel intensity values are compared at various distances. It is often 
seen in the literature that an average over these four directions is used for each distance (d) 
mainly for reasons of data compression and rotation invariance. Although the choice of 
directions is usually resti'icted to the four directions mentioned above, the choice of the 
distance d across which texture similarity is examined, depends on the problem at hand and 
the particular characteristics of the given image. The co-occurrence mati ix (P) for an image (1) 
is defined according to equation 3.1.
P(i, j,d ,0  = 0 °) =#{((k ,l),(m ,n))e (M ,N )x(M ,N )j k -  in = 0,| l - n [  = d,l(k ,l) = i,l(m ,n) = j}
3.1
Where:
i, j = 0 ... 255 (grey level intensity) 
k, m = 1 ... M (image width)
1, n = 1 ... N (image height)
# is the operation of enumeration over dummy indices k,l,mn
Equation 3.1 facilitates the calculating of a co-occurrence matrix for any distance (d) but 
only for the 0“ direction. Similar equations are used to calculate the matiices for the other 
directions. Having calculated the various co-occurrence matrices (different directions and 
distances) we can subsequently extract texture features like: energy, entropy, maximum 
probability, contrast, homogeneity, and inverse difference moment (see Table 3).
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Features Formulae
Energy i.j
Entropy X P (iJ)lo g (P (i,j))i.j
Max Probability max P(i, j)
Contrast Z |i - j |P ^ ( i . j )i.j
Homogeneity y  P (iJ )i , j t j  i - i
Inverse Difference Moment y  P ^(i.j)
Table 3 Texture features that we extracted using the grey level co-occurrence matrices
method.
3.2.1.5 Creating the Visual Feature Vector
Having identified the various features (colour, edge, shape and texture) we constiuct the 
visual feature vector for a given image by sequentially listing the extracted features in a vector 
format. The general format of the visual feature vector for an image (Vi,„g) is given by 
equation 3.2.
Colour
A r
Shape
_ _ A _ Texture_ - > V _
^im g [ ^ l» '’ ‘®fc’^fc+ l9” *^fc+fe’^fc+fe+l>*'-®fc+fc+fs>®fc+fe+fs+l»**'®fc+fe+fs+ft]
3.2
Where;
fc is the number of features for colour, 
fe is the number of features for edges, 
fs is the number of features for shape and 
ft is the number of feahires for texture.
In this section we discussed about the methods we used to extract features that describe 
both the visual properties o f an image and the conceptual properties of a collateral text 
description. Obviously the number and choice of features used in a feature vector depends on
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the particular problem at hand. In the next chapter we will present the two datasets that we 
used for the evaluation section of this work (see section 4.2.1) and discuss which 
combinations o f the extracted features we used for the visual feature vectors for each dataset.
3.2.2 Extraction of Linguistic Features
One can claim that in a manner similar to the way pixels are combined to form images, 
words can be combined to create documents. Using the complete set of words that appear in a 
document in order to describe that document is equally inefficient to using the values of all the 
pixels that an image consists of. Therefore the need for identifying a selection of 
"meaningfril” keywords that will represent many documents accurately is also of crucial 
importance for creating the linguistic feature vectors.
One way for creating a linguistic feature vector is to detect the presence or absence in the 
document of a selection of “important” keywords that best describe the document. Table 4 
shows an example of a binary text vector where a 1 indicates the presence of the specific 
keyword and a 0  its absence.
Keyword Keyword 1 Keyword 2 Keyword N
Value 1 0 1
Table 4 Example of a binary text vector
In this case creating a “meaningful” vector depends on the method that is used for selecting 
the keywords from the collection of documents. It is necessary that the keywords are 
significant and representative of the documents they were extracted fr om. One of the first 
steps in extracting representative keywords is to sh ip out all the documents from grammatical 
words (determiners, prepositions, proper nouns, and so on) that are not relevant to the 
specialist domain fr om where the text is derived. After creating the so-called stop word lists 
the next step is to determine the weighting ftmction that will be used to measure the 
importance of a term in a specific document. Some weighting functions that have been used 
extensively by researchers workmg on IR and NLP are: frequency, weirdness, and tf*idf 
weighting. System Quirk is a text analysis tool developed at the University of Surrey, and it 
has been used internationally for many years. It is capable of computing the frequency, 
weirdness, and tP id f  o f words and was used in our experiments.
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Weirdness
Assume that Cg is a general language corpus (e.g. British National Corpus) consisting of N 
number o f documents d such that Cg = {du 2, . . .  dw}. Let us also assume that T is set of unique 
terms t extracted from the corpus T = {tu t2 , ... tn} where M is the total number of unique 
terms in the corpus. The fr equency o f a term t in a document or a collection of documents is 
defined as the number of appearances o f the term in the document or the collection of 
documents. Given a specialist coipus Csp we can calculate the weirdness coefficient (wc) [2 ] 
o f a term t using the following formula:
Where:
fsp is the fr equency of word t in the specialist coipus, 
fg is the fr equency of word t in the general language coipus 
Nsp is the total number of words t in the specialist corpus and 
Ng is the total number of words t in the general language coipus.
The weirdness coefficient takes values in the range: 0 < weirdness < °°. A high value 
weirdness coefficient shows that if  a term t is used very fr equently in a specialist language and 
not fr equently in the general language, it is a highly uncommon term; a value of 1 shows that 
the term is used in the same proportion by both the specialist language and general language, 
and therefore is a quite common term.
TF^IDF
One o f the term-based methods to classify text is by applying weights to terms extracted 
from documents when creating feature vectors, tf 'id f  was one of the first methods for 
weighting terms
The tf^idf weight value (w) of a term (i) in a document (j) is given by equation 3.4
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And
Wij=TFy-IDFi 3.4
Where:
TFy is the frequency o f term i in document]
IDF, =  lo g , I f  3.5n.
Where:
N is the total number of documents and
Hi is the number of documents where term i appears at least once.
A high value for the tf*idf indicate terms that appear to be significant for the specific 
document. The more frequent a term is in a document and the less it appears in other 
documents, the higher the weight of the term for the document. A term that appears in every 
other document has a zero weight.
A category is usually characterised by terms or keywords that relate to the concepts, 
objects or events associated to the category. It is also possible that new categories may have 
fewer keywords and less frequent associated with them. Keywords with high weirdness, or 
high tf*idf values are chosen from all the keywords used to describe a collection of images. 
For a randomly selected sample, where there is a chance that there may be a dominance of 
keywords relating to one category and that converse could also happen, the two measures may 
show a bias.
In the creating of feature vectors we have attempted to strike a balance between high and 
low weirdness (or tf*idQ by creating a set o f feature vectors that has a weighted representation 
o f the two ends of the spectrum: frequently used keywords and less frequently used keywords 
weighted in proportion. To achieve that we first sorted the words based on their frequency 
value (see Table 5), Naturally other methods for sorting could also be used (i.e. weirdness or 
tf*idf).
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Terms
Term 1
Term 2
Term N
Frequency
Low Frequency (rare term)
High Frequency (common term)
Table 5 Sorting the extracted N terms based on their frequency
As we showed in Table 4 we could create a text vector by detecting the presence or 
absence of each of the N extracted keywords (as sorted in Table 5) and create a binary vector 
with dimensionality N. The drawback of this approach is that it creates very large vectors, 
whose dimensionality depends on the amount of extracted keywords and often have a lot o f 
zeros in them.
3.2.2.1 Linear Model for Creating a Linguistic Vector
One intuitive way for creating a vector that has a weighted representation of both 
fiequently and less fiequently used keywords is to linearly partition the N extracted terms in k
Ndivisions, each one of which contains —  terms of similar fi-equency. The number of divisions
tliat we use depends on how much detail we want to add to the feature vector. Starting fiom 
the first partition, which includes the less fi-equent words in our collection, we count the 
number of occurrences in the document, o f the words that belong to this partition. We repeat 
the same procedure for the rest o f the partitions that include more fi-equent words of our 
collection. That way we gather the most important terms in the first bins o f the feature vector, 
while less important terms go at the end. Table 6  shows an example of a feature vector created 
with the method of linear partitioning.
Part. 1 Part. 2 Part. 3 Part. 4 Part. 5
No. o f terms 5 5 5 5 5
No. o f terms present 2 0 1 3 1
Feature Vector 0.4 0 0.2 0.6 0.2
Table 6 An example of a feature vector created by linearly partitioning the total number of 
extracted terms into groups of approximately equal frequency. In this case each partition 
includes 5 terms and we measure the number of occurrences of any of these 5 terms. The final 
vector is normalised by dividing the total number of words in the partition by the number of 
words that belong to the partition and were present in the document.
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3.2.2.2 Logarithmic Partitioning Model for Creating a Linguistic Vector
For creating the linguistic feature vectors in this work we used a modified approach to 
existing methods, which we refer to as logarithmic partitioning. We again divide the set o f 
words (extracted horn the dataset), into partitions, only that this time the partitioning is not 
linear but logaritlimic. Starting fiom the first division, which contains only one word, we 
subsequently logaiithmically increase the number of words in the other partitions. The 
procedure is the same with that o f creating linearly partitioned vectors, with the only 
difference being the non-equal number of terms in each division. Logarithmic partitioning was 
computed using MATLAB’s built in function Togspace(«,/>,«)’> which generates n points 
between decades 10“ and lO'’. In our case, we created n partitions between 1 and the total 
number o f terms extiacted. The main reason for creating logarithmic partitioning feature 
vectors is to encapsulate the main keywords of the document collection in the first divisions of 
the vector, while keeping the non-important keywords in larger divisions towards the end of 
the feature vector. Table 7 shows an example of a feature vector created with the method of 
logarithmic partitioning. The final vector is normalised in the range 0 to 1, by dividing the 
number of keywords found in a document for a specific division, by the total number o f 
keywords of that division.
Part. 1 Part. 2 Part. 3 Part. 4 Part, 5
No. o f terms 1 2 6 16 38
No. o f terms present 1 2 4 9 19
Feature Vector 1 1 0.67 0.56 0.5
Table 7 An example of a feature vector created by logarithmic partitioning the total number 
of extracted terms into non equal groups, showing the total number of words that belong to each 
division and how many of these w ords were found in the document. Note that division 1 contains 
a single term, while subsequent divisions contain increasingly more terms.
If the collection of documents is organised in pre-defined categories (i.e. each document 
belongs to a certain categoiy), we can create feature vectors that contain information about 
documents fiom every category. The procedure for doing so is to repeat the steps discussed 
for creating the logarithmic partitioning vectors, for each one of the available categories.
Similarly to the visual feature extinction methods discussed in the previous section, a 
selection of methods for extracting and choosing linguistic features fiom documents were 
presented in this section. Part o f the evaluation section of this work is dedicated in assessing 
the effect of the choice of features on the performance of the proposed systems. To this extent 
we have used the above-mentioned methods to create a variety of linguistic vectors for each
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dataset (section 4.2.2) that we use and subsequently compare the performance of the different 
vectors in the task o f classifying and retrieving documents (section 4.3).
3.3 Uni-modal Algorithms for Data Clustering
Xu and Wunsch [134] have argued that ‘classification systems are either supervised or 
unsupervised, depending on whether they assign new inputs to one of a finite number of 
discrete supervised classes or unsupervised categories respectively’. We are more inclined 
towards the use of unsupervised algorithms for classification partly because we believe that it 
is not always possible to have a pre-knowledge of all the classes into which an arbitrary input 
pattern can be classified and partly because unsupervised learning is "closer” to the biological 
way learning occui's in the brain.
A broad classification of clustering techniques discussed by Jain et al [71] distinguishes 
between hierarchical and partitional clustering methods. In hierarchical clustering, data is 
giouped with a sequence starting either fiom single data point clusters leading to a cluster 
containing all the data points or vice versa. Partitional clustering on the other hand, clusters 
the data points into a prespecified number of clusters with no hierarchical sti ncture. Typically 
clustering algorithms use some testing criteria to decide on the cluster structure. These criteria 
are usually external, internal or relative indices of the goodness of the clustering [134]. 
External indices require some prior knowledge about the data against which each clustering 
solution is validated. Internal indices on the other hand do not require any prior knowledge 
and validate the clustering structure straight fiom the original data, while relative indices 
compare different clustering solutions in order to determine the one that best matches the 
characteristics of the data.
In this section we present different unsupervised clustering algorithms that we used in this 
work. We start our discussion by presenting two well-known algorithms that have been used 
extensively in the literature for data clustering. To this extent the K-means algorithm and the 
agglomerative Hierarchical clustering algorithms are initially discussed in this section. We 
will be using both these algorithms for establishing a baseline performance against which the 
performance of the other classifiers will be compared. We subsequently move on to talk about 
neural network approaches to data clustering and more specifically we will present the 
tiaining and testing procedure for the two architectures that have been widely used in this 
work; the SOM and the fuzzy ART network. We elaborate on the properties of each network 
and discuss some of the advantages and limitations o f using these networks. The SOM and the
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fiizzy ART networks will subsequently be used as structural components for the purpose of 
designing our multi-net systems capable o f simultaneously classifying information presented 
in more than one modality.
3.3.1 Baseline Classifiers
We first present two well-known algorithms that represent the two broad categories o f 
clustering algorithms. These algorithms will be used in the evaluation section of this thesis to 
provide a baseline performance against which we compare the performance of the ANN-based 
approaches.
Partitional Clustering
The k-means clustering algorithm, originally proposed by MacQueen in 1967 [8 8 ], assigns 
the input patterns into a fixed number of clusters X" by satisfying the following two properties; 
a) each cluster has a centr oid that is the mean position of all the samples that belong to that 
cluster and b) each pattern belongs to the cluster whose centroid it is closest to (usually 
measured using the Euclidean distance).
The k-means algorithm follows four steps to perform the clustering, these are:
1. Select K  initial centroids for the clusters.
2. Assign each input pattern to the cluster whose centr oid is closer to the input patter n.
3. For each cluster recalculate the centroid based on the current partitioning.
4. Repeat steps 2 and 3 until convergence is achieved.
Xu and Wunsch [134] in a survey paper have identified four principal disadvantages of 
using the k-means clustering algorithm. These are:
i) Lack of efficiency in identifying the initial partitions and the number of clusters K;
ii) Inability of the algorithm to guarantee convergence to a global optimum even after 
many iterations,
iii) Sensitivity to noise and outliers as they tend to distort the cluster shapes, and finally
iv) Limitation in the sense that the algorithm can only be applied to numerical variables 
where the computation of mean values is possible unlike in the case of categorical 
variables.
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Several advances on the initial k-means algorithm can be found in the literature that 
attempt to improve some of the above-mentioned limitations. In this study we only use the 
original k-means algorithm.
Hierarchical Clustering
The goal o f hierarchical clustering algorithms is to organise the data into a hierarchy 
usually visualised by a dendogram. The root o f the ti'ee represents the whole dataset, while 
each leaf node is a specific data object. Different clustering results of our dataset may be 
acquired by cutting the tree at different levels. There are two ways o f constiucting this tree. 
The first one is the agglomerative (bottom-up) method where we start with single elements 
and merge them as we go towards the top of the tree, and the divisive method (top-down) 
where we partition the input data until we get single elements. In practice divisive hierarchical 
clustering is used less often mainly because of the high computational cost that is required for 
deciding how to divide the initially large clusters. Agglomerative clustering methods differ in 
the way of choosing which pair o f elements will be grouped together. Some of theses methods 
include but are not limited to: single linkage, complete linkage, centioid linkage, average 
linkage and median linkage.
The general agglomerative clustering algorithm that clusters N objects can be summarised in 
the following four steps:
1. Start with N singleton clusters and calculate the proximity mati ix for the N clusters.
2. Find the two clusters with the minimum distance (according to the linking method 
used) and combine them to form a new cluster.
3. Update the proximity matrix taking into consideration the new cluster.
4. Repeat steps 2 and 3 until all the objects belong in the same cluster.
Some of the disadvantages of using a hierarchical clustering method are discussed by Xu 
and Wunsch [134] in their survey paper and include:
i) Lack of robustness and hence sensitivity to noise and outliers since once an object 
is assigned to a cluster it will not be considered again in order to correct a possible 
misclassification.
ii) The computational cost for most hierarchical clustering algorithms is significantly
large 0 ( ).
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3.3.2 Training and Testing of a SOM network
Following a brief inti'oduction of the SOM, (see section 2.3.2) here we present the 
algorithm in detail focusing more on the training and testing procedure. SOM may be 
regarded as a competitive learning algorithm that focuses on obtaining ‘a small set of 
important features’, by a non-linear method based on a layer of adaptive units that gradually 
develop into an array of feature detectors.
Architecturally SOM consists o f an input and an output layer, with the neurons on the 
latter one usually organised on a one- or two-dimensional lattice (higher dimensional lattices 
are possible but not often encountered in the literature). Each neuron on the input layer is 
connected to every neuron on the output layer. The output layer is called a map because the 
spatial locations of the neurons on the lattice are indicative of statistical properties contained 
in the input data. For every input vector presented at the input layer of a SOM all the nodes on 
the output layer compete among themselves to be activated. The winning node -also called 
Best Matching Unit- (BMU), is the node whose weight vector is “closest” to the input vector. 
Following a variant of the Hebbian learning rule, the network learns to associate an input 
vector to the winning node that fired. The topology preservation property of the SOM is 
achieved because a fil ing neuron causes a whole neighbourhood of neurons around it to also 
adapt their weight vectors. When tiaining is complete SOM manages to “convert” similarity in 
the -usually- high dimensional input space into proximity on the nodes of a -typically- two- 
dimensional output map. Training of a SOM entails the following four stages: initialisation, 
competition, cooperation and synaptic adaptation.
Initialisation Stage
All the weight vectors o f the nodes are initialised either with random values or with values 
that are randomly chosen fiom the available set of input vectors. Both the weight vectors and 
tlie input vectors are initially normalised so that all values lie between 0  and 1 .
Competition Stage
The output activations are calculated for all the nodes of the network. The neuron whose 
weight vector is the most similar to the presented input vector is selected in this stage. Usually 
similarity between the input vector and the weight vector is measured using either the 
Euclidean distance or the dot product.
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Assuming that;
I = [iiri2ri3v-iM ] 3.6
W = [w i,W 2 ,W3 ,...wm] 3.7
Where:
1  is the input vector
M is the dimensionality o f the input vector 
W is the weight vector o f a node
The two similarity measures are defined according to equations 3.8 and 3.9
Euclidean Distance d = -  w; 3  g
M,s
M
Dot Product =  ^  ( ij • W; ) 3  9
Therefore, depending on which similarity measure we use, the node, which is closer to the 
input vector, will be selected to fire.
Cooperation Stage
As we mentioned earlier the winning neuron locates the centre of a topological 
neighbourhood on the map. According to [65] neurobiological evidence shows that a firing 
neuron tends to excite the neurons that are close to it more than it does those that are further 
away. When a neuron on a SOM is selected to fire it will also excite a number o f neurons 
around it that belong to the topological neighbourhood of the winning neuron.
If we assume that hjj is the topological neighbourhood around the i"' neuron that 
encompasses a number of neurons around it (j is a random neuron that belongs in the 
neighbourhood of i). Let us then assume that dy is the distance on the lattice between the 
winning neuron i and neuron j. The topological ftmction must meet two requirements, which 
are: a) to be symmetrical around the winning neuron and b) to decrease monotonically when 
the lateral distance dy increases.
A typical ftmction that is chosen as neighbourhood ftmction because it meets the required 
specifications is tlie Gaussian ftmction given in equation 3.10.
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Where:
t is the time variable
The o ftmction is the neighbourhood value that decreases with time and causes the topological 
ftmction hj,i to decrease with time as well. It is defined according to equation 3.11.
<J(0 =  O-o e x p ( - ^ )  3  JJ
Where:
t is a time variable (current training cycle),
00 is the initial neighbourhood value and 
Ti is a time constant
Adaptation Stage
The final stage of training a SOM is the synaptic adaptation of the weights. The values of 
the weights are adjusted in order to come closer to the value of the input vector that was 
presented at the time.
Assuming that Wj(t) is the weight vector of the j"' neuron at time (epoch) t then the weight 
vector o f the node at time t + 1 is given in equation 3.12.
KT, (f + 1) = I f ,  (0  + (f)( /  -  I f ,  (0 ) 3 12
Where:
1 is the input vector
q(t) is the learning rate ftmction
hj,i is the topological neighbourhood ftmction
The learning rate parameter is a ftmction that decreases with time to guarantee more 
efficient tiaining of the network. It is given by equation 3.13.
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? 7 (0 = ? 7 o e x p (-^ )  3 J3
Where:
Tjo is the initial learning value 
X2 is a time constant
The adaptation stage is usually divided in two phases; namely the ordering phase and the 
convergence phase. During the ordering phase (which takes place during the first tiaining 
cycles) both the learning rate and the topological neighbourhood ftmction have high initial 
values causing the weight vectors of the excited neurons to change significantly. In addition 
because of the high initial value of the topological neighbourhood ftmction more neurons 
belong to the neighbourhood of the winning neuron and therefore more neurons update their 
weights in every cycle. The ordering phase usually takes place during the first thousand or so 
epochs. During the convergence phase the learning rate decreases to a value close to zero and 
the neighbourhood ftmction also decreases to a value close or equal to zero. Practically this 
means that only the nearest neighbours o f the winning neuron will be excited and weight 
adaptation will be slower allowing the feature map to fine tune. Therefore the convergence 
phase may go on for tens of thousands of training cycles allowing the feature map to achieve 
an accurate statistical quantification of the input space. Figure 9 depicts in a graph format the 
ti aining procedure o f a SOM.
Testing
The SOM algorithm due to its topology preservation and dimensionality reduction 
properties is mainly used as a visualisation tool. A visual inspection of the output map of the 
SOM can give the user an idea o f how “close” input data is to each other, on a two- 
dimensional lattice rather than the multi-dimensional input space. Similarly if we present a 
previously unseen testing vector to a trained SOM, then the location of the BMU on the map 
for that vector will be indicative of the vector’s “similarity” to the training vectors that “fell” 
on or close to the same node. Likewise, we can use the information about the location of the 
node on the map where a testing vector “fell”, to reti ieve “similar” vectors that during training 
were also mapped on the specific (or the neighbourhood) o f that node. However if the SOM is 
to be used for data clustering then knowing the location of the BMU on the map for a testing 
vector is not sufficient in order to assign a class label to the presented test vector, but rather 
some sort of clustering or labelling of the output map needs to be performed. Several methods
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for clustering and labelling the output map of a trained SOM will be reviewed in the next 
section, as the choice of these methods can affect the clustering performance of the SOM.
Start
Initialisation
Competition
Adaptation
More input 
vectore ?Yes
No
NoFinished all 
epochs ?
Yes
Finish
Update learning 
pammetem
Calculate Winning 
neuron
Present nejd input 
vector
Update weights
Initialize w e ig h ts , 
Normalize input 
vectors
Figure 9 Training procedure of a SOM
We will demonstrate an example of how the SOM self-organises a set o f input patterns by 
tiaining a network using the Iris plant dataset [95]. The dataset consists o f 150 4-dimensional 
vectors that represent four attributes (sepal length and width, petal length and width) of three 
different classes (50 vectors firom each class). We used a 7x7 output map and every input 
vector was presented to the network 500 times in a random order. Once training is complete, 
for each neuron on the output map we find the input vector closest tlie weight vector of the
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specific neuron and subsequently label the neuron using the class information of the input 
vector. The output map of the SOM is shown in Figure 10.
# 0 0 00 0 0 00 0# 0 0 0 00 0 00 0 0 00 0 # ~W\
Figure 10 Output map of a 7x7 SOM trained on the iris dataset where each node is labelled 
using the class information of the “closest” to the node input vector. The yellow flowers represent 
class 1 (Iris setosa), the red class 2 (Iris Versicolour) and the blue ones class 3 (Iris Virginica).
A visual inspection of the output map shows that class 1 is “easier” to discriminate, as 
most vectors “fell” close to each other while in addition they occupy a rather compact space 
on the map ( 6  nodes) and there are several “empty” nodes to separate them from the class 2  
vectors. On the other hand the other two classes occupy a much larger number of units on the 
output map and there is no clear boundary between them. We can draw two main conclusions 
from this experiment: a) that given a set o f input vectors SOM is capable of ordering the data 
in a way that facilitates the discrimination of the classes with a visual inspection of the output 
map, b) although SOM facilitates the clustering o f the input data it is not a clustering tool per 
se but rather a visualisation tool and additional techniques need to be used for extracting the 
class information from a trained SOM. In the next section we discuss some of the methods 
used for clustering and labelling the output map of the SOM as we will be using some of this 
techniques to acquire a more quantitative rather than qualitative measure of the clustering 
performance of a SOM.
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3.3.3 Labelling and Clustering of the SOM
As we already discussed the SOM is an unsupervised learning neural network capable of 
producing a similar ity graph of the input data. The SOM maps data points that are close to 
each other in the input space to nearby neurons in the map space. However the inter-neuron 
distances on the map are not visible and therefore a visualization technique is often required, 
especially in cases where the SOM is used for data visualization.
Usually such visualization techniques include methods where a colouring scheme is 
applied on the trained map like the U-matrix approach proposed by Ultsch [120], [119]. Tliis 
technique is used to create a coloured “landscape” that depicts the relative distance between 
tlie maps neurons in proportion to the distance of their weights.
A slightly different approach for SOM visualization is the Visualization-induced SOM 
(ViSOM), proposed by Yin [135] [136], which is a variation of the original SOM algorithm 
that preseiwes not only the topology of the input data, but also the data stiucture. This is 
achieved by modifying the way the weights adapt after an input vector is presented to the 
network. The original SOM adapts the weights o f the winning node and of those that belong 
in the neighbourhood of the winner by “moving” them closer to the input vector that caused 
them to fire. In the ViSOM algorithm the weight vector o f the winning node adapts just like in 
the original SOM and the difference lies in the way the neighbouring nodes adapt. There, the 
updating force is decomposed in two components; one that “moves” the winning node 
towards the input vector and another one that “moves” the neighbouring nodes towards the 
winning node. In the latter component a parameter is added that takes into consideration the 
distance between the two nodes on the map and also in the data space. This way the inter­
neuron distances on the map are proportional to those in the input space.
In cases where the SOM is used for data clustering or classification then there is need for 
identifying the cluster boundaries on the map and / or labelling the nodes. This can be 
achieved by using a visualization method that will support in identifying the cluster stiucture 
by manual inspection, giving labels to specific regions of the map depending on the input 
vectors that were mapped onto that region during training. However such techniques often fail 
to provide a clear structure of the clusters and in addition are highly subjective as they rely on 
a manual inspection of the map. Other methods label the nodes directly with the labels of the 
input data that were mapped onto the specific node (c.f. WEBSOM, PicSOM). Such 
techniques of course require that such a labelling of the input data exists and that it actually 
contains useful information regarding the characteristics of each data point.
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A labelling technique that can be used when the input data don’t have any labels is that of 
LabelSOM [104], [105]. With this method the nodes o f the map are labelled using a formula 
that calculates the conb ibution of each element of an input vector towards the overall 
similarity between the input vector and the weight vector of the winning node. The result is to 
provide each node of the map with labels that represent the most important elements of the 
input vectors mapped onto that node. This is achieved by calculating the quantization error for 
every map node, as the accumulated distance between the elements of all vectors mapped onto 
the specific node and the node’s weight vector elements.
Other researchers, -reader may refer to Lampinen et al [84], Wu et al [133] and Vesanto et 
al [125]- have experimented with a two level approach for clustering the SOM. Vesanto et al 
[124], [125] tiain a SOM to calculate a large set of prototypes (much larger than the number 
of clusters that they actually desire) and then combine these prototypes using some clustering 
technique to form the actual clusters. More specifically they have experimented using 
hierarchical agglomérative clustering and the k~means algorithm in this two level approach. 
Such techniques are expected to reduce the computational cost when compared to applying 
the same clustering technique straight at the input data, because the number of prototypes is 
usually smaller than the number of input vectors. Another benefit fiom using such an 
approach is noise reduction, since the prototypes created by the SOM are actually local 
averages of the input data and hence less sensitive to noise.
We are particularly keen on the sequential clustering approach proposed by Vesanto et al 
and we will use the same two-level approach where the output map of trained SOM is 
subsequently clustered with the aid of the k-means algorithm. In addition we also 
experimented with labelling the SOM nodes directly horn the input data. Similarly to the 
labelling approach used in PicSOM [82], [83], where the closest to the node input vector 
provides the label for that node, we label the nodes taking into consideration all the input 
patterns that were mapped onto that node and not simply the closest one. We calculate a 
weighted sum of how the class label of each vector mapped onto a specific node (j) 
contributes towards the label of that node. We could say that each h aining vector mapped onto
a specific node (I^) "pulls” the class label of that node (L j)  towards the vector’s class (c)
according to the distance ( d (Ij, W j) ) of the vector fi om the weight vector of the node ( Wj). 
The fimction for labelling a random node of the SOM is shown in equation 3.14.
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[#(ljec) ]Lj = max Z /«ia;.Wj)) 3.14
c=l...C  i=l J
Where:
C is the total number of classes
{„-x I f  Euclidean distance is used to measure d
e* If  dot product* is used to measure d
The purpose of the function/is to ensure that a) close similarity produces a high weighting 
factor (not true if we use the Euclidean distance as is) and b) the first few "closest to the node” 
vectors will influence the class label more than the rest of the vectors.
Limited experiments have also been performed where the U-Matrix approach was used for 
clustering the SOM.
3.3.4 Training and Testing of a Fuzzy ART network
Fuzzy ART is a competitive learning neural network that is capable of ‘rapid stable 
learning o f recognition categories in response to arbitrary sequences of analog or binary input 
patterns’ [27]. Fuzzy ART extends previous modelling attempts (ART-1 [33], ART-2 [20], 
ART-3 [21]) in that it combines principles found in fuzzy logic with ART by ‘exploiting a 
close formal similarity between the computations of âizzy subsethood and ART category 
choice, resonance and learning [23].
Architecturally fozzy ART consists o f the feature representation (input) layer and the 
category representation (output) layer, which are fully interconnected between each other via 
weighted connections, referred to as pathways. This set of weights adapts dynamically to 
encode new input patterns. For every input pattern presented at the feature representation a 
bottom-up activation is calculated for every node on the output layer, and the node with the 
highest activation is the winner. Subsequently a top-down expectation is calculated from the 
winning node that plays the role of “testing the hypothesis” and the network is expected to
' In this work we solely use the Euclidean distance as a similarity measure. The value o f function/  
for the second case is intended to be analogous to the one for the Euclidean distance but has never been 
used in any o f  the experiments performed in tliis thesis.
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match the “expected prototype” produced by the category node against the presented input 
pattern. If  a mismatch occurs (the “degree” of match is conholled by the vigilance parameter) 
then the winning node is inhibited for the remainder of the input presentation, and the 
remaining output nodes compete among themselves to be activated. This procedure ends 
either when a category node is found that passes the match criterion or when all the nodes of 
the output layer are exhausted and a new category node has to be added in order to 
accommodate the presented pattern. The weight o f the winning node then adapts to “move” 
closer to the input vector that caused it to fire. Training an ART network typically entails four 
steps: Pre-processing, choice, match and adaptation.
Pre-processing Stage
All the values of the input pattern must be between 0 and 1. All weight vectors are 
initialised to 1. I f  Wj = (wji, Wj?, ... Wjm)  is the weight vector of the j"' category node in F2 
then the initial value of the uncommitted node’s weight vector will be Wji = Wj2  = ... Wjm = 1 - 
For reference purposes by committed node we refer to a category node that has been selected 
to fire during training, while an uncommitted node is a “new” node that has never been 
selected in the past.
Normalization of the input vectors is also suggested in ART to avoid category 
proliferation. Assuming that I = [ i,,i2 ,i.,...i^ ] is an M-dimensional input vector then 
normalization can be done either by setting 1 1 1  = e, where e > 0  or by pre-processing the input
vector I and set the new input vector . The nonii operator |... | of a vector is defined
as the sum o f the vector’s elements.
Carpenter and Grossberg also suggest another normalization method to avoid the problem 
of category proliferation (the tendency to create new categories continuously because of noisy 
data) called complement coding. This technique doubles the dimension of the input vector by 
adding at the end of the original vector the I = [i,, i^, i] ] complement elements 1 -  i, thus 
making the input vector
I = ( I , P) = ( ii, ij, ... itvii ( 1 - il), ( 1 — ia)? •■• ( I ~ Îm) )
We will now calculate the norm of the input vector that uses the complement coding 
normalization method.
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| i |= E i . =k=l 
M M
+ S O “ ik) =k=l k=l
M MX i k + M - X i k = M  
k=l k=l
Therefore when complement coding is used the norm of all the input vectors is |lj =  M . 
Choice Stage
For a given input pattern I, a Bottom-Up activation is calculated for each category node in 
F2. The choice fimction Tj where j = (1,2.. .N) is the category node in F2 is defined as:
I A Wi
Where :
I is the input vector;
Wj is the weight vector of the j*’* category node; 
a is the choice parameter and a>0 ;
The fiizzy AND operator {^) is defined as a b = min{a,b} for scalars, while if 
=  [« ,, « 2 ...] and 5  =  [Z?,, Zij...] then A B = [min{a;,bi}, min{aa.b?} ..
The choice function is a state vector that holds the acrtivation values for all the nodes in 
the F2 field. The winning node is the one that produces the highest Bottom-Up activation:
^W inner ~ niax(Tj : j  = l . . . N)  g
Match Stage
Resonance occurs if  the similarity o f the input vector I and the winning node Wj meets the 
vigilance criterion p. The match fimction is defined as :
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If the vigilance criterion is not met for the winning node then the node is reset, setting Tj = 
0 for the duration of the input presentation. The category node with the next highest Bottom- 
Up activity is then selected and it is tested with the match function. This procedure continues 
until a node, which meets the vigilance criterion, is found or until all the available categories 
are exhausted and an uncommitted node is selected.
Adaptation Stage
When the winning node is found the weight vector is updated by “moving” closer to the 
common vector | M  Wj | using the following equation;
Where:
P is the learning rate parameter, P e  [0 ,l]
Fast Commit -  Slow Recode is a learning option used for noisy patterns. The learning rate 
is set to 1 if the winning node is an uncommitted one and P < 1 if it is a committed one. With 
this technique in case of an uncommitted node the weight vector becomes equal to the input 
vector while committed nodes are adapted slower to prevent corruption by noisy patterns. 
Figure 11 depicts in a graph format the training procedure of a fuzzy ART network.
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Figure 11 training procedure of a fuzzy ART network
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Testing
The fuzzy ART network is mainly used for data clustering. The coarseness of the 
clustering in a Rizzy ART network varies according to the value of the vigilance parameter. A 
high value of vigilance (close toi) will lead to fine partitioning of the input patterns where 
many category nodes are created each accommodating few input patterns, while a value close 
to 0 will create fewer category nodes that accommodate many input patterns. We should 
however note that in addition to the vigilance parameter data clustering in an ART network is 
also affected by the order of input presentation. Unlike the SOM algorithm where usually 
some sort o f sequential clustering o f the output map is required in order to delineate the class 
boundaries, in âizzy ART this is achieved by vaiying the vigilance parameter. In the literature 
one may find modelling attempts where ART-based networks can produce a specific number 
of category nodes without the user adjusting the vigilance parameter (reader may refer to He 
et ai [6 6 ]). In this work we limit ourselves to using the “original” fiizzy ART algorithm. A 
review of various ART-based networks and their performance in data clustering may be found 
in Baraldi et al [8 ], [9], while for a detailed analysis of the clustering capabilities and 
properties of a fiizzy ART network, the reader may refer to Huang et al [6 8 ] or Frank et al 
[50].
The clustering capabilities o f a fiizzy ART network will be demonstrated" by training the 
network using the Iris dataset [95] as before. The complement coding option was used in this 
experiment so the input vectors consisted of 8  elements (4 attributes plus the complement 
elements). We experimented with different values for the vigilance parameter in order to find 
a value for which only 3 category nodes would be created when training is complete 
( p = 0.72 ). In Table 8  we can see the class-confusion matiix for this experiment.
■ The software implementations o f the fiizzy ART and fiizzy ARTMAP networks were developed 
by Lars Hasso Liden as part o f the “ART Gallery” package which is publicly available through his 
personal website.
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Predicted Class
Fuzzy A R T # IP
50 0 0
G
= # 3 15 32H s 0 1 49
Table 8 Class-Confusion matrix for clustering the Iris dataset using the fuzzy ART network. 
The yellow flowers symbolise class 1 (Iris set os a), the red ones class 2 (Iris Versicolour) and the
blue ones class 3 (Iris Virginica).
Similarly to the SOM, the fuzzy ART network classifies the first class with almost no 
errors at all, while classes two and three are more “difficult” to separate, hence leading to 
tangled classes.
3.3.5 Synthesis
A variety of clustering algorithms that we used was discussed in this section. We started by 
presenting the k-means and the agglomerative hierarchical clustering algorithm, which will be 
used to establish a baseline performance for comparisons and then we moved on to discuss in 
more details the training and testing procedure for the SOM and the fuzzy ART network. We 
elaborated on the training and testing procedure of the SOM and the fuzzy ART network and 
presented an example of the clustering capabilities of the two algorithms using the Iris plant 
dataset. As SOM is not a clustering tool per se but rather a data visualisation and algorithm 
several method for clustering and labelling the output map of SOM have also been discussed. 
On the other hand the fuzzy ART network does not have the topology preservation capability 
of the SOM and is therefore mainly used as a clustering tool. The way that fuzzy ART (and 
generally ART-based networks) clusters the data vectors, closer resembles the way a human 
would perform the same task, in the sense that every time a “sufficiently” different pattern 
appears a new category node is created to accommodate the specific pattern.
Table 9 provides a comparison of the clustering algorithms discussed so far based on some 
of their properties. The properties that we have taken into consideration is the type of the 
classifier, whether it is affected by the initial conditions, whether we have to pre-define the 
desired number of final clusters and finally what method do we need to use to get the desired 
number of output clusters.
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C lassifier Type AlTectcd by in itia l conditions
P re  define the  
n u m b er o f c lusters
A cqu ire  desired  
n u m b er of c lusters
K-M cans Partitional Yes Yes Specify
Hierarchical
clustering Hierarchical No Yes Specify
SOM Neural Yes No Depends on post­processing method
Fuzzy ART Neural Yes No Experiment
Table 9 Comparison of the clustering algorithms discussed so far with regard to some of their
properties.
3.4 Multimodal Information Processing Using Multi-Net Systems
Following a discussion about the SOM and the fuzzy ART network, we will now move on 
to describe how these unsupervised learning networks may be combined to form multimodal 
multi-net systems.
3.4.1 Training and Testing of the SOM-based Multi-net System
A multimodal multi-net system was proposed by Vrusias [127] to deal with the 
classification of images and collateral text descriptions. The system was built by extending 
previous work done by Abidi and Ahmad [ 1 ] on simulating the development of mappings 
between concepts and words. In that system the output nodes of two pre-trained SOMs were 
connected with the aid of a Hebbian network. Vmsias’ system differs fiom the previous 
modelling attempt in that the Hebbian network does not “see” only the final condition of the 
two SOMs, but rather learns the associations between the winning nodes of the primary and 
collateral SOM during tiaining.
3.4.1.1 Architecture
The multi-net system consists o f two SOMs each one independently trained to learn how to 
classify images using one of the available modalities (visual and linguistic). A mediating 
Hebbian network learns the association between winning nodes on the output map of the 
primary modality SOM and the corresponding winning nodes on the collateral modality SOM. 
The Hebbian network stores a weighted connection fiom each node on the output map of the
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primary SOM to every node on the output map of the collateral SOM. The system is capable 
of classifying and retrieving information from any of the different modality SOMs, and in 
addition the system can retrieve cross-modal information by following the connections in the 
Hebbian network. That is given a query in any one of the available modalities, the system can 
calculate the winning node on that modality SOM and following the strongest Hebbian 
connection that originates from that node be forwarded to a node of the collateral modality 
SOM and retrieve cross-modal information.
3.4.1.2 Training
A primary and a collateral input vector (1a, 1b) are simultaneously presented to the two 
SOMs the nodes of which compete to be activated. Once the winning nodes are found on both 
SOMs the Hebbian network strengthens the association between the winning nodes of the two 
SOMs. In addition the Hebbian network strengthens the association between the winning node 
of the primary SOM and the neighbourhood around the winning node of the collateral SOM 
(and vice versa).
Training of the individual SOMs is not affected by the presence of the Hebbian network 
and follows the procedure described in the previous section. Each SOM may have a different 
architecture, learning and neighbourhood parameters but both SOMs have to be trained for the 
same number of epochs (different number of training cycles for the two SOMs is possibly 
feasible with some adaptations to the original model, but will not be discussed ftirther in this 
work).
Assuming that j is a random node on the output map o f the primary SOM and is the 
respective weight vector for that node, while k is a random node on the output map of the 
collateral SOM and W® is its weight vector. The Hebbian network stores the weighted
connection between node j o f the primaiy SOM and node k o f the collateral SOM.
The Hebbian learning rule states that if  the neurons on both sides of a synapse are activated 
synchronously and repeatedly the strength of the synapse is selectively increased. The weight 
change (A w ) of a Hebbian connection (se equation 3.19) is given the product of the input (x) 
and the output (y) signal (often referred to as activity product rule).
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ùs.w = ^!^xy 3.19
Where
is a positive constant that determines the learning rate
Similarly in our case the two winning nodes on both sides of the Hebbian network that are 
activated for a presented input vector cause the strength of the Hebbian connection between 
them to increase. In addition the connections of the nodes in the neighbourhood of the two 
winning nodes are also sti engthened to a smaller degree.
In this work we use the distance between an input vector U and the weight vector of
a node j on the primary SOM as the pre-synaptic activity o f the Hebbian connection, while the
distance between an input vector Ib on the collateral SOM and the weight vector W® of a
node k is the post-synaptic activity. The system uses the Euclidean distance as a measure of 
similarity in the individual SOMs, which means that proximity in the data space generates a 
small number for the Euclidean distance. This way a “good” match will generate a small 
number for the Euclidean distance and therefore a small number for the pre- and post synaptic 
activity, which is not desirable. For this reason Vrusias [127] uses the calculated Euclidean
distance (d) as input to the following fimction f(d) = e"^ and the output of this fimction is 
subsequently used as pre- and post-synaptic activity for the Flebbian connection. This way the 
winning node on each SOM (lowest Euclidean distance) will generate a value o f/c lo se  to 1, 
while nodes that are far from the winning node (on the output map) will generate a value o f f  
that is close to 0.
Following the Hebbian learning rule the system updates the weights of the Hebbian 
network according to equation 3.20.
( /  +  ! )  =  ( r ) 4- 3.20
Where
is a positive constant that determines the learning rate 
t is a time variable (tiaining cycles)
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In order to avoid saturation of the Hebbian connections all weights are normalised during 
every training cycle to ensure that values lie between 0 and I.
3.4.1.3 Testing
The multi-net system will be used in a variety of experiments to demonstrate the 
capabilities o f the design in classifying and retrieving images and collateral text descriptions. 
Having trained the multi-net system with a set o f primary and collateral modality input 
vectors; we can identify two main types of experiments for this multi-net architecture. The 
first one is the “competitive” classification o f the testing data using the most “appropriate” 
modality at any instance, while the second type is the cross-modal retr ieval of information.
By “competitive” classification we mean the process o f simultaneously presenting a 
primary and collateral modality test vector to the appropriate SOMs and depending on which 
modality vector represents the image “better” we base our classification decision on the 
appropriate modality SOM. The pseudo code for this task is as follows: a) present the two 
(primary and collateral modality) test vectors to the appropriate SOMs, b) calculate the 
distance between each test vector and the winning node on the appropriate SOM, c) find the 
modality that produced the “best” match and d) shift control to the “appropriate” modality 
SOM, and assign a class label to the test vector (according to one of the clustering/labelling 
techniques described in section 3.3.3).
The second type of experiments is the cross-modal retrieval of information, where we a) 
present a single modality vector to the appropriate SOM, b) calculate the winning node on that 
SOM, c) find the stiongest Hebbian connection that originates from the winning node of that 
SOM and points to a node on the other modality SOM, d) retrieve information fiom the 
collateral SOM following the proeedure described in section 3.3.4.
3.4.2 Training and Testing of a Fuzzy ARTMAP network
Fuzzy ARTMAP [25], [23] is a variation of tlie ARTMAP network [24], which was the 
first ART-based neural network that used a supervised learning algorithm. Fuzzy ARTMAP 
contributed to the original ARTMAP network in that it incorporated certain principles o f 
“fuzzy logic”.
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3.4.2.1 A rchitecture
Ai’chitectiirally fiizzy ARTMAP consists o f two fuzzy ART networks (we will refer to 
tliem as ART-A and ART-B) interconnected through a map field. Each network has its own 
set of parameters (vigilance, learning rate, recoding rate), while the map field is responsible 
for storing a weighted association between each category node of ART-A and every category 
node of ART-B.
3.4.2.2 Traiiiiiig
An input and an output vector are simultaneously presented to the two fiizzy ART 
modules, which independently self-organise the two sets o f vectors following the learning 
procedure discussed in the previous section. Once the winning node in both modules is 
determined, the map field “strengthens” the association between the two winning nodes. A 
“match tracking” mechanism is implemented that takes control of the learning procedure 
when a prediction error is made. That is if  previously acquired knowledge that is stored in the 
map field contradicts with an attempted association between the presented input and output 
vectors. In this case the match tracking mechanism temporai'ily increases the value of the 
vigilance parameter in ART-A forcing this sub-module to select a different winning node that 
will no longer trigger a mismatch. The training process o f a fuzzy ARTMAP network may be 
divided in four stages: pre-processing, choice, match and adaptation.
Pre-Processing Stage
The pre-processing stage for a fiizzy ARTMAP network involves the initialisation of the 
weight vectors for the two fuzzy ART sub-modules and the normalisation of the two sets o f 
vectors. All the elements o f the weight vectors for the two fiizzy ART networks and that of the 
map field are initially set to 1, while the input and output vectors are normalised using 
complement coding or any other normalisation method.
Choice Stage
After the pre-processing stage is complete an input and an output vector are simultaneously 
presented to the two networks. The procedure for determining the winning nodes in each one 
of the two fiizzy ART sub-modules has already been described in the previous section 
(equations 3.15, 3.16). Until this stage training of a fiizzy ARTMAP network is identical to 
training two separate fiizzy ART networks with no interaction between them.
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Match Stage
The matching stage of a fiizzy ARTMAP network involves the “individual” matching 
procedures for the two sub-modules and the matching procedure for the map field. Matching 
in each fiizzy ART module is determined using equation 3.17 taking into consideration the 
individual values for the vigilance parameters. At this point we should note that typically (in 
supervised learning applications) the ART-B module receives as input the target vectors, and 
any two input vectors that belong in the same class will typically have identical target vectors. 
In this type of experiments we can set the vigilance parameter for ART-B equal to 1, thus 
forcing the network to generate as many category nodes as the desired number of classes.
It is in this stage that the “match tracking” rule intervenes with the tiaining process. 
Depending on whether the winning node in ART-A is a committed one or not, matching in 
fiizzy ARTMAP occurs as follows:
IF  the winning node in ART-A is uncommitted
TH EN  the map field associates the uncommitted node of ART-A with the 
winning node of ART-B.
E LSE  IF  the previously stored knowledge in the map field agrees with the 
attempted match between the winning node of ART-A and ART-B respectively
THEN X\\o match is complete.
ELSE  the winning node in ART-A is reset and the vigilance parameter in 
ART-A (pa.) increases for the duration of this input presentation 
according to the equation 3.21.
END
END
Pa = — rrn — 3.21
Where
Ia is the input vector in ART-A
W A is the weight vector o f the winning node in ART-A
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8 is a very small positive number e «  1
ART-A now has to find another winning node different to the one that caused the 
mismatch. This procedure continues until an existing node that meets the new vigilance 
criterion is found, or until an uncommitted node is assigned.
Adaptation Stage
When matching is complete the winning nodes and the map field update their weights 
accordingly. The weight vectors of the two winning category nodes are updated according to 
the procedure discussed in the previous section. Each fiizzy ART module may have different 
learning rate parameters and may or may not use the “fast commit -  slow recode” learning 
option.
The map field also updates its weights to leam the link between the winning nodes. 
Assuming that w *  is the map field weight projecting to the ART-B node k from the ART-A
node j and that J and K are the winning nodes in ART-A and ART-B respectively, then the 
map field weights are updated according to equation 3.22.
3.22
Where
Pab ’S the learning rate parameter for the map field
a b _ h  k = K.
 ^ [ 0 k K
If fast learning is selected for the map field (Pab -  0  Aen any association learned between 
a winning node in ART-A and a winning node in ART-B is permanent.
Although (fiizzy) ARTMAP is rarely discussed as a multi-net system it essentially 
comprises o f two unsupervised learning ART-based networks that learn to self-organise two 
different sets o f vectors. In this study we will be using the fiizzy ARTMAP network in a 
slightly controversial way. Traditionally the ART-A network should receive an input vector
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and the ART_B module the corresponding target vector. Instead we will present both sub- 
modules with a different modality input vector. This way we could say that the network learns 
one modality vector under the supervision of a complementai y modality vector.
3.4.2.3 Testing
Our aim is to use the fiizzy ARTMAP network in a way that resembles the SOM-based 
multi-net, where each network becomes an “expert” in one of the two available modalities, 
while the interconnection o f the two enables the multi-net system to retrieve information fi om 
the collateral modality given a query in the primary modality.
3.4.3 Synthesis
A point worth noting is the fact that the design of the SOM-based multi-net was somewhat 
empirical. Abidi and Ahmad’s and later Vrusias’ modelling attempt was based on the fact that 
the synapses that connect the input to the output layer of a SOM are of Hebbian type, while 
the SOM’s learning algorithm is a form of Hebbian learning. Perhaps, the choice of 
combining the output maps of two SOMs with a Hebbian network that learns to associate 
nodes on the primary SOM with those on the collateral SOM seemed like a “natural” decision 
that “blends” with the general SOM architecture.
The fuzzy ARTMAP architecture is a well-defined neural network based on the principles 
of the biologically inspired ART. Although designed for completely different puiposes both 
ARTMAP and the SOM-based multi-net comprise two competitive learning neural networks 
conneeted through a mediating mechanism that learns to associate winning nodes of one 
network with the respective winning node on the second network. Despite this fact ARTMAP 
architecture is rarely discussed as a multi-net system.
We should however acknowledge some architectural differences between the two models 
that somehow limit the comparability of the two multi-net systems. The SOM-based multi-net 
is fully bi-directional which means that given an input vector in any of the two modalities we 
can follow the Hebbian network and retrieve information fiom the collateral modality. In 
addition the learning procedure in the two constituent SOMs is independent, hence producing 
two “expert” networks each one capable of classifying and retrieving information in the 
corresponding modality.
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The training of the individual fiizzy ART modules in the fiizzy ARTMAP network is not 
fiilly independent. As we described earlier, the match tracking mechanism can interfere with 
the training process of the first module because of a mismatch in the map field, thus forcing it 
to look for a different winning node to the one selected in the first place. As a result of this the 
category representation field in the first sub-module tends to increase in size as new nodes are 
added to accommodate input vectors that caused a mismatch in the map field. Although it is 
possible to limit the number of category nodes in the second sub-module, by adjusting the 
vigilance parameter, that is not always possible for the category nodes of the first fiizzy ART 
network, thus leading to an “uneven” classification of the primary and collateral modality. 
Additionally the map field learns only in one direction (primary-to-collateral) hence making 
the fuzzy ARTMAP network unidirectional.
Some attempts for designing a bi-directional ART-based network can be found in the 
literature mainly by Tan [117] and Butz et al [18]. Tan’s work focused in what he called an 
Adaptive Resonance Associative Map (ARAM), which comprises two overlapping ART 
networks, which share a single category representation field. Essentially ARAM learns to 
classify pairs o f input patterns in a supervised fashion and under certain parameter settings 
exhibits the same dynamics as the ARTMAP network. Butz et al [18] taking into 
consideration Tan’s work on ARAM, attempt to design a bi-directional ARTMAP network, 
which simulates to some extent the way mirror neurons (found in the brain of monkeys) 
operate. The design o f the biARTMAP network is based on the ARTMAP model with the 
addition o f a second map field that learns the complementary associations. The match tracking 
mechanism of the first map field in biARTMAP controls the category choice in the first sub- 
module, while that o f the additional map filed conti ol learning in the second sub-module. The 
learning rules that govern the second map field are complementary to those in the first. In a 
slightly different but yet related context, the work of As four et al [6], F er nand ez-D elgado et al 
[47] or Hussain et al [69] focus on modelling ART-based networks that combine two or more 
unsupervised ART components.
For all the experiments performed in this thesis we used the “original” fuzzy ARTMAP 
architecture. Whenever needed, two separate networks were trained to learn the cross-modal 
mappings fi om text to image and vice versa.
82
Chapter 3: Method
3.5 Evaluation Methods
Evaluating a system and comparing its performance to that of other systems designed to 
solve a similar problem is o f crucial importance and facilitates further research and 
development in the field. A wide range of learning algorithms and feature extraction methods 
have already been discussed above and it is essential to objectively compare how the various 
systems perform with the different feature vectors in the task of image classification and 
retrieval. This procedure will assist us to evaluate our hypothesis, put our work in context with 
that o f other researchers working in the field, and eventually lead to further improvements in 
the methods and systems used in this work.
Human subjectivity is an important factor when we deal with visual data or collateral 
keywords. Wlien it comes to classifying or retrieving images each user, depending on his/her 
expectations and previous experiences may antieipate a different answer to an image query. 
As there is no infallible way o f judging on the similarity of two images, a ground truth 
classification of the available images is therefore needed to form the basis for the evaluation 
process. The ground truth classification is usually decided by an expert or by the designers o f 
the image collection.
For CBIR systems there are no widely accepted methods for measuring the performance of 
a system. This is partly because human perception is highly subjective and also because there 
aren’t any common image collections that can be used by all researchers as a reference point. 
Evaluation in some earlier CBIR systems [48] relied simply in printing the results of some 
example queries. With this approach it is easy to create a good impression by selecting queries 
tliat give good results. Usually the “ultimate” evaluation for any CBIR system is the 
satisfaction of the users that use it. However, experiments that require human intervention are 
usually time-consuming and require a lot o f effort from the test users. In addition the 
subjectivity imposed by the test users could lead to false conclusions and favouritism of some 
systems over other. The need for a more standardized way of measuring the performance of 
CBIR systems was realised and researchers started reviewing the existing evaluating 
techniques for IR in an attempt to set some widely accepted evaluating techniques for CBIR.
Millier et al [94] provide an overview o f existing evaluation methods in CBIR and have 
made some proposals that could lead to a more consistent way of measuring the performance 
of CBIR systems. The authors provide a rough grouping of evaluation strategies into three 
main categories. The first category is user comparison methods, which includes interactive
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evaluation methods where a user is asked to grade the retr ieved images for a given query. The 
second category includes single valued measures, where various metrics are calculated to 
quantitatively measure the retrieval performance o f a system and in the third category there 
are graphical representation methods that demonstrate the system’s performance against a 
variable parameter (e.g. precision vs. recall graphs, corr ectly retrieved vs. all retrieved and so 
on). Müller also emphasizes on the need of a higher level of standardization for content-based 
image retrieval similar to the TREC project (Text REtrieval Conference) for text retr ieval.
Koskela et al [81] have discussed various techniques for evaluating the performance of 
CBIR systems and have introduced a new quantitative figure, the so-called x measure that can 
be applied to systems that implement the relevance feedback feature. The x measure was used 
for evaluating the PicSOM system and relies on the assumption that the user is interested in a 
target search query (find a particular image in the collection). The x value measures the 
average number of images that are retrieved before the desired one is found and unlike the 
‘target testing’ paradigm discussed by Cox et al [36] the x measure can be computed in a fiilly 
automated way without the need o f a test user.
Since CBIR draws heavily fiom IR, most o f the evaluation methods used in CBIR have 
previously been applied in IR. Two very popular measures for evaluating the performance of 
an IR system are precision and recall, and although they suffer from certain shortcomings they 
are still used for evaluating CBIR systems. In the context of IR precision may be defined as 
the proportion of relevant documents out of all the documents reti ieved, while recall may be 
defined as the proportion of the retrieved documents that are relevant out o f all relevant 
documents available [131].
Let us define the following 2x2 contingency table (Table 10) where the rows show the 
expert’s opinion, while the columns show the classifier’s answer.
Predicted 1 Predicted 0
True 1 TP FN
True 0 FP TN
Table 10 The rows show the expert's opinion (0 or 1) while the columns show the predicted
output.
where:
TP stands for True Positive,
TN stands for True Negative,
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FP stands for False Positive and 
FN stands for False Negative
Using Table 10 precision, recall and accuracy may be defined according to equations 3.23 - 
3.24.
TPPrecision P -  ^  pp^ 3.23
TP
Recall ^ “ (t p  + FN)
(TP + TN)
" “ (TP + TN + FP + FN)
Although precision and recall are generally accepted and widely used measures both 
values are required to have an accurate measure of the system’s performance. It is quite often 
seen that Precision-Recall diagrams are used to demonstrate how the system’s precision in 
retiieving information drops, as more documents (images) are retrieved. Class confusion 
matrices are also a popular way of demonstrating the clustering performance of a system. An 
LxM class confusion matrix is an expanded version of Table 10 where the L rows represent 
the true (expert) categories, while the M columns the predicted categories. Although a 
confiision matiix cannot be used as is to compare the “goodness” of different classifications, 
they often serve as visualisation tools to demonstiate the “per category” performance of the 
algorithm.
Other researchers prefer to use a single value mehic to measure the performance of an IR 
system. One such measure that combines precision and recall is the so-called f-nieasure. It 
was originally proposed by Van Rijsbergen in 1979 [122] and is defined as the weighted 
harmonic mean o f precision and recall. It can be calculated using equation 3.26.
where:
p is the precision,
r is recall and
b is a weightmg parameter
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The weighting parameter b varies the influence of each variable (precision, recall) on the 
value of the f-measure. A value of b=0 makes the f-measure identical to precision, while if 
b oo then the f-measure becomes identical to recall. Typically b is set to 1 to give equal 
significance to both precision and recall and that is the value of b (=1) that we will be using in 
the evaluation section of this thesis (we will refer to the value of the f-measure for b=l as Fi).
Massey [89], experimented with an ART-1 network in the task of document clustering. To 
measure the performance of the network he uses two well-established cluster quality 
measures, namely the Jaccard (JAC) [39] and Fowlkes-Mallows (FM) [49] which use the pair 
wise counting of TP, FP and FN. Equations 3.27 and 3,28 define the two cluster validity 
measures.
TP
~  (TP + FP + FN)
TPFM = ; - —.........  3 28V(TP + FP) ■ (TP + FN)
For evaluating the performance of the proposed algorithms in this work we mainly use the 
f-measure as a single valued metric with equal weighting to precision and recall. The JAC and 
FM cluster validity measures were also calculated though in most of the cases these measure 
don’t seem to offer additional information compared to using the f-measure alone. Confiision 
matiices are also used extensively in this work to give a broader idea of the clustering 
performance of an algorithm and demonstrate whether some categories are “easier” to classify 
than others.
3.6 Summary
It appears that when humans attempt to understand a new object or phenomenon they 
always look for features that can describe or compare it to other known objects or phenomena. 
To this extent, in this chapter, we discussed ways of identifying visual features fiom still 
colour images and linguistic features fiom texts including captions that are collateral to the 
images. In addition, we discussed ways of encoding these features into vectors, suitable to be 
used in an information processing system that will leam to classify them based on their 
similarity to tlie rest of the images or documents in the collection.
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One of the vital means of dealing and subsequently managing and analysing a collection of 
images or documents is to classify them into a set o f categories. Classification can either be 
supervised or unsupervised depending on whether the categories into which data is classified 
are known beforehand or are extracted fi om the properties of the data. We believe that it is not 
always possible to have the pre-knowledge o f all the categories into which every image or 
document will be classified. Motivated by the fact that the majority o f animal brain activities 
are self-motivated or self-organising, and often do not need a teacher, we have focussed on the 
use of unsupervised classification algorithms and hence presented in details the training and |
testing procedure of SOMs and fuzzy ART networks.
For us classification is a complex cognitive task that requires the interaction and j
cooperation of many modalities we seek to investigate whether a combination of unsupervised |
learning networks can learn to simultaneously classify and associate images and their !
collateral linguistic descriptions. The architecture and tiaining procedure of two multi-net {
systems that will be used to test this hypothesis, was discussed in this chapter alongside with ;
some teehniques for measuring and comparing the performance of the proposed algorithms
In the next chapter we present two image collections with collateral text descriptions that ,
we used for extiacting both visual and linguistic features. A variety of case studies is then I
presented to evaluate the performance of the proposed algorithms under various testing ;
regimens. We examine how the feature selection process can affect the performance of the 
various systems, how the performance of monolithic approaches compares against that o f 
multi-net approaches, and in addition we assess the robustness o f the proposed algorithms by 
deliberately “damaging” some of the input data and measuring the degradation in performance 
with respect to the “damage” inflicted. A lower and an upper bound in performance are
calculated by presenting the same classification task to the k-means algorithm and a |
supervised learning MLP network respectively. j
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Chapter 4 Implementation - Experiments
4.1 Introduction
The assessment of the performance of a computing system typically involves the 
comparison of the system’s output with a consensually defined standard -the “gold standard”. 
Alternatively the output of the system may be compared, on the same input, with that of other 
similar systems. So far in this thesis we focused on the algorithms that our proposed systems 
use to compute an output, and on methods for encoding “raw” information into the input data 
that is needed by these algorithms in order to execute. As a first step towards quantifying the 
performance of oin system in various input-to-output mappings we use a plethora of testing 
regimens where the system’s accuracy, efficiency and robustness is measured.
We begin this chapter by presenting two well-known image collections with collateral 
keyword descriptions that we used for extiacting both visual and linguistic descriptors. Since 
various vectors were created for representing the visual and linguistic attributes of the images 
and the associated descriptions, a feature selection process was used to determine the 
combinations of features that best describe the visual and linguistic properties of the images 
and their collateral descriptions. A carefi.il selection of the most descriptive features is 
expected to improve the clarity of the input data with an immediate impact on the system’s 
perfonnance and also reduce the required processing time.
As a first step towards evaluating our system we calculated a lower and an upper bound in 
the classification performance of the selected feature vectore. Our aim is to compare how our 
system performs with respect to the -relatively- “worst” and “best” case scenario.
For establishing the lower bound in performance we presented our feature vectors to:
i) The k-means clustering algorithm,
ii) Agglomerative hierarchical clustering algorithms with different linkage methods 
(single, average, complete).
For establishing an upper bound in performance we used:
iii) MLP architectures trained with the back propagation algorithm,
iv) A supervised fiizzy ARTMAP network.
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A variety of case studies is subsequently presented where the accuracy and efficiency of 
the proposed multi-net systems is assessed. We seek to investigate whether decomposing the 
available modalities of information and processing them in separate -possibly expert- sub- 
modules can actually improve the overall performance of a multi-net system when compared 
to a monolithic approach where all the available information is presented to a single network. 
The evaluation results reported in this chapter extend the work done by Saragiotis et al [107], 
where the multi-net’s performance was compared to that o f a monolithic approach. In addition 
the performance of the individual components o f the multi-net systems is also evaluated. 
Using only the visual modality sub-module of the multi-net we compare our system’s 
performance in content-based retrieval and classification of images to that of the Blobworld 
system [15] and the results fiom Chapelle et al ‘s [32] Support Vector Machines (SVM). In a 
different case study the multi-nets’ performance in the automatic annotation of images and the 
automatic illustration of documents is evaluated and compared to that o f Li’s et al ALIP 
system [86]. Finally we investigate the robustness of the proposed algorithms by deliberately 
“damaging” either the weighted connections of the various networks or the vectors used for 
testing and measure how the performance of the different systems drops in response to the 
inflicted “damage”.
4.2 Training and Testing Datasets and Feature Vectors
The selection of an evaluation dataset is a crucial first step for assessing the performance 
of a computing system. A set o f requirements and characteristics has to be established, which 
will guarantee the accuracy, objectivity and repeatability of the performed experiments. Our 
selection criteria for choosing the two image collections used in this thesis were as follows:
a) Be a large and publicly (or commercially) available collection in order to ensure the 
repeatability of the experiments and allow us to compare our work to that o f other 
researchers.
b) Have collateral text descriptions available for all the images either in the form of 
fiee text or keywords.
c) Be organised in categories by the designers of the collection in order to minimize 
the subjectivity in interpreting the results o f our experiments.
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4.2.1 Training and Testing Datasets
Based on our selection criteria we now present the two image collections, the Hemera and 
the Corel collection, out of which we randomly chose a set of images with their collateral 
descriptions to be used as our tiaining and testing datasets. Using the selected images and 
collateral descriptions a variety of visual and linguistic features was identified and 
subsequently encoded into feature vectors used for training and testing our single- and multi- 
net system.
4.2.1.1 The H em era Collection
The Hemera Photo Objects (volumes 1 & T f  collection is available at a cost 
(approximately £100.00) and consists of 100,000 pre-segniented images of objects, taken 
under approximately the same conditions. For every image in the collection there is a list o f 
relevant keywords. We manually selected ten categories (balls, butterflies & moths, cars, 
drinks, flowers, finit, money, seating furniture, trains & planes and weapons) of images and 
fi om each category we randomly selected approximately 115 images for our dataset leading to 
a total of 1151 images with their associated keywords. All the images were resized to 
approximately 200x200 pixels while keeping the aspect ratio constant in order to reduce 
processing time. Table 11 shows an example image fi om each one of our ten categories.
 ^Available at www.hemera.com
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Image | Category Keywords
Balls bail blue stars children sports toys bounce
V Butterflies & Moths pseudocrea arburgi copper butterfly Africa insects black orange
Cars 1990s ford aero mat black transprxtation automobile race vehicle
1 Drinks beer brown glass bar drinking foam head suds booze liquor restaurant ale lager
# Flowers chrysanthemum red pollen plants garden vegetation petals blooms blooming
Fruit lemon yellow food orchard citrus sour
# Money cents copper Australian cash wealth currency coin
Seating arm chair brown padded living room sitting leather cushion home furniture
Trains & 
Planes
jumbo jet range airplane sky fly gray grey flight travelling airport 
plane jumbo jet passenger transportation
Weapons gun hand trigger shoot pistol handgun
Table 11 Examples of images and associated keywords from the 10 categories used from the
Hemera dataset
Every image in the collection has on average 8.7 keywords attached to it, while in total the 
1151 images from the ten selected categories had 10.018 terms. Table 12 summarises the 
linguistic characteristics of the ten selected categories.
CATEGORY AVER. No TERMS TOTAL No TERMS No ITEMS
Balls 9 915 97
Butterflies & Moths 8 993 129
Cars 10 1217 118
Drinks 10 664 65
Flowers 9 1099 117
Fruit 4 561 131
Money 8 909 120
Seating 8 862 107
Trains & Planes 11 1542 139
Weapons 10 1256 128
AVERAGE 8.7 1001 IIS
Table 12 Characteristics of the selected categories for the Hemera collection
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4.2.1.2 The Corel Collection
The second dataset that we used in this work is the often-cited Corel stock images 
collection. There are more than 600 CDs available, each containing 100 pictures with a 
roughly similar theme. Contrary to the Hemera collection the images in Corel are not pre­
segmented objects but “real-life” photographs. We selected 14 categories (CDs) to use in our 
experiments (sunrises & sunsets, air shows, bears, elephants, tigers, horses, African animals, 
cheetahs leopards jaguars, bald eagles, polar bears, mountains, fields, night scenes, deserts) 
with a total of 1400 images and the associated captions for each image. All the images were 
resized to approximately 200x130 pixels to reduce processing time. Table 13 shows an 
example image from each one of our fourteen categories.
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image Category Keywordsa Sunrises <6 sunsets Bright Sunset Over City
r a Air Shows F-14 Banking A Turn1 Bears Polar Bear On Snowy Tundra
Elephants African Elephant Scratching
a Tigers Tiger In WaterHg Horses Arabian Horses - Mare And Colt In Fenced Paddockgg African Animals Giraffe - Drinking
Cheetahs Leopards 
Jaguars Cheetah Moving Across African Savanna■ Bald Eagles Bald Eagle Carrying Fish Through The Air
Polar Bears Photographer With Drugged Bear
H Mountains Banff National Park, Lake Louiseijjjgl Fields Red Green And Yellow Flower Fields■1 Night Scenes Great Pyramid O f The Cheops, Cairo, Egypt
Deserts Scattered Hillocks, Dry Vegetation
Table 13 Examples of images and associated captions from the 14 categories used from the
Corel dataset
Every image in the collection had on average 4.8 keywords attached to it, while in total 
the 1400 images from the fourteen selected categories had 1515 terms. Table 14 summarises 
the linguistic characteristics o f the ten selected categories.
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CATEGORY AVER. No TERMS TOTAL No TERMS No ITEMS
Sunrises & sunsets 5 154 100
Air Shows 4 143 100
Bears 5 72 100
Elephants 4 48 100
Tigers 5 44 100
Florses 8 27 100
African Animals 4 99 100
Cheetahs Leopards Jaguars 3 64 100
Bald Eagles 5 48 100
Polar Bears 3 137 100
Mountains 5 78 100
Fields 4 163 100
Night Scenes 6 250 100
Deserts 4 188 100
AVERAGE 4.77 108.2 100
Table 14 Characteristics of the selected categories for the Corel collection
4.2.2 Components of a Feature Vector
Using the methods described in a previous section (section 3.2) we extracted both 
linguistic and visual features from the raw data in order to create the two different modality 
vectors.
4.2.2.1 Encoding V isual and L inguistic V ectors for the H em era dataset
Four different linguistic vectors were created for the Hemera collection. The first set of 
vectors contains binary data, while the other three sets were based on the logarithmic 
portioning method.
For the first vector type (binary) the top 20 most highly weighted tf*idf terms were 
selected from each category. Since there were ten categories assigned by the experts in our 
subset of the Hemera collection, we ended up with a total of 200 terms, which however were 
not all unique. By eliminating duplicated terms we were left with 195 unique single word 
terms, which are the basis for constructing a 195-Dimensional binary feature vector. Each 
element in the text vector was determined from the absence or presence of one of the 195 
terms in the selected list o f keywords. A disadvantage o f this method is that some of the 
images had a text vector frill o f zeros since their description included none of the 195 
keywords that we selected.
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For the logarithmic partitioning vectors we used all the terms from each category and 
divided them into logarithmic sets (section 3.2.2). For each category we ranked all the terms 
in order of their tP id f value and subsequently divided them into sets o f terms, starting with a 
small number of terms in the first set (most rare words), and exponentially increasing the 
number of terms included in the remaining sets (less rare words). We created three different 
sets o f vectors using the logarithmic partitioning method described in section 3.2.2.2. For the 
first vector we allowed three “slots” (sets) for each category giving a total of 30 sections (for 
all 10 categories), the second into 5 sections for each category giving a total o f 50 sections and 
the third one was separated into 10 sections for each category giving a total of 100 sections. 
The reason we chose this approach is to study the effect o f compacting the text vectors and 
therefore limit the amount o f available information.
For the visual feature vector we created a single vector that described different visual 
properties o f the images according to the procedure described in section 3.2.1. We extracted 
features describing the colour distiibution, edges, shape and texture of the depicted objects. 
Each visual vector had 67 elements where the first 21 described colour properties, the next 19 
edge properties, the next 7 shape properties o f the objects, and the final 20 texture properties. 
Table 15 summarises the various feature vectors created using the Flemera collection.
Hemera Collection Visual & Linguistic Features
Vector Dimensionality Method
Text 30D 30 Log. 3 slots per category
Text 50D 50 Log. 5 slots per category
Text lOOD 100 Log. 10 slots per category
Text I95D 195 Binary vector
Image 67D 67 Combine visual properties
Table 15 The various visual and linguistic vectors extracted from the Hemera dataset.
4.2.2.2 Encoding Visual and Linguistic V ectors for the C orel D ataset
Similarly to the Hemera dataset, we extracted both linguistic and visual features from the 
Corel images and their collateral descriptions. Regarding the text vectors we used the same 
techniques described earlier to create both binary and logarithmically partitioned vectors, with 
the only addition being that o f a new set o f binary vectors. These vectors were created by 
selecting the top N ( N e  {50,100,200}) ranked terms based on their weirdness (from high to 
low) from the whole dictionary of terms and subsequently detect the presence or absence of 
each term in the documents. In addition we created the logarithmically partitioned vectors 
with variable number of “slots” assigned per category, and a number of binary vectors where
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only a specific number (3, 5 or 10) of top ranked (based on their weirdness) terms were used 
for to “describe” each category. Table 16 summarises the various linguistic feature vectors 
created for the Corel collection.
Corel Collection -  Linguistic Features
Vector Dimensionality Method
Binary 50 50 Binary Top 50 terms
Binary] 00 100 Binary Top 100 terms
Binary200 200 Binary Top 200 terms
Binary Cat. 3 42 Binary Top 3 per category
Binary Cat. 5 70 Binary Top 5 per category
Binary Cat. 10 140 Binary Top 10 per category
Log. Part 3 42 Log. 3 slots per category
Log. Part 5 70 Log. 5 slots per category
Log. Part 10 140 Log. 10 slots per category
Table 16 The various linguistic vectors created from the Corel dataset
At this point we should note that in both datasets we are dealing with a rather limited 
vocabulary of terms as the collateral to the images linguistic information consists of keywords 
and short captions. It is probably valid to say that the vocabulary o f terms in both datasets is 
somewhat similar as it is manually created by expert annotators with the aim of improving 
indexing and retrieval within the collections. The techniques used here for generating the 
linguistic vectors were borrowed from document processing where generally a significantly 
larger vocabulary of terms is available. We do however feel that these techniques are not 
affected by the “smaller ” vocabulary available in our case. Having said that we should note 
that often in text processing a univarsal vocabulary is used. An interesting approach in this 
direction is that of Barnard et al [11], where WordNet® [46] was used to determine the word 
senses and semantic hierarchies of each term in the Corel dataset. A more detailed study that 
will look into ways of creating linguistic vectors using a universal vocabulary of terms and 
evaluate how these vectors perform compared to those created using our “limited” vocabulary 
is an interesting ftiture direction.
Regarding the visual feature vectors for the Corel dataset this time we extracted features 
that describe colour and texture properties of the images. With this dataset we decided not to 
use features that describe edge / structural features of the objects depicted in the images as 
there were more than one objects present in most images (deciding the number of objects 
present in any image is highly subjective). Since our approach does not depend on a 
semantically meaningful segmentation of the images (c.f. [10]) we describe the visual content 
of any given image using features extracted from the image as a whole and not from the 
specific objects present in the images.
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Tln-ee different methods were used for extracting colour features from the Corel dataset. 
The first approach is identical to that used for tire Hemera dataset, where using the RGB 
colour model, we calculate the histogram plot for each colour channel and extract features 
according to the first method described in section 3.2.1 for extracting colour features. A total 
of 21 featitres were extracted for each image using tlris method. For the second set o f colour 
featirres we use the RGB colour model again but this time we divide the image into nine (3x3 
equal blocks) sub-images, for each one o f which the aver age RGB tr iplet was calculated and 
used as a coloirr descriptor for that block (see method 2 section 3.2.1). For the third set of 
colour features we used exactly the same method as before, only that the images were divided 
into 4x4 blocks this time and instead of using the RGB colour space, we converted the images 
into the HSl colour space.
Using the co-occurrence matrices method we extracted two sets of texture features for each 
image. For the first set we process the image as a whole calculating the co-occurrence 
matrices (equation 3.1) for four different orientations and various distances (10 pixels in our 
case). Using the calculated matr ices we subsequently extr-act the features descr ibed in Table 3. 
For the second set of features we divide the image into 4x4 blocks and calculate the same 
features for each one of the 16 sub-images now and not the whole image (this time only for 1 
pixel distance to reduce processing time). The visual features extracted horn the Corel dataset 
are shown in Table 17.
Corel Collection -  Visual Features
Vector Dimensionality Method
Colour] 21 Colour Histogram -  RGB colour model
Colour2 27 Divide in 3x3 blocks -  RGB colour model
Colours 48 Divide in 4x4 blocks -  HSI colour model
Texture 1 60 Co-occurrence matrices (10 pixels distance)
Texture2 96 Divide in 4x4 blocks - Co-occurrence matrices (1 pixel distance)
Table 17 Visual features extracted from the Corel dataset
4.2.3 Feature Selection
Feature selection is a critical pre-processing stage for any information processing system, 
where only a subset of the available (extracted) features is selected and subsequently used in 
the system. There are two principal reasons for this: a) it is computationally not feasible to use 
all the available features or b) some of the features are not as “descriptive” as the rest o f them 
and hence a choice has to be made so that the “best” features are selected.
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Feature selection is an active research field and a variety of algorithms and meti ics have 
been proposed in the literature to this end. The research work in this field attempts to identify 
the most appropriate features from the complete set o f available features (as a reference the 
reader may refer to [17], [37], [63]).
We extracted a variety of features from the images and their collateral descriptions from 
the two collections that we used (see section 4.2.2). There is therefore need for some sort of 
selection among the extracted features to choose the most “appropriate” ones that will be used 
for trauiing our proposed systems. As it is not in the scope of this thesis to investigate in detail 
the challenge of feature selection, we endeavour a more “crude” approach to the task by 
presenting the different feature vectors as input to our “baseline” classifiers and measure their 
clustering performance. The k-means and the agglomerative hierarchical clustering algorithms 
that we use as “baseline” classifiers take significantly less time to cluster the data compared to 
fraining a neural network with the same input vectors and can provide us with a valid 
comparison measure of the class separability potential o f the various feature vectors.
For the Hemera dataset four different sets of linguistic feature vectors were created, while 
only one set o f visual information vectors was created that encompassed the various visual 
properties of each image (see Table 15). We used the k-means and the agglomerative 
hierarchical (complete linkage) clustering algorithm to cluster the complete set o f 1151 
images, into 10 categories, using the vectors that describe the linguistic properties o f the 
collateral to the images, text descriptions. Table 18 shows the calculated f-measures (F,) for 
the two clustering algorithms using the different feature vectors.
Hemera collection -  linguistic feature vectors
Vector K-Means(Fi)
Hier. - Complete linkage 
(F,)
Text 30D 0.55 0.56
Text SOD 0.49 0.56
Text lOOD 0.41 0.42
Text 195D 0.43 0.49
Table 18 Applying the baseline classifiers to the various linguistic feature vectors for the
Hemera collection
As the k-means algorithm depends on the randomly chosen initial cluster centres, we 
repeated each experiment 20 times and the values shown above are the mean values after 20 
repetitions. It can be seen in Table 18 that the “smaller” logarithmically partitioned text vector 
performs better compared to the rest. Increasing the size of the "slots” of the logarithmic 
partitions for each category from 3 to 5 and 10 respectively seems to have a negative effect on
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the clustering performance of the vectors. The 195-dimensional binary vector performs 
marginally better than the 100-dimensional logarithmically partitioned vector but stays far 
from the performance of the 30-dimensional one.
Regarding the visual feature vectors for the Hemera collection only one set of vectors was 
extracted that contained information describing the colour distribution, edge -  sfructural 
features, morphological features about the shape of the depicted objects and finally features 
that describe texture properties. Although we did not experiment using various combinations 
of these features, we did compare the performance of the individual visual property vectors to 
that of the concatenated vector. Table 19 shows the calculated f-measures (Fi) for the various 
visual properties and also for the concatenated vector.
Hemera collection -  visual feature vectors
Vector K-Means(Fi)
Hier. - Complete linkage 
(F.)
Colour 0.19 0.19
Edges 0.19 0.19
Shape 0.24 0.22
Texture 0.20 0.19
Image 67D 0.24 0.21
Table 19 Applying the baseline classifiers to tlie various visual feature vectors for the Hemera
collection
At a first glance we stand at the fact that the results from applying the baseline classifiers 
to the visual feature vectors are significantly worse compared to those for the linguistic 
features. Although somewhat expected this is a key remark that we draw from this work, 
which will be discussed frirther when we evaluate the performance of the various learning 
systems and comment on how the high-level linguistic features dominate over the low-level 
visual attributes. We also notice in Table 19 that there is some slight inconsistency between 
the results from the two classifiers. Using the k-means algorithm it seems that the 
concatenated vector performs better than the individual visual property vectors, with the shape 
features performing equally well as the concatenated vector. On the other hand when we use 
the agglomerative hierarchical clustering algorithm the results for the concatenated vector are 
slightly worse compared to those for the shape features. Despite this minor inconsistency we 
decided to use the 67-dimensional concatenated vector that includes the information about the 
different visual properties extracted from the images for all the experiments involving the 
Hemera collection.
For the Corel dataset a wider variety of vectors was created to encapsulate the linguistic 
features of the collateral to the images captions (see Table 16). Similarly to the previous 
experiments for the Hemera dataset, the baseline k-means and agglomerative hierarchical
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clustering (complete linkage) algorithms were applied to the complete set of 1400 vectors in 
order to cluster them into 14 -this time- categories based on the linguistic properties of the 
collateral to the images text descriptions. Table 20 shows die calculated f-measures (Pi) for 
the various feature vectors.
Corel collection -  linguistic feature vectors
Vector K-Means(Fi)
Hier. - Complete linkage 
(F.)
BinarySO 0.14 0.14
BinaiylOO 0.17 0.16
Binai-y200 0.29 0.27
Binaiy Cat. 3 0.37 0.37
Biiiaiy Cat. 5 0.35 0.35
Binary Cat. 10 0.32 0.23
Log. Part 3 0.46 0.47
Log. Part 5 0.38 0.30
Log. Part 10 0.32 0.39
Table 20 Applying the baseline classifiers to the various linguistic feature vectors for the Corel
collection
It can be seen from the results in Table 20 that the non-binary logarithmically partitioned 
vectors in most of the cases outperform the other vectors. The highest value for the f-measure 
is 0.46 for the 42-dimensional logarithmically partitioned vector with 3 “slots” per category. It 
seems that increasing the number of slots for these vectors has a negative effect on the 
clustering performance, something that agrees w ith the results from the Hemera collection. 
The first set o f binary vectors (BianiySO, Binary 100 and Binaiy200) although it performs 
significantly worse than the rest o f the vectors, it actually benefits from the increase in 
dimensionality, but even when using the 200-dimensional vector performance remains lower 
compared to the results acquired when using any of the other vectors. We decided to use the 
42-dimensional non-binary (“Log. Part 3”), logarithmically partitioned vector with 3 “slots” 
per category as the linguistic feature vector for all the experiments with the Corel dataset.
Regarding the visual feature vectors for the Corel dataset, we only extracted features that 
describe colour and texture using three different techniques for extracting colour features and 
two methods for texture features. Using the co-occurrence matrices method we extracted six 
features that describe the texture properties o f a given image (energy, contiast, entropy, 
maximum probability, homogeneity and inverse difference moments). For the two texture 
vectors tliat we created (see Table 17, texture 1 and texture2), we decided to use an additional 
feature selection stage to reduce the dimensionality of the vectors and select the combination 
of features that is more “appropriate” for describing the texture properties o f an image. We 
created separate vectors for all the different combinations of the six features that we extracted
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=63 combinations -sets o f vectors- in total). This time 
instead o f using the performance of our baseline classifiers as a measure of the “goodness” of 
the vectors we used a slightly different approach. The steps for determining the best 
combination of texture features are as follows:
1. For each combination o f features we select one of the 1400 vectors in our dataset as a 
“test” vector.
2. We “retrieve” the top 1, 5 and 20 vectors that are closest to the “test” vector based on 
their Euclidean distance.
3. We count the number of vectors that were “retiieved” in the top 1, 5 and 20 and 
belonged to the same category as the “test” vector.
4. We repeat the same procedure for all the vectors and all thç combinations of features 
and average the number of correctly retiieved vectors for all the vectors in every set 
of vectors.
The purpose of this procedure is to find a combination o f-less than six- features for which 
the average number of correctly reti ieved vectors is higher than that of the full texture vector 
with all six features. Some of the results of this procedure for the second one of the two 
texture vectors (see Table 17, texture2) are summarised in Table 21.
T o p i
Retrieved
Top 5 
Retrieved
Top 20 
Retrieved Feature Combination
Best 1
feature
combination
41.4% 34.4% 26.9% Energy
Best 2
feature
combination
41.9% 34.3% 26.8% Energy, Contrast
Best 3
feature
combination
43.5% 35.1% 27.4% Contrast, Entropy, Homogeneity
Best 4
feature
combination
43.5% 35.2% 27.3% Energy, Contiast, Entropy, Homogeneity
B e sts
feature
combination
42.3% 34.8% 27.3% Energy, Contiast, Entropy, Max Probability, Homogeneity
Full vector 41.9% 34.7% 26.7%
Energy, Contrast, Entropy, Max 
Probability, Homogeneity, Inverse 
Difference Moments
Table 21 The average chance of retrieving a vector that belongs to the same category as the 
“test” vector in the top 1, 5 and 20 vectors retrieved. The results are for the best combinations of 
1,2,3,4 and 5 featnres and the respective performance of the full vector with all six features.
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It can be seen from Table 21 that in this case “Energy” seems to be the best texture feature 
that we extracted because on average each vector has a 41.4% chance of refrieving another 
vector of the same category based on the Euclidean distance of an “Energy only” texture 
vector. It can also be seen that the full vector with all six features achieves worse performance 
compared to that of the best combination of 3,4 and 5 features. For this reason we decided to 
use one of the lower-dimensionality combinations of features instead of the fiill vector and 
more specifically the “best 3 feature combination” that performs better than the full vector and 
only has 48 elements compared to the 96-dimensional frill vector.
Respectively for the first one of the two texture vectors (see Table 17, texture 1) a similar 
table was calculated and we decided to use the “best 2 feature combination” which in this case 
included “Contrast” and “Homogeneity” and performed only marginally worse to the frill 
vector, while using only 20 dimensional instead of the 60-dimensional frill vector.
The two “new” texture vectors and the tlnee colour vectors that we extracted for the Corel 
dataset were subsequently presented to our baseline classifiers following the same procedure 
as before to determine which set o f vectors is more “appropriate” for describing the various 
images. The results from the k-means and agglomerative clustering algorithms are shown in 
Table 22.
Corel collection -  visual feature vectors
Vector K-Means(Fi)
Hier. - Complete linkage
(Pi)
Colourl 0.22 0.21
Colour! 0.22 0.19
Colours 0.25 0.22
Texture 1 (new) 0.16 0.15
Texture! (new) 0.16 0.17
ColourS-Texturel (new) 0.27 0.19
Colour3-Texture2 (new) 0.26 0.21
Table 22 Applying the baseline classifiers to the various visual feature vectors for the Corel
collection
It can be seen in Table 22 that the third colour vector (“colour3”) that uses the HSI colour 
model to calculate colour properties marginally outperforms the other two vectors that use the 
RGB colour space. The two texture feature vectors seem to perform equally well, with the 
results from the agglomerative hierarchical clustering algorithm slightly favouring the second 
vector (“texture2”). As “colour3” seems to be the best choice among the colour vectors we 
created two concatenated vectors, namely “Colour3-Texture 1” and “Colour3-Texture2” to test 
if the combination of colour and texture properties is better than the individual vectors. The
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two combined vectors outperform the individual vectors with the first vector performing better 
when the k-means algorithm is used, while tlie second vector performs better with the 
agglomerative hierarchical clustering algorithm. We will use the 96-dimensional “ColourS- 
Texture2” as our visual feature vector for the experiments with the Corel dataset.
Through the feature selection process used in this work our intention was to identify the set 
of features that performs best for the two collections of images used. The choice and the 
number of features used will affect the performance of the systems. Depending on the 
specifics of the problem at hand and the images available, a different selection / combination 
o f features could perhaps offer better results. Although some limited conclusions on this 
subject can be drawn from the experiments performed in this thesis, there is an opening for a 
friture study that will investigate in detail how the performance of the systems is affected by 
the choice and / or the dimensionality of the feature vectors. In addition several state o f the art 
CBIR systems use some sort o f weighting on the exfracted features (see for example a 
description of the “Blobworld” system [28]) depending on the needs of the problem at hand. 
For example in some cases the shape of an object is more “descriptive” than its colour and by 
assigning a higher weight to features that describe shape might be a way of improving the 
performance of system. As no form of weighting is carried out on the extracted features in this 
study, an investigation of how different weighting schemes can affect the classification and 
refrieval performance of the systems is another interesting friture direction for this work.
4 .2 .4  S yn th esis
The need of a common and fr eely available image dataset to be used as a test bed for 
evaluating CBIR systems is highlighted by many researchers working on the field. Perhaps the 
only dataset used by a large number of researchers are the Corel photo CDs, which have been 
used in numerous publications and have become somewhat of a standard in the field.
Apart from the Corel Photo CDs, which became a de facto  standard image collection, and 
whose images are copyrighted and no longer available^, there are very limited attempts for 
compiling a royalty-free collection. Among these attempts is the University o f Washington 
database [1 2 1 ] and the Bencliathlon database [16], none of which has obtained wide 
endorsement.
Corel does not sell the images anymore but various cds are available from other companies that 
sell images and /  or fr om eBay
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Müller et al in a paper on the T h e  truth about Corel’ [93], point out that despite the fact 
that Corel is somewhat o f a standard in evaluating CBIR systems almost all the evaluation 
results are based on a different subset o f this collection. Using the same CBIR system, 
evaluation measures and subset o f the Corel collection Müller shows that it is possible to 
achieve significantly different evaluation results simply by choosing different images from the 
same dataset for querying the CBIR system. In addition he manages to almost double the 
performance o f a CBIR system by removing the “bad” image categories, thus stressing the 
tact that not all Corel categories are equally “easy” and a carefril selection of the categories 
will undoubtedly improve performance. Consequently Müller claims that it is impossible to 
accurately and objectively compare the performance of CBIR systems unless if it is clearly 
stated exactly which images were used for training and querying the system, something which 
is rarely done.
Similar remarks can be drawn for the Hemera dataset that we also used in this work. 
Although it contains images of single pre-segmented objects, hence making it easier to group 
images into categories o f a similar subject, some groups still contain images that are visually 
dissimilar (e.g. we cannot expect visual similarity in a group of images of fruits). Furthermore 
we must also note that certain categories are “better” than others. For example category 
money is an example of an “easy” category, while “weapons” is an example of a more 
“difficult” category. It is therefore expected that a carefiil selection of “good” categories will 
lead to better classification and refrieval performance. Naturally that holds true for almost any 
image collection that might be used for evaluating a CBIR system since conceptual similarity 
does not necessarily guarantee visual similarity. With this in mind we ought to be careful 
when inteipreting the results o f such evaluations, as it is possible to achieve significantly 
better (or worse) results simply by selecting different images from the same dataset.
4.3 Systems’ Evaluation and Comparisons
In this section we present various case studies where we measure the perfonnance of the 
single- and multi- net systems under different testing regimens. We initially establish an upper 
and lower bound in the classification performance of the selected vectors that will be used as 
reference point for comparisons, and we subsequently move on to investigate the potential 
advantages that a multi-net architecture has over its monolithic constituents. The cross-modal 
classification and refrieval capability o f the multi-nets is explored and their performance is
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evaluated in applications that include the automatic-annotation of images and the automatic- 
illustration of documents.
4.3.1 Establishing an Upper and Lower Bound in Performance
Before moving on to train the various single- and multi- net systems with the vectors we 
selected using the procedure described before, we wish to calculate a lower and upper bound 
in the performance of these vectors for the purpose of establishing a reference point for 
comparing the performance of the various systems. Apart from the visual and linguistic 
feature vectors in this set of experiments we also use a concatenated vector that combines the 
visual and linguistic properties in a single vector. This “combined” feature vector will be used 
in subsequent case studies for testing how the various monolithic systems perform when 
presented with a vector that holds all the extiacted information (visual and linguistic).
4.3.1.1 Establishing a low er bound in perform ance
For establishing a lower bound in the perfonnance o f the selected vectors we repeat the 
procedure described in the feature selection experiments, by presenting to the k-means 
algorithm and the various agglomerative hierarchical clustering algorithms the different 
modality vectors. K-means is perhaps one of the simplest and computationally efficient 
clustering algorithms, which does not require the specification of many parameters to compute 
a solution. The hierarchical clustering algorithms, although computationally more demanding 
than the k-means, are also a popular approach to clustering especially when a giaphical 
representation (usually in the form of a dendrogram) of the clustering sfructure is required. 
We initially assume that the performance o f these clustering algorithms is guaranteed to be 
only slightly better than a random classification of the input data and we frirther assume that a 
neural network specifically designed for tliis task and trained with the same input data should 
outperform these clustering approaches. For this study we consider the results acquired from 
using these algorithms as a lower bound in the performance o f the various neural network- 
based systems.
For the Hemera dataset the 30-dimensional linguistic vector (“Text 30D”) and the 67- 
dimensional visual vector (“ Image 67D”) were used while at the same time we concatenated 
these two vectors to create a 97-dimensional vector that combined both linguistic and visual
105
Chapter 4: Implementation - Experiments
properties. For the Corel collection we used the 96-dimensional visual information vector 
(“Colours -Tex tu re2”) and the 42-dimensional linguistic vector (“Log. Part 3”), which were 
subsequently combined to create a 138-dimensional concatenated vector. For both datasets the 
complete set of vectors was presented to the “baseline” algorithms and subsequently clustered 
into 10 - in  the case of Hemera- and 14 -in  the case o f Corel- categories. The “baseline” 
results for the various sets of vectors describing the properties of the Hemera images are 
shown in Table 23, while those for the Corel dataset are shown in Table 24.
Hemera Collection -  Lower Bound in Performance
Algorithm Linguistic Vector (Fi)
Visual Vector 
(Fi)
Combined Vector 
(Fi)
K-Means 0.548 0.239 0.161
Hier. -  Complete Linkage 0.564 0.214 0.162
Hier. -  Average Linkage 0.554 0.180 0.176
Hier. -  Single Linkage 0.519 0.186 0.186
Table 23 Classification performance of the K-means algorithm and the various agglomerative 
hierarchical clustering algorithms, using the different modality vectors created from the Hemera
collection of images.
It can be seen in Table 23 that the k-means and the various agglomerative hierarchical 
clustering algoritlnns manage to cluster the linguistic vectors quite accurately with the 
complete-linkage algorithm performing slightly better that the rest. The case is radically 
different though for the visual and the combined vectors. All the hierarchical clustering 
algorithms foiled to cluster the visual vectors and created a huge cluster that contained the vast 
majority of vectors, while some outliers were assigned to the other clusters. Although the k- 
means algorithm slightly outperforms the hierarchical clustering approaches using the visual 
vectors, the performance of the combined vectors with all algorithms including k-means is no 
better than a random classification.
Corel Collection -  Lower Bound in Performance
Algorithm Linguistic Vector (Fi)
Visual Vector 
(Fi)
Combined Vector 
(Fi)
K-Means 0.459 0.264 0.381
Hier. -  Complete Linkage 0.473 0.206 0.259
Hier. -  Average Linkage 0.324 0.159 0.182
Hier. -  Single Linkage 0.248 0.132 0.132
Table 24 Classification performance of tlie K-means algorithm and the various agglomerative 
hierarchical clustering algorithms, using the different modality vectors created from the Corel
collection of images.
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Similar remarks can be drawn from Table 24 where the results of the Corel vectors are 
shown. Although the linguistic vectors perform slightly worse compared to those acquired 
using the Hemera collection, the results for the visual and combined vectors are better in the 
case of the Corel images. We could probably say that the “poor” visual vectors in the Hemera 
collection also “drag” the performance of the combined vectors, while the slightly better 
visual vectors for Corel “boost” the performance of the combined vector. Unlike the previous 
results, the “baseline” classifiers now achieve better results using the combined vectors 
compared to those for the visual vectors.
4.3.1.2 Establishing an upper bound in perform ance
As we already stated at an earlier chapter the most appealing solution to classification 
problems, according to the literature, is probably to use a supervised learning algorithm. The 
hypothesis made in this case is that the designer of the system has pre-knowledge of all the 
classes into which all the patterns are classified. Although we firmly believe that unsupervised 
classification is more suitable for our needs, we will however use two different supervised 
neural network architectures for the purpose of establishing an upper bound in the 
performance of ora vectors. We assume that a supervised neural network -given enough 
degree of freedom and adequate training epochs- can learn to classify a set o f data at a very 
high accuracy rate, with the trade off being the assumption that all the possible categories that 
the vectors can fall into are known before hand. By accepting this assumption we use the 
classification performance of various supervised learning networks as an upper limit for the 
performance of our unsupervised learning approaches.
To this extent using the same set o f vectors as before, we now train a) various MLP 
architectures with the back propagation learning algorithm, and b) a frizzy ARTMAP network. 
The reason we chose the MLPs is because they are very broadly used in various types of 
applications, while the back propagation algorithm is one of the most frequently encountered 
learning algorithms in the neural network literature. In succeeding case studies, we use the 
frizzy ARTMAP network with the different modality vectors, “forcing” the network to learn to 
classify one modality vector under the supervision of a collateral modality vector. In this set 
of experiments frizzy ARTMAP is used in the “traditional” way for the supervised 
classification of our set of vectors. This way we not only get a feeling of how a frizzy 
ARTMAP network performs in a supervised learning experiment, but in addition we can 
compare its performance to that of the often used MLPs framed on the same data.
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The input layer of the MLPs varied according to the dimensionality of the input vector that 
was used. For all the experiments we used a single layer of hidden neurons but we varied the 
number of neurons in this layer in powers of 2 ranging from 2 to 64 neurons. The output layer 
consisted of ten neurons for the ten different categories (expert’s categories) for the Hemera 
dataset and 14 nodes for the 14 categories in the case of the Corel dataset. The target vectors 
used for training the networks were binary vectors with ten or fourteen elements where the 
correct category was denoted with a 1 in the appropriate position. In addition to varying the 
architecture of the MLPs we also explored the effect o f increasing the number of training 
epochs for the various architectures and we tr ained each network for 100, 500, 1000 and 2000 
epochs. In Table 25 we list the various MLP architectures used for establishing an upper 
bound in the performance of the feature vectors o f both image collections.
Vector Input Layer ( Hemera / Corel ) Hidden Layer
Output Layer 
( Hemera /  Corel ) Number of Epochs
Linguistic 3 0 /4 2
Visual 6 7 / 9 6 2",n = 1...6 10 / 14 100, 500, 1000, 2000
Combined 9 7 / 1 3 8
Table 25 Various MLP architectures for the supervised classification experiments using the 
Hemera and the Corel dataset.
Respectively for the fuzzy ARTMAP experiments the size of the feature representation 
layer in first ART sub-module varied according to the input vector used. The second ART 
sub-module was presented with the same target vectors as in the MLP experiments, so the size 
of the input layer in this sub-module was set to ten and fourteen for the Hemera and Corel 
dataset respectively. The vigilance parameter of the first module may vary depending to the 
desired coarseness of the partitioning, while that of the second sub-module was set to pg  = I 
as the network is presented with the taiget vectors and we want a one to one mapping between 
the input and the output layer of this frizzy ART module. Unlike the MLPs, training in the 
fuzzy ARTMAP network continues until no more mismatches occur in the associations 
between the output nodes of the two frizzy ART sub-modules. There is no need therefore to 
manually specify the number of training epochs.
For the supervised learning experiments we used exactly the same set of vectors (visual, 
linguistic and combined) as before, where this time 90% of the total vectors were used for 
training (1036 vectors for Hemera and 1260 for Corel), while 10% was reserved for testing 
(115 and 140 vectors respectively).
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Using 10% of the vectors that was reserved for testing we test the networks’ response in 
predicting the category of the unseen vector. We count the number of correct responses and 
calculate the accuiacy and the f-measure of the trained networks. A summary o f the 
classification performance of the various systems when presented with our test vectors is 
shown in Table 26 and Table 27 for the Hemera and Corel collection respectively.
Hemera Collection -  Upper Bound in Performance
Architecture Linguistic Vector (Fi)
Visual Vector 
(Fi)
Combined Vector 
(Fi)
MLP 2 0.337 0.335 0.328
MLP 8 0.934 0.560 0.935
MLP 32 1 0.552 1
Fuzzy ARTMAP 1 0.480 0.712
Table 26 The classification performance (Fj) of the MLPs with 2, 8  and 32 neurons in the 
hidden layers, all trained for 1.000 epochs and that of the fuzzy ARTMAP network, using the 
different feature vectors from the Hemera collection
In the case of the MLPs it seems that both the number of hidden units and the number of 
training epochs affect the performance to a certain degree. We noticed that MLPs with less 
tlian 16 neurons in the hidden layer, or MLPs trained for less than 1000 epochs performed 
poorer compared to the rest of the MLPs. It seems thought that their performance stabilizes 
after a certain point and we noticed no significant improvement when using larger MLPs with 
64 neurons in the hidden layer, or when we trained the same networks for more than 1,000 
epochs.
Corel Collection - Upper Bound in Peiformance
Architecture Linguistic Vector (Fi)
Visual Vector 
(Fi)
Combined Vector
(Pi)
MLP 2 0.154 0.195 0.164
MLP 8 0.479 0.408 0.522
MLP 32 0.958 0.487 0.902
Fuzzy ARTMAP 0.973 0.330 0.428
Table 27 The classification performance (Fi) of the MLPs with 2, 8  and 32 neurons in the 
hidden layers, all trained for 1.000 epochs and that of the fuzzy ARTMAP network, using the 
different feature vectors from the Corel collection
Looking at the results in Table 26, it seems that the MLPs manage to learn how to classify 
both the text and the combined vectors with 1 0 0 % accuracy when tested using the unseen test 
vectors. For the visual features vectors the maximum recognition percentage was around 77% 
(Fi = 0.64) for the MLP with 32 hidden units trained for 2000 cycles. The frizzy ARTMAP
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network exhibited similar performance with the MLPs, achieving 100% recognition rate for 
the text vectors and around 62% for the image vectors. When using the combined vectors 
frizzy ARTMAP did not manage to achieve the same levels of performance as the MLPs and 
remained around 83%.
For the Corel vectors (see Table 27) the situation is similar to Hemera with the MLPs 
managing to almost flawlessly classify the linguistic and the combined vector, while the 
accuracy of the visual vector remains around 69% (F, = 0.487). It is worth noting that the 
performance of the visual and the combined vectors using the frizzy ARTMAP network 
remained significantly lower to that of the MLPs.
Regarding the Paining time required for achieving these results; frizzy ARTMAP 
outperfonns the MLPs as it takes significantly less time to converge. To put this in figures the 
higher-dimensionality combined vector for the Hemera images needed approximately 102 
epochs in a frizzy ARTMAP to converge, while the same number for the visual feature vectors 
was close to 85 epochs and a mere 10 epochs for the “easier” linguistic vector. The situation is 
similar for Corel with the linguistic vector needing 111 epochs, the visual feature vector 211 
and the combined vector 260. We must keep in mind though that the total time -in seconds- it 
takes for one epoch to complete depends on the architectural parameters like the size of the 
input / output layer, the vigilance and so on. A comparison between the performance of the 
MLPs trained for 100 epochs and the frizzy ARTMAP, which converges at approximately the 
same time would favour the latter one.
From this set of experiments it becomes quite clear that given enough degree of fr eedom 
(in terms of hidden units) and an adequate number of training epochs an MLP is capable of 
learning to classify all ora input vectors with a close to perfect performance rate. The visual 
features vectors were slightly more difficult to classify but optimum performance was 
achieved with the largest MLP, so further increase in the size -  and possibly the number -  of 
hidden layers might frirther improve performance. Roughly the same holds true for the fuzzy 
ARTMAP experiments where by appropriate experimentation with the network’s parameters 
(vigilance, recoding rate) we can achieve high recognition rates for all the input vectors. It 
does become though more of a regression task rather than a classification problem, since we 
design a network that will fit a solution for the given input vectors and most likely fail to give 
an answer if  a “new” category of vectors than the ones it learned is presented to the network.
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4.3,2 Monolithic Versus Mediated Systems
In this set o f experiments we will attempt to compare the performance of a single SOM or 
ART network to that o f the two multi-net systems. Our motivation is to test whether a multi- 
net system that processes each modality separately by an individual expert network perfonns 
better than a single neural network presented with the same challenge. As the single networks 
can only be presented with a uni-modal vector, we used an approach similar to that found in 
[30], [138] and a concatenated vector that includes both the visual and the linguistic features 
of the images will be used as input to the single networks. We seek to investigate how the 
monolithic networks perform when presented with all the available information -visual and 
linguistic- and whether the decomposition of the two available modalities in the multi-nets can 
improve the overall performance.
It is however not easy to design an experiment that allows us to directly compare the 
performance of the multi-nets against that of their monolithic constituents as they perform 
slightly different tasks. Essentially as the constituent networks of the multi-net are trained 
independently (not fully independently for the fuzzy ARTMAP network) tlie performance of 
the multi-net for a uni-modal query is expected to be identical to that o f a single network 
trained with the same modality vectors. That is if we present an “unseen” visual or linguistic 
vector to the appropriate SOM or ART, the classification or refrieval performance of that 
network is not affected by the existence of the collateral modality network and / or the 
mediating network. The advantage of the multi-net systems lies mainly in exploiting the fact 
that the association between the two modalities is also learned during training, hence making 
the multi-net systems capable of “hopping” from one modality to the other and classifying or 
refr ieving information from any of the available modalities.
4.3.2.1 M ulti-net Versus M onolithic C onstituents
The SOM-based multi-net system can be used for what Vrusias [127] described as 
“integrated classification”. Essentially, given a primary and a collateral modality vector, the 
system can “decide” which modality is “stronger” and classify the vectors based on the 
dominant modality. This ability o f the multi-net system can be used for a direct comparison to 
the classification performance of a monolithic network, as the two constituent networks 
compete among themselves to classify an “unseen” vector. Using the following experiment 
we aim to explore how the SOM-based multi-net classifies multimodal information when the 
different modality vectors are presented to the appropriate “expert” SOM and compare this
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performance to a monolithic SOM that is presented with the same information (in a single 
vector).
For the multi-net system the visual and linguistic feature vectors for the two datasets were 
presented as input to the primary and collateral SOM respectively, while for training the 
monolithic SOMs we used a concatenated vector which combined both the visual and the 
linguistic information. For the Hemera dataset we used the 30-dimensionaI linguistic vector 
(“Text 30D”) and the 67-dimensional visual vector (“Image 67D”), while for the respective 
single SOM experiments using Hemera these two vectors were concatenated to create a 97- 
dimensional combined vector. For the Corel dataset we used the 96-dimensional visual 
information vector (“Colour3 — Texture2”) and the 42-dimensional linguistic vector (“Log. 
Part 3”), which were subsequently combined to create a 138-dimensional concatenated vector 
that was used in the uni-modal experiments. For all the uni- and multi- modal experiments we 
used 90% of the total vectors for training (1036 vectors for Hemera and 1260 for Corel), while 
10% was reserved for testing (115 and 140 vectors respectively).
For both datasets the multi-net system consisted of two 15x15 SOMs^ to which the 
different modality vectors are presented. For comparison puiposes, a SOM with the same 
architecture (15x15) was used for the single-net experiments using the combined vectors. 
Both the multi-net and the single SOM were trained for 1,000 epochs and were subsequently 
labelled using the voting scheme that labels the map nodes straight from the labels of the 
training vectors (see equation 3.14).
Having trained the monolithic SOMs and the multi-net system with the training vectors we 
then tested the networks using the “unseen” set of testing vectors. We evaluated the 
performance of the monolithic networks by finding the BMU for a test vector and assigning a 
class-label for that vector based on the labels assigned to the output nodes during training 
using the voting scheme. The testing procedure for the multi-net system is as follows;
’ Previously undertaken work involved the use o f different architectures to measure the effect o f the 
size o f the output map on performance. A 10x10 and a 50x50 configuration were used with the latter 
one exhibiting slightly better performance at the cost o f very high fraining times. The 15x15 
architecture was chosen as it offers a balance between performance and computational cost.
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1. We present the primary and collateral modality test vectors to the appropriate SOMs 
and find the BMU for each SOM.
2. We calculate a normalised Euclidean distance between each modality vector and the 
BMU on the corresponding SOM.
3. We find which modality vector produced the “best” match (smallest Euclidean 
distance).
4. We shift control to the “dominant” modality SOM, and assign a class label according 
to the labelling technique that we use.
We calculate the accuracy rate for all systems and the results from this testing regimen are 
shown in Table 28.
System Perfo rm ance H em era Corel
Single SOM
Accuracy (%) 90% 69%
Multi-Net
Accuracy (%) 100% 92%
Text Im age Text Im age
Total Decisions 115 0 139 1
Correct 115 0 128 1
Table 28 Comparison of the performance of the SOM-based multi-net system and that of a 
single SOM trained with a concatenated vector that combines linguistic and visual features.
There are several remarks that can be drawn from the results in Table 28. Initially we stand 
at the feet that a single SOM with the same architecture as each SOM in the multi-net system, 
tiained for the same number of epochs using a vector with all the available information 
(linguistic and visual) performs worse compared to the multi-net system. It seems that 
combining the visual and linguistic features in a single vector “confuses” the SOM causing it 
to under-perform when compared to processing each modality separately as done in the multi- 
net system.
Another point worth making is the high accuracy rate fiom the multi-net system that 
especially in the case of the Hemera dataset managed to flawlessly classify all the test vectors. 
Taking under consideration the fact that all the “decisions” were made by the linguistic 
modality SOM it seems that the visual features of the images do not contiibute towards the 
“integrated classification” of the test images. We should however keep in mind tliat the very 
nature of the attached descriptions in our image collection (especially in the case of the 
Hemera dataset) is a manually assigned inteipretation of the low-level visual content of an 
image into a high-level semantic concept. Our classification is based on conceptual -high
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level- categories (e.g. balls, fruits, cars and so on) and the keyword descriptions assigned by 
the creators of the collection are specially chosen to assist in indexing and retrieving the 
images in the collection, hence the high performance rate o f the linguistic vectors. Similarly to 
the “visual dominance” phenomenon [34] where visual stimuli tend to dominate awareness 
over stimuli of different modalities, it seems that here we have a “linguistic dominance” 
scenario where the "over-descriptive” linguistic features dominate over the low-level visual 
features and force the multi-net system to make almost all decisions based on the linguistic 
modality SOM.
Despite the fact that we were keen to “define” a similar “integrated classification” 
experiment using the frizzy ARTMAP network the architectural differences between fuzzy 
ARTMAP and the SOM-based multi-net and the limitations imposed by these differences did 
not allow us to perform a comparable experiment. The main drawback to such an approach is 
the fact that the training procedure of the individual frizzy ART sub-modules in frizzy 
ARTMAP is not completely independent due to the match tracking mechanism. As we already 
mentioned in a previous section (see section 3.3.4), when tiaining a fuzzy ARTMAP network 
the category representation field of the first sub-module tends to increase in size in order to 
“solve” any mismatches occurring in the map field, thus leading to a large number of category 
nodes on the first frizzy ART network. As an indirect result of this there is a plethora o f nodes 
on the first module and thus the tiaining (and most likely the testing) vectors are fit better to 
the available nodes. If we attempt to calculate the bottom-up activations between a testing 
vector and the winning node of the respective modality frizzy ART network, then the first sub- 
module with the increased number of category nodes seems to generate better matches due to 
the fact that it has more “specialised” nodes. A comparison of the bottom-up activations 
between the different modality frizzy ARTs -according to the “integrated classification” 
experiment- would always favour the (extended) first sub-module (e.g. visual vectors 
dominated for all the testing vectors, if trained on the first sub-module).
4.3.2.2 M ulti-net Versus "Blobworld"
Belongie et al [15] introduced the “Blobworld” representation for images, where using the 
Expectation-Maximization algorithm an image is segmented based on some colour and texture 
features that the authors extract fr om the image and a description (“summary”) of the colour, 
texture and spatial characteristics of each segment -blob- is calculated. Each image may now 
be visualised as an ensemble of a number of “blobs” (typically less than ten) each one 
possessing a set o f attributes. Based on the Blobworld representation of an image Belongie et
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al have built a CBIR system where a user seeing the “blobworld” representation of an image, 
can select a number of blobs that are of interest to him / her and set a relative importance 
measure for the various attiibutes o f each blob. The system then using the Mahalanobis 
distance finds images in the collection, whose blobworld representation is similar to the query 
image submitted by the user and returns these images ranked according to their similarity to 
the specified query and the relative importance that the various atti ibutes have to the user,
Belongie et al evaluate their system using a subset o f the Corel dataset that includes 2000 
images arranged in 20 categories (African Specialty Animals, Air Shows, Arabian Horses, 
Bald Eagles, Bears, Canadian Rockies, Cai ibbean, Cheetahs Leopards Jaguars, China, Death 
Valley, Desserts, Elephants, Fields, France, Kenya, Night Scenes, Sheep, Sunsets, Tigers and 
Wild Animals). The authors query their system using each image from their dataset and rank 
the retrieved images based on their similarity to the query image.
We wish compare the refrieval performance of the visual component of the SOM-based 
multi-net to that o f the Blobworld system. We trained the SOM-based multi-net system using 
tlie same architecture and vectors as in the “integrated classification” experiment, but this time 
we used the complete set of vectors (visual and linguistic) for training and did not reserve any 
for testing. The following testing procedure was used to evaluate the retrieval performance of 
the visual modality SOM:
1. For each vector in our dataset we rank the nodes o f the appropriate trained SOM fr om 
the best matching node to the least matching node
2 . Starting from the BMU we refrieve all the vectors that during fraining fell on that 
node (except for the query vector) and rank them according to their similarity to the 
weight vector of the node.
3. We repeat the same procedure for all the nodes in the ranked list, until we have 
retiieved all the images that were used for training (minus one which is used as the 
query image).
4. We test the accuracy of the retrieval by comparing the category that the query image 
belongs to, to the category of the reti ieved images.
Eleven out o f the twenty categories used for the experiments in [15] are the same as in our 
collection. We are not aiming at a direct comparison of the refrieval performance of the two 
systems as a) we are using a smaller dataset than the one used in [15] and b) although the two 
datasets have 11 categories in common, as Millier pointed out in [93], comparisons between 
different subsets of the Corel collection may be highly variable. The results in Table 29 show
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how the accuracy of the retrieval for the two systems drops, as more images are retrieved, 
using queries from three Corel categories (Tigers, Sunsets and Air Shows) that are common 
between the two datasets^.
Tigers Category Query
■ B lobw  orld  
• M ulti-net
10 20 30 40 50 60 70 80 90 100
Images Retrieved
Air Show s Category Query
• B lobw  o rld  
■ M ulti-net
10 20 30 40 50 60 70 80 90 100
Images Retrieved
The results for Blobworld were “read” from the diagrams in [15], hence some small variation from 
the original data is expected. We contacted the authors asking for the results for all the categories they 
used and not only the three presented in the paper but they no longer have access to that data.
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Sunsets Category Query
• B lobw  o rld  
■ M ulti-net
10 20 30 40 50 60 70 80 90 100
Images Retrieved
Table 29 Accuracy of the retrieval drops as more images are retrieved using queries from 
three different categories of Corel. The blue line shows the performance of the “Blobworld” 
system as reported in |15|, while the pink line is the performance of the visual modality SOM of
the multi-net system.
At a first glance the retrieval performance of the two systems is equivalent, with 
Blobworld performing better than the multi-net for the “Sunset” images, while the situation is 
reversed with the “Air Shows” images. For the “Tiger” images Blobworld performs better 
only for the first 40 images retrieved and then the situation is reversed. With the exception of 
the “Air Shows” images Blobworld seems to be very accurate in retrieving the first 10 or 20 
images of each category and after that there is a rapid drop in performance, while on the other 
hand SOM’s retrieval seems to be more stable. To put that in figures, Blobworld “loses” 55% 
and 78% (“Sunsets” and “Tigers” query respectively) of its initial accuracy when 100 images 
are retrieved, while SOM only “loses” 34% - 40% for the three queries shown above. The 
explanation for this phenomenon probably lies in the different way the two systems compare 
and retrieve images. Blobworld’s performance depends on the accuracy of the segmentation 
algorithm as it is looking for images, which are made up from blobs similar to those found in 
the query image. In our approach we use features from the images as a whole without 
applying any segmentation algorithm and we therefore look for images that as a whole have 
similar visual attributes to the query image. Blobworld -depending on the accuracy of the 
segmentation- seems to be capable of pinpointing the images whose ensemble of blobs is 
closest to that of the query image, while the SOM during training produces local averages of 
the input data and hence the retrieval performance of “globally” similar images remains on 
average quite stable.
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4.3.2.3 M ulti-net Versus Support Vectors M achines
Chapelle et al [32] investigate the performance of SVMs using a variety of kernels, in the 
classification of images based on high dimensional colour histograms. Chapelle in this work 
used two different subsets of the Corel collection to evaluate the classification performance of 
the various SVMs trained. The first dataset, was the same 14-category collection (1400 
images) that we use in this thesis, while the second one was a more generic 7-category dataset 
(Airplanes, Birds, Boats, Buildings, Fish, People, Vehicles) where a total of 2670 images were 
manually selected from a pool of 20.000 Corel images. Using the Hue Saturation Value 
(HSV) colour model a 4096-dimensional histogram was calculated for each image and 
subsequently used as input to the SVMs. For the experiments with the 14-category dataset 
Chapelle used 67% of the total images (924 images) for training, while the remaining 476 
images were reserved for testing. The results acquired in [32] for the “best” SVM using a 
Laplacian radial basis function kernel are presented in Table 30.
C l C2 C3 C4 C5 C6 Cl C8 C9 CIO C l l C12 C13 C14
Sunrises C l 34
Air Shows C2 31 1 1 1
Bears C3 26 2 2 1 1 2
Elephants C4 3 1 27 3
Tigers C5 1 32 1
Horses C6 34
African Animals C7 1 1 1 30 1
Cheetahs C8 32 1 1
Bald Eagles C9 1 33
Polar Bears CIO 2 30 1 1
Mountains C l l 3 1 24 3 3
Fields C12 1 1 2 27 3
Night Scenes C13 2 1 31
Deserts C14 1 1 2 2 1 3 24
Table 30 The class confusion matrix the classification of the 14 categories in Chapelle s 
experiments |32]. The accuracy of the confusion matrix is 87%.
It can be seen fi-om Table 30 that the SVMs manage to accurately classify the 476 test 
images with very few images scattered around the diagonal of the confusion matrix and an 
overall accuracy of 87%. The worse results were acquired for the “Mountains” and “Desserts” 
images with an accuracy of 71%, while the “Horses” and “Sunrises” images were both 
flawlessly classified by the SVMs. The results reported in [32] for the more generic 7- 
category dataset were approximately 5% worse than those for the 14-category problem.
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We will compare the classification performance of the visual modality SOM of the multi- 
net system, to that o f the SVMs reported by Chappele et al in [32]’. We re-trained the SOM- 
based multi-net system using the same architecture and vectors as before but this time using 
two thirds of the total vectors (924 images) for training, while reserving one third of the 
images for testing (476 images). Apart from using the same dataset we also wanted to use the 
same number of training and testing vectors as Chapelle et al to make the results even more 
comparable. Having trained the multi-net, we calculate the winning nodes for the “unseen” 
images and assign them a class label according the labels assigned to the nodes during training 
by the voting scheme (see section 3.3.3).
C l C2 C3 C4 C5 C6 Cl C8 C9 CIO C l l C12 C13 C14
Sunrises C l 19 1 1 1 1 5 1
Air Shows C2 31 2 2 3 1 2 2
Bears C3 1 1 20 2 2 4 1 2 2
Elephants C4 2 24 1 3 1 2 1 3 1
Tigers C5 1 1 1 16 10 1 1 1 2
Horses C6 1 2 28 1 1
African Animals Cl 1 2 6 1 12 1 6 1 1
Cheetahs C8 3 1 2 1 25 4
Bald Eagles C9 2 4 2 29 2 4
Polar Bears CIO 1 1 5 5 1 21 1
Mountains C l l 2 1 2 1 21 2 1
Fields C12 2 3 4 1 1 1 2 15 1
Night Scenes C13 1 2 2 27 2
Deserts C14 2 3 2 2 1 2 13
Table 31 Class confusion matrix for the classification of the images in the 14 categories using 
the visual modality SOM of the multi-net. The accuracy of the confusion matrix is 63%.
Using an unsupervised learning SOM as we can see from the results in Table 31, we 
managed to achieve 63% accuracy in the classification of the 476 test images using features 
that describe colour and texture properties of the images. Using the multi-net system, 
“Horses” again seems to be the best classified category of images with an accuracy of 85%, 
while the SOM struggles in the classification of “African Animals”, where an accuracy of 
39% was achieved. Table 32 shows a comparison of the per-category classification accuracy 
for the SVMs and the visual modality SOM of the multi-net system.
’ Chapelle et al present the class confusion matrix for their 7-category dataset. After personal 
communication with Dr Chapelle, he kindly provided us the class confusion matrix for the 14- 
categories experiment.
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SVM  
Accuracy (%)
Multi-net 
Accuracy (%)
Sunrises 100 % 66%
Air Shows 91 % 72%
Bears 76% 57%
Elephants 79% 63%
Tigers 94% 47%
Horses 100 % 85%
Afr ican Animals 88% 39 %
Cheetahs 94% 69 %
Bald Eagles 97% 67%
Polar Bears 88% 60%
Mountains 71 % 70%
Fields 79% 50%
Night Scenes 91 % 79%
Deserts 71 % 52%
Table 32 Comparison of the per-category accuracy for the SVMs trained by Chapelle et al 
[32] and the visual modality component of our SOM-based multi-net system.
Although the performance of the SOM is significantly lower to the 87% accuracy from 
using the SVMs in Table 30, we should make a note of the fact that a) we used an 
unsupervised learning network where no information about the categories was provided 
during training and b) Chapelle et al used a significantly larger feature vector (4096- 
dimensional) to the 96-dimensional that we used to describe the visual properties o f the 
images.
4.3.2.4 Synthesis
As a closing remark for this case study we stand at the fact that the SOM-based multi-net 
system manages to outperform a monolithic SOM that is presented with the same information 
describing the two distinct modalities (concatenated in a single vector). The “integrated 
classification” experiment demonstrates how the multi-net can “shift” control to the most 
appropriate component and make a decision based on the dominant -fo r each case- modality. 
As humans, we tend to mostly rely on vision as a way of inteipreting our environment and 
hence we are accustomed to dealing with visual dominance [34] phenomena. In the case of 
image classification it seems that high-level linguistic features tend to dominate over the low- 
level visual features as they provide an inteipretation of the visual properties of an image into 
a high-level conceptual meaning of the depicted object or event often identical to the 
classification scheme used (e.g. images that belong in the “Balls” category will most likely 
include “ball” in their description). We should not however underestimate the classification
120
Chapter 4; Implementation - Experiments
and reti'ieval performance o f the visual modality component, as a comparison to systems like 
"Blobworld” and Chapelle’s SVMs demonstrates that the performance of the inferior -when it 
comes to integrated classification- visual modality is at par with that o f state o f the art systems 
particularly designed to deal with the challenge of image classification and reti ieval.
4,3,3 Cross-Modal Retrieval and Classification
In this case study we will demonstrate the multi-nets’ cross modal retrieval capability. This 
is perhaps the most interesting ability of the proposed systems, as it enables them to be used in 
novel application like the automatic annotation of images or the automatic illustration of 
documents. As discussed in a previous chapter auto-annotation (illustration) is the process 
where given an image (text) as input, the system attempts to predict a relevant textual 
description (image).
4.3.3.1 C ross-M odal R etrieval from  SO M - and AR T- Based M ulti-nets
The SOM-based multi-net system and the fuzzy ARTMAP network were used and the 
visual and linguistic feature vectors for the two datasets were presented as input to the 
appropriate SOM and fuzzy ART sub-modules o f the multi-nets. For the experiments with the 
I-Iemera dataset we used the 30-dimensional linguistic vector (“Text 30D”) and the 67- 
dimensional visual vector (“Image 67D”), while in the case of the Corel dataset the 42- 
dimensional linguistic vector (“Log. Part 3”) and the 96-dimensional visual information vector 
(“Colour3 -  Texture2”) were used respectively. In both cases we used 90% of the total vectors 
for training (1036 vectors for Hemera and 1260 for Corel), while 10% was reserved for testing 
(115 and 140 vectors respectively).
For the SOM-based multi-net both SOMs used a 15x15 output map and the system was 
trained for 1.000 epochs. Due to some architectural limitations o f fuzzy ARTMAP, described 
in section 3.4.2, two separate networks were trained to learn the text-to-image and the iniage- 
to-text associations. For the two frizzy ARTMAP networks, we varied the vigilance parameter 
of the second sub-module from a minimum value of p, j^„ = 0 . 0 0 1  to a maximum of
Pmax = 0.3 in order to achieve a number of category nodes on the second fuzzy ART close 
the number of true categories assigned by the creators of each dataset. As we explained 
before, limiting the number of created nodes on the first sub-module is not always possible
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due to the match tiacking mechanism, so we allowed the output o f the first frizzy ART to 
expand as needed.
Having ti’ained both multi-nets systems we then tested the system’s cross-modal 
classification performance using the following procedure:
1. We present a test vector (either visual or linguistic) to the appropriate SOM (ART) 
and find the best matching node for the presented test vector.
2. Using the Hebbian network (Map field) we determine the strongest link that originates 
from the winning node of the primary SOM (ART) and points to a node o f the 
complement modality SOM (ART).
3. If  we are using the SOM-based multi-net then a class label is provided to the 
presented test vector by the k-means algorithm.
4. We calculate the evaluation measures using the information about the true (expert’s) 
classes and the classes assigned by the k-means algorithm or the category 
representation layer of the frizzy ART networks.
Table 33 and Table 34 hold the results for this experiment using the Hemera and the Corel 
dataset respectively. For comparison puiposes we also show the performance of a single 
15x15 SOM and a frizzy ART network both ti’ained with the corresponding concatenated 
vectors. As before 90% of the vectors was used for tiaining, while 10% was reserved for 
testing. The SOM was trained for 1,000 epochs and evaluation was based on the class labels 
assigned following the sequential clustering approach using the k-means algorithm.
Hemera Dataset
System Input Output SOMs(F,)
Fuzzy ART(MAP)s 
(F,)
Single Net MonolithicVector
Monolithic
Vector 0.41 0.17
Visual Feature Linguistic 0J8 0.35
Multi-net Vector Feature VectorLinguistic Feature 
Vector
Visual Feature 
Vector 0.48 No convergence
Table 33 The results for the cross-modal retrieval experiments using the two multi-net systems 
with the Hemera dataset. The results of the single networks trained on the concatenated vectors 
are also presented for comparison purposes.
Although the results fr om the monolithic networks are not directly comparable to the ones 
using the multi-net systems, it is striking that the multi-nets even when presented with only 
half o f the available information (one modality vector) perform equally well or significantly
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better (frizzy ARTMAP) than their monolithic correlates. The monolithic frizzy ART network 
seems to “stmggle” with the classification of the concatenated vector, while the performance 
of the fuzzy ARTMAP network, when presented with a visual feature vector and asked to 
retrieve a linguistic feature vector is double that o f its monolithic constituent. The single SOM 
network on the other hand performs better than the SOM-based multi-net in a text-fr om-image 
retiieval, and worse in the complementary image-from-text reti ieval. An explanation for the 
fact that the fuzzy ARTMAP network failed to converge to a solution when we attempted to 
tiain it with the linguistic vectors on the first frizzy ART module, will follow.
Corel Dataset
System Input Output SOMs(Pi)
Fuzzy ART(MAP)s 
(Fi)
Single Net MonolithicVector
Monolithic
Vector 0.37 0.12
Multi-net
Visual Feature 
Vector
Linguistic 
Feature Vector 0.25 0.21
Linguistic Feature 
Vector
Visual Feature 
Vector 0.43 No convergence
Table 34 The results for the cross-modal retrieval experiments using the two multi-net systems 
with the Corel dataset. The results of the single networks trained on the concatenated vectors are 
also presented for comparison purposes.
The results fr om the Corel dataset shown in Table 34 are at par with those fi’oni using the 
Hemera images. Compared to the results in Table 33 perfomiance seems to be slightly worse 
with the Corel images. The performance of the monolithic SOM network is again “between” 
the performance of the multi-net system, with the image-fr om-text retrieval again performing 
better that the single SOM. The performance of the single fuzzy ART network remains again 
at very low rates, while the frizzy ARTMAP network performs almost twice as well as it’s 
monolithic correlate in the text-fr om-image retrieval experiment.
When a linguistic feature vector is used in the first frizzy ART sub-module of a fuzzy 
ARTMAP network and the visual feature vector in the collateral sub-module then as we can 
see from Table 33 and Table 34, tlie network could not converge to a solution. This has to do 
with the way the match tracking mechanism intervenes in the training procedure forcing the 
first sub-module to search for a new node whenever there is a mismatch in the map field. To 
put it in simpler words, the network tries to link similar high-level concepts (linguistic feature 
vector) to dissimilar low-level visual properties and that tiiggers a mismatch in the match 
tiacking mechanism that enters the network in an unstable state. As an example let us assume 
that we have two -very similar or even identical- vectors that both belong to category “A” and 
the first one attempts to be associated with a category “ 1 ” collateral vector while the second
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one with a category “2” collateral vector. Since the primaiy vectors are highly similar they 
occupy the same node, and the network tries to associate that node to two different collateral 
modality nodes (“ 1 ” and “2 ”) thus causing a mismatch that cannot be resolved with the 
addition of a new node as this fluctuation will continue because the primary modality vectors 
are highly similar. In thq opposite scenario where a category “ 1 ” and a category “2 ” vector 
(visual vectors) are both frying to get associated to the same category “A” vector (linguistic 
vector) on the other modality, then the network can create two nodes, one for classes “ 1 ” and 
one for class “2” in the first sub-module that are both associated with the same class “A” node 
in the second fuzzy ART, thus resolving the mismatch.
In section 2.2.4 we briefly discussed ALIP, a system designed by Li et al [8 6 ] for the 
automatic linguistic indexing of pictures. The ALIP system builds a dictionary of statistical 
models where each model encompasses some key visual properties of various images that 
belong to the same category (concept). The system classifies “unseen” test images, by 
comparing the visual properties of the test images to the models in the stored dictionary of 
models (one model for each category). The designers of ALIP have manually wr itten a short 
text description for each concept -category- of images and attached it to every model in the 
dictionary. A test image is annotated using the manually assigned description from the “best 
matching” to the test image model. There is an option that the description of more than one of 
the k  “best matching” models is taken under consideration for the annotation of a test image, 
and in this case a mechanism selects the most “rare” words from the descriptions of the k  
models for annotating the image. The “classification-based” auto-annotation procedure of the 
ALIP system closely resembles the way our multi-net systems perform the same task. In both 
systems we have a correct auto-annotation when the category of the test image matches the 
category of the “best matching” model or node.
4.3.3.2 SO M -Based M ulti-net Versus “A LIP”
Li et al [8 6 ] demonsfr'ate the auto-annotation performance of the ALIP system using ten 
categories fr om the Corel collection (our dataset has three categories in common with Li et al 
dataset). The concept models are created using half o f the available images for training, while 
the other half is reserved for testing. The reason for this smaller scale experiment -ALIP was 
originally trained on 600 concepts- was to avoid the fact that many categories share semantic 
meanings and hence deteriorating the categorisation accuracy of the system (e.g. images fr om 
the “France” category should also belong in the “European Scenes” category). In these 
experiment the classification performance of the system is used as an indication of the auto­
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annotation capabilities and an image is correctly annotated if the predicted by the system 
category is the same as the one the image belongs to. In Table 35 we present the performance 
of the ALIP system, as reported in [8 6 ], which manages to achieve 63.6% accuracy in 
automatically annotating the 500 unseen images that were used for testing.
% C l C2 03 0 4 05 0 6 07 08 0 9 OlO
Africa 52 2 4 8 16 10 6 2
Beach 32 6 2 2 58
Buildings 8 4 64 8 6 6 4
Buses 18 6 46 2 8 16 4
Dinosaurs 100
Elephants 8 2 8 40 8 34
Flowers 2 90 2 6
Horses 2 4 24 60 4 6
Mountains 6 6 2 2 84
Food 6 4 2 6 8 6 68
Table 35 The class-confusion matrix of ALIP’s annotation performance for the ten Corel 
categories used as reported in |86|. The rows are the true categories for the test images, while the 
columns shows the predicted categories. The numbers represent the percentage of images that 
belong to each class and were classified by the system to each of the ten categories
For comparing the auto-annotation performance of the multi-net system to that of the ALIP 
system we used the same architecture and training procedure as before. Two 15x15 SOMs 
were coupled together with the Hebbian network and the multi-net system was trained for 
1,000 cycles and all the nodes in the two SOMs were subsequently assigned a class label 
using our voting scheme. The only difference from the previous set of experiments is the fact 
that we now used 50% of the total images from the Corel dataset for training, while the rest 
were reserved for training. The reason for this choice was to use the same percentage of 
images (although we are using a different subset of Corel) as the experiments with the ALIP 
system. The class confusion matrices for the auto-annotation and auto-illustration task are 
shown in Table 36 and Table 37 respectively.
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As seen from the results in Table 36 the process of automatically annotating unlabeled 
images reached an overall accuracy of 50%, while the accuracy for the complementary 
procedure of auto-illustrating documents was around 76%. The reason for this diversity in the 
accuracy between the auto-annotation and auto-illustration experiments is justifiable if we 
consider the way our multi-net system performs these two tasks. In the task of auto-annotation 
(illustration) the system is asked to classify an unseen image (document) using the visual 
(linguistic) modality SOM and it subsequently follows the strongest Hebbian connection that 
originates from the BMU on that SOM and leads to a node on the collateral modality SOM. 
The correctness o f the annotation (illustration) procedure is based on the class label that was 
assigned during training to the destination node on the linguistic (visual) modality SOM. We 
could roughly say that the correctness of the auto-annotation (illustration) task depends on the 
chance that the classification on the visual (linguistic) modality SOM is correct multiplied by 
the chance that the Hebbian network leads us to a node with the same class label on the 
linguistic (visual) SOM. Assuming that the Hebbian mapping error is the same for both cases 
(reader may refer to Vrusias [127]) then the auto-illustration performance is somewhat 
expected to be better than the auto-annotation, as the required classification on the linguistic 
modality SOM is far more accurate (as demonstrated in previous case studies) than the 
classification on the visual modality component. Of course there could be cases where two 
false may give a positive result, where for example a wrong classification on the first SOM 
followed by an inaccurate mapping by the Hebbian network might return a correct result.
The overall annotating performance of ALIP was 63% in a 10-category problem, while our 
multi-net system achieved 50% using a different 14-category dataset. Although the ALIP 
system and our multi-net system were trained on a different subset of Corel, we will attempt a 
closer comparison of the two systems with the aid of Table 38, that presents a “limited” class 
confusion matrix for the three Corel categories that are common in the evaluation dataset o f 
the ALIP system and our multi-net.
ALIP system 1 Multi-net system | f e
tL .
C l C2 C3 C4 C l C2 C3 C4
Elephants C l 40 8 34 18 0.45 Elephants Cl 69 6 2 22 0.59
Horses C2 4 60 4 32 0.70 Horses C2 73 27 0.65
Mountains C3 2 84 14 0.53 Mountains C3 6 61 33 0.59
Other C4 30 2 94 574 O ther C4 59 44 42 955
Table 38 A limited class confusion matrix for the common categories between the evaluation 
dataset used with ALIP and our multi-net system.
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The per-category f-measure (F,) was computed for the three Corel categories that aie 
common between the two datasets. It seems that our multi-net system performs better with the 
annotation of images of “Elephants” and “Mountains”, while it performs slightly worse than 
ALIP with images of “Horses”. Although a direct comparison of the two systems is unsafe as 
a different subset of Corel was used, the comparison shown in Table 38 indicates that the 
annotation capability of the two systems is at a similar level and depending on the particular 
category one system may perform slightly better than the other.
At this point we should remind the reader that ALIP does not process the linguistic 
information in any way and for annotating the images it relies on a manually assigned 
description given by the designers of the system for every category -concept. On the other 
hand our multi-net system due to the processing of the linguistic features is also capable of 
performing the complementary task of automatically illustrating documents. If we use the 
classification performance of the visual modality SOM as a measure of the auto-annotation 
performance of the system -identically to how ALIP annotates images when only the best 
matching “concept” is chosen to conti ibute to the annotation-, then we could achieve results 
with an accuracy in the region of 63% as seen fi-om the previous case study where the 
classification performance of the visual component o f the multi-net was assessed.
4.4 Evaluating the Robustness of the Algorithms
In this set of experiments we seek to investigate how our proposed algorithms perform 
when we deliberately “damage” a random percentage either of the tiained weights o f a neural 
network or of the vectors used for testing that network. We are motivated to experimentally 
evaluate some aspects of the robustness o f the SOM algorithm and subsequently that o f the 
multi-net system when a percentage of either the weight vectors or the testing vectors is 
degraded.
To clarify what we mean by “damaging” x% of a SOM’s weights, we give the following 
example. Lets assume that we present the 67-dimensional visual vectors fi-om the Hemera 
collection as input to a 15x15 SOM. The SOM therefore consists of 67 neurons in the input 
layer, each one connected to all of the 225 neuron of the output map, which gives us a total o f 
67 ’ 225 = 15,075 weighted connections between the input and the output layer. By 
multiplying the total number of weighted connection by x% we get the number of weights that 
we randomly select to damage. Similarly assuming that the same 67-dimensional vectors are
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presented to an MLP with 32 units in the hidden layer and 10 nodes on the output layer, then 
there are 67 ■ 32 = 2,144connections between the input and the hidden layer and another 
32 10 = 320 connections between the hidden layer and the output layer, thus leading to a total 
o f2,464 weighted connections, x% of which will randomly be selected for damaging.
4.4.1.1 Damaging the Weight Vectors of SOMs
For the first set of experiments three 15x15 SOMs were presented with the linguistic 
(“Text 30D”), visual (“Image 67D”) and combined (“Combined 97D”) vectors fiom the 
Hemera collection. All three networks were trained for 1,000 epochs using the complete set of 
vectors and the output nodes of the SOMs were assigned a class label using the voting scheme 
given by equation 3.14. We subsequently damaged 5%, 10%, 20%, 50% and finally 100% of 
the total number of weighted connections in each SOM by randomly selecting an element 
from the weight vectors and making it equal to zero. The classification performance of the -  
now damaged- SOMs was measured by recalculating the winning nodes for all the vectors and 
assigning them to a category using the class labels which were computed for the undamaged 
network. Due to the randomness involved in selecting which connections to damage we 
repeated each experiment 20 times and the results shown in Table 39 are an average over 
these 2 0  repetitions.
Linguistic Vector 
(Fi)
-T---- ---- »--
Visual Vector 
(Fi)
Combined Vector 
(Fi)
Undamaged 0.99 0.46 0.79
5% Damage 0.99 (-0%) 0.38 (-17%) 0.71 (-11%)
10% Damage 0.99 (-0%) 0.34 (-26%) 0.63 (-20%)
20% Damage 0.99 (-0%) 0.30 (-35%) 0.53 (-33%)
50% Damage 0.99 (-0%) 0.25 (-45%) 0.33 (-59%)
100% Damage 0.18 (-81%) 0.18 (-60%) 0.18 (-77%)
Table 39 How the classification performance of a SOM drops when a percentage of the total 
weights are randomly chosen to be “damaged”. The table shows the results for various 
percentages of damage and the different vectors created from the Hemera images. In brackets we 
show the percentage by which performance drops compared to the performance of the
undamaged network.
Probably the most interesting comment that can be made about the results shown in Table 
39 is the fact that the performance of the SOM tiained with the linguistic vectors does not 
di’op at all even after having damaged 50% of all the weights of the SOM. The very nature of
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the keywords attached to the Hemera images in combination with the way we constructed the 
logarithmically portioned vectors, where each vector will -m ost likely- have a high value in 
the first “slot” of the category it belongs to, is probably the reason behind the infallible 
performance of these vectors. Even if  almost all the weight vectors of the nodes are damaged 
(experiments where 90% of the weights are damaged confiitn this), the linguistic vectors are 
sufficiently dissimilar among the various categories to allow an accurate classification. The 
results for 100% damage are essentially a random classification of the vectors, as all the 
weights are now equal to zero and a single node will win the complete set o f vectors.
4.4.1.2 Damaging the Weight Vectors of MLPs
The same experiment was repeated for the various MLPs tiained in section 4.3.1 for 
establishing an upper bound in the classification perfomiance of the extiacted features. 
Having trained the different MLPs with 90% o f the linguistic, visual and combined vectors 
fiom the Hemera collection we again randomly chose 5%, 10%, 20%, 50% and finally 100% 
of the total number of the weighted connections in the MLPs and set their values to zero. We 
subsequently measure the performance of the -now  damaged- MLPs using the remaining 10% 
of the vectors that was reserved for testing. Due to the randomness involved in the damaging 
procedure again we repeated each experiment 20 times and the results shown in Table 40 are 
an average over these 20 repetitions.
Linguistic Vector
(Pi)
Visual Vector
(Pi)
Combined Vector 
(Pi)
Undamaged 1 0.55 1
5% Damage 0.64 (-36%) 0.24 (-57%) 0.43 (-57%)
10% Damage 0.42 (-58%) 0.21 (-61%) 0.30 (-71%)
20% Damage 0.31 (-69%) 0.20 (-64%) 0.23 (-77%)
50% Damage 0.21 (-79%) 0.19 (-65%) 0.20 (-80%)
100% Damage 0.18 (-92%) 0.18 (-67%) 0.18 (-82%)
Table 40 How the classification performance of an MLP (32 neurons in the hidden layer, 
trained for 1000 epochs) drops when a percentage of the total weights are randomly chosen to be 
“damaged”. The table shows tlie classification results for various percentages of damage and the 
different vectors created from the Hemera images. In brackets we show the percentage by which 
performance drops compared to the performance of the undamaged network.
If we divide the performance deterioration percentage for each experiment by the final 
performance deterioration percentage when 100% of the weights are damaged, that would
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give us a normalised deterioration measure, indicative of how much performance dropped 
compared to how much it can di op.
Hemera Collection -  Normalised Performance Deterioration
Linguistic Vector 
(SOM / MLP)
Visual Vector 
(SOM / MLP)
Combined Vector 
(SOM / MLP)
5% Damage 0% /  39% 28% / 85% 14%/70%
10% Damage 0% /  62% 4.3%/91% 26% / 87%
20% Damage 0% /  74% 58% /96% 43% / 94%
50% Damage 0% / 85% 75% /97% 77% / 98%
100% Damage 100% / 100% 100%/ 100% 100%/ 100%
Table 41 The normalised performance deterioration for the SOM and the MLPs indicates the 
percentage by which performance dropped divided by how much it drops when 100% of the
weights are damaged.
As it can be seen from Table 41 the performance of the MLPs deteriorates much faster 
compared to the SOMs. Even with 5% of the total connections set to zero the MLP trained on 
the visual vectors lost 85% o f its classification performance, while the same value for the 
SOM is 28%. With 10%-20% of the weights damaged, the MLPs fail almost completely (the 
classification for the linguistic vectors is slightly better) to classify the various vectors, while 
the visual and combined SOM still perform
4.4.1.3 Damaging the Testing Vectors
In the next set o f experiments instead of damaging the weights of the various networks, we 
ti-y out how the systems perform when the feature vectors are “damaged”. The “damaging” 
procedure for the feature vectors is identical to the one described earlier for the weight vectors 
of the nodes, with the only difference being that this time instead of damaging a vector by 
setting the value of some of its elements to zero, we assign a random value between 0 and 1. 
We are particularly keen to explore how the SOMs perform when tiained with an undamaged 
set of linguistic features and subsequently tested using a set of “damaged” testing vectors. As 
we have seen fiom previous case studies, the linguistic vectors seem to “dominate” over the 
visual feature vectors achieving classification performances very close to perfect. From the 
previous set o f experiments (see Table 39) we noticed that even if  we “damage” almost all the 
nodes on a SOM trained with the linguistic vectors, it still manages to correctly classify the 
input vectors. Our motivation for this case study is to test how the same SOM architectures 
perform when trained with an undamaged set of vectors and then tested using the damaged 
vectors. Additionally we want to investigate whether the “balance” between the two
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modalities will be affected in the multi-net system and a “visual dominance” scenario will be 
observed where the system now relies on the visual attributes instead of the -now  damaged- 
linguistic vectors.
Using 90% of the vectors we trained a 15x15 SOM for 1,000 epochs and a frizzy ART 
network. We subsequently tested the networks using the remaining 10% of the vectors, which 
were randomly “damaged”. The results are shown in Table 42.
Hemera Collection -  Damaged Linguistic Vectors
SOM
(Fi)
Fuzzy ART 
(Fi)
Undamaged 0.99 0.84
5% Damage 0.72 (-27%) 0.68 (-18%)
10% Damage 0.56 (-44%) 0.57 (-32%)
20% Damage 0.40 (-60%) 0.42 (-49%)
50% Damage 0.24 (-76%) 0.24 (-72%)
100% Damage 0.14 (-86%) 0.16 (-80%)
Table 42 Tlie classification performance of a SOM and a fuzzy ART when trained with a set of 
undamaged vectors for the Hemera dataset and were subsequently tested using vectors that were 
randomly damaged at various percentages. In brackets we show the percentage by which 
performance drops compared to the performance of the undamaged network.
Unlike the previous experiment where even 90% damage on the weight vectors of a SOM 
tiained with the linguistic vectors had no effect in the classification performance, damaging 
the test vectors has an immediate impact on performance. Even with 5% damage on the test 
vectors the SOM loses 27% of its initial perfomiance
Using the SOM-based multi-net system we will repeat the “integrated classification” 
experiment (see section 4.3.2). We tiain the multi-net with 90% of the visual and linguistic 
modality vectors (1036 vectors for the Hemera dataset and 1260 for Corel), and then test it 
with the remaining 10% of the vectors (115 vectors for the Hemera dataset and 140 for Corel), 
which is now randomly “damaged”.
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Hemera Collection -  Integrated Classification
Performance
(Fi)
Image Contribution 
(Decisions / Correct)
Undamaged 1 0 / 0
5% Damage 0.62 (-38%) 66 / 39
10% Damage 0.50 (-50%) 9 3 / 5 5
20% Damage 0.46 (-54%) 113/65
50% Damage 0.46 (-54%) 114/ 67
100% Damage 0.46 (-54%) 115/ 67
Table 43 The results for the "integrated classification" experiment for the Hemera dataset, 
where we train the multi-net system using the undamaged vectors (90%) and subsequently test it 
with the remaining 10% of the “damaged” test vectors. The table also shows how the visual 
modality SOM starts making more decisions as we increase the “damage” of the linguistic
vectors.
As seen in Table 43 with 5% damage on the linguistic test vectors the multi-net loses a 
significant percentage o f its classification performance similar to the performance loss of the 
MLPs trained with the linguistic vectors, with 5% damage on their weights (see Table 40). At 
that point though the visual modality SOM is responsible for 57% of the total decisions, 
compared to no decisions for the undamaged vectors. For 20% damage on the vectors the 
performance of the multi-net stabilises as almost all the decisions now are based on the visual 
feature vectors.
Corel Collection -  Integrated Classification
Performance
(Fi)
Image Conti ibution 
(Decisions / Correct)
Undamaged 0.86 1 /1
5% Damage 0.52 (-39%) 7 0 / 4 8
10% Damage 0.48 (-44%) 107/71
20% Damage 0.49 (-43%) 134/89
50% Damage 0.50 (-42%) 140 / 93
100% Damage 0.50 (-42%) 140/93
Table 44 The results for the "integrated classification" experiment for the Corel dataset, 
where we train the multi-net system using the undamaged vectors (90%) and subsequently test it 
with the remaining 10% of the “damaged” test vectors. The table also shows how the visual 
modality SOM starts making more decisions as we increase the "damage” of the linguistic
vectors.
Similar remarks can be drawn from Table 44 that holds the results for the “integrated 
classification” experiment using the Corel dataset. It seems that with 5% damage to the 
linguistic test vectors, the system “loses” 39% o f it’s initial performance but the image 
modality SOM is now responsible for 50% of the decisions instead of the initial 0.7%. The
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performance of the two sub-modules with 5% of the linguistic vectors damaged is equall, with 
the visual SOM contributing with 48 correct decisions and the linguistic SOM with 49. We do 
notice a small fluctuation in the results shown in Table 44 with the performance of the multi- 
net dropping at F,=0.48 for 10% damage on the linguistic test vectors and 76% of the 
decisions based on the visual vectors, and then it starts rising again to a final value of F,=0.5 
for 50% damage and all the decisions made by the visual modality SOM. We consider this 
variation insignificant and within the statistical error, even though all experiments were again 
repeated 20 times and the values shown are averages over 20 repetitions because of the 
randomness involved in the “damaging” procedure. In Figure 12 we present a graph of how 
the number of correct decisions from each sub-module changes as a result of the damage we 
introduce to the linguistic test v ectors of the Corel dataset.
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Figure 12 As we damage the linguistic vectors from Corel, the multi-net “shifts” control to the 
visual modality SOM for the classification decision. Even with 5% of the linguistic vectors 
damaged, the visual SOM is responsible for half the decisions and performs equally well as the 
linguistic SOM. The final performance of the multi-net is completely based on the visual
modality.
It can be seen from Figure 12 that the “transition point” for the multi-net system is at 5% 
damage at which point both SOMs contribute and perform equally well. If we damage more 
than 5% of the linguistic vectors then the visual modality takes control more often and 
performs better than the linguistic modality. From the results of this experiment we can claim 
that we moved from the “linguistic dominance” phenomenon observed in the previous 
experiments (see section 4.3.2) to a “visual dominance”, where the visual modality SOM now
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contributes more often and finally “takes contiol” of the multi-net when the complete set of 
linguistic testing vectors is damaged.
4.5 Summary
In this chapter we evaluated our hypothesis by using the proposed multi-net systems in a 
variety of testing regimens to test the accuracy, efficiency and robustness o f the SOM-based 
multi-net and the fttzzy ARTMAP network.
We began by presenting two well-known image collections that both come with collateral text 
descriptions assigned to the images to facilitate the organisation of the collection. A subset of 
the Hemera and the Corel image collections was selected for our experiments and a variety of 
features were extracted to describe both the visual atti ibutes of the images and linguistic 
characteristics of the collateral descriptions. A feature selection procedure was deemed 
necessary to be used due to the amount of features that we exti acted from the two datasets.
Using a plethora of testing regimens we tested how the performance of the multi-net 
systems compares to that o f their monolithic correlates. We have shown that a single network 
(SOM or ART) when trained with a vector that combines the visual and linguistic properties 
o f the images in most cases performs worse compared to the respective multi-net where each 
modality is processed separately. We demonstrated how the multi-nets are able to create two 
separate “expert” networks each one capable of classifying and retrieving information in its 
own domain. The performance of the visual modality “expert” of the SOM-based multi-net 
was compared and found analogous to that of “Blobworld”, a state o f the art CBIR system.
We further evaluated our hypothesis by presenting and comparing how the two multi-net 
systems classify and retrieve information in a cross-modal way, by exploiting the presence of 
the mediating network that learns the associations between the two modalities. We compared 
the performance of the SOM-based multi-net to that of the ftizzy ARTMAP network in the 
task of automatically annotating (illustrating) “unseen” images (documents) and further 
compared the performance of the SOM-based multi-net to that o f the “ALIP” system. The 
results from the latter set o f experiment are promising; especially if we take into consideration 
the additional functionality (auto-illustration) that the multi-net has over the “ALIP” system.
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We concluded this chapter with a case study where we investigate the robustness o f the 
proposed algorithms. By deliberately damaging a random percentage of the weight vectors of 
a trained SOM and an MLP network, we demonstrated that the SOM “loses” a smaller 
percentage of its initial performance compared to the MLP. In a different set o f experiments 
we trained the SOM-based multi-net using a set o f undamaged vectors and subsequently 
measured its performance using a set of damaged testing vectors. We presented results where 
the multi-net “shifts” control between the two “expert” networks when one “expert” is not 
“confident” enough to make a decision. This way we simulated a “visual dominance” 
phenomenon where the multi-net relied more and more on the visual modality component 
because of the degraded input that it was receiving in the linguistic modality component.
In the next chapter we conclude this thesis by summarising the key outcomes o f our study. 
The main contr ibutions of the thesis will be re-stated as an evaluation of our hypothesis is now 
available. Finally we will present some ideas and suggestions about potential improvements 
and extensions that can be made to the algorithms reviewed in this thesis.
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Chapter 5 Conclusions and Future Work
5,1 Conclusions
In this thesis we discussed the idea of combining individual neural networks into multi-net 
systems, where the various components simultaneously learn to perform a different task. We 
have argued that cross-modal retrieval can be effected using unsupervised neural networks -  
one neural network, in principle, for each modality o f communication, and for each pair of 
modalities a Hebbian network to mediate between the pair. We have shown how auto­
annotation and auto-illustiation systems can be constructed, trained and tested. We are 
motivated by the way the human brain processes and disambiguates a vast amount of 
information originating fiom various sources and these cross-modal systems have their 
analogues in human information processing. For example, using fMRl and PET scan 
techniques it has been shown that during picture naming tasks areas activated include 
language areas and vision areas in the visual cortex. This has a profound implication for 
learning -  the two modalities are processed by sets o f neurons in different areas of the brain 
that are in physically different locations and are only indirectly connected via a network of 
synapses. Part of our motivation also drives from claims in the pattern recognition literature 
where a combination of -possibly weak- classifiers is expected to outperform monolithic 
approaches to the same task.
We applied our multi-net architectures in the domain of image classification and reti ieval, 
as we feel that some “intelligence” is required for the systems used in this domain, in order to 
compensate for the often subjective and poorly formulated user queries. In a limited way we 
have shown the role of cross-modality during ‘training’ facilitates recall in a ‘noisy’ 
environment: we described how linguistic cues, processed by a self-organising network 
ti ained on a linguistic vector, can aid in finding images especially when the quality of visual 
cues is not very good. We also showed that the reverse is generally true as well wherein visual 
cues may help in help in finding keywords when linguistic cues are weak. That cross-modality 
is important has been clearly demonsti ated by the generally poor performance of the so-called 
monolithic networks of se lf  organising maps. The performance of supervised learning systems 
does not, in our opinion, throw much light on how cross-modal tasks are performed in that 
typically the ‘correct answer’ in another modality is hard to find.
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The rœults in this work come to confirm claims regarding combinations of weak 
classifiers. We have used two very different approaches to self-organisation; Kohonen’s 
SOMs and Grossberg’s ART. Kohonen was inspired by the so-called maps in the human 
brain: some sensory areas, for instance in the visual cortex, are ordered according to some 
feature dimensions of the sensoiy stimuli. The mapping process in a SOM is essentially an 
exercise in dimensionality reduction that leads one or more artificial neurons in the output 
layer to respond more sti'ongly to certain input features than other neurons. There is evidence 
that neurons in the visual cortex specialise in ‘dealing’ with specific features of a visual 
stimulus -  some respond more strongly to movement whilst others to object size and yet still 
others to shapes, occlusion and orientation. Grossberg was inspired by the optimal balance 
between stability and plasticity in human information processing: in a changing environment 
humans adapt quickly and sometimes effortlessly to new types of information and this 
suggests that there is a degree of plasticity in the networks in the brain. Equally important is 
the fact that this adaptation does not usually lead to the loss o f pre-stored information despite 
the re-classification of the pre-stored information due to the impact of the new information -  
there is a degree of stability in the networks in the brain.
We have compared the performance of a multi-net system based on Kohonen’s SOMs with 
Grossberg’s frizzy ARTMAP network. If we could overcome the inevitable convergence 
problems in frizzy ARTMAPs, the one evidence we have, visual-input/linguistic output, 
suggests that the performance of the two networks, measured in terms of precision/recall, is 
similar. Further evaluation results indicate that the performance of the multi-net systems 
seems to be at par with that of other systems specifically designed for image classification -  
the work of Chapelle et al- and image retrieval -the “Blobworld” system. We have attempted 
to develop a method for evaluating the performance of multi-net systems: in this sense we 
have an intuitive bench-mark that is a monolithic network tiained on modally-undifferentiated 
vectors. To this extent single SOM and fuzzy ART networks were trained using a 
concatenated visual / linguistic vector to test whether the multi-net systems outperform the 
respective monolithic approaches. It seems that both the SOM multi-net and the frizzy 
ARTMAP network perform better that the single SOMs or frizzy ARTs under certain testing 
regimens, with the single and multi-net SOM networks generally performing better than the 
ARTs. This thesis contiibutes by extending the work by Vrusias [127] where the SOM-based 
multi-net was first introduced. The architectural similarities between the fuzzy ARTMAP 
network and the SOM-based multi-net intrigued us to perform a comparison of the 
performance of the two systems. That puts the work of Vrusias in context with existing neural 
modelling attempts and also provides a theoretical justification for the somewhat empirical 
decision of combining two SOMs with the aid of a Hebbian network.
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An objective and accurate assessment of the performance of an image retiieval / 
classification system is predicated upon the use of a common and fieely available image 
collection. The Corel collection over the years has become somewhat of a de facto  standard 
mainly because o f the number of researchers in the field that use it. One drawback of using the 
Corel collection is that due to the size of the dataset (over 60.000 images exist), most systems 
are evaluated on a different subset of the collection thus leaving space for inconsistencies, as 
some of the Corel categories may be considered “easier” than others. Any comparisons 
attempted in this work between our multi-net architectures and systems developed by other 
researchers should only be considered as an indicative measure of the relative performance of 
the systems. Even in cases where exactly the same subset of the Corel collection is used, the 
exact identity of the images used for ti aining and testing the system is rarely known.
Another interesting conclusion that can be drawn fi om this work is related to the way we 
used the fuzzy ARTMAP network as an unsupervised multimodal information processing 
system. As stated throughout this tliesis ARTMAP networks were designed for the on-line 
classification of an arbitraiy number of input patterns in a supervised fashion. The supervision 
in the ARTMAP networks is justified by the presence of the match tiacking mechanism that 
“forces” the first ART module to search for an alternate winning node in case there is a 
mismatch in the map field. Here we presented each sub-module of the fuzzy ARTMAP 
network with a different modality vector thus “forcing” the network to learn one modality 
under the supervision of the collateral modality. As we already mentioned in the evaluation 
section, our decision to use the fuzzy ARTMAP network as a multimodal information 
processing system unveiled some limitations of the architecture that prohibit it fi om being 
used in exactly the same way as the SOM-based multi-net. Although one may claim that 
presenting matching pairs of vectors in the SOM-based multi-net is a form of teaching, 
ARTMAP differs fiom the SOM-based multi-net in that the match-tracking mechanism 
intervenes in the learning procedure of the two modules. It is this characteristic o f the 
ARTMAP architecture that prohibits it from producing an output in some of our experiments 
(see auto-illustration experiment), and not the “supervised” nature of the algorithm. 
Nevertheless similarly to the SOM-based multi-net, evaluation results confirmed that the 
frizzy ARTMAP outperforms a monolithic fuzzy ART network tiained using the combined 
visual / linguistic vector.
ARTMAPs are rarely discussed in the literature under the rubric of multi-nets, despite the 
fact that these networks essentially comprise two distinct unsupervised ART modules that 
cooperate with the aid of a map field. This thesis contributes by suggesting a slightly different
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use for the ARTMAP network, which although foreseen in the literature as a possible 
capability o f such networks only limited work exists towards that direction. We used the fuzzy 
ARTMAP network for the cross-modal classification and reti'ieval of images and their 
collateral descriptions. Despite the limitations imposed by the ARTMAP architecture, the 
results in this thesis demonstiate that there is an opening for designing an ART-based 
multimodal information processing system that will address to this challenge.
At an application level we used the two multi-net systems for the automatic annotation of 
“unseen” images and the automatic illustiation of documents. As the size and amount of 
digital image libraries increases, the need for efficient management and reti ieval of the stored 
information becomes even more important. Image annotation is a time-consuming task, 
usually performed by experts in order to facilitate indexing and storage of a large collection of 
images. Designing a system that can automatically find an appropriate keyword for a given 
image can assist in the organisation of the collection and in the future it can potentially replace 
the expert annotators. In this work the two multi-net systems were trained to learn how to 
annotate images and illustrate documents in an unsupervised fashion. The performance of the ~ 
two systems was evaluated and compared to state of the art systems designed for the same 
task. Evaluation results indicate that the SOM-based multi-net can exhibit auto-annotation 
performance that is at par with that o f the ALIP system, while at the same time is also capable 
of performing the complement task of automatic illusti ation.
This work conti ibutes by proposing a different approach to the challenging task of image 
(document) auto-annotation (illustration). Our idea of auto-annotation differs fi om that found 
in existing systems in that; a) we are using modular multi-net systems that comprise 
unsupervised learning networks, b) the two modalities of information are processed separately 
and autonomously by -possibly- expert networks each capable o f classifying and retrieving 
information in its own -unimodal- domain and c) the capability o f the system to classify and 
reti ieve information in a cross- modal way derives from the cooperation of the individual 
modality processing networks.
Going back to the biological realm from where we draw our motivation, in this thesis we 
presented examples where a multi-net system trained with two different representations of the 
same object or event can choose the modality which at any case is more dominant and make a 
classification decision based on that information. When humans attempt to interpret their 
environment it seems that most o f the times their attention is dominated by vision even in 
cases where stimuli originating fiom different modality cues are equally intense as the visual 
stimuli. In our experiments using the multi-net systems we noticed that given a linguistic and
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a visual “description” of the same object or scene, the decisions o f the multi-net are almost 
exclusively based on the linguistic modality. Contraiy to the “visual dominance” 
phenomenon, obseiwed in various psychological experiments, in this work we came across a 
“linguistic dominance” phenomenon where the linguistic feature vectors were more frequently 
“trusted” by the system for the classification and retrieval of images. This can be due to the 
fact that a linguistic description of an image is a high-level conceptual interpretation of the 
depicted scene witli a broader coverage than the low-level and more specific visual attributes 
of the image.
We have introduced the notion of Tesioning’ the vectors to create ‘confiision’ and ‘noise’ 
in the input environment and by noting diminution in the performance of the networks. We 
have shown that in this circumstance the non-leisioned modality effectively intervenes and 
provides retrieval. By degrading the quality of the input stimuli in the linguistic domain, we 
demonstrated how the multi-net system started to “shift” control to the visual modality 
component, which is now sti'onger than the linguistic. We showed that from an initial 100% - 
0% (im)balance between the linguistic and visual processing sub-system, the two components 
contiibute equally when 5% of the linguistic vectors are ‘lesioned’ and the visual modality 
component ftilly takes control o f all the decisions when 20% of the linguistic vectors are 
‘lesioned’.
The contribution of our work in this area is twofold. Firstly we demonstiated that multi-net 
systems might be considered as suitable candidates for designing multimodal information 
processing systems, which resemble the brain in that the different modality cues are processed 
by distinct sub-modules and their output is subsequently combined to perform more complex 
tasks. Secondly by degrading the quality o f the input stimuli in the linguistic modality, we 
illusfrated how the -until now dominated- visual modality component of the multi-net would 
now be “trusted” more ft equently for providing a solution. This “shift” in the credibility of 
each modality cue reminds us of biological con elates, where humans for example tend to rely 
on vision (lip reading) for understanding a person in a noisy environment, while on the other 
hand auditory stimuli are more important than visual stimuli when walking into a dark room.
5.2 Future Work
An important final step for any research work is to identify the areas where the proposed 
system or algorithm undeiperforms and a friture improvement or addition would enhance the 
functionality of the system, or open the way for friture research directions. To this extent in
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this final section of our thesis we discuss some ideas about potential improvements and 
extensions that can be made to the reviewed systems.
5.2.1 Multi-nets for Modelling Human Cognitive Behaviour
One of the main conti ibutions of this thesis has been to fiirther strengthen the notion of 
multimodality and cross-modal interaction, as a way of designing intelligent systems capable 
of processing and combining information that is imparted in more than one modality. Despite 
the advances in medicine, biology or neuropsychology, our understanding o f the human 
brain’s mechanisms that produce higher cognitive behaviour, is still highly speculative. Using 
techniques like the Positron Emission Tomography (PET) or the luncfional Magnetic 
Resonance Imaging (fMRl), researchers have acquired evidence that different areas in the 
brain are responsible for processing the various cues of information that originate from 
different modality stimuli and these sensory streams may subsequently be converged into 
neurons that respond to stimuli in more than one modality.
We believe that combinations o f unsupervised learning neural networks, which consist o f 
sub-modules that not only process the unimodal input streams but also facilitate the cross- 
modal interaction of the streams, should be considered as suitable candidates for modelling 
some aspects o f human behaviour or attention. Neural networks have been used in the 
literature to simulate how the human brain learns and stores the acquired knowledge. In 
particular Grossberg and his colleagues have extensively used ART networks in various 
studies that attempt to model aspects o f human attention, behaviour and learning.
5.2.2 Multimodal Classification and Retrieval of Videos
Moving on fiom still image classification and retrieval to video retrieval is another 
interesting prospect o f this work. Video retrieval is getting a lot of attention recently mainly 
due to the lact that video acquisition and storage is now easier and more economical, while at 
the same time a video “contains” more information compared to a still image. A video stream 
is by itself multimodal as it -typically- contains a visual and an auditory cue, multiplexed into 
a single stream. A multi-net approach to video retrieval where the various components of a 
multi-net systems process the visual, audio and / or linguistic cues is a promising area of 
fiiture work.
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Current work held at the University of Surrey for the EPSRC sponsored project REVEAL 
(Grant No. GR/S98450/01) investigates how annotated video str eams from security cameras 
can be used to train a multimodal information processing system that will lear n to retr ieve 
“similar” scenes given a keyword or video query. The project also investigates how the same 
system could be used to perform automatic video summarisation by exploiting the learned link 
between video scenes and linguistic descriptions, in a way similar to how the automatic 
annotation o f images was performed.
5.2.3 Multimodal ART-based Multi-Nets
When we tested the cr oss-modal retr ieval performance of the multi-nets (see section 4.3.3) 
we noticed that the frrzzy ARTMAP network could not converge to a solution when trained 
for the auto-illustr ation task. We gave an explanation to this phenomenon, by discussing some 
of the architectural differences between the frrzzy ARTMAP network and the SOM-based 
multi-net that prohibit the first one fr om leanrirrg the text-to-image mapping. We acknowledge 
that frizzy ARTMAP was designed to address to a different task (supervised classification) 
and it was the architectural similarities between the two multi-nets that motivated us to use the 
frizzy ARTMAP network in that slightly corrtioversial way. Our main objective for this 
comparison had been to establish a theoretical justification for the somewhat empirical 
decision of combining two SOMs with the aid of a Flebbian network. We wanted to evaluate 
the performance of a formally defined neural network, which architecture is similar to that o f 
the SOM-based multi-net in the same set o f experiments. We do however believe that certain 
properties of ART networks, like the ability to cluster data in an on-line fashion and to expand 
in size when a “significantly” different category of data is presented, may prove beneficial in 
designing an ART-based multimodal processing system. To achieve that, a frilly bi-directional 
ART-based system is required, where the individual modalities are learned autonomously.
We believe that designing a bi-directional ARTMAP network that will exploit the 
advantages o f ART architectures and exhibit similar performance to the SOM-based multi-net 
in the task of auto-annotation (illustration) is a promising friture challenge. Limited work was 
carried out towards that direction using a prototype of the BiARTMAP network [18], which 
was kindly provided to us by Dr Butz. In addition we also performed some experiments where 
we “shut down” the match tracking mechanism in a frizzy ARTMAP network in an attempt to 
create a closer correlate of the SOM-based multi-net where the two frizzy ART modules are 
tr ained independently and the map field learns the associations between the most active nodes
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of the two sub-modules. The results from both these attempts were mixed and for the moment 
decided not to move this idea any frrrther, as that would be outside the scope of this thesis. We 
believe though, that a more detailed study of possible ways for combining ART networks for 
the purpose of designing an ART-based cross-modal information processing system is an 
interesting prospect.
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