Solid state systems derive their richness from the interplay between interparticle interactions and novel band structures that deviate from those of free particles. Strongly interacting systems, where both of these phenomena are of equal importance, exhibit a variety of theoretically interesting and practically useful phases. Systems of ultracold atoms are rapidly emerging as precise and controllable simulators, and it is precisely in this strongly interacting regime where simulation is the most useful. Here we demonstrate how to hybridize Bloch bands in optical lattices to introduce long-range ferromagnetic order in an itinerant atomic system. We find spontaneously broken symmetry for bosons with a double-well dispersion condensing into one of two distinct minima, which we identify with spin-up and spin-down. The density dynamics following a rapid quench to the ferromagnetic state confirm quantum interference between the two states as the mechanism for symmetry breaking. Unlike spinor condensates, where interaction is driven by small spin-dependent differences in scattering length [1] [2] [3] , our interactions scale with the scattering length itself, leading to domains which equilibrate rapidly and develop sharp boundaries characteristic of a strongly interacting ferromagnet.
Solid state systems derive their richness from the interplay between interparticle interactions and novel band structures that deviate from those of free particles. Strongly interacting systems, where both of these phenomena are of equal importance, exhibit a variety of theoretically interesting and practically useful phases. Systems of ultracold atoms are rapidly emerging as precise and controllable simulators, and it is precisely in this strongly interacting regime where simulation is the most useful. Here we demonstrate how to hybridize Bloch bands in optical lattices to introduce long-range ferromagnetic order in an itinerant atomic system. We find spontaneously broken symmetry for bosons with a double-well dispersion condensing into one of two distinct minima, which we identify with spin-up and spin-down. The density dynamics following a rapid quench to the ferromagnetic state confirm quantum interference between the two states as the mechanism for symmetry breaking. Unlike spinor condensates, where interaction is driven by small spin-dependent differences in scattering length [1] [2] [3] , our interactions scale with the scattering length itself, leading to domains which equilibrate rapidly and develop sharp boundaries characteristic of a strongly interacting ferromagnet.
In pursuit of strongly interacting ultracold atomic systems, much effort has focused on exploiting or engineering interactions capable of generating long-range ordered phases. Efforts to simulate ferromagnetism using spinor Bose gases [1, 4, 5] have taken advantage of contact and weak dipole interactions to form domains [3] and spin textures [6] [7] [8] . However, the characteristic timescales in such systems are long, and equilibrium can be reached only under a very narrow range of conditions [9] . Long-range order has also been introduced by using cavity photons [10] or lattice tilting [11] to generate interactions, but also in a non-equilibrium context.
A distinct but complementary approach has focused on the design of lattices with complex dispersion relations. The complexity of the band structure for cold atoms is now beginning to overcome the limitations of simple lattices in the ground band, and recent progress has seen more exotic lattices such as hexagonal [12] and kagome [13] , as well as occupation of higher bands [14] . One promising route toward more complicated band structures involves hybridizing the bands in a simple lattice by dynamically shaking the lattice [15] [16] [17] [18] . Experiments using this technique have created hybridized band structures with negative or near-zero tunneling coefficients [16] , or with multiple minima at high-symmetry points in the Brillouin zone [17] .
Our experiment is based on a cesium Bose-Einstein condensate (BEC) of 25,000 atoms loaded into a one dimensional optical lattice (see Methods). Using lattice shaking near the ground-to-first-excited transition frequency we create a hybridized band structure with two distinct minima at momenta k = ±k * , with k * incommensurate to the lattice (see Fig. 1 ).
A similar dispersion has been obtained in the continuum by introducing Raman-dressed spin-orbit coupling [19] , and there have been proposals for using this type of dispersion to generate spatially ordered phases [20, 21] . Labeling the minima as spin-up and spin-down and treating the system as a two-mode BEC yields an effective Hamiltonian,
where σ represents the single particle energy of each spin state, N ↑ (N ↓ ) is the number of up (down) spins, and g = 4π 2 a/mV is the interaction strength of the original gas in terms of the scattering length a, the mass m and the effective trap volume V . The factor of two in the interspecies interaction arises from inclusion of both Hartree (direct) and Fock (exchange) interactions, and represents the large energy cost to support density waves when both modes are occupied. Introducing the collective spin J representation [22] , we find the Hamiltonian for an easy-axis magnet,
where b = ↑ − ↓ is the effective field, J z = To demonstrate this ferromagnetism, we ramp the amplitude of lattice shaking to tune the dispersion from one with a single minimum to one with two distinct minima. We perform absorption images after 30 ms time-of-flight (TOF) with a magnetic gradient canceling the gravitational force of the earth; see Fig. 1c for sample images. We also average over many shots to create a density histogram, shown in Fig. 1d . When the lattice is removed abruptly, the atoms in different spin states are projected back to free particle states, giving us an effective Stern-Gerlach measurement. For no shaking up to a shaking amplitude of about 15 nm we observe a single, narrow momentum distribution centered at zero, consistent with a regular BEC. As the shaking amplitude is increased further, we observe a bifurcation and the momentum distribution develops a two-peak structure. Note that this structure occurs after averaging over many shots to create the histogram; the majority of shots will feature all of the atoms in one state or the other, that is, fully magnetized samples. Comparing to the calculated position of the minima from numerical diagonalization (white line in Fig. 1d , and see Supplementary Information), we find good overall agreement. In the spin language, the transition from one to two minima corresponds to a paramagnetic (PM) to ferromagnetic (FM) transition.
The complete magnetization of the sample above a critical shaking amplitude demonstrates a spontaneous symmetry breaking process. We investigate this process by testing its sensitivity to an explicit symmetry breaking term bJ z , see Fig. 2 . This is realized by providing the condensate a small initial velocity v relative to the lattice that acts as a synthetic with an effective temperature T eff . When the lattice shaking, and thus ferromagnetism, is ramped on slowly over 100 ms we find an effective temperature of 0.7 nK, well below the actual temperature of 7 nK and chemical potential ∼ 20 nK. This extreme sub-thermal sensitivity shows that our system is driven into a fully ferromagnetic state by spontaneous symmetry breaking. When ferromagnetism is ramped on more quickly, the sensitivity is reduced, which is the expected behavior of a quenched ferromagnet. We can identify the importance of interactions to the symmetry breaking by changing the bias magnetic field to vary the scattering length via Feshbach resonance [23] . When the scattering length is reduced from 35 a 0 to 27 a 0 , with a 0 the Bohr radius, we observe a less sensitive transition, which confirms that spin interactions depend on the scattering length.
When a ferromagnet is cooled in the absence of an external bias field, domain formation is expected. Here too we observe that with the smallest symmetry breaking applied, or rapid ramping of the ferromagnetic interaction, we can form domains. Once the shaking has ramped on, and the domains have formed, the confining potential or other sources can no longer move atoms across the barrier to the other spin state. Therefore, total magnetization (i.e. total quasimomentum) will be conserved. Figure 3a shows the domain structure at 5 ms TOF for a typical situation when ferromagnetism is ramped on slowly (over 100 ms).
A more detailed reconstruction of the original domain structure can be accomplished by taking advantage of the information in the Bragg peaks (see Supplementary Information).
Such domains are further proof of the symmetry breaking nature of our system. As one might expect for a ferromagnet, the nature of these domains depends on the conditions in which they were formed. When ferromagnetism is ramped on slowly over 100 ms, we observe larger domains, with boundaries typically oriented in the same direction (Fig. 3c ). When the ramping is done as a quench, over 10 ms, we observe a greater number of smaller domains, with less predictable orientation (Fig. 3d ). Our result is consistent with the Kibble-Zurek mechanism in the sense that faster ramps yield shorter range correlations.
To quantify difference in domain size and shape, we compute the density-weighted magnetization correlator [3] ,
where n and j z denote number and magnetization densities, and angle brackets denote an average over multiple trials. We distinguish between single and multiple domain samples (see Supplemental Information). For fully polarized domains we expect G(0) = 1, however, we obtain G(0) = 0.6 for single-domain samples, which can be explained by a 10% uncertainty in state identification. G(0) is even lower for samples with domains due to the observed domain wall size, which is limited by atom dynamics during the 5 ms TOF. Along the short trap axis, the correlations in samples with slow ramping are both stronger (indicating fewer domain boundaries) and longer range (indicating larger domains) compared with quenched samples. In quenched samples the correlations are roughly isotropic due to the random orientation of domains. In samples with slow ramping and multiple domains, the correlation along the long trap axis drops off abruptly at about 10 µm or 20 lattice spacings, see Fig.   3 . Our analysis of G(r) demonstrates that long-range spin correlations can be established, and that domains boundaries prefer to align along the short trap axis when ferromagnetism is turned on slowly.
To fully investigate the emergence of domains from a single mode condensate, we measure the spatial and momentum distribution of the atoms after a sudden (5 ms) quench across the ferromagnetic transition. Figure 4a shows images at various hold times following the quench and for different TOF, revealing that immediately following the quench the atoms
have not yet moved appreciably from their original momentum distribution, and therefore in unstable equilibrium at zero momentum. Over the course of about 10 ms, the atoms displace from this maximum into the minima on either side in a complex and dissipative manner, eventually completely depopulating the zero momentum state (see Fig. 4a ). The dissipative dynamics indicate that energy must flow into other degrees of freedom, for example the kinetic energy in the transverse (non-lattice) directions. Observation of fast mixing between the spin and motional degrees of freedom demonstrates that our spin-spin interactions are strong and will drive the system towards equilibrium on short timescales.
Given the quantum nature of our magnetic domains, which are characterized by complex order parameters e ik * x Ψ(x) and e −ik * x Ψ(x), where Ψ(x) is the bosonic field operator, we expect spatial interference if they were made to overlap. We do indeed see interference increases and the system relaxes from the quench, reaching a peak at ∼ 10 ms. This supports our interpretation, as at longer times the system nears equilibrium, domains have formed and there is no remnant population at zero momentum. Because our three dimensional condensate is thicker than the depth of focus of the imaging system, we lack the resolution to detect interference at 2k * . We also note that the interference is weaker for in situ images compared with those taken at 5 ms TOF. This suggests that as the condensate begins to relax toward the two minima, it has already begun to break up in real space to reduce density corrugation. With a time-of-flight image, the domains pass over one and other, allowing us to visualize the quantum inference more clearly.
In conclusion, we have demonstrated a novel method for creating and observing longrange magnetic order using a double-well band structure created by near-resonant lattice shaking. We are able to modify the dispersion quite significantly with only minimal heating.
With increasing shaking strength we can realize a paramagnetic to ferromagnetic transition. with the tightest trapping in the direction of gravity and imaging [25] . The atoms are then loaded into a one-dimensional optical lattice at 35
• to the in-plane trapping directions, where the final atom number is between 20,000 and 30,000 at a temperature of 7 nK. After the atoms are loaded into the optical lattice, a sinusoidal shaking is turned on with a linear ramp of between 5 and 100 ms. After the shaking is ramped on, we shake the atoms for 50-100 ms before performing an in situ image or extinguishing all lattice and trapping light for a time-of-flight image. Moderate heating is observed during the lattice shaking, resulting in a lifetime of 1 s. Our optical lattice is formed by reflecting one of the dipole trap beams back on itself after passing through two oppositely oriented acousto-optic modulators (AOMs).
The lattice modulation is accomplished by frequency modulating the driving radio frequency (around a carrier of 80 MHz) for the paired AOMs, which changes the relative phase, and therefore the optical path length, between the AOMs (see Supplemental Information).
Lattice shaking
To realize a double-well dispersion, we use a periodic shaking of the optical lattice at a frequency near the ground band to first excited band transition at zero quasi-momentum.
This shaking allows the two bands to mix, creating a competition between the positive curvature of the ground band and the negative curvature of the excited band, as shown in Fig. 1 . For our experiments we use a laser wavelength λ L = 1064 nm (lattice spacing 532 nm) and lattice depth V = 7.0 E R , where
2 L is the lattice recoil energy. This yields a zero momentum band gap of 5.0 E R . We apply the shaking at a slightly blue-detuned frequency of 7.3 kHz = 5.5 E R /h, which gives the least heating when the double-weel dispersion is formed. The solid black curves in Fig. 1b show the lowest two bands without shaking in the dressed atom picture. To confirm that the bands will mix to create a double-well potential, we have numerically computed the hybridized Floquet states for several different shaking amplitudes and the results agree well with the experiment (see Supplemental Information). The single-particle physics of an atom in a (1D) time-dependent optical lattice formed by retroreflected light of wavelength λ L is governed by the Hamiltonian
where
2 L is the recoil energy, λ L /2 is the lattice constant, V is the lattice depth in terms of recoils, and x 0 (t) is the time-dependent lattice offset. For periodic lattice offsets x 0 (t + T ) = x 0 (t), the Hamiltonian is characterized by temporally and spatially periodic Floquet states. In analogy with spatially periodic Bloch states, which define momentum only up to an overall lattice momentum, the Floquet states define energy only up to an overall energy E = h/T , corresponding to the absorption or emission of one quantum of energy at the shaking frequency. We break the Hamiltonian (1) into discrete time steps and numerically diagonalize in order to determine the minima of the hybridized bands.
Initial velocity and effective field
To induce an effective energy imbalance we use controlled initial velocity changes to correct for random variations in laboratory conditions. Over times much shorter than the trapping frequency, the effective energy imbalance of a given initial velocity can be quantified by performing a Galilean transformation to the atomic reference frame. This modifies the dispersion relation E(k) → E(k) − kv, where v is the initial velocity. For small v this will split the spin states by ± k * v, where ±k * corresponds to the positions of the minima.
Over longer periods this approximation breaks down, but it remains true that initial velocity breaks the symmetry between the two states and transformation provides an approximate energy scale. Fortunately, laboratory conditions change on long enough timescales that several successive shots can be acquired under similar conditions. We can alter the initial velocity around the random value by changing the relative beam powers of the trapping beams, which moves the trap center slightly and alters the initial velocity. The initial velocity changes are quantified by observing the change in momentum of a cloud with no lattice shaking during a series of control experiments taken between successive data shots.
Because our random variations are larger than our sensitivity, we have performed several scans under each set of conditions (∼ 40) and adjusted the 50% point of each scan to zero.
If the midpoint of the transition were characterized by random statistics, with a 50% chance of complete-up and 50% chance of complete down, this would tend to bias us toward a sharper transition by a small amount (∼ 1 nK). However, as the midpoint of the transition involves domain formation, this bias will be a much smaller effect. To determine the effective temperature, we assume a Boltzmann distribution, where the average momentum M in terms of initial velocity v would be
DOMAIN RECONSTRUCTION
In images taken with 5 ms TOF the domain structure is visible in the center of the image, as portions of the cloud move in opposite directions. On either side of the main cloud are higher momentum Bragg peaks induced by the lattice, which has been abruptly turned off along during the expansion. True in situ images cannot distinguish the domains, while for longer TOF the shape of the domains is distorted too much during the expansion.
To leading order atoms in both spin states respond to the lattice shaking with the same phase, so the physical motion (in the lab frame) for either must be the same. If the atoms are released when traveling to the right, the spin-up atoms can have mostly momentum k * , with only small amounts of higher Bragg peaks at k * ± 4π/λ L . By contrast, spin-down atoms must have a large fraction at −k * + 4π/λ L in order to be physically moving right.
Thus, the relative strength of the center and side two Bragg peaks forms a signature that identifies the spin state of each section of the image. We define a three-dimensional vector which is proportional to the density at each Bragg peak, w = (n L , n 0 , n R ) (Fig. S1 ). The vector is defined pixel-wise and is normalized to sum to one. Using images which can be identified clearly as fully spin-up or spin-down, we determine typical vectors w ↑ and w ↓ .
Then when analyzing multi-domain images, we compute the population fraction of different 
CORRELATION ANALYSIS
In the correlation analysis, we distinguish multi-domain samples as those with a nearly equal amount of population in different states. We choose those where the sum of magnetization divided by the sum of density is smaller than 0.275, where 0.5 is the theoretical value for a fully polarized sample. This corresponds roughly to having less than 77.5% of the sample in the same state. For the analysis of fully magnetized sample, we select images with this ratio larger than 0.305, or more than 80.5% in the same state. Although this threshold may seem low, our determination of the magnetization has associated error, and empirically these numbers correctly distinguish the single-and multi-domain cases.
PHASE-MODULATING THE LATTICE
Our optical setup is shown in Fig. S2 . The lattice shaking is accomplished by sinusoidally varying the phase of the retro-reflected beam. The beam passes through two acousto-optic modulators (AOMs) which, combined, leave the phase unaffected, whereupon it is focused by a mirror, then reflected to pass through the same AOMs again, for a total of four AOM passes [1] . When the AOM frequency is changed, the relative phase of the acoustic waves in the two AOMs changes, leading to variable total phase change on reflection. The sinusoidal modulation of the phase is then done by frequency modulation of the AOM signal. We calibrate the phase modulation by measuring the momentum kick acquired by a step function lattice displacement. A null result occurs for steps with are multiples of 2π, allowing us to calibrate in terms of the lattice spacing. 
