An efficient estimate based on FFT in topological verification method  by Hiraoka, Yasuaki & Ogawa, Toshiyuki
Journal of Computational and Applied Mathematics 199 (2007) 238–244
www.elsevier.com/locate/cam
An efﬁcient estimate based on FFT in topological
veriﬁcation method
Yasuaki Hiraoka∗, Toshiyuki Ogawa
Department of Mathematical Science, Graduate School of Engineering Science, Osaka University, Japan
Received 14 December 2004
Abstract
In this paper, localized patterns of the quintic Swift–Hohenberg equation are studied. A numerical veriﬁcation method with
the Conley index theory developed in Zgliczyn´ski and Mischaikow [Rigorous numerics for partial differential equations: the
Kuramoto–Sivashinsky equation, Found. Comput. Math. 1 (2001) 255–288] is used in order to prove these patterns.A new technique
to efﬁciently obtain estimates for nonlinear terms is presented. The key idea is based on the pseudo-spectral method. It is shown that
this technique is inevitable for the veriﬁcation of the localized patterns.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we deal with the quintic Swift–Hohenberg equation:
ut =
{
 −
(
1 + 
2
x2
)2}
u + u3 − u5 (1)
under the periodic boundary condition u(x + L0, t) = u(x, t), where x, t, u(x, t) ∈ R. In particular, our main interest
is devoted to stationary localized patterns of this equation. Sakaguchi and Brand [10] observe by computer simulations
that the quintic Swift–Hohenberg equation may have many types of stable localized stationary solutions in suitable
parameter regions. Furthermore, they heuristically explain the relation between the existence of the stable localized
patterns and the coexistence of stable uniform solutions and stable spatially periodic (roll) solutions, which is realized
in the subcritical region (< 0). Let us comment that the original Swift–Hohenberg equation corresponds to (1) with
= −1 and no quintic term. In this case, the equation describes the onset of Rayleigh–Bénard heat convection and the
parameter  represents the Rayleigh number [12].
Let us observe the following bifurcation diagram shown in Fig. 1. This diagram represents the bifurcation branches for
approximate stationary solutions of (1) with =3. These bifurcation branches are numerically calculated by the pseudo
arclength method [7]. From the ﬁgure, we can observe that the pure mode branch bifurcates from the trivial solution
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Fig. 1. Bifurcation diagram of (1) with = 3.
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Fig. 2. Proﬁles of equilibria on the segments Uk , Sk , k = 1, 2, 3 (= −1.3).
u(x, t)= 0 around  ≈ 0. This bifurcation occurs as a subcritical pitchfork type. Then, right after the bifurcation from
the trivial solution, a mixed mode solution bifurcates from this pure mode branch. The bifurcation structure around
the trivial solution can be studied by using weak nonlinear analysis based on the center manifold reduction. These
analytical results are consistent with the bifurcation structure shown in Fig. 1 (see [5]).
However, let us note the mixed mode solutions in a parameter region far away from  = 0. We can observe that the
saddle-node bifurcations repeat on the mixed mode branch between  ≈ −1.735 and −1.110. This behavior cannot
be predictable from the weak nonlinear analysis. We call such a bifurcation branch “a snaky bifurcation branch” in
this paper and study it in detail. Let us denote each segment on the snaky bifurcation branch between two successive
saddle-node bifurcations byUk and Sk as is described in the ﬁgure. Fig. 2 shows thewave proﬁles on the lower segments.
We can observe localized patterns which correspond to the numerical results shown in [10].
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Since the bifurcation branches in Fig. 1 are approximate, we cannot insist whether these localized solutions on
the snaky bifurcation branch really exist or not. Hence we study the existence of these localized solutions from the
viewpoint of the rigorous numerics. We adopt a topological veriﬁcation method developed in the paper [14] for the
veriﬁcation. In the topological veriﬁcationmethod, we deal with the Fourier expansion to derive the inﬁnite dimensional
dynamical systems. However, our targets are localized patterns and many Fourier modes are required to express these
patterns. This causes the trouble of the computational cost for the veriﬁcation. In this paper, we present an efﬁcient
improvement of the topological veriﬁcation method to overcome the difﬁculty. This technique plays an crucial role for
the veriﬁcation of the localized patterns.
Let us ﬁnally remark that there have been several works [1,6,13] which deal with the stationary problem of (1), i.e.
the fourth-order ordinary differential equation. In these works, the localized solutions are analyzed from the viewpoint
of the homoclinic orbits for the trivial solution by the asymptotic expansion. They prove the existence of the homoclinic
orbits around the ﬁrst bifurcation point. However, it seems to be difﬁcult by these approaches to relate the existence
of the homoclinic orbits with the snaky branch. In the paper, we directly study the stationary solutions on the snaky
bifurcation branches by numerical veriﬁcation.
2. Topological veriﬁcation method
At ﬁrst, we recall the elementary results of the Conley index theory, which plays an important role throughout this
paper (see [2,11] formore detailed introductions). Let : R+×X → X be a semiﬂowon a locally compactmetric space
X, whereR+=[0,∞).A complete orbit through x is a function x : R → X such that x(0)=x and(t, x(s))=x(t+s)
for any s ∈ R and t0. Given a subset N ⊂ X, Inv(N,) := {x ∈ N | ∃a complete orbit x : R → N} is called
the maximal invariant set in N. A compact set N is deﬁned as an isolating neighborhood if its maximal invariant set is
included in the interior of N, i.e. Inv(N,) ⊂ Int(N), where Int(N) denotes the interior of N. This maximal invariant
set is called the isolated invariant set.
Deﬁnition 1. A pair of compact sets (N,N+) is called an index pair for the isolated invariant set S if N+ ⊂ N and
the following three conditions hold.
1. Cl(N\N+) is an isolating neighborhood of S.
2. N+ is positively invariant in N.
3. If x ∈ N and (R+, x) /⊂ N , then there exists a t0 such that ([0, t], x) ⊂ N and (t, x) ∈ N+.
Here Cl(N\N+) denotes the closure of N\N+. The above condition 2 is equivalent to say that if x ∈ N+ and
([0, t], x) ⊂ N for some t > 0, then ([0, t], x) ⊂ N+. The property 3 means that every orbit which leaves N in
forward time has to go through N+ before leaving N.
Deﬁnition 2. Let (N,N+) be an index pair for an isolated invariant set S. The Conley index of S is deﬁned by the
relative homology group of (N,N+):
CH ∗(S) := H∗(N,N+).
It should be noted that the above deﬁnition is well-deﬁned [2,11]. More precisely, we can show that there exists an
index pair for any given isolated invariant set. In addition, if (N1, N+1 ) and (N2, N
+
2 ) are two different index pairs for
the same isolated invariant set, then CH ∗(Inv(Cl(N1\N+1 ),))CH ∗(Inv(Cl(N2\N+2 ),)). Hence, given an index
pair (N,N+) for S, we also use the notation CH ∗(N,N+) to express the Conley index of S.
Next, following papers [3,14], we discuss how index information can be used to verify the existence of the stationary
solution. By using the Fourier cosine expansion u(x, t) =∑j∈Z aj (t) cos(jk0x), where k0 = 2/L0 and a−j = aj ,
the system of ODEs for (1) is given by
a˙j = fj (a) = j aj + f (3)j (a) − f (5)j (a), j = 0, 1, . . . . (2)
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Here a˙j represents the time derivative of aj , j =  − (1 − j2k20)2 and
f
(3)
j (a) =
∑
m1+m2+m3=j
mi∈Z
am1am2am3 , f
(5)
j (a) =
∑
m1+m2+m3+m4+m5=j
mi∈Z
am1am2am3am4am5 .
By the general theory [8], this system of ODEs is well-posed on the space
X :=
⎧⎨
⎩a = (aj ) | ‖a‖2X :=
∑
j0
a2j (1 + k20j2)4 <∞
⎫⎬
⎭ .
That is to say the system of ODEs (2) deﬁnes a continuous semiﬂow  : R+ ×X→ X. On this setting, a stationary
solution can be regarded as an equilibrium point of fj (a) = 0, j = 0, 1, . . . .
In order to apply the Conley index theory to (2) we introduce a subset Y ⊂ X by
Y =
∏
j0
Yj , Yj :=
{
R, j = 0, 1, . . . , m,[
− c
j s
,
c
j s
]
, j >m,
(3)
where s > 92 and c > 0. Moreover, let us consider the product topology on Y. Then it is easy to check that the topology
induced by the metric ‖ · ‖X and the product topology are equivalent on the topological space Y. Moreover, by the
standard energy estimates, we also show that there exists a compact positively invariant set X in Y which contains a
global attractor of (2). Obviously, the semiﬂow  induces a new semiﬂow ¯ : R+ ×X → X on the positively invariant
set and the arguments throughout the paper are based on this setting. We refer to [4] for details.
In order to reduce the inﬁnite dimensional problem to ﬁnite dimensional one, it is convenient to use the following
notation:
a = (aF , aI ), aF = (a0, a1, . . . , am), aI = (am+1, am+2, . . .),
f (a) = (fF (a), fI (a)), fF (a) = (f0(a), f1(a), . . . , fm(a)), fI = (fm+1(a), fm+2(a), . . .).
In the following, subscripts F and I represent the ﬁnite part and the inﬁnite part, respectively. Let us remark that we
choose m in such a way that the essential dynamics of (2) should be contained in the ﬁnite part.
Let gF (aF ) := fF (aF , aI =0) be the Galerkin approximation of f (a) and a¯=(a¯F , 0) be an approximate equilibrium
point such that gF (a¯F ) ≈ 0. For the numerical veriﬁcation, it is necessary to prepare such an approximate solution
since we try to verify the existence of a stationary solution around the approximate solution. Note that the error term
of the Galerkin approximation is r(aF , aI ) := fF (aF , aI ) − gF (aF ).
Given a compact set, we need to check the vector ﬁeld on the boundary for the computation of the Conley index.
For this purpose, it may be convenient to introduce a new variable bj , j = 0, 1, . . . , by
(PbF + a¯F , bI ) = (aF , aI ), (4)
where the eigenvectors pj , j = 0, 1, . . . , m, of the Jacobi matrix DgF (a¯F ) are taken to be column vectors for the
matrix P. We assume that DgF (a¯F ) is diagonalizable and the eigenvalues j , j = 0, 1, . . . , m, corresponding to the
eigenvectors pj satisfy Re(j ) 	= 0. This transformation deﬁned by (4) is denoted by T : (bF , bI ) 
→ (aF , aI ).
After theTaylor expansion of gF (aF ) at a¯F with the newvariable bj , the original dynamical system can be represented
by
b˙j = hj (b) := j bj + Rj (b), j = 0, 1, . . . , (5)
where j := j , Rj (b) := f (3)j (P bF + a¯F , bI ) − f (5)j (P bF + a¯F , bI ) for the inﬁnite part (j >m) and
RF (b) = P−1(gF (a¯F ) + 12D2gF (a¯F )(PbF )2 + · · · + 15!D5gF (a¯F )(PbF )5 + r(bF , bI )). (6)
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Let us consider a compact set
W = WF × WI , WF :=
m∏
j=0
[b−j , b+j ], WI :=
∏
j>m
[
− c
j s
,
c
j s
]
, (7)
where c and s are positive constants. For this compact set, we call F−j := {b ∈ W | bj = b−j } and F+j := {b ∈
W | bj=b+j } the faces ofW.Then the transversality of the vector ﬁeld (5) on the facesF±j is checked byhj (b)|b∈F±j 	= 0.
Deﬁnition 3. A compact set W =∏j0[b−j , b+j ]  0 given by the form (7) is deﬁned as a lifting set for the dynamical
system (5) if the following conditions are satisﬁed.
1. The vector ﬁeld is transverse on all the faces of W.
2. The vector ﬁeld on the boundary WF × WI is inward to W, i.e., hj (b)|b∈F±j ≶0 for j >m.
Let us deﬁne W+F ⊂ WF by the union of the faces of WF where the vector ﬁeld is directed outward. We also deﬁne
W+ := W+F × WI . From the deﬁnition of the lifting set, (W,W+) can be an index pair. Moreover, we can check
CH ∗(W,W+)=H∗(W,W+)=H∗(WF ,W+F ). Therefore the Conley index of the lifting set is essentially determined
by its ﬁnite part. From this argument, we often use the notation CH ∗(WF ,W+F ) for the Conley index of the index pair
(W,W+).
Now we are ready to show a theorem which plays a central role for the topological veriﬁcation method of stationary
solutions.
Theorem 4 (Zgliczyn´ski and Mischaikow [14]). LetW be a lifting set for the dynamical system (5). If the Conley index
of the lifting set W satisﬁes
CHj(WF ,W
+
F )
{
Z2, j = k,
0 otherwise (8)
for some k ∈ {0, 1, . . . , m}, then there exists an equilibrium point of (2) in T · W .
Let us remark that, from the viewpoint of the rigorous numerics, it is necessary to explicitly construct a lifting set
which satisﬁes the condition in Theorem 4. It is known that, from the argument in [3,14], the form of the lifting set (7)
enables us to obtain the estimates for the vector ﬁeld {hj (b)} in W by using the interval arithmetic. Therefore we can
rigorously check the sufﬁcient condition in Theorem 4.
3. Efﬁcient method for estimates of error bounds
In this section, we discuss an efﬁcient method to obtain estimates of nonlinear terms. From the error bounds studied
in [3], we have to rigorously calculate the ﬁnite sum given by
∑
m1+m2+···+mp=j
|mi |m
am1am2 · · · amp, j = 0, 1, . . . , m (9)
for the estimates of the pth nonlinear terms. The direct calculation of this collection requires the O(mp) computational
cost. Obviously, it is not efﬁcient for large m and p. We present an improvement to efﬁciently calculate the ﬁnite sums
(9). The key idea comes from the pseudo spectral method, which is well-known as one of the numerical simulation
methods for studying nonlinear PDEs.
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We discuss the quadratic nonlinearity (p=2) for the sake of simplicity. Let us consider the discrete Fourier transform
and its inverse:
al =F(u)|l =
2m−1∑
j=0
u(xj )e
−ilk0xj
, (10)
u(xj ) =F−1(a)|j = 12m
m∑
l=−m+1
ale
ilk0xj
. (11)
Here {xj = (L0/2m)j}, j = 0, 1, . . . , 2m − 1, are grid points in the interval [0, L0] and k0 = 2/L0.
The basic idea of the pseudo-spectral method is the following. First of all, we pull back the Fourier coefﬁcients {al}
to the original variable {u(xj )} by (11). Then we calculate the nonlinear term {u2(xj )} at each grid point. Finally, the
sum (9) may be calculated by transforming {u2(xj )} to each Fourier mode by (10). These arguments can be described
as follows.
cl =
2m−1∑
j=0
u(xj )
2e−ilk0xj
= 1
2m
∑
m1+m2=l−m+1mim
am1am2 +
1
2m
∑
m1+m2=l±2m−m+1mim
am1am2 . (12)
The second term of (12) is called an aliasing error. This error is incorporated into the convolution because two different
Fourier modes by modulo 2m cannot be distinguished due to the discretization of the space. One of the methods to
remove aliasing errors is as follows [9]. We extend the size of the discrete Fourier transform from 2m to 2m for > 1.
In addition, let {aj }, j =−m+ 1, . . . , m, be taken as the same values of the original Fourier coefﬁcients for |j |m
and aj = 0 for the remainder. Then, the same calculation shown in (12) for the extended Fourier coefﬁcients leads to
cˆl = 12m
∑
m1+m2=l|mi |m
am1am2 +
1
2m
∑
m1+m2=l±2m|mi |m
am1am2 .
Hence, if > 32 , then the second term which causes the aliasing error can be completely eliminated. Finally the ﬁnite
sum (9) for p = 2 is calculated by 2mcˆl .
The same approach can be applied to the general nonlinear term (9) by taking  suitably. For example, the similar
calculation leads to the following lemma, which is needed for the veriﬁcation in the quintic Swift–Hohenberg equation.
Lemma 5. The constant  to remove aliasing errors should satisfy > 2 for p = 3 and > 3 for p = 5, respectively.
Note that by using the fast Fourier transform (FFT) equipped with the interval arithmetic we obtain the rigorous
error bounds of (9) quite efﬁciently. The computational cost only depends on the calculation of FFT and reduces to
the order m logm. This technique becomes indispensable for topological veriﬁcations of the localized patterns of the
quintic Swift–Hohenberg equation.
Let us denote an approximate solution on the snaky branch in Fig. 1 by u(x; , l)=∑|j |m aj cos(jk0x), where the
Fourier coefﬁcients {aj } correspond to the approximate equilibrium point on each segment l =Uk, Sk at the parameter
value . Then, we obtain the following theorem by the topological veriﬁcation method with FFT algorithm.
Theorem 6. Let  = −1.3, k0 = 0.1, and  = 3. Then there exists a stationary solution u∗(x; , l) of the quintic
Swift–Hohenberg equation in the neighborhood of each approximate solution u(x; , l), l = Uk, Sk, k = 1, 2, 3, such
that
‖u∗(·; , U1) − u(·; , U1)‖L21.04077019 × 10−8,
‖u∗(·; , S1) − u(·; , S1)‖L21.57739803 × 10−8,
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‖u∗(·; , U2) − u(·; , U2)‖L22.44819377 × 10−8,
‖u∗(·; , S2) − u(·; , S2)‖L24.31155312 × 10−8,
‖u∗(·; , U3) − u(·; , U3)‖L22.83246161 × 10−9,
‖u∗(·; , S3) − u(·; , S3)‖L27.47772691 × 10−9.
Here, we set c= 1.0 and s = 5 for the power decay property (7) in the veriﬁcations. Moreover, the dimension for the
ﬁnite part is chosen as m = 256 for Uk, Sk, k = 1, 2, and m = 512 for U3, S3. From the above numerical results, we
can expect that there really exist a snaky bifurcation branch in the quintic Swift–Hohenberg equation (1) as is shown
in Fig. 1. In the paper [5], not only the existence of the localized stationary solutions but also the bifurcation structure
of the quintic Swift–Hohenberg equation is discussed in detail.
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