1. The development of social science perspectives on methodological inter-relation
different findings on different occasions, or there being no predictable consistencies in the working of given methods. The latter is especially important in the convergent validation approach to triangulation, as it is premised on the combined methods having different and distinctive biases; if methods are susceptible to the same biases, combining them may simply multiply error. Further implied is that these sources of error can be anticipated and their effects can be traced during analysis. It is in this sense that Levins= (1966, p. 423) declaration that >our truth is the intersection of independent lies= is so apt.
The doctrine of convergent validation therefore requires agreement of results from diverse but systematic uses of methods, data sources, theories and investigators (Denzin 1989) . Some maintain that combining methods or drawing on different data sources only enhances validity where each is associated with compatible ontological and epistemological perspectives (Blaikie 1991). Post-positivists have somewhat sidestepped the ontological/epistemological critique with the argument that datasets are open to interpretation from a range of theories. Another perspective is that combining different methodologies does not necessarily enhance validity but can extend the scope and depth of understanding (Fielding and Fielding 1986; Denzin and Lincoln 2000; Fielding and Schreier 2001) .
Triangulation has also been informed by rationales for the methodological >division of labour= (Sieber 1979) . For Sieber, qualitative work can assist quantitative work in providing a theoretical framework, validating survey data, interpreting statistical relationships and deciphering puzzling responses, selecting survey items to construct indices, and providing case studies. Quantitative data can identify individuals, groups and settings for qualitative fieldwork and indicate representative and unrepresentative cases. Quantitative data can counteract the >holistic fallacy= that all aspects of a situation are congruent, and can demonstrate the generalisability of limited-sample observations. Qualitative research sometimes succumbs to >elite bias=, concentrating on respondents who are articulate, strategically placed, and have a status that impresses researchers. Quantitative data can compensate by indicating the full range that should be sampled. Qualitative data can contribute depth to quantitative research, and suggest leads that the more limited kinds of quantitative data cannot address.
As well as combining methods, triangulation can also involve using a number of data sources (self, informants, other commentators), several accounts of events, or several researchers. Denzin's (1970) original conceptualization, which was related to Webb et al=s (1966) work on >unobtrusive measures=, not only involved multiple methods (>data triangulation=) but multiple investigators (>investigator triangulation=) and multiple methodological and theoretical frameworks (>theoretical and methodological triangulation=).
Each main type has a set of sub-types. Data triangulation may include time triangulation, exploring temporal influences by longitudinal and cross-sectional designs; space triangulation, taking the form of comparative research; and person triangulation, variously at the individual level, the interactive level among groups, and the collective level. In investigator triangulation, more than one person examines the same situation. In theory triangulation, situations are examined from different theoretical perspectives. Methodological triangulation has two variants, >within-method=, where the same method is used on different occasions (without which one could hardly refer to >method= at all), and >between-method=, where different methods are applied to the same subject in explicit relation to each other.
While the classical approach represented by Campbell=s work seeks convergence or confirmation of results across different methods, the triangulation term has accumulated so many renderings that it is now clearer to use the terms >convergence= or >confirmation= when seeking cross-validation between methods. In reality the classic goal of seeking convergence has always been relatively unusual. One reason is the difficulties caused when results fail to converge, but another is the effort required to pursue the goal of producing convergent findings. Morgan (1998) argues that researchers often cannot afford to put so much effort into finding the same thing twice. Moreover, the complex topics of social research make apparent the different strengths of different methods, supporting a more flexible approach to methodological combination than in classic triangulation.
The fact that there are different constructions of triangulation implies there are varying degrees of rigour in operationalising triangulation. We might, for example, regard as relatively weak the idea that validity will be enhanced simply by drawing on data collected by different researchers using the same method, while approaches based on combining different methods might be regarded as more rigorous. For triangulation to be credibly founded and implemented, we must identify in advance the characteristic weaknesses or types of error associated with the chosen methods so that we can discount the danger that they might be susceptible to the same threats to validity. Thus, much depends on the logic by which researchers derive and mesh together data from different methods. >What is involved in triangulation is not the combination of different kinds of data per se, but rather an attempt to relate different sorts of data in such a way as to counteract various possible threats to the validity of (their) analysis= (Hammersley and Atkinson 1995: 199) .
Triangulation in itself is no guarantee of internal and external validity. Its real value is not that it guarantees conclusions about which we can be confident but that it prompts in researchers a more critical stance towards their data. Too often, research attracts the criticism that its conclusions simply confirm what everyone already knew. Evaluative criteria for qualitative methods are particularly problematic, with much recourse to >ethnographic authority= (Hammersley and Atkinson 1995) , the defence of interpretations not by adherence to systematic, externally-tested analytic procedures but because the researcher >was there= and so must have the best sense of what the data mean. Validity queries may be met by reference to the amount of time spent in fieldwork, the rapport achieved and so on. Such criteria contrast sharply with the warrant for inferences from quantitative data, where statistical procedures are used whose steps are standardised, so that adherence to each stage can be checked, and whose criteria for drawing a particular conclusion are not only explicit but precisely define the conditions under which it can be expected to hold. Triangulation enables qualitative researchers to adopt the stance often characteristic of the quantitative researcher, for whom conclusions are always >on test=, hold only under specified conditions, and whose relationship to the data is not uncritical >immersion= but measured detachment.
It is not suggested that qualitative researchers should transform their approach to resemble that of quantitative researchers, but we can certainly argue that the value of triangulation lies more in >quality control= than any guarantee of >validity=. The approach promotes more complex research designs that oblige researchers to be more clear about what relationships they seek to study, what they will take as indicators of these relationships, and so on. Diffusely-focussed exploratory research will always have a place but as qualitative research tackles more precisely-specified topics and becomes more prominent in policyrelated research its audiences want to know how confident in the findings they can be. Even in exploratory work researchers cannot be indifferent to accuracy.
Moreover, when findings from independent methods converge, it is not simply a matter of identifying points of agreement. We also have to identify the conditions under which findings are invariant, explain failures of invariance, and determine why given conditions apply. The differences between findings from different knowledge sources can be as illuminating as their points of agreement. Triangulation helps address the tendency to focus on data fitting preconceptions or that is conspicuous at the expense of less exotic, but possibly more indicative, data. While the rigidity of quantitative methods helps researchers resist such faults, their work is not immune to such problems either. However, such faults can more readily be traced because quantitative methodologies necessitate clarity about hypotheses, make the researcher=s assumptions more explicit, and sediment these assumptions in research instruments that cannot generally be adjusted after they are deployed.
Deploying qualitative methods alongside quantitative methods in multiple-method research designs helps qualitative research gain some of these benefits. Similarly, it can bring to quantitative elements of the research more refinement and analytic depth.
1.2 From convergent validation to the celebration of diversity.
As well as taking a convergent validation perspective, the original literature on combining methods usually involved one method taking precedence (Creswell 2003) . Qualitative components rarely held this role and were mostly used for pilot work or follow-up with a sub-sample. More recent approaches suggest more even-handed combinations, as in Caracelli and Green=s (1997) classification of mixed method research into component designs (such as >complementary= or >comparative= designs) and integrated designs, which include iterative designs, nested designs and holistic designs. Caracelli and Greene (1993) identify four different strategies through which qualitative and quantitative data might be integrated. The first, data transformation, requires data of one type being converted into that of another so they may be analysed together. Typological development, the second strategy, involves the use of conceptual categories emergent from the analysis of one type of data to the analysis of a contrasting data type. Third, extreme case analysis requires the researcher to focus on exceptional examples found in one type of data and refine their explanation of it via analysis of data of another type. The final strategy, data consolidation, extends the data transformation strategy in that data are converted into another form, but the emphasis is on assimilating multiple forms of data to produce a new dataset.
These strategies enable numerous types of multiple method research design. Green et al (1989) identified six main dimensions of methodological design. When combining two methods the nature of the relationship between the methods can be categorised along each dimension [see Figure 1 ]. Thus, combining a survey with qualitative interviewing -two distinct methods -can be categorised as using different paradigms to explore different aspects of the same phenomenon, in sequence (e.g., first the survey, then the interviews); with the methods being independent but with each method having equal status. Figure 1 here Moreover, the research designs must be distinguished from the reported rationale or practical purpose of the research (see Table 1 ). Table 1 here Other attempts at definitive typologies arrive at different numbers of main types of methodological combination (Creswell 2003; Niglas 2004; Tashakkori and Teddlie 1998) , some of which proliferate to the point of intellectual indigestion (Johnson and Onweugbuzie 2004) . The most exhaustive typology can never capture all potential combinations; the essential thing is having a considered but open stance in deriving a design that captures the research question. Over-concentration on choosing exactly the right permutation at the outset can make for an unhelpfully rigid approach, but this is not to sideline preliminary reflection.
Rather, it is to say that precisely specifying the research question is the key thing, and from this a sense of the best methodological combination will emerge, with the proviso that researchers must always be ready to adjust the design in light of what is found. Research design is not a stage, it is a process.
Broadly, strategies for interrelating findings from multiple methods fall into two types, 'combination' and 'conversion' (Bazeley 2006 ). An instance of combination is when Statistical techniques like cluster analysis, correspondence analysis and multidimensional scaling can be applied to such 'quantitized' qualitative data. For example, nonstandardised interviews documenting types of adaptation to labour force position can be used as the basis of a probabilistic cluster analysis. The proximity and probability of classification of each respondent towards the centre of the relevant cluster (i.e. type) can thus be visualised and categories reduced to fewer dimensions by multiple correspondance analysis. Kuiken and Miall (2001) used this technique to specify experiential categories derived from interview response in a study comparing different readers' impressions of the same short story. Having identified attributes qualitatively, categories were specified by a quantitative cluster analysis that systematically varied the presence of individual attributes.
Subsequent qualitative inspection of the clusters further differentiated the types. In her study of mixed methods projects, Niglas (2004) used scales to capture variation amongst them on various characteristics of research design. Cluster analysis of variables from her quantitative content analysis produced eight distinctive groups and identified the characteristics best differentiating them. The findings were compared to discursive notes from her initial reading of the study to produce summary descriptions of each group. The descriptions were used to make the final assignment of studies into categories representing variables for further statistical analysis. These alternating quantitative and qualitative procedures do not challenge the essential integrity of the quantitative and qualitative components of the method. They represent moves to interrelation rather than juxtaposition of different forms of data.
2. Core principles of multiple-method research design
Epistemology and pragmatism
The advantages of combining methods do not require that we ignore that different approaches are supported by different epistemologies. Accepting the case for interrelating data from different sources is to accept a moderate relativistic epistemology, one that justifies the value of knowledge from many sources, rather than elevating one source. Taking a triangulation or multiple-method approach is to accept the continuity of all data-gathering and analytic efforts. Proponents are likely to regard all methods as both privileged and constrained: the qualities that allow us to access and understand one kind of information close off other kinds.
A full understanding flows from tackling the research question in several ways.
Results from different methods founded on different assumptions may, then, be combined for different purposes than that associated with convergent validation. Theoretical triangulation does not necessarily reduce bias, nor does methodological triangulation necessarily increase validity. Combining results from different analytic perspectives or methods may offer a fuller picture but not a necessarily more >objective= or >valid= one.
When we combine theories and methods we do so to add breadth or depth to our analysis, not because we subscribe to a single and >objective= truth. In the social realm it is beyond our capacities to achieve absolute objectivity or axiomatic truth, but this is not the same as rejecting the attempt to be objective or the standard of truth. It is merely to accept that our knowledge is always partial and incomplete. We can make it less so by expanding the sources of knowledge on which we draw. When we accept an empirically-based conclusion with identifiable and defined limits, such as that educational achievement is generally related to social class but the relationship is more pronounced for ethnic minority people (discussed in Becker 1986), we implicitly accept the >constant and unevadable necessity for interpretation and change of aspect= (Needham1983: 32). That is the ultimate warrant for the triangulation paradigm.
2.2 A rounded picture: data in tandem and data in conflict.
We comment later on the extent to which MMRD is practised in applied research. Our principal example is taken from applied research for the UK Environment Agency (EA). One project, Flood Warning for Vulnerable Groups (FWVG) ) was designed to explore the social distribution of flood risk and variation in public awareness and the ability to respond to flood warning, especially for those seen as more >vulnerable=. The second project, Public Response to Flood Warning (PRFW) (Fielding et al, 2006) , aimed to provide a detailed understanding of the ways in which the >at flood risk= public understood, interpreted, and responded to flood warnings. Both projects consisted of qualitative and quantitative components whose results fed back into the subsequent phases of the project but also provided explanations for anomalies or actions reported in previous phases. In parallel, qualitative interviews were conducted with key informants. Results from both techniques defined the sample for the second phase, focus groups with vulnerable groups.
The public response project consisted of three phases, (i) a secondary analysis of existing data running in parallel to (ii) a qualitative enquiry using focus groups and individual interviews, and followed by (iii) a primary quantitative survey. Phase 1, the secondary analysis, explored reported actions taken by flood victims following the Autumn 2001 floods.
Phase 2 consisted of two qualitative components, focus group discussions and individual interviews. While the focus groups concentrated on public understanding and interpretation of the Environment Agency=s warning codes, the in-depth interviews explored how individuals said they would act in response to warnings. Another important difference was that while focus groups largely rely on the interaction between group members and a shared experience, the individual interviews were conducted in respondents' own homes, with the potential to provide situational cues prompting responses. In the final phase, the survey used a questionnaire instrument developed from the responses obtained in phases 1 and 2. This was designed, using hypothetical flood scenarios, to establish how the public would respond to flood warning in the event of an emergency.
Note that the conventional sequence of pilot qualitative work enabling design of a survey instrument is here augmented by preliminary secondary analysis, and that the qualitative components were in two modes chosen because group discussions were thought best able to access peoples' thinking about the issue while action was thought most reliably to be accessed by interviewing individuals.
Identification of risky places and risky people
The EA projects had multiple aims and outcomes but centrally depended upon the identification of risky places and risky people. Respondents were defined as those >at risk= from tidal or fluvial flooding but who may never have actually experienced a flood event.
The study=s multiple method design enabled us to negotiate the controversies associated with identifying this population and their understanding of their risk. The >at risk= samples were identified by the use of flood plain maps. It may seem obvious that residents within the flood plains are most at risk from flooding but measuring the extent of the flood plains and quantifying the likelihood of floods is a contentious exercise exacerbated by many factors ranging from climate change to the involvement of the insurance industry.
The EA maps identified the >risky places= but were also used to identify the >at risk= population living within them. Thus the quantitative data was used to define the sample for subsequent qualitative and quantitative analyses, exemplifying a >development= strategy in research design (Green and Caracelli, 1989) . This >at risk= population was then targeted by the EA >awareness campaigns= designed to educate the vulnerable public about flood facts. A potential five million people and two million homes and businesses were targeted.
However, the flood maps were an etic, outsider measure of those at risk, and recognition of their risk by those affected was clearly important for appropriate public action in preparation for any future disaster. This dichotomy of meaning and measurement, in terms of outsider (etic) and insider (emic) perspectives, will now be discussed.
Emic and etic conceptualisation of vulnerability
A useful conceptual framework for thinking about vulnerability to flood is in terms of >emic= and >etic= approaches (see Spiers 2000 . These concepts, reinterpreted from linguistics and anthropology, refer to two complementary perspectives. The etic perspective represents the >outsider= viewpoint and the emic an >insider= viewpoint.
Pike (1967) linked between emic and etic linguistic analysis to emic and etic perspectives on human behaviour, developing a methodology for cross-cultural comparisons. Pike regards emic and etic perspectives as being like the two images of a matching stereoscopic view.
They may initially look alike but on close inspection are different, and, when combined, give a >startling= and >tri-dimensional understanding= of human behavior instead of a >flat= etic one (Pike 1967: 41) . The payoff from combination is key: >emic and etic data do not constitute a rigid dichotomy of data, but often present the same data from two points of view= (ibid).
An etic viewpoint defines vulnerable individuals as those at greater risk based either on where they live (in vulnerable places) or on demographic characteristics (vulnerable people). These characteristics are usually seen as those which increase social dependence; i.e. age, health, ability, and ethnicity (due to language barriers). Quantitative methods are nearly always used to identify vulnerable places (measuring the likelihood of an event occurring) and are also often used to identify vulnerable people. One negative consequence of this approach is that individuals may become stereotyped based on their defining functional 'deficit'. Another problem is that such defined >vulnerable groups= are not homogenous.
In contrast, an emic viewpoint seeks to identify vulnerability on the basis of meanings held by individuals arising from their lived experience and tends to be aligned with qualitative methodology. Emic vulnerability is founded on a person=s/family=s/community=s sense of their own resilience and ability to respond in the face of a flood. Emic vulnerability can only be determined by the person experiencing it. So, a person who may be defined as belonging to an at-risk group (etic vulnerability) may only feel vulnerable if they consider some threat to their self to exceed their capacity to adequately respond, despite 'rationally' acknowledging their possession of vulnerable characteristics.
They need to recognise that they are at risk before they can effectively prepare. Table 2 ). One use made of the focus groups and interviews was to establish whether these most vulnerable groups feel most at risk, and to see whether there were other explanations for lack of awareness. Thus the qualitative data was used to complement and >explain= the findings from the quantitative analysis, an example of >complementarity= in the Green and Caracelli typology. Table 2 here Flood researchers regularly encounter respondents who deny that they live within the flood plains identified by the EA. Indeed, some actively campaign against their properties being included (possibly because it affects their insurance premiums and thus house prices).
Public awareness of risk
In their experience, and possibly their parents' experience, they may not have suffered flooding and therefore feel perfectly safe. EA public safety materials, including targetted letters and leaflet drops about the >objective= risk, simply reinforce a belief that the authorities do not know what they are talking about. Analysis of response to flood warnings and of relevant survey data found that the most influential factor on flood awareness and likely action in the event of a flood was previous flood experience.
Evidence of scepticism based on local knowledge and experience was found not only in verbatim responses in the survey but in elaborated form in the individual interviews:
In response to why no action was taken upon receiving a flood warning, verbatim responses in the survey included:
'Lived in [town] all my life and know where it floods and where it doesn't'.
'We were not flooded the first time so we did not expect to be flooded again'.
"I don't want to be ignorant but it is absolute trash to say that this property is at risk of 
New residents focus group (FWVG Project)
Interviews suggested that experience could negate >objective= awareness: 
Owner occupier focus group (PRFW Project)
This respondent was aware of the flood risk but discounted it from lack of experience of flooding.
F: I think that=s it, I think because I haven=t actually experienced anything either.
Several respondents recognised their lack of awareness but blamed it on lack of official warning when they moved into the area, which in turn was blamed on the long time lapse, and therefore reduced risk, since the last flood:
...It=s just ignorance on all of our parts because nobody had told us in the first place you know, if you only get flooded in the last time in 1968 everyone sort of forgets about it and if we=d have probably known that there was a chance that we were going to get flooded you might have done something about it sooner.
F: And [property] searches ... you only have to give the last twenty years history.
Families focus group (FWVG Project)
[Second participant] I looked for it you know because I phoned my solicitor up and gave him a piece of my mind and he said well ... it does show up in your search and he told me the page it was on but he said it is 1968, it=s quite a long time ago so he said I never really mentioned it to you because I thought that ... perhaps [because] that was a long time ago it=s not worth worrying about ... Which I could understand.
New residents interview (FWVG Project)
There is indeed >objective= cause for scepticism about flood risk information. Flood plain maps underestimate risk in the case of flooding caused by inadequate storm-drains or groundwater and surface water runoff, and overestimate where flood defences or local topography have not been accounted for. In addition, the EA=s own literature concedes the maps >... cannot provide detail on individual properties 2 =. There was evidence of disbelief in the integrity of the maps among >at risk= respondents, who had taken no action when warned:
"Being on first floor flat didn't worry" "Because property is not in flood area"
Post Events Survey 2001 verbatim
There were hints of conspiracy between the EA and insurers from respondents:
But as soon as you give your postcode they immediately know you=re in a high risk flood area. You=re still going to be penalised.
Owner occupier focus group (PRFW Project)
Depending on personal circumstances, recognition of vulnerability to flood risk, according to the 'etic' flood maps, may either be accepted and acted upon, a situation where the emic and etic perspective coincide, or rejected where etic and emic viewpoints are at variance. In the latter case there are two possibilities. Firstly, the respondent is not actually at risk -due either to an error in the flood maps (the respondent lives on a hill or recent flood defences have not been taken into account) or personal circumstance (the respondent lives above the ground floor). Secondly, the respondent is at risk but does not perceive this risk to be significant.
Reasons for this are diverse: they may lack information about the risk; through past experience and local knowledge their perception of their coping ability may outweigh perceived risk; acknowledging the risk may have negative impacts (psychological and/or economic); or they may distrust the flood maps.
So, while there is value in identifying those 'at-risk' to target awareness campaigns or to explore the environmental justice agenda, it must also be recognised that vulnerability is a Researchers sometimes employed multiple methods without any rationale for why this was superior to using a single method, other researchers who declared such a rationale did not use multiple methods in the study itself, and yet other researchers who declared both a rationale and followed it through by using multiple methods actually relied on a single method for their analysis. These divergences reflect the fact that MMRD is not a technique, like calculating tests of significance or running a cross tabulation, but an attitude of inquiry, an approach to quality standards, and to what constitutes adequate explanations of social phenomena.
The policy community -government, voluntary organisations, and interest groups -is a growing consumer of social science research. In the UK and USA those engaged in commissioning research have increasingly construed adequate research as multiple-method research. At root, MMRD is a growing orthodoxy because of the >common sense= appeal of the underlying logic (combined with either a measure of ignorance or indifference to the epistemological differences between methods), but the trend is also related to the increasing promotion of >evidence-based policy=, which has engendered significant institutional moves towards standardisation of research methods, manifest in professional reviews of research capacity, such as the Rhind Report (2003) .
To overcome what are regarded as the constraints on the representativeness and generalisability of qualitative research, government has initiated both topic-specific reviews of quality standards for research (such as in health) and generic reviews of quality standards for particular methods, such as qualitative research (e.g., the Spencer Review for the UK=s Cabinet Office; Spencer et al 2003) . Such reviews tend to result in checklists of ingredients for reliable and valid research, and are uncomfortable reading for those who do not construe social research as a matter of following recipes, but there is no doubting the significance of such developments. In particular, qualitative research may have >arrived=, but it is welcome at the platform only provided its findings can be associated with findings from research using other methods.
Long before checklists emerged for qualitative research they were already a familiar as a large enough sample size from which to draw inferences. These researchers had no direct expertise in qualitative research. Their background was in epidemiology. It had to be explained that simply >adding together= a cluster of qualitative studies would be to ignore the different modes of eliciting parental views, different analytic techniques, different degrees of experience of vaccination amongst the respondents, and so on. >Adding together= would do little more than multiply error.
Technological transformations
While the institutional frames within which multiple-method research is conducted cast a strong influence over what is understood as legitimate methodological practice, social research methodology is also responsive to new techniques, particularly those emergent from the computational field. In this section we consider some current and potential >transformative technologies= for their potential impact on the future of multiple-method research.
A recent means of interrelating qualitative and quantitative data that embraces Caracelli and Green=s integrated approach has emerged largely by stealth. This is the development of quantification routines within computer-assisted qualitative data analysis ('CAQDAS'). Most qualitative software counts 'hits' from specified retrievals (e.g., all single female interviewees who commented on divorce), and encourages triangulation by offering a port to export data to SPSS and import quantitative data tables. Some argue that such facilities represent a hybrid methodology transcending the quantitative/qualitative distinction (Bazeley 1999; Bourdon 2000 linking qualitative and quantitative data, and linking material like personal biographies to census data, maps, and so on. 'Data Grids' enable researchers to share annotations of data and access multi-modal, distributed archival material with a view to producing multiple, interlinked analytic narratives. A given data event can be represented by multiple streams and captured using multiple tools (for sound, image, transcript, statistics). 'Asset management' software such as 'Extensis Portfolio' and 'iVIEWMEDIA Pro' enable a range of data types to be held in an integrated environment that supports data collection, analysis and authoring.
Such an approach was used in a multimedia ethnographic study of a heritage centre (discussed in Fielding 2003) . Grid computing resources were used to distribute large audio and video data sets for collaborative analysis. For example, 'Hypercam' software was used to record 'physical' interaction within a three-dimensional graphical enviornment as a way of annotating and modeling different visitor behaviours in heritage centres. The 3D files could be streamed over networks via the Internet, enabling researchers at other centres to comment on and modify the behavioural models in real time. Data Grids also enable researchers to access image, statistical or audio files held in remote archives and to work on them over networks (e.g., collaboratively, or using specialist software not available locally) or download them. Thus, an image database compiled in one study can be systematically compared to those from others.
Technology opens up new types of mode comparison. The oldest 'research' technique is pure observation and we still gain much from carefully watching what people do.
Multimedia tools like THEME combine multivariate methods to detect behaviour patterns over time (Koch and Zumbach 2002) . THEME searches for syntactical real-time patterns based on probability theory. Applying it to digital film, interaction patterns relating to complex behaviours can be found that are not detectable by 'eyeballing' the data.
Comparisons can then be made between what is found using observation recorded in conventional fieldnotes and using THEME. Since MMRD is all about making connections, technologies that allow researchers to derive comparator datasets, open up their own data to collation with that gathered by others, and detect points of disparity, have a helpful part to play.
The potential analytic yield of multiple-method research from fully exploiting expensively-gathered social science data and drawing on the analytic affordances of computational technologies is very attractive. Such applications interest several disciplines, including anthropologists working with visual archives, linguists with sound archives, and humanities and social researchers interested in multi-media work. More significantly, the ability to interrelate a host of data sources offers the potential for multi-method research to address social science >grand challenges=, such as the relationship between social exclusion and educational achievement in a mixed economy, in such a way that the kind of predictive capacity and causal explanation associated with the natural sciences comes into frame for the social sciences. expand the breadth of study using different methods for different components of the study.
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