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Given a crowd-sourced set of videos of a crowded public event, this thesis addresses 
the problem of detecting and grouping appearances of every person in the scenes. 
The persons are ranked according to the amount of their occurrence. The rank of a 
person is considered as the measure of his/her importance. Grouping appearances of 
every individual from such videos is a very challenging task. This is due to unavail-
ability of prior information or training data, large changes in illumination, huge vari-
ations in camera viewpoints, severe occlusions and videos from different photogra-
phers. These problems are made tractable by exploiting a variety of visual and con-
textual cues – appearance, sensor data and co-occurrence of people. This thesis pro-
vides a unified framework that integrates these cues to establish an efficient person 
matching process across videos of the same event. 
The presence of a person is detected based on a multi-view face detector fol-
lowed by an efficient person tracking that tracks the detected persons in remaining 
video frames. The performance of person tracker is optimized by utilizing two inde-
pendent trackers; one for the face and the other for clothes, and the clothes are de-
tected by taking a bounding box below the face region.  The person matching is per-
formed using the facial appearance (biometric) and colors of clothes (non-biometric). 
Unlike traditional matching algorithms that use only low-level facial features for 
face identification, high-level attribute classifiers (i.e., Gender, ethnicity, hair color, 
etc.) are also utilized to enhance the identification performance.  
Hierarchical Agglomerative Clustering (HAC) is used to group the individuals 
within a video and also across videos. The performance of HAC is improved by us-
ing contextual constraints, such as a person cannot appear twice in the same frame. 
These constraints are directly enforced by altering the HAC algorithm.  Finally the 
detected individuals are ranked according to the number of videos in which they ap-
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pear and ‘N’ top ranked individuals are taken as important persons.  The perfor-
mance of the proposed algorithm is validated on two novel challenging datasets. 
The contribution of this thesis is twofold. First, a unified framework is proposed 
that does not require any prior information or training data about the individuals. The 
framework is completely automatic and does not require any human interaction. 
Second, we demonstrate how usage of multiple visual modalities and contextual cues 
can be exploited to enhance the performance of persons matching under real life 
problems. Experimental results show the effectiveness of the framework and ensure 
that the proposed system provides competitive results with the state-of-art algo-
rithms.  
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1. INTRODUCTION 
The amount of multimedia data is surging up with the increase in usage of digital 
cameras. Every day, numerous images and videos are captured and uploaded over 
social and media sharing websites i.e., Facebook, YouTube, Vimeo, etc. This type 
of multimedia data is often referred as a crowd-sourced or community-contributed 
media and it is normally labelled by textual information such as tags or titles. The 
text assigned to a multimedia data provides very limited information about it and 
can vary significantly, regardless of the actual contents. Content analysis of such 
multimedia data has a vast variety of applications.  However, it is humanly impossi-
ble to manually analyze every single element of such a huge amount of data. This 
gives rise to the necessity of an automated analysis of multimedia data which in turn 
has brought forth the emerging field of Automatic Multimedia Content Analysis.  
An important category of crowd sourced data contains a set of images and vide-
os captured at a unique public or crowded event. Examples of such events include 
concerts, weddings, graduation ceremonies, parties and other public events that are 
captured by multiple photographers simultaneously.  For examples, videos captured 
at an indoor public concert are shown in Figure-1. This type of data, as a whole, 
contains more useful information than a single video or image of the respective 
event. By looking thoroughly at the videos, we can find occurrences of the same 
person in multiple videos despite the fact that these videos were recorded by differ-
ent people. Similarly, all videos share several other characteristics such as simi-
lar/same sound, background similarity, time stamps, etc. Hence, this data can be 
utilized more efficiently to extract valuable information about the event.  
The objective of this thesis is to analyze the crowd-sourced videos of a single 
event to detect important/mainstream persons appearing in that event. The im-
portance of an individual is a subjective judgment and it can vary, considerably, 
from one person to another. However, in some cases, it can also be generalized 
based on some fair assumptions such as in public events people usually capture no-
table individuals, for instance, singers/performers in concerts, bride/groom during 
the wedding ceremony, etc. Hence, these persons happen to appear relatively often 
in the data, and it can fairly be considered that the person who is captured by most 
of the people has high importance among the majority. Automatic detection of such 
individuals from multiple videos has a variety of applications that can easily be real-
ized in identity-specific multimedia content retrieval, automatic video remixing, and 
also in surveillance applications. 
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Figure 1-1: Examples of the videos captured at the same event but by different photographers. We can 
see that many individuals are appearing in multiple videos even though the videos are taken by different 
people. 
In this thesis, such individuals are referred as Important Persons and all others 
are called Casual Persons. The problem posed here is similar to unsupervised per-
son re-identification where appearance of each person, appearing in multiple videos, 
is detected and identified. Subsequently, a method to rank these persons according 
to their amount of occurrence is needed to finally detect important persons.  
For person re-identification, the most distinct feature that can be used for detect-
ing and identifying a person is his/her face. Face detection and identification are 
very well studied research topics in the field of computer vision. However, both 
areas are still considered unsolved for unconstrained environments. Current work 
toward this direction focuses on multi-view face detection for detecting faces under 
severe pose variation [10, 47]. For identification, most of the research has been car-
ried to cope with illumination variations, appearance/pose variations and other real 
world challenges [30, 84]. However, in most cases, these problems are tackled by 
restricting face pose in frontal position and keeping the lightening condition homo-
geneous.  
Considering the aforementioned challenges, re-identification of every individual 
from the crowd sourced video is even a more challenging task as videos are cap-
tured by unknown users and the capturing conditions cannot be restricted to help the 
detection and identification modules. For example, the videos can be captured from 
different view angles, using different types of cameras and at varying time intervals. 
Similarly, the environment of the event is also totally unconstrained and can vary 
from indoor to outdoor, night to day time, etc. Hence, pose, facial expressions, 
scale, illumination conditions, image quality and occluded regions of a person vary 
significantly from one video to another, and it increases the complexity of detection 
and identification algorithms.  
Recently, detection of high-level attributes (i.e., gender, ethnicity, eye wears, 
beard/non-beard, hair colors, etc.) has gained a lot of attention for the task of the 
person identification, and they are proven to be robust against face pose and expres-
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sion variations [41, 57, 86]. In case of videos from a single event, these attributes 
are even more useful as most of such attributes will not change in all videos.        
Other than face related features, clothing information of a person can also be uti-
lized and has been proven helpful for the identification process [1, 6, 29]. Similar to 
high level facial attributes, one can strongly assume that the clothes of a person will 
not change in a single event.  Though, most of the color features suffer from the 
variations in illumination conditions, change in image quality and capturing devices 
but color information can still provide useful information as it is considered to be 
robust against pose variations.  
In addition to face and clothing features, human gait and biometric information 
i.e., iris, fingerprints, voice are also being utilized in the literature for person recog-
nition. But none of these features are available in case of crowd-sourced videos as 
for the gait recognition; the whole body of the person should be visible in the frame 
which is unsure in the current case. Whole body could be available in videos cap-
tured from mid or wide-angle shots, whereas it is the other way around in the close-
ups. Similarly, iris and fingerprint information is also not obtainable from such vid-
eos. Speaker identification needs a correlation between image and audio data which 
also cannot be ensured in the domain of the current problem.       
Furthermore, unlike a single image, videos contain more enriched information 
that can be extracted by exploiting the temporal relation between consecutive 
frames. This task can be accomplished by employing a tracking algorithm (e.g. 
Kalman filters, Particle filters, etc.) to track persons in successive frames which will 
result in a more diverse amount of data. The idea is to represent the appearance of a 
person based on the information extracted from all these frames. This will help, for 
example, in cases where the person is moving or changing his/her body pose. In 
such scenarios the information will be available from different views and the identi-
fication algorithm can exploit the best possible information to improve the identifi-
cation performance.  
It is clear from the discussion above that the person specific properties that are 
readily available in crowd-sourced videos, and will not vary significantly, are the 
faces, clothing color and high-level attributes. In this thesis, all these modalities are 
exploited to benefit the overall performance. First, clothing information along with 
face is used to enhance the tracking of every individual. Later, these modalities are 
utilized for better re-identification, as they provide complementary information to 
each other and can result in a better identification.   
The divide and conquer rule is recognized to be useful in applications where a 
huge amount of data is needed to be processed. In the current problem, the data con-
sist of videos where the video can vary from a small to a very large length. For 
longer videos, it is better to divide them in smaller clips, commonly referred to as 
shots, based on a criterion such as camera panning, variation in camera angle, etc. 
This provides better boundaries for the tracking algorithm, and also provides en-
hanced possibilities of parallelism to improve the computation cost of the algorithm. 
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In this regards, any traditional shot boundary detection algorithm can be used to 
divide a larger video based on scene change. However, in this thesis, a very simple 
yet effective, sensor based algorithm is used to accomplish this task.  
Moreover, as the data is crowd-sourced, no prior information about a person’s 
identity or training data is available to aid the identification algorithm. Therefore, 
this problem requires an unsupervised classification technique that can group ap-
pearances of every individual from all videos and assign a unique identity to each 
one of them.  For this purpose, any unsupervised learning method can be used such 
as K-means clustering, Hierarchical Agglomerative Clustering, etc. Although there 
is no labelled data available, one can still extract some useful information by just 
using common sense constraints. For example, in case of videos, multiple persons 
who appear in overlapping frames cannot belong to the same identity. This is very 
useful information as we have some clues about different identities and these evi-
dences can be effectively used to help clustering/classification algorithms such as 
for K-means clustering in [39], HAC in [14] and for MRF in [48]. 
Subsequently, ranking of persons can be done based on a simple criterion.  For 
example, as described earlier, important person is the one who appears the most in 
the whole event. Therefore, one can simply rank every individual based on the total 
number of video frames where the respective person appears.  Another approach 
could be to count the number of video sequences in which a person appears and 
important persons are the one, who appear in a number of videos, greater than a 
certain threshold.   
Built upon these ideas, this thesis provides a unified and robust framework to 
deal with aforementioned difficulties and to detect important persons without any 
prior information or training data. The whole framework is completely automatic 
and does not require any human intervention.  For performance evaluation, the pro-
posed framework is evaluated on videos captured in five different events, recorded 
by different cameramen/people. To compare the performance with state of the art 
methods, the proposed framework has also been tested on a multi-event dataset 
where videos are captured at different events and the goal is to detect important per-
sons together from videos of all events. In this case, no clothing information is used 
for identification between different videos as the assumption of homogenous cloth-
ing color is false for multi-event scenarios.   
1.1. Literature Review 
Crowd-sourced video analysis is a very recent research area and there is not much 
work available in this direction, particularly for single-event case. However, litera-
ture can be found on topics related to person re-identification and clustering of indi-
viduals in videos or images. In the rest of this section related works, already pro-
posed in the literature, are discussed.  
INTRODUCTION 5 
 
  
Recently, an increased amount of attention has been gained by the algorithms 
for unsupervised/semi-supervised person re-identification from videos. In this direc-
tion, the work that is closest to ours is of Barr et al. [32] where the most appearing 
persons, referred as “questionable observer” in their work, are detected from videos 
using an unsupervised learning method. Individuals are detected by running a com-
mercial face detector at every possible frame of the videos. Later, temporal corre-
spondence between the faces of distinct persons is tracked by using Kanade-Lucas-
Tomasi optical flow tracker [33] to form the face tracks. As a post-processing step, 
outliers are eliminated from extracted face tracks to avoid noisy patterns followed 
by feature extraction and clustering of face tracks using HAC. In result, clusters 
originated from a number of videos greater than a certain threshold are considered 
as most appearing persons.  
The problem of important person detection shares many common properties 
with identity specific video indexing. Many video indexing algorithms count on the 
repeated appearance of an individual to divide a larger video into more logical sub-
sequences. Recently, P. Hao et al. [65] have proposed an automatic people organiza-
tion algorithm for individual retrieval from videos. After tracking of individuals 
based on faces, scene tracks are formed by merging faces, appearing in a particular 
time span. Temporal information about scene tracks is then used to automatically 
gather training data, following a rule that the tracks occurring in overlapping frames 
surely represent different identities. Later, an improved distance metric is learnt, 
using the automatically collected training data, to find the distances between scene 
tracks and identify unique individuals.  Other related work has been proposed by 
Cinbis et al. [69] where a self-supervised similarity metric is learnt from face tracks 
of the characters appearing in unconstrained TV-videos.  Other works focusing on 
the same problem of face track clustering include; constraint propagation based un-
supervised by Tao et al. [31, 34], a divide and conquer based strategy by G. Gou et 
al. [19] and a video diarization algorithm by E. Khoury et al. [17]. However, most of 
these works are targeted for TV-videos captured by professional photographers. 
Unlike crowd sourced videos, TV-videos are more structured and normally contain 
more close-up scenes. Moreover, very less variability in video quality can be found 
from one episode to another. Hence, face detection and tracking is easier in these 
scenarios.   
Identity based organization of photo/video albums is another very interesting 
topic that have much in common with important person detection. Although most of 
the work in this direction has been done for photo-albums, the ideas proposed in 
these works can directly be used for videos, as a video is nothing but a sequence of 
images. Most of the album organization methods rely on face and cloth information 
to find similarities in people [6, 43]. One of the earliest works in this direction is of 
B. Suh et al. [6]. In their work, a semi-automatic image annotation tool to cluster 
images corresponding to same event is proposed. First, timestamp information is 
used to group images of a same event. These images are then clustered again to 
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group appearances of each individual using visual feature extracted from the torso 
of a person where the torso is taken as a bounding box below the face region.  
Similarly, J. Sivic et al. [29] have used facial features along with clothing and 
hair color information to find people in repeated shots of the same scene. Single-
linkage HAC is then employed to group occurrences of the same individuals. Color 
based pictorial structure model is used to complement face detector and to detect 
people that were missed by the face detector. Most of the aforementioned work re-
lies on clustering techniques that require some prior knowledge about the number of 
unique clusters or a cutoff value to stop the clustering process. To tackle the prob-
lem of prior knowledge, recently, another very interesting work for the automatic 
face association, in photo albums, has been proposed by Presti and Cascia [42]. For 
this purpose, an online-learning method is utilized and a collection of classifiers is 
updated at every iteration. First, images are ranked according to the number of faces 
in it and individual classifiers are trained for all the faces appearing in the image 
with the maximum number of faces. Afterward, faces detected at every image are 
classified by the classifiers trained for the already discovered identities. Confidence 
values received from all classifiers are used in a probabilistic framework to either 
assign a new face to already known identities or a new identity classifier is trained if 
the classification accuracy is below a certain threshold (that means a new person is 
discovered). In case a face was assigned to already known identities, respective 
classifier is updated by adding a new face as training data. Unlike traditional cluster-
ing algorithms, this approach neither requires any prior knowledge about the num-
ber of clusters nor a cutoff threshold.   
During the past few years an extensive amount of research has been carried out 
for supervised person re-identification from videos. Although these works require 
prior knowledge about the person’s identity or the training data but the modules of 
person detection/tracking, feature extraction, fusion of multiple modalities remain 
the same. Hence, several research motivations can be found from these works. Few 
of the interesting works worth referring are mentioned next. M. Tapaswi et al. in 
[48] propose a framework for re-identification of characters in videos (TV se-
ries/movies). Instead of face tracks, the attention is shifted toward person tracks to 
also identify those people who are missed by the face detector. For this purpose, a 
separate full-body tracker is employed in their work and the result of the face and 
body tracker is merged to get optimal person tracks. Supervised learning methods 
are adopted for face and speaker recognition. Results of face, clothing color and 
speaker recognition along with other contextual cues are merged together using 
Markov Random Field to enhance the performance of identification. For the same 
objective, the work of M. Everinghm et al. [49] for recognition of characters in TV-
videos and an algorithm for automatic labelling of faces appearing in videos by J. 
Sivic [35], are also few to be named.  
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1.2. Thesis Outline 
The rest of this thesis is organized as follows. Chapter 2 explains all the required 
knowledge about individual modules of the important person detection scheme. 
The face detection algorithm is briefly explained followed by the illustration of 
visual tracking using particle filters. The description of feature extraction, cluster-
ing algorithm, classification technique and performance metrics used in this thesis 
are also depicted in this chapter. Based on the theoretical foundations formed in 
Chapter 2, Chapter 3 develops the basis of individual modules of the important 
person detection scheme and describes the implementation details of the face and 
body tracker, followed by an explanation of their merging strategy. It also contains 
the description of person representation schemes using low-level facial features, 
clothing color and high-level attributes. The whole important person scheme is 
explained in Chapter 4 followed by the evaluation of the whole framework on two 
different datasets in Chapter 5. Finally, Chapter-6 concludes the whole thesis 
along with a detailed sketch of possibilities for further enhancements and possible 
future directions.    
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2. THEORETICAL BACKGROUND 
This chapter develops the foundations for the key concepts used in this thesis. It 
discusses the theoretical details of these concepts. However, the ways in which 
they are used in the important person detection scheme are explained in Chapter 3. 
The chapter starts with the explanation of face detection algorithms followed by an 
in-depth description of visual tracking using particle filters. Later, other key con-
cepts, such as unsupervised classification using HAC, SVMs for supervised classi-
fication and the performance metrics used in this thesis are described.  
2.1. Face Detection 
Face detection is an essential part of any face recognition/identification problem. 
Numerous face detection algorithms have been proposed in the literature. One of 
the most famous algorithms for face detection is proposed by Viola and Jones [66] 
which utilizes the boosting algorithm [88] for learning a strong classifier. The cas-
cade architecture of classifiers is utilized for a computationally efficient imple-
mentation. The original algorithm proposed in [66] is based on Haar-like features. 
However, using almost the same algorithm, several other features have been used 
in the literature such as an extended version of Haar-like by Lienhart et al. [71], 
MCT by B. Froba et al. [7], LBP features based face detector by S. Liao et al. [73], 
and numerous others.  
In this thesis an already available implementation of the face detector, availa-
ble in OpenCV [20], is used. The OpenCV implementation of the face detector 
utilizes two different features; extended Haar-like features [71] and MB-LBP [73]. 
In this work, MB-LBP features based face detection is opted due to its computa-
tional efficiency compared to Haar features, and its robustness against illumination 
variations. The rest of this section briefly explains the key ideas behind the face 
detection algorithm using MB-LBP features. 
2.1.1. Multi-Block Local Binary Pattern 
Local Binary Patterns, first proposed by Ojala et al. [77], have been proved to be 
robust against illumination changes and efficient for capturing the underlying tex-
tural information of an image [73, 77]. Since the development of LBP, its many 
variants have been proposed in the literature such as Extended-LBP [77, 85], Im-
proved-LBP [23], MB-LBP [73], etc.  
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Figure 2-1: Illustration of the Multi-Block LBP [44]. 
The original LBP utilizes a 3x3 kernel to encode the local spatial structure of 
images by comparing pixel intensity of the center pixel with its eight neighbors. 
The values of neighboring pixels are thresholded to 0 or 1 and in result an ordered 
binary pattern is generated whose decimal form gives the final LBP-code [77]. 
Based on the same idea, instead of each pixel, MB-LBP encodes rectangular re-
gions by comparing their average intensity value    with average intensities of 
eight neighboring rectangles as illustrated in Figure 2-1. The final MB-LBP code 
is defined as; 
        ∑ (     ) 
 
 
   
                                    (   ) 
where    is the average intensity value of neighboring pixels (        ) and 
 ( ) is defined as follows; 
 ( )   {
        
        
                                         (   ) 
In total 256 unique MB-LBP codes are obtained and these codes are directly 
used as features in later stages of face detection. MB-LBP is computed over the 
whole image and the resultant image is processed in patches of size N × N. For a 
patch of size 20 × 20, 2049 MB-LBP features can be computed that can directly be 
used for classification of a patch as either face or non-face [44]. However, most of 
these 2049 features are redundant and hence, a boosting approach is utilized for 
selecting the most discriminating features for classification of a patch either as 
face or non-face. The boosting approach for feature selection and efficient classifi-
cation is briefly explained next.  
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2.1.2. Boosting and Cascade Classifiers 
Boosting for Weak Classifiers 
Viola & Jones [66] utilize boosting [90] for first learning weak classifiers   ( )  
and then forming a strong classifier,  ( ), by taking the linear combination of 
weak classifiers as follows; 
 ( )   ∑    ( )
 
   
                                                    (   ) 
where    are the weights assigned to each weak classifier and, are learnt using the 
boosting approach. At the first iteration, uniform weights are assigned to each 
training sample followed by the selection of weak classifiers such that the one that 
minimizes the weighted error-rate over the entire training sample is selected first. 
In every iteration, the weights for misclassified samples are increased, and the er-
ror rates for remaining classifiers are evaluated again over the entire training set. 
Hence, the boosting algorithm emphasizes more on samples that are more difficult 
to classify. Afterward, a strong classifier is formed as given in equation (2.3).  
Several boosting techniques have been proposed in the literature e.g., AdaBoost, 
Gentle AdaBoost, Real Adaboost, Discrete Adaboost, etc. [71]. Any of these tech-
niques can be used for this purpose, as most of them only differ in the weighting 
strategies.  
 
Cascade Architecture 
 
To detect every possible face from images, a sliding window approach is needed, 
which evaluates every patch of size N × N for classification. In addition to detect-
ing faces of different sizes, the process is repeated at different scales. This proce-
dure in its simplest form requires a huge amount of work which is not favorable 
for real-time applications. For this reason, Viola and Jones [66] also proposed an 
efficient algorithm consisting of a cascade of classifiers which, not only give better 
detection accuracy, but also drastically decrease the computation time.   
The cascade architecture consists of M stages and at each stage a boosted clas-
sifier is trained. The idea is to first use simple classifiers to reject most of the 
background regions in earlier stages, and use more complicated classifiers in later 
stages. In this way only strong candidates of face will go in later stages and more 
complex classifiers will be used only for these candidates.  A simple illustration of 
the cascade architecture can be seen in Figure 2.2. For more detail on face detec-
tion, the readers can refer to [23, 44, 66, 85]. 
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Figure 2-2: Illustration of the cascade architecture used in face detection 
2.1.3. Multi-view Face Detection and Pose Estimation 
In most of the face verification problems, normally frontal or near-frontal face 
pose is assumed. However, it is not the case in crowd sourced video due to the 
very little or no cooperation between the photographer and the person on the sce-
ne. Hence, a pose invariant face detector capable of detecting faces from variant 
pose angles is needed. One way of getting such detector is to train a single detector 
with training samples from variant yaw angles. Training a detector with this meth-
od will put too much burden on the classifier and, as a result, it will not be able to 
generalize any face angle. The rest of this section explains the opted approach in 
detail.    
Several multi-view face detector approaches have been proposed in the litera-
ture [24, 50, 87]. However, a simple yet effective approach is adopted in this thesis 
which utilizes several face detectors trained at dedicated face angles. Several MB-
LBP based face detectors are trained for the following yaw-angles; 
θ = {0°, ±15°, ±30°, ±45°, ±60°}. 
Five out of nine detectors (0°, ±30°, ±60°) are run in parallel over the whole frame 
to detect faces from these angles. Later a voting strategy is used to merge the out-
put of each detector for final face localization. As the classifiers used for face de-
tector are insensitive to small localization errors, each detector gives multiple 
overlapping detections around face regions. This normally happens because of 
running detectors at every possible image-patch and also at different scales. An 
example of such overlapping detections can be seen in Figure 2-3.  
 
Figure 2-3: Example of the face detection. (a) Overlapping regions detected by the face detector. (b) 
Final detections using the multi-view face detector. 
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Such overlapping detections usually appear with fewer consistencies for less 
confident face regions or background patches [89]. We use this assumption and 
consider the number of such overlapping detections as a confidence value for a 
detected face. Detection is considered as true if at least three detectors give a con-
fidence value greater than a certain threshold.  Following, the winner takes all 
strategy; the x-y coordinates for the detected face are chosen as the one given by 
the detector with the highest confidence value. Similarly, face pose is estimated by 
assigning the angle value of the detector with the maximum confidence value. Es-
timated pose value will be used in several preprocessing steps at later stages.  
For training of face detectors, training images are gathered from various da-
tasets that also provide information about the face pose. These datasets include 
FERET [67], PIE [78], Prima Head Pose [58], BioId [64], and AR face dataset [2]. 
To further increase the training set, more training samples are generated by apply-
ing simple geometrical transformation to the existing images such as changes in 
scale, position, slight rotation, shear, translation, etc. [37]. Moreover, under the 
assumption of facial symmetry, training samples for a particular pose angle are 
also used for its negative pair by rotating them in horizontal direction.   
2.2. Visual Tracking 
 
 
Figure 2-4: Example of the temporal relation achieved by using visual tracking. 
Face detection is computationally very expensive task and running several detec-
tors on each frame of a good quality video is far from real time, even with modern 
computers. To cope with this problem a visual tracking algorithm is needed. The 
idea is to detect faces on only the first frame and track them in the rest of the vide-
os. In addition to computational improvement, visual tracking can also provide 
information about the temporal correspondence between detected faces of the 
same person in consecutive frames as shown in Figure 2.3. In this section the basic 
concepts of visual tracking algorithm, used in this thesis, are explained and its im-
plementation details are provided in Chapter 3.   
Visual tracking is a process of estimating the state of a system based on the 
noisy measurements evaluated on the respective system. Different techniques are 
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available in the literature in this regard. Kalman Filter [72], Particle filters [40, 
51], KLT for feature tracking [33] are a few of the most famous tracking tech-
niques. Among these, particle filters based visual tracking is the most reliable as 
the Kalman filter normally does not work well in real life scenarios due to its as-
sumption of linear or Gaussian probability distribution. For KLT based tracking, 
sub-regions to track features in consecutive frames are needed to be known and 
tracking performance is considerably dependent on the size and location of these 
regions.  Therefore, particle filters based tracking is adopted in this thesis as it can 
cope with multi-modal probability distributions including linear and Gaussian dis-
tributions [40, 51].  
2.2.1. Particle Filter Based Visual Tracking 
Particle filters, also known as Sequential Monte Carlo (SMC) method, is based on 
a time (t) dependent system of dynamical model and measurements. It requires 
two models to analyze the system; a system model and a measurement model [51]. 
The system model, also known as transition model, represents the evolution of the 
system in time and it is represented as follows:  
     (    )                                                  (   ) 
where    is the state of the system and    represents the stochastic error (noise) in 
the state update. Noise      in the state update is a random variable of known sta-
tistics and according to the property of Markov process of order-one, the state    
depends only on the previous state     . Hence, equation (2.4) describes a proba-
bility density function (pdf)  (       ), called as prior distribution function.  
The measurement model represents the noisy measurements (observations)    tak-
en on the system. It depends on the state of the system    and an error term    that 
is caused due to the uncertainty while measuring the state. This measurement 
model is expressed as follows:  
     (  )                                                       (   ) 
Measurement model also represents a pdf  (     ) as the error term    is also a 
stochastic variable. This pdf is normally termed as likelihood function. In object 
tracking, our goal is to estimate the state of the system    by calculating the poste-
rior density  (     ) using the observation density and posterior density at time 
instance t-1. In particle filtering, this is done in two steps: prediction and the up-
date. During prediction step, the state of the object is modified according to a tran-
sition/dynamics model  (       ). In the later stage, the state of the object is esti-
mated using the likelihood density  (     ). Both prediction and update stages are 
briefly explained next. 
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2.2.1.1 Transition Model 
In the first step of particle filtering, the evolution of the object over time is pre-
dicted using a state transition model  (       ). We consider a non-linear and 
non-Gaussian motion of the object. Hence, a model to effectively characterize the 
behavior of the object is needed. Auto Regressive Process (ARP) is the most 
commonly used model that describes the behavior of a system in this scenario 
based on its previous states [36]. ARP efficiently represents the object’s behavior 
and also helps to avoid an exhaustive search. The order of the ARP depends on the 
application such that how well it represents the motion of the object in a particular 
application. In the 1st order ARP [3], the state of the object is estimated by using 
the previous state and additive Gaussian noise. The 2nd order ARP [91] utilizes 
the linear combination of two previous states with additive Gaussian noise. The 
number of previous states increases with the order of ARP. In order to effectively 
capture the movement of the object, a 2
nd
 order ARP is used in this thesis as fol-
lows; 
 
                 (   )                                   (   ) 
 
where A, B and C are the auto-regression coefficient and  (   ) is Gaussian 
noise with zero mean and unity standard deviation. In this work these coefficients 
are selected empirically to get the optimal results.  
Representation of the state    also varies with the application. However, for 
visual tracking, its most basic form includes the x-y coordinates of the spatial loca-
tion, height and width of the object as given in equation (2.7). Adding more pa-
rameters will result is more efficient tracking. However, the number of parameters 
also determines the trade-off between accuracy and computation cost of the algo-
rithm.  
   [          ]                                                   (   ) 
where           represent the spatial location of the object and           are its 
width and height respectively. Two different representations of the object’s state 
are used in this work; one for face tracking and other for the clothes tracking.  
2.2.1.2 Observation Model 
Observation (measurement) model  (     ), also known as likelihood, is another 
important model in visual tracking. It gives us the likelihood value such that how 
confident it is about the particular state of the object. These observations are used 
to estimate the position of the object. Selection of observation model also critically 
depends on the characteristics of the object to be tracked. Various observation 
models have been adopted in the literature such as color features [15, 68], gradi-
ents [74], detector’s confidence [52, 53], multimodal features [8], etc. In this the-
THEORETICAL BACKGROUND 15 
 
  
sis, the color and detector confidence based observation models are used for 
clothes and face tracking respectively. Both observation models are briefly ex-
plained next. However, the implementation details for both are given in Chapter 3.  
Detector’s confidence for face tracking  
For face tracking, we have directly used our multi-view face detector as observa-
tion model to take the measurements   . Face detector is run at a given region de-
fined by    and the confidence value (Section 2.1.3) given by the detector is con-
sidered as likelihood. Further implementation details are given in Chapter 3. 
HSV color histogram for clothes tracking 
The most intuitive property of clothes is the color and unlike texture of the cloth-
ing, the color information will not vary much with the change in human pose. 
Moreover, color based representation has been proven to be robust against many 
practical problems such as scale variations, rotation and partial occlusion [15, 68]. 
Hence, in this work, an HSV color histogram is utilized to form an observation 
model for clothes tracking. The motivation behind the usage of HSV color space is 
that it is less sensitive to variations in lightening conditions as it decouples the 
intensity and color information [68]. The simplest way is to compute N-bins histo-
gram from the region where the object of interest appeared at state       (Target 
region) and also from the candidate region where the object is expected to appear 
at state   . Once the histograms of both, the target            and candidate 
             , are composed, the distance between them is taken as 
hood  (     ). Various similarity measures exist in the literature such as Euclidean 
distance, histogram intersection, Bhattacharya distance etc. [92]. In this thesis, the 
Bhattacharya coefficient measure is used to find the similarity between both histo-
grams as follows: 
  [                        ]  ∑ √             
            
             (   )      
ρ is the Bhattacharya similarity coefficient and gives the information about simi-
larities between both histograms; a higher value of  ρ  represents more similar ob-
jects and ρ = 1 a perfect match. The Bhattacharya distance is considered as likeli-
hood and can be computed as follows:  
d  √   [                        ]                                (   ) 
Histogram directly computed from the rectangular clothes region is not very 
promising as it is very likely that the region contains pixels from the background. 
Hence in this thesis, a more sophisticated technique to evaluate likelihood is used 
and its implementation details are given in Chapter 3.  
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2.2.1.3 Particle Filtering 
Until now we have built the concepts required for particle filtering. In this section 
these concepts are utilized and a description is given for estimating the posterior 
density  (       ), where the vector    represents the state of an object at time t 
and      defines the noisy measurements (observations) and its history from the 
start. As discussed earlier, in visual tracking the goal is to estimate the state    of 
the object by utilizing the observations     . Under the assumption of     satisfying 
the property of Markov process and observations being conditionally independent 
from the state of the object, the posterior density can be computed using the 
Bayes’ rule as 
 (       )  
 (     ) (         )
 (         )
                                  (    ) 
where the term  (     )is the likelihood density described in Section 2.2.1.2, 
 (         ) is called prediction term and is responsible for prediction stage of 
particle filtering and the term  (         ) is referred as observation prior or evi-
dence.  
The prediction term  (         ) is computed via transition prior  (       ) at 
time t and the posterior density of the previous state of the system  (           ). 
For this purpose the Chapman-Kolmogorov equation is used as follows: 
 (         )   ∫ (       ) (           )                         (    ) 
The normalizing term (observation prior) is used to ensure that posterior density is 
legitimate and is calculated as 
 (         )  ∫ (     ) (         )                               (    ) 
It can be seen that all the terms required in the formulation of the posterior 
density given in equation (2.10) are available. Substituting the terms in equation 
(2.11) and equation (2.12) into equation (2.10), will provide us the final formula-
tion of posterior density as follows: 
 (       )  
 (     ) ∫  (       ) (           )     
∫(     )(∫  (       ) (           )     )   
         (    ) 
For real world applications, such as visual tracking, the exact solution to the 
equation (2.13) is intractable and can only be obtained for linear or Gaussian dis-
tributions. To cope with this problem, Monte Carlo sampling is used to estimate 
the solution. Monte Carlo sampling is the most important step of particle filtering 
where the goal is to estimate the posterior density using a collection of random 
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samples {  
     
 }    
  
, called particles, with weights   
  associated with each one of 
them and    being the total number of particles. Estimation of posterior density 
approaches the optimal Bayesian solution with a number of particles equal to in-
finity. The sum of    Dirac functions, centered at each sample, can be used to 
estimate the posterior density at time instance t and is formulated as follows:  
 (       )   ∑  
  (     
 ) 
  
   
                                  (    ) 
where the weights   
  are normalized such that they sum unity and, are expressed 
as  
  
  
 (  
      )
 (  
 |    )
                                           (    ) 
In equation (2.15),  (  
      )  is the target distribution that we want to estimate 
and  (  
 |    ) is the importance density function used to approximate the current 
set of particles,   
 . Let, {    
  }    
  
 are the particles at time     and posterior den-
sity  (    
 |      ) is the density approximated over these particles. Then by using 
the representation of  (           ) as in equation (2.14), substituting it in equa-
tion (2.11) and using equation (2.13), the following formulation of   (       ) is 
obtained, 
 (       )     (     )∑    
 
  
   
 (  
 |    
 )                          (    ) 
At time instant    , the predicted posterior density  (         ) can be ap-
proximated using transition probabilities weighted by weights    .  Hence, using 
equation (2.14) and equation (2.16), a modified set of weights    
               
are generated as 
  
        
  
 (     )  (  
 |    
 ) 
 (  
 |    )
                                    (    ) 
In Bayesian tracking, it is suitable to use prior knowledge as importance density, 
 (  
 |    )    (  |    
 )                                           (    ) 
Hence, substituting equation (2.17) into equation (2.16) produces,  
  
        
   (     )                                                (    ) 
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A very common problem associated with SMC particle filter is the degeneracy 
of particles, where some of the particles after a few iterations, have almost zero 
weight and do not contribute in the posterior density  (       ) approximation. To 
avoid this problem, Resampling algorithm is introduced to overcome the degener-
acy phenomenon as explained next.     
2.2.1.4 Re-sampling of Particles 
Re-sampling in particle filtering framework allows reducing the effect of degener-
acy such that the variance of the importance weights increases with the increase in 
time t and some particles tend to have higher weights while some of the particles 
have almost zero weight. Therefore, the basic idea of re-sampling is to eliminate 
the particles that have small weights and generate new particles by re-sampling 
(with replacement) from particles that have higher weights. A measure of degener-
acy Neff is defined as 
     
 
∑ (   
 )
   
   
                                              (    ) 
Re-sampling is done only when Neff   falls below a certain threshold such that Neff   
≤ NT and new particles are assigned with the new weights  
       .  
2.2.1.5 State Estimation 
Finally, after approximating a new weighted set of particles {  
     
 }    
  
 at time t, 
the state of the target is estimated as a linear combination of the samples   
  and 
weights   
 , 
 (  )   ∑  
   
  
  
   
                                                 (    ) 
A pseudocode for the particle filtering algorithm is given in Figure 2-5. 
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Particle Filter Algorithm 
  
[{  
     
 }    
  ]                  [{    
       
 }    
  ] 
1 Sampling with Replacement  
2 FOR i = 1: Np  
3 Draw   
    (  |    
 ) 
4 Evaluate weights for the particle,   
        
   (     )  
5 END FOR 
6 Calculate total weight : weight_sum = SUM[{  
 }    
  ]   
7 FOR i = 1: Np  
8 Normalize the weights :   
       
             
9 END FOR 
10 Calculate      
 
∑ (   
 )
   
   
 
11 IF          
12 [{  
     
 }    
  ]           [{  
     
 }    
  ] 
13 END IF  
 
Figure 2-5: Pseudocode for the particle filtering algorithm. 
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2.3. Feature Extraction 
Feature extraction is one of the most intrinsic steps of any recogni-
tion/identification application. It is the process of extracting discriminating infor-
mation in a useful and compact form about an object i.e., face or clothes in the 
current problem. Good feature extraction techniques that give less intra-class vari-
ance and large inter-class variance regardless of variations in pose, illumination 
and other real life problems, are the most crucial element in the performance of 
any identification algorithm.   
Extracted features are often divided into two different types according to their 
abstraction level; the low-level features and high-level features [12]. Low level 
features are the most commonly used in any multimedia analysis application due 
to ease of computation and their objective nature.  They are normally used to find 
the similarities and dissimilarities between data objects. However, they lack the 
sense of the underlying semantics of the multimedia content they describe. High 
Level features, on the other hand, represent the meaning and purpose of the data 
objects. They normally cannot be extracted automatically and requires some train-
ing data or prior information. Utilizing the provided prior information, high-level 
features are normally detected based on smart combinations of low-level features. 
Due to the nature of high level features, they are completely application specific 
and are normally detected as a binary classification between different semantic 
concepts [57, 76]. 
In this thesis, both the low-level features (e.g., texture, color) and high level 
features (e.g., gender, race, hair color and such properties of a person’s appear-
ance) are used to represent the appearance of the person. In the rest of this chapter, 
low-level features used in this thesis are briefly described. As mentioned earlier, 
the high-level features are also detected based on the information extracted by the 
low-the level features. Therefore, the implementation detail of high-level feature 
extraction is given later in Chapter 3. 
2.3.1. Textural Features 
Textural features are normally the first choice whenever it comes to differentiate 
between objects based on the spatial arrangements of colors or intensities in an 
image. The textural features opted in this thesis includes Extended LBP (ELBP) 
[77] Edge Magnitudes, Edge Directions along with their different variants 
obtained by applying different normalization and aggregation types. The idea 
about a similar version of LBP has already been explained in Section 2.1.1. 
Therefore ELBP is not explained in this section. Readers interested in knowing 
more about Extended LBP can refer to [77, 79].  
Edge detection is the most common technique to determine the presence and 
complexity of texture in an image or an ROI. The goal of edge detection is to find 
the most rapid changes in image intensities that are normally computed by the  
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Gradient operator, 
   [
  
  
 
  
  
]                                                    (    ) 
where I is our input image,  
  
  
 and 
  
  
  are its gradient toward x and y directions 
respectively. The direction of the edges can be computed as follows; 
       ( 
  
  
  
  
⁄ )                                                (    ) 
and the edge strength is given by the gradient magnitudes as 
‖  ‖  √(
  
  
)
 
 (
  
  
)
 
                                           (    ) 
Both the edge magnitudes and edge directions can be used as different features 
for the analysis of texture. The gradient of the image is normally approximated by 
using kernel operators such as Canny, Sobel, Prewitt, etc. In this thesis, the Sobel 
operator is used for this purpose. The block wise histograms of Extended-LBP is 
used to extract features of the face region to be used in the identification process 
and all other textural features are used to train the classifiers for detecting high-
level attributes.  
2.3.2. Color Features  
Color features are used to represent the color related properties of an image. Color 
features used in this thesis include RGB, HSV and grayscale, pixel values or his-
tograms. Histogram is the most commonly used method to represent the color dis-
tribution of an image. Each bin of the histogram represents the number of pixels 
from a particular range in the image. Normally 1-dimensional histograms are 
computed from the grayscale images. However, from color images, histograms can 
be calculated in two different ways.  
The first and simple approach is to get a histogram of each channel of the im-
age and concatenate them one after another. However, it does not give the actual 
representation of color as the inter channel association is lost. The other method is 
to compute a combined histogram directly from the 3D image, and in result a 3D 
histogram is obtained. Although the computation of 3D histogram is more com-
plex than the simple histogram, it provides an accurate representation of colors and 
is highly quantized.  For example, consider a bin size of 4x4x4, it will quantize 
64x64x64 pixel combinations to 1 number (combination of 256/4 = 64 values from 
each channel will go into a single bin).  
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HSV color histograms are used for cloth tracking (Section 2.2.1.2) and to rep-
resent the clothing color to be used for person identification. All other color fea-
tures are used to train classifiers for high-level attribute classifiers.  
2.4. Hierarchical Agglomerative Clustering 
Given a collection of objects, clustering is an unsupervised technique to group 
objects such that the objects in the same group are closer to each other than the 
objects in other groups. Each group is called a cluster which has its own unique 
label/identity.  Clustering has numerous applications in image processing, machine 
learning, pattern recognition, information retrieval, etc.  In this thesis, HAC is used 
to group all occurrences of every individual based on the features extracted from 
their face and clothing regions.  
 
 
Figure 2-6: Example of the dendrogram obtained after HAC. 
 
Hierarchical Agglomerative Clustering [80] is one of the most commonly used 
clustering algorithms in the literature. Unlike other algorithms such as K-means 
[75], it does not require any prior information about the number of clusters. More-
over, K-means critically depends on the initializations of centroids and, is prone to 
converge at local optima. On the other hand, HAC does not require initialization of 
centroids and always gives the globally optimum clusters. HAC follows a bottom-
up approach and merges the closest pairs of clusters at each  iteration. This process 
is often referred as linkage. The linkage process continues until the distance be-
tween two pairs is greater than a certain threshold. The result of linkage process 
can be seen as a binary tree normally termed as ‘dendrogram’. An example of 
dendrogram is given in Figure 2-6 where different colors represent unique clusters 
obtained after the linkage process. The X-axis in Figure 2-6 represents the total 
number of clusters and the y-axis is the distance between pairs of cluster at a par-
ticular level.  
The result of HAC completely depends on the linkage process. Many linkage 
criteria have been proposed in this direction. The one used in this thesis along with 
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a few basic techniques are shortly explained next. Let C1 and C2 are two different 
clusters where N1 and N2 are the number of elements in each cluster respectively. 
Let us define  (     ) as the distance between two clusters and dij as the distance 
between the i
th
 element of C1 and the j
th
 of C2, according to some distance metric.  
 
Single Linkage   
In single linkage, inter-cluster similarity is considered as the distance between the 
closest elements of both clusters. It gives more diverse and chain-like clusters. It is 
useful in the situations where very compact clustering is not needed. The distance 
 (     ) is defined as 
 (     )     
         
                                            (    ) 
Complete Linkage 
As opposed to single linkage, in complete linkage the inter-cluster similarity is 
considered as the distance between the farthest elements of both clusters. Unlike, 
single-linkage, it provides more compact clusters. The distance  (     ) in this 
case is represented as 
 (     )     
         
                                             (    ) 
Average Linkage 
As depicted from its name, average-linkage utilizes the average of distances be-
tween all pairs of elements in both clusters and the distance is denoted as follows: 
 (     )   
 
    
∑ ∑    
        
                                    (    ) 
Other linkage techniques include Centroid Linkage, Ward Linkage, V-Linkage, 
etc.  
2.5. Support Vector Machines 
Support vector machines (SVM), originally proposed by Boser et al. [9], is the 
most commonly used supervised learning methods in pattern recognition.   SVMs 
are often referred as large margin classifiers due to their capability of learning the 
hyperplanes that separate the nearest training samples (support vectors) with the 
largest possible margins in higher-dimensional features space. The distance be-
tween the support vectors and separating hyperplane is called the margin of the 
classifier. The goal of SVMs is to learn the parameters of a mapping function that 
can map all the training samples to some real valued functions which separates 
them efficiently.  
THEORETICAL BACKGROUND 24 
 
  
SVMs can be linear or non-linear. In the cases when data points are not linear-
ly separable, SVMs can also utilize kernel functions, the approach named as kernel 
tricking, to transform the features into a higher-dimensional space.  The goal of 
kernel tricking is to make the features linearly separable. In the case the samples 
are not linearly separable, even in higher-dimensional feature space, cost functions 
are used to penalize the function for allowing data samples to exist on the wrong 
side of the hyperplane. 
 
Figure 2-7: A separating hyperplane for the linearly separable classes. [13] 
Formally, consider the labelled training samples              where      
   
and           , the goal of SVMs is to learn a decision function  (   ) that 
maps any arbitrary input   , with function parameters α, to a real value closer to 
its original label. If the training samples are linearly separable, the hyperplane that 
separates both classes is defined by the points satisfying         . Consider 
all training samples satisfy the following constraints 
  (      )                                               (    ) 
where    is the normal to hyperplane and the parameter b is offset of the hyper-
plane from the origin. The margin of such classifier is defined by two separate 
decision planes, H1 and H2 in Figure 2-7, and is equal to 
 
‖ ‖
. For the same problem 
several set of the parameters w and b can be found that correctly classify the train-
ing samples. However, the classifier with lower margin will tend to have a higher 
expected error. Hence, to maximize the margin, the objective can be formed to 
minimize the Euclidean norm‖ ‖ with the constraints in equation (2.28).   For 
computational ease and to generalize the same formulation for nonlinear case this 
problem can also be expressed in form of Lagrange function [13] as follows; 
    
 
 
‖ ‖  ∑    (      )
 
   
 ∑    
 
   
                           (    ) 
where   are the Lagrange multipliers. This problem requires minimization of a 
convex objective function and is solved by convex quadratic programming [13]. 
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The problem can be reduced even more by representing the normal vector as 
   ∑       
 
    and under the constraints      and ∑       
 
   . Substituting 
these constraints and w, in equation (2.29) will provide a new dual form of Lan-
grange function as, 
    ∑   
 
 
∑          
   
   
 
 
   
                                  (    ) 
To generalize the function for nonlinear cases the dot product in equation (2.30) 
can be replaced by the kernel function k as follows: 
    ∑   
 
 
∑        
   
 (     )
 
   
                             (    ) 
As mentioned earlier, the kernel function is used to transform the feature vectors in 
higher dimensional feature space to make the problem linearly separable. Among 
the most famous kernel function used in SVMs framework are Radial Basis 
Function (RBF), Sigmoid and Polynomial.  
2.6. Performance Metrics 
Until now we have discussed several individual elements that are used in the pro-
posed framework of important person detection. The overall performance of the 
whole system critically depends on the performance of every module. Hence to 
individually evaluate the performance of these modules and also to assess the final 
results of the whole framework, several quality metrics are used in this thesis. The 
rest of this section briefly explains these quality metrics.  
2.6.1. Quality Measures for Detection Algorithms  
The precision and recall are the most commonly used metrics to evaluate the per-
formance of detection algorithms and are calculated using true positives TP, false 
positives FP and false negatives FN. TP corresponds to the count of correctly de-
tected objects. False positives FP, on the other hand, represents the number of mis-
takenly detected objects. Finally false negatives, as clear for the name, give the 
number of missed detections (i.e., the object is not detected when in reality it ex-
ists).  
Using these counts, precisions and recall are described as follows; 
          
  
      
                                           (    ) 
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                                           (    ) 
Precision gives us the ratio of correctly detected objects from detection results. 
Recall provides the information about correctly detected objects from the whole 
collection of data. To calculate the Recall, ground truth / labelled data is needed.  
2.6.2. Quality Measures for Classification Algorithms  
Classification accuracy is the simplest and widely used measure to assess the qual-
ity of the classification / recognition algorithms. It is simply calculated by taking 
the ratio of correct classification with the total number of tests.  
                          
                      
                    
  
  
     
        (    ) 
Then the error rate is simply given as; 
                                                     (    ) 
2.6.3. Quality Measures for Clustering 
As mentioned earlier, HAC is used to group the appearances of every individual. 
After performing HAC an N number of clusters are obtained where each cluster 
represents a unique person. To check how well HAC has performed the grouping 
task, we have adopted the same quality metrics as used in [32]. This includes Self-
Organization Rate (SOR) and Cluster Conciseness (CON).   
Self-Organization Rate  
SOR gives the information about the homogeneity of the clusters such that the 
amount of data samples that are grouped in to the correct classes (unique individu-
als in our case). SOR is described as follows; 
    (  
∑      
 
)                                          (    ) 
where     indicates the number of data samples representing class-A that are 
grouped into a cluster dominated by the samples from class-B.    denotes the 
number of data samples that are assigned to a cluster in which no class dominates 
with more than half, and N  represents the total of samples available for the clus-
tering. Higher value of SOR represents more homogeneous clusters and higher 
accuracy of clustering.  
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Cluster Conciseness 
CON provides the information about redundant clusters such that if more than one 
cluster represent the same class (person) all clusters except one are redundant. If 
data samples from a class-A represent majority in    clusters, then      of those 
clusters are redundant. The total number of redundant clusters    is given by  
   ∑    
 
                                                 (    ) 
The amount of non-redundant clusters is obtained as 
    (  
  
 
)                                                (    ) 
where C is the total number of clusters obtained after the clustering algorithm. 
Similar to the SOR, higher value of CON represents good clustering efficiency.  
2.6.4. Quality Measure for Important Person Detection 
Since our goal is to detect important persons, it is possible that an important per-
son is not detected as important or vice versa. Detection accuracy of important 
person detection is captured by False Positive Rate (FPR) and False Negative Rate 
(FNR). FPR represents the amount of casual persons classified as important. FNR 
denotes the amount of important persons that are missed by the system (not classi-
fied as important). Both FPR and FNR are described as follows: 
                    = 
 
                                                        
                                    
 (    ) 
                    
 
                                                             
                                       
    (    ) 
 
Both FPR and FNR range from 0 to 1 and the lower value of both measures shows 
better detection accuracy.  
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3. PERSON REPRESENTATION SCHEME 
To re-identify a person across multiple videos, one needs to extract the useful in-
formation to efficiently represent the person’s appearance. Most of the work to-
ward this direction has been focused on extracting low-level features from the de-
tected face regions. In low-level features, the main emphasis has been put for ex-
tracting textural features and then training a classifier, based on labelled training 
samples. Trained classifiers are used to recognize a person in other videos [48, 53, 
55]. In case of supervised learning, the classifier automatically learns the intra-
class similarities and avoids dissimilarities.   However, for the current problem, no 
training data is available. Therefore, we need to directly use the coarse features for 
the purpose of re-identification in an unsupervised way.  
Therefore, every individual is represented using three different modalities to 
get the best possible representation of a person’s appearance. This includes low 
level facial features, high-level attributes and the clothing colors. All three modali-
ties can provide complementary information under pose, illumination and appear-
ance variations. Of course, before extracting such features, one needs to localize 
appearing individuals. The rest of this chapter explains our implementation of per-
son detection and tracking followed by the details about person representation 
schemes, using all three modalities (face, clothes, and high-level attributes).    
3.1. Person Detection and Tracking 
Face is the most intuitive region to detect a person in images/videos and hence, in 
this thesis, face detectors are used as the core module for person detection. The 
face detection algorithm used in this thesis has already been explained in Section 
2.1. The rest of this section gives the implementation details of face tracking, cloth 
detection and tracking along with a discussion on how outcomes of both trackers 
are merged to get better results for person tracking.  
3.1.1. Detector Assisted Face Tracking 
As discussed in Section 2.2, face detection is a very expensive task including the 
implementation of multi-view face detection (Section 2.1.3), where there is need to 
run several face detectors, trained at various yaw-angles, over a whole frame. To 
reduce the computational complexity and get temporal correspondence between 
consecutive frames (Figure 2-4), a particle filters (Section 2.2.1) based tracking 
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algorithm [53] for face tracking is adopted. Its implementation details are given 
next.  
Similar to multi-view face detector, the face tracker used in this work is also 
invariant to face pose and partial occlusions. We start by running the multi-view 
face detector over the first frame to get the initial detections. Afterward, a unique 
tracker is initiated for every detected face to track it in the rest of the frames. The 
state    of the face consists of x-y coordinates of the bounding box, the scale s that 
corresponds to the size of face, and an angle α which represents the pose of the 
detected face. Hence, the transition model for face tracking is represented as fol-
lows: 
   [           ]                                                  (   ) 
We propagate N particles around every detected face region at frame t, following 
the same approach as described in Section 2.2.1. An example of propagated parti-
cles can be seen in Figure 3-1.  
 
 
Figure 3-1: Example of the particles drawn around the detected face region in the next frame. (a) De-
tected face region at frame t. (b) Drawn particles around the face region at frame t+1. 
For each particle,   
 , the weight   
  is computed by running a face detector, 
trained at the angle nearest to the particle’s pose angle   
 , at the region defined the 
particle coordinates and scale. The confidence value provided by the correspond-
ing detector is directly taken as the weight value. Unlike multi-view face detector, 
in this case we just run a single face detector as it can fairly be assumed that the 
pose of the face does not vary drastically and only running the detector with the 
closest pose angle is sufficient. Moreover, we run detector only at the region de-
fined by particle’s location and size. This helps us to avoid an exhaustive search 
and to limit the use of face detector to a very small portion of the possible sub-
regions.  
As the particles are propagated by independently drawn Gaussian noise (Sec-
tion 2.2.1.1), there exist particles with a diverse range of pose angles. By selecting 
the detector with the closest yaw angle, the particles that best describe the current 
face pose are assigned the highest weights as it can be seen in Figure 3-1 (b) where 
the particles in the central region of the face have green weights (bright green cor-
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respond to higher weights) and other particles are black (zero or near to zero 
weights as the green get dims toward black).  
The state    of face is estimated by having the linear combination of particle’s 
location and weights assigned to each particle as given in equation (2.21). The 
particles are resampled once the effective number of particles becomes less than a 
certain threshold (Section 2.2.1.4) which also helps the tracker to adopt with the 
variations in face pose. To initiate trackers for new appearances, the multi-view 
face detector is run after every k
th
 frame. A tracker is terminated when no detec-
tion is found during the evaluation of particles’ weights such that no face is found 
in the regions defined by all particles, for more than 5 frames.  
Furthermore, care has to be taken to avoid identity switching of overlapping 
face tracks such that particles from different trackers do not get scored on the same 
face or get replaced with each other. This is ensured by keeping the trackers away 
from each other such that if two trackers come in the vicinity very close to each 
other we terminate one of these trackers and re-initialize it once they again get far 
enough. For this purpose a very simple technique is adopted such that if the dis-
tance between the centers   ̅  and  ̅ , of two trackers becomes less than a certain 
threshold  , then one of these trackers is terminated:    
‖ ̅   ̅ ‖                                                       (   ) 
In this thesis, the choice of   is made empirically to get the optimal results.  
False positives can also occur due to misclassification by the face detectors 
which in turn will initiate a face tracker for it. However, for false positives the par-
ticles in tracker die out very rapidly and the tracker does not last very long. Hence, 
to avoid false positives, we eliminate all face tracks with the length less than a 
threshold (l = 5). 
An example face track can be seen in Figure 3-2. We can see the variations in 
appearance due to changes in facial pose, noise due to motion, and illumination 
changes. 
Figure 3-2: Sample face track generated by the detector assisted face tracker. 
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Now the idea is to represent a person with a whole track rather than just a single 
face image. Extracting useful features from the complete face track helps us to 
recognize/cluster same individuals across different pose angles. 
In our experiments we have used the number of particles, Np, equal to 1000 to 
efficiently capture the motion of face and to have less computational complexity. 
An increase in the number of particles will of course increase the tracking accura-
cy. The main bottleneck in the tracker’s computational cost is the initialization of 
new detections (when 5 detectors are run over the whole frame to form multi-view 
face detector).The gap, k, in running multi-view face detector also decides the 
trade-off between tracking efficiency and the computational cost. We have chosen 
k = 10 and found that it works well in real life scenarios. Our face tracker runs 
near real-time with a processing time of almost 15 frames per second, over 2.53 
GHz Intel Xeon processor with 92GB of RAM, for a high quality video with frame 
size 720x576. The implementation of multi-view face detector and also the weight 
evaluation of all particles is parallelized with Intel’s TBB [93], an open source 
C++ library for multi-threading.  
3.1.2. Clothes Detection and Tracking 
Clothes Detection 
Clothing color information, extracted from the upper-body part of an individual 
provides very important clues about the appearance of a person, particularly within 
a single video, or videos captured at the same event. Clothing information has 
been used successfully to aid face recognition/clustering in many algorithms [1, 6, 
29, 35, 48, 55]. As compared to face, body detection is a much difficult task due to 
the huge amount of appearance variation and also due to non-homogeneous body 
structure.  The simplest way for body detection is to take a bounding box below 
the face region. Several independent full/upper body detectors have also been pro-
posed in the literature [45, 61, 82, 83]. Due to the very high computational com-
plexity of independent body detectors, the simpler approach is adopted to meet the 
real-time computational needs. Example body regions can be seen in Figure 3-3. 
 
 Figure 3-3: Example of the clothes bounding box detected based on the face detector.  
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Although, body detection in this case is completely dependent on face detector 
and we are not able to detect persons whose faces are not visible (as in [29, 48]),  
we can still use clothing information to merge the broken face tracks, due to the 
large amount of variations in face pose, and hence can get better tracking results. 
For this purpose, after the body detection, an independent clothes tracker is also 
initiated as described next.  
Clothes Tracking  
For clothes’ tracking we follow the same procedure as for face tracking but with a 
different observation model as described in Section 2.2.1.2. There is no pose in-
formation available for the detected clothes region. Hence the transition model in 
this case is as follows: 
   [          ]                                                     (   ) 
where    and    correspond to the x-y coordinates of the clothes bounding box, 
   and    are the width and the height of the bounding box respectively.  
We propagate N (N = 1000) particles around the detected clothes region and com-
pute a 3-dimensional color histogram from all the regions defined by the particles. 
We use NH×NS×NV bins for the histogram which gives us an m-dimensional fea-
ture vector for each particle. In this thesis we use 8×8×8 bins that, in turn, give us 
512-bins histogram. As discussed in Section 2.2.1.2, computing a histogram from 
a rectangular region is not optimum. Hence to deal with partial occlusion and 
avoid background regions, a weighting technique is utilized.  
The weighting algorithm works such that the pixels that are near the center of 
the clothes region will get higher weight as compared to the farther pixels, exploit-
ing the fact the farther pixels are more likely to get occluded.   For this purpose, 
the weighted kernel profile proposed in [15] is used to estimate the color distribu-
tion as follows;  
Let zi be the location (x, y and z coordinates) of a pixel value in clothes region 
and zc be the location of the center of this region. The weighting kernel k, to assign 
smaller weights to the pixels farther from the center, is defined by 
 ( )  {
                
                     
                                           (   )                       
where r is the normalized distance between the pixel location  zi  and the region 
centre zc. Then the color distribution    
        of clothes the cloth region 
centered at zc would be  
   
    ∑  (‖
     
   
‖
 
)  [ (  )   ] 
 
   
                             (   ) 
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In equation (3.5),              is a function that gives the index, for the 
pixel at location zi, of the bin in the histogram. The term n gives the total number 
of pixels in the clothes’ region, δ is the Kronecker delta, h and w are the height and  
width of the region respectively. C is the normalization factor to ensure that distri-
bution is legitimate, i.e., ∑    
        and represented as 
   
 
∑   (‖
     
   ‖
 
)    
                                                    (   ) 
We use the same method to compute the clothing color distribution of the tar-
get region (cloth region at previous frame) and candidate regions (regions defined 
by all particles). Afterward, the Bhattacharya distances (Section 2.2.1.2) between 
distributions of target and particles are converted to weights and used to estimate 
the position of clothes as explained in Section 2.2.1.5. Similar to face trackers we 
also terminate one of the trackers if they come close to each other.  
Clothes tracks obtained from every tracker are used in the next section to comple-
ment face tracks and to achieve better tracking results.    
3.1.3. Merging Face and Clothes Tracks 
It is easily understandable that face and clothes track can provide complementary 
information to each other. Information from one tracker can be leveraged to assist 
the other, e.g., in the situation where a face tracker gets terminated due to large 
pose or illumination variation, but the cloth tracker is still able to track the body or 
vice versa. Exploiting this observation, a track merging strategy is adopted to take 
advantage of both trackers and in result obtain better tracks that are referred as 
person tracks (face and body combined) in this thesis. Figure 3-4 depicts the 
aforementioned motivation in pictorial form where a broken face track and a frag-
mented clothes track are merged to obtain an improved person track. 
 
 Figure 3-4: Illustration of the face and cloth track merging.  
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As mentioned earlier (Section 3.1.2), for every detected face, independent face 
and clothes tracker are introduced. We keep the information of jointly created 
tracks and utilize this information in the merging strategy to check the status of 
their pair at any stage. For every face tracker, we check whether its corresponding 
clothes track is still alive or has been terminated. If the clothes tracker is active, its 
spatial location is checked whether it is tracking the correct body region or not. 
For this purpose, we select a fixed bounding box around the face region, as shown 
in the Figure 3-4, and search for the clothes tracker in this region. If the clothes 
tracker happens to be within the selected bounding box it means both trackers are 
working fine and no updating process is needed. However, if the clothes tracker is 
not present in the selected region, we re-initialize the values of particles, according 
to the current location of the face. This is done to make the clothes tracker within 
the correct range. In case the clothes tracker has already been terminated, we simp-
ly start a new clothes tracker and assign the same identity as of the previous track-
er. this process after every k (k = 10) frames and keep making up for mis-
placed/expired clothes trackers in an online manner.  
To merge the face tracks that are torn apart, clothes track information is uti-
lized. If there is a clothes tracker which does not have its active face pair, we 
search for a new face tracker (with a different identity) by considering a ROI 
around the current state of clothes (Figure 3-4). If there is a new face tracker pre-
sent in the region of interest (it means an old face track was terminated and a new 
tracker is initialized for the same person), we change its identity with the identity 
of the previous face tracker to merge them together. In case there is no face tracker 
available in the region of interest, we keep checking for it for k frames (k = 50, for 
a video with 25 fps) unless a face tracker is found. Otherwise, we forcibly termi-
nate the clothes tracker as well. While initiating a new face tracker, it is likely that 
an older clothes tracker will still be present for the same person. To ensure that 
two separate clothes tracker are not initialized for the same person, we always 
check before initiating a clothes tracker if there is already one in the vicinity of 
face. If this is the case, we simply pair the new face tracker and the older clothes 
tracker and do not initiate a new tracker for the clothes.  
Following this approach we can merge most of the face tracks that were bro-
ken due to sudden variations (pose, illumination, motion, etc.) and hence in result 
obtain the combined person tracks that are used in the later stages for feature ex-
traction. Each element of a person track contains three kinds of features: Low-
level facial features, High-level attribute and clothing color features. Details on 
feature extraction are given in the next section.  
3.2. Representation using Facial Features 
The face is one of the most crucial biometric information for person recogni-
tion/identification. To extract robust features of the face, most of the work has 
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been done toward extracting low-level features to capture the texture of the face. 
In this context LBP, the use of local appearance descriptors such LBP [77], HOG 
[61] and DCT [26], Gabor jets [38], SIFT [16] and SURF [25] have become are 
increasingly common due to their robustness against occlusion, expression varia-
tions, pose and scale variations, etc.  
In this thesis, we focus on descriptor based LBP (Section 2.1.1) as it is compu-
tationally very effective and has been proved to be very useful for face recognition 
[77]. In crowd sourced videos, face pose is completely unrestricted, and hence the 
tracked faces can contain all kinds of pose angles. Extracting features directly 
from these images will cause a huge amount of intra-track variation and can affect 
the identification process. We have overcome this difficulty by converting all faces 
to fixed size and aligning them to a near frontal view.  The rest of this section ex-
plains the face alignment technique chosen in this thesis followed by a brief dis-
cussion on feature extraction. 
3.2.1. Facial Landmarks Detection and Face Alignment 
Before feature extraction, we align all faces such that the eyes and mouth of all 
faces appear at nearly the same spatial location. For this purpose, the eyes and 
mouth are detected using a Deformable Part Models based facial landmark detec-
tor by [54] and its already available implementation is used. As facial landmark 
detection is not the topic of this thesis, the in-depth details of the topic are skipped. 
Readers who are interested to know more may refer to [54].  
The facial landmark detector provides spatial coordinates for the seven facial 
landmarks including lateral and medial canthus of the eyes, nose and both corners 
of mouth. The centers of both eyes and mouth are then estimated from these coor-
dinates that are used as key points for the face alignment. Alignment is done by 
warping the image using a 2D transformation matrix. The transformation matrix is 
obtained using affine transformation to map the detected key-points to a set of 
fixed key points in the aligned image where the fixed key points in the aligned 
image are selected heuristically. A pictorial representation of the face alignment 
process is given in Figure 3-5. 
 
 Figure 3-5: Preprocessing steps for each face image.  
Under the assumption of facial symmetry, every face is rotated to a negative 
yaw angle, utilizing the estimated pose information (α in face transition model, 
Section 3.1.1). This little tweak helps in the identification stage as the features are 
always extracted from the good side of the face.  
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3.2.2. Feature Extraction 
The aligned face image is converted to grayscale and an ELBP image is extracted. 
Unlike the basic LBP operator (Section 2.1.1), the ELBP operator utilizes circular 
neighborhoods and bilinear interpolation to allow any radius and number of pixels 
in the neighborhood and is often represented as LBPP,R.,where P denotes a neigh-
borhood of P equally spaced sampling points on a circle defined by the radius R. 
ELBP gives 2
P 
unique binary patterns; however, not all of them are important to 
represent an image. It is found that the uniform patterns (patterns that contain at 
most two transitions from 0 – 1 or vice versa e.g., 001110000, 11100001, etc) con-
tain 90% of the important information [77]. Hence, only the uniform patterns are 
utilized and the ELBP histogram is extracted such that all uniform patterns are 
accumulated into unique bins, whereas all non-uniform patterns are accumulated 
into a single bin of the histogram. For P = 8 and R =1, this results in a 59 bin his-
togram.    
A global histogram for a whole face image can be formed to represent the face. 
However, computing a global histogram causes the loss of the spatial information. 
Hence, the ELBP image is divided into 4x4 blocks and an ELBP histogram is ex-
tracted from each block. Final feature vector of length 944 (4x4x59) is formed by 
concatenating all block-wise histograms as depicted in Figure 3-6. 
 
  Figure 3-6: Schematic diagram of the block-wise LBP histogram based feature extraction.  
Features are extracted from all the face patterns in a face tracks, and feature for 
a unique face sample will be represented as      , hereafter. These features are 
utilized to find similarities between two different face tracks as described in Chap-
ter 4.  
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3.3. Representation using High-Level Attributes 
It is a well-known fact that the images of different identities in the same pose are 
more similar compared to the images of the same identity in different poses. Alt-
hough a face track comprises more than one image of a person’s face, it is still 
unsure whether all possible face poses and expressions are available. Moreover, 
faces in a face track are temporally related and contain less illumination variation 
as compared to face tracks of the same person but extracted from a different video 
(particularly for the videos captured by different photographer or from different 
camera sensors).  
As mentioned earlier, occluding region of a person face can also vary with the 
camera angle and also the distance from the object.  In such situations, low-level 
facial features are not enough to effectively represent an identity, especially the 
textural features. Hence, a better representation that is robust to these challenges is 
needed. High level attributes are proven to be robust against such variations [41, 
57, 86] and are opted in this thesis. Particularly for person identification in a 
unique event, these attributes provide very strong clues about the appearance of a 
person. This can help in differentiating individuals under large pose variations. 
3.3.1. Selected Attributes 
We have selected 15 most evident attributes that cannot vary considerably in an 
event. However, more attributes can also be considered for further representation 
such as in [57], 73 attributes are used for person identification.  A list of selected 
attributes is given in Table 1.  
 
Table 1: Selected high level attributes for the face representation. 
 Type Attributes 
Race Asian, White, Black, Indian 
Hair related characteristics Brown Hair, Gray Hair, Black Hair,  
Blond Hair, Wearing Hat 
Age Group Youth (Baby, Child, Young),  
Not-Youth (Middle-Aged, Senior) 
Gender Male, Female 
Facial Appearance Beard/Non-Beard 
Eyes related characteristics No Eyewear, Wearing Sunglasses,  
Wearing Spectacles 
 
Our aim is to label each face, in a face track, with a confidence value about the 
presence of a particular attribute. For this purpose, binary classifiers for each at-
tribute are trained and the confidence value provided by the classifier is used as a 
feature. Nevertheless, training such a huge amount of different classifiers is a time 
consuming task as to manually train each attribute classifier; one needs to select 
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effective features and good face regions by hand. Different face regions can be 
advantageous for classification of a specific attribute. Similarly, different pixel 
value types can play a vital role for efficient classification. Training of tens or 
hundreds of attribute classifiers requires a huge human effort, which leads to the 
necessity of an automatic way of training such classifiers. For this reason, a for-
ward feature selection algorithm proposed by N. Kumar et al. [57] is adopted. The 
complete architecture for automatic training of attribute classifiers is explained in 
the next section.   
3.3.2. Training of Attribute Classifiers 
The overall architecture for training an attribute classifier can be seen in Figure 
3-7, where optimal face regions and pixel value types are automatically selected 
and each classifier is automatically trained in a supervised way.   
 
Figure 3-7: The complete architecture for the automatic selection of the optimal feature, and training of 
an attribute classifier [59]. 
For any supervised learning method, the first step to be performed is the collection 
of training samples. A note on training samples used in the thesis is given next.  
3.3.2.1 Training Samples 
For the purpose of image retrieval based on facial attributes, a database named as 
“FaceTracer” has been proposed in [60], that consist of 15,000 images download-
ed from the internet using a search engine. The database contains professional and 
amateur photos of various celebrities and a subset of images is labelled for several 
attributes such as gender (male/female), race (Asian, white, black), age (baby, 
child, youth, middle aged, senior), hair color (blond/not blond), eyewear (none, 
eyeglasses, sunglasses) etc. However, the number of labelled samples is quite little 
and on average contains 200 labelled images per attribute. On the other hand, for 
our purpose, 500 to 2000 training samples are needed for the training of each at-
tribute classifier. To collect more training data, we have labelled the remaining 
images in FaceTracer database. In addition to FaceTracer, another public dataset 
“PubFig” has been proposed in [57] that contains a large collection of images of 
public celebrities. We have combined images from both datasets and, have collect-
ed the required number of training samples for each attribute. Images are labelled 
by multiple persons and have been cross checked once. Both datasets provide 
bounding boxes for detected faces in each image and we have directly used this 
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information instead of running our own face detectors. The numbers of collected 
training samples for each attribute are given in Table 2.  
 
Table 2: Count of the labeled training samples after combining images from the 
FaceTracer and PubFig datasets. 
Attribute Labelled  
Images 
 # 
Attribute Labelled  
Images 
 # 
East Asian 272 Not-Youth 1200 
White 2517 Male 3091 
Black 938 Female 3172 
South Asian 2356 Beard 818 
Brown Hair 1459 Non-Beard 1465 
Gray Hair 800 No Eyewear 2000 
Black Hair 1875 Wearing Sunglasses 690 
Blond Hair 1725 Wearing Spectacles 1115 
Youth 833 Not Wearing Hat 1342 
Wearing Hat 574   
3.3.2.2 Automatic Training 
Given the labelled training samples for a particular attribute, our aim is to learn a 
function  ( ) that can map a query face image to a real value   . For instance, in 
case of attribute “Wearing Sunglasses”, we need to learn a function that will map 
all images with sunglasses to positive values and without sunglasses to negative 
values. Moreover, we also want this function to measure the degree of confidence 
of a particular attribute. In the rest of this section, the complete architecture 
(Figure 3-7) for automatic classifier training is described.  
 
Preprocessing and Feature Extraction 
As a preprocessing step, first, all training samples are aligned using affine trans-
form following the same technique as described in Section 3.2.1. However, in this 
case we select a slightly larger face region to keep the hairs and chin visible. Dif-
ferent feature and face regions can be crucial to efficiently learn a classifier for a 
particular attribute such as for the attribute “Eyeglasses” regions around the eyes 
are more crucial than other regions like cheeks, hairs, etc. Similarly for hair color 
classification, hairs and forehead region are more important than a person’s chin.  
Therefore, before feature extraction, the face is divided into several functional 
parts such as the eyes, nose, forehead, etc. 
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These regions are manually defined in affined aligned coordinates and are 
fixed for every aligned face. The face regions used in this thesis are shown in Fig-
ure 3-8. Regions are kept large enough to contain the corresponding face part un-
der pose variations. Moreover, most of the regions are slightly overlapping (Figure 
3-9) that provides robustness to small errors in alignment. 
 
 
Figure 3-9: Example training images with the face regions drawn with different colors. We can see how 
the regions are overlapped with each other.  
Subsequently, each face region is converted to various pixel types including dif-
ferent color spaces (RGB, HSV, and Image Intensity), edge magnitudes and orien-
tations. The importance of a pixel value type also varies with the attribute e.g., for 
age and gender classification edge orientation/ magnitude are more significant than 
pixel intensities. On the other hand for race classification both intensity values and 
edges are important. Pixel value types used in this work can be seen in Table 3.  
 
 
 
 
Face (F)  
Hairs (H) 
Left Eyebrow (LEB) 
Right Eyebrow (LEB) 
Left Eye (LE) 
Right Eye (LE) 
Cheeks (C) 
Mouth (M) 
Forehead (FH) 
Upper-Lip (UL) 
Chin (CN) 
Nose (N) 
Figure 3-8: Selected face regions to train the attribute classifiers. 
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Table 3: Feature type options for the training of an attribute classifier. 
Pixel Value Types Normalizations Aggregation 
RGB (R) 
HSV (H) 
Image Intensity (I) 
Edge Magnitude (EM) 
Edge Orientation (EO) 
None (N) 
Mean Normalization (MN) 
Energy Normalization (EN) 
None (N) 
Histogram (H) 
Mean/ Variance (MV) 
 
Afterwards, the extracted pixel values can be further normalized for better 
generalization and robustness to illumination variations.  We have used the same 
normalization techniques as used in [57] that are mean normalization and energy 
normalization. Mean normalization,  ̂  
 
 
, helps in eliminating illumination gain 
and the second,  ̂  
   
 
,  removes both the gains and offsets.   is the original pix-
el values, and µ and   are their mean and variance respectively. These pixel val-
ues, normalized/not-normalized, can directly (by concatenating one after another) 
be used to train classifiers. However, using such high dimensional feature vectors 
may lead to over-fitting for some cases. Hence, for better generalization, pixel val-
ues can be aggregated using various methods such as histogram of pixel values in 
corresponding region, the mean and variance, etc. A combination of face region 
from Figure 3-8, feature value type, normalization and aggregation method from 
Table 3 form a unique feature extractor,    , and the complete set of feature extrac-
tors,  ( ), is represented as follows: 
 ( )     ( )     ( )             
Each feature extractors takes an aligned face image as input and extract a fea-
ture vector from a specific region, according to a combination from Table 3. It is 
to note that all possible combinations are not usable, such as taking the mean and 
variance as aggregation type, for energy normalized pixel values, will give zero 
mean and unity variance for every sample, and therefore it is not a discriminating 
feature at all.  
 
Feature Selection and Attribute Classifiers 
To create a classifier for a specific attribute, we apply all feature extractors on an 
image which in turn gives us N different features. The simplest way to train a clas-
sifier is to concatenate all extracted features one after another and let the classifier 
decide which features are useful and which are not. However, providing a huge 
number of non-discriminative features will put too great burden on the classifier 
and will not be able to generalize well. To cope with this problem, N. Kumar in 
[57] has adopted a forward feature selection algorithm to pick only the useful fea-
tures and used only the selected feature to train a classifier.  
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FFS is a greedy algorithm that iteratively selects the optimal features. In the 
first iteration, classifiers are trained for every feature extractor in the set  ( ) and 
their performance is evaluated using cross validation. The feature extractor with 
the minimum error rate is selected as a good feature and is added to the output set. 
In the rest of the iterations, individual classifiers are trained with the features al-
ready selected in the output set, concatenated with the feature-region combinations 
other than those in the output set. The combination that drops the error rate the 
most is added to the output set. By following this approach we can select any 
number of features that are good for learning the training set. The whole approach 
is independent of the attribute type. This can select good features for any high-
level attribute, provided that the training samples are efficiently representing both 
classes. We keep on adding features into the output set until the classification error 
rate does not drop anymore or the number of selected features exceeds a certain 
threshold, which in our case is six. To reduce the training time, 70% of the features 
with high error-rate are dropped in every iteration but at least 10 features are al-
ways kept.  
Support Vectors Machines (Section 2.5) are used as classifiers and the publicly 
available implementation of libSVM [11] is used in this thesis. Positive and nega-
tive samples for training are gathered from the images summarized in Table 2. To 
make the extracted features better separable, kernel tricking is used in SVMs. Dif-
ferent kernels including Polynomial and RBF kernels were tried and it was found 
empirically that RBF kernel works better in most cases. The regularization param-
eter C and   of RBF kernel are selected using the grid search method. For the 
evaluation of the classifiers, 5-fold cross validation accuracies are used as a meas-
ure of efficiency. A complete pseudocode for training an attribute classifier is giv-
en in Figure 3-10. 
The training time for single classifiers depends on the number of training sam-
ples and on the type of attribute. In our case it varied from 1 day to a week over a 
2.53 GHz Intel Xeon processor with 92GB of RAM and a parallelized implemen-
tation using TBB [93].  
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Feature Selection and Training of Attribute Classifiers 
 ( )     ( )     ( )            
1 Output_Set = EMPTY 
2 xi = Training_Samples, i = 1:M 
3 yi = Labels, i= 1:M 
4 WHILE SIZE_OF(Ouput_Set == 6) OR Error rate is not decreasing 
5 FOR i = 1:k 
6  IF(fk ∉ Output_Set) 
7 FOR i = 1 : M 
8 Featuresi =    (  )  
9 END FOR 
10 Final_Features = CONCATE(Output_Set, Features) 
11 [         ] = TRAIN_SVM(Final_Features, y) 
12 END IF 
13 END FOR 
14       
      (     )
 
 
15 Output_Set.APPEND(     ) 
16                
17 END WHILE 
Figure 3-10: Pseudocode for the automatic feature selection and training of the attribute classifiers. 
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3.3.3. Accuracies of Attribute Classifiers 
To measure the efficiency of classifiers, we have used 5-cross folds accuracies that 
are summarized in Table 4. We can strongly argue that these accuracies reflect the 
performance of our classifiers in real world scenarios as the images used for train-
ing are gathered from real world images [60]. Selected feature-region combina-
tions for each attribute are also listed in the last column of Table 4. From the se-
lected combinations, it can be seen that the chosen combinations are appropriate 
for the majority of the attributes.   
Table 4: 5-fold cross validation accuracies of all the attribute classifiers with selected 
combinations for feature extractors (in order of their selection). 
Attribute 
Accuracy 
(%) 
Selected Combinations 
(Region: Pixel Value: Normalization : Aggregation) 
Asian 81.79 
F:R:EN:N, REB:R:EN:N, FH:R:N:N, 
F:H:N:N, LE:I:EN:N, H:I:EN:H 
White 86.01 F:R:MN:N, F:R:EN:H, F:R:N:MV 
Black 94.22 
F:R:N:N, F:EM:MN:N, N:R:N:H, 
M:R:N:MV, F:I:N:H 
Indian 88.34 F:R:N:N, FH:I:MN:N, N:R:MN:N 
Wearing Sunglasses 98.05 
F:R:N:N, F:EM:MN:N, F:R:EN:N, 
LE:H:N:H, LE:R:MN:H 
Wearing Spectacles 94.84 
N:R:EN:N, N:EM:MN:N, LE:EM:MN:N, 
LE:I:EN:N, LE:R:MN:N 
No Eyewear 94.72 
N:R:EN:N, N:EM:EN:N, LE:EM:MN:N, 
LE:R:MN:N 
Wearing Hat 97.96 
FH:R:N:N, H:I:N:N, FH:R:EN:N, 
FH:EM:N:N, H:EM:N:H 
Black Hair 94.45 
H:H:N:N, N:R:N:N, FH:R:N:N, F:R:EN:N, 
F:R:N:N, 
Brown Hair 94.04 
H:R:N:H, FH:R:N:MV, H:H:N:MV, 
H:H:N:H, H:I:MN:H, F:I:MN:N 
Blond Hair 94.42 
H:R:N:N, F:H:EN:N, RE:R:N:N, 
N:EM:N:N, UL:H:EN:N, RE:H:N:N 
Gray Hair 96.80 
F:R:EN:N, H:R:N:N, LE:R:N:N, FH:R:N:N, 
LEB:R:N:N 
Youth / Not-Youth 92.82 
F:R:EN:N, F:EM:MN:N, N:EM:N:N, 
N:I:N:N, LEB:EO:MN:N, F:EM:N:N 
Beard / Non-Beard 94.10 
F:R:EN:N, UL:R:EN:N, UL:EM:N:N, 
F:H:N:N, LE:R:MN:N 
Gender 
(Male / Female) 
95.84 
F:R:N:N, LEB:I:MN:N, REB:I:MN:N, 
F:R:EN:N, F:EM:N:N 
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Due to our coarse division of the face region into several sub parts, attribute 
classifiers are also invariant to partial occlusions, provided that the selected face 
regions are visible.  
3.3.4. Final Features 
Finally each face pattern in face track is represented by the confidence values pro-
vided by the attribute classifiers. These confidence values are concatenated into a 
single 15-dimensional feature vector,      , as shown in Figure 3-11.  
 
 
Figure 3-11: Example of the representation using high-level attribute classifiers. 
The extracted feature vectors from each face pattern of face track are used in the 
later stages for person identification.  
3.4. Representation using Clothing Colors 
For representation using clothes, we simply take the clothing region and extract a 
weighted YUV color histogram as used for clothes tracking (Section 3.1.2). The 
feature vector extracted from the clothes will be referred as          from now on-
ward.   
 
 
Figure 3-12: Example of the representation using clothing color features. 
Until now we have represented every detected person using all three modalities. 
These modalities are used in the clustering algorithm to form the distance matrix 
to group same individuals and assign them a unique identity. The complete 
framework for important person detection is elaborated in the upcoming chapter.  
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4. IMPORTANT PERSON DETECTION 
In the previous sections we have developed the foundations (Chapter 2) of con-
cepts used in this thesis along with the discussion on implementation details of 
individual modules (Chapter 3). In this chapter the proposed framework for im-
portant person detection is formed and a detailed discussion is given on how the 
aforementioned modules are integrated to form an automatic and efficient frame-
work. Figure 4-1 gives a complete picture of the proposed design that is discussed 
in the rest of this chapter. 
The framework requires videos and, if available, sensor data as input. The sen-
sor data is utilized for temporal segmentation of videos that in turn gives us coher-
ently divided sub segments that are easy to process and manipulate. Afterwards, 
person tracks, containing face and clothing information of individuals, are obtained 
by running the person tracker (Section 3.1) over each video segment. Every person 
track is represented using three modalities (face, high-level attributes and clothing 
features) as described in Chapter 3. Once the features for all person tracks are ob-
tained, we start by grouping the appearances of every individual within a single 
video, first intra-segment (within the sub-segments obtained after temporal video 
segmentation) and then inter-segments or intra-video (within a single video or be-
tween sub-segments originated from the same video). Subsequently, global cluster-
ing is performed between the available videos of a particular event and unique 
identities are assigned to every individual. Individuals are ranked according to the 
number of their presence in the whole event. This finally gives us the information 
about important persons. The rest of this section explains all the steps in detail. 
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Figure 4-1: The schematic diagram for the important person detection framework.  
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4.1. Temporal Video Segmentation 
The goal of temporal video segmentation is to divide larger videos into more man-
ageable sub-sequences that are easy to manipulate and contain less appearance 
variations. It also ensures that the clustering within a sub-sequence is accurate and 
wrong clusters are not propagated into the next clustering stages. Moreover, it also 
helps to increase the possibilities of parallelism for processing multiple videos at 
the same time.  
Temporal segmentation of videos is considered as a solved problem in com-
puter vision research. Most of the techniques toward this direction look for cuts 
(abrupt transitions from one video to another), fades and dissolves (gradual transi-
tion from one scene to another with a fading effect) [28] and camera motion analy-
sis [22, 62] for finding the appropriate points for segmentation. As the focus of this 
work is on videos recorded from handheld cameras, the videos are unedited and 
unstructured. Therefore, the videos are single shot and do not contain transition 
effects. Consequently, the camera motion analysis is the most intuitive thing we 
can do to understand camera panning (horizontal movement of the camera) and 
scene changes. The points where fast camera panning (fast camera panning gives 
indication of scene change) is detected can be utilized to divide a video. The cam-
era panning detection algorithm used in this thesis is concisely explained next. 
4.1.1. Camera Panning Detection 
Most of the techniques for the camera motion analysis are based on content based 
analysis of videos [22, 62]. Hence, they are computationally expensive. For this 
reason we have adopted the sensor based camera panning detection and classifica-
tion algorithm proposed by F. Cricri et al. [18]. Their technique utilizes the com-
pass orientations, provided by the built-in electronic compass available in the ma-
jority of modern mobiles or digital cameras, to analyze the horizontal movement of 
hand and detect the camera panning. Later, camera panning is classified into two 
classes: fast panning and slow panning. The algorithm is computationally very 
efficient and does not require content analysis. Therefore, it is robust to object 
movement in the videos. The already available implementation in the lab is used, 
and is summarized below. 
Given the compass orientations (temporally aligned with content of videos) 
with respect to magnetic North, the following steps are performed to detect and 
classify camera panning: 
 Apply low-pass filter to raw compass data to eliminate peaks due to shaky 
camera movements.  
 Compute the first-order derivative of the filtered compass data to find a 
measure of how the camera movement is changing.  
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 Select the peaks from derivative that are greater than a certain threshold. 
Those peaks are considered as the points where the camera panning oc-
curred.  
 Camera panning is classified as slow or fast based on its speed. Gradual 
change in compass orientation represents slow panning, whereas rapid 
change corresponds to fast camera panning.  
Slow panning represents that the photographer is following any object of inter-
est or trying to cover a panoramic scene, whereas fast panning represents that the 
photographer intended to change the whole scene. We exploit this observation and 
divide a video from all the points where fast panning is detected. An example of 
temporal video segmentation can be seen in Figure 4-2, where the sub-segments 
extracted from a single video are shown. Readers interested in knowing more 
about sensor based temporal segmentation may refer to [18]. 
 
 
Figure 4-2: Example of the temporal video segmentation using compass data analysis. 
4.2. Unique Identity Assignment 
After temporal segmentation of videos, for which the sensor data were available, 
person trackers are run over all video segments and person tracks are formed as 
explained in Section 3.1. From the person tracks, we extract features for all three 
modalities face, clothing color, and high-level attributes as described in Chapter 3. 
These features are jointly used for person track clustering as explained in the next 
section.  
4.2.1. Person Track Clustering 
As described earlier, that HAC (Section 2.4) is used to group the person tracks of 
the same individuals. HAC takes a distance matrix and forms a dendrogram (tree), 
where a pair of clusters (person tracks in this case) is merged at each level. We 
begin from the leaf node (each leaf node represents a singleton cluster/person 
track) and start merging the closest pairs at each level.  Finally, the last level (root 
node) represents a single cluster that contains all the person tracks. The levels of 
the dendrogram represent the distance between clusters such that the clusters that 
are near the leaf nodes are more similar.   
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We perform HAC at three different steps:  
 In the first stage, all person tracks within sub-segment, achieved after the 
temporal video segmentation, are grouped.  
 Afterwards, clustering within a video is performed. In case the video was 
divided into sub-segments, the clusters obtained by applying HAC for all 
sub-segments are clustered. If the video was not segmented, clustering is 
done on the person tracks from the complete video.  
 In the third stage, clusters originated from all videos are clustered to glob-
ally group the same individuals.  
The distance d between two clusters,    and   , is formed as follows: 
As a cluster can contain more than one person tracks   , we decompose all the 
person tracks, within a cluster, and aggregate their elements into a single set 
             ,    ∑               , where each element of the set con-
sists of a face, attribute and clothing color feature vector. Once the sets           
are formed for each cluster, we find N closest pairs of elements from both sets and 
form a new set   of these pairs as, 
  {                               }                     (   ) 
The mean of the distances between these pairs is taken as the distance between two 
clusters as given below: 
 (     )  
 
 
∑  (
 
   
     )                                          (   ) 
where        (     |  |) to ensure that the distance is not biased toward the set 
with higher length. The distance  (   ) is defined as the weighted sum of distanc-
es according to each modality as follows; 
 (   )                                          (   ) 
where        and       are the distances between facial and high-level attributes 
respectively and are taken as the Euclidean distance between their feature vectors. 
         is the Bhattacharya distance between clothes patterns of both elements 
         . The weights             and          are the weights assigned to each 
modality. The discussion on weight selection is given in the next chapter.  To en-
sure that no modality takes higher weight than the one assigned to it, all feature 
vectors are normalized such that their distances range between 0 and 1.  
Once the symmetric distance matrix,  (   )    (     ), from the distances 
between all clusters is computed, we can perform HAC with any Linkage Criterion 
(Section 2.4) to develop a dendrogram. However, by utilizing some common sense 
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constraints, there are possibilities to further enhance the quality of clustering as 
described below.  
4.2.1.1 Incorporation of Uniqueness Constraints 
Although no prior information about a person’s identity is available, we can still 
extract some useful information such that the persons who are appearing in the 
overlapping video frames should not clustered together as shown in Figure 4-3. 
This extra information can be extracted directly from the frame numbers of person 
tracks, and the distance matrix for the HAC is slightly changed to enforce these 
constraints (such constraints are usually called as Cannot-Link Constraints in liter-
ature).  
 
Figure 4-3: Example of a video frame where uniqueness constraint holds. 
 
The distance matrix can be seen as a fully connected graph where each node     
(Singleton cluster / person track) is connected to others    with a weight  (     ).  
Our aim is to update the graph such that the distance between all the persons that 
appear in overlapping time instance is increased to infinity. For this goal we create 
a matrix               as 
             (   )  {
                            
                                   
                                    
                  (   ) 
and obtain a new distance matrix    as follows; 
    (   )    {
   ( )                         (    )     
 (    )                                (    )     
                  (   )  
In    the distance between all overlapping person-tracks is increased. Howev-
er, note that updating the distance matrix in this way results in the loss of its met-
ricity. Moreover, the triangular inequality is also violated. Consider three clusters 
             that form a triangle in the graph as shown in Figure 4-4. Let the can-
not-link constraint for          be 1 and the distance between them be increased 
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using the aforementioned technique. Then, the triangular inequality  (     )  
 (     )   (     ) is not valid, and therefore chances are there that          
will get connected due to   .  
 
Figure 4-4: Illustration of endorsing a uniqueness constraint. 
Therefore, we perform HAC with Complete Linkage (Section 2.4) to ensure 
that           will not get merged. Complete linkage always considers the maxi-
mum distance between the elements of two clusters, and therefore, even if 
         are clustered together,    cannot get connected with them due to maxim-
ized distance between         .  
Complete linkage also gives more compact cluster that decreases the chances 
that a cluster will contain person tracks representing different individuals. Finally, 
the resulting dendrogram is more optimized and does not cluster co-occuring 
persons. An example of enforcing the cannot-link constraint can be seen in Figure 
4-5. 
 
 
Figure 4-5: Example of the dendrograms before and after the enforcement of the uniqueness constraints 
(CC-constraint is used between P11 and P13) with cutoff = 0.8. (a) Before. (b) After. 
We use uniqueness constraints in all three stages of HAC. First they are used 
for all the person tracks which appear in the overlapping frames in a sub-segment. 
After the first stage of clustering we use cannot-link constraints for all the clusters 
originating from the same subsegment. It ensures that clusters from first clustering 
level are not getting merged in the later stages. Subsequently, these constraints are 
also used at the last clustering stage such that the clusters originating from the 
same videos are not merged again.  
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4.2.1.2 Cutoff Selection 
Once the dendrogram is formed, we need to select a cutoff level where the optimal 
clustering is achieved. The cutoff level is the only parameter that HAC requires as 
input. Selecting a very small cutoff level will result in a large amount of redundant 
clusters such that a person will be represented in multiple clusters. It can affect the 
performance of important person detection if none of these clusters contains 
person tracks from more than one video. On the other hand, selecting a large cutoff 
will merge different identities into the same clusters. It can increase the false 
acceptance rate for important persons. Of course we want to select the optimal 
level where the clusters are homogeneous with respect to identity and are less 
redundant. For this reason, we select the cutoff level at which the ratio between 
intra-cluster distances and inter-cluster distances is minimized. This ensures that 
the person tracks within a cluster are closer to each other and are very far from 
person-tracks in other clusters.  
To compute the intra-cluster distance for cluster    we form the set  
              , as done before. The intra-cluster distance is then defined as 
         (  )   
 
∑      
∑ ∑  (     )
 
     
 
   
                         (   ) 
Inter-cluster distance,          , is calculated by taking the mean of pairwise 
distances between all clusters at that level. The distance between a pair of clusters 
          is computed in the same way as done before in equation (4.2). Finally we 
select the cutoff level that  minimizes the following cost function: 
    
∑          (  )
 
   
         
 (   )                                (   ) 
where c is the total number of clusters formed at a given level and the constant β 
defines the trade-off between clustering accuracy and redundancy. The larger 
value of β will result in very compact and accurate clusters but with larger 
redundancy. On the other hand, smaller β  will contain less redundant clusters but 
with less homogeneity. As we have used uniqueness constraints at all stages of 
clustering, the value of β should be selected carefully such that no errors are 
propagated to the next stages of clustering. For example, if two person tracks 
belonging to the same person, within a subsegment, are not clustered during the 
first stage, then they will not be merged in later stages due to the uniqueness 
constraint (remember that we use the uniqueness constraints for all the clusters 
originating from the same video/sub-segment). We empirically selected β to give 
the best results, as explained below.  
Our first and second stage of clustering leverages more benefits from usage of 
multiple modalities as the clothing color and attribute features would be 
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homogenous. Therefore, we can perform clustering with more confidence in these 
stages. Hence, for the first stage and second stage, we selected a higher value of β  
and a slightly lesser for the third stage.    
4.3. Global Ranking of Individuals and Important Person 
Detection 
Once all clustering stages are complete, each of the final clusters represents a 
unique individual.  To detect important persons, we rank every individual based on 
the amount of their occurrence. There are several possibilities for this such as: 
 Rank every individual according to the number of unique videos from 
which the person tracks in a cluster originate. 
 Rank according to the count of sub-segments, obtained after temporal vid-
eo segmentation, from which the person tracks in a cluster originate. 
 To make the ranking dependent on the amount of time, we can also scale 
the ranking obtained from above two criteria with the lengths of all person 
tracks within the corresponding cluster.  
In our implementation, the second principle is adopted based on the assump-
tion that if a person is appearing multiple times in a video at different time instanc-
es, he/she is more important than a person who just appeared once. The third 
method will make the ranking strategy dependent on the person tracker such that 
the person who appears in a single video (but is tracked for a long time) will get 
more preference than a person who is captured by two photographers but not 
tracked for very long by the person tracker. 
Finally, persons represented by the first N clusters are taken as important persons 
and all others are classified as casual persons. The experimental results of the 
complete framework are discussed in detail in the next chapter.  
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5. EXPERIMENTAL SETUP AND RESULTS 
In this chapter, we evaluate the performance of our framework for important per-
son detection using two video datasets – a single-event and a multi-event dataset. 
In the rest of this chapter the details of both datasets are given followed by a de-
tailed discussion on experimental results. A brief note on the ceiling analysis for 
computational complexity of the proposed framework is also provided.  
5.1. Dataset Details 
As discussed in the first chapter, there has not been much work done in the di-
rection of facial appearance based person re-identification in a unique crowded 
public event. Therefore, we have collected the single-event dataset where multiple 
photographers recorded the same scene using different cameras and view angles.  
Moreover, the proposed algorithm is also assessed on a novel multi-event dataset, 
named as ND-QO-Flip, proposed by J. Barr et al. in [32]. Both datasets exhibit 
unique properties and complexities as described next. 
5.1.1. Single-Event Dataset 
This dataset corresponds to the actual goal of the thesis; to detect the most occur-
ring persons in a public event. We have recorded five unique events where the 
number of videos in a single event varies from three to seven. Videos are recorded 
by different photographers from different scales, view angles and using different 
mobile cameras (e.g., Nokia Lumia 900, Nokia Lumia 800, Nokia Pureview 808, 
Nokia N8, etc.). The length of the videos varies from 1 minute up to 3 minutes. 
Similarly, the number of persons appearing in these videos also differs with the 
event.  
Among the five events, one is recorded in a real indoor public concert. Howev-
er, all others are simulated by us. Videos in the public concert are completely un-
constrained and are captured from different viewpoints around the stage. In this 
event, the five band members appear in almost all videos, whereas the audience 
varies from video to video. Hence, our aim is to detect band members as important 
persons. In simulated events, three are recorded outdoor in different weather con-
ditions (i.e., sunny, overcast, etc.) and one is recorded indoor.  Few (one to three) 
of the persons in these videos are considered as important and videos are recorded 
such that important persons appear in more videos than others. The appearance of 
the persons varies across the videos as all photographers were situated at different 
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locations and view angles.  Furthermore, all crowd members were allowed to make 
any kind of facial expressions and vary their facial and body pose as they want. 
Photographers were also allowed to move, zoom & pan the camera but under the 
constraint that the important persons appear in more videos. The resolution of the 
videos is either Full-HD 1920×1080 or HD 1080×720. 
The experimental results on the real concert will provide us the idea about the 
results of the proposed framework in real world scenarios. On the other hand, re-
sults on remaining events validate the proposed algorithm in relatively simple situ-
ations. Example of videos from single event dataset can be seen in Figure 5-1 
where we can see the variations in appearance of crowd members such as face and 
body pose, expressions and illumination conditions. From now on, the row number 
for each event in Figure 5-1 will be considered as event-id.  
  
 
Figure 5-1: Examples of the video frames from the single-event dataset (each row representing a unique 
event). 
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5.1.2. Multi-Event Dataset 
A multi-event dataset is used to evaluate the proposed algorithm in cases when the 
videos are not recorded in the same event. In this case, the situation normally be-
comes even worse as the clothing color, and facial appearance (i.e. beard, glasses, 
etc.) can vary across the videos.  The dataset consists of fourteen 25-59 second 
video clips recorded by Cisco Flip handheld camcorder at different locations of a 
University of Notre Dame Campus. Videos were taken in a period of seven months 
under different environments and weather conditions that in turn enriches the ap-
pearance variations. 12 out of 14 videos were captured outdoor including 6 record-
ed on sunny weather, three in snow cover and one during the snowfall. The other 
two videos were recorded indoor. 
Unlike our dataset, creators of the ND-QO-Flip dataset have restricted the faci-
al pose to near frontal, which reduces the complexity of the dataset. However, 
crowd members were allowed to vary the facial expression.  The dataset contains 
90 subjects overall, five of them appeared in more than one video and all others 
appeared in a single video. Hence, for this dataset, the goal is to detect five persons 
who appear in multiple videos.  
 
 
Figure 5-2: Examples fo the video frames from ND-QO-Flip dataset. 
5.2. Weights for Each Modality  
The weights,     ,       and        , for each modality in equation (4.3) should 
be assigned differently for each dataset due to their different nature and complexi-
ties. For the single-event dataset fixed weights are assigned at all stages of identity 
clustering (Section 4.2). It is due to our assumption of same clothing of individuals 
across different videos. We have empirically selected      ,       and         to 
get the best performance. The weight selection is based on intuition that biometrics 
such as low-level facial features are the most discriminating features among all 
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modalities. Therefore the higher value is taken for     . On the other hand high-
level attributes and clothing colors can be similar for two different individuals. 
Hence, we assign a relatively less weight to high-level attributes and minimum 
weight to clothing features as clothing colors are more likely to be similar than 
high-level attributes. By closely examining the example images of the single - 
event dataset in Figure 5-1 we can ensure that these intuitions generalize well for 
real life scenarios. 
For multi-event datasets, the weights are assigned differently for each stage. It 
is due to the fact that the videos in this dataset are not captured at the same event 
and clothing color information cannot be used to perform clustering between dif-
ferent videos. Therefore, for the first and second stage HAC we use the same 
weights as for the single event dataset. However, for the last stage, we eliminate 
clothing color information and increase       and      . For comparison of differ-
ent combinations of modalities, we have also used the combination of face and 
clothing color information. In this case we again assign higher weight to face and 
relatively lower to clothing colors. 
5.3. Results 
This section discusses the experimental results on both datasets. To check that the 
usage of multiple modalities and uniqueness constraints really aid person-track 
clustering, we start with a baseline method. The baseline method utilizes only the 
facial features for person representation. Afterwards, new features are added to the 
baseline one by one until we reached to the proposed framework that utilizes all 
three modalities and uniqueness constraints. Furthermore, the performance results 
of the person tracker used in this work are also given in this section.  
5.3.1. Results on Single-Event Dataset 
For the single event dataset, we have evaluated experimental results on each event 
separately. Moreover, averages of all quality measures are also calculated to have a 
holistic picture of the performance of the framework. The results of person detec-
tor for all events are summarized in Table 5. 
Table 5: Performance of the face detector for the multi-event dataset. 
Event Id 
# 
Number of  
person tracks 
True Positives  
(  ) 
False Alarms  
(  ) 
Precision 
1 102 84 18 0.823 
2 108 101 7 0.935 
3 126 122 4 0.968 
4 104 102 2 0.980 
5 66 45 19 0.712 
Average 101 91 10 0.883 
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Table 5 provides precision of face detection over videos of all events. We can 
see that the average precision is 88% that shows very good detection results such 
that 88% of the detected persons are true 12% are false detections. However, pre-
cision alone does not represent the actual performance of detection and recall is 
needed to check how many persons are not detected. As we don’t have ground 
truths for person tracks, we are unable to quantitatively calculate the recall. None-
theless, by visually inspecting the detection results we found that recall is also suf-
ficiently good in most of the videos. However, the face detector missed several 
faces in event-1 and event-5. It is often due to full profile faces, very harsh lighten-
ing conditions, severe occlusion, etc.  
For assessment of person-track clustering and important person detection, the 
quality measures discussed in the Section 2.6 are used. The examples of person 
detection can be seen in Figure 5-3 where the number at the top of each face region 
indicates the unique identity assigned to every person after intra-video clustering. 
Frame numbers can be seen at the upper-left corner of each frame. It can be seen 
how the same identities are assigned to disjoint person-tracks of the same person. 
  
 
(a) 
 
(b) 
Figure 5-3: Example frames from the videos of two different events. The number assigned to each face is 
the unique identity assigned to every person after within-video clustering. (a) Example frames from 
event-1. (b) Example frames from event-3.  
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Table 6 presents the average results over complete single-event dataset. Resutls 
are evaluated for all methods used in this thesis, using the quality metrics 
explained in Section 2.6.  
 
Table 6: Experimental results on the single-event dataset, averaged over all events. 
Method SOR CON FPR FNR 
Only Face Features 
  (Baseline) 
0.663 0.551 0.420 0.320 
Face + Clothes 0.702 0.600 0.480 0.291 
Face + Attributes 0.666 0.575 0.406 0.320 
Face + Clothes + Attributes 0.708 0.599 0.386 0.280 
Face + Clothes +Attributes + 
Uniqueness constraint  
(Proposed) 
0.738 0.651 0.286 0.180 
 
We can see how the final results depict the effectiveness of all intuitions 
discussed earlier. The increase in SOR and CON with additions of new modalities 
into the baseline is clearly evident. The success of using clothing color can also be 
seen by the increase in SOR and CON and also decrease in the FNR for important 
person detection, from 0.32 to 0.29. However, use of clothing color slightly 
increases the FPR. It is likely due to merging of persons with similar clothing 
color.  Despite the usage of high-level attributes with facial features, overall 
results do not show a significant increase in performance. However, the capability 
of high-level attributes can be seen on the results of individual events as shown in 
Figure 5-4 and in Figure 5-5. Figure 5-4 shows the comparison between SOR 
obtained from all methods on individual events, while Figure 5-5 gives a 
comparison of CON obtained from all the methods.  
The usage of high-level attributes increases the performance  of clustering for 
most of the events.  Similarly, a combination of all three modalities also enhances 
the clustering performance and also the detection of important person as 
compared to other methods. It increases the SOR from 0.66 (baseline) to 0.73. 
Also the FPR and FNR are decreased to 0.28 and 0.180 as compared to 0.42 and 
0.32, achieved using the baseline method. The usage of the uniqueness constraint 
also shows promising results and appears to be very effective in all events except 
event-4 where it slightly decreases the CON.  For all other quality measures it 
exhibits convincing increment for all events.  
All these results clearly demonstrate the potency of using multiple modalities 
and common sense constraints in unconstrained environments where there is no 
restriction on human pose, lightening conditions, movements, etc.  
  
dfa 
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Figure 5-4: Comparison of the SOR values obtained using different methods for the individual events. 
 
Figure 5-5: Comparison of the CON obtained using different methods for the individual events. 
5.3.2. Results on Multi-Event Dataset 
For the multi-event data set, the faces are detected with the precision of 0.90 and, 
due to non-availability of labelled person tracks, the recall is not calculated. How-
ever, we again visually inspected the recall and it appears to be better than single-
event dataset. This is due to the restriction of near frontal face pose. By manually 
examining all videos it is found that all persons, except two, were detected at least 
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once by the face detector. The person detection results are given in Table 7 and 
examples of face detection can be seen in Figure 5-6. Results of unique identity 
assignment after intra-video clustering (stage one and two of HAC) can also be 
seen in the same figure. 
 
Table 7: Performance of the face detector over the multi-event dataset. 
Number of person 
tracks 
True Positives  
(  ) 
False Alarms  
(  ) 
Precision 
292 264 28 0.904 
 
 
(a) 
 
(b) 
Figure 5-6: Example frames from two different videos of the multi-event dataset. The number assigned 
to each face is the unique identity assigned to every person after within-video clustering. 
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Table 8 summarizes the average results obtained over the multi-event dataset 
using all methods. We can see that usage of multiple modalities again works well 
and improves the performance of person-track clustering and important person 
detection. A clear increment of all quality measures can be seen from the baseline 
to the proposed algorithm. We are able to detect all important persons of the 
multi-event dataset with SOR, CON and FPR equal to 0.95, 0.69 and 0.035 
respectively. These results demonstrate the capacity of the proposed algorithm in 
videos captured in different illumination, weather conditions, occlusions and 
severe appearance variations. Moreover, in this case no clothing color information 
is used for inter-videos clustering.   
 
Table 8: Experimental results for the multi-event dataset. 
Method SOR CON FPR FNR 
Only Face Features 
  (Baseline) 
0.889 0.689 0.047 0.400 
Face + Clothes 0.916 0.725 0.059 0.600 
Face + Attributes 0.912 0.706 0.047 0.400 
Face + Clothes + Attributes 0.938 0.733 0.035 0.200 
Face + Clothes +Attributes + 
Uniqueness constraint  
(Proposed) 
0.958 0.697 0.035 0.00 
 
These results also show that the proposed algorithm is comparable to the state-
of-the art algorithms. Table 9 gives a comparison between the results obtained by 
our framework and the one stated by  J. Barr et al. in [32]. We can see that our 
approach achieved almost equal SOR and higher value of CON. Moreover, FPR is 
also lower than achieved by their method. However, it is to note that this 
comparison is not completely legitimate due to the differences in face-tracks 
caused by different face detection and tracking algorithms.  
  
Table 9: Comparison of the proposed algorithm with the state of the art. 
Method SOR CON FPR FNR 
Proposed 0.958 0.697 0.035 0.00 
J. Barr et al [32] 0.960 0.664 0.056 0.00 
 
Despite the results obtained for multi-event dataset are relatively better than 
the one obtained on single-event dataset, we should remember that the facial pose 
in this case is restricted to near frontal. This shows the increase in complexity of 
the problem due to pose variation and differences in view angles. It also validates 
the well known observation that the images of two different persons in the same 
face pose are more similar than the images of same persons but in different poses. 
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Therefore, the importance of face pose variation should not be neglected in such 
systems as it is obvious in real life scenarios.  
5.4. Analysis of Computational Complexity 
Multimedia applications such as the one posed in this thesis are computationally very 
expensive and require sophisticated hardwares. Therefore, it is really important to have 
a ceiling analysis of the framework to know the computation power required by 
different modules. This can help in analyzing its applicability in real time systems and 
potential of enhancements in complexity. For this purpose, the proposed framework is 
divided into four abstract modules and analyzed the average time taken by each one of 
them. A simplified version of the proposed framework can be seen in the flow chart 
given in Figure 5-7. The first module includes the complete implementation of the 
person tracker. The second represents feature extraction using all three modalities (face, 
clothes, high-level attributes). Person track clustering comes into the third module and 
finally all post processing steps (i.e., ranking of individuals, detection of important 
person, etc.) are clutched into the fourth. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-7 Flow diagram of the important person detection framework with different abstraction levels. 
The average times taken by each of these modules while evaluating the 
experimental results of the proposed framework are given in Figure 5-8. From the figure 
 
 
  
 
 
 
 
 
 
 
 
 
 Figure 5-8 A pie chart illustrating the average processing time taken by different modules of the proposed 
framework. 
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it can be seen that the detection and tracking modules  takes the highest (36% of the 
total) amount of time. The main computational cost of this module is due to the multi-
view face detector. As face tracking is also dependent on the face detector, the 
performance of this module can be improved by having a computationally effective face 
detector. Furthermore, the number of particles used for face and clothes trackers also 
crucial for computational complexity.   
Feature extraction also takes a significant amount of time with 34% of the overall 
computation cost. For a better understanding of the time taken by this module, the 
average times taken by feature extractors for different modalities are also calculated as 
illustrated in a pie chart given in Figure 5-9. The longest time is taken by high-level 
attributes with 54% of the overall time followed by low-level facial features with 45% 
of the total time. The time consumed for clothing color features is almost negligible. 
Note that both face related features consume notably more time as compared to clothing 
color features. This is mainly due to preprocessing (i.e., facial landmark detection, face 
alignment, etc.) steps to align all faces to the canonical pose. Furthermore, in case of 
high-level attributes, several different combinations of features are extracted and 15 
SVMs are run in parallel to get the confidence scores. Therefore, it takes much more 
time as compared to others (calculation of confidence scores for each attribute is 
independent from each other and TBB [93] is used to evaluate them in parallel).  
 
Figure 5-9 A pie chart representing the average processing time taken by different feature extractors. 
Person track clustering takes 29% of the overall time. Remember that the clustering 
is performed in three stages. Our implementation of Hierarchical Agglomerative is an        
O(N
2
logN) task. Moreover, to find the cutoff level of the dendrogram, calculation of the 
inter-cluster and intra-cluster distances is needed. Both of these tasks are O(N
2
) with 
respect to the number of person tracks and number of elements in a person track 
respectively. This means, the complexity of this module will exponentially increase 
with the number of face tracks. The complexity of this module can be decreased with a 
better implementation of HAC (there are some implementations with O(N
2
) complexity) 
and finding another effective solution for the cutoff level.  
All other post processing tasks take very minor amount of time as shown in Figure 
5-9. In the current implementation of the framework, HAC and the selection of the 
cutoff level have quite less possibilities for optimization due to their nature. However, 
45%
1%
54%
Face
Clothes
Attributes
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there is a plenty of room for enhancements in the detection and tracking module and, 
also for the feature extraction.   
CONCLUSION AND FUTURE WORKS 67 
  
6. CONCLUSION AND FUTURE WORKS 
In this chapter, this thesis is concluded with brief concluding remarks. A short discus-
sion on possibilities for further improvements and some new ideas are also given. Some 
reference papers are also provided for the readers who wish to carry on this work.  
6.1. Conclusion 
In this thesis the problem of unsupervised person re-identification, with application 
to important person detection was addressed. A standalone framework was pro-
posed that utilizes several visual modalities and contextual constraints to group the 
occurrences of every individual across different videos. Low-level facial features 
and high-level attributes were utilized for face identification, while clothes identi-
fication was performed using clothing color information extracted from the upper-
body region of the person. All modalities were combined in a sophisticated manner 
for efficient identification process. Sensor data was also used as a preprocessing 
step to divide larger videos into more coherent sub-segments based on camera 
movements. The final grouping was performed using Hierarchical Agglomerative 
Clustering. The HAC algorithm was smartly altered to incorporate the uniqueness 
constraints to further enhance the grouping task.  
Experimental results on two challenging datasets illustrate the effectiveness of 
usage of multiple modalities. The usage of clothing colors demonstrates encourag-
ing results by increasing the Self-Organization Rate of clustering from 0.66 to 0.70 
in the single-event dataset and from 0.88 to 0.91 in case of multi-event dataset. 
High-level attributes also proved to be beneficial and helped in increasing the effi-
ciency of clustering and also for important person detection. Similarly, the combi-
nation of all modalities (face, high-level attributes and clothing colors) showed 
promising results.  Further enhancement has been achieved by enforcing the 
uniqueness constraints into the clustering algorithm. The final approach that utiliz-
es all modalities and uniqueness constraints exhibits a sufficient increase in SOR 
from 0.66 and 0.88 (baseline) to 0.73 and 0.95 for both single and multi-event da-
tasets respectively. A prominent increase in efficiency of important person detec-
tion has also been shown for both datasets.  
Finally, experiments on two different datasets validate the system on various 
challenging situations, emphasize on the importance of face pose variations in real 
life scenarios and encourage us to strive for better face representation techniques.  
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6.2. Possible Future Directions 
Lastly, this thesis is just an initial effort toward this great field of multimedia anal-
ysis for unsupervised person identification in public events and there is still a pen-
alty of room for enhancements. There are many possibilities of improvement in the 
current implementation of the proposed framework. Moreover, there are many 
potential ideas that were not realizable due to time and resource limitations. The 
rest of this section briefly discusses these possibilities and ideas. 
It is worth mentioning that individual modules used in the proposed framework 
are independent from each other and play critical roles in the overall performance. 
Improvement of any of these modules would lead to overall performance en-
hancement. In this direction, one obvious possibility of improvement is to strive 
for a better face detector. Better face detection will certainly increase the perfor-
mance of the person tracker used in this thesis. There has been a significant 
amount of research done for efficient person detection and tracking in uncon-
strained environments. An efficient and computationally optimal person detector 
can also overcome the dependency of person detection over face detector. It shall 
help to detect persons in the situations where the person’s face is not visible. The 
work of [5] is worth consulting for this purpose.  
Other possibilities of improvement are to utilize better feature extraction tech-
niques for the representation of clothing and facial features. Utilizing 3D face 
models can also aid the performance and it is very intuitive in the current case, as 
every face track contains more than one face images. Multiple face images can be 
leveraged to generate efficient face models that are robust to pose and appearance 
variations. For this purpose, one can start from the work proposed in [81]. 
 For clothing colors based person representation one can investigate other good 
features such as different color spaces, textural features and fusion of both textural 
and color features. Facial landmark detection plays a vital role in face alignment, 
and therefore affects the performance of face identification. In this regards, the 
implementation used in this work often fails for full profile faces. Therefore, hav-
ing good and robust facial landmark detection can also improve the overall per-
formance.  
Training of attribute classifiers with more realistic training images will also 
help in better representation of faces. Although the training samples used in this 
thesis are gathered from real world datasets and contain a wide variety, but most of 
the images are taken by professional photographers and the style of the images is 
quite similar such that the subject is often facing the camera and smiling. There-
fore, there are no strong shadows and lightening variations. Toward this direction, 
the work of [63] is a good point to start and gather good training data.  
Image sets based face recognition and identification is also an emerging topic. 
The face tracks used in this thesis are similar to the idea of face-sets where multi-
ple face images of a person are available for the same person. Face recognition is 
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performed exploiting face-set for efficient performance. The HAC algorithm used 
in this thesis can directly be replaced with face-set based face recognition algo-
rithms. Intuitively, it appears to be a very nice idea and can cause good enhance-
ment in identity clustering. In this direction, works proposed in [4, 27] can be re-
ferred as good initial points.  
Common sense constraints are our friends, and can help us in a better identifi-
cation process as done in [31, 34, 56]. Hence, one should look for as many con-
straints as possible.  Also there are not much datasets available in this domain to 
extensively evaluate the performance of such systems. Collecting a new dataset of 
events captured at different events with their annotation will be a huge contribu-
tion to this field.  
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