Abstract. The projection decomposition method (PDM) is invoked to extend the application area of the spectral collocation method to elliptic problems in domains compounded of rectangles. Theoretical and numerical results are presented demonstrating the high accuracy of the resulting method as well as its computational efficiency.
Introduction. Spectral methods represent a relatively new approach to the numerical solution of partial differential equations which appeared more recently than the widely used finite difference and finite element methods (FEMs) . The first attempt of a systematic analysis was undertaken by D. Gottlieb and S. Orszag in their celebrated monograph [16] , while a more comprehensive study appeared only 10 years later in [7] , where spectral methods were shown to be a viable alternative to other numerical methods for a broad variety of mathematical equations, and particularly those modeling fluid dynamical processes. As a matter of fact, spectral methods feature the property of being accurate up to an arbitrary order, provided the solution to be approximated is infinitely smooth and the computational domain is a Cartesian one. Moreover, if the first condition is not fulfilled, the method automatically adjusts to provide an order of accuracy that coincides with the smoothness degree of the solution (measured in the scale of Sobolev spaces). This is undoubtedly a potential superiority enjoyed by these methods over traditional finite differences and the h-version of the FEMs. On the other hand, when the computational domain Ω ⊂ R d has a complex shape, finite elements have the advantage of being more flexible in fitting the domain boundaries by arbitrarily complex grids. However, spectral methods can still be applied provided that the boundary ∂Ω is regular enough to allow the domain to be partitioned into subregions that can be easily mapped into a reference d-dimensional cube. This approach has led to the development of the spectral domain decomposition methods based on the Galerkin method (the so-called "spectral element method"; see [22] , [18] ) or the collocation method using Gauss-Lobatto points on each subdomain (see [20] , [7, Chapter 13] and [25] ). Decompositions by overlapping subdomains constructed by enlarging the original nonoverlapping ones have also been considered (e.g., [30] , [6] , [23] ). However, here the situation is not as simple as for low-order, local methods (finite differences or finite elements) since the Gaussian grids on the enlarged subdomains do not include as a subset those on the original subdomains, and therefore one has to apply interpolation procedures which can be computationally very expensive. To avoid the interpolation, the enlarged subdomains can be taken as unions of several original subdomains, as proposed by Pavarino in [23] . The convergence behavior of such a method is quite satisfactory, but the extra computational work is still very large due to the large amount of overlap.
In this paper we consider an extension of the spectral collocation method to elliptic problems in polyrectangular domains (i.e., domains compounded of rectangles) based on the novel nonoverlapping domain decomposition algorithm-the so-called projection decomposition method (PDM) [3, 21] . In this method the equation expressing the continuity of conormal derivative across the interface between the subdomains, the so-called interface Steklov-Poincaré equation, is solved by the Galerkin projection method. The use of a piecewise-polynomial well-conditioned basis leads to a wellconditioned linear system for the coordinates of the Galerkin approximation in this basis which can be solved effectively by the conjugate gradient (CG) method with the convergence rate independent of the system dimension. This enables us to achieve a desired accuracy of the approximate solution by increasing the degree N of polynomials used for approximation in the subdomains and on the interface without slowing down the convergence rate of the CG iterations. Besides, the combination of the piecewise-polynomial Galerkin approximation on the interface and the spectral collocation method in the subdomains results in a high accuracy of the numerical solutions.
We stress that in the method proposed here a prescribed accuracy of approximation is achieved by increasing the degree of polynomials used while keeping the number of subdomains fixed (cf. p-version of FEM): the use of preconditioning and advanced mapping techniques, e.g., transfinite blending, allows effective exploitation of such a method in a wide class of geometries.
Thus, one of the main objectives of this paper is to coordinate the PDM with a well-conditioned piecewise-polynomial basis used for reducing the problem in a polyrectangular domain to a sequence of subproblems in rectangles and the spectral collocation method used for solving those subproblems. We show that the resulting algorithm is very effective and provides a solution that approximates the exact one with the spectral accuracy. We show also that the convergence rate of the subdomain iterations is independent of N and depends mildly on the number of subdomains even though no coarse grid solver is called into play.
An outline of the paper is as follows. Sections 1 and 2 introduce the statement of the problem and its spectral collocation approximation in the case of a rectangular domain. In section 3 we briefly describe the PDM with a well-conditioned polynomial basis: this description summarizes that from [3, 21] and is included here for the reader's convenience. Then in section 4 we show how this method can be coupled with the spectral collocation method inside each subdomain, yielding a projection decomposition-spectral collocation (PD-SC) method. Finally, in section 5 we demonstrate the numerical performance of our PD-SC method in several test cases. An extensive comparison is carried out with two other domain decomposition methods, notably (i) the Dirichlet-Neumann method with dynamical choice of the optimal acceleration parameter; and (ii) the overlapping Schwarz method in its additive form: the CG iterations on the spectral element matrix are preconditioned using the additive Schwarz method with coarse grid solver induced by piecewise bilinear finite elements on the Gauss-Lobatto grid; this approach proposed in [15] is similar to the one in [24] and it makes use of an overlapping region of variable thickness.
The superior efficiency of our method over both alternatives is clearly demonstrated, leading us to the conclusion that this method represents a very efficient tool for solving elliptic boundary value problems in complex two-dimensional (2D) domains with the spectral accuracy.
1. The problem. Consider the following boundary value problem:
where ∆ is the Laplace operator, Ω is a bounded two-dimensional domain with piecewise-smooth Lipschitz boundary ∂Ω, κ is a nonnegative bounded function, and f is a function in L 2 (Ω). We denote by (i) L 2 (Ω) the space of measurable functions u : Ω → R such that Ω |u(x, y)| 2 dΩ < +∞ endowed with the norm
(Ω) whose first-order distributional derivatives belong to L 2 (Ω), endowed with the norm
(Ω) the subspace of H 1 (Ω) of the functions whose trace at the boundary is zero, i.e.,
endowed with the norm
The variational formulation of (1) reads
with a :
It is easy to see that there exist positive constantsâ 0 ,ǎ 0 , and b 0 such that
therefore problem (7) has a unique solution owing to the Riesz theorem.
2. The spectral collocation method. Here we briefly describe the spectral collocation method (SCM) [7, 4, 28] for the problem (7) with inhomogeneous boundary data on a rectangle Ω * :
where f ∈ C 0 (Ω * ) and g ∈ C 0 (∂Ω * ) ∩ H 1/2 (∂Ω * ). The bilinear form associated to the operator L is the same as in (9) . The weak formulation of the inhomogeneous problem (11) reads
where
To solve problem (12) we apply the SCM at Legendre-Lobatto nodes described below.
We denote by ξ
. . , N * ) the nodes and the weights of the Gauss-Lobatto quadrature formula of order (2N * − 1) on the interval (−1, 1) with respect to the weight function ω(x) ≡ 1. We remind the reader that (e.g., [9] )
Here L N * is the Legendre polynomial in (−1, 1) of degree N * and the weights γ N * k have the following expression:
Given two natural numbers N x and N y we denote by P N (Ω * ) the space of algebraic polynomials on Ω * of degree N x and N y with respect to the variables x and y, respectively. We denote by (x i , y j ) (for i = 0, . . . , N x and j = 0, . . . , N y ) the nodes on Ω * obtained by the Cartesian product of ξ . We will make use of the following notations:
(Ω * ) on the Gauss-Lobatto-Legendre (GLL) nodes (x i , y j ) ∈ Ω * ; (u, v) N,∂Ω * is the GLL quadrature formula for the integration of uv on each side of ∂Ω * ;
and it can be shown that
(e.g., [28, Chapter 6] ). The approximation of (12) by the SCM reads (17) and u N = g at all collocation nodes lying on ∂Ω * . Let {χ j N * (x)} j=0,N * be the set of the Lagrange polynomials defined on the interval (a, b) such that χ (12) is the algebraic polynomial u N ∈ P N (Ω * ) such that
The spectral collocation method is known to be very accurate provided that the solution of the problem (11) is smooth enough (see, e.g., [4] , [7] , [28] , and the references therein). However, in the form presented above it is restricted to problems in a rectangle. In order to generalize this method without loss of accuracy to more general geometries, we apply the domain decomposition technique presented in the subsequent section.
3. The PDM. Suppose that the domain Ω is partitioned into nonoverlapping subdomains Ω i , i = 1, . . . , m :
All subdomains are assumed to be rectangles, each one sharing either a whole side or a vertex with each neighbor. We denote by Ω 0 = ∪ m k=1 Ω k the union of the subdomains and by Γ = Ω \ Ω 0 the union of subdomain interfaces, briefly referred to below as the interface. Following the standard domain decomposition technique based on the concept of the Poincaré-Steklov operator (see, e.g., [2, 27] ; for the alternative approach based on the subspace decomposition technique, see, e.g., [12] and the references therein) we decouple problem (7) into m local boundary value problems, one in each subdomain, and a problem on the interface between the subdomains as follows (see also [5] , where a similar technique was used). We represent the solution u of problem (7) as the sum
Problem (21) yields upon each subdomain Ω k a problem like (7) (i.e., an elliptic problem with homogeneous Dirichlet condition). The problem (22) in its turn can be reduced to a problem for the trace ϕ = u |Γ of the solution u on Γ through the following well-known derivation used in the theory of the Poincaré-Steklov operators [2, 27] .
Let us introduce the following subspace of H 1 0 (Ω):
From (21) and (22) it follows that a(v, w) = 0 ∀w ∈ H 1 0 (Ω 0 ), i.e., v ∈ H harm , and therefore problem (22) can be reformulated as
We note that when κ = 0 in (9), functions from H harm are harmonic in each subdomain. Below we call these functions "harmonic" even when κ is different from zero.
From the well-known results of the theory of traces (see, e.g., [14, 17, 29] ) it follows that H harm is isomorphic to the space (25) provided with the norm
. (26) Introducing the operator E Γ : H 1/2 0 (Γ) → H harm , the inverse of the trace operator T u = u |Γ restricted to H harm , we eventually rewrite problem (24) as the following variational problem in H 1/2 0 (Γ):
Below this problem is referred to as the Poincaré-Steklov problem. A specific feature of PDM is the use of the Galerkin method for the approximation of the Poincaré-Steklov problem. A system Φ n = {ϕ n i } i=1,νn of linearly independent functions ϕ n i : Γ → R is introduced (cf. [1] ) and the problem (24) is approximated by the finite dimensional one:
Here the index n refers to the number of functions corresponding to each segment Γ ij = ∂Ω i ∩∂Ω j of Γ, while ν n denotes the global number of functions on Γ. Functions ϕ n i below are called interface basis functions and their "harmonic" extensions w
Representing v n as a linear combination of the "harmonic" basis functions
we obtain from (28) the following linear system:
From (10) it follows thatŜ is symmetric and positive definite; therefore we can solve the system (31) using the CG method.
We note that from the Green formula related to the bilinear form a we have the following expressions for the terms b(w n i ) and a(v n , w n i ) appearing in the calculation of the residual for (30):
where ∂ ∂n k is the normal derivative on ∂Ω k and the integrals are interpreted as duality pairing between H 1/2 0 (Γ) and its dual. Therefore for the implementation of the PDM we need not calculate the "harmonic" basis functions (see also section 3.1 for a comment on this issue).
3.1. Summary of the algorithm. The algorithm induced by the PDM can be summarized as follows (a more detailed description will be provided in section 4.3).
Step1 Solve the Dirichlet problem (21) on each subdomain in order to obtain
νn for the system (30) as indicated in (32).
Step2 Solve (30) using a suitable iterative method (e.g., the CG method). At each iteration l of the CG method we have to apply the matrixŜ to a vector which represents the descent direction of the CG (see section 4.3). Precisely, given a vectorp
we need to compute the vectorq
, where, according to (33),
and the function p l ∈ H n is defined as
. We point out that the computation of p l does not require the knowledge of the {w n i }, as this function can be obtained by solving the following m independent Dirichlet problems: for k = 1, . . . , m
. Since each subdomain Ω k is a rectangle, we can use the SCM for solving the subdomain problems (21), (35).
Convergence analysis of PDM.
Three main sources of the error of the above PDM-SCM algorithm are (1) the SCM error (i.e., the error resulting from the spectral approximation in the subdomains); (2) the CG error (i.e., the error of the approximate solution of (30) with the CG algorithm: in exact arithmetic this error vanishes after no more than ν n steps; however, in practical calculations one usually stops iterations earlier); and (3) the PDM error (i.e., the approximation error of the Galerkin method (28)). Since the first two sources are well studied, here we focus our analysis on the third one. THEOREM 1. Let the system Φ n = {ϕ n i } i=1,νn consist of functions that are algebraic polynomials of degree not greater than n on each segment Γ ij = ∂Ω i ∩ ∂Ω j of the interface Γ. Then the PDM approximation {u n = u 0 + v n , n ≥ 1}, where u 0 is the solution of (21) and v n is that of (28) , converges to the exact solution u of the problem (7) and the following convergence estimate holds:
0 (Γ) (in the sense of Mikhlin [19] ; see also [3] ), i.e., there exist two constants ρ 0 , ρ 0 independent of n such that (24) and (28) we have
then the condition number of the system (30) is bounded by the constant
Introducing the notation
we obtain from (10) and (38)
and therefore PDM approximations v n converge to the solution v of problem (24) if and only if ε n → 0.
From the definition of H harm we have immediately that
Using this property together with (10), we have for any h n ∈ H n v − h n
We recall that v is such that v |Γ = u |Γ . Let us take z = u − I n u, h n ∈ H n : h n| Γ = (I n u) |Γ , where in each Ω k I n u is an algebraic polynomial of degree less than or equal to n with respect to each coordinate x and y that interpolates u at the (n + 1) 2 GLL nodes (we recall that we consider a conforming rectangular decomposition). Using well-known estimates for polynomial interpolation in Sobolev spaces (see, e.g., [7, Chapter 9] and [4] ) and the best approximation property (38) of the Galerkin method, we obtain the estimate (36).
Finally, the estimate for the condition number of system (30) follows from (10) and (37).
3.3. The construction of a well-conditioned basis. Here we briefly describe the algorithm for constructing a well-conditioned piecewise-polynomial basis for the PDM; a detailed description and analysis of the construction outlined below can be found in [3, 21] .
We start with the domain Ω = (−1, 1) × (−1, 1) decomposed into four square subdomains.
Consider two sequences of functions {ψ 0 k (x)} and {ϕ 0 k (x)}:
with which we construct the sequences {u
To each of the latter sequences we apply the Gram-Schmidt orthogonalization procedure to obtain the sequences {u k } and {v k } orthogonal in H harm (D). Finally, we define on Γ 0 = {(x, 0) ∈ Ω} ∪ {(0, y) ∈ Ω} the sequence {ϕ
and or else It has been shown in [21] that the sequence of sets Φ n = {ϕ
0 (Γ), therefore the PDM with the interface basis Φ n converges at a rate independent of the dimension of the discrete problem. Furthermore, in cases (44) and (45) this basis is piecewise polynomial and therefore, according to Theorem 1, provides a high accuracy of the PDM approximations. In the case (46), where ϕ xy k are not polynomial on {(x, y) ∈ Γ : x < 0 or y < 0}, one can use polynomial interpolations for v k (x, x) to preserve high accuracy. Our numerical experiments presented below in section 5 show not only a very mild dependence of the condition number of the PDM-Galerkin system (30) obtained with this type of basis on the number of basis functions but also a rather weak dependence of this condition number on the number of subdomains. Thus, in Tables 1-3 we can read the number of PDM iterations needed to solve the model problem −∆u = f in Ω = (0, 1) 2 with Dirichlet boundary condition on ∂Ω, with n basis functions on each side of Γ, and m subdomains in each direction (x and y).
We clearly observe that the basis constructed using (46) is much better conditioned than those using (44) and (45). For this reason, in our numerical tests presented in section 5 only the former basis was used.
Further theoretical investigation of the properties of such well-conditioned bases, in particular, the dependence of the condition number of the system (30) on the number of subdomains, is the subject of our forthcoming research. Consider now a general conformal rectangular decomposition. We denote 
(If Ω i has the right-hand and/or the top neighbor, then corresponding prolongations on A i B i and A i D i are to be defined as well.)
In the multidimensional case the construction scheme remains essentially the same. We start with a set of polynomials orthonormal in H harm (D), where D is the m-dimensional unit cube (they can be constructed, e.g., with the help of the discrete separated variables technique by solving 1D eigenvalue problems; see, e.g., [6] ). Using prolongations analogues to (44), (45), or (46) we obtain a well-conditioned system of functions on Γ 0 = {(x 1 , x 2 , . . . , x m ) ∈ (−1, 1)
m : x 1 = 0 or x 2 = 0 or . . . or x m = 0}. Finally, through corresponding mappings of Γ 0 onto the interface Γ, analogues to those used in the above algorithm, we construct a well-conditioned basis on Γ.
4. The spectral subdomain solvers. We have pointed out in section 3.1 that m Dirichlet problems must be solved in order to compute u 0 . Then, at each iteration of CG method, m additional Dirichlet problems (see (35)) must be solved prior to the computation of the terms in (34). Each Dirichlet problem is set on a subdomain, and it is solved by the SCM illustrated above (see (18) ). Below we make use of a subindex N to denote the approximants obtained by the application of the SCM in each subdomain.
where (x
j ) are the images of (x i , y j ) under the mapping Φ (k) : Ω * → Ω k , and for l = 1, . . . , until convergence of CG 4.1. Poincaré-Steklov operator in the spectral framework. As noticed in section 3.1 the linear system (30) can be solved by a CG method. This entails that at each CG iteration we have to apply the Poincaré-Steklov operator to the spectral collocation approximation of functions belonging to span{Φ n }. To this aim we need to compute the coefficients q l i in (34), i.e.,
where the interface basis functions {ϕ n i }, defined on Γ, are polynomials of degree n on each segment of Γ (see Theorem 1). In SCM we substitute each integral on ∂Ω k appearing in (49) by its discrete counterpart (·, ·) N,∂Ω k introduced above, i.e., (49) by
The degree N that we take must be not less than the degree n of the polynomial basis functions at the interfaces introduced in section 3.3. Moreover, the function p l N is a "discrete harmonic" polynomial satisfying a collocation problem of the form (48). Therefore, owing to (16), formula (50) reads
where a 
where the sum on j 1 and j 2 is restricted only to the nodes of ∂Ω k . As a matter of fact, using (16), we have
where the latter term is equal to zero because Lp 
and, from (52),
Finally, in view of (47), the coefficients (55) simplify to
where again the sum on j 1 and j 2 is restricted only to the nodes of ∂Ω k .
Remark on the solution of the algebraic problem.
Consider the algebraic linear system associated to the approximation of the Dirichlet problems (47) or (48) in each subdomain:
Here L sp is the pseudospectral matrix associated to the differential operator: it is a squared matrix of dimension N=(N x +1)·(N y +1) and it contains entries corresponding to the equations associated to both internal and boundary nodes; v is the vector of unknowns (internal and boundary) of dimension N; f is the vector of the right-hand side of dimension N and it includes the boundary data. The matrix L sp has a diagonal structure for the rows associated to the boundary nodes and a block sparse structure otherwise. Unfortunately, it is not symmetric. To overcome this drawback we multiply the rows of L sp and f by the diagonal matrix W of quadrature weights ω ij , eliminate the rows and the columns of the matrix associated to the boundary nodes, update the right-hand side f, and compress the remaining elements of the matrix. In this way the dimension of the matrix is reduced from N to N 1 = (N x − 1) · (N y − 1) and, after a suitable row permutation, the linear system (59) becomes
is the block of the matrix L sp corresponding to the internal (respectively, boundary) nodes of the computational domain. The same notational convention is used for vectors v, f, and W , while I b is the identity matrix acting on the boundary nodes. NowL = W int (L sp ) int is a symmetric and positive definite matrix.
The linear system (61) is solved by Cholesky factorization and subsequent forward and backward resolution. The matricesL associated to subdomains are independent from the boundary conditions and so they can be assembled and factored once at Step 1 of the PD-SC algorithm (the computational cost is O(N (50)-(54).
all Ω. The algorithm offers a good level of parallelism. In fact, each time that the Poincaré-Steklov operator is invoked, the computations in the subdomains can run concurrently and the degree of parallelism of the algorithm is equal to the number of subdomains.
Computational complexity comparison.
In this section we make a comparison between PDM and the other two domain decomposition methods-Dirichlet-Neumann method and spectral element method with additive Schwarz preconditioner-in terms of computational complexity. In particular, we focus our attention on the core of each algorithm, that is, the resolution of the CG iterations for PDM and additive Schwarz preconditioner method and the Richardson iteration for the Dirichlet-Neumann method. Since all three methods are based on spectral approximation, it is obvious that the computational cost in order to assemble the spectral matrices is the same for all of them. We note that the third method (CG iteration on the spectral element matrix preconditioned by the additive Schwarz method) requires the construction and the factorization of the finite element preconditioner matrices.
We recall that N is the polynomial degree in each direction, N = (N + 1) 2 is the number of nodes in each domain,
2 is the number of rows and columns of the symmetrized matrices (see section 4.1), and M is the number of subdomains in the decomposition.
PD-SC method. Inside each CG iteration the most expensive part of the PDM is the computation of the productq l =Ŝp l . As we show in section 4.3, the computation of this product amounts to the resolution of a linear system arising from the spectral approximation of a Helmholtz problem with Dirichlet boundary conditions in each subdomain, and then the computation of the normal derivative on the interface. The local matrices (one per subdomain) are symmetric and positive definite and a Cholesky factorization can be used. The local matrices are assembled and decomposed (at O(N Dirichlet-Neumann algorithm. At each iteration of the Dirichlet-Neumann algorithm we have to solve M/2 Helmholtz problems with Dirichlet boundary conditions; therefore we have to compute the normal derivative across the interface and to solve M/2 Helmholtz problems with mixed boundary conditions. Finally, the relaxation parameter is computed by making use of the numerical solution on the interface. As in PDM, the local matrices are assembled and decomposed (by Cholesky factorization) on the first step of the procedure. The computational cost of each iteration can be summarized as follows: CG iteration on the spectral element matrix preconditioned by additive Schwarz algorithm with coarse grid. At each CG iteration we need to compute M local matrix-vector products with the spectral element matrices to solve M linear systems on the extended subdomains and to solve a linear system on the coarse grid. The computational cost can be summarized as follows:
flops for the computation of the matrix-vector product;
2 ) flops for the resolution of the linear systems on the preconditioners, N 2 is the number of nodes of the enlarged element, for a minimum overlap (one point) it is at most N 2 = (N + 2) 2 ; and (iii) O(M 2 ) flops for the resolution of the linear system on the coarse mesh. Remark. We observe that the computational cost per iteration for both the PDM and Dirichlet-Neumann method is similar, so below we make a CPU time comparison between PDM and the additive Schwarz preconditioner on the spectral element matrix.
Numerical results.
Here we illustrate numerically some properties of the PD-SC method applied to problem (7)- (9) with inhomogeneous boundary data and various choices of the computational domain, the number of subdomains, and the degree of the spectral approximation.
We start with a systematic numerical comparison with the Dirichlet-Neumann algorithm (see Appendix A for a short description of this method). The right-hand side f and the boundary data g in (7)- (9) are chosen according to known analytical solutions. Unless otherwise specified, Dirichlet boundary conditions on the whole boundary are imposed. We denote by
and by N IT the number of CG iterations of the PDM or the number of iterations of the Dirichlet-Neumann scheme in order to achieve the solution of the problem with the tolerance ε = 10 −12 . First, we analyze numerically the behavior of N IT versus the number of basis functions N (or, equivalently, the polynomial degree of the spectral solution) on each
TABLE 4
Number of iterations and logarithm of the error. Ω is split into M equal subdomains Ω i = (xa i , x b i ) × (ya, y b ) with Nx = Ny = N and κ =0. The test solutions are (a) u(x, y) = sin(7πx) sin(7πy) on Ω = (0, 4) × (0, 1) partitioned into six aligned subdomains, and (b) u(x, y) = 1 − e λx cos(2πy) with λ = 20 − 2 √ 100 + π 2 on Ω = (−1, 1) × (0, 1) partitioned into eight aligned subdomains. interface of the decomposition. The domain Ω is decomposed into M subdomains along one direction (stripwise partition) (see Table 4 ) or into M × M equal square subdomains (partition with internal crosspoints) (see Tables 5, 6 , and 7). In accordance with the theory, N IT is uniformly bounded with respect to N for both PDM and Dirichlet-Neumann procedures since the subdomain partition is free of crosspoints. Note that the convergence behavior of the Dirichlet-Neumann iterations is not monotone. For a fixed number of subdomains sharing internal crosspoints N IT depends logarithmically on the polynomial degree N for the Dirichlet-Neumann method [26] , while it is uniformly bounded for the PDM method.
For a given domain Ω and a fixed number of unknowns in each subdomain, the rate of convergence depends on the number of subdomains M for both PDM and Dirichlet-Neumann procedures, as can be seen in Fig. 2 (left and right) , the former referring to the stripwise partition of Ω, the latter to the crosswise partition. The test solutions are (a) u(x, y) = 1 − e λx cos(2πy) with λ = 20 − 2 √ 100 + π 2 , and (b) u(x, y) = y 2 1+x 2 . In both cases N x = N y = 8 and κ = 0. We observe that for both procedures the number of iterations depends rather mildly on the number of subdomains, but we have two different constants which control this behavior. Now we turn to the comparison between the PDM and the method based on the additive Schwarz preconditioner for CG iterations on the spectral element matrix. We consider the problem (11) in the domain Ω * = (0, 1) 2 with κ = 0; the test solution is u(x, y) = e 2 ) . In our experiments we used the code in which the amount of overlap is an input parameter. The results presented below refer to the minimum overlap, namely, the one involving only one gridpoint outside each subdomain because, according to all our numerical tests, this choice turned out to be the most effective one in terms of CPU time.
In Tables 8 and 9 we show the number of CG iterations executed until the convergence to the exact solution of the problem (11) with the tolerance ε = 10 −12 . Table 8 corresponds to the stripwise partition of the computational domain into M subdomains and Table 9 corresponds to the partition into M subdomains with internal crosspoints. We also present the number of CG iterations executed until the convergence to the exact solution of problem (11) up to a tolerance ε = 10 −5 (see Table 10 ). We observe that for this higher tolerance the additive Schwarz method in some cases performs better than PDM.
We have measured the CPU time required by each CG iteration for both the PDM and the additive Schwarz preconditioner on the same workstation (Risc6000 IBM Mod. 370). In Table 11 the total CPU times for the stripwise decomposition are shown (above for the PDM and below for the additive Schwarz preconditioner), while in Table 12 the total CPU times for the crosspoint decomposition are shown. In both tables the CPU times refer to the CG iterations reported in Tables 8 and 9 with toler-TABLE 11 The total CPU time measured in milliseconds for the PDM (above) and additive Schwarz preconditioner (below). The data refer to the solution of the problem (11) with the stripwise decomposition of Ω * into M subdomains and to the CG iteration numbers reported in Table 8 
TABLE 12
The total CPU time measured in milliseconds for the PDM (above) and the additive Schwarz preconditioner (below). The data refer to the decomposition of Ω * into M = M 1 × M 1 equal subdomains and to the CG iteration numbers reported in Table 9 . 
TABLE 13
The total CPU time measured in milliseconds for the PDM (above) and the additive Schwarz preconditioner (below). The data refer to the decomposition of Ω * into M = M 1 × M 1 equal subdomains and to the CG iteration numbers reported in Table 10 . We now consider a couple of examples that refer to two computational domains of more complex form. Both problems are solved by the PD-SC method.
In the first example we consider the domain of Fig. 3 . and a decomposition in 4, 16, and 64 subdomains. The first subdivision is shown in Fig. 3 , while the other subdivisions are obtained by splitting each subdomain into four equal subdomains. The test solution is u(x, y) = 1 − e λx cos(3πy) with λ = −10, κ = 0, and N = N x = N y . We impose a Dirichlet boundary condition on the whole boundary except on ∂Ω N = {(x, y) : 0 ≤ y ≤ 1, x = 3}. In Table 14 we present the logarithm of the relative error in the H 1 (Ω) norm and the number of CG iterations executed until the convergence up to the relative tolerance ε = 10 −12 . In the second example we consider the domain of Fig. 4 and the decomposition into 16, 64, and 256 subdomains. The first subdivision is shown in Fig. 4 , while the other subdivisions are obtained by splitting each subdomain into four equal subdomains. The test solution is u(x, y) = 1−e λx cos(3πy) with λ = −10, κ = 1, and N = N x = N y . In Table 15 we present the logarithm of the error in H 1 (Ω) norm and the number of CG iterations executed until the convergence up to the relative tolerance ε = 10 −12 . As noted above, the number of iterations depends on M and is uniformly bounded with respect to N .
Appendix A. The Dirichlet-Neumann domain decomposition algorithm. In order to give a short description of the Dirichlet-Neumann algorithm we consider again the decomposition (19) , introducing the following notations to represent interfaces between subdomains: 
The last two equations of (64) are the transmission conditions between subdomains Ω i and Ω j ; the first one ensures the continuity of the solution across the interfaces, while the second condition stresses the continuity of the flux. We consider the domain Ω to be split in black and white subdomains, like a chessboard, and we associate the condition of continuity of the solution to the black subdomains and the continuity of the flux to the white ones. Then we start an iterative procedure to solve the differential Dirichlet subproblems on black subdomains and, subsequently, mixed Dirichlet-Neumann problems on white subdomains. In order to ensure the convergence of the iterative scheme to the solution of the original problem, the relaxation of the solution is needed at each iteration and it is chosen dynamically according to an optimality criterion (see [26] , [13] ).
Appendix B. The additive Schwarz preconditioner on the spectral element approximation. The problem (1) can be approximated by the conformal spectral element method based on the GLL quadrature formulas (see [18] ). Every domain Ω k of the nonoverlapping decomposition (19) is considered as a spectral element, and interpolation of degree N (in both x and y directions) is used on it. The conformal spectral element discretization produces a linear system that is solved by the CG iterations, preconditioned by a modified version of the additive Schwarz preconditioner with coarse grid solver (see [10] , [11] ). We denote byΩ k (with k = 1, . . . , m) the extension of the element Ω k , internal to Ω, and we define the modified version of the additive Schwarz preconditioner P Here A k,e is the local matrix generated by the bilinear finite element discretization of the original problem at the discretization nodes insideΩ k , while R k,e is a restriction map from the nodes in Ω to the nodes inΩ k , and R T k,e is an extension map fromΩ k to Ω (see [8] ). The union of all the quadrature nodes on the elements Ω k induces a fine mesh, while the vertices of the nonoverlapping spectral element Ω k induce a coarse mesh. A 0 stands for the bilinear finite element matrix arising from the discretization of the original problem on the coarse mesh and R 0 stands for the restriction map from the coarse mesh to the global fine mesh. This preconditioner differs from that of Dryja and Widlund: the approximation used by the preconditioner is not the same as used for the discretization of the problem; nevertheless, the results obtained with this preconditioner are quite satisfactory (see [24] , [15] ).
