We provide lower and upper bounds for the length of controlled bad sequences over the majoring and the minoring ordering for finite powersets of N k . The results are obtained by bounding the length of such sequences by functions from the Cichon hierarchy. This also allows us to translate these results to bounds over the fast-growing complexity classes. The obtained bounds are tight for the majoring ordering, which solves a problem left open in [1] . Further, to the best of our knowledge this is the first such upper bound provided for the minoring ordering. *
Introduction
A quasi order on a set A is a reflexive and transitive relation ≤. A bad sequence over the set A is a sequence x 0 , x 1 , . . . , such that forall i < j, we have x i x j . A well-quasi order (wqo) is a quasi order such that all bad sequences are finite. A norm over a well-quasi order A is a function |.| : A → N such that for every n ∈ N the set {x ∈ A : |x| < n} is finite.
Well-quasi orders are an important tool in logic, combinatorics and computer science as evidenced by their applications in term-rewriting systems [2] , algorithms [3, 4] and infinite state systems [5, 6, 7] . In the field of program verification, well-quasi orders are a crucial ingredient in proving termination of various algorithms. Here, one usually proves that the sequence of configurations that an algorithm produces is a bad sequence over some suitable well-quasi order, hence entailing that the algorithm always terminates. Such an argument can also be used to derive upper bounds on the running time of an algorithm, if the the length of bad sequences over the well-quasi order is also known.
Unfortunately, bad sequences (even from a fixed initial element) can be arbitrarily lonf as evidenced by the following well-known example: Let A = N 2 and let (x 1 , y 1 ) ≤ A (x 2 , y 2 ) iff x 1 ≤ y 1 and x 2 ≤ y 2 . By Dickson's lemma [8] , ≤ A is a well-quasi order. However, we can have arbitrarily long bad sequences as given by the following example:
(1, 1), (0, N), (0, N − 1), . . . (0, 1), (0, 0)
Here N is any arbitrary number. Intuitively, the above bad sequence has a large "jump" from (1, 1) to (0, N). However in practice, in the termination proofs of algorithms, the bad sequence of configurations also satisfes the following property of being controlled : Definition 1. Let g : N → N be an increasing function and let (A, ≤) be a wqo with norm |.| A sequence x 0 , x 1 , . . . , is called (g, n)-controlled if ∀i, |x i | ≤ g i (n).
Here g i denotes i-fold composition of g with itself. By Konig's lemma, it is straightforward to see that for every n, there exists a (g, n)-controlled bad sequence with maximum length. Hence, we can define a length function L A,g (n) which denotes the maximum length of a (g, n)-controlled bad sequence in A. By computing L A,g , one can hope to derive upper bounds for various algorithms.
Motivated by this, in recent years, upper and lower bounds for the length of controlled bad sequences have been obtained for various well-quasi orders: The product ordering over N k ([9] ), the subword ordering over words [10] and the linear ordering over ordinals [11] , to name a few. The present work is a contribution in this field of inquiry.
Our contributions: In this paper, we prove lower and upper bounds for the majoring and minoring ordering for the set of all finite powersets of N k (denoted by P f (N k )). We show that if g is a primitive recursive function, then the corresponding length function over the majoring ordering for P f (N k ) is bounded by a function in the complexity class F ω k−1 . Moreover there exists a primitive recursive function for which this bound is tight. For the minoring ordering over P f (N k ) we show that the length function is bounded from below and above by F ω k−1 and F ω k−1 ·2 k respectively. Previously, an upper bound of F ω k for the majoring ordering has been proved in [1] , but no lower bound was provided. To the best of our knowledge, we provide the first upper bound for the length of controlled bad sequences over the minoring ordering.
Due to lack of space all the proofs have been moved to the appendix.
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Preliminaries
We recall some basic facts about well-quasi orders (see [12] ). A quasi ordering (qo) over a set A is a relation ≤ such that ≤ is reflexive and transitive. We say x < y if x ≤ y and y x. A well-quasi ordering (wqo) over a set A is a qo ≤ such that for every infinite sequence x 0 , x 1 , x 2 , . . . there exists i < j such that x i ≤ x j . A norm function over a set A is a function | · | : A → N such that for every n ∈ N the set {x ∈ A : |x| < n} is finite.
Definition 2.
A normed wqo is a wqo (A, ≤ A , | · | A ) equipped with a norm function | · | A .
We use the notation A ≤n to define the set {x ∈ A : |x| ≤ n}. Notice that our definition of a normed wqo assumes no dependencies between the order ≤ A and the norm | · | A . Example 1. (Some basic nwqos) : The set of natural numbers with the usual ordering and the identity norm (N, ≤, id) is clearly seen to be a wqo. For every k ∈ N, we can construct two nwqos as follows: Let {0, 1, . . . , k − 1} be the initial k-segement of N with the usual ordering and the identity norm. We will represent this nwqo by [k] . Another nwqo is any set {a 0 , a 1 , . . . , a k−1 } such that distinct letters are unordered and |a i | = 0 for every i. We will denote this nwqo by Γ k .
Given two nwqos A and B we say that A and B are isomorphic iff there exists a bijection h : A → B such that a 1 ≤ A a 2 ⇐⇒ h(a 1 ) ≤ B h(a 2 ). We write A ≡ B to say that A and B are isomorphic nwqos.
Good, bad and controlled sequences
A sequence x 0 , x 1 , . . . over a qo (A, ≤ A )is called good if there exists i < j such that x i ≤ A x j . A sequence which is not good is called bad. Notice that every bad sequence in a wqo is necessarily finite.
Definition 3.
A control function is a mapping g : N → N. For an n ∈ N, a sequence x 0 , x 1 , . . . over a nwqo A is (g, n)-controlled if ∀i = 0, 1, 2, · · · : |x i | A ≤ g i (n) = i times g(g(. . . (g(n)))) By a straightforward application of Konig's lemma ,we have the following proposition:
Proposition 4. Let A be a nwqo and let g be a control function. For every n ∈ N, there exists a finite maximal length L ∈ N for (g, n)-controlled bad sequences over A.
Therefore the above proposition lets us define a function L A,g : N → N which for every n ∈ N assigns the maximum length of a (g, n)-controlled bad sequence over A. We will call this function the length function of A and g. In the sequel, wherever it is not specified, we will assume that g is a fixed control function and write L A (n) for L A,g (n). We further assume that g is a strictly increasing function such that ∃x 0 , ∀x ≥ x 0 , g(4x) ≥ 4g(x).
Descent equation
We can express the length function by induction over nwqos. To do this we need the notion of residuals.
Definition 5. Let A be a nwqo and x ∈ A. The residual A/x is the nwqo induced by the subset A/x := {y ∈ A : x A y} Example 2. It is easy to see that for every p ∈ N and k < p,
We have the following proposition: (See A.1)
Hence unraveling the length function inductively gives us a way of computing it. Notice that the induction is well founded since any sequence of residuals A A/x 0 A/x 0 /x 1 . . . is necessarily finite because x 0 , x 1 , . . . is a bad sequence.
Constructing Normed Wqo's
In the previous section, we already saw three basic nwqos namely, N, [k], Γ k . In this section, we will see how to construct "complex" nwqos in terms of more simpler nwqos. The constructions we use in this paper are disjoint sums, cartesian products and finite powersets. Definition 7. (Sums, Products, Finite powersets) Let A 1 , A 2 be two nwqos. The disjoint sum A 1 + A 2 is the given by
The cartesian product A 1 × A 2 is given by
Of special interest to us will be the product order (N d , ≤ N d ) for d > 1.
Over powersets we give two orderings, the so-called majoring and minoring orderings denoted by ⊑ maj and ⊑ min respectively. The majoring ordering (P f (A), ⊑ maj ) of a nwqo A is given by
Here card(X) denotes the cardinality of the set X.
The minoring ordering (P f (A), ⊑ min ) of a nwqo A is given by
Notice the change of quantifiers in the minoring ordering, as opposed to the majoring ordering.
It is well know that A 1 + A 2 and A 1 × A 2 are nwqo when A 1 and A 2 . The fact that (P f (A), ⊑ maj ) is also a nwqo easily follows from Higman's lemma [13] . However (P f (A), ⊑ min ) is not necessarily a nwqo whenever A is ( [14] ). But, it is known that (P f (N k ), ⊑ min ) is a nwqo ( [14] ).
Reflections
A major tool to prove lower and upper bounds on the length of controlled bad sequences is the notion of a normed reflection which we describe below:
Whenever there is a reflection from A to B, we say that B reflects A and denote it by A ֒→ B. It is easy to see that reflections are transitive, (i.e), if r : A ֒→ B and r ′ : B ֒→ C are reflections, then r ′ • r : A ֒→ C is also a reflection. An important observation regarding reflections is the following:
For the purposes of this paper, we will also need the following notion of polynomial normed reflections: Definition 10. A polynomial nwqo reflection is a mapping r : A → B such that there exists a polynomial p : N → N and
In this case we denote the polynomial nwqo reflection by A p ֒− → B.
Similar to proposition 9 we have, (See A.3)
Proposition 11. Let h : A p ֒− → B be a polynomial nwqo reflection. Then L A,g (n) ≤ L B,q•g (q(n)) for some polynomial q. Further if p is strictly increasing, then p = q.
Ordinals and subrecursive hierarchies
In this section, we recall basic facts about ordinals and subrecursive hierarchies. The motivation behind studying ordinals is that all the lower and upper bounds that we will prove will be obtained by providing reflections from and to the order on ordinals.
Ordinal terms
We use Greek letters α, β, . . . to denote ordinals bulit using 0, addition, multiplication and ω-exponentiation. Further we will restrict ourselves to ordinals < ǫ 0 . An ordinal α has the general form (also called the Cantor Normal Form (CNF)) α = ω β 1 + ω β 2 + · · · + ω βm with β 1 ≥ β 2 ≥ . . . β m (the ordering is defined below). We distinguish between three cases: α is 0 if m = 0, α is a successor if m > 0 and β m = 0, α is a limit if m > 0 and β m = 0. In the sequel, we will always use λ to denote limit ordinals and we will write α + 1 rather than α + ω 0 for a successor.
Ordering among ordinals is defined by,
It is clear that the order defined above is a well-quasi order (in fact, it is well-founded). For an ordinal α, we let CNF(α) denote the set of all ordinals < α.
For c ∈ N let ω β · c denote c times ω β + · · · + ω β . We sometimes write ordinals in a strict CNF α = ω β 1 · c 1 + ω β 2 · c 2 + · · · + ω βm · c m where β 1 > β 2 > · · · > β m and the coefficients c i must be > 0. Using the strict CNF, we define a norm N on CNF(ǫ 0 ) as follows: if α = ω β 1 · c 1 + ω β 2 · c 2 + · · · + ω βm · c m in strict CNF then Nα = max{c 1 , . . . , c m , Nβ 1 , . . . , Nβ m } Notice that {ω, ω ω , ω ω ω , . . . , } ⊆ CNF(ǫ 0 ) ≤1 and so CNF(ǫ 0 ) ≤1 is not finite. However it is not very hard to notice that for every α < ǫ 0 , the set CNF(α) ≤n is always finite for any n.
As mentioned before, all our results will be obtained by providing reflections to and from the ordinal ordering. Hence, it is important to understand how "fast" the length of controlled bad sequences in the ordinal ordering can grow. For this purpose, we introduce sub-recursive hierarchies.
Sub-recursive hierarchies
For the purposes of describing the length of controlled bad sequences over the ordinal ordering, the hierarchies of Hardy and Cichon are sufficient [15] . However, before we introduce them we need some preliminary defintions.
A fundamental sequence for a limit ordinal λ is a sequence (λ(x)) x<ω of ordinal terms with supremum λ. Usually we take the fundamental sequence to be,
The predecessor P x of an ordinal α > 0 at x ∈ N is given by
Using these notions, we can define the Hardy and Cichon hierarchies as follows: Let h : N → N be a function. The Hardy hierarchy for the function h is given by
and the Cichon hierarchy (h α ) α<ǫ 0 is defined as
We also define another hierarchy called the fast growing hierarchy as follows:
Here f i h,α denotes i-fold composition of f h,α with itself. Using these hierarchies, we can now state the existing results on length function theorems for the ordinal ordering. Let L α (x) denote the length of the longest (g, x)controlled bad sequence in CNF(α). Theorem 12. [11] Let α < ǫ 0 and x ≥ Nα. Then L α (x) = g α (x).
Lower bound for majoring ordering
In this section, we will prove a lower bound on the length of controlled bad sequences for the majoring ordering over
where card(X) denotes the cardinality of the set X. In the sequel we will denote the norm |.
Fix a d ≥ 0. The desired lower bound for the nwqo (P f (N d+1 ), ⊑ maj , M) is obtained by exhibiting a polynomial nwqo reflection from the nwqo (CNF(ω ω d ), ≤, N).
Consider the following map R from CNF(
Hence each β i can be written as
where the coefficients c i,j can be 0. The map R assigns γ to the following powerset over N d+1 :
We now have the following lemma: (See B.1)
Therefore by applying proposition 11 and theorem 12 we have,
Upper bound for majoring ordering
In this section we will prove upper bounds on the length of controlled bad sequences for the majoring ordering. To do this, we consider the family of nwqos obtained from {P f (N d )} d∈N >0 and {Γ d } d∈{0,1} through sums and products. We call this family of nwqos the powerset nwqos. It can be easily verified that any nwqo in this family can be written in the form m
(Here the empty sum is taken to be Γ 0 and the empty product is taken to be Γ 1 ).
Moving to ordinals
We will now map every powerset nwqo to an ordinal. The ordinals which each nwqo gets mapped to will be useful in bounding the corresponding length functions using subrecursive hierarchies. Before doing this, we recall the definition of natural sum and natural product among ordinals.
The definitions of natural sum and natural product for ordinals in CNF(ǫ 0 ) is:
We map each powerset nwqo to ordinals in CNF(ω ω ω ) as follows:
Also to each ordinal α ∈ ω ω ω we can associate a canonical powerset nwqo, which we will denote by C(α).
It can be easily seen that the operators o and C are inverses of each other.
Derivatives
For every ordinal in CNF(ω ω ω ) and for each n ∈ N, we define a D n operator as follows:
Using this operator, we define a ∂ n operator as follows:
Notice that if α = ω β then ∂ n (α) = {D n (α)}. We have the following proposition: (See C.1)
The following theorem lets us work on the ordinals that each nwqo is mapped to and forget the actual underlying wqo. (See C.2) Theorem 16. Let A be a powerset nwqo. Let x ∈ A ≤n and let α = o(A). Then there exists α ′ ∈ ∂ n (α) such that R : A/x ֒→ C(α ′ ).
Since o and C are inverses of each other, by theorem 16 we get,
Upper bounds using subrecursive hierarchies
Therefore in the sequel we will concentrate on proving upper bounds for M α (n) for
where g is the control function. We have the following lemma: (See C.3)
Using theorem 18 and the fact that L A (n) ≤ M o(A) (n), we have the following:
In particular,
Lower bounds for minoring ordering
Recall that if X and Y are finite subsets of N d then
In this section, we give a lower bound on
Given a set X ∈ P(N d ), let min(X) denote the set of minimal elements of X. Since N d is a wqo, min(X) is always a finite set. Notice that by the definition of ⊑ min we have
The reflection R works as follows: Given a set X ∈ P f (N d ), let R(X) := min(N d \ ↓ X). We have,
Since R is a polynomial nwqo reflection, by propostion 11 and theorem 14 we have
Upper bound for minoring ordering
We prove upper bounds on the length of controlled bad sequences for the minoring ordering on P f (N d ) by providing a polynomial nwqo reflection to a powerset nwqo. Let
be a powerset nwqo. Notice that the underlying order for this product is the majoring ordering. We will provide a polynomial nwqo reflection from (P f (N d )/∅, ⊑ min ) to A d . Before doing so, we have the following proposition,
Unravelling the descent equation we get,
Therefore in the sequel it suffices to focus on (P f (N d )/∅, ⊑ min ) which is the same as (P f (N d ) \ ∅, ⊑ min ). We have the following lemma:
Notice that if g is strictly increasing and g(4x) ≥ 4g(x) eventually, then the same is true for q • g when d > 1. Further, since A d is a powerset nwqo, it has an associated ordinal o(A d ). Unravelling the definition of A d tells us
Therefore by theorem 19 we have, Theorem 25. Let d > 1 and let h(x) = x · q(g(x)). Then, for sufficiently large x, L g,
Using this we can put the above theorem in a more useable form.
Corollary 26. Let x be sufficiently large and let h(x) = x · q(g(x)). Then for every d > 1, there exists a constant c such that L g, (P 
Letting c = 4d2 d and applying the previous theorem gives us the required claim.
Complexity classification
In this section, we will use the results proved in the previous sections to classify the length of controlled bad sequences for the majoring and minoring ordering based on fast-growing complexity classes. Let H : N → N denote the successor function. Let {H α }, {H α }, {F α } denote the Hardy, Cichon and fast-growing hierarchies for the successor function respectively. Notice that H α (x) = H α (x) + x for all α < ǫ 0 and for all x.
Using these hierarchies, we define fast growing function classes (F α ) α ( [16] , [17] ) as follows: Intuitively F α denotes the set of all functions one can compute in O(F c α (n)) for some constant c:
Here FD(F c α (n)) denotes the set of all functions that can be computed by a deterministic Turing machine in time F c α (n). For the rest of this section, let g be a fixed strictly increasing control function such that g(4x) ≥ 4g(x) and g(x) ≥ x+1. We now prove complexity upper and lower bounds on the length of controlled bad sequences over the majoring and the minoring ordering.
Majoring ordering
Fix a d > 1 and let ϕ(x) = x(x + 1) d . Our lower bound for the majoring ordering can be readily translated into a complexity lower bound as follows:
We also have a similar result on upper bounds. 
Minoring ordering
Let p(x) = d(x+1) d and q(x) = (x+1) d . The following follows from theorems 27 and 22.
Theorem 29. For sufficiently large x,
We also have the following upper bound. Let x ∈ A ≤n be such that L A/x (g(n)) is maximized. Therefore there exists a (g, g(n))-controlled bad sequence x 1 , x 2 , . . . , x l such that l = L A/x (g(n)). Clearly the sequence x, x 1 , x 2 , . . . , x l is a (g, n)-controlled bad sequence and so L A (n) ≥ 1 + max x∈A ≤n L A/x (g(n)). Let x 0 , x 1 , . . . , x l be a (g, n)-controlled bad sequence of maximal length. It is clear that for each i > 0, x i ∈ A/x 0 and the sequence x 1 , . . . , x l is a (g, g(n))-controlled bad sequence in A/x. Hence we have L A (n) ≤ 1 + L A/x (g(n)) for every x ∈ A ≤n and so L A (n) ≤ 1 + max x∈A ≤n L A/x (g(n)).
A.2 Proof of proposition 9
Let x 0 , . . . , x l be a (g, n)-controlled bad sequence in A. Consider the sequence
is a (g, n)-controlled bad sequence in B and this concludes the proof.
A.3 Proof of proposition 11
Let x 0 , . . . , x l be a (g, n)-controlled bad sequence in A. Consider the sequence h(x 0 ), . . . , h(x l ) in B. By definition, h(x i ) h(x j ) for any i < j. Let q be a strictly increasing polynomial such that p(n) ≤ q(n) for all n. Therefore, we have |h(
). If we show that q(g i (n)) ≤ (q • g) i (q(n)) for all i and n, then we are done.
We will show this by induction on i. For the base case of i = 0, we have q(g 0 (n)) = q(n) = (q • g) 0 (q(n)). For the induction step, q(g i+1 (n)) = q(g i (g(n)))
as both q and g are strictly increasing
Hence we have that h(x 0 ), . . . , h(x l ) is a (q • g, q(n))-controlled bad sequence in B.
A.4 Results about sums, products and reflections
A few properties of sums and products, which can be easily checked are:
The following facts about nwqo reflections are well-known:
Proposition 32.
A.5 Results about sub-recursive hierarchies
The following facts are known about sub-recursive hierarchies: (see [10] )
Proposition 33. Let h be a strictly increasing function. For all α ∈ CNF(ω ω ω ) and x ∈ N we have:
B Proofs for lower bound of majoring ordering B.1 Proof of lemma 13
Suppose γ > ζ where γ = ω β 1 + ω β 2 + · · · + ω βp and ζ = ω η 1 + ω η 2 + · · · + ω ηq such that β 1 ≥ β 2 ≥ . . . β p and η 1 ≥ η 2 ≥ . . . η q . We will show that R(γ) maj R(ζ). Since γ > ζ, there exists i ∈ {1, . . . , p} such that
• Either β i > η i (or) i > q and
Corresponding to each η j := ω d−1 · e i,d−1 + ω d−2 · e i,d−2 + · · ·+ ω 0 · e i,0 we have an element y j = (e j,d−1 , e j,d−2 , . . . , e j,0 , j) ∈ R(ζ). We will now show that x N d+1 y j for each j.
Suppose j < i. Therefore η j = β j . This means that y j = (c j,d−1 , . . . , c j,0 , j). Since i > j, we have that x N d+1 y j .
Suppose j ≥ i. Therefore β i > η i ≥ η j . For the sake of contradiction assume that x ≤ N d+1 y j . Then we have that (c i,d−1 , . . . , c i,0 , i) ≤ N d+1 (e j,d−1 , . . . , e j,0 , j). Therefore c i,k ≤ e j,k for every k. But this means that β i ≤ η j which leads to a contradiction. Therefore x N d+1 y j for every j and so we have
Suppose γ in strict CNF looks like: γ = ω γ 1 · e 1 + ω γ 2 · e 2 + · · · + ω γm · e m where for each i, e i > 0 and γ i = β j for some j. Just unraveling the definition of N gives us, Nγ = max({e i :
. Therefore if we prove that l ≤ ϕ(Nγ), we would have proved that MR(γ) ≤ ϕ(Nγ).
It is clear from the definition of strict CNF that l
Since each γ i is uniquely determined by its coefficients (c ′ i,d−1 , . . . , c ′ i,0 ) and since each γ i is distinct from the others, it follows that the number of distinct γ i 's is atmost (Nγ + 1) d . Therefore we have that m ≤ (Nγ
Nγ = ϕ(Nγ) and so R is a polynomial nwqo reflection.
C Proofs for upper bound of majoring ordering C.1 Proof of proposition 15
The proposition is clearly true when α = d (or) α = ω ω d for some d ∈ N. For the general case, first observe that the following three statements are true:
for all i Using these statements and ordinal induction, the proposition can be proven for the general case as well.
C.2 Proof of theorem 16
. We do a case analysis.
• Suppose A is finite (i.e j i = 0 for every i). Therefore A = m i=1 Γ 1 . If m = 0, then A = Γ 0 and the claim holds trivially. Suppose m > 0. Therefore A ≡ Γ m for some m > 0. By definition
Since x ∈ A ≤n it follows that if y ∈ A/x and if z ∈ y then z < n. Therefore y is a subset over {0, 1, . . . , n − 1}. We consider the following reflection R : A/x ֒→ Γ n+1 : R(∅) = a 0 and R(y) = a i if the maximum element in y is i. This can be easily seen to be a nwqo reflection and so we are done.
Therefore it suffices to exhibit a reflection R : Then (y 1 , . . . , y d ) ≥ (n, . . . , n) ≥ (x 1 , . . . , x d ) for all x ∈ X which would imply that X ⊑ maj Y . Therefore if y ∈ Y then there exists i such that y i < n. This allows us to split the set Y as follows:
). It is easy to verify that this is indeed a nwqo reflection from P f (N d )/X to P f (N d−1 ) dn .
). We have already proven that there is a reflection P f (N d i +1 )/x i ֒→ C(D n (ω ω d i )) = C(β i ). Combining these two we get that there is a reflection of the form
C.3 Proof of theorem 18
Before we prove the theorem, we need some intermediate results.
A main problem with the Cichon hierarchy is that in general α < β does not imply h α (x) ≤ h α ′ (x). To demonstrate this, let h be the successor function and let α = n + 2 and α ′ = ω. Clearly, h n+2 (n) = n + 2 whereas h ω (n) = n + 1. This will quickly prove to be a problem in our arguments for proving upper bounds. To handle this, we introduce the notion of pointwise at-x ordering [15] . Given x ∈ N, we define the relation x between ordinals as the smallest transitive relation such that forall α, λ:
Here λ x is the x th term in the fundamental sequence for λ. The inductive definition of x implies
From the definition of x it is clear that it is a restriction of the linear ordering of ordinals.
Proposition 34. The following results are know about the pointwise ordering: (See [10] , [15] )
We also need the following notion of leanness for our proofs. Let α ∈ CNF(ǫ 0 ). We say that α is k-lean if Nα ≤ k. Observe that only 0 is 0-lean and if α is k-lean and α ′ is k ′ -lean, then α ⊕ α ′ is k + k ′ -lean. We have the following lemma from [10] :
Using the notions of leanness and pointwise ordering and the above mentioned results, we prove the following:
Lemma 36. Let k, n > 0. Suppose α ∈ CNF(ω ω ω ) is k-lean and α ′ ∈ ∂ n (α). Then α ′ is 2k + (k + 1)n-lean.
Proof. We first prove that if α = ω β for some β ∈ CNF(ω ω ) and α ′ ∈ ∂ n (α) then α ′ is k + (k + 1)n-lean. Notice that if α = ω β then ∂ n (α) = {D n (α)}.
The claim is clearly true when α = k for some k ∈ N or α = ω ω d for some d ≥ 0. Suppose α = ω ω p 1 +···+ω p l . Let β = ω p 1 + · · · + ω p l in CNF and let β = m i=1 ω q i · c i in strict CNF where q 1 > q 2 > · · · > q m . We distinguish between two cases: Suppose q m = 0. Therefore q i = 0 for any i. In this case, notice that if α ′ ∈ ∂ n (α) then
Notice that the coefficients of β i when written in strict CNF can be only one of the four possible choices: (q i + 1)n, c i − 1, c j and can also be c i+1 + (q i + 1)n if q i − q i+1 = 1. In either case notice that β i is k + (k + 1)n-lean. Further since q 1 > q 2 > · · · > q m it follows that β m > β m−1 > · · · > β 1 and so m i=1 ω β i · c i is the strict CNF form of α ′ . Since each c i ≤ k and each β i is k + (k + 1)n-lean, it follows that α ′ is k + (k + 1)n-lean as well.
Suppose q m = 0. In this case, if α ′ ∈ ∂ n (α) then
Clearly β m is k + (k + 1)n-lean. By the above argument we can conclude that for i = m, β i is k + (k + 1)n-lean. Since β m > β m−1 > · · · > β 1 it follows that m−1 i=1 ω β i · c i ⊕ ω βm · (n + 1)c i is the strict CNF form of α ′ . Since (n + 1)c i ≤ (n + 1)k ≤ k + (k + 1)n and since each β i is k + (k + 1)n-lean, we conclude that α ′ is k + (k + 1)n-lean.
For the last case, suppose α = k i=1 ω β i . Notice that if α ′ ∈ ∂ n (α) then α ′ = D n (ω β i ) ⊕ j =i ω β j . We just proved that D n (ω β i ) is k + (k + 1)n-lean. Since j =i ω β j is k-lean, it follows that α ′ is 2k + (k + 1)n-lean.
Recall that we took the control function g to be a strictly increasing function such that ∃x 0 , ∀x ≥ x 0 , 4g(x) ≥ g(4x).
Proof of theorem 18
Let h(x) := x · g(x) and let n > x 0 ≥ 0. We prove the claim by induction on α. The claim is clear for α = 0. Suppose α > 0. We have that k > 0 and M α (n) = 1 + M α ′ (g(n)) for some α ′ ∈ ∂ n α. By Lemma 36 we have that α ′ is 2k + (k + 1)n-lean. Since n > 0 we have that 2k + (k + 1)n ≤ 4kn and hence α ′ is 4kn-lean as well. By lemma 15, α ′ < α and so we can apply the induction hypothesis on α ′ . Hence,
by lemmas 35 and 34 = h α (4kn)
D Additional lemmas for minoring ordering
We can extend the majoring and minoring ordering from finite subsets of N d to infinite subsets of N d in the most natural way: Let P(N d ) denote the set of all subsets of N d . Let X and Y be arbitrary sets of N d . Then,
Further, given X ∈ P f (N d ) define ↑ X and ↓ X as:
Proposition 37. The following facts are well known: (see [14] ) 1. The ordering (P(N d ), ⊑ maj ) is a wqo 2. The ordering (P(N d ), ⊑ min ) is a wqo
E Proofs for lower bound of minoring ordering E.1 Proof of lemma 21
It is immediately clear from proposition 37 and equation (1) that X ⊑ maj Y ⇐⇒ R(X) ⊑ min R(Y ). We need to show that MR(X) ≤ p(MX).
Given an x = (x 1 , x 2 , . . . , x d ) ∈ N d and i ∈ {1, . . . , d}, define
Let X ∈ P f (N d ). We first claim that if y ∈ R(X) then y = x + i for some x ∈↓ X and some i. Suppose ∃y ∈ R(X) such that y = x + i for any x and i. We claim that for every i, either y i = 0 or y − i x for any x ∈↓ X. Suppose ∃i and ∃x ∈↓ X such that y i > 0 and y − i ≤ x. By assumption y ∈ R(X) = min(N d \ ↓ X) and so y
x. Therefore we have that y − i ≤ x but y x. Hence the only possible value for y is x + i , which leads to a contradiction. Therefore for every i either y i = 0 or y − i x for any x ∈↓ X. If y i = 0 forall i, then y ≤ x for any x ∈↓ X which would mean that y / ∈ min(N d \ ↓ X) = R(X) which would lead to a contradiction. Therefore ∃ j such that y j = 0 and consequently we have y − j x for any x ∈↓ X. Hence y − j ∈ N d \ ↓ X. But y − j ≤ y and so this means that y / ∈ min(N d \ ↓ X) = R(X), once again leading to a contradiction. It then follows that y = x + i for some i and some x ∈↓ X. Let X + := {x + i : x ∈↓ X, i ∈ {1, . . . , d}}. It is clear from the previous argument that R(X) ⊆ X + and so MR(X) ≤ MX + . Now if y ∈↓ X then ∃x ∈ X, ∀i, y i ≤ x i ≤ MX. Therefore if y ∈↓ X, then y i ≤ MX for every i. This gives us that card(↓ X) ≤ (MX + 1) d .
By definition of X + , we have card(X + ) ≤ d(card(↓ X)) ≤ d(MX + 1) d . Clearly if x ∈ X + then |x| N d ≤ MX + 1. Therefore we have that MR(X) ≤ M(X + ) ≤ d(MX + 1) d = p(MX).
F Proofs for upper bound of minoring ordering F.1 Proof of lemma 24
Let N 0 denote the singleton set {0}. For every n ∈ N, let (n, n, . . . , n) j denote the vector (n, n, . . . , n) ∈ N j . Further, given x = (x 1 , x 2 , . . . , x d ) ∈ N d and
Notice that X is downward closed, (i.e), ↓ X = X and also ↓ X = N d . Before we get into the proof, we need some notations. Let 1 ≤ i 1 < i 2 < · · · < i k ≤ d and j 1 , j 2 , . . . , j k be natural numbers. We define
Note that if x ∈ X then Elem X 1,2,...,d (x 1,...,d ) = {0} = N 0 . Now, for each k from 1 to d, we define a set X k as follows: For every sequence i 1 , i 2 , . . . , i k such that 1 ≤ i 1 < i 2 < · · · < i k ≤ d, define
Notice that each X i 1 ,i 2 ,...,i k is a subset of N k and each X k is a subset of (N k ) ( d k ) . We will first prove that each X k is a finite set. Suppose X k is infinite for some k. Therefore there exists 1 ≤ i 1 < i 2 < · · · < i k ≤ d such that X i 1 ,i 2 ,...,i k is infinite. Wlog assume that i 1 = 1, i 2 = 2, . . . , i k = k. Recall that since X =↓ X = N d , there exists n ∈ N such that (n, n, . . . , n) d / ∈ X. We first claim that if (m 1 , . . . , m k ) ∈ X 1,...,k then atleast one m i < n. Suppose for all i, m i ≥ n. By definition of X 1,...,k it follows that there exists x ∈ X such that x 1,...,k = (m 1 , . . . , m k ) and ↓ Elem X 1,...,k (x 1,...,k ) = N d−k . Therefore ∃ m k+1 > n, . . . , m d > n such that (m k+1 , . . . , m d ) ∈ Elem X 1,...,k (x 1,...,k ). By definition of Elem X 1,...,k (x 1,...,k ) it follows that there exists y ∈ X such that y 1,...,k = x 1,...,k = (m 1 , . . . , m k ) ≥ (n, n, . . . , n) k and (y k+1 , . . . , y d ) = (m k+1 , . . . , m d ) > (n, n, . . . , n) d−k . Therefore this means that (n, n, . . . , n) d ∈↓ X, which leads to a contradiction.
Therefore if (m 1 , . . . , m k ) ∈ X 1,...,k then there exists i such that m i < n. Therefore we partition the set X 1,...,k as follows: For 1 ≤ i ≤ k and 0 ≤ j ≤ n − 1, define X 1,...,k i,j := {x ∈ X 1,...,k :
Since X 1,...,k is infinite, it follows that there exists i, j such that X 1,...,k i,j is infinite. Without loss of generality assume i = 1 and let j 1 = j. Therefore X 1,...,k 1,j 1 is infinite. Define X ′2,...,k := {x −1 : x ∈ X 1,...,k 1,j }. Notice that X ′2,...,k is an infinite subset of N d−k+1 . By definition, X ′2,...,k := {x 2,...,k : x ∈ X, x 1 = j 1 , ↓ Elem X 1,...,k (x 1,...,k ) = N d−k , for any strict subsequence q 1 , . . . , q l of 1, . . . , k, ↓ Elem X q 1 ,...,q l (x q 1 ,...,q l ) = N d−l } Notice that if x, y are such that x 2,...,k , y 2,...,k ∈ X ′2,...,k then Elem X 1 (x 1 ) = Elem X 1 (y 1 ) = Elem X 1 (j 1 ). Since ↓ Elem X 1 (j 1 ) = N d−1 , it follows that there exists (n ′ , . . . , n ′ ) d−1 / ∈↓ Elem X 1 (j 1 ). Let (m 2 , . . . , m k ) ∈ X ′2,...,k . We will now show that atleast one i exists such that m i < n ′ . Suppose for all i, m i ≥ n ′ . By definition there exists x ∈ X such that x 1 = j 1 , x 2,...,k = (m 2 , . . . , m k ) and ↓ Elem X 1,...,k (x 1,...,k ) = N d−k . Therefore, ∃ m k+1 > n ′ , . . . , m d > n ′ such that (m k+1 , . . . , m d ) ∈ Elem X 1,...,k (x 1,...,k ). By definition this means that ∃y ∈ X such that y 1,...,k = x 1,...,k = (j 1 , m 2 , . . . , m k ) and y k+1,...,d = (m d+1 , . . . , m d ). Notice that y −1 ∈ Elem X 1 (j 1 ) and y −1 = (m 2 , . . . , m d ) > (n ′ , . . . , n ′ ) d−1 which implies that (n ′ , . . . , n ′ ) d−1 ∈↓ Elem X 1 (j 1 ), which leads to a contradiction. Therefore there atleast exists one i such that m i < n ′ . Therefore we partition the set X ′2,...,k as X ′2,...,k i,j = {x ∈ X ′2,...,k :
Since X ′2,...,k is infinite, it follows that there exists i, j such that X ′2,...,k i,j is infinite. Wlog assume that i = 2 and let j 2 = j. We define X ′3,...,k = {x −1 : x ∈ X ′2,...,k 2,j 2 }. Notice that X ′3,...,k is an infinite subset of N d−k+2 . By definition we have X ′3,...,k := {x 3,...,k : x ∈ X, x 1 = j 1 , x 2 = j 2 , ↓ Elem X 1,...,k (x 1,...,k ) = N d−k , for any strict subsequence q 1 , . . . , q l of 1, . . . , k, ↓ Elem X q 1 ,...,q l (x q 1 ,...,q l ) = N d−l } By similar arguments as above, we can keep on constructing infinite sets X ′4,...,k , . . . , X ′k−1,k , X ′k such that X ′k looks like X ′k := {x k : x ∈ X, x 1 = j 1 , x 2 = j 2 , . . . , x k−1 = j k−1 , ↓ Elem X 1,...,k (x 1,...,k ) = N d−k , for any strict subsequence q 1 , . . . , q l of 1, . . . , k, ↓ Elem X q 1 ,...,q l (x q 1 ,...,q l ) = N d−l } Since X ′k is infinite, it follows that ↓ X ′k = N. Using this we now show that ↓ Elem X 1,...,k−1 (x 1,...,k−1 ) = N d−k+1 which leads to a contradiction. To do this for every n ∈ N we need to find (m k , . . . , m d ) ∈ Elem X 1,...,k−1 (x 1,...,k−1 ) such that (m k , . . . , m d ) > (n, . . . , n) d−k+1 . Since ↓ X ′k = N, we can find an x ∈ X such that ↓ Elem X 1,...,k (x 1,...,k ) = N d−k and x k > n. Once we have done that since ↓ Elem X 1,...,k (x 1,...,k ) = N d−k it follows that we can find y ∈ X such that y 1,...,k−1 = x 1,...,k−1 , y k = x k > n and y k+1,...,d > (n, . . . , n) d−k . Therefore we have that y k,...,d ∈ Elem X 1,...,k−1 (x 1,...,k−1 ) which means that (n, . . . , n) d−k+1 ∈↓ Elem X 1,...,k−1 (x 1,...,k−1 ). Therefore ↓ Elem X 1,...,k−1 (x 1,...,k−1 ) = N d−k+1 which leads to a contradiction. It then follows that each X k is a finite set.
Therefore we have a map R ′ from (P f (N 
We will first show that X ⊑ maj X ′ .
To show that X ⊑ maj X ′ it suffices to show that for every x ∈ X we can find a x ′ ∈ X ′ such that x ≤ x ′ . Let x ∈ X and let k be the least integer such that ∃i 1 , . . . , i k such that ↓ Elem X i 1 ,...,i k (x i 1 ,...,i k ) = N d−k . (Notice that ↓ Elem X 1,...,d (x 1,...,d ) = N 0 and hence such a k always exists). Therefore x i 1 ,...,i k ∈ X i 1 ,i 2 ,...,i k . By assumption R ′ (Y ) ≤ R ′ (Y ′ ) and so in particular X i 1 ,...,i k ⊑ maj X ′i 1 ,...,i k . Therefore, ∃z ∈ X ′ such that z i 1 ,...,i k ∈ X ′i 1 ,i 2 ,...,i k and z i 1 ,...,i k ≥ x i 1 ,...,i k . By definition this means that ↓ Elem X ′ i 1 ,...,i k (z i 1 ,...,i k ) = N d−k and so we have that there exists x ′ ∈ X ′ such that x ′ i 1 ,...,i k = z i 1 ,...,i k ≥ x i 1 ,...,i k and x ′ j ≥ x j for all other j. Therefore x ′ ≥ x and so X ⊑ maj X ′ . Now by proposition 37 and equation 1 we have
..,i k ) = N d−k , for any strict subsequence j 1 , . . . , j l of i 1 , . . . , i k , ↓ Elem X j 1 ,...,j l (x j 1 ,...,j l ) = N d−l } Let x ∈ X such that x i 1 ,...,i k ∈ X i 1 ,...,i k . First we will show that |x i 1 ,...,i k | ≤ MY . To do this it suffices to show that x i j ≤ MY for every j from 1 to k.
Suppose there exists j such that x i j > MY . Wlog, assume j = 1. We now claim that ↓ Elem X i 2 ,...,i k (x i 2 ,...,i k ) = N d−k+1 , which will lead to a contradiction. To prove that ↓ Elem X i 2 ,...,i k (x i 2 ,...,i k ) = N d−k+1 , for every n ∈ N, we have to find a z ∈ X such that z i 2 ,...,i k = x i 2 ,...,i k and z −i 2 ,...,−i k > (n, n, . . . , n) d−k+1 . Since ↓ Elem X i 1 ,...,i k (x i 1 ,...,i k ) = N d−k , it follows that there exists z ′ ∈ X such that z ′ i 1 ,...,i k = x i 1 ,...,i k and z ′ −i 1 ,...,−i k > (n, . . . , n) d−k . Now let z ∈ N d such that z i 1 = z ′ i 1 + n + 1 and z −i 1 = z ′ −i 1 . We claim that z ∈ X. Suppose z / ∈ X. Then there exists y ∈ Y such that y ≤ z. Since z ′ ∈ X, y z ′ . This means that z ′ i 1 < y i 1 ≤ z i 1 . But z ′ i 1 = x i 1 > MY . Therefore y i 1 > MY , which leads to a contradiction. Hence z ∈ X. Notice that z i 2 ,...,i k = x i 2 ,...,i k and z −i 2 ,...,−i k > (n, . . . , n) d−k+1 and so ↓ Elem X i 2 ,...,i k (x i 2 ,...,i k ) = N d−k+1 , which leads to a contradiction. Therefore it follows that if x i 1 ,...,i k ∈ X i 1 ,...,i k then x i j ≤ MY for every j. Hence, card(X i 1 ,...,i k ) ≤ (MY + 1) k . The above two together imply that M(X i 1 ,...,i k ) ≤ (MY + 1) k . Hence We present a collection of useful results for fast-growing classes before we proceed to prove the main theorems for majoring and minoring ordering. Recall that {H α }, {H α }, {F α } denote the Hardy, Cichon and fast-growing hierarchies for the successor function respectively.
Proposition 38. (see [11] , [17] ): The class F α is the class of functions obtained by closure under substitution and limited recursion of the constant, sum, projections and the function F α . Each class F α is closed under (finite) composition. Further ∪ α<ω F α is the set of all primitive recursive functions.
For the rest of this section, let g be a fixed strictly increasing control function such that g(4x) ≥ 4g(x) and g(x) ≥ x + 1. The following lemma is easy to see by induction on ordinals:
Lemma 39. For all α < ǫ 0 and forall x ∈ N, f g,α (x) ≥ F α (x), g α (x) ≥ H α (x), g α (x) ≥ H α (x).
The following facts are known about the fast growing hierarchy and the fast growing function classes (see [10] ):
Proposition 40. For any 0 < α < β < ǫ 0 , F β ∈ F β and F β / ∈ F α . Further if h is a function such that eventually h(x) ≥ F β (x), then h / ∈ F α as well. (Consequently F c β / ∈ F α as well for any constant c).
Proposition 41. For all α ∈ CNF(ω ω ω ), if g is eventually bounded by F γ , then f g,α is eventually bounded by F γ+α .
Theorem 42. Let g be eventually bounded by a function in F γ . Then,
• If α < ω then f g,α is bounded by a function in F γ+α and • If γ < ω and α ≥ ω then f g,α is bounded by a function in F α .
Using these facts we now prove complexity upper and lower bounds on the length of controlled bad sequences over the majoring and the minoring ordering.
G.2 Proof of theorem 27
By theorem 14 we have that g ω ω d−1 (x) ≤ L ϕ•g,(P f (N d ),⊑ maj ) (ϕ(x)). By lemma 39 we have that H ω ω d−1 (x) ≤ g ω ω d−1 (x). Now H ω ω d−1 (x) = H ω ω d−1 (x) − x and by proposition 33 we have that H ω ω d−1 (x) = F ω d−1 (x). Therefore we have the required lower bound. Now proposition 40 and proposition 38) implies that L ϕ•g,(P f (N d ),⊑ maj ) (ϕ(x)) / ∈ F α for any α < ω d−1 .
G.3 Proof of theorem 28
Let h(x) = x · g(x). Since g is primitive recursive so is h and so h ∈ F γ for some γ < ω. By theorem 20 and proposition 33 we have that for sufficiently large x, L g,(P f (N d ),⊑ maj ) (x) ≤ h ω ω d−1 (4dx) ≤ h ω ω d−1 (4dx) = f h,ω d−1 (4dx). Now applying theorem 42 gives us the required upper bound.
G.4 Proof of theorem 30
Let h(x) := x · q(g(x)). Notice that h is primitve recursive and so h ∈ F γ for some γ < ω. Now for sufficiently large x, there exists a constant c such that L g,(P f (N d ),⊑ min ) (x) ≤ h ω ω d−1 ·2 d (cq(x)) by corollary 20 ≤ h ω ω d−1 ·2 d (cq(x)) by proposition 33 = f h,ω d−1 ·2 d (cq(x)) by proposition 33
Now theorem 42 tells us that f h,ω d−1 ·2 d (x) is bounded by a function in F ω d−1 ·2 d and so we get the required result.
