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1. INTRODUCTION 
In an earlier report [15] a traffic control problem was posed and a procedure to solve this problem 
was presented. As a first step a model was developed and simulated. The model was shown to 
behave reasonably in various traffic situations. Most noteworthy is the fact that the model showed 
the instabilities that occur in practice when traffic becomes more and more dense. These instabilities 
we want to suppress by exercising some kind of control over the flow of traffic, for example by 
displaying suitable advisory speed signals or by metering the on-ramps. 
Although open-loop or time-of-day control is sensible for some traffic control problems, in our case 
a closed-loop approach seems to be necessary. Such a control is based upon the actual traffic state at 
any moment. Unfortunately, in the present set up of the Dutch Motorway Control and Signalling 
System the exact state is not available. Measurements that are available consist of passing times and 
speeds of vehicles at specific locations along the freeway [13]. 
The subject of this report is development of an algorithm for the estimation of the state of traffic at 
any time moment from the available measurements up to that moment. In system and control theory 
such an algorithm is called a filter. 
In section 2 the freeway traffic model as developed in [15] will be summarised. The optimal filter 
will be derived in section 3 and possible approximations to the optimal filter will also be presented. 
Section 4 is concerned with some theoretical and qualitative aspects of the optimal filter in an ideal 
traffic situation. In section 5 an approximation of the optimal filter is extensively tested against simu-
lated and real data. Section 6 contains conclusions and suggestions for further research. 
2. A MODEL OF FREEWAY TRAFFIC FLOW 
A detailed derivation and motivation of the traffic model we use is given in an earlier report [15]. In 
this section we will confine ourselves to summarising the model and listing the parameter values. 
The freeway stretch that we will consider is discretised into N sections and for each section i E 
{ 1,. . .,N} we define the state variables 
p;(t) : density, the number of vehicles in section i per km per lane 
v;(t) : the mean speed of the vehicles in section i (km/h) 
These state variables are supposed to obey the following stochastic differential equations: 
where 
dp;(t) = l;i; [l;-1P;-1VJ-1 -l;P;vt]dt + l;i; [dm;-1(t)-dm;(t)] 
1 dv;(I) = -T[v;-ve(p;)]dt - y(L;l;)2[,8p; +(l -,B)p; + i][p; + 1 - p;]dt 
l;-1 
+ I.£. V;- 1[v;_ 1-v;]dt + dw;(t) 
I I 
Pi = ap; + (1-a)Pi+I 
VJ = <XV; + (1-a)V;+I 
Vfree - ap 0 i:;;;;; p i:;;;;; Peril 
(2.1) 
(2.2) 
ve(p) = (2.3) 
1 1 b [- - --] ' Peril < P i:;;;;; Pjam 
P Pjam 
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and 
m;(t) : a counting process martingale 
w;(t) : a Brownian motion process 
N : the number of sections 
I; : the number of lanes of section i 
L; : the length of section i (km) 
a : weighting factor E [O, 1] 
T : relaxation time (h) 
Vjree : free speed, equilibrium mean speed at zero density (km/h) 
Pjam : jam density, at which the equilibrium speed is zero (veh/km/lane) 
Pcrit : critical density: the density for which the equilibrium intensity 
attaines its maximum value 
a,b : parameters in ve(p) 
y : anticipation factor (km/h2 ) 
f3 : weighting factor E [O, 1] 
For later use we introduce the intensity 
A;(t) = f;p;V; , i = O, ... ,N (2.4) 
In the model the variables Po , v0 , PN + 1 , vN + 1 are not defined. Suitable boundary conditions at the 
entrance and at the exit of the freeway stretch have to be chosen to get a closed set of equations. 
Two possible choices of boundary conditions are given here: 
1. prescribed intensity 
entrance: Po 
exit: 
Vo 
PN+I 
Ao [ - - (l -a)p1 ]/a 
VJ 
PN 
AN [ - - avN ]/(1-a) 
PN 
where Ao (t) and AN (t) are given as functions of time. 
2. stationarity 
entrance: Po PI 
Vo VJ 
exit: PN+I PN 
VN+I VN 
In this report we will assume that the freeway stretch under consideration has no on- or off-ramps. 
The model as just described is based upon a model derived by H.J. Payne [11]. It was simulated 
and shown to give reasonable behaviour in various traffic situations in [15]. Most of the parameter 
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values were chosen in an ad hoe way so as to achieve realistic behaviour. A parameter identification 
procedure was not applied. The equilibrium relation between speed and density however has been 
estimated from real data for densities below the critical value Pcrit· This estimated part will be used in 
the filter. For higher densities we will use the relation listed above. The parameters that will be used 
in the filter are summarised in table 2.1 . A plot of ve(p) is given in figure 2.1. 
parameter value unit 
a 0.85 
T 0.01 h 
Pjam 110.0 veh/km/lane 
Vfree 105.0 km/h 
Pcrit 27.0 veh/km/lane 
a 0.58 km2/h 
b 3197.0 1/h 
y 6.5 km/h2 
p 0.5 
TABLE 2.1 
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FIGURE 2.1 
The measurements that are available consist of passing times and speeds of vehicles over section 
boundaries. The passing times are represented by the counting processes 
n;(t) : the number of vehicles that left section i since t0 
For these processes the following decomposition holds: 
dni(t) = (1 +e[-£'f}Ait)dt + d[ m; +rf-r'f ](t) 
Here A.i(t) is given by (2.4) and e[ and E'f correspond to counting errors: 
e[ : the fraction of false counts at location i 
£'I' : the fraction of missed passages at location i 
We will always assume that 
(2.5) 
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0..;;;; €{,£'[' < 1 
In (2.5) r[(t) and r'['(t) are martingales associated with the counting error processes. 
For practical reasons the speed domain was divided into M classes V , ... ,VM where Vi = [vi-I , 
vi) for j= l, ... ,M . The number of classes necessary will be discussed later, in testing the filter. For 
the moment we restrict ourselves to noting that in case M = 1 speed measurements are not modelled, 
and equation (2.5) suffices. The larger we take M the more specific the speed information will be, at 
the cost of extra computational effort in the filter. See section 3 for this. The discretisation of the 
speed domain leads to a distribution of the number of counts ni over the M classes: 
nJ(t) : the number of vehicles that left section i with speed in class Vi since to 
M 
Note that '2i nJ(t) = ni(t). 
i=I 
The measurement equations are now modelled as follows: 
dnf(t) = (1 +£/ -£'['j)yJ(Pi,V;}A.i(t)dt + d[mJ +rf -r'['j](t) 
for i=O, ... ,N and j= l,. .. ,M, where 
£f : the fraction of false counts in class Vi at location i 
£'['1 : the fraction of vehicles with speed in class Vi missed at location i 
mf(t) : the martingale associated with nJ(t) 
rf (t),r'['j (t) : martingales associated with the counting error processes 
yJ : the fraction of vehicles that leave section i with speed in class Vi 
(2.6) 
The fraction of vehicles passing a location i with speed in class j, yJ , has to be modelled. It is sup-
posed to depend on traffic density and, of course, mean speed at the location. A detailed investiga-
tion of real traffic data was made and this has led to the conclusion that for densities below the criti-
cal value in case of stationary traffic the passing speed distribution may well be approximated by a 
normal distribution. The mean of the distribution is equal to the traffic speed V; and the standard 
deviation was found to decrease with increasing density. Linear regression led to the relation 
<J = 16 - 0.28 p for P ..;;;; Pcrit 
It is not clear how to estimate the distribution for values above the critical one, as in this case traffic 
behaves in a nonstationary way. Inspection of a very limited set of data led to the hypothesis that 
there is a lower bound for o which is about 6 km/h. Following the relation above this value is 
reached at p = 35.7 veh/km/lane. We therefore chose to model the standard deviation of the proba-
bility distribution of passing speeds as follows: 
{ 
16 - 0.28p ' 0 ..;;;; p ::::;;; 35 
(J = 6 ' p > 35 (2.7) 
Given the probability distribution of passing speeds Fv as a function of p and v the fractions yJ 
directly follow from 
yf(p,v) = Fv(vi) - Fv(vi- 1) + ~ [ Fv(v 0) - Fv(vM)] 
M 
The last term is a correction term to assure that '2i yJ = I. 
i=I 
This concludes our definition of the freeway traffic model on which the filter will be based. 
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3. THE OPTIMAL FILTER AND APPROXIMATIONS 
We will now develop the algorithm for the estimation of the section densities and mean speeds from 
the measured passing times and speeds. 
To simplify notation we introduce the state vector 
JCi = .[p1 (t),fJ2(t), ... , VN-1 (t), VN(t)f 
and the measurement vector 
N, = [n6(t),nij(t), ... ,n~(t)]T 
and the vector of intensities: 
L(Xi) = [A.6{t),A.ij(t), ... ,A.~(t)f 
Our model and measurement equations may then be summarised as 
dX, = F(X,)dt + dZ, (3.1) 
dN, = H(X1)dt + dM1 (3.2) 
where F(.) and H(.) and Zand M follow from (2.1), (2.2) and (2.6). For later use we write 
F(X) _ [F1(X1)] - [AL(X,) l 
I - F2(X,) - F2(Xi) 
where the constant matrix A follows from equation (2.1) and only contains zeroes and elements of the 
t + I ype - L.f.. 
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For the estimation of the state X1 from the measurements {N8 , s~t} techniques have been 
developed in the area of system and control theory. Well-known is the Kalman filter for the case 
where F and H are linear and Z and M are Brownian motion processes. For the case of counting 
type measurements theory has been developed also [l]. We will only give a very brief account here. 
As can be easily shown, the estimator of Xi that minimizes the estimation error variance is given by 
x, = E[Xi I <ff/] 
It is the mean of Xi conditioned upon the measurements. GJiN is the a-algebra generated by 
{N8 , J~t} and represents the information contained in the measurements up to and including time t. 
For X1 the following differential representation can be derived: 
dX, = E[F(X,) I GJiN]dt + <I>,(dN,-E[H(X,) I GJiN]dt) (3.3) 
<), = {<E1X.iicx.>'1~/J+E!~ <Z,M>,j\l/])EI~ <M,M>d'l/J_, },_ (3.4) 
Here <I>1 is called the gain matrix and 
- A 
X1 =X1 -X1 
H(X,) = H(Xi) - E[H(X,)IGJiN] 
and <Z,M>1 , <M,M>1 are so called predictable (co)variation processes. For a precise definition 
see [3, Part II, Chapter 7, Theorem 37 & 39 ]. If we assume that the counting processes in N1 do not 
have common jumps it may be shown that 
:i <M,M>, = diag[H(JCi)] 
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Note that a diagonal matrix which has the components of a vector X as its diagonal elements is 
denoted by diag[X]. It may be shown that in our case 
d _ [AM1 l dt <Z,M>, - 0 
In (3.3) the first term on the righthand-side shows that the filter follows the model, to which the 
second term is a correction, based on the meas,.urements. A 
Equation (3.3) gives the exact evolution of X1 in time. Unfortunately Xr cannot be computed from (3.3) in general. For the evaluation of E[F(Xr) I§/] the computation of the entire conditional proba-
bility distribution qf X1 is needed, which is unfeasible. The same holds for other terms in the 
representations for Xr and <I>,. We therefore have to resort to approximations. 
The usual approach is to develop Taylor series of the nonlinear functions like F and H around the 
estimated state X1 and neglect higher order terms. Depending on whether one only takes first or 
second order terms into account one speaks of a first or second order filter. We now give the equa-
tions of the truncated second order filter: 
A A A 
dX1 = F(X1)dt + cl>,[ dN1 - H(X,)dt ] 
'1>1 = {ix H'(X1{ diag-I [H(X,)] + [ ~ ) } 
1 
_ 
A A A [A diag[L(Xr)JA T 0 l A A dP/ = { P/ H'(Xr{ + H'(X1)P/ + o L - cI>1diag[H(X1)]<.I>f }dt 
A 
The filter is called truncated because a martingale term in the P/-equation is neglected. 
approximation of the matrix of conditional error covariances 
E[(Xr - Xr)(X, - Xrl I§/] 
A 
(3.5) 
(3.6) 
(3.7) 
P/ is an 
In order to compute first or second order approximations to the optimal estimator of X1 it turns out 
to be necessary to compute (an approximation of) the conditional error covariance matrix as well. 
This is why equation (3.7) Aappears. Lis the covariance matrix of the Brownian motion processes wi. 
In the equations above F is given by the following 
A A 
A i a2F;(.) A 
Fi(.) = Fi(.) + 2 ~~a a (P/)jk j k Xj Xk 
H apd L are given by analogous expressions. To obtain the truncated first order filter one only has to 
set F; equal to Fi etc. and apply the same equations (3.5) to (3.7) as for the second order filter. 
The dimensions of the various vectors and matrices are as follows: 
A 
X: 2N X 1 
«I>,: 2N X (N+l)M 
A 
P/: 2N X 2N 
A: N X (N+ l)M 
L:N X N 
A 
F: 2N X 1 
A 
H: (N+ l)M X 1 
A 
L: (N+ l)M X 1 
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Cqmputing X therefore involves the integration of 2N + (2N + I )N = 2N2 + 3N differential equations 
(P/ is symmetric). 
The second order filter requires the computation of the Hessian matrices of F;, H; and L; 
(i = l, ... ,2N) extra in comparison to the first order filter. This requires the computation of 
6N2(2N + 1) elements extra. Although in practice many zeros appear in the Hessians and a well-
chosen order of computation may save a lot of computational effort it is clear that the second order 
filter is relatively expensive. It is therefore of interest to investigate whether the extra effort is justified 
by a considerable gain in estimator precision. This question will be addressed in section 5. 
It is well-known that numerical instability may occur in the integration of (3.7) [18]. To reduce the 
sensitivity to rounding errors so called square root algorithms have been developed [7]. Most of these 
algorithms consider the discrete time version of (3. 7) ... In the square root algorithm of Morf, Levy and 
Kailath [9] for the continuous time filter the matrix P/ is replaced by its Cholesky factor Sr: 
p:x = SrS/ 
where Sr is lower triangular. Using this factorisation (3.7) may be written as (a 
differentiation with respect to time): 
• • T .. T .. [Adiag[L(k)JA T 0 l .... 
SrS/ +SrSr = SrS/H'(Xr) +H'(X,)SrS/ + 0 ~ -<Prdiag[H(Xr)]<Pf 
.. .. .. 
dot denotes 
(3.8) 
Note that in computing Land Hand also in computing <Pr we need P/ ewlicitly and therefore have 
to perform the multiplication of Sr with its transpose. Assuming that P/ >0 for all t so that the 
inverse of Sr exists, pre- and post-multiplication of (3.8) by Sr - I and Sr -T respectively leads to 
.. T .. [Adiag[L(Xr)JA T 0 l 
Sr- 1Sr+(Sr- 1Srl = (H'(Xr)Sr) Sr-r +Sr - 1(H'(X,) S,)+s,- 1 O ~ st-r 
- s, -1<P,diag[H(X1)]<Pfs, -r (3.9) 
Now S, - IS, is lower triangular and we only need to compute the lower triangle of the righthand-side 
and divide the diagonal by 2. For this we may use the notation 
S, - 1s, = [<H'(X1)S,{ S, -T + · · · ] 
. -12 
and so 
S, = S, [ righthand-side of (3.9) ]_12 (3.10) 
Tpe advantage in integrating (3.10) over integrating (3.7) is that S, may be seen as the square root of 
P/: the elements are closer together (the difference between two elements, measured in the number of 
di_gits, is halved). This will reduce the effect of rounding errors which is especially important when 
P/ is almost singular. The gajn ip precision is at the cost of increased computatiop.al effort. Suppose 
that the computation of H', L, H, <P1 requires ll. operations. Then computing Pr x according to the 
original equation (3.7) costs 
ll. + 10N3 + 8MN2(N + 1) operations 
and the square root approach requires 
ll. + 18N3 + 12MN2(N + 1) operations 
If the other computations would require relatively little effort (ll. small) the increase due to the square 
root approach would be over 50 percent. In our case ll. is quite large so the relative effect is smaller, 
but it is clear that the square root method should only be used if there is a clear ip.dication of possible 
numerical problems. In our case preliminary investigations showed that P/ may become ill-
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conditioned. This is confirmed by results in section 4.2. We therefore decided to implement the 
square root algorithm described above. 
The square root algorithm proposed by Bar-Itzhack and Oslupan [10] is quite different from the one 
we just described. Here the eigenvalues and eigenvectors of" P/ ar~ propagatefl. Unfortunately this 
method is not applicable to our second order filter because Land H require P/ explicitly. Further-
more, this eigenfactor solution algorithm requires even more computations: 
fl + 22N3 + 12MN2(N + 1) operations 
We will therefore use the method of Morf, Levy and Kailath. 
To solve (3.5),(3.6) and (3.10) a FORTRAN computer program was written and implemented on a 
CDC Cyber 750 mainframe. The integration is simply done by Euler's method, the integration step 
being dictated by the observed sample path of N,. Equations {3.5) and {3.10) are integrated in one 
step from one jump of a component of N, to the next jump of one of the Components of N1• Next X1 
and (>1 are updated for the jump in N1 and another integration step is carried out. In case there is a 
small number of counting processes or there are not many jumps {low traffic intensity) the integration 
step may become too large. To avoid this an upper bound of 0.0001 hour for this step was chosen. 
This value was tested: the filter turned out to be insensitive to a reduction of the upper bound. 
Equation "{3~6) requires the inversion of a diagonal matrix. The diagonal consists of the com-
ponents of H{Xi): 
[iI<ii)] = o +t:f -£r;>r/cf5;.~)1;ii~i iX(N-l)+j 
= (1 +t:I -t:l'flj)~! I I I 
We may expect numerical problems whenever a counting process intensity ~1 becomes small. This 
may happen when the mean passage speed at a location is far off the center of a s~eed c}ass which 
then hardly contains any probability mass. Problems are also to be expected when P; or Vi becomes 
small. The problems just mentioned have occurr~4 in practice. As a remedy we chose to take a 
lowerbound of 10 veh/h for each of the intensities A{. 
The proposed filter had to undergo another small adjustment: whenever p;<O or v;<O these vari-
ables are reset to 0. Especially the former may occur because of initial uncertainty about the real 
density. The filter may estimate the density too low and it may become zero while in reality there is 
still a vehicle in the section. This vehicle may leave the section, necessitating a reduction in the 
estimated density, which then becomes negative. 
As a final remark we note that instead of modelling the passing speed distribution as a normal one 
as mentioned in section 2, we used a logistics distribution. This distribution is known to approximate 
the normal distribution well, and has the advantage of having an analytical expression: 
Fv(v) = ---~-'IT(-v---p.)-
1 + e a-../3 
This facilitates the computation of the -d's. 
4. ANALYSIS OF THE FILTER 
Before testing the filter developed in the previous section on data, it may be worthwhile to investigate 
some of its properties theoretically. Of special interest are the detectability and stabilizability proper-
ties: the former is a necessary condition without which part of the state cannot be estimated with 
finite error variance. Both conditions will be discussed" in subsection 4.1. In 4.2 conclusions about 
the asymptotical behaviour of the covariance matrix P1 x will be drawn. In 4.3 the effect of using 
SJ;!eed information will be investigated by computing the asymptotic value of the covariance matrix 
P/. 
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4.1 Detectability and stabilizability. 
To perform the analysis the filter equations given in the previous section are too complicated. We 
will therefore start by introducing some simplifying assumptions. A 
The main difficulty with equation (3.7) is that the righthand-side depends on the estimated state JCr. 
This means that this equation is coupled with (3.5) in which the observations N, appear. Assump-
tions about these have to be made. We will make the following assumption: 
ASSUMPTION The estimated section density and mean speed are assumed to be nonzero, constant over 
time and equal in all sections, and the mean speed is assumed to be equal to the equilibrium speed: 
'ff iE{l, .. ,N}, 'ff t~t0 : Pi(t)=p=f=O, vi(t)=ve(p)=f=O 
This eliminates the above formulated difficulty, k = (p,v,p,v, ... .f is now a constant vector. This 
approach comes down to considering the ideal situation of an homogeneous and stationary traffic 
stream where the above mentioned assumption holds for Pi and vi. The filter is assumed to produce 
Pi and vi that are close enough to Pi and vi to justify application of th~ assumption inA (3.7). A 
Another problem is that in the second order filter the matrix P/ appears in L and H on the 
righthand-side of (3.7). We will therefore only consider the first order filter in the following. This 
leads us to the standard Riccati equation: 
• - T T -I P, - P,K + KP1 - P,G R GP, + Q, P,0 =P0 ~0 (4.1) 
where 
and 
K = [Adiag{t:)X'] 
F2(x) 
A 
G=>\ 
R = diag(l-t:)- 1 diag(~) 
_ [Adiag(t:)diag(~)A T 0 l Q - 0 ~ 
€ = (€,'€, ... f 
~ = (lpv,t/Jv, · · · f 
(4.2) 
l'fote that KE R2Nx2N, GE fR<N+I)MX2N, R E R(N+l)MX(N+I)M, Q E R2Nx2N, t: E R<N+I)M, 
A E fR<N+OM. 
F'2 E RNx 2N and X' E 11i<N+I)Mx2N are the Jacobian matrices of F 2 and~ respectively. To simplify 
computations we have assumed that all sections have an equal number of lanes, I , are equally long, 
counting error fractions are equal to € at all locations and will further neglect the effect of boundary 
conditions. 
We will now investigate the detectability and stabilizability properties of the pairs of matrices [G,K] 
and [K,L] respectively. Theorems about the existence of solutions and about the asymptotic 
behaviour often make use of these notions. 
DETECTABILITY 
DEFINITION 4.1 A pair of matrices [G,K] with GE Rm x n, KE Rn x n is called observable if 
rank([ GT I KTGT I ... I (Kn-If GT]) = n 
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DEFINITION 4.2 A pair of matrices [G,K] with G E Rm x n, K E Rn x n is called detectable if 
G 
GK 
kernel( GK2 ) C X-(K) (4.3) 
where x-(K) denotes the stable subspace of K. In words: the unobservable subspace corresponding 
to [G,K] has to be contained in the stable subspace of K. As can easily be seen observability implies 
detectability. The matrix involved in ( 4.3) is called the observability matrix. 
As observability is easier to check than detectability we will first try to establish the former for G 
E lfl<N+I)MX 2N and KE R2Nx 2N given by (4.2). Three cases will be considered: i) M> 1 ; ii) M= 1, 
N>l;iii) M=l,N=l. 
In case M> 1 matrix G may be shown to consist of 2N independent columns with the exception of 
some rare cases. This means that generally rank(G) equals 2N and so the observability condition is 
satisfied whatever K is. 
In case M= 1 and N> 1 however GE R<N+I) x 2N so rank(G)<2N and we have to consider KTGT 
and possibly (K2lGT etc. It turns out that rank([GT I KTGT])=2N and observability of [G,K] is 
guaranteed. 
When N = 1 and M = I rank(G) turns out to be smaller than 2N but considering KT GT again leads 
to observability. 
We conclude that in all cases the pair [G,K] is observable. Note that the absence of speed informa-
tion (M= 1) does not prohibit the possibility of estimating the traffic state. The counts alone 
apparently contain enough information. 
STABILIZABILITY 
DEFINITION 4.3 A pair of matrices [K,L] with KE Rn x n, L E Rn x n is called controllable if 
rank([ L I KL I ... I Kn-IL ])=n 
DEFINITION 4.4 A pair of matrices [K,L] with KE Rn x n, LE Rn x n is called stabilizable if 
range([ L I KL I ... I Kn-I L]) ::J x+ (K) (4.4) 
where x+ (K) denotes the unstable subspace of K. Note that controllability implies stabilizability. 
The matrix involved in ( 4.4) is called the controllability matrix. 
Again we will first try to establish the stronger property for the pair [K,L] where L E R2N x 2N 
such that LLT = Q and KE R2Nx 2N is given by (4.2). Three cases are considered: i) E>O, ~>0 ; 
ii) E=O ; iii) E>O, ~=O. (Here E>O means that all components pf E are larger t~an 0). 
If E>O and ~>0 then Q has a unique positive definite root QT. Take L=QT then rank(L)=2N, 
the maximal value. Controllability of [K,Ljfollows immediately. 
In case E = 0 it is clear that L = [
0 ~ and controllability does not follow from the structure of 0 ~2 
Lalone. The matrices KL etc. have to be taken into consideration. Notice that 
K = [F,~i,) l = [:, :, ] 
which leads to 
etc. 
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This means that there are at most N independent rows in [ L I KL I ... ] and so the pair [K,L] is not 
controllable. Let us now try to establish the weaker property of stabilizability. Instead of investigat-
ing the stabilizability of [K,L] however it turns out to be handier to consider the equivalent property 
of detectability of [LT,KT]. 
Clearly 
0 Kf 
0 Kf 
0 0 
I 
0 ~TKT 2 
so KT has a set of eigenvectors corresponding to the unstable eigenvalue 0 that are in the kernel of 
the observability matrix. This excludes detectability of [ LT,KT] and therefore [K,L] is not stabiliz-
able. 
In case E>O and ~=0 we take 
L = [~ ~ l with D = D' > 0 E RNXN 
The controllability matrix then has the following structure 
[
DO* 0 * O .... l 
0 0 K1D 0 K2K1D 0 .. .. 
which means that whenever rank(K1D)=N controllability is assured. Now it turns out that when-
ever ve':j> + y (ILfp=/:=O matrix K1 is invertible and so will K1D implying that rank(K1D )=N. So 
in general controllability is assured. There are however realistic parameter values and values for p for 
which the condition just mentioned is not satisfied. A more detailed investigation shows that in case 
ve':j> + y (IL)2p=O controllability is still assured as long as y=/:=O. The case y=O , ve<:j> =O 
requires further analysis that will not be carried out here. 
To summarize: 
- if E>O and ~>0 the pair [K,L] where LLT =Q is controllable; 
- if E=O the pair [K,L] where LLT =Q is not stabilizable. 
There are uncontrollable modes corresponding to the eigenvalue 0 of K; 
- if t:>O and ~=O the pair [K,L] where LLT =Q is controllable, 
possibly with the exception of the case where y=O and v }P> =O. 
4.2 Asymptotica/ behaviour of the covariance matrix. 
Now the results of the previous subsection may be used to draw conclusions about the asymptotical 
behaviour of the solution P, of (4.1) which is an approximation of the covariance matrix P/ of (3.7). 
Note that the existence and uniqueness of a solution of (4.1) is guaranteed because it is just a set of 
ordinary differential equations. In case lim P, exists it will have to satisfy the Algebraic Riccati Equa-
t->oo 
tion (ARE) 
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(4.5) 
It is therefore of interest to investigate whether a solution of the ARE exist, whether it is unique, posi-
tive definite etc. We !Te only interested in real, symmetric, nonnegative definite solutions. As a by-
product of a solution P of the ARE the eigenvalues of the matrix 
K = K-PGTR- 1G (4.6) 
are of interest, for straightforward manipulations show that 
d " - I " d/Xi-Xr) = (K-PGTR- G)(Xi-Xi) +a constant term+ noise terms 
which means that stability of K guarantees exponential reduction of estimation errors. It is clear that 
only solutions for which K is not unstable are valuable. 
DEFINITION 4.5 A solution P of the ARE (4.5) is called strong if all the eigenvalues of K defined by (4.6) 
lie in the closed left half of the complex plane, and is called stabilizing if they all lie in the open left half 
of the complex plane. 
The classical result about the solution of the ARE is given by the following theorem: 
THEOREM 4.6 If [G,K] is detectable and [K,L] is staJ?_ilizable, where LJ/ = Q., L EIR2NX 2N, then the 
ARE (4.5) h!!s a unique nonnegative definite solution P. Furthermore, P is stabilizing and if [K,L] is 
controllable P is positive definite. 
PROOF 
See Ku~ra [5], Theorem 5 and Wonham [19], Theorem 4.1. 
This theorem completely satisfies our needs in case £>0. When £=0 however, [K,L] is not stabiliz-
able and a stronger result is necessary. Fortunately, using results which have appeared in literature 
recently, we are able to state the following theorem: 
THEOREM 4.7 Assume [G,K] to be detectable. Then the following holds: 
i) The ARE (4.5) has a unique strong solution Pstrong; 
PROOF 
ii) Pstrong is stabilizing if and only if there are no [K,L]-uncontrollable modes 
corresponding to purely imaginary eigenvalues of K,-
iii) Pstrong is positive definite if and only if [- K,L] is stabilizable. 
i) See Poubelle et al. [12] . 
ii) According theorem 3 of Ku~ra [5] a stabilizing solution of the ARE exists if and only if [G,K] is 
detectable and the associated Hamiltonian matrix has no purely imaginary eigenvalues. But this 
Hamiltonian has such an eigenvalue if and only if there exists a corresponding [G,K] unobservable 
and/or [K,L] uncontrollable eigenvalue (Lemma 8 in Ku~ra [4]). The detectability of [G,K] excludes 
the first option which means that Ku~ra's theorem may be reformulated as "A stabilizing solution 
exists if and only if [G,K] is detectable and there are no [K,L] uncontrollable modes on the imaginary 
axis". As there is only one strong solution according to i), a stabilizing solution has to be equal to 
Pstrong· 
iii) ~) Theorem 2 of Richardson and Kwong [14] states that given that the Hamiltonian has no 
purely imaginary eigenvalues a positive definite solution exists if and only if [G,K] detectable and [ - K,L] stabilizable. Our statement immediately follows by the fact that [ - K,L] stabilizability 
together with [G,K] detectability implies that the Hamiltonian has no purely imaginary eigenvalues 
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(Ku~era [4], lemma 8). 
~)Use theorem 3 of Richardson and Kwong [14]. [G,K] detectability and positive definiteness of 
a solution of the ARE implies that dim(A 2) = 0 in this theorem and stabilizability of 
[-Ki,Li]=[-K,L]. 0 
REMARK This theorem is the continuous time equivalent of theorem 3.2 of [16]. 
A unique strong solution thus exists in the case t:=O but the solution neither is stabilizing nor posi-
tive definite. In fact the strong solution may easily be shown to be 
- [ 0 0 l Pstrong = O p 3 
where P 3 is the unique positive definite solution of 
0 = P3K2T + KzP3 - P3G2TR- 1G2P3 + ~ 
[ 0 0 l -in case ~>0 and P3 =0 if ~=0. Here K = Ki Kz and G = [G1 Gz]. The singularity of Pstrong 
is caused by the fact that the section densities (and possibly the mean speeds) are estimated exactly 
asymptotically. In this case 
K = [~,] 
which implies that 
dp; = 0 for i= l, ... ,N 
which is logical once Pi= p;. So the non-stabilizability and singular!!y should not bother us. What 
should be a concern is the fact that more nonnegative solutions than Pstrong exist: 
THEOREM 4.8 A solution of the ARE ( 4.5) is unique if and only if [K,L] is stabilizable. 
PROOF 
See Ku~ra (5], Theorem 4. 
In our problem [K,L] is not stabilizable when t:=O. In this case P1 might converge to an unsatisfac-
tory solution. It will have to be investigated under which conditions convergence to the strong solu-
tion is guaranteed. Let us now direct attention to the convergence properties of P1, the solution of 
( 4.1 ). The classical result is the following: 
THEOREM_ 4.9 If [K,L] is stabilf!able and [G,Kj is detectable, where LLT = Q, L E~ZNXZN then 
lim P1 =P for any P10 ;;a.O. Here P is the unique solution of the ARE (4.5). 
t->OO 
PROOF 
See Ku~ra [5], theorem 17. 
In case [K.,L] is not stabilizable the following result is of interest: 
THEOREM 4.10 If [G,K] is detectable and P1 -;;;.pstrong then lim P1=Pstrong· 0 1->00 
PROOF 
See theorem 3 of Poubelle et al. [12]. 
A careful selection of P10 thus assures convergence to the right solution. 
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To summarize: 
- if E>O the solution of the Riccati equation (4.1) converges to the unique, 
stabilizing and positive definite solution of the algebraic Riccati equation (4.5). 
- if E=O the solution of the Riccati equation (4.1) converges to the unique 
strong solution of the algebraic Riccati equation ( 4.5) if P10 ;;;;.:: Pstrong • 
Pstrong is not stabilizing and not positive definite. 
In our filter applications the components of E will gener~y be larger than 0, but small (in the order 
of 0.02). Numerical problems in the computation of P/ may therefore be expected. It is for this 
reason that a square root algorithm as mentioned in section 3 is implemented. 
Some idea about the magnitude of the asymptotical estimation errors may be found in the next 
subsection. 
4.3 Speed information and estimator accuracy. 
The results of the previous section may now be used to investigate the effect of speed information on 
the accuracy of the estimates. 
In general ~>0 and E>O will hold and the asymptotical error variances will be larger than 0. The 
magnitude of the errors will depend on the amount of information available in the estimation pro-
cedure: the more detailed the information, the more accurate the measurements will be. 
The amount of information clearly depends on the number of speed classes M we use. If M = 1 no 
speed information is contained in the measurements and in the limiting case where M~oo the entire 
passing speed di~ribution is available. 
The solution P of the algebraic Riccati equation ( 4.5) will now be computed using the interactive 
package MATLAB-SC [8]. Parameters are given the values of table 2.1 except that due to filtering 
results to be presented in the next section a was set to 0.5 and y to 1.0. Furthermore, we took N = 4, 
1=2, L=0.5 and ~=diag(lOOOO) and €=0.015/M in accordance with values used in the filter tests of 
section 5. 
M will be chosen 1, 2 and 3 and p will be taken 20.0, 30.0 and 40.0 veh/km/lane. If M=2 the 
boundary between the two speed classes is chosen equal to ve(p) which implies that both classes con-
tain equal probability mass. If M = 3 the boundaries are also chosen such that each class contains 
equal probability mass. The results of the computations are given in table 4.1 and figures 4.1 and 4.2. 
In figure 4.1 the error standard deviation in p for several values of M and p is plotted. In figure 4.2 
the same is done for v. In table 4.1 the diagonal elements of the covariance matrix are listed, these 
are approximations of error variances in the state estimates. In figures 4.1 and 4.2 lines are drawn for 
the eye only, M can only be integer valued. From the results the following conclusions may be 
drawn: 
- increasing the number of speed classes reduces the error variance, especially 
when density is high; 
- the reduction in error variance is considerable when going from 1 to 2 
speed classes, and negligible when going from 2 to 3 classes; 
- the minimal value of the standard deviation of the error in p is about 
2 veh/km/lane and in v about 4 km/h. 
In case of an ideal traffic stream, homogeneous and stationary, taking two speed classes apparently is 
necessary and sufficient to produce accurate estimates. In practice, where the intensity varies 
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considerably, more classes may be necessary. This will be investigated in the next section. 
p 
(veh/km/lane) 20.0 30.0 40.0 
M 1 2 3 1 2 3 1 2 3 
var(p1 -pi) 6.5 4.5 3.4 16.7 3.1 2.4 25.8 5.2 4.1 
var(p2-f'>i) 7.7 5.3 4.1 18.6 3.8 3.1 30.7 6.0 4.7 
var(p3-p3) 7.7 5.3 4.1 21.3 3.9 3.9 58.6 5.9 4.7 
var(p4-p4) 6.0 4.2 3.2 19.8 3.4 4.1 83.7 5.0 4.0 
var(v1 -vi) 17.4 13.7 13.3 44.l 13.8 13.0 38.0 13.2 12.4 
var(v2-v2) 21.0 14.2 13.7 51.8 14.1 13.4 47.7 13.6 12.8 
var(v3-v3) 22.0 14.2 13.7 67.4 14.1 13.9 92.1 13.5 12.8 
var(v4 -v4) 22.5 14.5 14.0 82.4 13.7 16.3 137.6 13.0 12.2 
TABLE 4.1 
10 10 
*:p=20 
* : p = 20 
8 +:p=30 8 + : p = 30 x:p=40 x : p = 40 
6 6 
4 4 
2 2 
0 0 
2 3 2 3 
M M 
FIGURE 4.1 FIGURE 4.2 
We may already gain some insight in the number of classes needed by repeating the previous com-
putations for M=2, moving the boundary between the two speed classes, v1, away from ve(p). In the 
limiting cases where either v 1 = 0 or v 1 ~ oo we are in fact dealing with just one class, expressing itself 
in a large error variance. So, if we move v 1 away from ve(p) we expect a gradual deterioration of the 
estimates. 
The results for p=30 veh/km/lane and v1 = 57.5, 67.5, 77.5 (= ve), 87.5 and 97.5 km/h are shown 
in table 4.2. Note that in case v1 =57.5 and 97.5 km/h only 2 percent of the probability mass of the 
passing speed distribution is in one class and 98 percent is in the other. 
From table 4.2 the following conclusions may be drawn: 
- moving away v 1 from ve(p) generally increases estimator error variance; 
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- v 1 may be far off the center of the speed distribution (> 20 km/h) while 
the error variance remains small; 
- the effect is asymmetric: decreasing v 1 is worse than increasing it. This 
means that to achieve the same accuracy classes should be narrower at 
lower speeds or broader at higher speeds. 
From the second conclusion it follows that a limited number of speed classes will probably suffice 
under all circumstances. 
vl ve(p) 
(km/h) 57.5 67.5 77.5 87.5 97.5 
var(p1 -/>1) 8.3 5.0 3.1 2.9 4.2 
var(p2-/>i) 10.8 7.0 3.8 3.7 5.6 
var(p3-p3) 10.4 7.4 3.9 3.8 5.6 
var(p4 -p4) 9.4 6.0 3.4 3.1 4.5 
var(v1 -v1) 28.2 19.0 13.8 16.4 22.2 
var(v2 -v2) 29.l 19.6 14.1 16.8 23.6 
var(v3-v3) 28.5 19.6 14.l 16.7 23.6 
var(v4-v4) 30.4 19.2 13.7 16.5 23.5 
TABLE 4.2 
5. TESTING THE FILTER 
Now that we have gained some basic knowledge about the filter we want to investigate its behaviour 
when applied to data. Performance criteria will be proposed in 5.1 before reporting on results of 
filtering simulated data in 5.2. In 5.3 results with real data from the signalling system will be present-
ed and a validation is carried out in 5.4. 
The testing of the filter is carried out in several stages. First the filter is applied to simulated data 
to obtain some insight in the performance in absence of modelling errors. A separate test is carried 
out to address the issue of robustness. Next the filter is tested against real data in two steps : first to 
low density, stationary traffic and next to data showing increasingly severe instabilities. These tests 
will lead to a structural change in the filter and also in some parameter changes. Next to that some 
insight is gained in the sensitivity of the filter with respect to the parameters. 
An important issue to address is the choice of system noise strength. In our case we can only vary 
the variance of the acceleration noises w;(t) in (2.2). Omitting these noises will lead the filter to rely 
on the model only and discard measurement information on the long run. Large model noises will 
however lead the filter to rely heavily on the measurements, the model hardly plays a role. In the 
latter case the filter is insensitive to model parameters. We therefore chose to start with small 
acceleration noises to gain optimal insight in the effect of model parameters. Later we will increase 
the noise strength and search for the value that minimizes the estimation errors. 
Choosing a small acceleration noise turns out to be problematic in the case of unstable traffic. The 
filter possesses a line of non-optimal equilibrium points and sometimes ends up in one, leading to a 
systematic error. In one case the error in the intensity amounted to 60 percent! A detailed explana-
tion of this phenomenon is given in appendix A. Our solution to the problem was to start with a rea-
sonably good estimate of the initial state and set the filter gain to zero. This means that the filter will 
only adjust the density according to the measured vehicle passages and that the mean speed will 
exactly follow the model. 
Although the topic of speed information was already addressed in the previous section we will seek 
confirmation of the results found there in tests with real data here. A comparison between the first 
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order and the second order approximation to the optimal filter will also be made. Concluding the 
tests with real data the performance of the filter on a data set of one hour will be shown and com-
pared to the result of the filter we started with. 
5.1 Performance criteria. 
We will now discuss several criteria according to which test results in the next subsections will be 
evaluated. 
INTEGRATED SQUARED ERROR 
In the case of testing the filter with simulated data the real state is available and direct comparison 
with the estimates is possible. In this case we will use the Integrated Squared Error criterion (ISE) 
componentwise : 
10 + T 
ISE(x;) = ( ~ f [X;(t)-x;(t)12dt )'h (i= 1, ... ,2N) (5.1) 
lo 
where 
T : length of the period considered 
to : starting time 
x; : simulated state value (section density or mean speed) 
x; : estimated state value 
N : number of freeway sections considered 
LOCAL ESTIMATES 
Unforunately, when testing with real data no information about the real state variables is available. 
We can still use the ISE to compare the results of two filters applied to the same data set, and thereby 
assess the sensitivity, but we also want to obtain some insight in the actual errors. 
We may compute the averages of speed and intensity over measuring locations directly from the data 
(without using the filter) and compare them with weighted filter estimates. Define 
"t; (t) : the harmonic mean of the measured passing speeds during the interval 
[t- ; 8,t + ; 8] over location i 
x: (t) : the number of vehicles that passed location i during the interval 
[t- ; 8,t + ; 8], divided by 8 
~(t) := av;(t) + (l-a)v;+1(t) 
~;(t) : = (l -£;17 +€/)l;[ap;(t)+(l -a)p; + 1 (t)][avj(t)+(l -a)vj + 1 (t)] 
for i=O, ... ,N. 
(5.2) 
In here 8 is the length of the time period over which the detector data is to be averaged, and a a 
weighting constant. 
Now a comparison of~ and "t; and of ~i and x: will give some indication of the quality of the esti-
mates. Note that we may compute the ISE for these processes to obtain quantitative results. This 
procedure is also followed by Cremer [2]. Of course, the results will be sensitive to the choice of the 
values for 8 and a, so these have to be chosen with care. 
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As for t; the following argument may suffice. The mean speed vi is defined over the number of 
vehicles in section i; vi + 1 over the number in section i + 1. In all the data sets considered this number 
will vary between 10 and 40, say. This corresponds to an equilibrium intensity between 1984 and 
4096 veh/h respectively. So a time period of 18 to 35 seconds is needed for a group of 10 to 40 ~hi­
des to pass over a measuring location. We coi;clude that if we take 8 = 25 seconds the average v; is 
taken over about the same group of vehicles as ii;. 
For x: we will take a larger value of 8 however (I minute) to express our interest in the longer term 
fluctuations of }he intensity. 
Concerning 'Ai and the choice of a we note the following. Studying the effect of a bunch of vehicles 
passing a measuring l~ation gives some valuable insight in how to choose a value for a. If a is close 
to 1.0 the emphasis in 'Ai will be on· the upstream section. The deqsity Pi will have jumps at moments 
that vehicles enter section i (that is : pass location i-1!) and so A; immejjately increases if a ~ 1.0. 
This is somewhat unrealistic because the intensity measured at location i, 'Ai , will only increase qfter a 
certain delay, corresponding to t!!,~ time it takes a vehicle to pass through section i. In short : 'Ai will 
react too early in comparison to 'A; when a is close to 1.0. A complementary effect occurs when vehi-
cles pass location ~ The simplest remedy to this problem is to set a equal to 0.5. This will smooth 
the behaviour of A; and also retard the increase when vehicles pass location i - 1 and retard the 
decrease when the pass location i. ,.. 
The same value of a will be takei; for Vi. ,.. 
Comparing the estimated speed Vi and intensity 'Ai with real values in the manner described above 
is a bit crude. One might argue that what we are doing is to asses the quality of the estimates of a 
nearly optimal filter, ~ and ~;, by comparing them to the values, t; and x:, of an estimation pro-
cedure which we consider to be inferior. We have to be careful in drawing conclusions from these 
comparisons. One of the situ~tions in which a clear conclusion seems possible will be encountered in 
experiment 5.9. In this case ii; ~s clearly reacting too slow to a speed disturbance. This disturbance 
has already left section i before Vi starts to decrease. The local estimate criterion may also be used to 
detect systematic errors. 
INNOVATIONS 
A method of assessing the quality of the estimates which is more sound than the previous one is ob-
tained by studying the properties of the innovations process. Recall the filter equation (3.3). The 
process 
t 
lr = N, - N10 - j E[H(Xs) 1 '!Jf]ds 
to 
is called the innovations process and has some important properties. 
THEOREM For the innovations process defined by (5.3) the following holds: 
i) E[l1] = 0 
ii) E[(I{, - I{ )(I{. -!{, )] = 0 , 
t 
iii)var[l{-I{] = jE[Hj(X8 )]ds = var[M{-M{], fort 0 .;;;;s.;;;;t; l.;;;;j.;;;;(N+l)M 
s 
(5.3) 
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PROOF 
i) and ii) follow from the fact that {11, t~to} is a martingale with respect to the history{~, t~t0 }. 
t 
Note that N, = J E[H(Xs) I ~]ds + I, is the Doob-Meyer decomposition of { N,, t ~to} with respect 
'· to{~, t~t0 }. 
iii) follows by noting that E((I{-1~)2]= E(<Ij,Ij>,-<Ij,lj>sl where <Ij,lj> is the predictable 
t 
variation of Jj. Now <Ij,Ij>1 = J E[Hj(Xs)l~lds D 
lo 
In this theorem i) and ii) are most important. Violation of i) indicates bias and uncorrelated innova-
tion increments indicate non-optimality of the estimates. The sum over j of the variances in iii) is a 
measure of the distance between the predicted and the real output value on the interval [s,t]. The 
three properties in the theorem will be checked during the filter tests and are in fact a substitute for 
checking the maximality of the likelihood ratio associated with this estimation problem. 
Applying the innovations later on we will compute I{ (componentwise) only at jump times, which 
means that in fact we are studying the process {lip_, n~O} where {T{, n~O} are the jump times of 
{N{, t~t0 }. For this process the same _properties hold as for the original process, thanks to the 
optional sampling theorem [l], assuming that we confine ourselves to considering a finite time interval. 
This is necessary to satisfy the uniform integrability condition in the theorem. We will not compute 
the increment of I{ over a single jump interval, but over k intervals : 
JL JL -1~k -1(;-t)k ' i=l,2, ... 
The parameter k will be chosen such that the longer term behaviour of the intensity processes is con-
sidered, just as 8 was chosen in the local estimate criterion. 
We will compute the following statistics : 
. l{l~· . } µ4 = k n/~1(Ilp,, - I1Pi,_,)k) 
,. I {I~· · ·2} (cr)i = - - k.d(Iip - lip - kµ4) k n i=I '' «-Ilk 
= I -I -k I -I -k . 1 {n~-1 . . . . . . } Pk,/ nk(if-')k i=I ( ~1+1J• ~1+1-1)k µ4)( T,. ~1 - 1 y. /14) 
The division by k in the above,. .formulas is based upon the following approximate derivations. 
Assuming that N is constant and X ~ N, we have 
TI. [ . "j l N~ - N~ - f X dt ~ k N ~ "A 
I k (1-J)k n-,)k 
because E(Tl k - T{;-l)k] = k!N. So 
_!_(JL -JL )~N-X k -1:. -1;,_,)k N 
This means that by pi we estimate the relative error in X. Furthermore, 
. x var(I~,•. - lip ) ~ k-. ~ k (i-l)k N 
which means that we expect ( a2 )k to be close to one. 
(5.4) 
Applying the innovations method for each component j of N, turned out to be problematic in 
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• A 
practice : when the real intensity corresponding to NJ becomes small and the estimate N differs from 
>!. the resulting innovations increment is far from zero. To see this consider the expression (5.4). If X =/=N and N ~o then the innovations increment. approaches + oo. Note that N is the intensity of the 
counting process corresponding to speed class VJ and may become negligible a!t'1ough traffic is dense. 
In general we are not interested in tq~ behaviour when N is small, an error in X is allowed. We have just seen that even a small error in X may lead to an unbounded error in the innovation increment. 
It would be preferable to work with the absolute error instead of the relative one as above. 
We have experimented with several modifications of the innovations process none of which were 
very satisfying. The best thing to do turns out to be to select periods a priori for which N is larger 
than some lower bound and compute the innovations over these periods only. This is quite involved 
however and the choice of the lower bound is ad hoe. Our final conclusion was to use the innova-
tions only when the intensity cannot become small. This means that we will only compute them per 
location, summed over all classes j. Only the quality of the intensity estimate is investigated in this 
way and we will have to use the local estimate method to check for the speed estimate. In the follow-
ing the corresponding statistics will be denoted by µL (o-2)~ and pi,1 for i=O,. .. ,N. 
Finally, we have to note another restriction in the use of the innovations criterion. It has no use 
trying to optimize the number of speed classes by running different filters and comparing the innova-
tions. The amount of information provided to the filter influences the properties of the innovations 
process. The more detailed the information is, the more difficult it will be to achieve an uncorrelated 
process with minimal variance and zero mean. Therefore, a perfect innovations process in case M = 1 
may be less desirable than a correlated innovations process in case M = 2. The two processes just 
cannot be compared. An illustration of this is in experiment 5.1 in the next subsection, where the 
mean, variance and correlation in case M = 1 are comparable to those in case M = 2 (table 5.2), but 
the ISE's are clearly worse (table 5.1). 
5.2 Results with simulated data. 
The filter generates its estimates of the state of traffic partly on the basis of measurement information 
and partly on the basis of the model described in section 2. Using this model we may generate 
artificial measurements and feed these into the filter. 
Details about the simulation procedure and examples are given in [15]. Applying the filter to model 
generated measurements implies that modelling errors play no role, and we may obtain optimal 
insight in other errors involved : 
- errors due to the lst or 2nd order approximation to optimal filter (bias); 
- errors due to lack of information in the measurements ( asymptotical error variance). 
A further advantage of using model generated measurements is the availability of the exact state 
values for comparison with the estimates. We will now present the results of three experiments that 
illustrate the errors mentioned above. 
The second source of error mentioned above was already addressed, in an approximative way, in 
section 4. There it was found that in case of perfectly stationary and homogeneous traffic the asymp-
totic estimation error could be considerably reduced by using speed information in the estimation 
procedure. This result is confirmed by the following experiment. 
ExPERIMENT 5.1 (ASYMPTOTICAL ERROR VARIANCE) The traffic model of section 2 is simulated for a 
stretch of freeway of 4 sections, 0.5 km each, over a period of 15 minutes. All sections have two 
lanes, there are no on- or off-ramps. · 
The initial values are p(t0 )=30 veh/km/lane and v(t0)=77.5 km/h and for the entrance boundary a 
constant intensity of Ao = 2325 veh/h/lane was prescribed, whereas for the exit stationarity was 
assumed. Model parameters are as in table 2.1. The covariance matrix of the acceleration noise was 
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taken to be diag(lOO) to represent noise occurring in practice. There are no counting errors. The first 
order filter with the improvements that will be explained in the next subsection is applied to the gen-
erated measurements in three different cases : M= 1,2 and 3. Recall that Mis the number of speed 
classes. In case M=2 or 3 the classes are chosen like in subsection 4.3 : [0.0,77.5) & [77.5,oo) and 
[0.0, 73.4) , [73.4,81.4) & [81.4, oo) respectively. In stationary traffic an equal amount of probability 
mass falls in each of the classes in this way and in that sense the choice is optimal. The filter is 
started in the correct state but with a large initial error variance to represent initial uncertainty about 
the real state. For all three cases the ISE defined by equation (5.1) is tabulated in table 5.1. Note 
that the main improvement is in using two speed classes instead of one. Comparing the results here 
with those of subsection 4.3, table 4.1 shows us that the errors in the speeds are comparable and the 
errors in the densities are somewhat smaller because of the absence of counting errors. Note that 
table 4.1 presents variances and table 5.1 presents standard deviations. The statistics presented in 
table 5.2 illustrate the remark in the last paragraph of the subsection 5.1. 
M 
ISE 1 2 3 
A 6.4 1.5 1.3 ~I 
~2 1.5 0.9 0.9 
~3 2.5 1.5 1.4 
p4 1.9 1.0 1.0 
A 
16.6 4.1 3.3 VJ 
A 
8.2 3.7 3.8 V2 
A 
7.7 4.6 4.5 ~3 
V4 6.4 2.9 2.8 
TABLE 5.1 
µ~o (a2)~o P~o I 
M M M 
i 1 2 1 2 1 2 
0 0.00 -0.05 0.63 1.11 -0.21 -0.33 
1 0.04 -0.03 0.64 0.42 0.22 0.18 
2 0.05 -0.00 0.61 0.65 0.08 0.08 
3 0.00 -0.02 0.59 0.68 0.09 0.15 
4 0.01 -0.01 0.58 0.74 -0.11 0.04 
TABLE 5.2 
To obtain an idea about the magnitude of bias introduced by the approximations to the optimal filter 
and about the speed of convergence the following experiment is carried out. 
EXPERIMENT 5.2 (BIAS) A series of measurements is randomly generated, not by means of the model 
but corresponding to a perfectly stationary and homogeneous traffic stream of 15 minutes. 
All vehicles drive at constant speed of 77.5 km/h and at a constant distance which is such that the 
intensity at any location along the freeway equals the equilibrium value (2325 veh/h/lane). Now 
vehicles pass over section boundaries simultaneously so that the density is constant over time and 
equal to 30 veh/km/lane. Starting the first order filter that will result from the experiments in subsec-
tion 5.3 with a large initial uncertainty we may investigate convergence speed and estimator bias. We 
compare the cases M = 1 and M = 2. The final state estimates for one realisation are shown in table 
5.3 and the final approximate error variances in table 5.4. Results of another realisation were found 
to be comparable. We conclude that using two speed classes reduces the bias considerably. The error 
variances are much smaller also. Convergence of the estimates in table 5.3 was confirmed by 
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extending the estimation period to 30 minutes. In both case M = 1 as well as M = 2 the error vari-
ances of the densities have to approach zero. The figures in table 5.4 indicate that in case M= 1 con-
vergence is much slower. 
M 
1 2 
A 28.7 30.3 e1 
f!.2 26.8 29.4 
e3 27.0 30.0 
e4 25.9 29.3 
V1 82.4 78.2 
A 
85.0 78.6 V2 
A 86.8 78.l V3 
A 88.0 78.6 V4 
TABLE 5.3 
M 
1 2 
var(p1 -pi) 4.0 0.3 
var(p2-/J2) 4.8 0.5 
var(p3-p3) 6.6 0.6 
var(p4 -p4) 2.0 0.3 
var(v1 -v1) 91.1 11.4 
var(v2 -v2) 47.4 12.8 
var(v3-v3) 40.7 12.7 
var(v4-v4) 32.6 9.7 
TABLE 5.4 
To end this section we will now show the improved robustness of the filter resulting from using speed 
information. 
EXPERIMENT 5.3 (ROBUSTNESS) A model based series of measurements is generated like in experiment 
5.1. The first order filter resulting from subsection 5.3 is applied with an erroneous ve(p)-relation : 
a= -0.l instead of -0.58 and Pcrit = 105 instead of 27 veh/k:m/lane. 
From figure 5.1 one notes the difference in using two speed classes instead of one. The dotted line 
represents the simulated speed values. In case M = 2 the modelling error is compensated using the 
speed measurements. We conclude that using a minimal amount of speed information is necessary to 
achieve filter robustness with respect to modelling errors. 
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CONCLUSIONS (SIMULATED DATA) : 
- estimator bias is considerable in absence of speed information and almost zero 
in case speed information is used; 
- the asymptotical estimation error is reduced considerably when a limited 
amount of speed information is used; 
- using a minimal amount of speed information is necessary to achieve filter 
robustness with respect to modelling errors. 
5.3 Results with real data. 
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In the previous subsection filter behaviour is investigated in absence of modelling errors. It is to be 
expected that modelling errors do play a role in practice: part of the model for freeway traffic is not 
based on physical laws but on heuristic and limited experimental knowledge about driver behaviour. 
Therefore experiments with real data are essential to determine the usefulness of the filter in practice. 
Results of such experiments are presented in this subsection. 
Sensitivity with respect to several parameters will be investigated in the following way: first the 
!SE-criterion will be computed for the estimated state trajectory generated with the nominal parame-
ter value and the trajectory generated with the perturbed parameter. If the ISE is significantly larger 
than zero for one of the state variables, the innovations will be computed to decide whether the per-
turbation is beneficial. As the innovations only inform us about the quality of the intensity estimates, 
" _)) ,. -6 
the ISE's of Vi vs. vi and 'Ai vs. 'A; will be computed as well. 
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5.3.1 Stationary traffic. 
First we will apply the filter to a data set of stationary traffic without serious speed disturbances. The 
measurements in all the experiments were taken at a two-lane freeway near Utrecht, the northern part 
of the Al2 from km 65.55 to 63.50, on May 9, 1983 from 7:10-7:25 am. 
This part of the freeway has no on- or off-ramps. Weather was dry and clear. Cumulating counts 
over 2 hours of data the relative counting errors among the 5 measuring sites were estimated to be 
zero: all detectors counted about the same vehicle total. One of the sites was calibrated in an earlier 
study [ 17] and shown to miss about 1.5 percent of the vehicles that pass. We will use this value for 
all locations. 
During the period considered traffic is reasonably stationary: speed ranges from about 85 km/h to 
110 km/h and the mean intensity is about 1250 veh/h/lane, far below the capacity, which for this 
part of the freeway was estimated to be about 2215 veh/h/lane [17]. In the experiments we used two 
speed classes: [0,100) and [100,oo). This amount of speed information proved to be sufficient in a 
separate test that will not be presented here. The ISE of the estimated state trajectories of the filter 
with 2 vs. 4 speed classes was negligible. 
Model parameters are chosen according to table 2.1. except that P·am = 181 veh/km/lane and b = 
2835 1/h. This difference is unimportant because the density is not llkely to attain a value larger than 
Pcrit during the period considered. We start with the second order filter in the initial state where all 
densities are equal to 13.0 veh/km/lane and all section speeds equal the equilibrium value of 97.5 
km/h. The initial uncertainty is chosen to be large: var[p;(t0)-p;(t0)] = 49 (veh/km/lane)2 and 
var[v;(t0)-v;(t0)] = 49 (km/h)2. As indicated in the first paragraphs of this section the covariance 
matrix ~ of the filter is chosen to be small in order to have the filter to rely heavily on the model. 
We will now present the results of several tests with the filter. 
ExPERIMENT 5.4 (NOMINAL PARAMETER VALUES) 
The results in table 5.5 and figure 5.2 show a satisfactory filter behaviour as far as the estimated speed 
is concerned. The intensity error variance is rather large however and there is a considerable sys-
tematic error at the first two locations as well. As it turns out parameter changes will not lead to a 
significant reduction of this error. It will be possible to remove this error for a large part by changing 
the structure of the filter, as we will see in the next subsection. The correlations in table 5.6 show a 
behaviour comparable to that in the case where there are no modelling errors (table 5.2) except for 
the exit location where heavy correlation exists. 
.. .. .. .. .. .. .. .. .. .. 
ISE(.) vo v1 V2 V3 V4 Ao A1 A2 AJ ~ (km/h) (veh/h) 
6.4 6.6 5.2 4.2 3.9 693 395 437 371 723 
TABLE 5.5 
1 P.~o (a2)~o P~o I 
0 -0.10 0.80 0.15 
1 -0.10 1.09 -0.15 
2 -0.01 0.23 -0.06 
3 -0.02 0.26 0.21 
4 -0.03 0.26 -0.60 
TABLE 5.6 
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The nominal value of T of 0.01 h was changed to 0.0002 hand 0.5 h respectively. 
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7:25 
The effect on the estimated state variables is small in case T=0.5h and larger in case T=0.0002h as 
may be seen from table 5.7. There the ISE's of the state trajectories in case of T=0.0002 and T=0.5 
against the nominal trajectory of experiment 5.4 are given. In both cases the relative differences are 
smaller than 5 percent, so the filter is rather insensitive to the relaxation time. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
T = 0.0002h 0.5 0.2 0.1 0.1 4.5 3.3 2.6 2.1 
T = 0.5h 0.1 0.2 0.1 0.1 2.8 2.7 2.5 2.3 
TABLE 5.7 
EXPERIMENT 5.6 (SENSITIVITY W.R.T. a) 
The nominal value of a of 0.85 was changed to OJ. 
The effect on both p and vis rather small, see table 5.8. Table 5.9 shows that for a=0.1 behaviour is 
worse than for a=0.85. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
a = 0.1 1.2 2.1 1.4 0.5 2.2 1.3 0.8 0.5 
TABLE 5.8 
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A A A A A A A A A A 
ISE(.) Vo V-1 V-2 V3 V4 Ao X1 X2 A3 ~ (km/h) (veh/h) 
a= 0.1 6.2 6.6 5.1 4.2 3.9 847 527 509 434 760 
TABLE 5.9 
ExPERIMENT 5. 7 (SENSITMTY W.R.T. y ) 
The nominal value of y of 6.5 km/h2 was changed to 1.0 and 25.0 respectively. 
The results are given in table 5.10, table 5.11 and table 5.12. One may note that the filter is more 
sensitive to this parameter than to. the previous ones we investigated. Taking y = 1.0 km/h2 gives 
results that are comparable with y = 6.5. Taking y = 25.0 leads to estimates that are worse: the 
ISEfvi)'s are larger as well as the ISE(~;)'s. The innovations do not give a clear picture. There is a 
slight reduction in bias when y = 25.0 but also an increased variance. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
y= 1.0 km/h2 0.5 0.8 0.3 0.2 2.6 1.6 1.3 0.7 
y = 25.0 km/h2 2.4 1.9 0.7 0.8 8.6 3.9 . 3.3 1.5 
TABLE 5.10 
A A A A A A A A A A 
ISE(.) Vo V-1 V-2 v3 v4 Ao X1 X2 A3 ~ (km/h) (veh/h) 
y= 1.0 km/h2 6.0 5.9 5.1 4.1 4.2 635 381 410 368 706 
y = 25.0 km/h2 10.6 9.1 5.9 5.3 3.8 756 511 474 409 760 
TABLE 5.11 
y = 25.0 km/h2 
1 IL~o (a2)~ p~ I 
1 0.06 1.14 -0.15 
2 0.06 1.50 -0.34 
3 0.09 0.42 -0.02 
4 0.01 0.30 0.21 
5 0.00 0.36 -0.30 
TABLE 5.12 
ExPERIMENT 5.8 (SENSITIVITY W.R.T. f3) 
The nominal value of f3 of 0.5 was changed to 0.1. 
The effect is a small, systematic difference in v; for all i, see table 5.13 and figure 5.3. The same effect 
occurs when f3 is taken to be 0.9. We conclude that there is no reason to adjust /3. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
/3 = 0.1 0.8 1.6 0.3 0.5 1.7 1.1 0.9 0.5 
TABLE 5.13 
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CONCLUSIONS (STATIONARY TRAFFIC): 
- taking more than two speed classes does not lead to a reduction of the 
estimation error; 
- the filter is remarkably insensitive to parameter variations; 
- there is no reason to modify the nominal parameter values given in table 2.1; 
- the speed estimates are fairly accurate whereas all the intensity estimates 
have a significant error variance and some show considerable bias. 
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5.3.2 Unstable traffic. 
We will now investigate filter performance in a situation of unstable traffic, in which serious speed 
disturbances occur. We use measurements from the same freeway ·stretch as before but now during 
the period from 8:00-8:15 am. 
During this period instabilities occur as may be seen in figure 5.4 where the 25 second averages of 
passing speeds at several successive measurement locations are shown. The dashed lines correspond 
to a speed of 90 km/h at the specific location and are drawn at distances of 25 km/h. There are 
speed drops to 60 km/h, but there is always recovery after some time. The intensity is 1800 
veh/h/lane on the average, about 20 percent below the capacity, but reaches the capacity during short 
periods. 
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Before presenting the results we will first discuss a problem that occurred in applying the 
filter to this set of data and propose a solution. 
As mentioned in the beginning of this section the filter possesses non-optimal equilibrium 
points in case the acceleration noise is small and the filter closely follows the model 
(Appendix A). To avoid the filter from converging to such a point we decided to start 
the filter with a small initial uncertainty about the estimates. This prohibits large excur-
sions from these initial values and therefore reduces the probability of ending up in a non-
optimal point. Unfortunately this did not work out in practice, probably because o{ count-
ing and modelling errors which prevent the approximate error covariance matrix P1 x from 
maintaining a value that is small enough. We therefore resorted to a more crude method: 
setting the gain matrix cl>, equal to ( ~ ) . Then the filter equation (3.5) reduces to 
ax, = F(X, )dt + [ A ( dN, -!: ( k,)dt) l (5.5) 
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or, m more detail, 
dp;(t) = J.i. { [dN;-1(t)-dN;(t)] + (€?1-1-€f-1)~;-1dt 
l l 
(5.6) 
dV;(t) = [ . . . ]dt (5.7) 
This means that the densities are adjusted according to the measurements only when vehicles 
enter or leave a section, apart from a small counting error correction, and that the speed 
approximately follows the model equation. There are no longer estimate error corrections 
based on measurement information. This type of approach was also discussed by Van 
Maarseveen [6]. It should well be noted that this simplification is temporary and only car-
ried out for the benefit of the sensitivity analysis. Later on the full filter equations will be 
restored and a larger acceleration noise will prevent convergence to a non-optimal equili-
brium point. 
It is clear from (5.6) and (5.7) that taking more than one speed class in applying this 
temporarily modified filter is useless, as observations per class are summed by multiplication 
with the matrix A in (5.5). So we take M= 1. We will start with the nominal parameter 
values of table 2.1. Because of absence of estimate error correction it is necessary to have 
a reasonable initial estimate of the traffic state. This estimate is generated by applying the 
filter of subsection 5.3.1 with a large acceleration noise to a 13 · minute period of traffic 
directly preceding the period considered in this subsection. During this 13 minute period 
traffic is still reasonably stationary and we will get reliable estimates, as indicated by the 
results of 5.3.1. The resulting estimates pre shown in table 5.14 together with the approxi-
mate standard deviations obtained from P1 x. 
1 P; (veh/km/lane) v; (km/h) 
l 30 + 1 86 + 3 
2 13 + 1 94+ 4 
3 19 + 1 94 +4 
4 12 + 1 93 + 4 
TABLE 5.14 
ExPERIMENT 5.9 (NOMINAL PARAMETER VALUES) 
Results are presented in table 5.15 and 5.16 and figures 5.5, 5.6 and 5.7. The estimates 
are surprisingly good if we realise that only passing times are available to the filter, which 
further closely follows the model. No compensation of errors can take place. Speed distur-
bances are followed by the estimates, but reaction seem,.s to be a bit slow (about 30 
seconds late). There is a large intensity error variance. A3 shows a systematic error of 7 
percent. We conclude that some improvement is necessary, which we will initially try to 
achieve via parameter changes. 
1 µ~o (a2)~o P~o I 
0 0.03 2.75 -0.16 
1 0.05 0.83 0.11 
2 -0.05 0.62 0.17 
3 -0.07 0.76 0.42 
4 -0.01 1.00 -0.26 
TABLE 5.15 
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A A A A 
Vz V3 v4 Ao 
(km/h) 
10.0 7.1 6.6 1174 
TABLE 5.16 
EXPERIMENT 5.10 (SENSITIVITY W.R.T. Pcrit) 
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8:12 8:15 
A A A A 
"A1 "A2 °A3 ~ 
(veh/h) 
709 598 537 774 
The value of Pcrit was changed from 27 to 25 and 30 veh/km/lane respectively. The b-
parameter was changed accordingly to maintain continuity of ve(p). Results are shown in 
table 5.17. Note that it is useless to compute the ISE(pSs as these are zero according to 
(5.6). Our conclusion is that the filter is rather insensitive to Pcrit· 
A A A A 
ISE(.) VJ Vz V3 V4 (km/h) 
Pcrit = 25 veh/km/lane 2.6 2.8 2.9 2.8 
Pcrit = 30 veh/km/lane 2.5 3.0 3.1 3.1 
TABLE 5.17 
EXPERIMENT 5.11 (SENSITIVITY W.R.T. Pjam) 
The value of Pjam was changed from 110 to 200 veh/km/lane. Table 5.18 shows that the 
filter is insensitive to this parameter at least for this data set. This is partly caused by 
the fact that extremely high densities do not occur. To obtain a more definitive idea about 
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Pjam it is necessary to apply the filter to congested traffic. 
A A A A 
ISE(.) VJ Vz V3 V4 (km/h) 
P;am = 200 veh/km/lane 1.0 1.2 1.4 1.3 
TABLE 5.18 
ExPERIMENT 5.12 (SENSITNITY W.R.T. T ) 
The value of T was changed from 0.01 to 0.0002 h. The results in table 5.19, 5.20 and 
5.21 and figure 5.8 and 5.9 indieate that the filter is sensitive to this parameter. The ISE's 
of ~ and ~i are much better in case T=0.0002h. V; however shows a very wild unrealistic 
behaviour. The innovations process is better in case T=0.0002 h . The conclusion is that 
a less drastic decrease of T may be beneficial. 
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A A A 
VJ V2 V3 
(km/h) 
T = 0.0002 h 19.2 14.1 12.3 
TABLE 5.19 
A A A A A A 
Vo VJ v2 v3 V4 Ao 
(km/h) 
9.8 8.1 7.9 7.5 8.9 712 
TABLE 5.20 
1 µ~o (a2)~o P~o I 
0 0.05 1.25 -0.41 
I 0.05 0.22 0.25 
2 -0.02 0.65 -0.12 
3 -0.04 0.80 0.13 
4 -0.00 0.74 -0.54 
TABLE 5.21 
EXPERIMENT 5.13 (SENSITIVITY W.R.T. y ) 
35 
8:12 8:15 
A 
V4 
7.0 
A A A A 
A1 A1 A3 ~ 
(veh/h) 
354 402 432 569 
The value of y was changed from 6.5 to 1.0 km/h2 • The results in table 5.22 and figure 
5.10 and 5.11 show that the effect on vi cannot be neglected. A faster reaction to speed 
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disturbances is achieved. In contrast to the effect of decreasing T the overall behaviour of 
v; is not affected and is better than in case T=0.0002 h. Compare the ISEfvt)'s. Decreas-
ing y is preferable to decreasing T and taking y = 1.0 seems to give satisfactory behaviour. 
A further reduction of y was shown to give no further improvement. Note that the sys-
tematic error in the ~Vs is still there. The observed effect of decreasing T or y is con-
firmed by a first order analysis presented in Appendix B. 
" " " " 
ISE(.) VJ V2 V3 V4 (km/h) 
y = 1.0 km/h2 11.7 8.1 6.2 3.5 
TABLE 5.22 
" " " " " " " " " " 
ISE(.) 'Vo V1 V2 V3 V4 'Ao A1 A2 A3 ~ (km/h) (veh/h) 
y = 1.0 km/h2 12.1 8.0 5.5 6.1 6.5 807 426 480 444 690 
TABLE 5.23 
1 IL~o (a2)~o P~o I 
0 0.03 1.23 -0.50 
1 0.03 0.31 0.40 
2 -0.06 0.46 -0.07 
3 -0.07 0.56 0.22 
4 -0.02 0.64 -0.44 
TABLE 5.24 
Changing f3 was shown to have the same effect as in experiment 5.8. 
In the experiments thus far we have seen that considerable systematic errors in the inten-
sity estimates may occur (10%), which is very unsatisfactory. It is shown that parameter 
changes do not lead to a significant reduction of these errors. One would expect that 
increasing the acceleration noise does lead to a reduction, for this would mean that more 
weight is given to the measurements and correction of p and v should enable a smaller 
error in the intensity estimates. We investigated this and found that to our surprise the 
effect was negligible and sometimes the intensity estimates turned out worse. Investigating 
the filter equations more thoroughly finally led to the conclusion that the errors are caused 
by a modelling error of the passing speed distribution. This distribution was estimated to 
depend on the traffic density via its variance, see (2.7). This relation was estimated over a 
large number of passages ( + 10000), during periods of stationary traffic. In practice large 
deviations from this relation occur during short periods. It turns out that these deviations 
are serious enough to prevent the filter from estimating the intensity correctly. A more 
detailed account of this is to be found in Appendix C. 
The solution to this problem that we propose is to modify the filter in such a way that 
the density estimates only react to an error in the total intensity at a location (summed 
over all speed classes), instead of reacting to errors in intensities per class. This comes 
down to summing the entries in the upper block of 4>1, corresponding to the density esti-
mates, over all classes. Define 
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c'f>i,kM+j = for k=O, ... ,N (5.8) 
c'f>;,kM+j for N +I :i;;;;t:i;;;;2N 
Then our new filter equations are (3.5) to (3.7) where <P is replact1d by <P. In practice we 
will compute <P as before, but before integrating and updating X1 we 'Yill carry out the 
summations of (5.8). The following experiment shows that now errors in 'A are compensated 
for. 
ExPERIMENT 5.14 (c'f> INSTEAD OF cp ) 
The filter is applied to the same data set as before, but now <P is no longer set equal to f ~ ] . cp is replaced by i as defined by (5.8). Furthermore , y= 1.0 km/h2 and a=0.5. 
1he acceleration noise is taken to be small to allow for comparison with the results in the 
previous experiments. No speed information is used (I speed class). The initial uncertainty 
is large, var[p;(t0 ) - p;(t0)]=16 (veh/km/lane)2 and var[v;(t0) - v;(t 0)]=16 (km/h)2. A The 
innovation results are given in table 5.25 and show that large systematic errors in 'Ai no 
longer occur. 
1 P.~o (a2)~o P~I 
0 -0.03 l.09 -0.59 
I 0.01 0.26 0.19 
2 0.02 0.31 -0.21 
3 0.01 0.29 -0.01 
4 -0.00 0.57 -0.47 
TABLE 5.25 
As was concluded in section 4, taking speed information into account reduces the estimation 
error variances and increases robustness with respect to modelling errors. Now, taking 
M;;;a. I but ~ small will have hardly any effect: the filter will not put much trust in the 
presented speed information. We will therefore increase ~ to diag(IOOOO) and take M =4 in 
the following experiment and investigate whether increasing M further leads to improvement. 
ExPERIMENT 5.15 (M=4 VERSUS M=5) 
In case M=4 the classes are chosen as [0,75) , [75,85) , [85,95) , [95,oo) and in case M=5 
they are [0,70) , [70,80) , [80,90) , [90,100) , [100,oo ). The results in table 5.26 show that 
increasing M to 5 does not lead to significant error variance reduction. The innovations 
showed no reduction in bias either. Table 5.27 shows the significant improvement with 
M=4 of the local estimates in comparison to those of experiment 5.9, thanks to the avail-
able measurement information. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 VJ V2 V3 V4 (veh/km/lane) (km/h) 
M = 5 0.2 0.1 0.1 0.1 1.8 1.3 1.3 1.5 
TABLE 5.26 
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A A A A A A A A A A 
ISE(.) Vo V1 V2 v3 V4 Ao A1 A2 A3 ~ (km/h) (veh/h) 
M = 4 7.5 5.9 3.9 4.3 3.5 755 389 377 314 680 
TABLE 5.27 
Now, knowing that enough speed information is provided to the filter, we will investigate 
whether the second order terms in the approximation to the optimal filter are really neces-
sary, or that a first order filter suffices. 
EXPERIMENT 5.16 (Yst VERSUS 2nd ORDER FILTER) 
The first order filter is applied with M = 4 and compared to the results of the second order 
filter. Table 5.28 shows that the difference in the estimated state trajectories is negligible. 
The reduction in computation time however was found to be about 50% . We conclude 
that using a first order filter is preferable to a second order filter. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
1rst order 0.05 0.01 0.01 0.01 0.4 0.1 0.1 0.1 
TABLE 5.28 
In section 4 it was suggested that taking two speed classes would probably suffice m most 
circumstances. This is confirmed by the following experiment. 
EXPERIMENT 5.17 (M = 2) 
The first order filter is applied with speed classes [0,85) and [85,oo ). Table 5.29 shows that 
the difference with case M = 4 is again small. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
M = 2 0.3 0.4 0.2 0.2 2.7 1.9 2.3 2.2 
TABLE 5.29 
EXPERIMENT 5.18 (M = 1) 
It is even true that taking M= 1 gives reasonable behaviour, but in this case robustness 
w.r.t. modelling errors is small and error variances are clearly larger, as follows from table 
5.30 compared to table 5.27. 
A A A A A A A A 
ISE(.) PI P2 p3 p4 V1 V2 V3 V4 (veh/km/lane) (km/h) 
M = 1 1.6 0.9 0.9 0.6 9.0 5.7 3.9 4.1 
TABLE 5.30 
A A A A A A A A A A 
ISE(.) Vo 'V1 'V2 v3 v4 Ao A1 A2 A3 ~ (km/h) (veh/h) 
M = 1 13.7 8.5 5.8 5.8 5.9 769 406 386 306 628 
TABLE 5.31 
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The fact that in case M = I and even when the correction term of the filter is set to zero 
(<I> = 0) filter results are reasonable may lead to the conclusion that the density plays a 
major role and that the speed variable is highly dependent on it. The main task of the 
filter therefore is to reduce initial uncertainty about these densities and compensate counting 
errors. 
CONCLUSIONS (UNSTABLE TRAFFIC): 
5.4 Validation. 
the filter is sensitive to a reduction of T and of y. Reducing y to 1.0 
leads to better estimates and is to be preferred over a reduction of T; 
the filter is insensitive to Pcrit• Pjam and /3; 
a structural change in the filter equations is necessary to remove a systematic 
intensity estimate error; 
applying the first order filter is preferable to applying the second order filter; 
using two well-chosen speed classes suffices to produce satisfactory 
state estimates; 
. the evolution of the traffic density largely explains traffic behaviour. 
In this subsection the filter that resulted from the tests in preceding subsections will be applied to 
larger data sets of different dates to check the validity of the results. We will use the same freeway 
stretch as before (Al2 Utrecht, km 65.55 to 63.50) and use data from May 9 and 10 1983. On both 
days weather is dry and clear. 
The experiment on data from May 9 is summarizes results obtained in subsections 5.3.l and 5.3.2. 
The experiment on data from May 10 serves as a validation. The filter should work well also on data 
on which it was not calibrated. 
ExPERIMENT 5.19 
The period considered is 7: 15 - 8: 15 am. The first order filter is applied with <I>, using 3 
speed classes: [0,80) , [80,100) and [100,oo). Nominal parameters are used except that 
a=0.5, y= 1.0 km/h2 and }';=diag(lOOOO). The filter is started with a large initial uncer-
tainty. The results are presented in table 5.32, 5.33 and 5.34 and figures 5.12, 5.13 and 
5.14. Note the reduced correlation in the innovation increments and the small mean errors 
in the intensity estimates (+2%). The intensity of the entrance is more difficult to estimate 
than the others. As one may have noticed the innovation increment correlation criterion 
has not been of much help until now in testing the filter. Figure 5.15 shows the correla-
tion functions of this experiment and those obtained by running the original filter on the 
same data set (dashed lines). There is a clear difference in favour of the modified filter. 
Running the filter on this data set required almost 6 minutes of CPU-time on the CDC 
Cyber 750 mainframe. 
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TABLE 5.32 
JL~ (a2)~o 
-0.07 1.08 
-0.02 0.32 
0.02 0.22 
-0.02 0.19 
-0.02 0.60 
TABLE 5.33 
1 2 
1.4 3.6 
13.3 15.l 
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ExPERIMENT 5.20 
The filter is now applied to data of May 10, 1983 and the period considered is 7:45-8:45 am. 
This time 2 speed classes are used: [0,80) and [80,oo ). The results are in table 5.35 and 
5.36 and figure 5.16. Despite the fact that traffic is more dense than in the previous 
experiment (more instabilities) and only two speed classes are used the results are still satis-
factory. 
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TABLE 5.35 
µ~o (a2)~o P~I 
-0.06 1.55 -0.32 
-0.04 0.37 0.01 
0.01 0.25 0.08 
0.01 0.20 0.20 
-0.02 0.71 -0.04 
TABLE 5.36 
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6. CoNCLUSIONS 
In this report an approximate filter has been derived for the recursive estimation of the state of traffic 
on a freeway. This filter is based upon a model of freeway traffic flow and uses measurement infor-
mation from several locations along the freeway. It produces approximations to the optimal condi-
tional expectation estimators. 
Detectability and stabilizability of suitable matrix pairs in the filter is investigated and 
leads to conclusions about the asymptotical behaviour of the error covariance matrix. The 
effect of using speed information in the filter is investigated by computing the asymptotical 
error covariance matrix for several different cases. It is concluded that using a limited 
amount of speed information is necessary to reduce bias and asymptotical error variance and 
suffices to produce satisfactory estimates. 
The proposed filter is tested against simulated and against real traffic data. Performance 
was evaluated using three criteria : the integrated squared error criterion, the local estimate 
criterion and the innovation increments criterion. The test against simulated data confirmed 
the results mentioned in the previous paragraph and also show that using speed information 
is necessary to obtain robustness with respect to modelling errors. The tests against real 
data, obtained from the Traffic Engineering Division of the Dutch Ministry of Transport, 
led to a structural change in the filter and to some parameter changes, resulting in reduced 
bias and reduced error variance. The filter turned out to be rather insensitive to most 
parameters. Again a limited amount of speed information proved to be sufficient to pro-
duce satisfactory estimates. The evolution of traffic density apparently largely explains traffic 
behaviour and the speed variable is highly dependent on it. A first order approximation to 
the optimal filter was shown to be sufficiently accurate. A validation of the results was 
carried out by applying the modified filter to two sets of one hour of real data. 
We will now suggest several subjects for future research. 
In order to make the filter more practicable, the possibility of on- ruid off-ramps has to 
be taken into consideration. This will be done in the near future. Also, the effect of dif-
ferent weather conditions should be modelled. 
To reduce the computational effort required the filter implementation should be simplified. 
A reduction of approximately 80% in computations would result from implementing a con-
stant or parametrized filter gain matrix. The effect of such a modification of the filter on 
the accuracy of the estimates has to be investigated. Another considerable reduction of 
computational effort would result from a simplified implementation of the passage speed dis-
tribution. 
To improve the quality of the estimates further a different entrance boundary condition 
could be considered, or a more precise identification of the parameters to which the filter is 
sensitive might be carried out. 
Finally, the behaviour of the filter under congestion conditions may be studied. The 
effect of omitting measurement information from a location could be considered also. 
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A. NON-OPTIMAL FILTER EQUILIBRIUM POINTS 
In this appendix we will illustrate the problem mentioned in section 5: in case the accelera-
tion noise is small the filter may end up with estimates that contain a large error. Due 
to the small noise hardly any corrections to the error are made, there is hardly any weight 
on the measurements. In the first period after the start the filter will however adjust its 
estimates, provided the initial uncertainty is large. It is during this starting phase that con-
vergence to an incorrect point occurs. The following example illustrates this. 
ExAMPLE 
The filter is run on the same set of data as in subsection 5.3.2, but now q>, is not set to 
zero. There is a large initial uncertainty, to allow for corrections during the starting phase. 
Four speed classes are taken: [O, 75) , [75,85) , [85,95) , [95, oo ). Parameter values are taken 
from table 2.1. The filter is run twice, with y = 6.5 and y = 1.0 km/h2 resp~tively. 
The results in figures A. I and A.2 show the large systematic difference in p2 and >.2 pro-
duced by the two filters. 
This difference is not to be explained by the different values of y. It occurs during the 
first 1.5 minutes and remains constant thereafter. The mean of the innovation increments, 
µ.~0 , was computed and spowed tpat the systematic error in ~2 amounts to 65% in case 
y = 1.0. The errors in A1 and >.3 are much smaller: +6% and -4% respectively. 
The occurrence of such large errors as in the example above may be explained as follows. 
In case there are hardly any counting errors llfld the acceleration noise is small, it follows 
from the conclusions of section 4 that lim Pt ~ 0. From (3.6) we then conclude that 
t~oo 
This again means that the filter equations reduce to 
dp;(t) (A.l) 
dV;(t) I [A A ] -y; v;-ve(p;) dt + · · · + second order terms (A.2) 
From (A.I) we see that p;(t) now merely follows the detected vehicle passages and from 
(A.2) it follciws that the v;(t) approximately follows the model. No correction to an error 
in A; - I or A; is possible, which explains why the large errors in the example are A not com-
pensated for. The error is generated during A the short period when still Pt=f=O and 
q>,=f= [ ~ ] . Apparently the covariance matrix Pt converges too fast to allow for a correct 
estimate. It is clear that with the optimal filter the error could not occur, as it produces 
unbiased estimates. The errors therefore have to be adjusted to the approximations that we 
made to the optimal filter. 
B. FIRST ORDER SENSITIVITY ANALYSIS 
Consider the equation for v;(t) where we assume that the density in the neighbouring 
tions is constant and equals p<Pcrit and the speed in those sections is ve(p): 
dv;(t) I [ ] ~ = -T v;(t)-ve(p;(t)) -yp(p-p;(t))+2v(v-v;(t)) 
Linearisation about the stable equilibrium point (p, ve(p)) leads to 
d 1 a dt (8v;) = (-y;-2v)8v; + (yp-y;)8p; 
sec-
(B.l) 
(B.2) 
where 8v;=v;-ve(p) and 8p;=p;-p and we have used the expression (2.3) for ve. Now 
(B.2) is a linear system with input process 8p;(t). The response to 8p;(t) = 8p sin( wt+</>) 
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We expect the model (B.1) to be such that an increase of p; leads to a decrease of v;, 
possibly after a short delay. This means that o/ should be close to 7T. In section 5 it 
turned out that for the given parameters the delay was too large. A necessary condition in 
our model (B.1) for if! to be able to approach 7T is that 
a 
'YP < -T 
For the parameters in section 5 this condition is not satisfied. Decreasing y or T should 
lead to better results. According to the condition just mentioned, y should be less than 
58/ p ~ 2 km/h2 if T=0.01 h. And T should be less than 0.09/ p ~ 0.004 h if y=6.5 
km/h2 • 
C. SYSTEMATIC ESTIMATION ERRORS 
During the experiments is subsection 5.3.2 it was noted that considerable systematic errors in 
the intensity estimates occurred over long periods of time. This was the case even when 
the acceleration noise was large, enabling the filter to correct the errors using the measure-
ments. Apparently the filter is not always able to perform the right corrections. An 
explanation may be found in the following analysis. 
Consider the case of. two speed classes and assume that 1;=2, L;=0.5, that there are no 
counting errors, and A{ =M for all k:f:i and j = 1,. . .,M. Let us furthermore assume that 
~;>A; and that ~ ~~. This means that we assume a significant error in ~; to exist, but 
that the estimated local speed is reasonable. We will neglect the stochastic effects and put 
dNk=Akdt for all k. After some manipulations with the filter equations (3.5) and (3.6) one 
then ends up with 
dp;(t) = tl>;,2;+1+1 (dN]-A;dt) + tl>;,2;+2+1 (dN[-A;dt) [ A ] A I [A
 ] A2 (C.l) 
where 
~ = t1> - [~] 
Now suppose that ~J >>~: which means that most of the prob~bility mass qf the passing 
speed distribution is in class V1• Fqrthermore assume that AJ =A] and A: >Ar. This 
means that all of the excess intensity A; - A; falls in class V2• By the way, this implies 
that the modelled passing speed distribution is wrong. See figure C.1. 
Now 
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and dpi>O if <I>i,li+l + 1 <0. The latter condition may well be satisfied: increasing Pi in 
this example leads to a reduced speed (the speed distribution in figure C. l shifts to the 
left) and to a reduced variance of the speed distribution (according to (2.7)). ,,Both effects 
lead to a decreased mass in V2• Increasing Pi tlJ.erefore reduces the error in A:. On the 
other hand, increasing Pi will in general increase Ai, the total intensity, even further. This 
follows from the definition of intensity (2.4). Therefore there is a tendency to decrease Pi. 
It will depend on the relative weight of the effects what the resultant effect on Pi will be. 
In the numerical results of the filter tests we have found that tqe described effects in some 
cases do lead to an increase of the total intensity estimate Ai even if it is too large 
already. The main problem seems to be that the passing distribution does not in all cir-
cumstances correspond to the actual one. This also explains why increasing the system 
noise does not help: the error is in the observation equation, putting more weight on the 
measurements and thereby emphasizing this relation is likely to increase the error. A simi-
lar analysis as the one above shows that a correct distribution would make the occurrence 
of the described effect unlikely. It is however difficult to model this distribution more pre-
cise than we already did by allowing a dependency on the traffic density of the variance: 
(2.7). It is not clear on what other traffic parameters than speed and density it should 
depend and how. We therefore decided to change the filter in such a way that the density 
estimates react as if no speed measurements were available (M = 1 ). The justification for 
this is that the density can be estimated quite accurately from the countdata alone, the 
speed measurements are not of great importance here. They are of importance in estimating 
the section speed and will continue to be used in the speed equation of the filter. The 
elimination of the effect of speed information on the density estimates is achieved by sum-
mation of terms in the <!>-matrix as described in section 5. 
