We give an explicit formula for the difference between the standard and reduced genus-one Gromov-Witten invariants. Combined with previous work on geometric properties of the latter, this paper makes it possible to compute the standard genus-one GW-invariants of complete intersections. In particular, we obtain a closed formula for the genus-one GW-invariants of a Calabi-Yau projective hypersurface and verify a recent mirror symmetry prediction for a sextic fourfold as a special case.
Introduction
Gromov-Witten invariants are counts of holomorphic curves in symplectic manifolds that play prominent roles in string theory, symplectic topology, and algebraic geometry. A variety of predictions concerning these invariants have arisen from string theory, only some of which have been verified mathematically. These invariants are generally difficult to compute, especially in positive genera. For example, the 1991 prediction of [CaDGP] for the genus-zero GW-invariants of the quintic threefold was mathematically confirmed in the mid-1990s, while even low-degree cases of the 1993 prediction of [BCOV] for its genus-one GW-invariants remained unaccessible for another It is interesting to observe that only one boundary stratum of a partially regularized moduli space of genus-one stable maps accounts for the difference between the standard and reduced genus-one GW-invariants without descendants. This implies that if X is a sufficiently regular almost Kahler manifold (e.g. a low-degree projective hypersurface), only two strata of the moduli space M 1,k (X, β) of degree-β genus-one stable maps to X with k marked points contribute to the genus-one GWinvariants without descendants:
(i) the main stratum M 0 1,k (X, β) consisting of stable maps from smooth domains; (ii) the stratum M 1,∅ 1,k (X, β) consisting of stable maps from a union of a smooth genus-one curve and a P 1 , with the map constant on the genus-one curve and with all k marked points lying on the latter; see the first diagram in Figure 1 .
At a first glance, this statement may seem to contradict reality, as well as Theorems 1A and 1B. For example, if n ≥ 4, the formula for the difference in Theorems 1A and 1B involves the GWinvariant GW β (2,∅) that counts two-component rational curves; this is consistent with [KPa] . This term may appear to arise from the stratum M 2,∅ 1,k (X, β) of M 1,k (X, β) consisting of maps from a smooth genus-one curve C P with two P 1 's attached directly to C P so that the map is constant on C P ; see the middle diagram in Figure 1 . In fact, GW β (2,∅) arises from a homology class on M 0,k+1 (X, β), or equivalently from the closure of a boundary stratum of M 1,∅ 1,k (X, β) . This boundary stratum is the intersection of M After setting up notation for GW-invariants in Subsection 2.1, we state the main theorem of this paper is Subsection 2.2. Theorem 1A expresses the difference between the standard and reduced genus-one GW-invariants as a linear combination of genus-zero invariants. The coefficients in this linear combination are top intersections of tautological classes on the blowups of moduli spaces of genus-one curves constructed in Subsection 2.3 in [VaZ] and reviewed in Subsection 3.1 below. These are computable through the recursions obtained in [Z4] and restated in Subsection 2.2 below; (2.9) gives an explicit formula for these coefficients when no descendants are involved. We then deduce a more compact version of Theorem 1A; Theorem 1B involves certain (un-)twisted ψ-classes and coefficients that satisfy simpler recursions than the coefficients in Theorem 1A. The descendant-free case of Theorem 1B, (2.15), is used in Subsection 2.3 to obtain a closed formula for the difference between the two genus-one GW-invariants of a Calabi-Yau hypersurface from a closed formula for its genus-zero GW-invariants obtained in [MirSym] ; see Lemma 2.2. Using a closed formula for the reduced genus-one GW-invariants of such a hypersurface derived in [Z5] , we thus obtain a closed formula for its standard genus-one GW-invariants.
Theorem 1A is proved in Section 3. In addition to reviewing the blowup construction of Subsection 2.3 in [VaZ] , Subsection 3.1 describes natural bundle homomorphisms over moduli spaces of genus-one curves and their twisted versions. These are used to describe the difference between the two genus-one GW-invariants in Subsection 3.3 and to compute it explicitly in Subsection 3.4, respectively. The blowup construction of Subsection 2.4 in [VaZ] for moduli spaces of genus-zero curves is used in Subsection 3.2 to obtain a formula for top intersections of tautological classes on blowups of moduli spaces of genus-one curves; Proposition 3.1 is used at the end of Subsection 3.4. Subsection 3.3 reviews the relevant aspects of [Z3] , concluding with a description of the difference between the two genus-one GW-invariants; see Proposition 3.2. This difference can be computed explicitly through the direct, but rather involved, setup of [Z2] . Subsection 3.4 instead presents a more conceptual approach motivated by the blowup construction of Section 3 in [VaZ] for moduli spaces of genus-zero maps.
The author would like to thank J. Li for first drawing the author's attention to the issue of computing genus-one GW-invariants of projective hypersurfaces and R. Pandharipande for pointing out the mirror symmetry prediction for a sextic fourfold in [KPa] .
Overview

Gromov-Witten Invariants
Let (X, ω, J ) be a compact symplectic manifold with a compatible almost complex structure. If g, k ∈Z + are nonnegative integers and β ∈ H 2 (X; Z), we denote by M g,k (X, β; J ) the moduli space of genus-g degree-β J -holomorphic maps into X with k marked points. For each j = 1, . . . , k, let ev j : M g,k (X, β; J ) −→ X be the evaluation map at the jth marked point and let
be the first chern class of the universal cotangent line bundle at the jth marked point. More generally, if J is a finite set, we denote by M 0,J (X, β; J ) the moduli space of genus-0 degree-β J -holomorphic maps into X with marked points indexed by the set J and by
the corresponding evaluation maps and ψ-classes. If β = 0, for each J ′ ⊂ J there is a well-defined forgetful map
obtained by dropping the marked points indexed by J ′ from the domain of every stable map in M 0,J (X, β; J ) and contracting the unstable components of the resulting map. Let
be the untwisted jth ψ-class.
We also define moduli spaces of tuples of genus-zero stable maps. If m ∈Z + , let
If m ∈ Z + and J is a finite set, we define
There is a well-defined evaluation map
where i is any element of [m] . For each i ∈ [m], let
be the projection onto the ith component. If p ∈Z + , we define
to be the sums of all degree-p monomials in
respectively. For example, if m = 2,
The symmetric group on m elements, S m , acts on M (m,J) (X, β; J ) by permuting the elements of each m-tuple of stable maps. Let
Since the map ev 0 and the cohomology classes η q andη q on M (m,J) (X, β; J ) are S m -invariant, they descendant to the quotient:
The constructions of [FOn] and [LT] endow
with virtual fundamental classes (VFCs). If the real dimension of X is 2n, the first VFC is of real dimension
The other two VFCs are of real dimension
The VFC for M (m,J) (X, β; J ) is obtained from the VFCs for M 0,{0}⊔J i (X, β i ; J ) via the usual method of a Kunneth decomposition of the (small) diagonal (e.g. as in the proof of commutativity of the quantum product). The VFC for Z (m,J) (X, β; J ) is the homology class induced from the S m -action on M (m,J) (X, β; J ).
For each tuple
vir be the standard and reduced genus-one degree-β GW-invariants of X corresponding to the tuple µ.
The latter is constructed in [Z3] . The exact definition of either invariant is not essential for the purposes of Section 3, as our starting point will be Proposition 3.1 in [Z3] , restated as Proposition 3.2 below, which gives a description of the difference between the two invariants.
If µ is as in (2.3), m ∈ Z + , and
Main Theorem
The description of Proposition 3.1 in [Z3] implies that the difference between GW The simplest expressions in the first case, however, appear to be given by Hodge numbers on the blowups M 1, ([m] ,J) of M 1,m+|J| constructed in Subsection 2.3 in [VaZ] and involve the universal ψ-class
obtained by twisting the Hodge line bundle E; see Subsection 3.1 below.
Thus, given finite sets I and J, not both empty, and a tuple of integers (c, (c j ) j∈J ), we define
where π :
⊔J is the blow-down map. Ifc+ j∈J c j = |I|+|J|,c < 0, or c j < 0 for some j ∈ J, the number in (2.7) is zero. By Theorem 1.1 in [Z4] , the numbers (2.7) satisfy:
Along with the relation 8) which follows from the usual dilaton relation (see [MirSym, Section 26 .2]), the two recursions completely determine the numbers (2.7). In particular,
Theorem 1A If (X, ω) is a compact symplectic manifold of real dimension 2n, k ∈Z + , β ∈ H 2 (X; Z)−0, and µ is as in (2.3) and (2.4), then
(2.10)
The sum in (2.10) is finite because Z (m,[k]−J) (X, β; J ) is empty if ω, β /m is smaller than the minimal energy of a non-constant J -holomorphic map S 2 −→ X. Therefore, GW β (m,J) is zero if ω, β /m is smaller than the minimal energy of a non-constant J -holomorphic map S 2 −→ X for any ω-compatible almost complex structure J . Theorem 1A is proved in Section 3.
We next express GW 
If in addition m ∈ Z + , we define
where
and 
Along with the relation
which follows from (2.8), (R1) and (R2) are sufficient to determine Θ m,J (c j ) j∈J in many cases.
In particular,
(2.12)
The original recursions (R1) and (R2) are sufficient to compute Θ m,J (c j ) j∈J in all cases. However, it is more convenient to make use of the remaining relation of Theorem 1.1 in [Z4] : if c j * = 1 for some j * ∈ J, then c; (c j ) j∈J (I,J) = |I|+|J| − 1 c; (c j ) j∈J−j * (I,J−j * ) . (2.13)
This gives us a third relation for the numbers (2.11):
The three relations (R1)- (R3), along with the initial condition Θ 1,∅ () = −1/24, determine the numbers Θ m,J (c) completely.
and µ is as in (2.3) and (2.4), then
(2.14)
This theorem follows immediately from Theorem 1A above and Lemma 2.1 below. In turn, the latter follows from Lemma 2.2.1 and Subsection 3.2 in [Pa] ; see also Subsection 3.3 in [Z2] .
and µ is as in (2.3) and (2.4). If
2 Lemma 2.1 is a consequence of the following identities. If J0 ⊂ J is nonempty, let DJ 0 ⊂ M0,0⊔J (X, β; J ) be the (virtual) divisor whose (virtually) generic element is a map from a union of two P 1 's, one of which is contracted and carries the marked points indexed by the set 0⊔J0. In particular,
If πP and πB are the two component projection maps, then
The advantage of Theorem 1B over Theorem 1A is that the coefficients of the genus-zero GWinvariants in (2.14) satisfy simpler recursions and are more likely to vanish, due to (2.12). For example, if c j = 0 for all j, i.e. there are no descendant classes involved, (2.14) reduces to
This formula looks remarkably similar to the formula for the correction term in Theorem 1.1 in [Z2] enumerating one-nodal rational curves. 3 This is not too surprising as both expressions arise from counting zeros of analogous affine bundle maps; see Subsection 3.4.
Genus-One GW-Invariants of Calabi-Yau Hypersurfaces
The essence of mirror symmetric predictions for GW-invariants of Calabi-Yau manifolds is that these invariants can be expressed in terms of certain hypergeometric series. In this subsection, we deduce a mirror symmetry type of formula for the standard genus-one GW-invariants of Calabi-Yau projective hypersurfaces from a formula for the reduced genus-one GW-invariants obtained in [Z5] , (2.14), and a formula for genus-zero GW-invariants obtained in Chapter 30 of [MirSym] . In particular, we show that the difference between the two invariants, i.e. (2.14), simply cancels the last term in Corollary 3.4 in [Z5] . The n ≤ 5 cases of Theorem 2 below have already been obtained [Z5] , with the n = 5 case confirming the prediction of [BCOV] . The n = 6 case confirms the prediction of [KPa] .
Fix an integer n ≥ 3 and let X ⊂ P n−1 be a smooth degree-n hypersurface. In this case,
1 (X) ∈ Q the standard and reduced degree-d genus-one GW-invariant of X ⊂ P n−1 , i.e. the sum of GW β 1,0 (∅) and GW β;0 1,0 (∅), respectively, over all β lying in the preimage of dℓ under the natural homomorphism
where ℓ ∈ H 2 (P n−1 ; Z) is the homology class of the line.
For each q = 0, 1, . . ., define I 0,q (t) by
is a degree-q polynomial in t with coefficients that are power series in e t . For example,
For p, q ∈ Z + with q ≥ p, let
It is straightforward to check that each of the "diagonal" terms I p,p (t) is a power series in e t with constant term 1, whenever it is defined; see [ZaZ] , for example. Thus, the division in (2.18) is well-defined for all p. Proposition 3.1 in [Z5] describes a number of relations between the power series I p,p (t). Let
By (2.17), the map t −→ T is a change of variables; it will be called the mirror map.
Theorem 2 The genus-one degree-d Gromov-Witten invariants of a degree-n hypersurface
n−4
where t and T are related by the mirror map (2.19).
The distinction between the n odd and n even cases appears because the formula of Corollary 3.4 in [Z5] 4 uses the reflection symmetry property of Proposition 3.1 in [Z5] to reduce the number of different power series I p,p used. A uniform formula can be obtained from Theorem 3.3 in [Z5] .
LetR(w, t) = R(w, t)/I 0,0 (t). Then, e −wtR (w, t) is a power series with e t -constant term 1 and
for all p ∈ Z + with p ≥ 2. Theorem 2 follows immediately from Corollary 3.4 in [Z5] , (2.14), and the following lemma. Note that since dim X = n−2 and k = 0, (2.15) can be written as
is the hyperplane class, and
if T and t are related by the mirror map (2.19).
4 It states that
is given by the expression in Theorem 2 plus n 24
The relation (2.20) is immediate from c(T P n−1 ) = (1+x) n . We deduce (2.21) below from the conclusion of Chapter 30 in [MirSym] .
Let U be the universal curve over M (m,∅) (P n−1 , d), with structure map π and evaluation map ev:
In other words, the fiber of π over a tuple
is the wedge of curves C i identified at the marked point x 0 of each of the curves, while
is locally free, i.e. is the sheaf of (holomorphic) sections of a vector orbi-bundle
By the (genus-zero) hyperplane-section relation,
The m = 1 case of (2.22) is completely standard, and the same argument applies in all cases.
There is a natural surjective bundle homomorphism
is a vector orbi-bundle. It is straightforward to see that
Using the string relation (see [MirSym, Section 26.3] ), the conclusion of Chapter 30 in [MirSym] can be reformulated as
with T and t related by the mirror map (2.19) as before.
We now verify (2.21). By (2.22), (2.23), and the decomposition along the small diagonal in (P n−1 ) m , the left-hand side of (2.21) equals
The relation (2.21) now follows from (2.24).
3 Proof of Theorem 1A
Blowups of Moduli Spaces of Genus-One Curves
In this subsection we review some aspects of the blowup construction of Subsection 2.3 in [VaZ] and add new ones, which will be used in Subsection 3.4.
If I is a finite set, let
Here P stands for "principal" (component). If ρ = (I P , {I k : k ∈ K}) is an element of A 1 (I), we denote by M 1,ρ the subset of M 1,I consisting of the stable curves C such that (i) C is a union of a smooth torus and |K| projective lines, indexed by K; (ii) each line is attached directly to the torus; (iii) for each k ∈ K, the marked points on the line corresponding to k are indexed by I k . For example, the first diagram in Figure 2 shows an element of M 1,ρ with ρ = {i 1 , i 2 }, {i 3 , i 4 , i 5 , i 6 }, {i 7 , i 8 , i 9 } ; the number next to each component indicates the genus. Let M 1,ρ be the closure of M 1,ρ in M 1,I . It is well-known that each space M 1,ρ is a smooth subvariety of M 1,I .
We define a partial ordering on the set A 1 (I)⊔{(I, ∅)} by setting
if ρ ′ = ρ and there exists a map ϕ :
This condition means that the elements of M 1,ρ ′ can be obtained from the elements of M 1,ρ by moving more points onto Let I and J be finite sets such that I is not empty and |I|+|J| ≥ 2. We put
We note that if ρ ∈ A 1 (I⊔J), then ρ ∈ A 1 (I, J) if and only if every bubble component of an element of M 1,ρ carries at least one element of I. The partially ordered set (A 1 (I, J), ≺) has a unique minimal element ρ min ≡ ∅, {I ⊔J} .
Let < be an ordering on A 1 (I, J) extending the partial ordering ≺. We denote the corresponding maximal element by ρ max . If ρ ∈ A 1 (I, J), define
where the maximum is taken with respect to the ordering <.
The starting data for the blowup construction of Subsection 2.3 in [VaZ] is given by 
It is immediate that the requirements (I1) and (I2), with ρ−1 replaced by ρ, are satisfied.
The blowup construction is concluded after |ρ max | steps. Let
By Lemma 2.6 in [VaZ] , the end result of this blowup construction is well-defined, i.e. independent of the choice of an ordering < extending the partial ordering ≺. The reason is that different extensions of the partial order ≺ correspond to different orders of blowups along disjoint subvarieties. 5
Remark:
We next define natural line bundle homomorphisms s i :
, where
is the universal tangent line bundle at the ith marked point. These homomorphisms will then be twisted to isomorphismss i on M 1,(I,J) . The homomorphism s i is induced by the natural pairing of tangent vectors and cotangent vectors at the ith marked point. Explicitly,
and x i (C) ∈ C is the marked point on C labeled by i. The homomorphism s i vanishes precisely on the curves for which the ith marked point lies on a bubble component. In fact, as divisors, 
Suppose ρ ∈ A 1 (I, J) and we have constructed line bundles L ρ−1,i −→ M ρ−1 1,(I,J) for i ∈ I and bundle sections
By (3.5), this assumption is satisfied for ρ−1 = 0. If
5 If ρ, ρ ′ ∈ A1(I, J) are not comparable with respect to ≺ and ρ < ρ ′ , M and i ∈ I, we define
By the inductive assumption, s ρ−1,i induces a section s ρ,i of L * ρ,i ⊗π * ρ E * such that
Thus, the inductive assumption (3.6) is satisfied with ρ−1 replaced by ρ. Let
By (3.6),s i :L i −→π * E * is an isomorphism of line bundles.
Remark:
The line bundlesL i and bundle isomorphismss i just defined are not the same as in Subsection 2.3 in [VaZ] or Subsection 2.1 in [Z4] .
Blowups of Moduli Spaces of Genus-Zero Curves
In this subsection we give a formula for the numbers (2.7) that involves the blowups of moduli spaces of genus-zero curves defined in Subsection 2.4 of [VaZ] and moduli spaces of genus-one curves, not their blowups. The formula of Proposition 3.1 will be used at the conclusion of Subsection 3.4.
Similarly to Subsection 3.1, each element ρ of A 0 (I) describes a smooth subvariety
with the "principal" component of each curve in M 0,ρ carrying the marked points indexed by the set {0}⊔J P . There is a partial ordering ≺ on A 0 (I), defined analogously to the partial ordering ≺ on A 1 (I). If J is also a finite set, let
Suppose ℵ is a finite nonempty set and ̺ = (I l , J l ) l∈ℵ is a tuple of finite sets such that I l = ∅ and |I l |+|J l | ≥ 2 for all l ∈ ℵ. Let
where L 0 −→ M 0,{0}⊔I l ⊔J l is the universal tangent line bundle for the marked point 0 and With ̺ as above, let
We define a partial ordering on A 0 (̺) by setting
. Let < be an ordering on A 0 (̺) extending the partial ordering ≺. Denote the corresponding minimal and maximal elements of A 0 (̺) by ρ min and ρ max , respectively. If ρ ∈ A 0 (̺), define ρ−1 ∈ {0}⊔A 0 (̺) as in (3.3).
If ρ ∈ A 0 (̺) is as in (3.10), let
The spaces M 0 0,̺ and M 0 0,ρ can be represented by diagrams as in Figure 3 . The thinner lines represent typical elements of the spaces M 0,ρ l , with the marked point 0 lying on the thicker vertical line. We indicate the elements of ℵ P ⊂ ℵ with the letter P next to these points. Note that by (3.9), every dot on a vertical line for which the corresponding tree has more than one line must be labeled with a P .
The blowup construction now proceeds similarly to that in Subsection 3.1 with
The analogue of (3.4) has the same form:
(3.11)
As before, we take M 0,̺ = M ρmax 0,̺ ,Ẽ = E ρmax ,ψ = c 1 (Ẽ). As in Subsection 3.1, the end result of the above blowup construction is well-defined, i.e. independent of the choice of the ordering < extending the partial ordering ≺.
We now return to the construction of Subsection 3.1. If ρ ∈ A 1 (I, J) is as in (3.7), let
If ρ = 0, we set
Let λ = c 1 (E) be the Hodge class on M 1,N .
Proposition 3.1 If I and J are finite sets and (c, (c j ) j∈J ) ∈ Z×Z J , then
It is immediate that the statement holds ifc ≤ 0. For each ρ ∈ A 1 (I, J), let
be the proper transform of the exceptional divisor M 
Furthermore, by an inductive argument on the stages of the blowup construction similar to Subsections 3.4 and 4.3 in [VaZ] , (3.14) where π B is the projection onto the second component. 6 Thec = 1 case of Proposition 3.1 follows immediately from (3.13) and (3.14). Ifc ≥ 2, then by (3.13), (3.14), and λ 2 = 0,
This implies thec ≥ 2 cases of Proposition 3.1.
Analytic Setup
We now recall the parts of Subsections 1.3, 1.4, 3.1, and 3.2 in [Z3] needed to formulate Proposition 3.1 of [Z3] giving a description of the difference between the two genus-one GW-invariants.
An element of the moduli space M g,k (X, β; J ) is represented by a stable continuous degree-β map u from a pre-stable genus-g Riemann surface (Σ, j) with k marked points to X which is smooth on each component of Σ and satisfies the Cauchy-Riemann equation corresponding to (J , j):
We denote by M g,k (X, β; J , ν) the space of solutions to the ν-perturbed CR-equation:
The perturbation term ν(u) is a section of the vector bundle
and depends continuously on u and smoothly on each stratum X T (X, β) of the space X g,k (X, β) of all continuous degree-β maps that are smooth (or L p 1 with p > 2) on the components of the domain.
6 The induction begins with (3.12) and λ| M 1,ρ = π * P λ. One then shows that
and the normal bundle of M
The proper transforms of M More formally, ν is a multi-section of a Banach orbi-bundle Γ 0,1
Suppose m ∈ Z + , J is a finite set, and β ∈ H 2 (X; Z). If ν is a perturbation on the spaces X 0,{0}⊔J i (X, β i ) as above, with J i ⊂ J and
be the subspace consisting of m-tuples of maps from smooth domains. Define
as in Subsection 2.1.
We will call a perturbation ν on X 0,{0}⊔J (X, β) supported away from x 0 if ν(u) vanishes on a neighborhood of the marked point x 0 for every element [Σ, u] of X 0,{0}⊔J (X, β). In such a case, u is holomorphic on a neighborhood of the marked point x 0 for every element [Σ, u] of M 0,{0}⊔J (X, β; J , ν). Therefore, there is a well-defined (C-linear) vector bundle homomorphism
If m, J, and ν are as in the previous paragraph and ν is supported away from x 0 , we obtain m VBHs
The difference between the standard and reduced genus-one GWinvariants is described below in terms of these VBHs and the homomorphisms s i defined in Subsection 3.1.
In the genus-one case, Definition 1.2 in [Z3] describes a class of perturbations ν called effectively supported. These perturbations vanish on all components of the domain of a stable map u on which the degree of u is zero, as well as near such components (including after small deformations of [Σ, u] ). If ν es is effectively supported, [Σ, u] is an elements of M 1,k (X, β; J , ν es ), and u has degree 0 on a component Σ i of Σ, then u is constant on Σ. For a generic effectively supported perturbation ν es , M 1,k (X, β; J , ν es ) has the same general topological structure as M 1,k (P n , d). In particular, if (X, ω, J ) is sufficiently regular (e.g. a low-degree projective hypersurface), ν es can be taken to be 0 for our purposes.
A stratum X T of X 1,k (X, β) is specified by the topological type of the domain Σ of the stable maps u in X T , including the distribution of the k marked points, and the choice of the components of Σ on which the degree of u is not zero. A stratum X T of X 1,k (X, β) will be called degenerate if the degree of any map u in X T on the principal, genus-carrying, component(s) of its domain is zero. The restriction of u to a component Σ i ≈ S 2 of Σ on which the degree of u is not zero defines a projection π T ;i :
for some J i ⊂ [k] and finite set K i consisting of the nodes of Σ i . If X T is degenerate, K i has a distinguished element, the node closest to the principal component(s) of Σ; it will be denoted by 0. As in Subsection 3.2 in [Z3] , let G gd 1,k (X, β; J ) be the space of all effectively supported deformations ν es such that for every degenerate stratum X T , [Σ, u] ∈ X T , and every component Σ i ≈ S 2 of Σ on which the degree of u is nonzero
for a fixed (independent of u) perturbation ν T ;i on the right-hand side of (3.15) such that for every
(gd1) the linearization
(gd2) the restriction of the section
to every stratum of M 0,K i ⊔J i (X, β i ; J , ν T ;i ) for which the degree of the maps on the component containing x 0 is nonzero is transverse to the zero section.
be the subspace consisting of the stable maps [Σ, u] such that Σ is a union of a smooth torus Σ P and m spheres attached directly to Σ P , the degree of u is zero on Σ P and nonzero on each of the m spheres, and Σ P carries the marked points indexed by J.
⊔J is the subspace of smooth curves and ν B is a perturbation supported away from x 0 . With our assumptions on ν es , ν B is in fact effectively supported. Furthermore,
is stratified by smooth orbifolds (in the sense of Remark 1 in Subsection 1.3 in [Z3] ) with the expected normal bundles (i.e. analogously to M (m,[k]−J) (P n , d)). The splitting in (3.18) extends to an immersion over the closures, from the right hand side to the left.
Let µ be a tuple as in (2.3) and (2.4). As in Subsection 3.1 in [Z3] , choose generic pseudocycle representatives f j :Ȳ j −→ X for the Poincare duals of the cohomology classes µ j and let
be the zero set of a section ϕ of the vector bundle
For good choices of f j and ϕ, the splitting (3.18) induces a splitting 19) for all m ∈ Z + and J ⊂ [k]. This splitting extends as an immersion over the compactifications.
Denote by
the two component projection maps. With s i as in Subsection 3.1 and D 0 as above, define
Finally, suppose M is a compact topological space which is a disjoint union of smooth orbifolds, one of which, M, is a dense open subset of M, and the real dimensions of all others do not exceed dim M−2. Let E, O −→ M be vector orbi-bundles such that the restrictions of E and O to every stratum of M is smooth and
If α ∈ Γ M; Hom(E, O) is a regular section in the sense of Definition 3.9 in [Z1] , then the signed cardinality of the zero set of the affine bundle map
is finite and independent of a generic choice ofν ∈ Γ(M; O), by Lemma 3.14 in [Z1] . We denote it by N (α). 20) where This is the essence of Proposition 3.1 in [Z3] . While Subsections 3.1 and 3.2 in [Z3] explicitly treat only the case without descendants, i.e. c j = 0 for all j ∈ [k], exactly the same argument applies in the general case. The notion of∂-contribution of a stratum to GW β 1,k (µ) is made precise in Proposition 3.1 in [Z3] , but (3.20) and (3.21) suffice for our purposes.
Topological Computations
In this subsection we express the numbers (3.21) in terms of cohomology classes and GW-invariants and thus conclude the proof of Theorem 1A.
With notation as in the previous subsection, let
. It is straightforward to see that
withL i ands i as at the end of Subsection 3.1. Sinces i :
where id E * is viewed as a VBH on
This vector bundle homomorphism induces a VBH over the projectivization of
is the tautological line bundle. It is straightforward to see from the definition that If J is a finite set and β ∈ H 2 (X; Z), let
be the subset of consisting of the stable maps [Σ, u] such that (i) the components of Σ are Σ i = P 1 with i ∈ {P }⊔[k];
(ii) u| Σ P is constant and the marked points on Σ P are indexed by the set {0}⊔J P ; (iii) for each i ∈ [m], Σ i is attached to Σ P and u| Σ i is not constant. We denote by
the closure of M σ (X, β; J , ν B ). In each diagram of Figure 4 , the irreducible components of Σ are represented by lines, and the homology class next to each component shows the degree of u on that component. We indicate the marked points lying on the component Σ P only.
If m ∈ Z + and J is a finite set, let
Figure 4: Examples of partial ordering (3.24)
, J B is an element of A 0 (m; J), we put
Here P and S stand for the subsets of principal and secondary elements of [m], respectively. Note
This is a subspace of M (m,J) (X, β; J , ν B ).
With µ as before and ̺ ∈ A 0 (m; [k]−J), let [Z3] . Thus, by iteration, one obtains a finite tree of cohomology classes at the nodes which sum up to N ( D 0 ). The tree in this case is similar to a subtree of the tree in Subsection 3.2 of [Z2] , but twisted with E * . Thus, N ( D 0 ) can be expressed in terms of cohomology classes by a direct, though laborious, computation nearly identical to the one in Subsections 3.1 and 3.2 in [Z2] . This time, we will instead compute N . This construction is a direct generalization of Section 3 in [VaZ] .
It is immediate
Define a partial ordering on the set A 0 (J) by setting
Similarly to Subsection 3.1, this condition means that the elements of M σ ′ (X, β; J , ν) can be obtained from the elements of M σ (X, β; J , ν B ) by moving more points onto the bubble components or combining the bubble components; see Figure 4 . The bubble components are the components not containing the marked point 0. Define a partial ordering ≺ on A 0 (m; J) by setting
for some m i and J i,P . Choose an ordering < on A 0 (m; J) extending the partial ordering ≺. Denote the corresponding minimal element by ̺ min and the largest element for which M ̺ is nonempty by ̺ max . For every ̺ ∈ A 0 (m; J), define
as in (3.3).
With ̺ as (3.26), let
With M 0 0,̺ P as in Subsection 3.2, there is a natural node-identifying immersion
It descends to an immersion
which is an embedding outside the preimages of M 0 ̺ ′ with ̺ ′ ≺ ̺. Remark: Since c 1 (E * ) 2 = λ 2 = 0, the last expression in (3.29) is zero if m + |J| > 1 and c j = 0 for all j ∈ J. Thus, if µ involves no descendants, i.e. c j = 0 for all j ∈ [k], the only stratum of M 1,k (X, β; J , ν es ) contributing to the difference between the standard and reduced genus-one degree-β invariants corresponding to µ is M 1,∅ 1,k (X, β; J , ν es ).
It remains to express the right-hand side of (3.29) in terms of GW-invariants. Let + λ; µ 1,I P (ρ)⊔J P (ρ)⊔ℵ(ρ) ψ m * +|J * |−p J * (µ)−2 ; µ (0,̺ B (ρ)) .
Finally, Proposition 3.1 reduces the last expression to the statement of Theorem 1A.
Remark: Since M 0 (m,[k]−J) is not a complex manifold, some care is needed in constructing its "complex" blowups. These are obtained by modifying normal neighborhoods to the strata of the blowup centers in the expected way. The information needed to specify the normal bundles to such strata is described in Subsection 2.4 of [Z3] . Similarly, (3.27) describes a twisting of line bundles, not of sheaves. In fact, we know a priori that N ( D 0 ) depends only on the topology of the situation: By constructing a tree of chern classes, as suggested above and similarly to Subsection 3.2 in [Z2] , one can obtain a universal formula expressing N ( D 0 ) in terms of the chern class of (T1) and (T2) evaluated on the closures of the strata of D −1 0 (0), with the coefficients determined by (T3). If such a universal formula holds in the presence of additional geometry (e.g. in the complex category), it must hold in general. Thus, it is sufficient to obtain a formula for N ( D 0 ) assuming M 0 (m,[k]−J) is a complex manifold. Mathematics, SUNY, Stony Brook, NY 11794-3651 azinger@math.sunysb.edu 
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