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ABSTRACT
Artificial intelligence and machine learning algorithms are increasingly employed
by the private and public sectors to automate simple and complex decision-making
processes, but the hype has blinded people to the resulting discriminatory and
biased decisions. To hold algorithms accountable for such decisions as well as to
determine the underlying factors, researchers have turned to a methodological tool
known as the audit study. Quite a few studies on algorithmic decision-making have
made strong claims about the causality between algorithms and biased decisions.
Multiple protective measures have also been enacted against the discriminatory
and biased algorithmic decision-making practices. Nevertheless, they are
persistent because of algorithmic obscurity, biased training data, and the false
belief that algorithms are neutral. This paper proposes a rational counterfactual
framework for algorithm audits. The framework draws on the counterfactual
theories of causation. It aims at identifying obvious and obscure decision factors
engendering certain decisions from the rational counterfactuals for a given factual.
The power of the framework lies in its ability to determine the algorithmic decision
factors that could lead to certain rational or irrational decisions, which in turn
allows us to use the identified combinations of decision factors to perform
algorithm audits.
Keywords: audit study, algorithm audits, factual, counterfactual, antecedent,
consequent, bounded rationality
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INTRODUCTION
Artificial intelligence (AI) is about to bring business and society tectonic shifts in
automating and augmenting tasks and decision-making processes. That does not
mean AI will solve and remedy all the business and societal problems, but there is
great expectation around AI, some consider it to be overhyped. Nevertheless, it is
generally agreed that AI technologies will be the most disruptive over the next
decade (Salvatier et al. 2018), but the hype has made many people overlook the
serious problems of introducing AI, especially algorithmic decision-making, into
business and society.
Available definitions of the term AI (e.g., Russell and Norvig, 2009) commonly
refer to its capabilities that can perceive its environment, think, learn, and take
actions to maximize its chance of success in achieving its goals, but the definitions
gloss over the danger of inherent algorithmic biases (e.g., Breland, 2017, on a facial
recognition system; Corbett-Davies et al, 2017, on the COMPAS), the risk of falling
victim to data fundamentalism (Crawford, 2013), or the very human intelligence
succumbing to temptation to rig the algorithms (e.g., Petzinger, 1996, on the
SABRE of American Airlines; Winkler, 2018, on insider trading). While
automation of decision-making processes with no human intervention is the crux of
algorithmic decision making, there is room for human influences in algorithms
including variable choices, assigning weighing factors, optimization logic, training
data and methods (e.g., McGoogan, 2017; Vincent, 2017), the semantics of
classifications, and so on.
Algorithmic decision-making is widely used in both public and private sectors with
real consequences for business and society, whether it be an algorithm for assessing
the likelihood of a defendant becoming a recidivist (Angwin et al, 2016), a function
for determining the risk of undocumented immigrants to public safety (Kalhan,
2013), a formula for dynamic price optimization (Li et al, 2018), or the algorithmcurated information flow (Bandy and Diakopoulos, 2020; McCombs, 2005;
Shoemaker and Vos, 2009). Above and beyond, decisions of many kinds are being
made by often embedded, connected, and real-time AI-smarts. At the center of these
smarts sit algorithms that perform social sorting, job interviews, credit rating,
recommendations, premium determination, risk assessment, to name a few.
Algorithms have made decision-making processes look handier and efficient, but
also have made the process opaque to public scrutiny because they appear as black
boxes to the public (Guszcza et al, 2018; Sandvig et al, 2014).
Indeed, a survey of U.S. adults found that the public is concerned about algorithmic
decision-making in various real-life situations (Smith, 2018). In the face of
important or expensive errors, discrimination, unfairness, or censorship that can be
engendered by the decisions made by algorithms, therefore, it is critical to answer
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the question of how the algorithmic decisions should be accountable to the public.
Recently, growing number of studies on algorithmic decision-making calls for
public scrutiny of the practice (Asplund, 2020; Guszcza et al, 2018; Raghavan et
al, 2020; Sandvig et al, 2014) to achieve algorithmic fairness (Li et al, 2018; Wang
et al, 2020) and algorithmic transparency and accountability (Diakopoulos, 2016;
Garfinkel et al, 2017).
Algorithms are not impulsive, but that does not mean they are neutral when they
are making decisions on housing, news feed, job interviews, or insurance
premiums. As such, algorithmic decisions have huge impacts on many aspects of
daily life, but we simply accept the decisions without contesting algorithmic
transparency and accountability (Vijayakumar, 2017). Algorithmic transparency is
the principle that the factors or variables that are used by algorithmic decisionmaking should be visible to the regulator or the affected. As Crawford put it, "if
you are given a score that jeopardizes your ability to get a job, housing or education,
you should have the right to see that data, know how it was generated, and be able
to correct errors and contest the decision." (Angwin, 2016).
The phrases algorithmic transparency and algorithmic accountability are used
interchangeably in some contexts (Diakopoulos, 2015). The former states that the
antecedent variables to the algorithm and the use of the algorithm itself must be
made public, regardless of their fairness. The latter implies that the entities using
the algorithms must be accountable for the decisions made by those algorithms,
even if decisions are being made by a machine with no human intervention (Dickey,
2017). In any case, the key question is how we hold algorithms accountable if
decisions are discriminatory or biased. However, the questions related to
algorithmic transparency and accountability are often difficult or impossible to
answer with observational data (Gaddis, 2018). This has led researchers to turn to
a methodological tool known as the audit study, one of the most prevalent scientific
methods since the Urban Institute audit studies by Mincy (1993).
Until recently, majority of audit studies have been conducted on non-algorithmic
decision-making practices. With widespread use of AI and algorithmic decisionmaking, researchers eye on algorithm audits beyond the traditional audit studies.
Acknowledging the huge potential impact of algorithmic decision-making on both
business and society, we draw on counterfactual theories of causation and on past
research to develop a rational counterfactual framework for algorithm audits.
We then illustrate the components of the framework to show how it can identify
underlying variables and values that can be used to perform algorithm audits to
detect or correct algorithmic biases. We conclude with the limitations of the
proposed rational counterfactual framework.
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THEORETICAL BACKGROUND
An audit study is a type of field experiment that aims at looking into hard-to-detect
events, such as social injustice, and decision-making processes. It implements a
randomized research design, as in employers randomly receiving a resume with
either a male or female name. It is also conducted in a realistic setting and situation
in order to make sure that researchers can make strong causal claims in accord with
the experimental results about real-world experience.
The number of audit studies on social injustice, such as gender and racial
discrimination, has exploded in recent years along with the rise of the number and
use of algorithmic decision-making systems. Pushed by computing and
communication capabilities across both space and time (Baert, 2018; Gaddis,
2018), these systems can have serious impact on business and society through the
decision logic and variables used by the systems, and possibly by human influences,
at the time of making decisions.
Auditing algorithm can be considered to be examining a confluence of three closely
related elements: antecedent, algorithm, and consequent. A decision made by an
algorithm can be expressed as a factual statement that consists of two parts:
antecedent and consequent. In logic, an antecedent is the first half of a propositional
statement and a consequent is the second half of it. In algorithmic decision-making,
consequents are conditional upon antecedents and algorithms, but algorithms are in
general kept secret from the researcher. We may argue that if the public sector relies
on algorithms to make decisions that affect individuals, groups, or whole society,
the algorithms and antecedents used to reach the decisions should be visible and
explained to the stakeholders. In other situations, we should find a point where we
can balance transparency with protecting business stakes and civil interests (Miller,
2015). Although algorithmic transparency is an important aspect of the audit study,
it is not only the issue. The more important problem in the audit study is to ensure
that the algorithms are applied in a fair and equitable manner beyond making sure
that they themselves are fair and equitable (Vijayakumar, 2017).
Historically, the domains of audit studies have largely been the variables related to
protected categories such as race, ethnicity, and gender. Recently, they have moved
beyond the scope of the traditional domains into such characteristics as age,
criminal record, disability, educational credentials, immigrant assimilation or
generational status, mental health, military service, parental status, physical
appearance, religious affiliation, sexual orientation, and social class among other
domains (Gaddis, 2018). There are two main variations in audit studies: in-person
audits and correspondence audits. In-person audits employ actors or research
assistants to simulate the real situation. To conduct the experiment, the hired are
trained to pose as legitimate job applicants, mortgage applicants, or car buyers to
audit employers, mortgage lenders, or car dealers (Pager, 2009). Unlike in-person
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audits that use live human beings as testers, correspondence audits use hypothetical
individuals to conduct the experiment through online, telephone, email, or other
communication methods to simulate the correspondence between, for example,
mortgage applicants and mortgage lenders. Most recently, however, as the
implementation of algorithmic decision-making continues at an increasing speed,
the targets of audit studies have moved to algorithms, instead of employers and real
estate agents, whether the type of an audit study is in-person or correspondence.
The new audit targets call for different audit study designs from the traditional
design of the audit as a field experiment (Guszcza et al, 2018; Sandvig et al, 2014).
However, designing and implementing audit studies can be difficult and demand
much effort, despite the fact that they appear to be a simple and quick method for
investigating unfairness and discrimination (Crabtree, 2018; Lahey and Beasley,
2018; Gillespie, 2014).
Auditing algorithms allow researchers to establish causality between the conflation
of antecedents and algorithms and consequents (Gaddis, 2018), although algorithms
in general are unknown to researchers (Guszcza et al, 2018; Sandvig et al, 2014).
Establishing causality is connected to an alternative way of thinking known as the
counterfactual theories of causation. In 1748, when defining causation, David
Hume mentioned a counterfactual case: “We may define a cause to be an object,
followed by another, and where all the objects, similar to the first, are followed by
objects similar to the second. Or in other words, where, if the first object had not
been, the second never had existed” (Millican, 2007, p. 56). In philosophy and
related fields, the fundamental idea of counterfactual theories of causation is that
the meaning of causal claims can be explained in terms of counterfactual
conditionals of the form “If A had not occurred, C would not have occurred”
(Menzies and Beebee, 2019). For example, a well-known audit study of race in the
labor market conducted by Bertrand and Mullainathan (2004) found that the
resumes with White-sounding names received 50 percent more callbacks for
interviews than the ones with African-American-sounding names. This factual
statement can be transformed into a counterfactual (or a counterfactual conditional)
as: If the resumes had not contained White-sounding names, they would not have
received 50% more callbacks for interviews than the ones with African-Americansounding names. However, we can come up with a, if not infinite, number of
counterfactuals that correspond to a factual (Marwala and Hurwitz, 2017).
Suppose we have a factual: Rigorous lockdowns were put in place to slow the
spread of the coronavirus and consequently they prevented tens of millions of
infections and saved millions of lives.
Its counterfactual can be: If rigorous lockdowns had not been put in place to slow
the spread of the coronavirus, tens of millions of people would have been infected
and millions of lives would not have been saved or If modest lockdowns had not
been put in place to slow the spread of the coronavirus, tens of millions of people
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would have been infected and millions of lives would not have been saved or If
gentle lockdowns had not been put in place to slow the spread of the coronavirus,
tens of millions of people would have been infected and millions of lives would not
have been saved.
It is obvious that there are many different ways in which we can formulate
counterfactuals for a given factual.
Counterfactuals have been used for decision making and are essentially a process
of comparing real and hypothetical situations and using their difference to make
decisions (Cantone, 2020). Counterfactual analysis is a powerful framework that
can be used to prevent future disasters. For example, there is a factual that the
technicians at the Chernobyl Nuclear Power Plant conducted a poorly designed
experiment on a reactor with design flaws and, consequently, there were explosions
and fires releasing large amounts of radioactive material into the atmosphere that
killed tens of people, caused tens of thousands people to have thyroid cancers, and
forced hundreds of thousands of people to be evacuated. We can identify conditions
that could have led to the prevention of the Chernobyl catastrophe and use the
information to prevent future similar accidents. There are a number of ways in
which counterfactuals can be formulated using structural equations (Woodward and
Hitchcock, 2003). Within a collection of counterfactuals that correspond to a given
factual, there can be a number of counterfactuals that maximize the utilities of
particular consequences. Such counterfactuals were dubbed by Marwala (2014)
rational counterfactuals in line with the theory of rational choice of economics in
which individuals make decisions based on their preferences among the available
alternatives. However, achieving maximum utility may not be feasible because
rationality of individuals is limited by the available information, the cognitive
constraints, and the time limits in making decisions. Therefore, the rational
counterfactuals in fact should be understood as bounded ones in line with the theory
of bounded rationality (Marwala and Hurwitz, 2017).
Audit studies allow researchers to make strong causal claims (Gaddis, 2018), and
the fundamental idea of the counterfactual theory is that the meaning of causal
claims can be explained in terms of counterfactual conditionals.
In other words, one use of counterfactual conditionals is to define causality
(Menzies and Beebee, 2019). This close connection between audit studies and
counterfactual conditionals is highly relevant to the context of auditing algorithms.
According to Hempel's deductive-nomological (D-N) theory of explanation,
explanations have the logical form of two major components (Hempel and
Oppenheim, 1948): a sentence describing the phenomenon, termed an
explanandum, and the group of those sentences that are cited as evidence to account
for the phenomenon, termed explanans.
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A couple of conditions must be met to ensure that the explanans successfully
explain the explanandum. First, “the explanandum must be a logical consequence
of the explanans” and “the sentences constituting the explanans must be true”
(Hempel and Oppenheim, 1948, p. 137). That is, the phenomenon to be explained
must be logically deducible from the particular circumstances or initial conditions.
Second, the explanans must contain at least one proposition that expresses a
regularly occurring or inevitable phenomenon, that is, at least one law of nature,
and this must essentially be included in the derivation or deduction of explanandum
from explanans. Otherwise, the derivation would be invalid without this premise.
Many phenomena are explained by the D-N theory. For example, slowing the
spread of the coronavirus can be explained by the particular circumstances
including maintaining social distance, wearing respiratory masks, avoiding personto-person interactions for extended periods, and washing hands.
However, generalizations that either conform to the D-N model or are not plausibly
deemed laws of nature can also be used to answer a range of what-if-things-hadbeen-different questions as long as they have the right sort of invariance
characteristics (Woodward, 1996; Woodward and Hitchcock, 2003). In an abstract
sense, the generalization in the sense of the D-N model not only shows that the
explanandum is explained under the given particular circumstances or initial
conditions but it can also be used to show how this explanandum would change if
the circumstances or conditions were to change in various ways. Stated differently,
counterfactual conditionals can be used to show how consequents change in
appropriate ways with interventions (e.g., parameterization or transformation) on
the antecedent variables. That is, counterfactual conditionals can answer a range of
what-if-things-had-been-different questions without citing laws of nature
(Marwala, 2014; Woodward, 1996; Woodward and Hitchcock, 2003).
Counterfactual Theories of Causation
As stated earlier, the basic idea behind the counterfactual theories of causation is
that counterfactuals can explain the relationship between cause and effect of certain
factuals (Menzies and Beebee, 2019).
Counterfactual thinking has brought about difficult semantic, epistemological, and
metaphysical questions: a semantic question, as how do we communicate and
reason about possibilities which are far from the way things actually are?; an
epistemic question, as how can our experience in the real world justify the reasoning
about remote possibilities?; a metaphysical question, as do these far-off possibilities
exist independently from the real world, or are they hinged on things that actually
exist? (Starr, 2019). Nevertheless, counterfactual analyses have become popular
since the best-known counterfactual theory of causation by Lewis (1973). Lewis's
study is given credit for the best known and most thoroughly elaborated
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counterfactual theory of causation so far. Lewis succinctly described the
underlying idea behind counterfactual analyses of causation as “We think of a cause
as something that makes a difference, and the difference it makes must be a
difference from what would have happened without it. Had it been absent, its effects
– some of them, at least, and usually all – would have been absent as well” (1986,
pp. 160-161).
Lewis employs the semantics of possible and actual worlds for counterfactuals to
elaborate truth conditions for counterfactuals in terms of a comparative similarity
relation between possible and actual worlds. One possible world is said to be closer
to actuality than another if the former resembles the actual world more than the
latter does. By means of this comparative similarity relation, the truth condition for
the counterfactual “If C were (or had been) the case, E would be (or have been) the
case” is stated as follows: If C were (or had been) the case, E would be (or have
been) the case” is true in the actual world if and only if either (1) there are no
possible C-worlds; or (2) some C-world where E holds is closer to the actual world
than is any C-world where E does not hold. In other words, the counterfactual “If
C were (or had been) the case, E would be (or have been) the case” is true if only if
it deviates less from actuality to make the antecedent true along with the consequent
than to make the antecedent true without the consequent.
With regard to counterfactuals, Lewis defines a notion of causal dependence
between possible events, which plays a central role in his theory of causation:
Where c and e are two distinct possible events, e causally depends on c if and only
if, if c were to occur e would occur; and if c were not to occur e would not occur.
This condition states that whether e occurs or not depends on whether c occurs or
not. Where c and e are events that actually occur, this truth condition can be
simplified following the second formal condition on the comparative similarity
relation above. That is, the counterfactual “If c were to occur e would occur” is
automatically true and this implies that a counterfactual with true antecedent and
true consequent is itself true. Consequently, the truth condition for causal
dependence becomes: Where c and e are two distinct actual events, e causally
depends on c if and only if, if c were not to occur e would not occur. This definition
of causal dependence is based on three important premises.
First, it primarily deals with events where relations exist between them, although it
is possible to formulate causal dependence in terms of facts rather than events
(Mellor 1995, 2004). Second, the definition requires the causally dependent events
to be distinct from each other. That is, the events are not identical, neither is part of
the other, and neither implies the other.
Third, the right counterfactuals to be used are non-backtracking counterfactuals.
For example, suppose that the events c and e are effects of a common cause d. Then,
the right counterfactuals make any causal dependence between c and e void so the
inference to the claim that e causally depends on c is blocked.
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Ever since the Lewis’s study, extensive exploration of the theory over almost fifty
years has called into question about the adequacy of any simple analysis of singular
causation in terms of counterfactuals (Elga, 2000; Hall 2004; Paul and Hall, 2013).
Consequently, recent years have witnessed the development of an alternative
counterfactual approach to causation that employs the structural equations
framework (Hitchcock 2001, 2007; Woodward 2003; Woodward and Hitchcock
2003) that is currently the most popular way of analyzing the relationship between
causation and counterfactuals. The exposition of the following section largely
follows that of Hitchcock (2001).
The structural equations framework describes the causal structure of a system based
on a causal model of the system. The causal model is represented as an ordered pair
<V, E>, where E is a sequence of equations relating the values of variables
belonging to some set V. The variables in V represents the different possible states
of the system in question. In the simplest case, the value will be either 1 or 0, where
the values 1 and 0 represent the occurrence or non-occurrence of a certain event.
But variables need not be binary in that the values of a variable can represent
various variations of a particular event. V contains both exogenous and endogenous
variables. Each equation in E denotes the value of one variable that appears on the
left-hand side of the equation, exactly one such equation. E consists of two subsets:
one subset of equations with exogenous variables on the left-hand side and the other
subset of equations with endogenous variables on the left-hand side. Equations in
the former subset all take the simple form Z = z. These kinds of equations simply
state that the actual value of the variable in question. For example, the equations
for the attitude toward wearing masks across cultures belong to this subset.
Equations in the latter subset express the value of the endogenous variable as a
function of the values of other variables in the set V, and equations in this subset
take the form:
Y = f(X1,…, Xn).

For example, Y may represent the number of people who contracted the coronavirus
and Xn may denote maintaining social distance, wearing respiratory masks,
avoiding person-to-person interactions for extended periods, washing hands, level
of prevention efforts, number of scofflaws, and so on.
Although there are competing interpretations of this structural equation (Pearl,
2000), Woodward (2003) and Hitchcock (2001) regard this structural equation as
expressing certain basic counterfactuals of the following form:
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If it were the case that X1 = x1, X2 = x2,…, Xn = xn, then it would be the case that Y
= f(x1,…,xn).
As this type of counterfactual suggests, the structural equations are to be read from
right to left: the antecedent of the counterfactual states possible values of the
variables X1 through Xn and the consequent states the corresponding value of the
endogenous variable Y. There is a counterfactual of this type for every combination
of possible values of the variables X1 through Xn. In addition, a structural equation
of this kind has a right-to-left asymmetry built into it. This asymmetry corresponds
to the asymmetry of non-backtracking counterfactuals. For example, supposing that
the actual situation or factual is one in which Jane does not wear a mask so she
contracts the coronavirus, the non-backtracking counterfactual “If Jane had worn
a mask, she would not have contracted the coronavirus” is true. But the
counterfactual “If Jane had contracted the coronavirus, she would have worn a
mask” is false.
Counterfactual Lake and Rational Counterfactuals
Aforementioned, there is a counterfactual for every combination of possible values
of antecedent variables. Therefore, in general, we can evaluate a counterfactual, say
“If it were the case that X1,…,Xn, then …”, by replacing the original equation for
each variable Xi with a new equation specifying its hypothetical value, while
keeping the other equations unchanged; then the values for the remaining variables
are calculated to see whether they make the consequent true. This technique of
evaluating an equation with a new hypothetical value set by a surgical intervention
describes the concept of counterfactual dependence between variables as follows:
A variable Y with its value y counterfactually depends on a variable X with
its value x in a causal model if and only if there exist values x′ ≠ x and y′ ≠
y such that replacing the equation for X = x with X = x′ yields Y = y′.
This definition implies that there can be as many counterfactuals as the number of
possible values of the antecedent variables, which in turn suggests that a factual can
be transformed into a collection of counterfactuals that may be called a
counterfactual lake. For example, suppose we have a factual:
Billy opposed wearing masks and keeping social distance and consequently he
contracted the coronavirus. Its counterfactual can be: If Billy did not oppose
wearing masks and keeping social distance then he would not have contracted the
coronavirus or If Billy did not oppose wearing masks he would not have contracted
the coronavirus or If Billy did not oppose keeping social distance he would not have
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contracted the coronavirus or If Billy occasionally opposed wearing masks and
keeping social distance then he would not have contracted the coronavirus or If
Billy opposed wearing masks and keeping social distance once in a while then he
would not have contracted the coronavirus.
This narrative clearly shows that there are many different ways in which one can
formulate counterfactuals for a given factual.
Within a counterfactual lake that corresponds to a given factual, there can be a
number of counterfactuals that maximize particular utilities. Such counterfactuals
are called rational counterfactuals in line with the theory of rational choice of
economics in which individuals make decisions based on their preferences among
the available alternatives. (Marwala, 2014). The notion of rationality here refers to
bounded rationality that departs from the assumptions of perfect rationality of homo
economicus. The perfect rationality assumes an economic agent who has complete
information about the options available to choose from, perfect knowledge of the
consequences from choosing those options, and the means to solve an optimization
problem that identifies an option which maximizes the agent’s personal utility.
However, achieving maximum utility in making decisions is bounded by many
factors such as available information, cognitive constraints, and time limits
(Simon, 1957).

Figure 1 illustrates a transformation of a factual into a counterfactual lake that
contains both irrational and rational counterfactuals. A factual statement is
comprised of antecedent and consequent and read from right to left, which is
indicated by a leftward arrow. The same holds true for the counterfactuals of the
counterfactual lake for the given factual.
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As shown, the counterfactual lake consists of a set of irrational counterfactuals and
another set of rational counterfactuals and the multiplicity of counterfactuals is
shown by ellipses
Counterfactuals and Audit Study Designs
Audit study has long been used for research in various disciplines but there had
been no proposed algorithm audit study designs until Sandvig et al (2014) offered
five of them that can also be used to examine the normative problems (e.g., racebased discrimination in housing) brought up earlier in this paper. One of the
proposed audit study designs is named code audit (algorithm transparency) in
which researchers are supposed to obtain a copy of the algorithm in production and
investigate it for algorithmic misbehavior. It is acknowledged that there are several
drawbacks of this approach. One of them is the fact that commercial algorithms are
deemed valuable intellectual property and hence would be remained as black boxes,
or exogenous variables in the sense of the structured equations discussed above,
under the protection of trade secret unless disclosure of the algorithm were
somehow to be forced. In addition, code audit design is unlikely to work because
detecting algorithmic misbehavior may not be possible even with disclosed
algorithms for various reasons, including indirect and implicit code with a large
number of variables and evolving code over time.
The latter means that today’s legitimate decisions may be illegitimate tomorrow.
Another downside is that the disclosed algorithm could fall into the hands of
criminals such as hackers, although a possible solution to the problem has been
proposed (Pasquale, 2010).
The second and the third audit study designs are named noninvasive user audit and
scraping audit, respectively. The basic idea of the two research designs is to collect
and analyze the query and result data performed either by actual users or by
researchers. The disadvantages of the noninvasive user audit include sampling that
is extremely difficult to implement, and validity that is caused by human memories
and cognitive biases. The scraping audit could violate the algorithm’s terms of
service or the laws forbidding conduct that victimizes computer systems because
researchers may go beyond the ordinary users with regard to the number of queries
issued and the way they are run, because they might use an automated tool known
as a scraper. Furthermore, studies based on this audit design could become
controversial in terms of research ethics and suitability for publication.
The fourth and the fifth audit study design, named sock puppet audit and
crowdsourced/collaborative audit, respectively, have a subtle difference. It lies in
the characteristics of the research participants: the former uses computer programs
as sock puppets and the latter relies on hired users to test the algorithm. An issue
could arise in case of sock puppet audit: injecting false values into the algorithm
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for testing and this could introduce a similar issue with the one that could be brought
in by scraping audit design. Crowdsourced and collaborative audit is claimed to be
the most useful and promising design but there are two caveats: cost and the
possibility of facing the problems similar to the ones of the sock puppet and
scraping audit designs, probably due to poor implementations.
As described, there are advantages and drawbacks of each audit study design.
The disadvantages are largely related to technical issues such as sampling of
participants, validity of design, research ethics and legality. As such, the proposed
audit study designs focus on the technical issues rather than how to look into an
algorithmic decision as a factual that is comprised of antecedent and consequent.
The domains of previous audit studies have largely been race, ethnicity (e.g.,
Daniel, 1968), and gender (e.g., Levinson, 1975), but recently, they have been
expanded into age (e.g., Bendick et al, 1997), criminal record (e.g., Evans, 2016),
disability (e.g., Baert, 2014), educational credentials (e.g., Deming et al, 2016),
immigrant assimilation or generational status (e.g., Gell-Redman et al, 2017),
mental health (e.g., Baert, 2016), military service (e.g., Figinski, 2017), parental
status (e.g., Bygren et al, 2017), physical appearance (Ruffle and Shtudiner, 2015),
religious affiliation (e.g., Wallace et al, 2014), sexual orientation (e.g., Mishel,
2016), social class (e.g., Rivera and Tilcsik, 2016), courtroom algorithm (Hao and
Stray, 2019), and news curation systems (Bandy and Diakopoulos, 2020).
One of the common characteristics of the studies is that they use one or two
antecedent variables to make causal claims on the consequent. However, as
described before, there can be many number of counterfactuals for a given factual
and each counterfactual can be formulated for every combination of possible values
of more than one or two antecedent variables. In other words, when applied to
algorithm audit, a decision made by an algorithm can be expressed as a factual
statement that consists of two parts, antecedent and consequent, and the factual
statement can be transformed into a counterfactual lake containing both irrational
and rational counterfactuals. This leads to a more general audit study design for
auditing algorithms, called a rational counterfactual framework. It can take multiple
antecedent variables, either obvious or obscure or both, into consideration.
It is also in line with Lewis’s semantics of possible and actual worlds (1973) and
Hitchcock’s counterfactual approach to causation known as the structural equations
framework (2001).

©International Information Management Association, Inc. 2021

.

132

ISSN: 1941-6679-On-line Copy

Auditing Algorithms A Rational Counterfactual Framework

Lee

A RATIONAL COUNTERFACTUAL FRAMEWORK FOR
AUDTING ALGORITHMS
The proposed rational counterfactual framework for auditing algorithms, as
illustrated in Figure 2, starts with the following assumptions: (1) an
algorithmic decision can be transformed into a factual statement that is
comprised of antecedent and consequent; (2) the antecedent of a factual can
be elaborated into a collection of variables that can be intervened; (3) a number
of counterfactuals can be formulated for a given factual by a surgical
intervention on each antecedent variable; and (4) a counterfactual lake is
comprised of rational and irrational counterfactuals, where the notion of
rationality here refers to bounded rationality.
The possible biases and discrimination led or induced by computer algorithms
differ from the non-algorithmic counterpart processes in a number of crucial
ways (Sandvig et al, 2014). First, algorithms can affect large number of people.
Second, algorithms mostly remain as black boxes
(Guszcza, 2018). Even if they are disclosed, it does not mean they can be
interpreted by reading the code. Even an expert may not be able to predict how
the algorithms would behave without testing with some example data and
examining the results. Third, algorithms sometimes disproportionately
depend on private data as inputs. As a result, the same algorithmic decision
may never be made twice. Finally, there is no reason to believe that the
algorithms will act in the best interests of the affected in the absence of
regulatory oversight.
Thus, any computer algorithms that drive decision making may be audited to
ensure they do not exhibit bias. For example, the proposed Consumer Online
Privacy Rights Act
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Algorithmic-Decision Making System Subject to Audit
(COPRA) would force companies to audit the decisions made by any covered
AI/ML systems in an effort to mitigate bias and other potentially negative
consequences of automated decision-making. The CORPA’s requirement would be
in line with GDPR’s requirement for algorithms to implement technical and
organizational measures that prevent, inter alia, discriminatory effects on natural
persons on the basis of racial or ethnic origin, political opinion, religion or beliefs,
trade union membership, genetic or health status or sexual orientation, or that
result in measures having such an effect to combat algorithmic discrimination
(Goodman, 2016).
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Antecedent and Consequent of a Factual
The term “factual” is defined as the thing that is actual or real. It is concerned with
facts that are in general independent of belief. In this paper, a factual means a
decision made by an algorithm whether or not it is biased, while a factual statement
refers to a factual presented in
detail with antecedent and consequent. For example, the factual statement “the
resumes with White-sounding names received 50 percent more callbacks for
interviews than the ones with African-American-sounding names” contains a fact
“50 percent more callbacks for interviews” as a consequent resulted from the
antecedent of “the resumes with White-sounding names.” Although it is possible to
separate a factual from a factual statement in lexicographical sense, the term factual
is used interchangeably with the phrase factual statement.
Examining a factual allows us to identify, implicitly or explicitly, antecedent
variables, obvious or obscure, that could engender the consequent incorporated in
the factual. The primary tool for fighting algorithmic biases is to sanitize data used
in automated decision making, that is, to prevent the inclusion of antecedent
variables related to protected categories, including race, gender, age, religious
affiliation, and sexual orientation. This can be called the basic requirement for a
decision-making algorithm. In addition, it is also important to not include any other
antecedent variables of non-protected categories (or proxy variables for the
protected category variables) if they, individually or jointly, have a statistically
significant relationship with the protected category variables. This can be referred
to as the extended requirement for an algorithm. However, both requirements are
far from being done for fighting algorithmic biases.
An algorithm would be initially fit on a training dataset. It will, however, acquire a
taste for discrimination if the relationship between the dependent and independent
variables in the training dataset mirrors noticeably discriminatory treatment
(Becker, 2010; Custers et al, 2010). For example, if an algorithm is trained on the
dataset of past performance ratings that are racially biased and race is explicitly
coded, the resulting algorithm will definitely discriminate on
the basis of race. In this case, the basic requirement would require dropping the race
variable from the dataset. In addition, the basic requirement is not effective in cases
of statistical discrimination, where an antecedent variable related to the protected
categories is genuinely predictive. Then, encoding the variable in the algorithm
would become redundant (Barocas and Selbst, 2016). The extended requirement
attempts to remove both explicit and proxy variables for any of the protected
category variables. However, removing all proxy variables will likely end up with
the loss of useful information for decision-making process (Calders and Verwer,
2010).
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Furthermore, eliminating all variables that have a statistically significant correlation
with a protected category variable from a dataset does not guarantee that remaining
variables will not interact with a protected category variable on the aggregate
(Dodge, 2003).
Rational Counterfactual System
A rational counterfactual system can be any system that performs at least two basic
functions: a function to generate counterfactuals, either desired or undesired
according to social norms, laws, or economic standards, for a given factual and
another function to optimize the undesired counterfactuals within a simulated
setting. A rational counterfactual system may be a machine learning system that
consists of sophisticated models capable of representing complex, non-linear
decision boundaries or simple structural equation models that link the consequent
of the model and the antecedent. Such a machine learning system may employ
techniques such as neural networks and fuzzy logic with computational method like
particle swarm optimization or genetic algorithm (Marwala, 2014).
As shown in Figure 2, a rational counterfactual system generates counterfactuals,
each of which is the result of interventions on the antecedent variables and can be
either rational or irrational in terms of its consequent. Finding a rational or desired
counterfactual may require multiple iterations. For example, one can assume that
supposing the social distance among people is 3 feet, then what will be the
transmission rate of the coronavirus, and, the model will be able to give a
transmission rate say 5%. Then one can imagine another counterfactual, say
supposing the social distance among people is 6 feet and the model then gives a
transmission rate of 1%. This process can be repeated until a desired transmission
rate is achieved with each iteration of a different counterfactual. Once a desired
counterfactual is determined, its consequent is compared with the counterpart of the
factual from which the desired counterfactual has been generated.
If the consequent of the factual is not acceptable compared to the consequent of the
desired counterfactual, then the algorithmic decision-making system will be audited
using the antecedent variables and values that have led to the rational
counterfactual.

CONCLUSIONS AND LIMITATIONS
In this paper we discussed the danger of algorithmic decision-making practice that
is emanated from the possibility of making discriminatory or biased decisions. We
then introduced the social scientific audit study, a methodological tool considered
to be the most rigorous way to test for discrimination and biases in many highimpact business and social domains such as employment and housing.
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After outlining some of the challenges and limitations of traditional audit studies
and the existing methods for algorithm audits, we proposed a framework for
auditing algorithms as a research tool that is founded on the counterfactual
theories of causation. We also discussed the possibility of alleviating if not
eliminating algorithmic biases by achieving the two principles in algorithmic
decision-making, namely algorithmic transparency and data sanitization.
However, attaining algorithmic transparency is not highly feasible because
algorithms are posed as black boxes and can change dynamically over time.
Furthermore, sanitizing all the possible principal and proxy variables that could
lead to biased decisions can be a formidable task. It would require a fast and
efficient rational counterfactual system that intervenes the variables iteratively to
find out the antecedent for the given consequent.
Although the proposed framework is most comprehensive in that it can identify a
wide spectrum of antecedent variables and values that match a rational
counterfactual for a given factual, as with any framework, it has several limitations.
The framework, first of all, does not provide any elaborated or implemented rational
counterfactual system but we simply assumed one exists. The framework might not
be useful in case where algorithms are disclosed. In such a situation, though, it
could be used to complement auditing the disclosed algorithms. In addition, the
framework is unlikely to find right antecedent variables and values of a rational
counterfactual if its base factual statement is constructed from an algorithmic
decision that contains an unintentional bias or inadvertent discrimination. The same
seems to hold true for an opaque bias or discrimination that is difficult or impossible
to detect a priori. Finally, implementing algorithm audits using the framework or
any other existing audit study designs can encounter legal resistance (Farivar,
2016).
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