Abstract. Aggressive early deflation is a QR algorithm deflation strategy that takes advantage of matrix perturbations outside of the subdiagonal entries of the Hessenberg QR iterate. It identifies and deflates converged eigenvalues long before the classic small-subdiagonal strategy would. The new deflation strategy enhances the performance of conventional large-bulge multishift QR algorithms, but it is particularly effective in combination with the small-bulge multishift QR algorithm. The small-bulge multishift QR sweep with aggressive early deflation maintains a high rate of execution of floating point operations while significantly reducing the number of operations required.
1.
Introduction. An underappreciated consideration in the QR algorithm is the problem of detecting deflation. In conventional Hessenberg QR algorithms convergence is recognized when one of the Hessenberg subdiagonal entries becomes small enough to be safely set to zero. The eigenvalue problem then decouples into two smaller problems. This is the earliest deflation strategy used with the QR algorithm [24, 25, 45] , and it has changed little since the early 1960s.
The small-subdiagonal convergence criterion sometimes does not recognize and deflate converged eigenvalues. Consider, for example, the 6-by-6 Hessenberg matrix By ordinary standards, the subdiagonal entries of S 6 are not particularly small and certainly not negligible. If shifts are taken to be the eigenvalues of a trailing principal submatrix, then a multishift QR algorithm would use 5, 4, 3, etc., as the shifts for the next QR sweep. Table 1 lists the distances between S 6 and a matrix with eigenvalues equal to these likely choices of shifts. (The distances were estimated by the method described in this paper.) In particular, there is a perturbation E ∈ R 6×6 , Table 1 Estimates of the distances between S 6 in (1.1) and a matrix with eigenvalues equal to eigenvalues of a trailing principal submatrix.
A matrix with . . . is within this spectral these eigenvalues. . . norm distance of S 6 . 1 2, 3, 4, and 5 1 × 10 −3 2, 3, 4, and 5 1 × 10 −6 3, 4, and 5 5 × 10 −10 4 and 5 2 × 10 −13 5 4 × 10 −17 E 2 ≈ 4 × 10 −17 for which 5 is an eigenvalue of H + E. In typical finite precision computation, the unit roundoff is roughly 2 × 10 −16 . In that context, arguably, the shift 5 is a converged eigenvalue that should be detected and deflated before the next QR sweep. Possibly, both 4 and 5 can be accepted as eigenvalues and be deflated. If the unit roundoff were, say, 1 × 10 −7 , then 5, 4, 3, and possibly even 2 might be acceptable eigenvalues.
The undetected but essentially converged shift 5 would ordinarily be used as a shift in the QR algorithm and after a QR sweep or two the corresponding subdiagonal will become small enough to set to zero. The extra sweep or two represents unnecessary arithmetic work, but it is benign. It does not introduce numerical instability. However, the converged eigenvalues do occupy shifts that could be used to start work on other, unconverged eigenvalues. In the multishift QR setting, the small-subdiagonal convergence criterion usually remains unsatisfied until all or nearly all of the simultaneous shifts have converged to eigenvalues to full precision. (The QR algorithm tends to deflate submatrices of roughly the same order as the number of shifts.) However, it is typical for some of the shifts to converge before others. In our experience with the two-tone small-bulge QR algorithm [10] and small-subdiagonal deflation, it is commonly the case that, up to rounding error, half or more of the shifts are converged eigenvalues! Unable to recognize and deflate the converged eigenvalues, the algorithm must reuse them in the next sweep. It cannot work on new, unconverged eigenvalues until a small subdiagonal appears when all or nearly all the current shifts have converged. Much of the potential performance of the multishift QR algorithm may be lost.
Readers of this paper need to be familiar with the double implicit shift QR algorithm [24, 25, 32] . (See, for example, any of the textbooks [15, 29, 38, 41, 45] .) Familiarity with the large-bulge multishift QR algorithm [3] as implemented in LA-PACK [1] and/or the small-bulge multishift QR algorithm [10] is helpful. 4 . The jth column of the identity matrix is denoted e j . The matrix formed from the first k columns of I, [e 1 , e 2 , e 3 , . . . , e k ], is E k . The subspace E k ⊂ C n is the subspace spanned by the first k columns of I, i.e., E k = span(e 1 , e 2 , e 3 , . . . , e k ). The orthogonal complement of E k is span(e k+1 , e k+2 , e k+3 , . . . , e n ) and is denoted E ⊥ k . 5. A 1-unitary matrix is a unitary matrix Q ∈ C n×n for which Qe 1 = e 1 and e T 1 Q = e T 1 , i.e., the first row and column of Q is the first row and column of I. A real 1-unitary matrix is called 1-orthogonal. Householder reduction to Hessenberg form [29, Algorithm 7.4 .2] produces a 1-unitary matrix in the form of a product of Householder reflections. 6 . A quasi-triangular matrix is a real, block triangular matrix with 1-by-1 and 2-by-2 blocks along the diagonal.
7. The orthogonal projection of a vector x ∈ R n onto a subspace Q ⊂ C n is denoted by Proj Q (x). If the subspace Q is spanned by the columns of a matrix Q, we will abbreviate Proj Range(Q) (x) by Proj Q (x). 8. A matrix H ∈ R n×n is in Hessenberg form if h ij = 0 whenever i > j +1. The matrix H is said to be unreduced if, in addition, the subdiagonal entries are nonzero, i.e., h ij = 0 whenever i = j + 1.
9. Following [29, p. 19] , we define a "flop" as a single floating point operation, i.e., either a floating point addition or a floating point multiplication together with its associated subscripting. The Fortran statement
C(I, J) = C(I, J) + A(I, K) * B(K, J)
involves two flops.
In some of the examples in section 3, we report an automatic hardware count of the number of floating point instructions executed. Note that a trinary multiply-add instruction counts as just one executed instruction in the hardware count even though it executes two flops. Thus, depending on the compiler and optimization level, the above Fortran statement could be executed using either one floating point instruction or two floating point instructions (perhaps along with some integer subscripting calculations) even though it involves two flops.
10. The (i, j)th minor of a matrix M ∈ R n×n is represented by M (i|j). (The (i, j)th minor is the determinant of the matrix obtained by deleting the ith row and jth column.)
11. The classical adjoint matrix or adjugate of a matrix M ∈ R n×n is written adj(M ). Its (i, j)th entry is the (j, i)th cofactor, (−1) i+j M (i|j).
2. Aggressive early deflation. In broad outline, the aggressive early deflation procedure derived and analyzed below works as follows. Partition an unreduced Hessenberg matrix H as
where k is an integer 1 ≤ k < n. Let H 33 = V T V H be a Schur decomposition of H 33 . Consider the similarity transformation to a Hessenberg-plus-spike form
We explain below in section 2.8 that it is often the case that the last several components of s are tiny even when no subdiagonal entry of H is particularly small. The right-hand column in Table 1 is the spike s obtained from (1.1) with k = 5. If the trailing m components of s are set to zero, then (2.2) takes the form
The eigenvalues of T 22 are deflated! Ordinarily, many more QR sweeps would be needed to reduce the subdiagonals of H to the point that these eigenvalues deflate. If k ≪ n, then the work needed to compute the Schur decomposition, form s, and return to Hessenberg form is small compared to the work of the QR sweeps that are saved. Approximately 4nk 2 + 31k 3 flops are needed for this. See [10, Appendix B] for a more detailed description of the algorithm and a derivation of the flop count. Of these, if k is big enough, 4nk
2 will be level 3 BLAS operations. Incidentally, the eigenvalues of T 11 make good shifts for the next multishift QR sweep.
Reducing perturbations. Let H ∈ C
n×n be an unreduced Hessenberg matrix, let P ∈ C n×n be a perturbation matrix, and let Q ∈ C n×n be a 1-unitary matrix such thatĤ ≡ Q H (H + P )Q is Hessenberg. We call P a reducing perturbation ifĤ is a reduced Hessenberg matrix. If P is a reducing perturbation of negligible magnitude, then the problem of finding the eigenvalues of H splits into the smaller problems of finding the eigenvalues of the two or more diagonal blocks of the block triangular matrixĤ = Q H (H + P )Q. At least in principle, aggressive early deflation consists of finding a reducing perturbation P of negligible magnitude, if possible, and using it to deflate the eigenvalue problem into two or more smaller problems.
Reducing perturbations are easily characterized in terms of the zero structure of a left eigenvector. Lemma 2.1. A matrix P ∈ C n×n is a reducing perturbation for a matrix H ∈ C n×n if and only if H + P has a left eigenvector v ∈ C n with zero first component (i.e., v 1 = 0).
Proof. Let Q ∈ C n×n be a 1-unitary matrix such that Q H (H + P )Q =Ĥ is Hessenberg.
Suppose that P is a reducing perturbation, and, consequently,Ĥ is a reduced Hessenberg matrix. In particular,Ĥ is block triangular, soĤ has a left eigenvectorv withv 1 = 0. It follows that v = Q Hv is a left eigenvector of H and v 1 =v 1 = 0. Conversely, suppose that (H + P ) has a left eigenvector v with corresponding eigenvalue λ ∈ C and v 1 = 0. So,v = Q H v is a left eigenvector ofĤ andv 1 = 0. Let k be the smallest index for whichv k = 0. The Hessenberg structure ofĤ implies that the (k − 1)st component of λv =v HĤ is 0 = λv k−1 =v kĥk,k−1 . Hence, h k,k−1 = 0 andĤ is a reduced Hessenberg matrix.
Of course, in the context of aggressive deflation, it is not sufficient to find a small norm reducing perturbation. Returning a dense n-by-n matrix H + P to Hessenberg form and accumulating the orthogonal similarity transformations would cost roughly 7n 3 + O(n 2 ) flops [29, Algorithm 7.4.2]-more arithmetic work than needed by many QR sweeps. A useful reducing perturbation P needs to have enough zero structure so that relatively little work is needed to return H + P to Hessenberg form.
If the reducing perturbation P is restricted to be Hessenberg, then no extra work is needed, because H + P is already Hessenberg. It is easy to show that a Hessenberg reducing perturbation of minimal Frobenius norm is zero except for some subdiagonal entry. Thus, restricting P to be Hessenberg leads to the small-subdiagonal deflation strategy.
A more aggressive deflation strategy must consider reducing perturbations that are not necessarily Hessenberg. Consider searching for a deflating perturbation P ∈ C n×n which may be nonzero only its last k rows and k + 1 columns. With this choice, H + P is Hessenberg in its initial n − k − 1 columns. If k ≪ n, then returning to Hessenberg form would need an acceptably small amount of arithmetic. The next lemma identifies deflating perturbations of this form that have minimal norm.
Lemma 2.2. Let H ∈ C n×n be an unreduced Hessenberg matrix partitioned as in (2.1). Let µ * ∈ C be a minimizer of f (µ) = σ k ([H 32 , H 33 − µI]) with corresponding left singular vector u * ∈ C k and right singular vector v * ∈ C k+1 . If P ∈ C n×n is given by
where
, and P is a reducing perturbation of minimal spectral and Frobenius norm with the zero structure of (2.3).
Proof. By construction,
Hence, µ * is an eigenvalue of H 33 + P 33 and H + P with left eigenvectors u * and [0, 0, u H * ], respectively. Hence, by Lemma 2.1, P is a reducing perturbation. Suppose that u ∈ C n is a left eigenvector of H + P with eigenvalue µ ∈ C and that u 1 = 0. Because the first n−k −1 columns of H +P are in unreduced Hessenberg form, u must have zeros in its first n − k components. ]) < k. Hence, P is a perturbation of smallest spectral and Frobenius norm for which H + P admits a left eigenvector whose first n − k components are zeros.
If P 2 is tiny enough to be neglected, then µ * is essentially an eigenvalue of H with left eigenvector [0, 0, u
The problem of minimizing f (µ) = σ k ([H 32 , H 33 − µI]) has been extensively studied in the form of the controllability radius problem. A pair of matrices (A, B) is said to be controllable if for all λ ∈ C the matrix [B, A − λI] has full row rank [30] . Controllability is a sort of nonsingularity or well-definedness property required in many contexts in control theory [33, 34] . It is also a factor in the numerical condition of computational control problems [11, 16, 14, 34] . The minimum value of f (µ) is ν(H 33 , H 32 ), the Frobenius norm distance and spectral norm distance from the pair (H 33 , H 32 ) to the nearest uncontrollable pair [21, 34, 35] .
A remarkably eclectic collection of mathematical tools and techniques have been used to attack the problem of calculating or estimating the controllability radius. See, for example, [6, 8, 7, 12, 13, 16, 21, 22, 23, 26, 27, 44] . By Lemma 2.2, all of them are potentially applicable to shift selection and deflation.
A dissatisfying aspect of Lemma 2.2 is that the optimal deflating perturbation P usually deflates only a single eigenvalue. Possibly, a perturbation of slightly larger magnitude would deflate several eigenvalues. Another dissatisfying aspect of Lemma 2.2 is that even when H is a real matrix, the perturbation matrix P may be complex. The extra work and storage required by complex arithmetic makes its use unattractive, but the staircase form and eigenvalue clustering methods for approximating the controllability radius [5, 16, 18, 17, 31, 35] can be easily and naturally adapted to find a "small norm" real deflating perturbation and so avoid complex arithmetic.
A simple heuristic way to use Lemma 2.2 is to approximate the minimizing µ * by one of the eigenvalues of H 33 . The corresponding left eigenvector u * serves as an approximate left singular vector, and e 1 , the first column of the (k + 1)-by-(k + 1) identity, serves as an approximate right singular vector. This leads to a reducing perturbation of the form
We call perturbation matrices with this sparsity pattern k-spike perturbations.
2.2. k -spike reducing perturbations. Spike reducing perturbations can be naturally adapted to avoid complex arithmetic when H is real and to deflate several eigenvalues at a time.
We will say that a k-spike reducing perturbation P ∈ C n×n (2.4) deflates m eigenvalues and their corresponding left-invariant subspace from a matrix H ∈ C n×n if there is a 1-unitary matrix Q for whichĤ = Q H (H + P )Q is a reduced Hessenberg matrix withĥ n−m+1,n−m = 0. (If several subdiagonal entries ofĤ are zero, then there are several different values of m for which a perturbation P may be said to deflate m eigenvalues.) The matrixĤ takes the form
whereT 11 andT 22 are Hessenberg. The last m columns of Q span an m-dimensional left-invariant subspace of H + P corresponding to the eigenvalues ofT 22 . The 1-unitary matrix Q is not unique, but ifT 11 is unreduced Hessenberg, then the implicit Q theorem [29, Theorem 7.4.3] implies that the first n−m columns of Q are unique up to column scaling by numbers of modulus 1. There is enough freedom in the choice of the remaining m columns of Q to makeT 22 triangular. (If H and Q are restricted to be real, then there is only enough freedom to makeT 22 be quasi-triangular.) In this case m eigenvalues are displayed along the diagonal ofT 22 . If P is of negligible magnitude, then P deflates the m eigenvalues ofT 22 and the left-invariant subspace spanned by the last m columns of Q. The smaller problem of calculating the remaining n − m eigenvalues ofT 11 remains.
The following lemma and theorem characterize multieigenvalue deflating k-spike reducing perturbations in terms of the zero structure of the left-invariant subspaces they deflate. In the statement of the lemma, recall that E k is the space spanned by the first k columns of I. Lemma 2.3. A matrix P ∈ C n×n is a reducing perturbation for H ∈ C n×n that deflates at least m eigenvalues if and only if H + P has a left-invariant subspace Q of dimension m or greater for which Q ⊂ E ⊥ 1 . Proof. Let Q ∈ C n×n be a 1-unitary matrix such that Q H (H + P )Q =Ĥ is Hessenberg.
Suppose that P is a reducing perturbation that deflatesm ≥ m eigenvalues. The reduced Hessenberg matrixĤ is block triangular with anm-by-m (2, 2) block. It follows that the lastm columns of Q span anm-dimensional left-invariant subspace, V of H + P . The 1-unitary structure of Q implies that the first entry in each of the lastm columns of Q is zero. Hence,
The first k entries of all members ofV are zero, but there is a vectorv ∈V for whicĥ
The matrixĤ is a Hessenberg matrix for whichv HĤ ⊂V. In particular, the kth entry ofv HĤ is zero, i.e.,v k+1ĥk+1,k = 0. Hence,ĥ k+1,k = 0 and P deflates at least m eigenvalues.
The next theorem characterizes k-spike reducing perturbations that deflate several eigenvalues.
Theorem 2.4. Let H ∈ C n×n be an unreduced Hessenberg matrix partitioned as in (2.1), and let P be a k-spike perturbation as in (2.4). The k-spike perturbation P deflates at least m ≤ k eigenvalues if and only if for some m-dimensional left-invariant subspaceṼ of H 33 , ProjṼ (P 3 ) = −ProjṼ (H 32 ).
The k-spike reducing perturbation of minimal Frobenius norm corresponds to the choice
Proof. Suppose that the columns ofṼ ∈ C k×m form an orthonormal basis of an mdimensional left-invariant subspaceṼ of
Hence, by Lemma 2.3, P is a deflating perturbation that deflates at least m eigenvalues and the left-invariant subspace V.
Conversely, let P be a k-spike perturbation that deflatesm eigenvalues, with m ≤m ≤ k. Let Q be a 1-unitary matrix chosen so thatĤ = Q H (H + P )Q is Hessenberg. The first k columns of H + P are unreduced Hessenberg, because the first k columns of H are. Without loss of generality, we may choose Q so that h n−m+1,n−m = 0. The implicit Q theorem [29, Theorem 7.4.3] implies that Q takes the form
where D 1 and D 2 are diagonal and unitary. With this choice, the last m columns of Q span an m-dimensional left-invariant subspace H + P . In the notation of (2.1) and (2.4), there exists a matrix Λ ∈ C m×m for which 0 0Ṽ
An elementary application of linear least squares shows that for any subspace
is the minimum Frobenius norm solution to ProjṼ (P 3 ) = −ProjṼ (H 32 ).
2.3. Implementing aggressive early deflation. Theorem 2.4 shows how to calculate (hopefully) small norm k-spike perturbations P that deflate several eigenvalues:
1. Select a "deflation window" consisting of the trailing k-by-k principal submatrix
(The spike perturbation P is given by (2.4).) If P F = P 3 2 is negligible, then, in principle, it may be used to deflate m eigenvalues by returning H + P to Hessenberg form with a 1-unitary similarity transformationĤ = Q H (H + P )Q. There are several practical considerations. First, the calculation must be organized so that the computed version ofĤ = Q H (H +P )Q is indeed reduced Hessenberg despite rounding errors. Second, some flexible but effective heuristic must be used to select the invariant subspace. (Including the trivial space {0}, there are typically 2 k invariant subspaces of H 33 . Computing bases of all of them is impractical.) Finally, if H is real, it would be best to restrict all calculations to real arithmetic.
The following procedure takes these practical considerations into account. Let H ∈ R n×n be a real, unreduced Hessenberg matrix. Make an a priori choice of the deflation window size k. (The success of aggressive early deflation is relatively insensitive to the deflation window size. However, it is best to choose k to be larger than the number of simultaneous shifts in the multishift QR algorithm.) Partition H as in (2.1). Using the QR algorithm (what else?), compute a real Schur decomposition of H 33 , V T H 33 V = T , where V ∈ R k×k is orthogonal and T ∈ R k×k is quasitriangular. (This might be implemented as a recursive subroutine.) The eigenvalues of H 33 are arranged along the diagonal of T as the 1-by-1 and 2-by-2 diagonal blocks. For each integer m < k, for which
:k 2 is the magnitude of the minimal norm k-spike perturbation that deflates the trailing m eigenvalues of T . If s k−m+1:k 2 is so tiny that it may be safely set to zero, then we may use the corresponding k-spike perturbation to deflate m eigenvalues. These m eigenvalues are deflatable.
For each possible ordering of the eigenvalues of T (keeping complex conjugate pairs adjacent), there is a real Schur decomposition which achieves that ordering along the diagonal of T . Software for efficiently updating one real Schur decomposition to another by unitary similarity transformation is widely available. (See, for example, [4, 39] or [1, DTREXC] .) By reordering the eigenvalues along the diagonal of T , a deflation procedure may augment the set of deflatable eigenvalues. Suppose, for example, that the trailing m eigenvalues along the diagonal of T are deflatable, but λ = t k−m,k−m is a simple eigenvalue that cannot be classified as deflatable because |s k−m | is not "small enough." Use a unitary similarity transformation to rotate λ up to t 11 while leaving the m eigenvalues already classified as deflatable in their original positions. The new value t k−m,k−m (or, in case of a complex conjugate pair, the 2-by-2 block T k−m−1:k−m,k−m−1:k−m ) now may be deflatable. In this way, each eigenvalue may be examined and classified as deflatable or nondeflatable. The deflatable eigenvalues collect in the trailing diagonal entries of T .
Having calculated a suitable, reordered, real Schur decomposition H 33 = V T V T and s = V T H 32 , and having classified the trailing m eigenvalues as deflatable as described above, compute the similarity transformation
) by multiplying H 13 and H 23 from the right by V . The trailing m entries of s are tiny-small enough to be set to zero. Set the trailing m entries of s to zero to obtain a perturbed vector [s 2.4. When are spike components negligible? . When an entry in the spike is "small enough," it may be safely set to zero without significant adverse effect on accuracy. Considerable care is needed to make this decision without unnecessarily sacrificing accuracy. A conservative stopping criterion was all that was needed to greatly increase the accuracy of the Jacobi method [19] . This subsection presents a short discussion of the question in the context of aggressive early deflation but does not give a definitive answer.
Setting the last m components of the spike to zero is equivalent to adding a k-spike perturbation of norm s k−m+1:k 2 . Rounding errors in the reduction to Hessenberg form and during the QR sweep are equivalent to perturbing H by an additive perturbation matrix of norm p(n)µ H 2 , where µ is the unit roundoff and p(n) is a low degree polynomial that depends on the the norm, the details of the algorithm, and the details of the finite precision arithmetic. (See [45, Chap. 3] .) It is natural to require that s k−m+1:k 2 be at least roughly as small as the other unavoidable rounding errors before it can be set to zero. This suggests what might be called norm-stable deflation.
Norm-stable deflation:
The last m components of the spike may be set to zero if, for some rounding error small number ε, s k−m+1:k 2 ≤ ε H F . Requiring spike components to satisfy this criterion before being set to zero is a minimum requirement. If H is a graded matrix, even norm-stable deflation may deflate approximate eigenvalues before they have converged to a limiting accuracy. The more conservative deflation strategies described below are empirically reliable and, in some cases, yield more accurate computed eigenvalues.
In terms of the partitioning (2.1), aggressive early deflation depends only on H 32 and H 33 . It is natural to use a deflation criterion that depends only upon them. This suggests what we call window-norm-stable deflation.
Window-norm-stable deflation:
The last m components of the spike may be set to zero if, for some rounding error small number ε, s k−m+1:k 2 ≤ ε [H 32 , H 33 ] F . Window-norm-stable deflation compromises between norm-stable deflation and the EISPACK and LAPACK compare-to-nearby-diagonal-entries strategy. Note that the deflation window size is likely to be substantial. (In the numerical examples reported in section 3, window sizes ranged from k = 48 to k = 450.) Hence, windownorm-stable deflation resembles norm-stable deflation and suffers many of the same drawbacks.
EISPACK [28, 37] and LAPACK [1] use small-subdiagonal deflation. Subdiagonal entries are considered small enough to deflate only if they are tiny compared to nearby matrix entries. EISPACK [28, 37] subroutines HQR/HQR2 and LAPACK [1] subroutines DHSEQR/DLAHQR ordinarily set a subdiagonal entry h i+1,i to zero only if |h i+1,i | ≤ µ(|h ii | + |h i+1,i+1 |), where µ is the unit roundoff. (If both h ii = 0 and h i+1,i+1 = 0, then EISPACK falls back on norm-stable deflation. LAPACK falls back on a modified norm-stable deflation criterion. LAPACK also sets h i+1,i to zero when it is near the underflow threshold.) This more conservative deflation strategy respects the local scale of graded matrices and sometimes significantly improves the accuracy of the computed eigenvalues.
A deflation strategy in the spirit of the EISPACK/LAPACK compare-to-nearbydiagonal-entries strategy might be to compare the spike component s k to the diagonal block of T in row k. For example, if t k,k is a 1-by-1 diagonal block in T , i.e., a real eigenvalue of T , then s k might be set to zero if it is tiny compared to t kk . Once s k has been set to zero, the same deflation strategy may be applied to s k−1 and then to s k−2 and so on until a nondeflatable eigenvalue is encountered. If T k−1:k,k−1:k is a 2-by-2 diagonal block with complex conjugate eigenvalues λ andλ, then a similar deflation strategy may be applied to the two spike components s k−1 and s k by comparing them
Nearby-diagonal deflation:
If t jj is a 1-by-1 diagonal block of T , then s j may be set to zero if, for some rounding error small number ε, |s j | ≤ ε |t jj |. If T j:j+1,j:j+1 is a 2-by-2 diagonal block of T , then s j and s j+1 may be set to zero if, for some rounding error small number ε, max(s j , s j+1 ) ≤ ε det(T j:j+1,j:j+1 ). Recall that the spike is s = V T H 32 = h n−k+1,n−k V 1,: , where
The matrix E may be chosen to be a 1-spike perturbation with
Finite precision arithmetic nearly always prevents the computed version of V from being exactly orthogonal, but it can be shown that the computed V is of the formV (I +Ê), whereV is exactly orthogonal and Ê 2 is rounding error small [45, Chap. 3] . Hence, if E 2 is rounding error small, then replacing V byṼ = V (I + E) is a perturbation of similar character to and similar or smaller magnitude to the unavoidable rounding errors already contaminating V . Similarly, rounding errors in the computation of the Schur decomposition of H 33 are equivalent to a perturbation of H 33 that is typically at least as large as (and probably less structured than) (I + E)
Therefore, the components of V 1,k−m+1:k may not be distinguished from zero within rounding error generated uncertainties. This suggests the next deflation strategy.
Window-Schur deflation:
The last m components of the spike may be set to zero if, for some rounding error small number ε, s k−m+1:k 2 ≤ ε H 32 2 . The numerical examples reported in this paper use both nearby-diagonal deflation and window-Schur deflation by setting small spike components to zero if either criterion is satisfied.
At this point it is safe to remark that aggressive early deflation equipped with any of the above strategies is a "normwise" backward numerically stable procedure. It uses only orthogonal matrix computations well known to be backward numerically stable in the presence of rounding errors [45] , along with tiny perturbations that are equivalent to normwise tiny perturbations of the original matrix A.
2.5. Combining aggressive early deflation with small-subdiagonal deflation. In our experience, aggressive early deflation is more powerful than smallsubdiagonal deflation. However, it does not replace small-subdiagonal deflation entirely. Occasionally, a tiny subdiagonal entry may appear outside of the deflation window. Such an opportunity for deflation goes undetected by aggressive early deflation. Even within the deflation window, aggressive early deflation may miss an opportunity to deflate that small-subdiagonal deflation does not. For example, let 
, which is not negligible.
It is inexpensive to monitor the subdiagonal entries during the course of a QR sweep and take advantage of a small-subdiagonal deflation should one occur. Note that this includes taking advantage of any small-subdiagonal entries that may appear between the bulges during a two-tone multishift QR sweep [9, 10] . In [42] , this is called "vigilant deflation."
Ordinarily, the bulges above a vigilant deflation collapse as they encounter the newly created subdiagonal zero. This may block those shifts so that, for the current QR sweep, the benefit of using many simultaneous shifts may be lost. However, the bulges can be reintroduced, in the row in which the new zero subdiagonal appears, using the same methods that are used to introduce bulges at the upper left-hand corner [20, 24, 25] , [29, p. 377] , [45, p. 530] . In this way, the shift information passes through a zero subdiagonal and the two-tone QR sweep continues with all its shifts.
Choice of shifts.
It is well known that a good choice of shifts in the QR algorithm leads to rapid convergence. Shifts selected to be the eigenvalues of a trailing principal submatrix give local quadratic convergence [45, 43] . In the symmetric case, convergence is cubic [46] . Deferred shifts retard convergence [40] . The implementation of the large-bulge multishift QR algorithm in LAPACK selects its shifts to be the eigenvalues of a trailing principal submatrix.
With aggressive early deflation, it is natural to select the shifts from among the nondeflatable eigenvalues. This saves an extra small eigenvalue calculation and incorporates more information from the matrix into the shifts. In the numerical examples reported in this paper, we arbitrarily select the shifts to be the nondeflatable eigenvalues that appear lowest along the diagonal of T in (2.6).
Iterated early deflation.
In our experience, aggressive early deflation is so effective that it is often better to skip a multishift QR sweep and immediately apply the aggressive early deflation strategy again to the remaining, undeflated Hessenberg matrix. Aggressive early deflation can be applied over and over again, sometimes deflating a great many eigenvalues without the cost of a QR sweep. We find that it is best to skip the next multishift QR sweep whenever aggressive early deflation isolates more than a few eigenvalues.
Analysis of early deflation.
This subsection gives a partial explanation of the success of aggressive early deflation.
Let H 33 = V T V T be the real Schur decomposition in (2.6). Suppose that t nn = λ ∈ R is a 1-by-1 diagonal block in the quasi-triangular structure of T , i.e., λ = t nn is a real eigenvalue of H 33 . The early deflation strategy finds at least one deflatable eigenvalue if the tip of the spike, s k = h n−k+1,n−k v 1k , is small enough. (The tip of the spike is s k , the last component of s in (2.6).)
Let QR = (H 33 − λI) be a QR factorization. Because H 33 − λI is a singular, unreduced Hessenberg matrix, Q ∈ R k×k is also unreduced Hessenberg and the last row of the triangular factor R is zero. The last column of Q is a normalized left eigenvector of H 33 corresponding to the eigenvalue λ. The unreduced structure of H 33 also implies that λ has geometric multiplicity one and that its corresponding real, normalized left eigenvector is unique up to scaling by a complex number of modulus one. The last column of the matrix of Schur vectors V is also a normalized left eigenvector corresponding to λ, and, in particular, |q 1k | = |v 1k |. The tip of the spike may be written as |s k | = |h n−k+1,n−k v 1k | = |h n−k+1,n−k q 1k |. The matrix Q is Hessenberg, so the (1, k)th cofactor is
However, Q is also orthogonal, so
(Here, adj(Q) is the classical adjoint matrix or adjugate of Q.) Hence,
.
Ifq is the geometric meanq
, then, because |det(Q)| = 1, the tip of the spike has modulus
The q i+1,i 's are entries in an orthogonal matrix, so for each i, |q i+1,i | ≤ 1 and, hence, q ≤ 1. Even whenq is only moderately smaller than one,q k−1 may be tiny. For example, ifq ≤ 1/2 and the deflation window size is, say, k > 50, thenq
and the tip of the spike, |s k | ≤ 9 × 10 −16 |h n−k+1,n−k |, may well be small enough to set to zero. Note that this can occur even when no subdiagonal of Q is particularly small and when many have modulus one or close to one.
The geometric mean of the subdiagonal entries of H 33 , and h n−k+1,n−k ,
, is proportional toq. To see this, note that the Hessenberg, orthogonal structure of Q, the upper triangular structure of R, QR = (H 33 − λI), implies that for i = 1, 2, 3, . . . , n − 1, q i+1,i r ii = h n−k+i+1,n−k+i and (H 33 − λI)(k|k) = Q(k|k)R(k|k).
Also, because Q
The tip of the spike can then be expressed as
This expression can be simplified under the assumption that λ has algebraic multiplicity one. In that case, let H 33 = XJX −1 be the Jordan canonical form of H 33 ordered so that the 1-by-1 Jordan block corresponding to λ appears in the lower right-hand corner of J. For notational convenience, set Z = X −1 , and partition
where the (1, 1) blocks are (k − 1)-by-(k − 1), the (1, 2) blocks are (k − 1)-by-1, the (2, 1) blocks are 1-by-(k − 1), and the (2, 2) blocks are 1-by-1. It follows that (H 33 − λI)(k|k) = det(X 11 (J 11 − λI)Z 11 ). Now, Z = X −1 = adj(X)/ det(X) and, in particular, Z 22 = det(X 11 )/ det(X). Similarly, X 22 = det(Z 11 ) det(X). Without loss of generality, we may choose X and Z = X −1 such that those rows of Z which are left eigenvectors have 2-norm equal to one. The last row of Z is a normalized left eigenvector of H 33 corresponding to the eigenvalue λ, so |q kk | = |Z 22 | = |det X 11 / det X|. Hence, (2.8) becomes
Finally, ifμ is the geometric mean of the differences between λ and the other eigenvalues of
where X 22 is the last component of a right eigenvector corresponding to eigenvalue λ.
Likeq k−1 ,h k may be tiny even when no subdiagonal h j+1,j is particularly small. If λ is well separated from the other eigenvalues H 33 in the sense thatμ k−1 |X 22 | is not "too small," then even a moderately small geometric meanh may make λ a deflatable eigenvalue.
The above observations apply equally well to all normalized left eigenvectors, but, of course, not all of them will have tiny first components (except, perhaps, in the case of a highly ill-conditioned eigenvalue). Suppose H 
is not "too big," i.e., if no eigenvalue corresponding to the selected m left eigenvectors is "too ill-conditioned."
3. Numerical examples. We compared the performance of the large-bulge multishift QR algorithm [3] and the small-bulge multishift QR algorithm [9, 10] with and without aggressive early deflation. The test matrices included ad hoc and pseudorandom Hessenberg matrices of order 500-by-500 to 10,000-by-10,000 and nonrandom matrices of similar order taken from a variety of applications in science and engineering [2] .
Computational environment. The numerical examples were run on an Origin2000 computer equipped with 400MHz IP27 R12000 processors and 16 gigabytes of memory. Each processor uses 32 kilobytes of level 1 instruction cache, 32 kilobytes of level 1 data cache, and 8 megabytes of level 2 combined instruction and data cache. For serial execution, the experimental Fortran implementation of the small-bulge multishift QR algorithm was compiled with version 7.30 of the MIPSpro Fortran 77 compiler with options -64 -TARG:platform=ip27 -Ofast=ip27 -LNO. The same options were used to compile DHSEQR from LAPACK version 2. For parallel execution the -mp and -pfa options were added. The programs called optimized LAPACK and BLAS subroutines from the SGI/Cray Scientific Library version 1.2.0.0.
In our computational environment, we observed that the measured serial "cpu time" of any particular program with its particular data might vary by at most a few percent. We were fortunate to get exclusive use of several processors for the purpose of timing parallel benchmark runs.
Except where otherwise mentioned, n-by-n matrices were stored in n-by-n arrays. We report the floating point execution rate in millions of floating point instructions per second or "mega-flops" for short. (A trinary multiply-add operation counts as one instruction although it executes two flops.) For comparison purposes, we measured the floating point execution rate of the level 3 BLAS matrix-matrix multiply subroutine DGEMM and triangular matrix multiply subroutine DTRMM from the SGI/Cray Scientific Library version 1.2.0.0 applied to matrix products similar to those that dominate the small-bulge multishift QR algorithm [9, 10] . In serial execution, in the Origin2000 computational environment described above, DGEMM computes the product Implementation details. We call our experimental Fortran implementation of the small-bulge multishift QR algorithm without aggressive early deflation TTQR and with aggressive early deflation TTQRE. As described in [9, 10] , the small-bulge multishift QR algorithm avoids the phenomenon of shift-blurring by chasing a tightly packed chain of m small bulges [9, 10] . Both TTQR and TTQRE use vigilant small-subdiagonal deflation [42] . Following EISPACK [36] and LAPACK [1] , a Hessenberg subdiagonal entry h i+1,j is set to zero when |h i+1,i | ≤ ε (|h ii | + |h i+1,i+1 |) with ε equal to the unit roundoff.
The experimental implementation of TTQRE uses both nearby-diagonal deflation and window-Schur deflation by setting small spike components to zero if either criterion is satisfied. If the early deflation procedure with a k-by-k deflation window isolates 15k/100 or more eigenvalues, then TTQRE skips the next QR sweep and immediately applies the early deflation procedure again to the remaining unreduced Hessenberg submatrix. In this way, TTQRE is sometimes able to isolate a great many eigenvalues without the expense of a QR sweep.
Both TTQR and TTQRE use LAPACK subroutine DHSEQR [1] , the conventional largebulge QR algorithm, to reduce diagonal subblocks of order no greater than 1.5 times the number of simultaneous shifts.
For the large-bulge multishift QR algorithm, we use subroutine DHSEQR from LA-PACK version 2 which is widely recognized to be an excellent implementation. For the large-bulge multishift QR algorithm with aggressive early deflation, we modified DHSEQR by inserting aggressive early deflation following the search for small subdiagonals. The modified program performs a large-bulge QR sweep only if no deflations are found. We call the resulting program DHSEQRE.
For reference, Table 2 lists names and short descriptions of the four algorithms.
Choosing shift multiplicity and size of the deflation window. As of this writing, it is not well understood how best to choose the number of simultaneous shifts and the size of the deflation window. The relationship between shift multiplicity, deflation window size, and execution time is a complex interaction between the character of the Hessenberg matrix, the hardware architecture of the computational environment, and the not-yet-well-understood convergence behavior of aggressive early deflation. Cache size, cache strategy, and placement of data in machine memory can have a strong effect on execution time.
In Example 1, we did extensive preliminary experiments to determine good choices of these parameters for each algorithm. However, these choices may or may not perform well on a computer with a different architecture or when applied to Hessenberg matrices of different character or different order. In Example 2, we did extensive Table 2 Names and descriptions of the algorithms in the numerical experiments described in section 3.
Name Description

DHSEQR:
The large-bulge multishift QR algorithm [3] using only small-subdiagonal deflation as implemented in LAPACK 2.0 [1] .
DHSEQRE:
The large-bulge multishift QR algorithm [3] using both small-subdiagonal and aggressive early deflation.
TTQR:
The two-tone, small-bulge multishift QR algorithm [9, 10] using only smallsubdiagonal deflation.
TTQRE:
The two-tone, small-bulge multishift QR algorithm [9, 10] using both smallsubdiagonal deflation and aggressive early deflation.
preliminary experiments on the order n = 5,000 example only. For the other examples, the choices are based upon a few preliminary experiments and ad hoc educated guesses. Consequently, no particular significance should be attached to the shift multiplicities and deflation window sizes used in this paper.
In the examples reported here, we use a fixed number of simultaneous shifts and a fixed deflation window size throughout. However, there may be an advantage in choosing these parameters dynamically as the algorithm progresses. Example 1. We ran DHSEQR, DHSEQRE, TTQR, and TTQRE on pseudorandomly generated Hessenberg matrices of various sizes from 500-by-500 to 1,000-by-1,000. We selected the entries on the diagonal and upper triangle to be normally distributed pseudorandom numbers with mean zero and variance one. We set the subdiagonal entry h j,j+1 = χ 2 n−j , where χ 2 n−j is selected from a Chi-squared distribution with n − j degrees of freedom. These pseudorandom Hessenberg matrices have essentially the same distribution as if a matrix of normally distributed, mean zero, variance one pseudorandom variables had been reduced to Hessenberg form using [29, Algorithm 7.4.2] . Figure 1 displays the serial execution time, rate of floating point instruction execution, and hardware count of executed floating point instructions for pseudorandom Hessenberg test matrices of orders n = 500 to n = 1,000 using the Origin2000 computer described above.
To choose the number of simultaneous shifts and the deflation window size, we ran preliminary experiments using a wide variety of simultaneous shifts and deflation window sizes. Good choices of the parameters were usually different for each of the different algorithms. Even for individual algorithms no single choice minimizes execution time over the whole range of orders n = 500 to n = 1,000. However, the following choices result in execution times that are no more than 10% longer than the minimum that we observed. In Figure 1 , DHSEQR uses 6 simultaneous shifts, DHSEQRE uses 22 simultaneous shifts, and both TTQR and TTQRE use 60 simultaneous shifts. DHSEQRE uses a 48-by-48 deflation window and TTQRE uses a 90-by-90 deflation window. (The execution time of no algorithm would be reduced by changing the number of simultaneous shifts or the deflation window size to the choice used by one of the other algorithms. For example, reducing the number of simultaneous shifts used by DHSEQRE to 6 increases its execution time between 10% and 50%. Increasing the number of simultaneous shifts used by DHSEQR to 22 increases its execution time between 35% and 95%.)
To compare the effects of rounding errors in each of the algorithms, we computed the relative residual AQ−QT F / A and the departure from orthogonality Q TQ − I F / √ n, whereQ is the computed nearly orthogonal factor andT is the computed quasi-triangular factor. (The matrixQ would be orthogonal were it not for rounding errors.) For all tested matrix orders between 500 and 1,000, and for all four algorithms, the relative residuals and departure from orthogonality lie between 1 2 × 10 −14 and 2 × 10 −14 . This compares well with the unit roundoff of the finite precision arithmetic of 2.22 × 10 −16 . As measured by "normwise backward error," the four algorithms are empirically numerically stable and of roughly equal accuracy. Figure 1 demonstrates that aggressive early deflation is effective at reducing both the execution time and the number of floating point instructions executed by both the large-and small-bulge multishift QR algorithm. In addition, the level 3 BLAS based small-bulge multishift QR algorithm used by TTQR and TTQRE [9, 10] maintains a relatively high rate of execution of floating point instructions compared to the level 2 BLAS based large-bulge QR algorithm used by DHSEQR and DHSEQRE. Example 2. We repeated the previous numerical experiment using pseudorandom Hessenberg matrices of orders between n = 5,000 and n = 10,000.
To choose the number of simultaneous shifts and the deflation window size, we ran preliminary experiments on pseudorandom matrices of order n = 5,000 using a wide variety of choices of these parameters. The following choices yield the minimum execution times that we observed for the order n = 5,000 test matrix. In Figure 2 , both DHSEQR and DHSEQRE use 8 simultaneous shifts. TTQR uses 150 simultaneous shifts, and TTQRE uses 200 simultaneous shifts. DHSEQRE used a 150-by-150 deflation window, and TTQRE used a 450-by-450 deflation window.
In this example, TTQR and TTQRE execute between 240 and 280 million floating point instructions per second (counting a trinary multiply-add operation as one instruction) with an average of 260 and 270, respectively. There is no obvious trend in the execution rates. The rate of floating point instruction execution by DHSEQR gradually declines from 100 million floating point instructions per second for the 5,000-by-5,000 example down to 80 million floating point instructions per second for the 10,000-by-10,000 example. The rate of floating point instruction execution by DHSEQRE gradually declines from roughly 160 down to 113 million floating point instructions per second.
As n increases from 5,000 to 10,000, DHSEQR took 12 to 20 times longer, DHSEQRE took 2.6 to 3.5 times longer, and TTQR took 5.5 to 8.8 times longer than TTQRE. In addition, DHSEQR executed 4.2 to 5.7 times as many, DHSEQRE executed 1.4 to 1.5 times as many, and TTQR executed 5.5 to 8.1 times as many floating point instructions as TTQRE.
Example 3. This example shows aggressive early deflation at its best. Figure 3 displays serial execution time and hardware count of executed floating point instructions for DHSEQR, DHSEQRE, TTQR, and TTQRE applied to matrices of the form of (1.1) of orders n = 1,000 to n = 10,000. DHSEQR uses 6 simultaneous shifts. TTQR uses 150 simultaneous shifts. Both DHSEQRE and TTQRE use a tiny 10-by-10 deflation window. (Similar results are obtained using larger deflation windows.)
In this example, DHSEQRE and TTQRE complete the Schur decomposition in 0.04% to 0.5% of the execution time used by DHSEQR and in 0.25% to 1% of the execution time used by TTQR. TTQR maintains a floating point execution rate of over 250 million floating point instructions per second throughout. Execution rates for the other three programs drop from roughly 120 million floating point instructions per second for the [2] . The numbers along the bottom edge of the bar graphs correspond to the numbers in the left-hand column of Table 3 . Both DHSEQR and DHSEQRE use 6 simultaneous shifts. DHSEQRE uses a 50-by-50, 100-by-100, or 150-by-150 deflation window when the order n of the test matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 4,000, and 4,000 < n, respectively. TTQR uses 60, 116, 150, or 180 simultaneous shifts when the order n of the text matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 2,500, 2,500 ≤ n < 4,000, and 4,000 ≤ n, respectively. TTQRE uses 90, 120, 180, 240, or 270 simultaneous shifts when the order n of the test matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 2,500, 2,500 ≤ n < 4,500, 4,500 ≤ n < 7,000, and 7,000 < n, respectively. As usual, TTQRE uses a deflation window of order 1.5 times the number of simultaneous shifts. (The execution time of the reduction to Hessenberg form is not included.) n = 1,000 example down to roughly 75 million floating point instructions per second for the n = 10,000 example.
The remarkable performance of DHSEQRE and TTQRE is due entirely to aggressive early deflation. In our experimental implementation of aggressive early deflation, if more than a few eigenvalues are isolated, then TTQRE and DHSEQRE skip the next QR sweep and immediately apply aggressive early deflation to the remaining unreduced Hessenberg submatrix. In this way, TTQRE and DHSEQRE complete the entire Schur decomposition of (1.1) without once performing a multishift QR sweep outside of a deflation window! This explains why DHSEQRE and TTQRE show nearly identical execution time and floating point instruction count. It also explains TTQRE's uncharacteristically low floating point execution rate. Most of its level 3 BLAS operations lie in the unexecuted small-bulge multishift QR sweep. [2] . The numbers along the bottom edge of the bar graphs correspond to the numbers in the left-hand column of Table 3 . Both DHSEQR and DHSEQRE use 6 simultaneous shifts. DHSEQRE uses a 50-by-50, 100-by-100, or 150-by-150 deflation window when the order n of the test matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 4,000, and 4,000 < n, respectively. TTQR uses 60, 116, 150, or 180 simultaneous shifts when the order n of the text matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 2,500, 2,500 ≤ n < 4,000, and 4,000 ≤ n, respectively. TTQRE uses 90, 120, 180, 240, or 270 simultaneous shifts when the order n of the test matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 2,500, 2,500 ≤ n < 4,500, 4,500 ≤ n < 7,000, and 7,000 < n, respectively. As usual, TTQRE uses a deflation window of order 1.5 times the number of simultaneous shifts. (Floating point instructions executed during the reduction to Hessenberg form are not included.)
It is easy to show that in examples like this, if aggressive early deflation eliminates the need for all or nearly all multishift QR sweeps, the amount of arithmetic work needed to compute the n-by-n Hessenberg Schur decomposition grows as O(n 2 ).
Example 4. Figures 4 and 5 display the serial execution times and hardware count of executed floating point instructions of DHSEQR, DHSEQRE, TTQR, and TTQRE applied to the real non-Hermitian eigenvalue problems from the NEP collection [2] that are listed in Table 3 . Each set of four bars in Figures 4 and 5 is labeled at the bottom by the number of the corresponding test matrix in Table 3 . Summaries of the applications, descriptions of the matrices, and references can be found in [2] .
To avoid cache conflicts, each n-by-n matrix is stored in an (n + 7)-by-(n + 7) array. Both DHSEQR and DHSEQRE use 6 simultaneous shifts. DHSEQRE uses a 50-by-50, Table 3 Matrices selected from the collection of non-Hermitian eigenvalue problems [2] . The numbers along the bottom edge of the bar graphs in Figures 4 and 5 correspond to the numbers in the left-hand column.
Acronym
Order n Discipline 1 OLM1000 1,000 100-by-100, or 150-by-150 deflation window when the order n of the test matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 4,000, and 4,000 < n, respectively. TTQR uses 60, 116, 150, or 180 simultaneous shifts when the order n of the text matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 2,500, 2,500 ≤ n < 4,000, and 4,000 ≤ n, respectively. TTQRE uses 90, 120, 180, 240, or 270 simultaneous shifts when the order n of the test matrix falls in the range 1,000 ≤ n < 2,000, 2,000 ≤ n < 2,500, 2,500 ≤ n < 4,500, 4,500 ≤ n < 7,000, and 7,000 < n, respectively. As usual, TTQRE uses a deflation window of order 1.5 times the number of simultaneous shifts. In Figure 4 the median ratio of DHSEQRE's execution time to DHSEQR's execution time is .58. The median ratio of TTQR's execution time to DHSEQR's execution time is .56. The median ratio of TTQRE's execution time to DHSEQR's execution time is .23.
Matrix number 21 in Table 3 , DW8192, is not reported in Figures 4 and 5 only because the execution times are out of scale with the other reported times. In the Origin2000 computational environment described above, DHSEQR calculates the Schur decomposition (including both quasi-triangular and orthogonal factors) of the Hessenberg matrix derived from DW8192 in 544 cpu minutes; DHSEQRE uses 300 minutes; TTQR uses 301 cpu minutes; and TTQRE uses 120 cpu minutes.
Example 5. Our experimental implementation of TTQRE is not well tuned for parallel computation. However, it does make heavy use of the level 3 BLAS (particularly matrix-matrix multiply), so it is not surprising to observe modest but not insignificant speedups when the experimental version of TTQRE is compiled for parallel execution and linked with parallel versions of the BLAS. Figure 6 displays wall clock execution times and parallel speedups for TTQRE applied to the pseudorandom Hessenberg matrices described in Example 1. (Parallel speedup is the ratio T 1 /T p , where T 1 is the 1 processor wall clock execution time and T p is the p-processor wall clock execution time.) We were fortunate to get exclusive use of several processors for the purpose of timing parallel benchmark runs. In this example, TTQRE uses 150 simultaneous shifts along with a 226-by-226 deflation window. To avoid cache conflicts, some n-by-n matrices were stored in (n + 1)-by-(n + 1) arrays.
The parallel speedups in Figure 6 are modest. For a 5,000-by-5,000 pseudorandom Hessenberg matrix, TTQRE computes the quasi-triangular and orthogonal Schur factors in approximately 9% of the time needed by DHSEQR. With four processor parallelism execution time drops to only 4%. For a 10,000-by-10,000 pseudorandom Hessenberg matrix, TTQRE computes the quasi-triangular and orthogonal Schur factors in approximately 7% of the time needed by DHSEQR. With four processor parallelism execution time drops to only 2%.
Our experimental implementation of TTQRE has one or more serial bottle necks. The worst of these can be traced to the "near diagonal" portion of the small-bulge multishift QR algorithm [9, 10] . A tuned production version of TTQRE that is designed for parallel computation is in progress.
A similar numerical experiment using TTQR with a figure showing parallel execution times and speedups appears in [9] .
instructions and the execution time needed by both the large-and small-bulge multishift QR algorithm. Sometimes, aggressive early deflation reduces execution time from hours down to minutes. In experiments with n-by-n Hessenberg matrices of the form of (1.1), aggressive early deflation computes the Schur decomposition using only O(n 2 ) flops. Aggressive early deflation is both theoretically and empirically "normwise" backward numerically stable.
Although aggressive early deflation is effective in combination with conventional QR algorithms, the combination of aggressive early deflation with the two-tone, smallbulge multishift QR algorithm [9, 10] takes advantage of the capabilities of advanced architecture computers to sustain a high floating point instruction execution rate and attain at least modest parallel speedups.
