4-block tree in linear time. The problem is already linear time solvable in case of 2-and 3-connected components (see e.g., Hopcroft & Tarjan 8] ), hence solving this open problem yields a nice generalization.
As a last subject we consider the method of triangulating planar graphs. It would be interesting to triangulate G such that it is 4-connected. Indeed, G may have separating triangles, in which case it is not possible. Suppose now G has no separating triangles. (This can be tested in linear time.) Can we triangulate G such that the triangulation is 4-connected? Or in general, can we triangulate G such that no new separating triangles are introduced? Can we construct a very compact visibility representation of G without triangulating G? These problems have practical applications for our algorithm for constructing visibility representations, but also for constructing the rectangular duals in 13]. We leave these questions for the interested reader. We decreased the width from 2n?5 to b 3 2 nc?3. This bound is tight, since there exist planar graphs, for which the algorithm CompactVisibility indeed requires an (b 3 2 nc?3) (n?1) grid (see Figure 8 ). For 4-connected planar graphs, it was already known that a visibility representation can be constructed on an (n ? 1) (n ? 1) grid 13] .
The important open question is whether the bound of b 3 2 nc ? 3 for the width is also a lower bound, or in other words: do there exist planar graphs with n vertices, for which any visibility representation requires a grid with width at least 3 2 n+O(1)? This is a hard problem, and it is even di cult to construct a class of planar graphs with n vertices, for which any drawing requires a width of size c n with c > 1. Another (di cult) technique for optimization is the following: From the algorithm it directly follows that for every face u; v; w in the visibility representation of the visited components so far, not drawn as a rectangle, we can set l(v) = up or down (according to the shape of the face), when u ! v and v ! w. By the algorithm Visibility it follows that u is the rightvertex of v and w is the rightup of v. The problem which arises now is: how can we dynamically maintain the longest paths in the dual graph of G, while inserting the 4-connected components?
We also presented an algorithm for the construction of the 4-block tree. A linear time implementation in the case of triangulated planar graphs is presented. When the planar graph is not triangulated, then the complexity of constructing a 4-block tree is still O(n (m; n) + m), by applying the general algorithm 9] . The open question is whether determining the 4-connected components of a planar graph can be computed in O(n) time. From this it would not be too di cult to compute the the edges (v; w) and (w; u) with respect to Adj(w) and Adj(u). We mark L(u; v; w) as visited and delete the incoming and outgoing edges of L(u; v; w), and we continue until all separating triangles in L are visited.
To construct the 4-block tree, we apply a simple traversal through the datastructure for determining the connected components. The connections via the face vertices give the connections in the 4-block tree. For every 4-connected component we add pointers to its three vertices on the outerface. The complete algorithm can now be described as follows:
Construct 4-block tree enumerate all separating triangles and store them in L; sort the separating triangles and add directed edges in L;
while not every triangle in L is visited do Let L(u; v; w) be a record in L such that each edge (u; v); (v; w) and (w; u) in L(u; v; w) has either an incoming or outgoing edge; split the graph at edges (u; v); (u; w); (v; w); set a pointer between the two corresponding faces; od;
determine the connected components and construct the 4-block tree;
End Construct 4-block tree Proof: Determining and storing the separating cycles requires O(n) time, because every planar graph has at most n ? 4 separating triangles. Sorting the separating triangles at vertex v can be done in O(deg(v)) time by using (double) bucket-sort, since vertex v belongs to at most deg(v)?2 separating triangles. Hence the total sorting time is O(n). By maintaining a sublist of L where we store all separating triangles, which can be visited next, we can nd the next separating triangle in O(1) time. Since there are crosspointers between the edges and vertices in G and the corresponding entry in L, we can split the graph at the separating triangle in O(1) time. Determining the connected components and building up the 4-block tree is achieved by a simple traversal through the graph, which completes the proof. 2 
Final Remarks
In this paper a new and rather simple method for constructing a visibility representation is given, based on the canonical ordering for 4-connected triangular planar graphs, the 4-block tree, and the general algorithm for constructing a visibility representation, introduced by Rosenstiehl & Tarjan To obtain the 4-block tree we introduce now the following data structure: Let L be the list of separating triangles. L(u; v; w) denotes the record in L, containing separating triangle u; v; w. L(u; v; w) contains the edges (u; v); (v; w) and (w; u), and there are crosspointers between L and the edges and vertices in G.
We now want to \sort" the separating triangles, containing edge (u; v). Observe now that when edge (u; v) in L(u; v; w) has no outgoing edge, then this means that when we split G at (u; v); (v; w); (w; u) into two subgraphs, say G 1 and G 2 , then all other separating triangles, containing (u; v), belong to either G 1 or G 2 . We start at an arbitrary separating triangle in L, say u; v; w, where each edge in L(u; v; w) has either an incoming or an outgoing edge. We split the graph at (u; v); (v; w) and (w; u) into two subgraphs, say G 1 and G 2 . Let Adj(v) = w 0 ; : : :; w d?1 and let u = w 0 and w = w i , 0 < i < d. To (v) . This yields that all other separating triangles in L, containing (u; v), still point to the right edge in the data structure, viz. in the adjacency list of G 1 . Testing whether the other separating triangles, containing (u; v), belong to G 1 or G 2 can be tested by checking whether (u; v) in L(u; v; w) has an incoming or an outgoing edge. we introduce w 0 in Adj 1 (v). Similar is done for Theorem 3.5 There is a linear time and space algorithm for computing a visibility representation of a planar graph G on a grid of size at most (b 3 2 nc ? 3) (n ? 1).
Consider the graph of Figure 1 . In Figure 4 the 4-block tree is given. The visibility representation of the root-block is given in Figure 3 . Drawing the other 4-connected components inside and applying Visibility leads to the drawing as given in Figure 
Constructing the 4-block tree
In this section we show a method for constructing the 4-block tree of a triangulated planar graph. Since this class of graphs has some special properties, there is no need to use the complicated algorithm of Kanevsky et al., which builds a 4-block tree of a general graph in O(n (m; n) + m) time 9] . In our case a separating triplet is a separating triangle, which forms the basis for the algorithm. In our case, we are looking for separating triangles. If a triangle is not separating, then it is a face in the triangulated planar graph. To test this, we store the embedding of the original graph also in adjacency lists, say in adjacency lists Adj(v) for all v 2 G. If a triangle u; v; w is not separating, (i.e., a face), then u and w appear consecutively in Adj(v), which can be tested in O(1) time by maintaining crosspointers. To compute the time complexity of this algorithm, Chiba & Nishizeki use the arboricity of G, de ned as the minimum number of edge-disjoint forests into which G can be decomposed, and denoted by a(G) 7] .
is completed by observing that x(u; w) < x(v; w) < x(u; v) in ?(G 0 ) and applying Both numberings will be applied in the algorithm to achieve a more compact visibility representation. We introduce a label l(v) for each vertex v, which can have Proof: By 4-connectivity of G, v 1 ; v n?1 and v n form one face in G, hence the vertices u 1 ; u 2 and u n are forming one face. Every vertex u i (2 < i < n ? 1) has at least 2 incoming and 2 outgoing edges, since vertex v n?i+1 has at least 2 outgoing and 2 incoming edges. From this observation also the 2-connectivity of G i , the induced subgraph on u 1 ; : : :; u i , follows, which completes the proof.
2
The boundary of every face consists of exactly two directed paths in G 18, 19] . We de ne left(e) (right(e)) to be the face to the left (right) of e. The face separating the incoming from the outgoing edges in the clockwise direction is called left(v) and the other separating face is called right(v).
Vertex v 1 has no incoming edges (source) and v n has no outgoing edges (sink). The paper is organized as follows. In Section 2 we deliver the necessary denitions, theorems and the algorithm for constructing a visibility representation. In Section 3 we give our framework for computing a more compact visibility representation. In Section 4 we show that constructing a 4-block tree of a triangulated planar graph can be constructed in linear time. Section 5 contains some nal remarks and open questions. We will call this ordering the canonical 4-ordering. It is shown in 13] that a canonical 4-ordering can be constructed in linear time for a 4-connected triangular planar graph G. Moreover, the ordering can be made such that v n?1 is a neighbor of both v 1 and v n . Every canonical 4-ordering of G is also an st-numbering of G. (1 < i < n) has neighbors v j and v k with j < i < k. The height of the drawing is the longest path from v 1 to v n , which has length at most n ? 1. The width of the drawing is the longest path in the dual graph, which is f ?1, where f is the number of faces in G (by Euler's formula: m 3n ? 6 and f = m ? n + 2).
The algorithm is used in several drawing algorithms. We mention here the algorithm of Tamassia . The requirement of using a small area seems to become a core area in the research eld of graph drawing, due to the important applications in VLSI-design and chip layout (e.g., see the titles and contents of 1, 4, 10]).
In this paper we show that every planar graph can be represented by a visibility representation on a grid of size at most (b 3 2 nc ? 3) (n ? 1). This improves all previous bounds considerably. An outline of the algorithm to achieve this is as follows. Assume the input graph G is triangulated (otherwise a simple linear time algorithm can be applied to make it so 12, 16]). Then we split G into its 4-connected components, and construct the 4-block tree of G. We show that we can do this in
