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A THEOREM OF TITS TYPE FOR AUTOMORPHISM GROUPS OF PROJECTIVE
VARIETIES IN ARBITRARY CHARACTERISTIC
WITH AN APPENDIX BY TOMOHIDE TERASOMA
FEI HU
ABSTRACT. We prove a theorem of Tits type for automorphism groups of projective varieties over an
algebraically closed field of arbitrary characteristic, which was first conjectured by Keum, Oguiso and
Zhang for complex projective varieties.
1. INTRODUCTION
In 1972, Jacques Tits [31] proved his famous alternative theorem for linear groups. Namely, a finitely
generated linear group either contains a non-abelian free subgroup or has a solvable subgroup of finite
index. Later, Keum, Oguiso and Zhang [20] raised a conjecture of Tits type for automorphism groups
of compact Ka¨hler manifolds or complex projective varieties with mild singularities. The first case was
soon proved by Zhang [35] and further generalized in [5] showing that the automorphism group of a
compact Ka¨hler manifold satisfies the Tits alternative theorem. See Dinh [7] for a survey.
In this paper, we work over an algebraically closed field k of arbitrary characteristic and prove a
theorem of Tits type for automorphism groups of projective varieties. The study on the dynamics of
projective varieties in positive characteristic has attracted a lot of attention in recent years. For instance,
see [11, 12, 34] for the dynamics of surfaces and also [6, 32] for the higher-dimensional case.
Throughout, an algebraic variety is an irreducible reduced separated scheme of finite type over k as
in [16]. It is well known that the automorphism group schemeAutX of a projective varietyX is locally
of finite type over k and Aut(X) = AutX(k); in particular, the reduced neutral component (Aut
0
X)red
ofAutX is a smooth algebraic group over k (see e.g. [4, §7]). Denote (Aut
0
X)red(k) by Aut
0(X).
Theorem 1.1. LetX be a projective variety of dimension n ≥ 2, andG a subgroup ofAut(X). Suppose
that G does not contain any non-abelian free subgroup. Then the following assertions hold.
(1) There is a finite-index subgroup G1 of G such that the induced group G1|NSR(X) is solvable and
Z-connected. Moreover, let N(G1) denote the subset of G1 consisting of automorphisms in G1 of
null entropy. Then N(G1) is a normal subgroup of G1 such that the quotient group G1/N(G1) is a
free abelian group of rank r ≤ n− 1.
(2) Suppose further that G0 := G ∩Aut0(X) is finitely generated. Then G is virtually solvable (i.e., it
has a solvable subgroup of finite index).
HereNS(X) denotes the Ne´ron–Severi group ofX, which is a finitely generated abelian group (cf. [2,
Expose´ XIII, The´ore`me 5.1]). For a field F = Q, R or C, the F-vector space NSF(X) stands for
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NS(X)⊗ZF. Inspired by [7, §3] and [12, §6.3], we define the first dynamical degree of an automorphism
g ∈ Aut(X) as the spectral radius of its natural pullback action g∗ on NSR(X), i.e.,
d1(g) := ρ
(
g∗|NSR(X)
)
:= max
{
|λ| : λ is an eigenvalue of g∗|NSR(X)
}
.
We say that g is of positive entropy if d1(g) > 1, otherwise it is of null entropy. See §2.4 for more
details.
The induced groupG|NSR(X) (orG|NSC(X)) is called Z-connected if its Zariski closure inGL(NSC(X))
is connected with respect to the Zariski topology. Note that being Z-connected is only a technical condi-
tion for us to apply the theorem of Lie–Kolchin type for a cone in [20]. Actually, it is always satisfied
by replacing the group with a finite-index subgroup (see e.g. [8, Remark 3.10]).
Remark 1.2. (1) In the assertion (1), the rank of the quotient group G1/N(G1) is called the dynamical
rank of G1 and denoted by dr(G1). It turns out that dr(G1) does not depend on the choice ofG1. Hence
by a slight abuse of notation, it is also called the dynamical rank ofG and denoted by dr(G). Sometimes,
we may write dr(G|X ) to emphasize that it is the dynamical rank of the group G acting onX. Generally,
given a G-action on some algebraic variety V , we denote by G|V the image of G in Aut(V ).
(2) Over C, the upper bound dr(G) ≤ n−1 is optimal as seen in [9, Example 4.5]. Their construction
could be generalized to arbitrary characteristic; see our Example 3.1. We also refer the interested reader
to [17] for a more general consideration.
(3) The assertion (2) may be false without the finite generation condition. For instance, let X be the
projective space Pn
k
of dimension n over k. Then Aut(X) = PGLn+1(k) is a linear algebraic group.
However, the Tits alternative theorem for linear groups in positive characteristic does require a finite
generation condition (see [31, Corollary 1]; indeed, GLn(Fp) is a counterexample noticed by Tits [31]).
Alternatively, one may expect a counterpart of the Tits alternative theorem for any finitely generated
subgroup G of Aut(X). The main obstruction along this direction is that, in general, a subgroup of a
finitely generated groupGmay not be finitely generated. Indeed, see Appendix A for a concrete example
due to Terasoma (note that in his notation, Aut0(X) is slightly different with ours; but for his explicit
example, these two turn out to be the same). His example gives us a finitely generated solvable subgroup
G of Aut(X) for some projective threefold X such that G0 := G ∩ Aut0(X) is not finitely generated.
Hence the imposed finite generation assumption on G0 seems to be natural.
Our next result obtains a better upper bound of the dynamical rank in terms of ‘Kodaira dimensions’.
See Zhang [35, Lemma 2.11] or Dinh [7, Theorem 1.1] for related results. Note however that the
proof in [35] or [7] hinges on the Deligne–Nakamura–Ueno theorem (cf. [33, Theorem 14.10]), which
is not known in positive characteristic to the best of our knowledge, not to mention the resolution of
singularities. So simply mimicking Zhang or Dinh’s argument does not guarantee the desired upper
bound of the dynamical rank. Thus, one purpose of this paper is to show how the proof given in [35]
or [7] can be modified so as to circumvent [33] and Hironaka. Further, inspired by Dinh–Sibony [9], we
are particularly interested in the case when the dynamical rank is maximal, i.e., dr(G) = n − 1. The
theorem below also gives some numerical constraints.
Theorem 1.3. Let X be a projective variety of dimension n ≥ 2, and G a subgroup of Aut(X) such
that the induced group G|NSR(X) is solvable and Z-connected. Let ν : X
ν → X be the normalization of
X.
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(1) Then the dynamical rank of G satisfies the following relation:
dr(G) ≤ min
{
n− 1,max
{
0, n− 1− κ(ωXν )
}
,max
{
0, n − 1− κ(X)
}}
,
where κ(ωXν ) and κ(X) denote the Kodaira–Iitaka dimension ofX
ν and the Kodaira dimension of
X, respectively.
(2) Suppose that dr(G) = n − 1. Then κ(ωXν ) ≤ 0, κ(X) ≤ 0, the irregularity q(X) = 0 or n, and
the birational irregularity q˜(X) = 0 or n.
See §2.1 for the precise definitions of κ(ωXν ), κ(X), q(X) and q˜(X). Here we have two kinds of
‘Kodaira dimension’. Indeed, there is no ‘canonical’ definition of the Kodaira dimension for general
singular varieties since the resolution of singularities in positive characteristic is still unknown (at least
for the dimension greater than three).
The paper is organized as follows. After a brief review of the Kodaira dimension and the (birational)
irregularity in §2.1, as well as the intersection theory on singular varieties in §2.2, we shall introduce
a non-standard notion, so-called ‘weak numerical equivalence’, which allows us to generalize [9] in
our context. A crucial point is that it is equivalent to the usual numerical equivalence for nef classes
(see Lemma 2.5). Then in §2.4, we define the k-th dynamical degree which turns out to be a birational
invariant. In §2.5, we prove a higher-dimensional Hodge index theorem for R-Cartier divisors. Note
that this is the main ingredient utilized by Dinh and Sibony in [9]. In §2.6, we give a review of the
quasi-nef sequence which plays an essential role in Zhang [35]. Finally, we prove Theorems 1.1 and 1.3
in Sections 3 and 4, respectively.
2. PRELIMINARIES
Throughout this section, unless otherwise stated, X is a projective variety of dimension n. We shall
follow Hartshorne [16] for the standard definitions and notation in algebraic geometry. Besides, we
refer to Lazarsfeld [24] for the theory of R-Cartier divisors and Fulton [14] for the intersection theory
on general singular varieties.
2.1. Kodaira dimension and irregularity.
2.1.1. Kodaira dimension and Kodaira–Iitaka dimension. Recall that the Kodaira dimension of a sin-
gular variety in characteristic zero is usually defined as the Kodaira dimension of any smooth model
(see e.g. [24, Example 2.1.5]). However, due to the absence of the resolution of singularities in positive
characteristic, there is some slight difficulty to define the Kodaira dimension of those singular varieties
in positive characteristic. Here we list the following two reasonable definitions.
The Kodaira dimension κ(X) of X is defined as in [25, Definition 5.1]. Note that Luo’s definition
depends only on the (rational) function field k(X) ofX. So the main advantage of this definition is that
κ(X) is indeed a birational invariant of X. Also, this definition coincides with Abramovich’s (ad hoc)
definition (i.e., [1, Definition 1, p. 46]), at least for subvarieties of (semi)abelian varieties. We will make
use of this definition in the proof of Lemma 4.7.
Another definition of Kodaira dimension is more or less in the usual sense by using the ‘canonical
sheaf’. Suppose that X is a normal projective variety. Then its canonical sheaf is defined by ωX :=
j∗ ωXsm , where Xsm is the smooth locus of X and j : Xsm →֒ X is the corresponding open immersion.
Note that ωX is a reflexive sheaf of rank one which gives rise to a Weil divisor, the canonical divisor
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KX , such that OX(KX) ∼ ωX . The Kodaira–Iitaka dimension κ(ωX) of X is then defined as the
Iitaka dimension κ(X,ωX) of the canonical sheaf ωX (or equivalently, the Iitaka-D dimension of the
canonical divisor KX ). Recall that
κ(X,ωX ) :=
 −∞ if H
0(X,ω
[m]
X ) = 0 for allm > 0,
max
{
dim
(
φ
ω
[m]
X
(X)
)
: m > 0
}
otherwise,
where ω
[m]
X := (ω
⊗m
X )
∨∨ is the double dual of ω⊗mX . We refer to [28, Appendices A and B] for some
standard properties of κ(X) and κ(ωX). For instance, [28, Proposition B.1] asserts that κ(X) ≤ κ(ωX).
The main advantage of the second definition is the existence of the Iitaka fibration as in characteristic
zero (see e.g. [28, Lemma A.7]).
In an analogous way, we can also define the anti-Kodaira–Iitaka dimension κ−1(ωX) as the Iitaka
dimension of the anti-canonical sheaf ω−1X , i.e., κ
−1(ωX) := κ(X,ω
−1
X ).
2.1.2. Albanese variety, Albanese morphism and irregularity. Due to Serre [29, The´ore`me 5], there
exist an abelian variety Alb(X) and a morphism albX : X → Alb(X) such that any morphism from X
to an abelian variety factors, uniquely up to translations, through this Alb(X). Then the abelian variety
Alb(X) (resp. the morphism albX) is called the Albanese variety (resp. the Albanese morphism) of X.
Note, however, that this construction of the Albanese morphism is, in general, not of a birational nature.
Alternatively, one can (birationally) define the birational Albanese variety Alb(X) and the Albanese
map albX : X 99K Alb(X) using the universal property in an obvious way (cf. [23, Chapter II, §3]).
The irregularity q(X) and the birational irregularity q˜(X) of X are then defined as follows:
q(X) := dimAlb(X), q˜(X) := dimAlb(X).
It is easy to see that albX factors through albX by the universal property so that there is a surjective
morphism Alb(X) → Alb(X) of abelian varieties. In particular, q˜(X) ≥ q(X). See [29, The´ore`me 6]
for more relations between these two ‘Albanese varieties’.
If we assume that X is a normal projective variety, then by [21, Theorem 9.5.4], the neutral com-
ponent Pic0X/k of the Picard scheme PicX/k is a projective group scheme over k (but it may not be
reduced in positive characteristic). Nevertheless, the reduction (Pic0X/k)red of Pic
0
X/k is an abelian
variety which is the dual abelian variety of the Albanese variety Alb(X); see [21, Remark 9.5.25]. Let
T0Pic
0
X/k denote the Zariski tangent space of Pic
0
X/k at [OX ], which is canonically isomorphic to
H1(X,OX ) (cf. [21, Theorem 9.5.11]). Then we have the following numerical relations:
q(X) = dimAlb(X) = dim(Pic0X/k)red = dimPic
0
X/k ≤ dimT0Pic
0
X/k = h
1(X,OX).
The equality holds if and only if Pic0X/k is reduced, i.e., Pic
0
X/k itself is an abelian variety.
2.2. Numerical classes and dual classes. An algebraic cycle of dimension k (or a k-cycle) on X is an
element of the free abelian group Zk(X) generated by closed subvarieties ofX of dimension k. Instead
of studying Zk(X) directly, we work on the quotient groups of Zk(X) by some equivalence relations.
The first one is rational equivalence (denoted by ∼; see [14, §1.3] for its precise definition). The group
of k-cycles modulo rational equivalence is called the Chow group Ak(X). Its element is called a k-cycle
class. In [14, Chapter 3], Fulton constructed the following Chern classes operations
ci(E ) ∩ − : Ak(X)→ Ak−i(X),
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for any vector bundle E on X. It thus induces to define the numerical equivalence on algebraic cycles
as follows.
Definition 2.1 (cf. [14, Definition 19.1]). An algebraic cycle Z ∈ Zk(X) is called numerically trivial
and denoted by Z ≡ 0, if
P (EI) ∩ Z = 0 (2.1)
for all homogeneous polynomials P (EI) of degree k in Chern classes of vector bundles Ei on X.
Let Nk(X)Z denote the quotient group of Zk(X) modulo numerical equivalence, i.e.,
Nk(X)Z := Zk(X)/≡ .
It is known that Nk(X)Z is a free abelian group of finite rank (cf. [14, Example 19.1.4]). In this paper,
we will consider the following finite-dimensional real vector space
Nk(X) := Nk(X)Z ⊗Z R.
A numerical class is an element of Nk(X). Denote the numerical class of a real k-cycle Z by [Z].
Since our varieties may be singular, Chow’s moving lemma is invalid so that the usual non-degenerate
pairing Nk(X) × Nn−k(X) → R does not exist. Instead, it turns out to be quite useful to consider
the abstract dual groups Zk(X) and Nk(X) of Zk(X) and Nk(X), respectively. Also, N
k(X) is
formally identified with the group of homogeneous R-polynomials of degree k in Chern classes of
vector bundles on X modulo numerical equivalence (2.1). A numerical dual class is an element of
Nk(X). In particular, N1(X) is isomorphic to the Ne´ron–Severi space NSR(X) of R-Cartier divisors
modulo numerical equivalence (see e.g. [13, Example 2.1]). Usually, [D] represents the numerical class
of an R-Cartier divisor D in N1(X). But by abuse of notation, we shall write D ∈ N1(X).
By sending [P (EI)] to P (EI) ∩ [X], we have the following natural map
φ : Nk(X)→ Nn−k(X).
When k = 1, this is just the numerical version of the cycle map from Cartier divisors to Weil divisors,
and it is injective as we shall see in Proposition 2.9. In general, φmay not be an isomorphism for singular
varieties (see e.g. [13, Example 2.8]).
Convention. When there is no confusion, we will sometimes use · instead of ∩ to denote the intersection
of Chern classes (or Cartier divisors) with cycles and omit the cap product with [X].
2.2.1. Numerical pushforward and pullback. Let π : X → Y be a proper morphism of projective va-
rieties. Then we have a well-defined (numerical) pushforward homomorphism π∗ : Nk(X) → Nk(Y )
which is naturally induced from the proper pushforward π∗ : Zk(X) → Zk(Y ) of cycles by the follow-
ing projection formula (cf. [14, Theorem 3.2(c)]):
π∗(P (π
∗
EI) ∩ Z) = P (EI) ∩ π∗Z. (2.2)
It thus induces the (numerical) proper pullback π∗ : Nk(Y ) → Nk(X) which is dually defined by
(π∗)
∨. When π is surjective, it is known that π∗ is surjective (see e.g. [13, Remark 2.13]). Moreover, [13,
Corollary 3.22] asserts the surjectivity of π∗ : Effk(X)→ Effk(Y ) for all k (see §2.2.2 for the meaning
of the notation Effk). Hence dually, we also have the injectivity of π
∗. We refer to [14, Chapter 19]
and [13, §2.1] for more details about the intersection theory on singular varieties.
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2.2.2. Positive cones. A k-cycle Z ∈ Zk(X) is effective, if all of its defining coefficients are non-
negative. The corresponding numerical class [Z] ∈ Nk(X) is called an effective numerical class. We
denote by Effk(X) the closure of the convex cone generated by all effective numerical classes inNk(X).
It is called the pseudo-effective cone of Nk(X). The cone dual to Effk(X) in N
k(X) is called the nef
cone Nefk(X), which is a salient closed convex cone of full dimension (i.e., it generates Nk(X) as a
vector space). An element of Nefk(X) is called a nef class. In particular, Nef1(X) is the usual nef cone
Nef(X) consisting of all nef R-Cartier divisor classes. A numerical dual class γ ∈ Nk(X) is pseudo-
effective if φ(γ) is pseudo-effective in Nn−k(X), i.e., γ ∩ [X] ∈ Effn−k(X). Denote by Eff
k
(X) the
closed cone of all pseudo-effective dual classes in Nk(X). Conventionally, the ample cone Ampk(X)
(resp. the big cone Bigk(X)) is the interior of the nef cone Nef
k(X) (resp. the pseudo-effective cone
Effk(X)).
Besides, there is another salient closed convex cone in Nk(X) of full dimension, the pliant cone
PLk(X); see [13, Definition 3.2] for its precise definition. When k = 1, it coincides with the nef cone
Nef1(X). When k ≥ 2, there exist nef classes which are not even pseudo-effective. However, this pliant
cone behaves much better than the nef cone. We have the following relation (cf. [13, Lemma 3.7]):
PLk(X) ⊂ Eff
k
(X) ∩Nefk(X).
It should be mentioned that if H1, . . . ,Hk ∈ N
1(X) are ample classes, then H1 · · ·Hk ∈ N
k(X)
is in the ample cone Ampk(X) (actually, it is in the interior of the pliant cone PLk(X); see [13,
Lemma 3.14]), and H1 · · ·Hk ∩ [X] ∈ Nn−k(X) is big (cf. [13, Lemma 2.12]). We refer to Fulger–
Lehmann [13] for more properties about those positive cones.
2.3. Weak numerical equivalences. In this paper, we also need the following weak numerical equiva-
lence on algebraic cycles (implicitly) introduced by Zhang [35].
Definition 2.2. An algebraic cycle Z ∈ Zk(X) is called weakly numerically trivial and denoted by
Z ≡w 0, if
P (LI) ∩ Z = 0
for all homogeneous polynomials P (LI) of degree k in the first Chern classes of line bundles Li onX
(equivalently, it can be interpreted using the language of Cartier divisors as following:
Z ≡w 0, if H1 · · ·Hk · Z = 0
for all ample divisors and hence for all Cartier divisors Hi onX).
Remark 2.3. It is straightforward to see that weak numerical equivalence is indeed weaker than numeri-
cal equivalence by definitions. On the other hand, we can also define the dual version of weak numerical
equivalence on Zk(X). More precisely, a dual cycle γ ∈ Zk(X) is weakly numerically trivial, if γ∩ [X]
is weakly numerically trivial in the sense of Definition 2.2. That is,H1 · · ·Hn−k·(γ∩[X]) = 0 for all am-
ple divisors Hi on X. Equivalently, by the commutativity of the cap product (cf. [14, Theorem 3.2(b)]),
γ · (H1 · · ·Hn−k ∩ [X]) = 0 for all ample R-divisors Hi on X. Thus, on Z
k(X), weak numerical
equivalence is also weaker than numerical equivalence. In particular, the product D1 · · ·Dk ∈ N
k(X)
of R-Cartier divisors D1, . . . ,Dk is weakly numerically trivial, if D1 · · ·Dk · H1 · · ·Hn−k = 0 for all
ample R-divisors Hi onX.
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LetW k(X) denote the quotient group of Zk(X) modulo weak numerical equivalence, i.e.,
W k(X) := Zk(X)/≡w .
ThenW k(X) = Nk(X)/≡w is a finite-dimensional real vector space since so is N
k(X).
Surprisingly, it turns out that for nef classes weak numerical equivalence coincides with numerical
equivalence. To see this, we need the following Bertini-type result which asserts the existence of general
hypersurface sections containing a given closed subvariety. See [22, Theorem 1] or [10, Theorem 8.1]
for a similar treatment. For the convenience of the reader, here we give its proof.
Lemma 2.4. Let Z be a closed subvariety of X of codimension ≥ 1. Then for any ample divisor H on
X, there exist an integer d≫ 0 and an ample divisorHd in |dH| such thatHd contains Z . If we assume
further that X is normal and codim(Z,X) ≥ 2, then the above Hd is a projective subvariety of X.
Proof. After replacing H by some large multiple, we may assume that H is very ample and hence the
complete linear system |H| defines a closed immersionΦ|H| : X →֒ PW , whereW := H
0(X,OX (H)).
Let IZ denote the ideal sheaf of Z in X which is a coherent sheaf. Then we have an exact sequence of
OX-modules 0→ IZ → OX → OZ → 0. After tensoring with OX(dH), we have
0→ IZ ⊗ OX(dH)→ OX(dH)→ OZ(dH)→ 0.
By Serre’s vanishing theorem [16, Chapter III, Proposition 5.3], H i(X,IZ ⊗OX(dH)) = 0 for d≫ 0
and i > 0. Hence we have the following exact sequence of finite-dimentional k-vector spaces
0→ H0(X,IZ ⊗ OX(dH))→ H
0(X,OX(dH))→ H
0(Z,OZ(dH))→ 0.
Let Vd denote H
0(X,IZ ⊗ OX(dH)). Then it follows from the asymptotic Riemann–Roch formula
that dim
k
Vd ∼ d
dimX for d ≫ 0 (cf. [24, Example 1.2.19]). So the linear system dd ⊂ |dH| on X
corresponding to the subspace Vd is non-empty. Also, note that IZ ⊗ OX(dH) is generated by global
sections for d ≫ 0 by [16, Chapter II, Theorem 5.17] (see also [24, Theorem 1.2.6]). Then the base
locus of dd is exactly Z for d≫ 0. Thus dd defines a nontrivial morphism ιd : X \ Z −→ PVd.
We claim that ιd is a locally closed immersion
1 for d ≫ 0. In fact, since X \ Z →֒ PW is locally
closed, so isX \Z → PVd ×PW . Let PVd ×PW →֒ P(Vd ⊗W ) be the Segre embedding. Then the
composite morphismX \Z → P(Vd⊗W ) is locally closed. Note that the natural map Vd⊗W → Vd+1
is surjective for d ≫ 0 (see e.g. [24, Theorem 1.8.5]). So X \ Z → P(Vd ⊗W ) factors through the
closed immersion PVd+1 →֒ P(Vd ⊗ W ). Hence ιd+1 is locally closed and the claim follows. Let
SingX denote the singular locus of X. Then by applying Bertini’s theorem [18, Corollaire 6.11] to the
composite morphism X \ (Z ∪ SingX) →֒ PVd which is still locally closed and hence unramified, a
general member Hd ∈ dd is smooth and irreducible outside Z ∪ SingX.
By the assumption that X is normal, codim(SingX,X) ≥ 2. So if codim(Z,X) ≥ 2, then the
above Hd itself is irreducible and has the property (R0). To see Hd is reduced, it suffices to show that
it also satisfies the Serre’s condition (S1). This follows from the (S2)-ness of X by Serre’s criterion for
1A morphism is called a locally closed immersion (or an immersion for short), if it can be factored as a closed immersion
followed by an open immersion. To prove the claim, two useful facts will be implicitly used. One is that a composition of
immersions of schemes is an immersion (cf. [30, Tag 02V0]). Another one is as follows. Let X1 → X2 → X3 be morphisms
of schemes. IfX1 → X3 is an immersion, then X1 → X2 is an immersion (see e.g. [30, Tag 07RK]).
8 FEI HU
normality and a general fact that a (locally) hypersurface section of an (Sd)-scheme is (Sd−1). Therefore,
our Hd is integral and hence a projective subvariety of X. We have proved Lemma 2.4. 
Remark. The aboveHd may not be chosen so that it is still normal as one expects. Actually, in our proof,
neither the condition (R1) nor Serre’s condition (S2) is necessarily satisfied. A sufficient condition to
ensure the normality of Hd could be that codim(Z,X) ≥ 3 and X has properties (R2) and (S3).
Lemma 2.5. Let γ ∈ Nefk(X) be a nef class in Nk(X) such that γ 6≡ 0. Then γ ·H1 · · ·Hn−k > 0 for
all ample R-divisors Hi onX. In particular, γ 6≡w 0.
Proof. It suffices to consider the case that each Hi is an ample Cartier divisor. We shall prove this
lemma by the induction on dimX. When dimX = 2, it is true by the Hodge index theorem for
surfaces. Suppose that the lemma has been proved for any projective variety of dimension less than n.
Replacing X by its normalization, we may assume that X is normal. By the definition of numerical
equivalence (2.1), there exists an integral k-cycle Z on X such that γ · Z 6= 0 and hence γ · Z > 0
as γ ∈ Nefk(X). If k = n − 1, by Lemma 2.4, there exist an integer d ≫ 0 and an ample divisor
D ∈ |dH1| containing Z . It follows that γ · dH1 = γ · D = γ · ([Z] + α
′) ≥ γ · [Z] > 0, where α′
is an effective class. If k ≤ n − 2, again by Lemma 2.4, we can choose D ∈ |dH1| for d ≫ 0 as a
projective subvariety ofX containing Z . Let i : D →֒ X be the closed immersion. Then i∗γ ∈ Nefk(D)
and i∗γ · Z = γ · i∗Z = γ · Z > 0 so that i
∗γ 6≡ 0. Let H ′s := i
∗Hs denote the restriction of the ample
divisor Hs toD with 2 ≤ s ≤ n− k. Then by the hypothesis induction, we have i
∗γ ·H ′2 · · ·H
′
n−k > 0.
On the other hand,
i∗γ ·H ′2 · · ·H
′
n−k = i
∗γ · i∗H2 · · · i
∗Hn−k ∩ [D]
= γ ·H2 · · ·Hn−k ∩ i∗[D] = γ ·H2 · · ·Hn−k ∩ (D ∩ [X])
= γ · dH1 ·H2 · · ·Hn−k ∩ [X] = dγ ·H1 ·H2 · · ·Hn−k,
where i∗[D] = i∗i
∗[X] = D ∩ [X] (cf. [14, Proposition 2.6]). Thus the lemma follows. 
2.4. Dynamical degrees. Wefirst recall the notion of dynamical degrees in complex dynamical systems.
Given a compact Ka¨hler manifold M of dimension n, for any integer 0 ≤ p ≤ n, the p-th dynamical
degree dp(f) of a holomorphic automorphism f ofM is the spectral radius of the linear transformation
f∗ : Hp,p(M,C) → Hp,p(M,C). It is known that the topological entropy htop(f) of f is then equal
to max0≤p≤n log dp(f) by the Gromov–Yomdin theorem (cf. [9, The´ore`me 2.1]). See also [7, §3] for a
survey on dynamical degrees. Further, whenM is projective, it turns out that the first dynamical degree
d1(f) is equal to the spectral radius of the natural pullback action f
∗|NSR(M).
Back to our arbitrary characteristic setting, it was Esnault and Srinivas who first introduced two
natural algebraic definitions of entropy in [12] inspired by the above equality d1(f) = ρ(f
∗|NSR(M)).
More precisely, they defined the entropy h(g) (resp. the algebraic entropy halg(g)) of an automorphism
g ofX to be the natural logarithm of the spectral radius of g acting on the ℓ-adic cohomologyH•e´t(X,Qℓ)
(resp. on the numerical Chow ring CH•num(X)). The equivalence of these two notions is still unknown
except for smooth projective surfaces (cf. [12, §6.3]). In this paper, we define the k-th dynamical degree
by the natural pullback action g∗ on Nk(X) for any integer 0 ≤ k ≤ n. Namely,
dk(g) := ρ
(
g∗|Nk(X)
)
= max
{
|λ| : λ is an eigenvalue of g∗|Nk(X)
}
.
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Then the algebraic entropy halg(g) = logmax{dk(g) : 0 ≤ k ≤ n}. It follows from Corollary 2.11 that
halg(g) > 0 if and only if dk(g) > 1 for some (or equivalently, for all) 1 ≤ k ≤ n− 1.
We show that dk(g) has an intersection-theoretic characterization as follows (see [7, §3] for an ana-
logue in complex dynamics).
Lemma 2.6. For any 0 ≤ k ≤ n and any ample R-divisor H on X, we have
dk(g) = λk(g) := lim
m→∞
(
(gm)∗Hk ·Hn−k
)1/m
.
In particular, the limit exists and does not depend on the choice of H .
Proof. We first define a norm on Nk(X). Indeed, by [13, Lemma 2.12], we see that Hn−k ∩ [X] is big,
i.e., it belongs to the interior of the pseudo-effective cone Effk(X). We can choose pseudo-effective
classes {αi} that span Nk(X) and such that H
n−k ∩ [X] ≡
∑
i αi (see [13, Proof of Corollary 3.16]).
Then for any γ ∈ Nk(X), the assignment γ 7→
∑
i|γ · αi| is a norm on N
k(X). In particular, if γ is a
nef dual class, then‖γ‖ =
∑
i γ · αi = γ ·H
n−k ∩ [X]. We endow g∗|Nk(X) the induced matrix norm.
Then by the spectral radius formula,
dk(g) = lim
m→∞
∥∥∥(gm)∗|Nk(X)∥∥∥1/m ≥ lim sup
m→∞
∥∥∥(gm)∗Hk∥∥∥1/m = lim sup
m→∞
(
(gm)∗Hk ·Hn−k
)1/m
.
On the other hand, note that the pliant cone PLk(X) is a salient closed convex cone inNk(X) of full
dimension and preserved by g∗|Nk(X) (cf. [13, §3]). So by applying the generalized Perron–Frobenious
theorem to the triplet (PLk(X), Nk(X), g∗|Nk(X)), there exists an eigenvector υg ∈ PL
k(X) such that
g∗υg ≡ dk(g)υg in N
k(X) (see Theorem 2.15). We also notice that Hk is in the interior of PLk(X)
(cf. [13, Lemma 3.14]). Then so is c0H
k − υg for some c0 ≫ 0. This yields that (g
m)∗(c0H
k − υg) ∈
PLk(X) ⊂ Eff
k
(X) for anym and hence (gm)∗(c0H
k − υg) ·H
n−k ≥ 0. We thus have
lim inf
m→∞
(
(gm)∗Hk ·Hn−k
)1/m
= lim inf
m→∞
(
(gm)∗(c0H
k) ·Hn−k
)1/m
≥ lim inf
m→∞
(
(gm)∗υg ·H
n−k
)1/m
= lim
m→∞
(
dmk (g)υg ·H
n−k
)1/m
= dk(g).
It follows that λk(g) is a well-defined limit which is equal to dk(g), and hence it is independent of the
choice of H . Thus we prove the lemma. 
Furthermore, we may replace the ample R-divisor H in Lemma 2.6 by a nef and big divisor.
Lemma 2.7. For any 0 ≤ k ≤ n and any nef and big R-Cartier divisor D on X, we have
dk(g) = lim
m→∞
(
(gm)∗Dk ·Dn−k
)1/m
.
Proof. We first fix an ample divisor A on X. Then c0A−D is still ample for c0 ≫ 0. This yields that
(gm)∗(c0A)
k · (c0A)
n−k ≥ (gm)∗Dk ·Dn−k for anym. Hence by Lemma 2.6,
dk(g) = lim
m→∞
(
(gm)∗(c0A)
k · (c0A)
n−k
)1/m
≥ lim sup
m→∞
(
(gm)∗Dk ·Dn−k
)1/m
.
For the other direction, let D ≡ H + E be a numerical decomposition of the big R-Cartier divisor
D, where H is an ample R-divisor and E is an effective R-Cartier divisor on X. The existence of this
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decomposition is due to Kodaira’s lemma (cf. [24, Proposition 2.2.6]), which is still valid in positive char-
acteristic since its proof depends only on the asymptotic Riemann–Roch formula [24, Example 1.2.19]
and Serre’s vanishing theorem [16, Chapter III, Proposition 5.3]. Then by the nefness of D, we have
(gm)∗Dk ·Dn−k = (gm)∗(H + E)k ·Dn−k ≥ (gm)∗Hk ·Dn−k ≥ (gm)∗Hk ·Hn−k.
This yields that
lim inf
m→∞
(
(gm)∗Dk ·Dn−k
)1/m
≥ lim inf
m→∞
(
(gm)∗Hk ·Hn−k
)1/m
= dk(g)
by Lemma 2.6. Hence the lemma follows. 
The lemma below shows that all dynamical degrees of an automorphism are equivalent to the same
ones on its normalization or an equivariant resolution (if it exists) and hence are birational invariants.
Let g be an automorphism ofX. A morphism π : X → Y is called g-equivariant if π◦g|X = g|Y ◦π,
i.e., the g-action on X descends to a biregular (possibly non-faithful) action on Y (denoted by g|Y ).
Lemma 2.8. Let π : X → Y be a g-equivariant surjective morphism of projective varieties. Then we
have dk(g|X ) ≥ dk(g|Y ). Suppose further that π is generically finite. Then dk(g|X) = dk(g|Y ). In
particular, g|X is of positive entropy (resp. null entropy) if and only if so is g|Y .
Proof. By the generalized Perron–Frobenious theorem (see Theorem 2.15), there exists an eigenvector
LY ∈ PL
k(Y ) of g∗|Nk(Y ) such that g
∗LY ≡ dk(g|Y )LY in N
k(Y ). We observe that π∗ : Nk(Y ) →
Nk(X) is injective and hence LX := π
∗LY 6≡ 0 in N
k(X); see [13, Remark 2.13] for the surjectivity
of π∗. Then by the projection formula, we have
g∗LX = g
∗π∗LY = π
∗g∗LY ≡ dk(g|Y )π
∗LY = dk(g|Y )LX in N
k(X).
It follows readily that dk(g|X) ≥ dk(g|Y ).
Thanks to Lemma 2.7, the second part of the lemma follows from the fact that the pullback of any nef
and big divisor under a generically finite morphism is still nef and big. More precisely, we choose a nef
and big divisor (e.g., an ample divisor) DY on Y . Then so is DX := π
∗DY onX. Further, we have
dk(g|X) = lim
m→∞
(
(gm)∗DkX ·D
n−k
X
)1/m
= lim
m→∞
(
(gm)∗(π∗DY )
k · (π∗DY )
n−k
)1/m
= lim
m→∞
(
π∗
(
(gm)∗DkY ·D
n−k
Y
))1/m
= lim
m→∞
(
(gm)∗DkY ·D
n−k
Y
)1/m
= dk(g|Y ).
We thus prove the lemma. 
2.5. Higher-dimensional Hodge index theorem. Let X be a projective variety of dimension n ≥ 2,
and H1, . . . ,Hn−1 ample R-divisors onX. We define a symmetric form qX on N
1(X) by
qX(D1,D2) := −D1 ·D2 ·H1 · · ·Hn−2.
Let
Σ(H1 · · ·Hn−1) := {D ∈ N
1(X) : D ·H1 · · ·Hn−1 = 0},
which is a hyperplane in N1(X). Sometimes, it is also denoted as Σ for short.
A THEOREM OF TITS TYPE FOR AUTOMORPHISM GROUPS IN ARBITRARY CHARACTERISTIC 11
The following higher-dimensional Hodge index theorem is the main result of this subsection.2 With
the help of the Bertini-type result (i.e., Lemma 2.4), we provide a characteristic-free proof. This thus
generalizes [36, Lemma 3.2] to arbitrary characteristic.
Proposition 2.9. Let X be a projective variety of dimension n ≥ 2. Let H1, . . . ,Hn−1 be ample R-
divisors. Then the quadratic form qX is positive definite on Σ(H1 · · ·Hn−1). In particular, let D be an
R-Cartier divisor such that D ·H1 · · ·Hn−1 = D
2 ·H1 · · ·Hn−2 = 0. Then D ≡ 0 (numerically).
We first prove Proposition 2.9 in the case that H1, . . . ,Hn−1 are ample Q-divisors (although it has
been well-known in literature already; see e.g. [2, Expose´ XIII, Corollaire 7.4]).
Lemma 2.10. LetX be a projective variety of dimension n ≥ 2. LetH1, . . . ,Hn−1 be ampleQ-divisors.
Then the quadratic form qX is positive definite on Σ(H1 · · ·Hn−1).
Proof. We shall prove the lemma by the induction on n. When n = 2, it is the usual Hodge index
theorem for surfaces. Suppose that n ≥ 3 and the lemma holds in dimension n−1. It suffices to show that
so is the case in dimension n. Namely, for any R-Cartier divisor D onX such that D ·H1 · · ·Hn−1 = 0,
then either D2 · H1 · · ·Hn−2 < 0, or D ≡ 0. Suppose that D
2 · H1 · · ·Hn−2 ≥ 0. Let C be any
irreducible curve on X. We shall prove that D · C = 0. Replacing X by its normalization ν : Xν → X
which is a finite morphism, we may assume that X is normal by the projection formula. Then by
Lemma 2.4, there exists a hypersurface section H ′ in |dHn−2| with d ≫ 0 such that H
′ is a projective
variety containing C (since the curve C has codimension at least 2 inX). Now we have
0 = D ·H1 · · ·Hn−3 · dHn−2 ·Hn−1
= D ·H1 · · ·Hn−3 ·H
′ ·Hn−1
= D|H′ ·H1|H′ · · ·Hn−3|H′ ·Hn−1|H′ .
However, by the induction hypothesis, qH′ is positive definite on Σ(H1|H′ · · ·Hn−3|H′ ·Hn−1|H′). This
yields that either
D2 ·H1 · · ·Hn−3 · dHn−2 = D
2 ·H1 · · ·Hn−3 ·H
′ = (D|H′)
2 ·H1|H′ · · ·Hn−3|H′ < 0,
orD|H′ ≡ 0 (numerical equivalence forH
′). The first case does not happen by our previous assumption.
While the last (numerical) equality implies that D · C = D|H′ · C = 0, since H
′ contains the curve C .
We thus complete the proof of Lemma 2.10. 
Proof of Proposition 2.9. By passing to the limit in Lemma 2.10, the quadratic form qX is positive
semi-definite on Σ, i.e., for any R-Cartier divisor D on X such that D · H1 · · ·Hn−1 = 0, then either
D2 ·H1 · · ·Hn−2 ≤ 0, or D ≡ 0. Therefore, we only need to show (by the induction on dimX) that if
the case D2 ·H1 · · ·Hn−2 = 0 happens, then D ≡ 0.
When X is a surface, this is true by the usual Hodge index theorem. Suppose that this assertion
holds in dimension n − 1. Replacing X by its normalization ν : Xν → X, we may assume that X is
normal by the projection formula. Suppose to the contrary that D 6≡ 0. Then there exists an irreducible
2We remark that in the proof of Theorem 1.1 or Lemma 2.13, we only need the positive semi-definiteness of the quadratic
form qX .
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curve C on X such that D · C 6= 0. On the other hand, since qX is positive semi-definite on Σ, by the
Cauchy–Schwarz inequality, for any R-Cartier divisor D′ whose class is in Σ, we have∣∣qX(D,D′)∣∣2 ≤ qX(D,D) · qX(D′,D′) = 0.
Hence qX(D,D
′) = 0. We also have qX(D,Hn−1) = 0 since D ∈ Σ. Note that the class of the ample
R-divisor Hn−1 is not in Σ. Thus qX(D,D
′) = 0 for any R-Cartier divisor D′ since Hn−1 and Σ span
the whole N1(X).
WriteHn−2 =
∑
aiAi with ai ∈ R>0 and ample prime divisors Ai. Then for each Ai, by Lemma 2.4
we may assume that it is a hypersurface section containing C (after replacing Hn−2 by some multiple).
By the previous discussion, we have qX(D,Ai) = 0 for any i. Hence
D|Ai ·H1|Ai · · ·Hn−2|Ai = D ·Ai ·H1 · · ·Hn−2 = 0.
Thus it follows from the induction hypothesis that for each i either
D2 ·H1 · · ·Hn−3 ·Ai = (D|Ai)
2 ·H1|Ai · · ·Hn−3|Ai < 0,
or D|Ai ≡ 0. But the latter case cannot happen since D|Ai · C = D · C 6= 0. Therefore,
D2 ·H1 · · ·Hn−3 ·Hn−2 = D
2 ·H1 · · ·Hn−3 ·
∑
aiAi < 0.
This contradicts with D2 ·H1 · · ·Hn−2 = 0. We have completed the proof of Proposition 2.9. 
As a corollary, we obtain the log-concavity of dynamical degrees.
Corollary 2.11. The function k 7→ log dk(g) is concave in k. Namely,
d2k(g) ≥ dk−1(g)dk+1(g) for any 1 ≤ k ≤ n− 1.
In particular, dk(g) ≤ d
k
1(g) for any 0 ≤ k ≤ n, and there are two integers 0 ≤ r ≤ s ≤ n such that
1 = d0(g) < · · · < dr(g) = · · · = ds(g) > · · · > dn(g) = 1.
Proof. It follows readily from Proposition 2.9 by choosing H1 = · · · = Hk−1 = (g
m)∗H and Hk =
· · · = Hn−1 = H , whereH is an ample divisor. More precisely, we have
qX
(
(gm)∗H,H
)2
≥ qX(H,H) · qX
(
(gm)∗H, (gm)∗H
)
.
See also [7, Corollary 2.2 and Proposition 3.6] for related results. 
2.6. Quasi-nef sequences. The notion of quasi-nef sequences was initially introduced by Zhang [35].
Definition 2.12. Let X be a projective variety of dimension n ≥ 2. Given a positive integer s ≤ n. A
quasi-nef sequence of length s consists of non-zero divisor classes D1, . . . ,Ds ∈ N
1(X) satisfying:
(i) D1 is nef, and
(ii) for every 2 ≤ r ≤ s, there are nef classes Dr,k ∈ Nef(X) such that
0 6≡ D1 · · ·Dr ≡ lim
k→∞
D1 · · ·Dr−1 ·Dr,k in N
r(X).
It should be noted that D1 · · ·Dr is actually contained in the nef cone Nef
r(X) for each r; see §2.2.2
the definition of nef cone Nefr(X). The following two lemmas give us key properties of quasi-nef
sequences which play an essential role in proving our main theorems.
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Lemma 2.13. Let D1, . . . ,Ds be a quasi-nef sequence of length s ≤ n, and Hs+1, . . . ,Hn ample
R-divisors. Then the following assertions hold.
(1) D1 · · ·Ds ·Hs+1 · · ·Hn > 0. In particular, D1 · · ·Ds 6≡w 0.
(2) Suppose that s ≤ n− 1. Then the symmetric form
qX(M1,M2) := −M1 ·M2 ·D1 · · ·Ds−1 ·Hs+1 · · ·Hn−1
is positive semi-definite on the hyperplane Σ := Σ(D1 · · ·Ds−1 ·Hs+1 · · ·Hn).
Proof. (1) It follows readily from Lemma 2.5 by the nefness of D1 · · ·Ds.
(2) The case s = 1 follows directly from Proposition 2.9. By passing to the limit, we obtain the posi-
tive semi-definiteness of the symmetric form qX defined by n−2 classesD1, . . . ,Ds−1,Hs+1, . . . ,Hn−1
on Σ. Note that D1, . . . ,Ds−1 is a quasi-nef sequence of length s − 1 and hence D1 · · ·Ds−1 ·
Hs+1 · · ·Hn 6≡ 0 by the previous assertion (1). Thus Σ is indeed a hyperplane in N
1(X). 
Lemma 2.14 (cf. [9, Corollaire 3.5]). Let D1, . . . ,Ds−1,Ds and D1, . . . ,Ds−1,D
′
s be two quasi-nef
sequences of length s ≤ n− 1. Then the following assertions hold.
(1) Suppose that D1 · · ·Ds · D
′
s ≡w 0. Then there exists a unique non-zero real number b such that
D1 · · ·Ds−1 · (Ds + bD
′
s) ≡w 0.
(2) Suppose that g : X → X is an automorphism such that
g∗(D1 · · ·Ds−1 ·Ds) ≡w λD1 · · ·Ds and g
∗(D1 · · ·Ds−1 ·D
′
s) ≡w λ
′D1 · · ·Ds−1 ·D
′
s
with positive real numbers λ 6= λ′. ThenD1 · · ·Ds−1 ·Ds ·D
′
s 6≡w 0.
Proof. (1) We follow the proof of [9, Corollaire 3.5]. We may assume that Ds and D
′
s are not collinear
in N1(X). Denote F the plane spanned by Ds and D
′
s. Then F is an R-vector subspace of N
1(X)
of dimension 2. Let Hs+1, . . . ,Hn−1 be ample R-divisors. We claim that there exists a non-zero class
D˜ ∈ F , unique up to a multiple scale, such that
D˜ ·D1 · · ·Ds−1 ·Hs+1 · · ·Hn−1 ≡w 0 inW
n−1(X). (2.3)
We first fix an ample R-divisor Hn. Then the symmetric form qX defined in Lemma 2.13(2) is
positive semi-definite on the hyperplane Σ. Note that by Lemma 2.13(1), we have qX(Ds,Ds) ≤ 0 and
qX(D
′
s,D
′
s) ≤ 0. We also have qX(Ds,D
′
s) = 0 by the assumption. Hence the form qX is negative
semi-definite on F . We then deduce that qX vanishes on F ∩ Σ. The intersection F ∩ Σ is not zero by
the dimension reasoning. Hence there exists a non-zero class D˜ ∈ F ∩ Σ such that qX(D˜, D˜) = 0.
Since qX is positive semi-definite on Σ, by the Cauchy–Schwarz inequality, for any D ∈ Σ, we have∣∣∣qX(D˜,D)∣∣∣2 ≤ qX(D˜, D˜) · qX(D,D) = 0.
Hence qX(D˜,D) = 0. On the other hand, qX(D˜,Hn) = 0 since D˜ ∈ Σ. Note that the ample R-divisor
Hn is not D1 · · ·Ds−1 ·Hs+1 · · ·Hn-primitive by Lemma 2.13(1), i.e., Hn /∈ Σ. So qX(D˜,D) = 0 for
any D ∈ N1(X) since Hn and Σ span the whole N
1(X). Therefore, the equation (2.3) follows.
We show the uniqueness of D˜. If D˜ is not unique up to a multiple scale, then the last equality is true
for any D˜ ∈ F since dimF = 2. In particular, it is true for D˜ = Ds. This contradicts Lemma 2.13(1).
In particular, if we write D˜ = aDs + bD
′
s, then ab 6= 0.
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It has been shown that the set of all classes D˜ ∈ F satisfying the equation (2.3) is equal to the
straight line F ∩ Σ with Σ defined by D1, . . . ,Ds−1,Hs+1, . . . ,Hn. We then deduce that F ∩ Σ does
not depend on Hn because the equation (2.3) does not depend on Hn. By symmetry, this intersection
does not depend either on Hs+1, . . . ,Hn−1 so that the equation (2.3) holds for any ample R-divisors
Hs+1, . . . ,Hn−1. So we have proved the assertion (1).
(2) Suppose that D1 · · ·Ds−1 · Ds · D
′
s ≡w 0. Then by the assertion (1), there exists a unique non-
zero real number b such that D1 · · ·Ds−1 · (Ds + bD
′
s) ≡w 0. Let g
∗ act on the last equality. We have
D1 · · ·Ds−1 · (λDs + bλ
′D′s) ≡w 0. In other words, D1 · · ·Ds−1 · (Ds +
bλ′
λ D
′
s) ≡w 0 with
bλ′
λ 6= b.
This contradicts with the uniqueness of the non-zero real number b. 
To conclude this section, we quote the following Birkhoff’s generalization of the Perron–Frobenius
theorem since we frequently use it, as well as a theorem of Lie–Kolchin type for a cone.
Theorem 2.15 (cf. [3]). Let V be a finite-dimensional R-vector space and C ⊂ V a salient closed
convex cone such that C spans V as a vector space. Let g be an R-linear endomorphism of V such that
g(C) ⊆ C . Then there is an eigenvector υg ∈ C such that g(υg) = ρ(g)υg , where ρ(g) is the spectral
radius of g.
Theorem 2.16 (cf. [20, Theorem 1.1]). Let V be a finite-dimensional R-vector space and {0} 6= C ⊂ V
a salient closed convex cone. Suppose that a solvable subgroup G ≤ GL(V ) is Z-connected (i.e., its
Zariski closure in GL(VC) is connected with respect to the Zariski topology), and G(C) ⊆ C . Then G
has a common eigenvector in the cone C .
3. PROOF OF THEOREM 1.1
Proof of Theorem 1.1(1). The proof will be split into the following four steps.
STEP 1. We first consider the induced action ofG on the complexification NSC(X) of the Ne´ron–Severi
group NS(X) by the natural pullback. Denote the induced group by G|NSC(X) which is a subgroup of
GL(NSC(X)). By our assumption on G and the classical Tits alternative theorem [31, Theorem 1],
G|NSC(X) has a solvable subgroup of finite index. Let G1 be the inverse image, via the natural group
homomorphism G → GL(NSC(X)), of the neutral component of the Zariski closure of that solvable
subgroup in GL(NSC(X)). Then G1 is a finite-index subgroup of G such that G1|NSC(X) is solvable
and Z-connected in GL(NSC(X)); see also [8, Remark 3.10].
In what follows, for simplicity of notation, we will replace G by the above G1 and assume that
G|NSC(X) is solvable and Z-connected.
STEP 2. Let us consider the induced action of G on the finite-dimensional R-vector space N1(X) ≃
NSR(X). Note that the natural mapG|N1(X) → G|NSC(X) is an isomorphism and henceG|N1(X) is solv-
able and Z-connected. Since G|N1(X) preserves the nef cone Nef(X) of X, by applying Theorem 2.16
to the triplet (Nef(X), N1(X), G|N1(X)), there is a common eigenvector D1 ∈ Nef(X) of G|N1(X). It
thus defines a group character χ1 : G→ R>0 satisfying g
∗D1 ≡ χ1(g)D1 in N
1(X) for any g ∈ G.
We are going to produce a quasi-nef sequence beginning from D1 as follows. Consider the induced
pullback action ofG on the finite-dimensional vector subspaceD1·N
1(X) ⊆ N2(X)which is the image
of N1(X) under the linear map σ1 induced from the multiplication by D1. It is easy to see that the σ1-
image of Nef(X) in N2(X) is still a salient convex cone, which is non-zero by Lemma 2.13(1). Thus
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its closure3 σ1(Nef(X)) in N
2(X) is a salient closed convex cone preserved by G|σ1(N1(X)). Also, as
the image of G|N1(X), the induced group G|σ1(N1(X)) is solvable and Z-connected. Therefore, applying
Theorem 2.16 to the triplet (σ1(Nef(X)), σ1(N
1(X)), G|σ1(N1(X))), there is a common eigenvector
σ1(D2) ∈ σ1(Nef(X)) of G|σ1(N1(X)). We then define a group character χ2 : G → R>0 such that
g∗(D1 ·D2) ≡ χ1(g)χ2(g)D1 ·D2 in N
2(X) for any g ∈ G.
Repeating this procedure, we will obtain a quasi-nef sequence D1, . . . ,Dn of length n such that for
any 1 ≤ r ≤ n − 1, the induced group G|σr(N1(X)) is solvable, Z-connected, and preserves the salient
closed convex cone
σr(Nef(X)) ⊂ σr(N
1(X)) ⊆ N r+1(X).
Moreover, there are group characters χi : G→ R>0 with 1 ≤ i ≤ n such that for any 1 ≤ t ≤ n,
g∗(D1 · · ·Dt) ≡ χ1(g) · · ·χt(g)D1 · · ·Dt in N
t(X).
Also, note that χ1(g) · · · χn(g) = 1 for any automorphism g in G. We then define a group homomor-
phism of G as follows:
ψ : G→ (Rn−1,+), g 7→ (log χ1(g), . . . , log χn−1(g)). (3.1)
STEP 3. We claim that Kerψ = N(G); in particular, N(G) EG. On the one hand, for any g ∈ N(G),
it follows from Corollary 2.11 that all dynamical degrees equal 1 and hence χ1(g) · · · χt(g) ≤ 1 for
any 1 ≤ t ≤ n. Observe that the pullback action of g∗ on N t(X) is defined over Z so that all minimal
polynomials of dynamical degrees are also defined over Z. We thus have χ1(g) · · · χt(g) = 1 for any t.
This yields that χt(g) = 1 for all t, i.e., g ∈ Kerψ.
On the other hand, suppose that there is an automorphism go ∈ Kerψ but go /∈ N(G). Namely,
χi(go) = 1 for all 1 ≤ i ≤ n, but the first dynamical degree d1(go) > 1. Applying the generalized
Perron–Frobenious theorem to the triplet (Nef(X), N1(X), g∗o |N1(X)) (see Theorem 2.15), there is a
nef eigenvector Lgo of g
∗
o |N1(X) such that g
∗
oLgo ≡ d1(go)Lgo in N
1(X). Since d1(go) > 1, we have
D1 · · ·Dn−1 · Lgo = 0 by the following displayed equalities
D1 · · ·Dn−1 · Lgo = g
∗
o(D1 · · ·Dn−1 · Lgo) = d1(go)D1 · · ·Dn−1 · Lgo .
Note that for each s,D1, . . . ,Ds is a quasi-nef sequence of length s by the construction ofDi in Step 2.
ThenD1, . . . ,Dn−2, Lgo cannot be a quasi-nef sequence of length n−1 (which implies thatD1 · · ·Dn−2·
Lgo ≡ 0). Since otherwise, by applying Lemma 2.14(2) to the two quasi-nef sequences D1, . . . ,Dn−1
and D1, . . . ,Dn−2, Lgo , we would have D1 · · ·Dn−2 · Dn−1 · Lgo 6= 0. This is a contradiction. Re-
peating this argument several times, we eventually show that D1 · Lgo ≡ 0. Then by Lemma 2.14(1),
D1+bLgo ≡w 0 for a unique real number b. Let g
∗
o act on the last equality. We haveD1+bd1(go)Lgo ≡w
0 with bd1(go) 6= b. This contradicts with the uniqueness of the real number b, and hence the claim fol-
lows.
STEP 4. We claim that Imψ is discrete in the additive group Rn−1 and hence Imψ ≃ Z⊕r with r ≤
n − 1. It suffices to show that the origin o is an isolated point in Imψ. That is, there exists a constant
0 < ǫ ≪ 1 such that for any g ∈ G, ψ(g) 6∈ Bǫ(o) \ {o}, where o is the usual origin of the Euclidean
space Rn−1.
3It is necessary to take the closure since the linear image of a closed convex cone may not be closed any more.
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Choose ǫ = logAn−1 , where A > 1 is a constant depending only on the Picard number ρ(X) :=
rankNS(X) of X such that for any automorphism g ∈ Aut(X),
if d1(g) > 1 then d1(g) ≥ A.
The existence of such a constant A is due to the fact that the minimal polynomial of g∗|N1(X) is a monic
polynomial of degree ρ(X) with integral coefficients (see also the proof of [7, Corollary 3.7]). Suppose
that there is an automorphism go ∈ G such that ψ(go) ∈ Bǫ(o) \ {o}, i.e., 0 <
∥∥ψ(go)∥∥ < ǫ, where
‖·‖ is the standard Euclidean norm of Rn−1. Then e−ǫ < χi(go) < e
ǫ for all i. Also, by Step 3, go is
of positive entropy since go /∈ Kerψ. Thus by Theorem 2.15 again, there is a nef eigenvector Lgo of
g∗o |N1(X) such that g
∗
oLgo ≡ d1(go)Lgo in N
1(X) with d1(go) > 1. If D1 · · ·Dn−1 · Lgo 6= 0, then
d1(go) = (χ1(go) · · ·χn−1(go))
−1 < e(n−1)ǫ because of the following equalities
D1 · · ·Dn−1 · Lgo = g
∗
o(D1 · · ·Dn−1 · Lgo) = χ1(go) · · ·χn−1(go) · d1(go)D1 · · ·Dn−1 · Lgo .
If D1 · · ·Dn−1 · Lgo = 0, as the proof in Step 3 (essentially using Lemma 2.14), we would have
d1(go) = χi(go) < e
ǫ for some 1 ≤ i ≤ n− 1. Therefore, in either case, we prove that
d1(go) < e
(n−1)ǫ = A.
This is a contradiction of the choice of the constant A and hence the claim follows.
We thus complete the proof of Theorem 1.1(1). 
Proof of Theorem 1.1(2). Note that G|NSC(X) does not contain any non-abelian free subgroup because
neither does G. So according to the classical Tits alternative theorem [31, Theorem 1], G|NSC(X) is
virtually solvable. Let K denote the kernel of the natural group homomorphism G → GL(NSC(X)).
Then by [7, Lemma 5.5], it suffices to prove that K is virtually solvable. Denote K0 := K ∩Aut0(X).
By a Fujiki–Lieberman type theorem (see [26, Remark 2.6] for a proof in arbitrary characteristic using
a Hilbert scheme argument), we have[
K : K0
]
=
[
K · Aut0(X) : Aut0(X)
]
≤
[
Aut[L](X) : Aut
0(X)
]
<∞,
where Aut[L](X) denotes the subgroup of Aut(X) fixing an ample class [L] ∈ NS(X). Also note that
K0 = G0 is finitely generated. Hence, after replacing K by K0, we may assume that K is contained
in Aut0(X) and finitely generated. Let K be the Zariski closure of K in the smooth algebraic group
(Aut0X)red. Then there exists a normal subgroup scheme H of K such that the quotient K/H is affine
and H is commutative (cf. [4, Theorem 1]). Applying the Tits alternative theorem to the finitely gener-
ated linear groupK/K ∩H(k) ≤ (K/H)(k) (cf. [31, Corollary 1]), it follows that eitherK/K ∩H(k)
(and hence K) contains a non-abelian free subgroup, or K/K ∩H(k) is virtually solvable. The first
case cannot happen since we assume that G does not contain any non-abelian free subgroup. Hence
by [7, Lemma 5.5] again, K is virtually solvable which concludes the proof of the assertion (2). 
The following example shows that the upper bound dr(G) ≤ n− 1 is optimal. We refer to [17] for a
systematic investigation of dynamical degrees on general abelian varieties.
Example 3.1. Let E be an elliptic curve such that its endomorphism algebra End0(E) := End(E)⊗Z
Q = Q (in positive characteristic, this is equivalent to saying that E cannot be defined over a finite field;
see [27, §22, Deuring’s Theorem]). Let X = En. Then by Poincare´’s complete reducibility theorem
(cf. [27, §19, Theorem 1]), we have End0(X) = Mn(End
0(E)), where Mn(R) denotes the ring of
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n× n matrices over R. In particular, there is still a faithful SLn(Z)-action on X as in [9, Example 4.5]
or [7, Example 1.4]. Hence it suffices to show that if g = A ∈ SLn(Z) has the spectral radius ρ(A) > 1,
then g is of positive entropy in the sense that ρ(g∗|NSR(X)) > 1.
We first notice that the Ne´ron–Severi space NSQ(X) can be identified with the subgroup of End
0(X)
consisting of symmetric elements with respect to the Rosati involution (cf. [27, §21]). More precisely,
we send a line bundle L onX to φ−1
L0
◦φL , where L0 is a fixed ample line bundle onX and in general,
the induced homomorphism φL : X → X̂ := Pic
0(X) is defined by x 7→ T ∗xL ⊗ L
−1. Hence the
pullback action g∗ on NSQ(X) can be reinterpreted as follows:
ψ : NSQ(X) −→ NSQ(X), φ
−1
L0
◦ φL 7→ φ
−1
L0
◦ φg∗L .
Note that φ−1
L0
◦φg∗L = φ
−1
L0
◦ ĝ ◦φL ◦g = g
† ◦φ−1
L0
◦φL ◦g, where ĝ is the induced dual automorphism
of X̂ and g† := φ−1
L0
◦ ĝ ◦φL0 is the Rosati involution of g. Thus, we can naturally extend ψ to the whole
endomorphism algebra End0(X) in the following way:
Ψ: End0(X) −→ End0(X) via φ 7→ g† ◦ φ ◦ g.
It is easy to verify thatΨ is represented by the Kronecker product A⊗A, whose spectral radius is ρ(A)2.
Furthermore, in our case, the Ne´ron–Severi space NSR(X) is isomorphic with the subspace Symn(R)
of real symmetric matrices (cf. [27, §21, Theorem 6]). In particular, if we denote all eigenvalues of A
by λi, 1 ≤ i ≤ n, then all eigenvalues of Ψ are all possible products λiλj for 1 ≤ i, j ≤ n and all
eigenvalues of ψ are just all λiλj with 1 ≤ i ≤ j ≤ n. It follows that ρ(g
∗|NSR(X)) = ρ(A)
2 > 1.
4. PROOF OF THEOREM 1.3
Our proof of Theorem 1.3 will heavily rely on the following lemma (and its generalization Lemma 4.3)
which improves [35, Lemma 2.10]. It turns out that our lemmas are crucial to show the first assertion
of Theorem 1.3 or Lemma 4.5. In fact, as we have mentioned in the introduction that, Dinh or Zhang’s
argument essentially depends on the Deligne–Nakamura–Ueno theorem (see e.g. [7, Theorem 4.3]),
which is not known in positive characteristic, as far as we know.
Let G be a subgroup of Aut(X). A morphism π : X → Y of projective varieties, or more generally,
a rational map π : X 99K Y is called G-equivariant if G descends to a biregular (possibly non-faithful)
action on Y . The induced G-action on Y would be denoted by G|Y .
Lemma 4.1. Let π : X → Y be a G-equivariant surjective morphism of projective varieties with n =
dimX > dimY = m > 0. Suppose that G|N1(X) is solvable and Z-connected. Then we have
dr(G|X ) ≤ dr(G|Y ) + n−m− 1. In particular, dr(G|X ) ≤ n− 2 as dr(G|Y ) ≤ m− 1.
Proof. It is known that π∗ : N1(Y ) → N1(X) is injective and π∗N1(Y ) is a g∗-invariant subspace of
N1(X) for any g ∈ G. Then there is a natural restriction homomorphism G|N1(X) ։ G|π∗N1(Y ) ≃
G|N1(Y ). By the assumption, G|N1(Y ) is also solvable and Z-connected. Running Steps 1 and 2 in the
proof of Theorem 1.1 for Y andG|Y , we obtain a quasi-nef sequence B1, . . . , Bm of lengthm inN
1(Y )
and group characters χi : G|Y → R>0 with 1 ≤ i ≤ m such that for any 1 ≤ t ≤ m and gY ∈ G|Y ,
g∗Y (B1 · · ·Bt) ≡ χ1(gY ) · · ·χt(gY )B1 · · ·Bt in N
t(Y ), and χ1(gY ) · · ·χm(gY ) = 1.
We claim that D1 := π
∗B1, . . . ,Dm := π
∗Bm is also a quasi-nef sequence of length m in N
1(X).
Indeed, it suffices to show that D1 · · ·Dk 6≡ 0 in N
k(X) for any 1 ≤ k ≤ m. This actually follows
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from the fact that π∗ : Nk(Y ) → Nk(X) is injective. Replacing χi by its composition with the natural
group homomorphism σ : G|X → G|Y , we may assume that each χi is a group character of G|X . By
continuing Step 2 for X and G|X , we can produce Dm+1, . . . ,Dn ∈ N
1(X) such that D1, . . . ,Dn is
a quasi-nef sequence of length n in N1(X) extending D1, . . . ,Dm. At the same time, we also obtain
group characters χi : G|X → R>0 withm+ 1 ≤ i ≤ n. Together with the previous m characters, they
satisfy that for any 1 ≤ t ≤ n and g ∈ G|X ,
g∗(D1 · · ·Dt) ≡ χ1(g) · · ·χt(g)D1 · · ·Dt in N
t(X),
and
χ1(g) · · · χm(g) = χ1(g) · · · χn(g) = 1.
We then define group homomorphisms ψX : G|X → R
n−1 and ψY : G|Y → R
m−1 as in (3.1).
Note that the σ-image of N(G|X) is a normal subgroup of N(G|Y ) since π
∗ : N1(Y ) → N1(X) is
injective. Let H|X E G|X denote the inverse image of N(G|Y ) under σ which contains N(G|X ). By
Step 3 in the proof of Theorem 1.1, we have the following commutative diagram:
1 // H|X/N(G|X ) // _
h

G|X/N(G|X ) _
ψX

// G|Y /N(G|Y ) _
ψY

// 1
0 // Rn−m // Rn−1
proj
// Rm−1 // 0,
where proj is the obvious projection of Rn−1 to the first m − 1 coordinates and the injection h is just
the restriction of ψX to H|X/N(G|X). Recall that the first m group characters χ1, . . . , χm vanish on
N(G|Y ) and hence vanish on H|X as well. In particular, the first coordinate of Imh (which is given
by logχm) vanishes. Thus, it follows from Step 4 in the proof of Theorem 1.1 that Imh is a discrete
subgroup of Rn−m−1, i.e., Imh ≃ Z⊕ℓ for some ℓ ≤ n − m − 1. So the prescribed dynamical rank
estimate follows and we complete the proof of Lemma 4.1. 
On the other hand, we shall see that if the G-equivariant surjective morphism π : X → Y is generi-
cally finite, then the dynamical ranks of G|X and G|Y are the same. As a consequence, the dynamical
rank dr(G) is an invariant of a G-equivariant birational morphism.
Lemma 4.2. Let π : X → Y be a G-equivariant generically finite surjective morphism of projective
varieties. Then after replacing G by a finite-index subgroup, G|N1(X) is solvable and Z-connected if
and only if so is G|N1(Y ). In particular, by Lemma 2.8, dr(G|X ) = dr(G|Y ).
Proof. The ‘only if’ direction is easy (see also the very beginning part of the proof of Lemma 4.1). Also,
being Z-connected is automatically true after replacing G by a finite-index subgroup. So it suffices to
show that if G|N1(Y ) is solvable then G|N1(X) is virtually solvable. Consider the natural restriction
group homomorphism G|N1(X) ։ G|π∗N1(Y ) ≃ G|N1(Y ) as in the proof of Lemma 4.1. Let K|N1(X)
denote its kernel, where K ≤ G is a subgroup of G. Choose any ample divisor HY on Y . Then K
fixes the nef and big divisor π∗HY (since π is generically finite). It follows from Lemma 2.7 that K
is of null entropy. So by [5, Theorem 2.2] (in fact, its proof in [5] is a linear algebraic group argument
and holds in our situation as well), K|N1(X) is virtually unipotent and hence virtually solvable. Then it
follows from [7, Lemma 5.5] that G|N1(X) is virtually solvable. Lastly, we note that replacing G by a
finite-index subgroup will not change the dynamical rank. So we prove the lemma. 
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Thanks to the lemma above, we are able to weaken the condition on π in Lemma 4.1 to aG-equivariant
dominant rational map. For the sake of completeness, we give the full statement as follows.
Lemma 4.3. Let π : X 99K Y be a G-equivariant dominant rational map of projective varieties with
n = dimX > dimY = m > 0. Suppose that G|N1(X) is solvable and Z-connected. Then we have
dr(G|X ) ≤ dr(G|Y ) + n−m− 1. In particular, dr(G|X ) ≤ n− 2 as dr(G|Y ) ≤ m− 1.
Proof. Let Γ be the normalization of the main component of the closure of the graph of π inX×Y . Then
p : Γ → X is a surjective birational morphism such that q = π ◦ p : Γ → Y is a surjective morphism.
The G-actions on X and Y naturally lift to a biregular faithful action on Γ so that both p and q are
G-equivariant. Then the lemma follows by applying Lemma 4.2 to p and Lemma 4.1 to q. 
Using the same argument as in the proof of Lemma 4.3, one can show that the dynamical rank dr(G)
is actually an invariant of a G-equivariant birational map.
Lemma 4.4. Let π : X 99K Y be aG-equivariant generically finite dominant rational map of projective
varieties. Then we have dr(G|X) = dr(G|Y ). 
Now, we are ready to apply Lemma 4.3 to the Iitaka fibration and obtain the dynamical rank estimate
in terms of those κ’s in Theorem 1.3. See §2.1.1 for their precise definitions.
Lemma 4.5. Let X be a projective variety of dimension n ≥ 2, and G a subgroup of Aut(X) such that
G|N1(X) is solvable and Z-connected. Then the following assertions hold.
(1) Let ν : Xν → X be the normalization ofX. Then dr(G|X ) = dr(G|Xν ) ≤ max{0, n−1−κ(ωXν )},
where κ(ωXν ) is the Kodaira–Iitaka dimension of X
ν .
(2) Let κ(X) be the Kodaira dimension of X. Then dr(G|X) ≤ max{0, n − 1− κ(X)}.
(3) Suppose that dr(G|X) = n− 1. Then κ(ωXν ) ≤ 0 and κ(X) ≤ 0.
Proof. It suffices to show the first assertion. In fact, by [28, Proposition B.1], we know that κ(Xν) ≤
κ(ωXν ). We also have κ(X) = κ(X
ν), since Luo’s κ(X) is a birational invariant of X. Then it is easy
to verify that max{0, n− 1− κ(ωXν )} ≤ max{0, n− 1− κ(X)}. So the assertion (2) follows directly
from the first one. The third assertion is a consequence of the first two.
Note that the normalization ν is a G-equivariant finite surjective morphism. So by Lemma 4.2, we
have the equality dr(G|X) = dr(G|Xν ). To prove the assertion (1), it remains to show the inequality.
For simplicity, we may assume that X itself is normal and suppress the notation Xν from now on. First,
it is known that for sufficiently large m, there exists a rational map
φ := φ
ω
[m]
X
: X 99K Y ⊆ PN
k
:= PH0(X,ω
[m]
X ),
where Y is the image of φ satisfying dimY = κ(ωX). Also, the G-action on X descends to a linear
action on PN
k
via pullback of sections, so does on Y . Hence G|Y is a subgroup of Aut(P
N
k
, Y ) :=
{g ∈ Aut(PN
k
) : g(Y ) = Y }. Let HY denote the restriction of some hyperplane H on P
N
k
to Y .
Then g∗HY ∼ HY for any g ∈ G and hence G|Y is of null entropy (see Lemma 2.6). In other words,
dr(G|Y ) = 0. If κ(ωX) = n, then φ is a G-equivariant birational map so that dr(G|X) = dr(G|Y ) = 0
by Lemma 4.4. It remains to consider the case that 0 < κ(ωX) < n. Applying Lemma 4.3 to φ : X 99K
Y , we have dr(G|X ) ≤ dr(G|Y ) + n− dimY − 1 = n− κ(ωX)− 1. Hence the lemma follows. 
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Remark 4.6. The proof of Lemma 4.5(1) remains valid if we replace κ(ωX) by the anti-Kodaira–Iitaka
dimension κ−1(ωX); see §2.1.1 for its definition. In other words, as in the assertion (1), the dynamical
rank dr(G|X) = dr(G|Xν ) ≤ max{0, n − 1 − κ
−1(ωXν )}. In particular, if dr(G|X ) = n − 1, then
κ−1(ωXν ) ≤ 0.
Lastly, to complete the proof of Theorem 1.3, we only need to apply Lemma 4.3 to the Albanese
morphism albX and the Albanese map albX . See §2.1.2 for their precise definitions.
Lemma 4.7. Let X be a projective variety of dimension n ≥ 2, and G a subgroup of Aut(X) such that
the dynamical rank dr(G) = n− 1. Then the following assertions hold.
(1) The irregularity q(X) = 0 or n. If the latter case happens, i.e., q(X) = n, then the Albanese
morphism albX is generically finite surjective.
(2) The birational irregularity q˜(X) = 0 or n. In the latter case, i.e., q˜(X) = n, the Albanese map
albX is generically finite dominant.
Proof. We show the first assertion only since the second one is exactly the same. It follows from
the universal property of the Albanese morphism that albX : X → Alb(X) is G-equivariant and the
image of albX , denoted by Y , generates the Albanese variety Alb(X) of X. Suppose that q(X) =
dimAlb(X) > 0. Then dimY > 0. By applying Lemma 4.3 to the G-equivariant morphism X → Y ,
we have dimY = dimX = n because the dynamical rank dr(G|X) = n− 1. Namely, X has maximal
Albanese dimension and hence albX is a generically finite morphism. We then claim that κ(Y ) = 0.
First, by Lemma 4.2, dr(G|Y ) = dr(G|X ) = n− 1. It thus follows from Lemma 4.5 that κ(Y ) ≤ 0. On
the other hand, [1, Theorem 3] asserts that κ(Y ) = dimY/B ≥ 0, where B := Stab(Y ) is the maximal
closed subgroup of Alb(X) such that B + Y = Y . Then the claim follows. Therefore, dimY/B = 0
and hence Y = B is an abelian subvariety of Alb(X). This yields that Y = Alb(X) since Y generates
Alb(X). So we have eventually showed that the Albanese morphism albX is surjective. We thus deduce
that q(X) = dimAlb(X) = dimY = dimX = n. 
Remark 4.8. Let (X,G) be as in Lemma 4.7. In the case that q(X) = n (and hence q˜(X) = n
automatically), we also have κ(ωXν ) = 0, where X
ν denotes the normalization of X. Indeed, by the
maximal dynamical rank assumption, we have seen in Lemma 4.5 that κ(ωXν ) ≤ 0. We then consider
the Albanese morphism albXν : X
ν → Alb(Xν) of Xν . Note that ν is a G-equivariant finite surjective
morphism. Hence q(Xν) ≥ q(X) and dr(G|Xν ) = dr(G|X ) is maximal by Lemma 4.2. Then according
to Lemma 4.7(1), albXν is a generically finite surjective morphism. Applying [15, Proposition 1.4] to
albXν , it follows that albXν is separable and hence κ(ωXν ) ≥ 0. Thus, we show that κ(ωXν ) = 0.
However, we do not know whether κ(X) = 0 (in general, it may occur that κ(X) < κ(ωX) for
singular X; see e.g. [24, Example 2.1.6]). Nevertheless, if we assume further that X is smooth, then
the two Kodaira dimensions agree and both of them vanish. In this case, albX = albX is birational
by [19, Corollary 2] in characteristic zero and by [15, Theorem 0.2] in positive characteristic.
Proof of Theorem 1.3. It follows readily from Theorem 1.1, Lemmas 4.5 and 4.7. 
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APPENDIX A. AN EXAMPLE OF A SOLVABLE SUBGROUP OF AN AUTOMORPHISM GROUP
TOMOHIDE TERASOMA
This is an example of a finitely generated solvable subgroup of the automorphism group of a projective
variety whose homological trivial part is infinitely generated.
A.1. Free groups generated by two elements. Let F2 = 〈a, b〉 be a free group generated by two
elements a, b. Let
F ′2 := [F2, F2] and F
′′
2 := [F
′
2, F
′
2]
be the first and second derived subgroup of F2, respectively. Then the maximal abelian quotient group
F ab2 := F2/F
′
2 is isomorphic to the free abelian group of rank 2 generated by the image a¯, b¯ of a, b. The
group F2 acts on the abelian group (F
′
2)
ab := F ′2/F
′′
2 by the adjoint action ad(g) ∈ Aut((F
′
2)
ab) for
g ∈ F2 defined by
ad(g)(s) = gsg−1.
Since
[ad(g), ad(h)] = ad(g) ad(h) ad(g)−1 ad(h)−1 = ad([g, h])
and
[g, h]w[g, h]−1 = w mod F ′′2
for any w ∈ F ′2, we have
ad(g) ad(h) = ad(h) ad(g) ∈ Aut((F ′2)
ab).
Thus the above adjoint action of F2 on (F
′
2)
ab induces an adjoint action of F ab2 on (F
′
2)
ab. Therefore,
(F ′2)
ab becomes a module over a (commutative) Laurent polynomial ring Z[ad(a¯)±1, ad(b¯)±1] generated
by two elements ad(a¯), ad(b¯).
Lemma A.1. The group (F ′2)
ab = F ′2/F
′′
2 is generated by [a, b] over Z[ad(a¯)
±1, ad(b¯)±1].
Proof. We have
[gh, x] = ghxh−1g−1x−1 = ghxh−1x−1g−1gxg−1x−1 = ad(g)([h, x]) · [g, x]
and [g, h] = [h, g]−1. By writing the product of (F ′2)
ab additively, we have
[gh, x] = ad(g)([h, x]) + [g, x] and [g, h] = −[h, g].
The lemma follows from these relations. 
A.2. A group homomorphism from F2 to PGL(2,K). Let K be an algebraically closed field whose
transcendental degree over the prime field k is greater than or equal to 2. Let α, β be elements alge-
braically independent over k. We set
A˜ =
(
α 1
0 1
)
, B˜ =
(
1 0
0 β
)
.
The class of A˜, B˜ in PGL(2,K) = Aut(P1K) is denoted by A,B. We define a group homomorphism
ϕ : F2 −→ PGL(2,K) via ϕ(a) = A,ϕ(b) = B.
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One can easily check the following lemma.
Lemma A.2. The image of F ′2 under ϕ is contained in
N =
{(
1 n
0 1
)
: n ∈ K
}
.
Since N is an abelian group, the image of F ′′2 under ϕ is the identity group. Thus we have a homomor-
phism between abelian groups:
ϕ′ : (F ′2)
ab = F ′2/F
′′
2 −→ N. (A.1)
We introduce an R = Z[ξ±1, η±1]-module structure on the abelian group N by setting
ξiηj
(
1 n
0 1
)
=
(
1 αiβ−jn
0 1
)
.
By a direct calculation, we have the following lemma.
Lemma A.3. Via the identification between Z[ad(a¯)±1, ad(b¯)±1] and R = Z[ξ±1, η±1] given by
ξ = ad(a¯), η = ad(b¯),
the homomorphism ϕ′ becomes an R-homomorphism.
Then the image of the commutator [a, b] ∈ F ′2 under the homomorphism ϕ is equal to
[A,B] =
(
1 1− β−1
0 1
)
.
By Lemma A.1, (F ′2)
ab is generated by [a, b] as a Z[ad(a¯)±1, ad(b¯)±1]-module. Therefore, the image
of ϕ′ in the abelian group N is equal to
Z[ξ±1, η±1]
(
1 1− β−1
0 1
)
(A.2)
=
{(
1 n
0 1
)
: n ∈ Z[α±1, β±1](1− β−1)
}
,
which is not finitely generated since our α and β are assumed to be algebraically independent over k.
A.3. Homological trivial part of a finitely generated solvable subgroup of automorphisms. Let K
be the field as in §A.2. Let Y be a smooth projective K3 surface over K such that the automorphism
group Aut(Y ) of Y contains a subgroup M isomorphic to Z2. We choose a generator {p, q} ofM . We
set X = P1K × Y . We define the homologically trivial part Aut
0(X) of Aut(X) by
Ker(ρ : Aut(X) −→ GL(H∗(X,Q))).
Then Aut0(X) is isomorphic to Aut(P1K) = PGL(2,K). Let G be the subgroup of Aut(X) generated
by
s = (A, p), t = (B, q) ∈ Aut(P1K)×Aut(Y ),
where A,B are elements in PGL(2,K) defined in §A.2. Then G becomes a finitely generated solvable
subgroup of Aut(X). In particular, the solvable length of G is 2.
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Proposition A.4. The subgroup
G0 := Aut0(X) ∩G = Ker(G −→ GL(H∗(X,Q)))
of G is not finitely generated.
Proof. We define homomorphisms ψ : F2 → G, π : F2 →M and j : M −→ GL(H
∗(X)) by
ψ(a) = s, ψ(b) = t, π(a) = p, π(b) = q,
and
j(m) = (id
P
1
K
,m)∗.
Then the morphism ψ is surjective and j is injective. We consider the diagram
F2
ψ
// //
π


||②②
②
②
②
②
②
②
||
G
ρ

F2/F
′
2
≃
// M 
 j
// GL(H∗(X)).
Since the actions of A,B ∈ Aut(P1K) on H
∗(P1K) are trivial, we have ρ ◦ ψ = j ◦ π. The morphism π
will be identified with the abelianization of F2.
We show that the group G0 is equal to the image ψ(F ′2) of F
′
2 under ψ. Let k be an element of G
0.
Using the surjectivity of ψ, we choose an element k˜ of F2 such that ψ(k˜) = k. Since (j ◦ π)(k˜) =
(ρ ◦ ψ)(k˜) = ρ(k) = id, and j is injective, we have
k˜ ∈ Ker(F2
π
−−→M) = F ′2.
Thus we have k ∈ ψ(F ′2).
We set G′ = [G,G]. Since ψ is surjective, the group ψ(F ′2) = G
0 is identified withG′. Thus we have
G′ = G0 ⊂ Aut(P1K). Also, the image of F
′′
2 in G
′ under the morphism ψ is trivial. The composite
homomorphism
(F ′2)
ab −։ G′ = G0 −֒→ Aut(P1K) = PGL(2,K)
is nothing but the homomorphism ϕ′ defined in (A.1). Therefore, G0 = Im(ϕ′) is equal to the group
(A.2) by Lemma A.1, which is not finitely generated. 
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