Estimating the residual variance is an important question in nonparametric regression. Among the existing estimators, the optimal difference-based variance estimation proposed in Hall, Kay and Titterington (1990) is widely used in practice. Their method is restricted to the situation when the errors are independent and identically distributed. In this paper, we propose the optimal difference-based variance estimation in heteroscedastic nonparametric regression under settings of uncorrelated errors and correlated errors. The proposed estimators are shown to be asymptotically unbiased and their mean squared errors are derived. Simulation studies indicate that the proposed estimators perform better than existing competitors in finite sample settings. In addition, data examples are analyzed to demonstrate the practical usefulness of the proposed method. The proposed method has many applications and we apply it to the nonparametric regression model with repeated measurements and the semiparametric partially linear model.
Introduction
Consider the nonparametric regression model
where Y i are observations, f is an unknown mean function, x i are design points, and ε i are random errors. When the errors ε i are assumed to be independent and identically distributed (i.i.d.) with zero mean and variance σ 2 . This is a homoscedastic nonparametric regression model. The estimation of σ 2 has received a lot of attention in the literature.
An accurate estimate of σ 2 is needed for the purpose of constructing confidence bands, choosing the amount of smoothing, testing the goodness of fit, and for other uses (Carroll (1987) , Carroll and Ruppert (1988) , Kay (1988) , Buckley, Eagleson and Silverman (1988) , Eubank and Spiegelman (1990) , Gasser, Kneip and Kohler (1991) , Härdle and Tsybakov (1997) , Kulasekera and Gallagher (2002) ).
The existing estimators of σ 2 fall into two classes. The first consists of residualbased estimators and the second consists of difference-based estimators. Difference-based estimators do not require an estimate of the mean function, and so is popular in practice. Rice (1984) proposed a first-order difference-based estimator; Gasser, Sroka and JennenSteinmetz (1986) constructed a second-order difference-based estimator; Hall et al. (1990) proposed an mth-order difference-based estimator with m ≥ 2 a fixed integer. Specifically, let {d j , j = −m 1 , . . . ., m 2 } be a sequence of real numbers that satisfy 
where m 1 and m 2 are non-negative integers, with m = m 1 + m 2 termed the order of the sequence. The estimator of Hall et al. (1990) iŝ
Without loss of generality, we take m 1 = 0 and m 2 = m. Beyond the above estimators, there exists more complicated difference-based estimators in the literature. Nevertheless, most of them suffer from at least one of the following: the method applies only to restricted situations, e.g., the difference-based estimator in Dette, Munk and Wagner (1998) only works for a small sample size or a rough mean function; the method is not easy to apply, e.g., the covariate-matched U-statistic estimator in Müller, Schick and Wefelmeyer (2003) requires an appropriate choice of bandwidth in advance; the method requires rigorous assumptions, e.g, the least squares estimators in Tong and Wang (2005) and Tong, Ma and Wang (2013) require that the mean function have a bounded second derivative and that the design points be equidistant.
The optimal difference-based estimator in Hall et al. (1990) remains widely used in practice, and the optimal sequence idea has been used elsewhere. For instance, Levine (2006) and Brown and Levine (2007) applied the optimal sequence idea to estimate the variance function in nonparametric regression; Wang, Brown and Cai (2011) and Zhao and You (2011) applied it in semiparametric partially linear regression models. Hall et al. (1990) require a homoscedastic nonparametric regression model and, in practice, it is not uncommon that the errors have different variances or be correlated to each other. This motivates us to propose an optimal difference-based variance estimation in heteroscedastic nonparametric regression.
The rest of the paper is organized as follows. In Section 2, we propose the optimal difference-based estimator of σ 2 in heteroscedastic nonparametric regression under uncorrelated errors and under correlated errors. We derive the asymptotic MSEs of the proposed estimator, and present a simulation study to evaluate its finite sample performance. In Sections 3, we apply the proposed method to the nonparametric regression model with repeated measurements, and to the semiparametric partially linear model.
Two data examples are presented and analyzed to demonstrate the practical usefulness of the proposed method. We conclude the paper in Section 4 and provide the technical proofs in Section 5.
Main Results
Let
, and ε = (ε 1 , . . . , ε n ) T . In matrix notation, the regression model is
where Cov(ε) = σ 2 Σ. Hall et al. (1990) assumed Σ = I. We extend the optimal differencebased variance estimation to a general covariance matrix Σ. We need assumptions on the design points, the mean function, and the random errors.
Assumption 1: The design points
Assumption 2:
The mean function f (x) satisfies the following Lipschitz condition |f (
Uncorrelated Errors
We first consider uncorrelated but heteroscedastic errors. Specifically, we take
where the constants c i > 0 are assumed to be known. Without loss of generality, we assume that ∑ n i=1 c i = n. When Σ = I, the expectation of the estimator at (3) is
Under Assumptions 1 and 2,
H is an asymptotically unbiased estimator σ 2 in homoscedastic nonparametric regression when m = n r with 0 ≤ r < 2/3. When Σ ̸ = I, we have
Here the bias term forσ 2 H is non-negligible when the c i values, with i close to 1 or n, are significantly far from 1. We propose a new difference-based estimator of σ 2 that is asymptotically unbiased.
Under mild conditions, we can verify thatσ 2 new is an asymptotically unbiased estimator of σ 2 . For ease of notation, let d
where the difference sequence {d
Note that the sequence {d ′ j } in (6) differs from the sequence {d j } in (2) except when Σ = I. With the sequence {d ′ j }, the proposed estimatorσ 2 new has the quadratic form, 
where
The proof of Theorem 1 is given in Section 5. When the ε i are normally distributed,
, and the optimal sequence {d
For m = 1, the optimal sequence is {d
the optimal sequence can be numerically computed by the Lagrange multiplier method.
When the ε i are non-normally distributed, the optimal sequence {d
where 
Correlated Errors
We consider correlated errors. Specifically, let Σ = (c jk ) n×n be a known non-diagonal matrix. Under this setting, the expectation of Hall's estimator is
where the difference sequence {d j } satisfies 
The proof is given in Section 5. Here the optimal sequence {d j } is obtained by mini-
For m = 1, the optimal sequence is {d 0 ,
. For m ≥ 2, the optimal sequence can be numerically computed by the Lagrange multiplier method.
When Σ has a special structure, one can say more. For instance, when Σ is the Toeplitz
it can be shown that the optimal sequence {d j } is obtained by minimizing
In particular, for m = 1 the optimal sequence is given as {d 0 ,
The higher-order optimal sequence, accordingly, can be obtained numerically by the Lagrange multiplier method.
Consider the first-order autoregressive model
where ε t are the i.i.d. random errors with mean zero and variance σ 2 , with ρ known. Let
In matrix notation, the model can be written as Y = f +ε, where
For m = 1, by minimizing its asymptotic MSE we have the optimal sequence as {d 0 , 
Simulation Study
We conducted three simulation studies to evaluate the finite sample performance of the proposed estimators. We compared our proposed estimators with Hall's estimatorσ 2 H1
using the optimal sequence derived in Hall et al. (1990) , and Hall's estimatorσ 2 H2 using the optimal sequence derived in Theorem 1.
The first simulation study considered a regression model with uncorrelated errors. Let
being generated from the standard exponential distribution with parameter λ = 1, so ∑ n i=1 c i = n and Σ = diag(c 1 , . . . , c n ). With m = 2, the optimal sequences of {d 0 , d 1 , d 2 } and {d
′ 2 } can be obtained by minimizing the corresponding quantities in Theorem 1 along with the information in Σ. We considered the mean functions f 1 (x) = 5x, f 2 (x) = 5x(1 − x), and f 3 (x) = 5 sin(2πx). We took σ = 0.5 and 2, corresponding to small and large variances, and n = 20, 30 and 40. In total, there are 18 combinations of simulation settings. For each setting, we repeated the simulation 1000 times, and report the means, standard errors and MSEs forσ and f 3 (x) = 5 sin(2πx). The variance function v(x) was 1 + 0.5x and the sample size was n = 1000. We repeated the simulation 1000 times for each setting and report the estimated values of a and b in Table 2 . Table 3 . There the proposed estimator outperforms the existing estimator with a parametric form of the variance function assumed. A third study considered correlated errors, with Σ a n × n symmetric matrix, diagonal elements of 2.5 and off-diagonal elements of 0.9 |i−j| for 1 ≤ i, j ≤ n and i ̸ = j. We simulated the random errors ε from N n (0, Σσ 2 ) independently. All other settings were the same as before. We chose m = 2 and comparedσ 
Applications
In this section, we applied the proposed method to the nonparametric regression model with repeated measurements, and to the semiparametric partially linear model.
Nonparametric Regression With Repeated Measurements
Consider the nonparametric regression model with repeated measurements
where ε ij are i.i.d. normal with zero mean and variance σ 2 . All other settings are the same as those at (1).
To estimate σ 2 , consider the within-design-point variation. Let S
2 /(r i − 1) be the sample variance of the repeated observations in the ith design point, 
where κ = ∑ n i=1 (r i − 1). We takeσ
As only information within design points is being used, refer toσ 2 1 as the within-designpoints estimator.
For the between-design-point variation,ε i = ∑ r i j=1 ε ij /r i . Then, E(ε i ) = 0 and var(ε i ) = σ 2 /r i . Using the average information, the regression model (14) reduces tō
a heteroscedastic nonparametric regression model with uncorrelated errors var(ε i ) = σ 2 /r i . Thus, by Section 2.1 we can also estimate σ 2 bŷ
We refer toσ 2 2 as the between-design-points estimator as it does not take the advantage of the repeated measurements. 
where 0 ≤ α ≤ 1 is the tuning parameter. AsȲ i and S 2 i are independent of each other, σ 2 1 andσ 2 2 are independent, and
The optimal tuning parameter α is then chosen to minimize MSE(σ 2 3 (α)),
From Theorem 1 and the fact that MSE(σ 2 1 ) = 2σ 4 /κ, we estimate α bŷ
In the special case when r i are all the same, the estimated optimal tuning parameter can be simplified asα opt = {1 + (2m + 1)κ/(2mn)} −1 . With the estimated tuning parameter, we estimate σ 2 byσ 2 3 (α opt ) and refer to it as the combined estimator.
Simulation Study
We conducted a simulation study to evaluate the finite sample performance ofσ 2 1 ,σ 2 2 , andσ 2 3 (α opt ). The design points were x i = i/n and the ε ij were i.i.d. N (0, 1). We took f (x) = sin(2πx). The measurement numbers of all samples were set to 1 + b i , where the b i were generated from the binomial (3, 0.4). We took n = 25, 50, and 200. In our simulations, the difference sequence {d j } was the optimal sequence. The order m of optimal sequence was m = 1, 2, 3 and 4. For comparison, we also considered a residualbased estimator of the formσ
We used cubic spline smoothing to estimate f , with smoothing parameter selected by generalized cross validation, and refer to the variance asσ 2 spline . In total, we had 12 combinations of simulation settings.
For each setting, we generated observations and computed the estimatorsσ
spline . 1000 times, and report the mean squared errors in Table 5 . Simulation results indicate that the proposed estimatorσ 2 3 (α opt ) has a smaller MSE than the other estimators in all settings when the sample size is small; for large sample sizes, the performance ofσ 2 3 (α opt ) is still comparable with that of the residual-based estimator. 
Data Examples
The first data set was from Interactive Data Analysis (McNeil (1977) ) and named "cars", it can be downloaded in the R package "datasets". There are 50 observation measurements on the speed of a car in mph and the distance taken to stop, in ft. We took distance as the response variable. From the scatter plot and the fitted smoothing spline curve (the left figure in Figure 1 ), we observe a nonlinear relationship with heteroscedastic errors. The The second data set consisted of measurements of the fetal mandible. It is named "Mandible" and can be downloaded in the R package "lmtest" (Chitty, Campbell and Altman (1993) , Royston and Altman (1994) ). There are 167 observations on gestational age in weeks and mandible length in mm. The scatter plot in Figure 1 
Semiparametric Partially Linear Model
Consider the semiparametric partially linear model
where the X i are known p-dimensional vectors with p < n, β is an unknown p-dimensional parameter vector, f is an unknown smooth function, and the ε i are i.i.d. random er-rors with mean zero and variance σ 2 . To estimate σ 2 , Wang et al. (2011) proposed a difference-based method. They applied Hall et al. (1990) 's optimal sequence to remove the nonparametric part, and then used a linear regression to estimate β. They used the residuals to estimate σ 2 .
Our proposed method can be applied when Σ ̸ = I, or when Σ = I but there are repeated measurements at certain design points (X i , z i ). We discuss another setting in which our method can be applied.
Rewrite (23) in matrix form as
ThenDY =DXβ +Df +Dε ≈DXβ +Dε. This leads tõ
whereỸ =DY ,X =DX, andε =Dε. Accordingly, the the least squares estimator of
It is easy to verify that E(e) = 0 and var(e) = σ 2 Σ, where Σ = (
Here Σ is totally specified since the X i are known, andD can be derived too. Hence, (26) is a heteroscedastic nonparametric regression with a known covariance matrix, and suitable for our proposed method.
Simulation Study
We conducted a simulation study to evaluate the performance of our proposed estimator in partially linear models, and compared it with the residual-based estimator in Wang et al.
(2011), denoted byσ 2 W . For the linear component, we took β = (2, 2, 4) T and generated
3 ), where I 3 is a 3 × 3 identity matrix. As the nonparametric component, we took f (z) = 5 sin(ωπz) with ω = 1, 2, and 4. The design points were
The random errors ε i were independent N (0, σ 2 ) with σ = 0.5 and 2. We considered the difference order m = 2. Forσ Table 6 . Our proposed estimator performs as well as the residual-based estimatorσ 
Discussion
We have considered the estimation of the residual variance in nonparametric regression when the random errors are heteroscedastic but known. Our proposed estimators are asymptotically unbiased and also have a smaller MSE than existing estimators. We applied the proposed methods to nonparametric regression models with repeated measurements and to semiparametric partially linear models. Data examples and simulation studies suggest that the proposed methods work well in a wide range of problems. Of course, we hope to clarify that when the prior information on Σ is limited, the proposed method may not be practically useful. Further research is needed in this direction. 
The derivation of MSE(σ 2 H ) is similar and so is omitted here. ) .
Proof of Theorem

