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Abstract
The most basic structure of chiral conformal field theory (CFT) is the Ver-
linde ring. Freed-Hopkins-Teleman have expressed the Verlinde ring for the
CFT’s associated to loop groups, as twisted equivariant K-theory. We build on
their work to express K-theoretically the structures of full CFT. In particular,
the modular invariant partition functions (which essentially parametrise the
possible full CFTs) have a rich interpretation within von Neumann algebras
(subfactors), which has led to the developments of structures of full CFT such
as the full system (fusion ring of defect lines), nimrep (cylindrical partition
function), alpha-induction etc. Modular categorical interpretations for these
have followed. For the generic families of modular invariants (i.e. those asso-
ciated to Dynkin diagram symmetries), we provide a K-theoretic framework
for these other CFT structures, and show how they relate to D-brane charges
and charge-groups. We also study conformal embeddings and the E7 modular
invariant of SU(2), as well as some families of finite group doubles. This new
K-theoretic framework allows us to simplify and extend the less transparent,
more ad hoc descriptions of these structures obtained previously within CFT.
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1 Introduction
The representation ring RG of a compact, connected, simply-connected Lie group G
can be realized as the equivariant (topological) K-group K0G(pt) of G acting triv-
ially on a point pt. For each k ∈ Z, an analogue of RG for the loop group
LG is the Verlinde ring Verk(G), a finite-dimensional quotient of RG correspond-
ing to the positive-energy representations of LG of level k. Freed–Hopkins–Teleman
[33, 34, 35, 36] identify the Verlinde ring Verk(G) with the twisted equivariant K-
group τKdimGG (G) for some twist τ ∈ H3G(G;Z) depending on k, where G acts on itself
by conjugation. The ring structure of Verk(G) is recovered from the push-forward of
group multiplication m : G × G → G, whereas its RG-module structure comes from
the push-forward of the inclusion 1 ↪→ G of the identity.
Freed-Hopkins-Teleman interpret their theorem within the context of 3-dimensional
topological quantum field theory, namely as a K-theoretic expression for the func-
torial image of the torus, or equivalently for the Grothendieck ring of the image of
a circle. But it is also a theorem in 2-dimensional conformally invariant quantum
field theory (CFT), namely a K-theoretic expression for the fusion coefficients of the
CFT describing strings living on G.
Conformal field theories are a class of extremely symmetrical 2-dimensional quan-
tum field theories. Several profound points of contact between them and mathematics
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proper have been developed in the past 30 years or so. A CFT consists of two semi-
autonomous chiral halves (each of which can be thought of as a vertex operator
algebra (VOA)); how those halves are glued together into the full CFT is described
by what is called there the 1-loop partition function or modular invariant . More pre-
cisely, knowing the modular invariant is equivalent to knowing how the state-space
(the space Segal’s functor [70] associates to the circle) decomposes into irreducibles
of both chiral VOAs. On the other hand, the Verlinde ring is chiral, being the ring
of modules of the VOA using a tensor product called fusion.
A rich structure (full system, alpha-induction etc) associated to full CFT was
realised mathematically in the sufferable or braided subfactor N ⊂M interpretation
by Bo¨ckenhauer, Evans, Kawahigashi, Pinto etc (see e.g. the reviews [6, 7]), and
transported to the categorical setting by Fuchs, Fro¨hlich, Ostrik, Runkel, Schweigert
etc (see e.g. the review [37]). It is this subfactor formulation, rather than the vertex
operator algebra one (see e.g. [44, 45]), which is the inspiration for the current
work. In this picture, the Verlinde ring is a nondegenerately braided system of
endomorphisms on the factor N , while the full system (known physically as the
fusion ring of defect lines) consists of endomorphisms on the factor M ; two natural
maps from the Verlinde ring to the full system, built up from the braiding, are called
alpha-induction. The neutral system is a nondegenerately braided subsystem of the
full system corresponding to the maximal possible VOA. The nimrep consists of
maps N → M , known as boundary states; note that both the Verlinde ring and the
full system act on it. We also have D-brane charges, i.e. numerical assignments to
the boundary states, i.e. to the nimrep, which respect the Verlinde action.
Interpretting Freed-Hopkins-Teleman within the CFT context suggests several
related developments, many of which are provided in this paper. Fix a group G and
level k. The different full CFTs associated to G and k are largely parametrised by
their modular invariants. For each choice of viable or sufferable modular invariant
(that is, one realised by a CFT), we have these structures of the corresponding full
CFT (namely, the full system etc), related to but going beyond the Verlinde ring.
We seek their K-theoretic descriptions.
When G is a finite group, Evans [24] does this. Here the twist τ lies in the group
cohomology H3G(pt;T). The sufferable modular invariants for the twisted double
Dτ (G) are parametrized by certain pairs (H,ψ) for a subgroup H of G × G and
ψ ∈ H2H(pt;T) [28, 65]. LetH×H act onG×G on the left and right: (hL, hR)·(g, g′) =
hL(g, g
′)h−1R . Then
τ,ψK0H×H(G×G) can be defined and identified with the full system,
and again τ,ψK1H×H(G × G) = 0 (at least when the twists τ and ψ are trivial).
Choosing H to be the diagonal subgroup isomorphic to G recovers the Verlinde ring.
As warm-up, we work out explicitly here the story for certain classes of finite
groups (cyclic and dihedral). But our real interest is Lie groups. From this point of
view, Lie groups are much more complicated than finite groups — for example, there
is no direct analogue of the (H,ψ) parametrization of sufferable modular invariants
— but [25] argues that similar extensions of Freed–Hopkins–Teleman can be expected.
This paper establishes several of these, going far beyond [25].
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We start with the case of an n-torus, which we work out in complete detail.
Its Verlinde ring was determined K-theoretically in [35] (the bundle picture was
described in [25]); in section 3 we find the full system, nimrep, alpha-induction etc
for any modular invariant. We find that all modular invariants are sufferable, with a
unique full system, nimrep etc. To our knowledge, this result is new.
Consider now G compact, connected, and simply-connected; then the twist
τ ∈ H3G(G;Z)∼= Z can be identified with the level. In section 5 we study the most
important source of modular invariants for these G, the so-called simple-current
invariants , i.e. modular invariants associated to symmetries of the affine Dynkin
diagram of G. The corresponding full CFTs describe strings living on the non-
simply-connected groups G/Z (for Z a subgroup of the centre of G). For these we
develop a complete theory. In particular, the full system is given by the twisted
equivariant K-theory of G×G acting diagonally on (G/Z0)× (G/Z0) for some sub-
group Z0 of Z. By contrast,
τKdimGG (G/Z) for G acting adjointly on G/Z is the
associated nimrep (this K-group vanishes in degree dim(G) + 1), and τ
′
KdimGG/Z0 (G/Z0)
again for the adjoint action gives the neutral system. We give the alpha-inductions
below. To our knowledge, these expressions have not appeared in the literature in
this generality. For a concrete example, we work out the case G = SU(2) and
Z = {±I} explicitly.
A representation-theoretic expression for the nimrep of these simple-current mod-
ular invariants had been conjectured in [4, 42]; in Theorem 3 below we prove this
conjecture and rewrite the nimrep in a considerably simpler way. This is one of the
main results of the paper. We were led to this description by trying to match the
conjectured expression for the nimrep with the expected K-group.
Fix again a compact, connected, simply-connected group G. The generic modular
invariants of G are expected to be the simple-current invariants and their twists by
outer automorphisms (i.e. for each G we expect only finitely many additional modular
invariants, over all levels k). We give in sections 4.2 and 5.3 a complete K-homological
description for the outer automorphism twists of simple-current invariants for any
subgroup Z (possibly trivial) of the centre of G. We compare our K-homological
descriptions with the analogous descriptions (when they exist) coming from conformal
field theory (see e.g. [40, 41, 42, 43]). They match beautifully. Nothing like this to our
knowledge has appeared in the literature. These systematic K-theoretic expressions
should be contrasted with the ad hoc expressions in the CFT literature.
Twisted K-theory formulations of D-brane charge groups have long been known.
We show these fit naturally within our framework: in particular the assignment of D-
brane charges amounts to the forgetful functor from the nimrep to the charge group.
To our knowledge, this has not appeared in the literature before in this generality.
For example, the modular invariants for G = SU(2) fall into an A-D-E pattern.
In this familiar case, the only modular invariants which remain unaccounted for are
the three nongeneric, i.e. exceptional, ones E6,E7,E8. Of these, two (namely E6
and E8) are due to conformal embeddings. These arise when the modular invariant
is of pure extension type (these are called type I ) and the maximal chiral extension
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corresponds to a group H ≥ G at level 1. In [25] we approximated the full system for
any conformal embedding by τKdimGG (H) where the subgroup G acts adjointly on H.
This is clearly a part of the story here: we could see the level change in the bundles in
going to the subgroup (e.g. from G2 level 1 to SU(2) level 28), and we observed that
McKay’s A-D-E name for the largest finite stabiliser for H-conjugation on G matched
the Cappelli-Itzykson-Zuber name for the corresponding modular invariant. In this
paper we propose (in the spirit of [24]) to realize the full system by τKG×G0 (H ×H)
where now the action is given by (g, g′).(h, h′) = (ghg′−1, gh′g′−1). This tightens the
match with the full system. Finally, we can K-theoretically identify most of the full
system for the remaining SU(2) modular invariant E7. See section 6 for the details
of our treatment of these exceptional modular invariants.
The point of our work is not merely to translate everything in CFT into K-theory,
but rather to demonstrate that the latter provides systematic tools for understanding
the former. For example, as explained in section 4.2, the easiest way to prove the
conjectured picture in CFT for nimreps associated to outer automorphisms would be
to relate it to our K-homological description. Indeed as already mentioned, we were
led to our proof ( see Theorem 3 below) that the conjectured nimrep for simple-current
invariants is a nimrep, by K-homological considerations. Or consider a modular
invariant Z. It may or may not correspond to an CFT; for example in general
there will not exist the necessary extra structure, e.g. even a nimrep, compatible
with it. Subfactor theory elegantly describes these extra structures but there still
remains the problem of showing existence. For example, to establish that all modular
invariants for SU(3) are realised by subfactors, Evans-Pugh [29, 30] start with the
nimrep graphs, construct for them the Boltzmann weights, construct from this the
subfactors, compute the nimreps and recover the graphs they started with. What
is needed is something more systematic, which for instance does not need to know
what the nimrep graphs are expected to be. A motivation for our present and future
K-theory work is to help provide tools for showing that certain modular invariants
are realised by CFT (i.e are sufferable) and for finding the extra structure. Here
by K-theory we really mean the concepts of vector bundle/Fredholm module/cycle,
not just the equivalence classes (i.e. K-groups themselves) which would only produce
graphs. This point is also discussed at the end of [25]. In addition, we hope this
more conceptual approach to the structures of full CFT will help interpret the so-
called exotic modular tensor categories (associated to e.g. the Haagerup subfactor)
as combinations of loop group and finite group systems (see [26]).
The modular invariant is an integral matrix indexed by the primaries (the pre-
ferred basis in the Verlinde ring), and as such is a linear map between K-groups.
As proposed in [25], it should be understood as an element of KK-theory. Likewise
for alpha-induction and sigma-restriction. In the special case of the double of finite
groups (with trivial H3 twist), a natural basis can be found in which the modular
group acts by permutation matrices, and so in this case these matrices can also be
interpreted as KK-elements. Given the accomplishments of this paper, developing
these pictures is the natural next step.
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2 Review and notation
2.1 Groups, representations and cohomology
See [25] for details and references. For any compact, finite-dimensional group G, we
write RG for the representation ring (equivalently, character ring) of the group G, the
span over Z of the (isomorphism classes of) irreducible representations (= irreps). For
arbitrary compact, connected, simply-connected Lie G of rank r, we write ρλ for the
irrep with highest weight λ ∈ Zr≥0 := P+(G). Write Λ1, . . . ,Λr for the fundamental
weights; then as is well-known RG is the polynomial ring Z[ρΛ1 , . . . , ρΛr ].
It is convenient to introduce special notation for three common RG:
RSU2 = Z[σ] = span{σ1, σ2, . . .},
RO2 = Z[δ, κ]/(δκ = κ, δ2 = 1) = span{1, δ, κ1, κ2, . . .},
RT = Z[a±1] = span{1, a, a−1, a2, a−2, . . .},
where σi is the i-dimensional SU(2)-representation (so σ = σ2 is the defining rep-
resentation), δ = det, κi is the two-dimensional O(2)-representation with winding
number i (so κ = κ1 is the defining representation), and a
i is the one-dimensional
representation for the circle SO(2) = U(1) = S1 = T with winding number i.
It is convenient to extend the notation to σ0 = 0, κ0 = 1 + δ, and σ−n = −σn and
κ−n = κn for all n ∈ Z>0. Some inductions we need are Dirac induction D-IndSU2T ,
which sends ai to σi, and Ind
O2
T , which sends a
i to κi.
When the fundamental group pi1(G) is not trivial, we can define spinors. Con-
sider G = SO(2n + 1), the quotient of Spin(2n + 1) by its centre Z = {1, z}: the
Spin(2n+ 1)-irreps have highest weight λ = (λ1, . . . , λn) ∈ Zn≥0; the value of the λ-
irrep on z ∈ Z is (−1)λn . The representation ring RSO(2n+1) is the Z-span of the irreps
with λn even; the spinors are the irreps with λn odd, and their Z-span R−SO(2n+1) is a
module for RSO(2n+1).
Suppose φ : H → G is a group homomorphism. Write ∆H for the diagonal
subgroup {(φ(h), φ(h)) : h ∈ H} of G × G. Write ‘Had on G’ for the adjoint action
of H on G, where h.g = φ(h)gφ(h)−1, and write ‘HL on G’ (resp. ‘HR on G’) for the
left (right) action h.g = φ(h)g (resp. h.g = gφ(h−1)).
For reasons explained next subsection, we are interested in equivariant cohomol-
ogy, in particular H1G(X;Z2) and H3G(X;Z) when G is a group acting on X. These
are defined through the Borel construction HnG(X;A) = H
n((EG × X)/G;A). Here
EG is a contractible space on which G acts freely, and the quotient is taken for
the diagonal action, and where BG = EG/G is the classifying space of G, so that
H∗G(point) ' H∗(BG). If N is a normal subgroup of G acting freely on X, then we
have the natural isomorphism
H∗G(X;A) ' H∗G/N(X/N ;A) . (2.1)
It is often convenient to compute these cohomology groups using spectral se-
quences via the fibration X → (EG ×X)/G → BG. Then Ep,q2 = HpG(pt;Hq(X;Z))
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converges to H∗G(X). When G is compact, connected, and simply-connected,
H∗G(pt;Z) ' Z ⊕ 0 ⊕ 0 ⊕ 0 ⊕ Z ⊕ · · · and H∗(G;Z) = Z ⊕ 0 ⊕ 0 ⊕ Z ⊕ · · · , while
H∗G(pt;Z2) ' Z2⊕0⊕0⊕· · · and H∗(G;Z2) ' Z2⊕0⊕· · · . Spectral sequence compu-
tations then identify both H3
Gad
(G;Z) and H3
Gad
(Gω;Z) with H0G(pt;H3(G;Z)) = Z,
where ω is an outer automorphism and Gω ⊂ Go〈ω〉, with the natural adjoint action
on the semi-direct product. Similar computations show that, for Z a subgroup of the
centre of G,
H3Gad(G/Z;Z) ' H3Gad×ZL(G;Z) ' Z , H1Gad(G/Z;Z2) ' Hom(Z,Z2) . (2.2)
Given any nontrivial  ∈ H1G(pt;Z2), i.e. a continuous group homomorphism
 : G→ Z2, the subgroup H := ker  of G is index 2. There are two types of G-irreps
ρ (see [25, Sect.2.1] for details):
type 2
1
: there is an inequivalent G-irrep ρ′ such that ResGHρ ' ResGHρ′ is irreducible;
type 1
2
: ResGHρ = ρ1 ⊕ ρ2 where ρi are H-irreps.
By the graded representation ring RG [33, Sect.4],[25, Sects.1.2,2.1] we mean the
Z-span of formal differences ρ1 	 ρ2 = −(ρ2 	 ρ1) over all type 12 G-irreps ρ. By R1G
we mean the Z-span of formal anti-symmetrisations ρ− := (ρ− ρ′)/2 = −ρ′− over all
type 2
1
G-irreps ρ.
2.2 Twisted equivariant K-theory
We are interested in K-groups τK∗G(X) and K-homology
τKG∗ (X), where G is a
compact group acting on topological space X and the twist τ lies in the equivariant
graded Brauer group H1G(X;Z2)×H3G(X;Z) which classify graded Z2 G-equivariant
continuous trace algebras with spectrum X. Here, ‘×’ denotes Cartesian product;
the group structure involves the Bockstein homomorphism, see e.g. [25, eqn.(1.4)].
Strictly speaking, we should use the label τ for the graded G-equivariant bundle of
compacts on X rather than its equivalence class. The corresponding twisted equiv-
ariant K-groups for equivalent bundles are isomorphic but not canonically. For the
definition, basic properties, and original references of twisted equivariant K-theory,
see [1, 55, 25].
Bott periodicity says τKi+2G (X) =
τKiG(X) and
τKGi+2(X) =
τKGi (X), for all
G,X, i. The additive groups τK∗G(X) and
τKG∗ (X) carry an RG-module structure.
When  ∈ H1G(pt;Z2), then K∗G(pt) = RG ⊕ R1G, where the graded representation
rings were defined last subsection. On the other hand, twisting by H3G(pt;Z) intro-
duces spinors. For example, H3SO(n)(pt;Z) ' Z2, which we label as ±. The for the
twist labelled −, we have −K∗SO(n)(pt) ' R−SO(n).
We freely interchange K-theory and K-homology, using whichever is more con-
venient or appropriate, through Poincare´ duality [72, 22, 14], which for a compact
manifold X says
τKGi (X) ' τ
′
Ki+dimXG (X) , (2.3)
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where τ + τ ′ = (swG1 (X), sw
G
3 (X)) ∈ H1G(X;Z2) × H3G(X;Z). Here swG1 is the
G-equivariant Stiefel–Whitney class and swG3 is the integral G-equivariant Stiefel-
Whitney class.
For X a compact manifold fixed pointwise by G, and H a subgroup of G, we know
K∗G(X ×G/H) = K∗H(X) (see [69]) and hence
KG∗ (X ×G/H) ' τ
′
KH∗+dimG+dimH(X) (2.4)
by Poincare´ duality, for the appropriate twist τ ′. If N is a normal subgroup of G,
and N acts freely on X, then using (2.1)
τKG∗ (X) ' τKG/N∗ (X/N) . (2.5)
If instead X is fixed by H and the twist τ ∈ H1G×H(X;Z2) × H3G×H(X;Z) lies in
(H1G(X;Z2)⊗ 1)× (H3G(X;Z)⊗ 1) then
τK∗G×H(X) ' RH ⊗Z τK∗G(X) . (2.6)
Let U be a G-invariant open subset of X, and τ ′ and τ ′′ be the restrictions of the
twist τ on X to U and X/U , respectively. Then the six-term exact sequence says:
τ ′KG0 (U) ←− τKG0 (X) ←− τ ′′KG0 (X/U)
↓ ↑
τ ′′KG1 (X/U) −→ τKG1 (X) −→ τ ′KG1 (U)
. (2.7)
The Hodgkin spectral sequence (see e.g. [25, Sect 3.3]) explains how to re-
strict G-equivariance in K-theory to a subgroup H. It starts from a closed sub-
group H of a Lie group G with torsion-free pi1, and a G-action on space X, and
defines Ep,q2 = Tor
p
RG
(RH ,
τKqG(X)); the resulting spectral sequence of RG-modules
strongly converges to τ
′
K∗H(X), where τ
′ is the image of τ under the natural map
H3G(X;Z)→ H3H(X;Z) restricting G-equivariance to H.
It is useful to have explicit descriptions of the Dixmier-Douady bundles repre-
senting the twists relevant to these K-groups τK∗G(X). These are bundles over X
with fibre the compact operators K = K(H) on a G-Hilbert space H, where we
usually require G-stability H ' H ⊗ L2(G) (i.e. each G-irrep appears in H with
infinite multiplicity). Many of these were constructed in [25, Sect.2.2]; we’ll quickly
sketch two of them. Consider first kK∗Tad(T) for the circle T = R/Z, where k is in
Z ' H3T(T). Here we can simply take H = L2(T). Let Uk ∈ U(H) be the unitary
operator defining the equivalence pi ⊗ ak ' pi, where pi is the regular representation
of T and ak ∈ RT. The sections of our bundle are maps f : R → K, continuous
on [0, 1], satisfying f(t) = Ukf(t + 1)U
∗
k for all t ∈ R. The T-action is defined by
(t.f)(s) = Ad(pi(t))f(s).
Consider next kK∗
Gad
(G) for G = SU(2), and k in Z ' H3SU(2)(SU(2)). Here,
H = L2(G) ⊗ `2, with regular G-representation pi ' ∑n σn ⊗ 1∞ where σn denotes
the n-dimensional irreducible representation of SU(2) and 1∞, the identity operator
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on `2. The conjugacy classes of G are parametrised by the Stiefel diagram S, the
points in half of a maximal torus T (say diag(eıt, e−ıt) for 0 ≤ t ≤ pi). Cover G with G-
invariant open sets D1, D2 containing I,−I respectively. On each fibre (x, c)i, x ∈ Di,
c ∈ K, we define the G-action g.(x, c)i = (gxg−1,Ad(pig)c)i. Define Uk ∈ U(H) as in
Section 2.2 of [25]; restricting pi to the maximal torus T , i.e. considering weight spaces
Vm,n−1, m = n, n− 2, . . . , 2− n,−n (for convenience write Vm,−n+1 when m < 0), Uk
acts as the shift operator Vm,n−1 → Vm−k,n−1−k. For x ∈ D1 ∩ D2 ∩ S, the gluing
condition is (gxg−1, c)1 = (gxg−1,Ad(pigUkpi−1g )c)2. Then for x ∈ D1 ∩D2 ∩ S, when
g ∈ ZG(x) = T , pigUkpi−1g = λkUk where λk is the character ak ∈ RT (consistency
requires that it be a character).
Some of our nimreps involve the product τKG
ad
0 (G)×τ ′KGad0 (G/Z)→ τ ′KGad0 (G/Z),
for Z a subgroup of the centre of G (the relation between the twists τ, τ ′ is described
in section 5.2), which arises through the push-forward of the products g ∗ g′ 7→ gg′
and g ∗ h 7→ φ(g)h on the spaces (where φ is the projection G → G/Z) — these
are clearly G-equivariant. It will sometimes be convenient to rewrite τ
′
KG
ad
0 (G/Z) as
τ ′KG
ad×ZL
0 (G), but the product in this case is again given by g∗g′ 7→ gg′. Some of our
full systems involve a product on τKG
ad×ZL×ZR
0 (G) or
τKG
ad×ZL
0 (G), making them
into rings; this arises through the convolution product g∗g′ 7→ ⊕z∈Zgzg′ (at least when
Z is finite). The product τK0
GL1×GR2
(H×H)×τ ′K0
GL2×GR3
(H×H)→ τ ′′K0
GL1×GR3
(H×H),
for subgroups Gi of a finite group H × H, arises through the convolution product
(h1, h2) ∗ (h′1, h′2) 7→ ⊕g∈G2(h1, h2)g(h′1, h′2) — the relation of the twists τ, τ ′, τ ′′ is
explained in [24]. For Lie groups this product is going to be more subtle, see e.g. the
work of Jeffrey–Weitsman [52] on the product of conjugacy classes.
In twisted K-theory, the naive product would add the twists. A twist-preserving
product arises for instance when the twist is transgressed [73], i.e. lies in the image
of the appropriate map H iG(pt;A) → H i−1G (X;A). A twist τ ∈ H3G(G;Z) only de-
termines the K-theory τK∗G(G) as an additive group; the ring structure comes from
a choice of lift (if it exists) of the 3-cocycle τ to H4G(pt;Z). But for G compact,
connected, simply-connected, transgression identifies H4G(pt;Z) with H3G(G;Z) so τ
parametrizes the full ring structure.
We can see directly the action of the kth roots of unity in T on the K-group
kK1T(T). For this purpose, instead of placing a copy of the twisting unitary Uk =
Uk1 at each integer, it is more convenient to place U1 at each point in
1
k
Z, as was
done at the end of [25, Sect.3.1]. A section now consists of k continuous maps
fl : [0,
1
k
]→ K for l ∈ Zk, related by fl( 1k ) = Ad(U1)fl+1(0) for all l. Recall from [25,
Sect.3.1] the identification of the basis of kK1T(T) as roots of unity in T. We get a
Zk-action on this bundle, and hence on kK1T(T), by sending section (f0, . . . , fk−1) to
(fl, fl+1, . . . , fl+k−1), or equivalently fibre (t, c) to (t+ lk , c).
2.3 Rational conformal field theory and subfactors
Rational conformal field theories (RCFT) can be formulated within an algebraic the-
ory of vertex operator algebras (VOA’s), see e.g. [44], or conformal nets of subfactors
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see e.g. [57, 80, 7, 8, 67, 56]. For the case of Wess-Zumino-Witten or loop group
models, either formulation is equally valid or sufficient. For constructing possibly
more exotic models, subfactor theory has thrown up interesting candidates [26].
In the VOA picture the chiral data of an RCFT consists of a rational vertex opera-
tor algebra (VOA) V whose category of modules forms a modular tensor category. In
subfactor theory, a factor N is obtained as a local factor N = N(I◦) of a conformally
covariant quantum field theoretical net of factors {N(I)} indexed by proper intervals
I ⊂ R on the real line arising e.g. from current algebras defined in terms of local loop
group representations. The N -N system NXN is obtained as restrictions of Doplicher-
Haag-Roberts morphisms (cf. [51]) to N . We write Σ(NXN) for the endomorphisms
which decompose into a finite number of irreducibles from NXN . Typically these en-
domorphisms will be braided, indeed non-degenerately braided, and again will yield
a modular tensor category.
The finitely many irreducibles (the simple objects in the modular tensor cate-
gory) are called the primaries λ ∈ Φ. The (commutative associative semi-simple)
Grothendieck ring of this category, with preferred basis Φ, is called the fusion ring or
Verlinde ring Ver. Write λµ =
∑
ν∈ΦN
ν
λ,µν. The vacuum primary (corresponding to
V-module V itself in the VOA picture or the identity endomorophism in the subfactor
setting), is the unit in Ver, denoted 1. The simple-currents j ∈ Φ are the invertible
primaries, i.e. those for which there is a j′ ∈ Φ such that jj′ = 1. Multiplication in
Ver by a simple-current permutes the primaries. The simple-currents form a group,
by composition of those permutations; if j, j′ are two simple-currents, then
N jj
′ν
jλ,j′µ = N
ν
λ,µ . (2.8)
The modular tensor category comes with unitary representations of the braid
groups and mapping class groups. In particular we get a unitary representation of
the modular group SL(2,Z) on the complexification C ⊗Z Ver: write
(
0 −1
1 0
) 7→ S
and
(
1 1
0 1
) 7→ T , a diagonal matrix. Charge-conjugation C = S2 is an involution on
Ver, which permutes the primaries; then SCλ,µ = Sλ,Cµ = S
∗
λ,µ and TCλ,Cµ = Tλ,µ for
all primaries λ, µ. For any simple-current j, there is a function Qj : Φ → Q such
that Sjλ,µ = exp[2piıQj(µ)]Sλ,µ. The simple-currents are precisely those primaries
j ∈ Φ whose quantum-dimension Sj,1/S1,1 equals 1. The Verlinde formula says that
the matrices Nλ = (N
ν
λ,µ) are simultaneously diagonalised by S and have eigenvalues
Sλ,µ/S1,µ, of multiplicity 1 for each µ ∈ Φ. The Perron-Frobenius eigenvalue of the
nonnegative matrix Nλ is the quantum-dimension Sλ,1/S1,1.
Definition 1. A matrix Z = (Zλ,µ)λ,µ∈Φ is called a modular invariant if ZS = SZ,
ZT = TZ, each entry Zλ,µ is a nonnegative integer, and Z1,1 = 1.
The modular invariant describes how the space of states of the RCFT carries a
representation of the modular tensor category. For example, Z = I and Z = C are
both modular invariants; when Z is a permutation matrix it is called an automorphism
invariant. Automorphism invariants Z are special among modular invariants in that
matrix multiplication ZZ ′ or Z ′Z are modular invariants iff Z ′ is.
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This data (the basis Φ, the ring Ver, and the matrices S, T,Z) helps define the
bulk CFT, which describes closed string theory. Boundary CFT (see e.g. the review
[66]), describing open strings, starts with a finite set of boundary states x ∈ B. The
Verlinde ring acts on the Z-span of these x, and this module structure is called a
nimrep, written λx =
∑
y∈BN yλ,xy. More precisely:
Definition 2. A set of matrices Nλ = (N yλ,x)x,y∈B, for all λ ∈ Φ, is called a nimrep
if all entries N yλ,x are nonnegative integers, NλNµ =
∑
ν∈ΦN
ν
λ,µNν, NCλ = N tλ, and
given any x, y ∈ B there is a λ ∈ Φ such that N yλ,x 6= 0. Two nimreps N ,N ′ are
called equivalent if there is a permutation matrix P such that PNλP−1 = N ′λ.
P defines the identification of the boundary states B and B′. An analogue of the
Verlinde formula holds, namely
N yλ,x =
∑
(µ,i)
Ψx,(µ,i)
Sλ,µ
S1,µ
Ψ∗y,(µ,i) , (2.9)
saying that the matrices Nλ = (N yλ,x) can be simultaneously diagonalised by some
unitary matrix Ψ, with eigenvalues Sλ,µ/S1,µ, where now each µ ∈ Φ comes with
some multiplicity mµ (possibly 0) — this multi-set is called the exponent of nimrep
N . In particular, the vacuum has multiplicity 1; the nonnegative matrix Nλ will have
Perron-Frobenius eigenvalue equal to the quantum-dimension Sλ,1/S1,1. For example,
the matrices Nj associated to any simple-current j will be a permutation matrix
(since the only diagonalisable nonnegative integer matrices with largest eigenvalue 1
are permutation matrices).
The nimrep will be compatible with the modular invariant Z, in the sense the
eigenvalue multiplicity mµ equals Zµ,µ for all µ ∈ Φ. For example the Verlinde ring
is itself a nimrep, called the Verlinde nimrep, with Nλ = Nλ and B = Φ, and is
compatible in this sense with the diagonal modular invariant Z = I.
Subfactor theory captures and enhances this data from bulk and boundary CFT.
We refer to [53, 27] for the basic theory of subfactors etc, and [9, 7, 8] for the theory
of alpha-induction etc.
We start with a factor N on which the Verlinde ring acts through the system
of endomorphisms NXN . The data of full and boundary CFT requires a subfactor
N ⊂M . Let ι : N →M be the inclusion and ι : M → N its conjugate. Then θ = ιι
is called the canonical endomorphism and γ = ιι the dual canonical endomorphism.
We require θ to be in Σ(NXN). Using the braiding or its opposite, we can lift an
endomorphism λ ∈ NXN of N to one of M : α±λ . Then Zλ,µ := 〈α+λ , α−µ 〉 is a modular
invariant [9, 23]. The induced α±(NXN) generate the full system MXM . These maps
α± from the Verlinde ring NXN to the full system MXM are called alpha-inductions ;
they preserve multiplication, addition, and (charge-)conjugation. By NXM (resp.
MXN) we mean all irreducible sectors appearing in any ιλ (resp. λι) for λ ∈ NXN .
The nimrep is the NXN action on NXM , given by composition; it will automatically
be compatible with the given modular invariant [9, 10].
Unlike NXN , the full system MXM is not in general non-degenerately braided.
However its subsystem MX 0M , defined to be the intersection of all irreducible sectors
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in α+(NXN) with all those in α−(NXN), is called the neutral system, and just as
NXN captures the chiral data of some VOA V , MX 0M captures that of the maximally
extended VOA V ′ ⊆ V compatible with the modular invariant Z. Sigma-restriction
σβ := ι ◦ β ◦ ι maps the full system MXM to Σ(NXN); it preserves addition and
conjugates but not multiplication (after all, σ takes the identity in MXM to the
canonical endomorphism θ, not the identity in NXN). Applied to sectors in the
neutral system MX 0M , it coincides in the VOA language with the restriction (branching
rules) of V ′-modules to V . When a modular invariant Z is realised by at least one
subfactor, and hence with corresponding full system, nimrep etc, we call it sufferable
[5, 6, 7, 8, 9, 10, 23, 28, 29, 30, 63, 64, 80].
In the case of a conformally covariant quantum field theoretical net of factors
{N(I)} and taking two copies of such a net and placing the real axes on the light
cone, this defines a local conformal net {A(O)}, indexed by double cones O on two-
dimensional Minkowski space (cf. [67] for such constructions). A braided subfactor
N ⊂ M , determining in turn two subfactors N ⊂ M± obeying chiral locality, will
provide two local nets of subfactors {N(I) ⊂M±(I)}. Arranging M+(I) and M−(J)
on the two light cone axes defines a local net of subfactors {A(O) ⊂ Aext(O)} in
Minkowski space. The embedding M+ ⊗ Mop− ⊂ B gives rise to another net of
subfactors {Aext(O) ⊂ B(O)}, where the conformal net {B(O)} satisfies locality. As
shown in [67], there exist a local conformal two-dimensional quantum field theory such
that the coupling matrix Z describes its restriction to the tensor products of its chiral
building blocks N(I). There are chiral extensions N(I) ⊂M+(I) and N(I) ⊂M−(I)
for left and right chiral nets which are indeed maximal and should be regarded as the
subfactor version of left- and right maximal extensions of the chiral algebra.
If j is an order-n simple-current (i.e. the permutation of primaries corresponding
to j is order n) then Tj,j/T1,1 will be a 2n-th root of unity; when Tj,j/T1,1 is also
order-n, then a modular invariant Z〈j〉 can be associated to the group generated by
j, namely 〈j〉 ' Zn; these are called the simple-current invariants (see e.g. [68]). In
this case write Tj,j/T1,1 = exp[2piıhj] for hj ∈ 1nZ. Then
(Z〈j〉)λ,µ =
∑
1≤l≤n
δZ (Qj(λ)− l hj) δµ ,jlλ , (2.10)
where δZ(x) equals 1 or 0 depending on whether or not x is integral. Z〈j〉 will be an
automorphism invariant iff the root of unity Tj,j/T1,1 has order exactly equal to that
of the permutation j.
Another source of modular invariants are the conformal embeddings, which are
VOAs V ′ containing V (or conformal nets and subnets in the subfactor picture) but
with the same central charge. The corresponding modular invariant is built from
the branching rules expressing irreducible extended modules as direct sums of the
original modules. The result is a block-diagonal modular invariant.
An important example is the Drinfeld double of finite groups G. Throughout
this paper we will restrict to the simpler case of trivial 3-cocycle twist, as finite
groups are not our primary interest. The primaries are pairs (g, χ) where g is a
12
representative of a conjugacy class in G and χ is an irreducible representation (irrep)
of the centraliser Zg(G). The vacuum 1 is (1, 1). We’ll write Ver(G) for its Verlinde
ring. The sufferable modular invariants [65, 24], are parametrized by pairs (H,ψ)
where H is a subgroup of G × G, and ψ ∈ H2H(pt;T) here plays the role of discrete
torsion: then βg(h) := ψ(g, h)ψ(h, g)
−1 is a 1-dimensional representation of ZH(g)
and can be used to twist a modular invariant, for example. The diagonal modular
invariant corresponds to the choice H = ∆ = {(g, g) : g ∈ G} and ψ = 1. Sections 3.2
and 5.1 include examples of ψ 6= 1. No such parametrisation of sufferable modular
invariants is known in the loop group setting, though no SU(n) modular invariant is
known to us to be insufferable (there are plenty of insufferable modular invariants for
other Lie groups G however).
The other important example for us is the loop group LG at level k ∈ Z>0, where
G is a compact, connected, simply-connected Lie group. We write Verk(G) for its
Verlinde ring and P k+(G) for its primaries Φ. In particular, for G of rank r, λ ∈ P k+(G)
is the affine highest-weight λ = (λ0;λ1, . . . , λr) ∈ Zr+1≥0 where
∑
a∨i λi = k for positive
integers a∨i (the co-labels) depending only on G. For all G, a
∨
0 = 1 and (k; 0, . . . , 0)
denotes the vacuum 1. Verk(G) can be expressed as RG/Ik(G) for some ideal Ik(G) of
RG called the fusion ideal, and primary λ is associated to class [ρλ] ∈ RG/Ik(G) where
ρλ is the G-irrep with highest-weight λ = (λ1, . . . , λr). For example, for G = SU(n),
we have all a∨i = 1, there are n simple-currents, and charge-conjugation is nontrivial
iff n > 2.
Restrict now to the loop group setting, for G a Lie group of rank r > 0, and fix
a modular invariant Z and compatible nimrep Nλ. Equivalence classes of D-branes
(extended structures in space-time on which the end-points of open strings reside) are
parametrised by the boundary states x ∈ B. The dynamics of the branes is controlled
by their conserved charges, i.e. an assignment of an integer qx to each x ∈ B and a
choice of integer M such that
dim(λ) qx ≡
∑
y∈B
N yλ,xqy (mod M) (2.11)
is satisfied for each primary λ = (λ0;λ1, . . . , λr) and boundary state x, where dim(λ)
denotes the dimension of the G-irrep with highest-weight (λ1, . . . , λr). The rescaled
assignment ({nqx}, nM), for any nonzero integer n, is regarded as equivalent to
({qx},M); the set of all equivalence classes of assignments ({qx},M) satisfying (2.11)
forms a Z-moduleMN called the charge-group, which can be regarded as the univer-
sal solution to (2.11) for the nimrep N . The unfortunate restriction here to CFTs
associated to loop groups is because the analogue of dim(λ) is not clear for other
RCFT (perhaps it involves the special subspace of Nahm [62], as that should give an
upper bound on the quantum-dimensions Sλ,1/S1,1 — we thank Matthias Gaberdiel
for communication on this point). In section 7 we make a definite proposal for G a
finite group.
For example, consider the Verlinde nimrep Nλ = Nλ. If we start with q1 = 1,
then (2.11) forces qλ = dim(λ) for each primary λ, and the largest possible M which
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works is M˜ = gcdµ∈Ik(G)dim(µ), where Ik(G) is the fusion ideal. More generally, any
solution to (2.11) will satisfy qλ = q1dim(λ); this implies we can rescale it so that
M = M˜ , and that charge-assignment is then recovered (up to equivalence) by the
value q1 ∈ ZM˜ . Hence the charge-group MN is simply ZM˜ . A consequence of this
discussion is that the charge-group MN for any nimrep N of Verk(G) must have
M˜ -torsion; i.e. M˜MN = 0.
Consider for concreteness G = SU(2) at level k, with k+ 1 primaries λ = (λ0;λ1)
for λ0 + λ1 = k and 0 ≤ λi ≤ k. Its Verlinde ring Verk(G) is the quotient of RG by
the fusion ideal (σk+2), where the class [σi] corresponds to primary (k + 1− i; i− 1).
The vacuum is (k; 0). Charge-conjugation here is trivial and there is one nontrivial
simple-current, j = (0; k), corresponding to permutation j (λ0;λ1) = (λ1;λ0) with
Qj(λ) = λ1/2 and hj = k/4. Its modular invariants are classified in [16] and all are
sufferable; they fall into an A-D-E pattern:
(i) For any k, Ak+1 corresponds to the diagonal modular invariant Z = I. The
nimrep and full system are the Verlinde ring Verk(G) =
k+2K1G(G) and both
alpha-inductions are the identity. The Ak+1 diagram describes the multipli-
cation in Verk(G) by the fundamental weight σ = σ2 ∈ RG (which generates
Verk(G) ' Z[σ]/(σk+2)) on the preferred basis [σ1], [σ2], . . . , [σk+1]. The D-
brane charge-group MA is Zk+2, generated by the assignment [σl] 7→ q[σl] =
dim(σl) = l for σl ∈ RG (modulo k + 2 this dimension is well-defined).
(ii) For any even k, the Dynkin diagram Dk/2+2 likewise describes the nimrep corre-
sponding to the simple-current invariant Z〈j〉, again with respect to the preferred
basis. When k/2 is odd (resp. even), the modular invariant is an automorphism
invariant (resp. in block-diagonal form), the full system is Verk(G) [10] (resp.
two copies of Dk/2+2 [5, III]), and the charge-group MD is Z4 (resp. Z2 × Z2).
(iii) The diagram E6 defines the nimrep corresponding to the conformal embedding
SU(2)10 → Sp(4)1. Its full system etc is given in [5, III]. The charge-group is
Z3.
(iv) The diagram E7 defines the nimrep corresponding to a Z2-orbifold of the D10
simple-current invariant at k = 16. We discuss this example in section 6.2
below. The charge-group is Z2.
(v) The diagram E8 defines the nimrep corresponding to the conformal embedding
SU(2)28 → G2,1. Its full system etc is given in [5, III]. The charge-group is
trivial.
2.4 K-theory and CFT
Consider first G a finite group. This case has been an indispensible guide to the
generalisations of Freed-Hopkins-Teleman. We restrict attention here to trivial H3-
twist — see [24] for a more complete treatment. The Verlinde ring is K0
Gad
(G) =
K0
∆LG×∆RG
(G×G). This recovers naturally the preferred basis described in section 2.3.
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Fix now a sufferable modular invariant, i.e. a subgroup H of G × G and some
ψ ∈ H2H(pt;T). Assume for now that ψ is trivial. The K-theory of the full system is
K0HL×HR(G×G). The boundary states x ∈ B are the natural basis of K0HL×∆RG(G×
G) = K0H(G) where (h1, h2).g = h1gh
−1
2 ; the x ∈ B therefore consist of a pair
(H(g1, g2)∆G, φ) of anH×∆G-orbit inG×G, and an irrep φ of the stabiliser inH×∆G
of (g1, g2). The special element in the nimrep, corresponding in the subfactor language
to the inclusion ι : N ⊂M of factors, is ι = (H∆G, 1). Likewise, the conjugate map,
the surjection ι : M → N , corresponds to ι = (∆GH, 1) ∈ K0∆LG×HR(G × G). When
the 2-cocycle ψ is not trivial, the RH×H and RH×G module structures of the full
system K0HL×HR(G×G) and nimrep K0HL×∆RG(G×G) resp. are unchanged, but the
bundles, alpha-induction, sigma-restriction, the product in MXM , the Ver(G)-module
structure of MXN , etc will be twisted by ψ. We’ll see examples of nontrivial ψ later
in the paper.
We are more interested in this paper in the case of Lie groups (of dimension > 0),
where considerably less is known. The main result we build on is the expression of
the Verlinde ring as a K-group. Let G be a compact group (not necessarily connected
or simply-connected), with identity connected component G1, and fix some element
f ∈ G. Write [fG1] for the conjugacy class in G containing fG1, and LfG for the
f -twisted loop group consisting of all maps γ : R→ G satisfying γ(t+1) = fγ(t)f−1.
Fix any twist τ ∈ H1G([fG1];Z2) ×H3G([fG1];Z), and let τR(LfG) denote the space
of admissible representations — see [36] for its definition and its interpretation using
highest-weight modules for the corresponding f -twisted affine algebra. Then the main
theorem of Freed-Hopkins-Teleman is:
Theorem 1. [36] There is a natural isomorphism
τ+σKdGad([fG1]) ' τR(LfG) , (2.12)
where d is the dimension of the centraliser ZG(f), and the twist σ is the cocycle
for the projective action of LfG on the graded Clifford algebra Cliff(g
∗). Moreover,
τ+σKd+1
Gad
([fG1]) ' τR1(LfG), the corresponding space of graded representations.
The relation between K-theory and branes is reviewed in [60]. Consider a com-
pact, connected, simply-connected Lie group G of rank r, at level k, and write
κ = k + h∨ where h∨ is the dual Coxeter number. This corresponds to the diagonal
modular invariant and Verlinde nimrep. The charge-group ZM˜ (recall section 2.3)
is related to the twisted nonequivariant K-homology κK∗(G) (see Conjecture 1(a)
below). The spectral sequences argument of section 2.1 identifies H3
Gad
(G;Z) ' Z
with H3(G;Z). These groups κK∗(G) can be computed (via Poincare´ duality) from
κK∗
Gad
(G) using the Hodgkin spectral sequence (recall section 2.2) with H = 1, to-
gether with the resolution of Verk(G) found in e.g. [59]; the result [13, 19] can
be expressed as κK0(G) = ⊕l evenTorl, κK1(G) = ⊕l oddTorl, where Torl is identi-
fied with the degree-l part of the exterior algebra
∧{x1, . . . , xr−1}. More explicitly,
κKi(G) ' Z2r−2M for all i (except for G = SU(2), where κKi(SU(2)) ' ZM , 0 for i
even, odd respectively), for some integer M = Mk(G) depending on G and κ. For
example, Mk(SU(n)) =
κ
gcd(κ,y)
for y = lcm(1, 2, . . . , n− 1).
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Conjecture 1(a) For all simply-connected, compact, connected G and any level k,
the integer Mk(G) appearing in the groups
κK∗(G) equals the gcd of the dimensions
of all weights ν in the fusion ideal Ik(G), or equivalently the charge-group MN for
the Verlinde nimrep Nλ = Nλ is isomorphic to ZMk(G).
(b) The largest number M (call it M spink ) such that
dim(λ) dim(µ) ≡
∑
ν∈Φ
Nνλ,µdim(ν) (mod M) (2.13)
holds for all SO(2r + 1) non-spinor dominant weights λ and all level k SO(2r + 1)-
spinors µ (i.e. µr is odd and λr is even), is 2
r times the integer Mk(Spin(2r + 1))
appearing in Conjecture 1(a).
It is clear the K-theory Mk(G) divides the gcd in Conjecture 1(a). The cases
G = SU(n) and G = Sp(2n) of Conjecture 1(a) have been proved in [11]; relatively
simple expressions for the K-theoretic M are found in [20], and extremely simple
formulas for M are conjectured in e.g. [11]. Conjecture 1(b) is needed in section
4 below; it was proved in [41] whenever 4 doesn’t divide Mk(SO(2r + 1)), where it
was also shown M spink = 2
iMk(Spin(2r + 1)) for some integer 0 ≤ i ≤ r. There is
considerable numerical evidence supporting Conjecture 1.
The assignment x 7→ qx of charges here is given by the map κKG∗ (G) → κK∗(G)
forgetting the G-equivariance. This can be calculated through the commuting dia-
gram:
0 −→ Ik(G) −→ RG = KG0 (1) α−→ τKG0 (G) −→ 0
β ↓ β ↓ γ ↓
0 −→ MZ −→ Z = K0(1) δ−→ κK0(G)
. (2.14)
Ik(G) ⊂ RG is the fusion ideal, and Theorem 1 gives the top line, where the ring
homomorphism α is the push-forward of the embedding of the identity 1 in G. The
map β : KG0 (1)→ K0(1), forgetting G-equivariance, is of course given by dimension.
Conjecture 1(a) says β carries Ik(G) surjectively onto MZ. To identify the target of
the map δ, compare the Hodgkin spectral sequence for κK0(G), i.e. E
∞
p,0 = E
2
p,0 =
TorRGp (Z, κKG0 (G)) (and all other E∞p,q = 0), with that for K0(1), i.e. E∞0,0 = E20,0 =
TorRG0 (Z, KG0 (1)) (and all other E∞p,q = 0): we see that the target of δ should be
TorRG0 (Z, κKG0 (G)) = Z⊗RG Verk(G), with δ[ρ] = 1⊗RG ρ.
3 Group-like fusion rings
This section considers the easiest possibility, when all primaries are simple-currents
(recall the definition in section 2.3). We begin though with section 3.1, which de-
scribes the modular invariants of arbitrary finite groups.
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3.1 Finite groups
As explained in section 2.3, the sufferable modular invariants for the finite group
G setting are parametrised by pairs (H,ψ) where H is a subgroup of G × G and
ψ ∈ H2H(pt;T). Here we explain, using the methods of [24] and expanded in [25, 26],
how to arrive at a modular invariant Z when ψ is trivial (and the twist τ on the
double D(G) is also trivial). This is useful in sections 3.2, 4.1, 5.1. In sections 3.2
and 4.1 we also consider H2-twists on the subgroups H.
Let G be a finite group, and H a subgroup of G×G. Let σ : G×G→ G×G be
the flip (a, b) 7→ (b, a), and pi± : G × G → G be the coordinate maps (a, b) 7→ a and
b respectively. Then K± = pi±(H) are subgroups of G. Let
N+ = ker pi−|H = H ∩ (K+ × 1) = H ∩ (G× 1) ,
N− = ker pi+|H = H ∩ (1×K−) = H ∩ (1×G) , (3.1)
so that N± / H and N± / K±. Then H/N± ' K∓ and
K+/N+ ' H/N−/N+ ' H/N+/N− ' K−/N− ,
because N+ and N− pairwise commute in G × G. Let H± = ∆K±(N± × 1) which
are σ-invariant subgroups of G × G. The subgroups H+, H− will have extended
systems given by the doubles of K+/N+ and K−/N−, respectively. Write b± for
their branching coefficients (sigma-restrictions) from D(K±/N±) to D(G). Then the
modular invariant for the pair (H, 0) is obtained as
Zλµ = Στb+τλb−β(τ)λ
where τ runs over the primary fields of K+/N+, and β is the identification of the
chiral primary fields via the above isomorphism K+/N+ ' K−/N− .
It therefore suffices to determine sigma-restriction for the flip invariant case H =
σH where K+ = K− and N+ = N−. Let K = K± , N = N± so that H = ∆K(N×1) ;
then N / K, and K can be an arbitrary subgroup of G.
Consider first the case ∆G ⊂ H ⊂ G×G so that K = G, and N /G. Then sigma-
restriction K0G/N(G/N) → K0G(G) , is described as follows [25]. A primary field in
the G/N theory is labelled [gN, χ] for a conjugacy class in G/N of a coset gN , and
χ a representation of the centralizer ZgN(G/N). The quotient map pi : G → G/N
takes Zgn(G) to ZgN(G/N) for any n ∈ N , and χpi is a representation of Zgn(G).
The preimage pi−1 of the conjugacy class of gN will be a disjoint union of conjugacy
classes of G, each with a representative of the form gn for n ∈ N (since N is normal).
Then the sigma-restriction is σ[gN, χ] = Σn[gn, χpi] , where the sum is over the n ∈ N
giving a disjoint union.
Next consider the case H ⊂ ∆G ⊂ G × G so that N = 1 and H = ∆K . Here
the extended system is K on K and we need sigma-restriction K0K(K) → K0G(G) .
Take a primary field [k, χ] where k describes a conjugacy class in K and χ a
representation of the centraliser Zk(K) . Then sigma-restriction is given by [26] :
[k, χ] 7→ [k, IndZk(G)Zk(K)χ] .
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The general case ∆K(N × 1) ⊂ G × G is a gluing of the special cases ∆K ⊂
∆K(N × 1) ⊂ K × K and ∆K ⊂ ∆G ⊂ G × G. Consequently we have sigma-
restriction in stages:
K0K/N(K/N) → K0K(K)→ K0G(G) ,
[kN, χ] 7→ Σn[kn, IndZkn(G)Zkn(K)(χpi)] ,
where pi : K → K/N is the quotient map, kN represents a conjugacy class in K/N ,
and χ is a representation of the stabiliser ZkN(K/N) . The sum over n is as before.
3.2 Finite abelian groups
Now consider finite groups G where all primaries are simple-currents. A primary
(g, χ) of a finite group G is a simple-current iff g lies in the centre of G and χ is
1-dimensional. This means all primaries will be simple-currents, iff G is abelian.
Assume for concreteness for now that G is the cyclic group Zp for p prime. For
these G, H3
Gad
(G;Z) = 0 while H4G(pt;Z) ' Zp, so the transgression τ is trivial.
As an RG-module,
τ(σ)K0G(G) ' RpG is independent of σ, but as a ring, τ(σ)K0G(G)
is the group ring Z[Zd × Zp2/d] where d = gcd(2p, σ). Fix trivial twist σ = p for
concreteness, so we can identify the primaries with pairs (a, b) ∈ Z2p, with the group-
like fusion product (a, b)(a′, b′) = (a+ a′, b+ b′).
The modular data is S(a,b),(a′,b′) =
1
p
exp(2piı (ab′ + a′b)/p) and T(a,b),(a,b) =
exp(2piıab/p). There are precisely 2p + 2 modular invariants: 2p − 2 of these
are automorphism invariants, defined for any ` ∈ Zp, ` 6= 0, by Z(`)(a,b),(`a,`−1b) =
1 = Z ′(`)(a,b),(`b,`−1a), and all other entries vanish. The remaining modular in-
variants are Zm,n for m,n ∈ {0, 1}, defined by Zm,n(apm,bpn),(a′pn,b′pm) = 1 for all
a, b, a′, b′ ∈ Zp (all other entries are 0). Z ′(`),Z0,0,Z1,1 are simple-current invari-
ants Z〈(`,1)〉,Z〈(1,0)〉,Z〈(0,1)〉 respectively.
All of these modular invariants are sufferable. Explicitly, the subgroups H of
Zp×Zp are 0× 0, 〈(1, b)〉 for any b ∈ Zp, 0×Zp, and Zp×Zp. For H ' Zd×Zd′ , the
Ku¨nneth formula for group cohomology [15] says H2H(pt;T) ' Zd ⊗Z Zd′ ' Zgcd(d,d′).
This means the choice H = Zp×Zp has a twist of ψ ∈ Zp but the other 2 + p choices
for H all come with trivial ψ. The correspondence between Z and (H,ψ) is given in
Table 1.
(H,ψ) K0H×G(G×G) neutral K0H×H(G×G) E D+ D−
Z(`) (〈(1, `)〉, 0) Ver(G),Z resp Ver(G) Ver(G) G×G, 0× 0 resp 0× 0 0× 0
for ` = 1, 6= 1 for ` = 1, 6= 1
Z′(`) (G×G, `) RG Ver(G) RG×G 〈(`, 1)〉 0× 0 0× 0
Z0,0 (G×G, 0) RG Z RG×G G× 0 G× 0 G× 0
Z1,1 (0× 0, 0) Z(G) Z Z(G)⊗ Z(G) 0×G 0×G 0×G
Z0,1 (G× 0, 0) Z Z RG ⊗ Z(G) 0× 0 G× 0 0×G
Z1,0 (0×G, 0) Z Z Z(G)⊗RG 0× 0 0×G G× 0
Table 1. Data for the G = Zp modular invariants
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The nimrep K∗
HL×∆RG
(G × G) = K∗
Had
(G) is recovered as follows. In all cases
K1H(G) = 0; the K-groups K
0
H(G) are collected in Table 1. Note that in all cases
K0H×G(G × G) is isomorphic as an additive group to the group ring Z(E) where
the subgroup E of G × G is defined to be {(a, b) ∈ Z2p : Z(a,b),(a,b) = 1}. The
module structure can be written down as follows. Using the nondegenerate pairing
(a, b) · (a′, b′) = ab′+ a′b ∈ Zp introduced earlier, for any subgroup E of G×G define
E∗ = {(a, b) ∈ Z2p : (a, b) · E = {0}}. Then the boundary states of the nimrep are
B = (G × G)/E∗, which is isomorphic to E as a group, and the primary (a, b) acts
on [x] ∈ B by addition mod E∗.
The full system K0HL×HR(G × G) is collected in Table 1. To identify alpha-
induction, it is more convenient to write the full system in equivalent form as
(G × G)/D− × (G × G)/D∗+, where D± are given in Table 1 and are defined by
D+ = {(a, b) : Z(a,b),(0,0) = 1}, D− = {(a, b) : Z(0,0),(a,b) = 1}. Then D± are isomor-
phic as groups, and both D∗±/D± are isomorphic to the Verlinde ring of the neutral
system, also collected in Table 1 (D± ≤ D∗± by T -invariance). Alpha-induction is
given by α+(a,b) = ((ma,m
−1b) + D−, (a, b) + D∗+) and α
−
(a,b) = ((a, b) + D−, D
∗
+) for
all Z (except α−(a,b) = ((b, a) +D−, D∗+) for Z ′(`)), where m = ` for Z(`), m = `−1 for
Z ′(`), and m = 1 for the four other Z.
More generally, for G = Zpν , the bijection of Table 1 between modular invariants
Z and pairs (H,ψ) is lost. For G = Zpν , there are precisely ((ν+1)pν+2−2pν+1−(ν+
1)pν+2)/(p−1)2 pairs (H,ψ), each of which is either of the form H = 〈(n
d
, `n
d
), (0, n
d′ )〉
and ψ ∈ Zd′ for any d′|d|n, 0 ≤ ` < dd′ , or of the form H = 〈(`pnd , nd ), ( nd′ , 0)〉 and
ψ ∈ Zd′ for any d′|d|n, d′ < d, 0 ≤ ` < dd′p . G = Zpν has precisely 2pν − 2pν−1
automorphism invariants: namely Z(`) and Z ′(`) for each ` ∈ Z×pν . These correspond
bijectively with the pairs (〈(1, `)〉, 0) and (G×G, `) as above. There are precisely (ν+
1)2 Zm,n, defined in the obvious way. They are realised by pairs (〈(pm, 0), (0, pn)〉, 0)
as above, but for ν > 1 these can be realised by other pairs. For example for G = Zp2 ,
Z1,1 and Z0,0 are realised by any (〈(p, 0), (0, p)〉,Zp) and (G × G, pZp) respectively.
All other of the remaining (p − 1)(p + 3) modular invariants for G = Zp2 are also
sufferable, although 2(p− 1) of these are realised by exactly 2 pairs. At the time of
writing, we do not know if all modular invariants for cyclic G are sufferable.
3.3 Compact Lie groups
In this subsection we investigate the case where G is a torus. These are the only
connected Lie groups whose primaries are all simple-currents, for all levels. This
case is simple enough that we can give the complete story, which is summarised in
Theorem 2 below — the first main result of the paper.
Let L ⊂ Rn be any n-dimensional lattice, and write TL for the tori Rn/L. Of
course all n-tori are homeomorphic, say to TL, and as explained in [25, Sect.2.2]
τ ∈ H3
T adL
(TL;Z)-twist here can be taken to be τ ∈ Hom(L,L∗), where L∗ = {x ∈
Rn : x ·L ⊆ Z} is the dual lattice. In this section we will find it convenient to identify
these twists τ with their image, i.e. with n-dimensional sublattices M of L∗, so in
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place of τK∗TL(TL) we will write K
∗
TL
(TM). This K-group was computed in [35, Thm.
3.4.3]:
τKiTL1
(TL2) =: K
i
TL1
(Tτ(L2)) '
{
Z(L∗1/τ(L2)) for i ≡ dim(T ) (mod 2)
0 otherwise
. (3.2)
All K-groups in this section can be read off from that identity.
We can and will choose L so that the Verlinde ring is the group ring of L∗/L, i.e.
is given by KdimTTL (TL). The fusion product is written [u][v] = [u+ v]; note that each
primary, i.e. each coset in L∗/L, is a simple-current. This torus example formally
behaves similarly to the case of finite abelian groups considered last subsection, in
fact the torus is simple enough that we can work its story out completely.
Consider for simplicity that L is an even lattice, i.e. that u · u ∈ 2Z for all u ∈ L.
Then the matrices S[u],[v] = |L∗/L|−1/2 exp(2piıu · v) and T[u],[v] = δ[u],[v] exp(piıu ·
u − piın/12) are well-defined, and generate the desired SL(2,Z)-representation. The
vacuum is [0] and charge-conjugation is C[u] = [−u]. We begin with Proposition 1,
which classifies all modular invariants and nimreps for the torus without checking for
compatibility.
Proposition 1(a) Modular invariants for this chiral data are parametrized by even
lattices D±, such that L ⊆ D± ⊆ L∗, and an orthogonal isomorphism β : D∗+/D+ →
D∗−/D− (defined below). The modular invariant is given by
Z[u],[v] =
{
1 if u ∈ D∗+ and [v] ⊂ β([u]+)
0 otherwise
, (3.3)
where we write [u]± for the D±-coset u+D±.
(b) The nimreps (up to equivalence) are parametrised by lattices E, L ⊆ E ⊆ L∗:
the boundary states x ∈ B are the cosets L∗/E∗ and the module structure is given by
[u].[m]E∗ = [u+m]E∗ for all [u] ∈ L∗/L, [m]E∗ ∈ L∗/E∗. This nimrep is diagonalised
by the matrix Ψ[e],[m]E∗ = |E/L|−1/2 exp(2piıe ·m) for [e] ∈ E/L, [m]E∗ ∈ L∗/E∗, i.e.
the exponents are the L-cosets E/L, and all multiplicities are 1.
By orthogonal isomorphism we mean a group isomorphism β such that [u]+·[u]+ ≡
β([u]+) · β([u]+) (mod 2), and hence [u]+ · [v]+ ≡ β([u]+) · β([v]+) (mod 1), for all
[u]+, [v]+ ⊂ D∗+. Note that block-diagonal Z correspond to D+ = D− and β = id,
while automorphism invariants correspond to D+ = D− = L. In particular, the
diagonal modular invariant Z = I is D± = L and β = +1, while charge-conjugation
Z = C is D± = L with β = −1. There is a simpler description in the n = 1 case,
more or less given by [8], but we don’t know a similar description in higher dimension.
Since the groups E/L and L∗/E∗ are isomorphic (Pontryagin duality), the matrix Ψ
is square, as it must be.
Proof. Let Z be any modular invariant. The triangle inequality and Z = SZS∗
imply
|Z[u],[v]| = 1|L∗/L|
∣∣∣∑ e2piıu·aZ[a],[b]e−2piıb·v∣∣∣ ≤ 1|L∗/L|∑Z[a],[b] = Z[0],[0] = 1 ,
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where the sums are over [a], [b] ∈ L∗/L, so each entry Z[u],[v] either equals 0 or 1. It
also says that Z[u],[v] = 1 iff u · a ≡ v · b (mod 1) whenever Z[a],[b] = 1. Hence we get
additivity: if both Z[u],[v] = Z[u′],[v′] = 1, then Z[u+u′],[v+v′] = 1.
Define L = ∪([u]; [v]) ⊂ Rn,n, where the union is over all cosets such that Z[u],[v] =
1, and where we place on it the indefinite inner product (u; v) · (u′; v′) = u ·u′− v · v′.
Then L is an even (by T -invariance) lattice (by additivity). To prove self-duality,
suppose (u+;u−) ∈ L∗, i.e. u± ∈ L∗ satisfy u+ · u ≡ u− · v (mod 1) whenever
Z[u],[v] 6= 0. Then from Z = SZS∗ we get
Z[u+],[u−] =
1
|L∗/L|
∑
e2piıu+·uZ[u],[v]e−2piıu−·v = 1|L∗/L|
∑
Z[u],[v] > 0 , (3.4)
where the sums are over [u], [v] ∈ L∗/L, and thus (u+;u−) ∈ L. Conversely, any even
self-dual lattice L ⊂ Rn,n containing (L;L) defines a modular invariant: commutation
with T is immediate; self-duality requires
∑
[u],[v]Z[u],[v] = |L∗/L| so (3.4) verifies
Z = SZS∗ at any (u+;u−) ∈ L = L∗, while if (u+;u−) 6∈ L then there will be some
(u; v) ∈ L∗ = L for which (u+;u−) · (u; v) 6∈ Z and so (SZS∗)[u+],[u−] = 0 by the usual
projection calculation.
Define D+ = {[d] : Z[d],[0] = 1} and D− = {[d] : Z[0],[d] = 1}. Then these are
even lattices satisfying L ⊆ D± ⊆ L∗. Because L is integral, Z[u],[v] = 1 implies both
([u]; [v]) · (D+; 0) ⊆ Z and ([u]; [v]) · (0;D−) ⊆ Z, i.e. both u ∈ D∗+ and v ∈ D∗−.
Suppose without loss of generality |D+/L| ≤ |D−/L|. Choose any [u] ∈ D∗+/L and
compute∑
[v]∈D∗−/L
Z[u],[v] = 1|L∗/L|
∑
[a],[b]∈L∗/L
e2piıu·aZ[a],[b]
∑
[v]∈D∗−/L
e−2piıb·v
=
|D∗−/L|
|L∗/L|
∑
[a]∈L∗/L,[d]∈D−/L
e2piıu·aZ[a],[d] = |D+/L| , (3.5)
using additivity and |D∗−/L| = |L∗/D−|. But the left-side
∑
[v]Z[u],[v] will be a
multiple of |D−/L|, by additivity and the fact that (0;D−) is a sublattice of L.
Therefore |D+/L| = |D−/L| and there is a map β : D∗+/D+ → D∗−/D− such that
β([d]+) is the unique coset for which ([d]+; β([d]+)) ⊂ L. In fact β is a bijection: if
β([d]+) = β([d
′]+) then (d− d′; 0) ∈ L and hence [d]+ = [d′]+. The rest is clear.
Fix a nimrep, with boundary states B = {x1, . . . , xN}. Then each [u] ∈ L∗/L
permutes the xi, since it is a simple-current. Note that the indecomposability of the
nimrep, required in Definition 2, is equivalent to the transitivity of this permutation
representation.
[e] ∈ L∗/L is an exponent of the nimrep iff there exists a vector v[e] 6= 0 (namely
the corresponding column of Ψ (2.9)), with components labelled by xi, such that
(v[e])[u].xi = e
2piıe·u(v[e])xi for all [u] ∈ L∗/L, xi ∈ B. Transitivity implies all compo-
nents of v[e] will be nonzero. If [e], [e
′] are exponents, then so must be [e+ e′], whose
vector v[e+e′] has components (v[e+e′])xi = (v[e])xi(v[e′])xi . Let E = ∪[e] be the union
of all exponents; then that additivity means that E is a lattice. Note that the kernel
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of the nimrep, i.e. the union of all cosets [u] ∈ L∗/L which act trivially on all xi, is
precisely the dual lattice E∗.
Choose any u ∈ L∗\E∗. Then there exists an exponent [e′] ∈ E/L such that u·e′ 6∈
Z. Say [e′] has order k in L∗/L. Then the permutation matrix N[u] corresponding to
multiplication by [u] has trace
trN[u] =
∑
[e]∈E/L
e2piıe·u =
1
k
∑
[e]∈E/L
k−1∑
j=0
e2piı (e+je
′)·u = 0 .
Therefore any such [u] acts with no fixed points. This means the full nimrep can be
recovered from say the first column of every N[u].
For any [u] ∈ L∗/L, [u].x1 depends only on the class [u] + E∗ (and x1), so define
[u].x1 = x[u]+E∗. Then this assignment is a bijection between these cosets L∗/E∗
and the xi ∈ B (surjectivity is transitivity, and injectivity is fixed-point freeness),
satisfying [u].x[u′]+E∗ = x[u+u′]+E∗. The rest is clear. QED
Proposition 1 does all the hard work; it is now straightforward to sort out the full
system etc.
Theorem 2. Choose any modular invariant Z[u],[v], given by lattices D± and map
β : D∗+/D+ → D∗−/D−. Put E = ∪[u]+∈D∗+/D+ ([u]+ ∩ β([u]+)).
(a) E is a lattice, and the nimrep Z(L∗/E∗) = KdimTTL (TE∗) is the only one compatible
with the modular invariant. Its Ver(TL)-module product [u].[x]E∗ = [u + x]E∗ is the
push-forward of the product in the Verlinde ring KdimTTL (TL).
(b) The full system is Z(L∗/D− × L∗/D∗+) = K0TL×TL(TD− × TD∗+), and alpha-
induction α± : Z(L∗/L) → Z(L∗/D− × L∗/D∗+) is given by α+([v]) = (β[v]−, [v]+∗)
and α−([v]) = ([v]−, [0]+∗), using obvious notation. The modular invariant is recov-
ered by Z[u],[v] = 〈α+[u], α−[v]〉. The neutral system MX 0M is Z(D∗−/D−) = KdimTTD− (TD−).
Sigma-restriction MX 0M → NXN is the unravelling KdimTTD− (TD−) → KdimTTL (TD−) →
KdimTTL (TL) of D−-cosets into L-cosets. The subfactor inclusion ι, its conjugate ι¯, and
the canonical endomorphism θ are respectively [0]E∗ ∈ KdimTTL (TE∗), [0] ∈ KdimTTE (TL),
and [0]− = ⊕[u]∈D− [u].
(c) Ki(TE∗) = Z2
n−1
for each i, where n = dim(T ). The charge-group M is Z,
generated by q[x]E∗ = 1. The map K
TL
0 (TE∗) → K0(TE∗) forgetting T -equivariance is
1⊗RT KTL0 (TE∗) ⊆ Z⊗RT KTL0 (TE∗), as in section 2.4.
The proof is immediate from the proposition. Because of this uniform K-theoretic
description, we would expect all these to be sufferable, i.e. realised by subfactors.
Note the similarity of Theorem 2 to Table 1 of last subsection, describing the G = Zp
situation. We see that the full system consists of |L∗/D∗+| copies of the nimrep
Z[L∗/D−] for the block-diagonal modular invariant corresponding to the neutral sys-
tem. In these block-diagonal cases, the neutral system KTD− (TD−) = Z(D
∗
−/D−)
embeds in the nimrep KTL(TD−), namely through the expansion of cosets in
D∗/D = D∗/E∗ to cosets in L∗/E∗, or K-theoretically through the induction
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KdimTTD (TE∗) → KdimTTL (TE∗). More generally that embedding happens whenever the
subfactor inclusion is type I.
Incidentally, this faithful parametrisation of modular invariants by lattices L is
formally very similar to the (H, 0) parametrisation for finite groups as discussed in
section 3.1: K±, N± and β there correspond respectively to D∗±/L, D±/L and β here.
4 Outer automorphisms
As explained in the introduction, almost all modular invariants for Lie groups G are
combinations of simple-current invariants and outer automorphisms. In this section
we work out the case of outer automorphisms but trivial simple-current invariant, i.e.
the case of pure outer automorphism. We begin with the analogue for finite groups.
4.1 Finite groups
Let G be a finite group and fix any automorphism ω ∈ AutG. It is convenient
to introduce the semi-direct product Gω = G o 〈ω〉, with product (g, ω)(g′, ω′) =
(g ω(g′), ωω′). We will see shortly that inner automorphisms are invisible in the
K-theoretic description we seek, so really ω lives in OutG.
Note that ω permutes the basis of the Verlinde ring, sending (g, χ) to (ω(g), χ ◦
ω−1). This permutation defines an automorphism invariant Z = Iω. We claim that
this Z is sufferable, corresponding to the pair (H,ψ) = (∆ωG, 0) where ∆ωG is the
ω-twisted diagonal {(g, ω(g)) : g ∈ G} in G×G.
K∗
∆ω LG ×∆ωRG
(G × G) ' K∗
Gadω
(G), with action g.x = ω(g)xω(g−1), is obviously
isomorphic to K∗
Gad
(G). In other words, the full system (and neutral system) is the
Verlinde ring. Alpha-induction is clear: α+ is the action of ω on Ver(G), while α− is
the identity.
Ki
∆ω LG ×∆RG
(G×G) ' Ki
(G,1)ad
((G,ω)), regarding both (G, 1) and (G,ω) as subsets
of Gω, is the nimrep for i = 0 and vanishes for i = 1. Equivalently, this is K
∗
Gadω
(G)
where G acts on itself by the ω-twisted adjoint g.x = gxω(g−1). The preferred basis
B is obtained automatically from K-theory, namely pairs (g, χ) where now g is a
representative of an ω-twisted conjugacy class in G and χ is an irrep of the twisted
stabiliser Zωg (G).
More generally, one gets graded products (twisted fusions) K0
(G,1)ad
(G,ω) ×
K0
(G,1)ad
(G,ω′) → K0
(G,1)ad
(G,ω′ ◦ ω), so ∑ω′∈〈ω〉K0(G,1)ad(G,ω′) is an associative
graded ring with unity. All of these products (Verlinde, nimrep, twisted fusion)
are simply the push-forward of product on the space G: g ∈ G acts on (a, b) ∈
K0
(G,1)ad
(G,ω)×K0
(G,1)ad
(G,ω′) by ((ω−1g)ag−1, gb(ω′g)−1), so the product (a, b) 7→ ab
is clearly compatible with this G-action.
We can use ω to twist any modular invariant: (Zω)λ,µ = Zλ,ω(µ). Suppose Z is
sufferable, corresponding to pair (H,ψ). Then Zω is also sufferable, corresponding
to pair ((1, ω)H,ψω), where (1, ω)H = {(h1, ωh2) : (h1, h2) ∈ H} and where ψ 7→
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ψω is the isomorphism H2H(pt;T) → H2(1,ω)H(pt;T) obtained from the isomorphism
(1, ω)H → H.
4.2 Compact Lie groups
The most obvious nondiagonal modular invariant is charge-conjugation Z = C. In
the loop group LG setting, charge-conjugation corresponds to an outer automorphism
of G. This subsection develops the K-theoretic interpretation of the nimrep, alpha-
induction etc for the modular invariants Iω associated to any outer automorphism
of G (inner automorphisms are invisible). Specialising to the trivial automorphism
recovers the Verlinde ring realisation of [33].
Let G be any connected, compact, simply-connected Lie group and fix a level
k ∈ Z≥0. Write κ = k + h∨ as in secton 2.4. The group of outer automorphisms
of G is naturally identified with the group of symmetries of the Dynkin diagram
of G, and as a permutation of these vertices also permutes highest weights of G in
the usual way and through this the level k primaries λ ∈ P k+(G) (ω fixes λ0). Pick
an outer automorphism ω, say of order d, and lift it to an automorphism of G. For
example, an automorphism of G = SU(n) realising charge-conjugation automorphism
C is complex conjugation.
Introduce the ω-twisted diagonal ∆ωG and the semi-direct product Gω = Go〈ω〉 as
in section 4.1. As with section 4.1, the full system and alpha-induction are easy here.
The full system κK
∆ω LG ×∆ωRG∗ (G× G) ' κKGad∗ (G) is just the Verlinde ring in degree
0 and vanishes in the other. Implicit here is our identification of the twist groups
H3
∆ω LG ×∆ωRG
(G×G;Z) ' H3
Gad
(G;Z), using (2.1) and the spectral sequence of section
2.1. Take α+ to be ω, and α− to be the identity. More interesting is the nimrep:
it should be κK
∆ω LG ×∆RG∗ (G × G) ' κKG∗ (Gω) = κKGadω∗ (G) where adω denotes the
ω-twisted adjoint action. Again, spectral sequences permit us to identify these twist
groups. For all actions considered in this paragraph, the H1-groups vanish. The
remainder of this subsection will focus on κKG
adω
∗ (G).
The orbits for the untwisted adjoint action of G on G are parametrised by the
Stiefel diagram. The analogue for the ω-twisted adjoint action Gadω is discussed
in [61, 71]. For concreteness consider G = SU(3) and ω = complex conjugation;
then the twisted Stiefel diagram (see Figure 1(a)) is a segment 0 ≤ θ ≤ pi/4 with
orbit representatives diag(
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
, 1). The stabiliser at endpoints θ = 0 and
θ = pi/4 are SO(3) = Re(SU(3)) and diag(SU(2), 1) respectively; at the generic points
the stabiliser is diag(SO(2), 1).
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Figure 1. Various one-dimensional orbit diagrams
The Dixmier-Douady bundle realising the H3-twist κ ∈ Z here is constructed
exactly like that of Gad on G, using now the twisted Stiefel diagram. In particular,
the base is the connected component Gω of Gω and the fibres are the compacts
K(L2(Gω)⊗ `2).
Before we describe what happens in general, let’s specialise to G = SU(3) and ω
being complex conjugation for concreteness. The level enters through the representa-
tion a 7→ aκ of the stabiliser T ' SO(2) at the overlap (the midpoint of Figure 1(a)).
Here κ = k+ 3. From a Mayer-Vietoris calculation we see that κ ∈ H3G(Gω;Z) traces
to (−1)κ ∈ H3SO3(SO3;Z). We can calculate κKG∗ (Gω) using the 6-term sequence
(2.7) by removing the two endpoints of Figure 1(a):
RSO2 ←− κKG0 (Gω) ←− 0
α ↓ ↑
∓RSO3 ⊕RSU2 −→ κKG1 (Gω) −→ 0
. (4.1)
Here ∓ denotes (−1)κ+1; the only subtlety is that Poincare´ duality introduces an
additional − ∈ H3SO3(pt;Z) twist.
The map α sends p(a) ∈ RSO2 to D-IndSO3SO2(aκ/2p, p). These Dirac inductions are
given explicitly in [33, App.A]. We find κKG0 (Gω) = 0 and
κKG1 (Gω) =
{
RSO3/(σκ, σ2i+κ + σκ−2i)0<i≤(κ−1)/2 for κ odd
−RSO3/(σκ, σ2i+κ + σκ−2i)0<i≤κ/2 for κ even
. (4.2)
These K-homology groups naturally inherit an RG-module structure by restriction
(the 3-dimensional fundamental representation σ(1,0) ∈ RG restricts to σ3 ∈ RSO3 ⊂
RSU2) and through this in fact a representation of the fusion ring Verk(SU3) =
RG/(σ(k+1,0), σ(0,k+1)): we see by direct calculation that this recovers the appropri-
ate fusion graph (see Figure 2) and hence recovers the nimrep. Indeed, σ(1,0)σl =
(σ22 − 1)σl = σl+2 + σl + σl−2 for any l.
Figure 2. Nimrep graphs for SU(3) with charge-conjugation
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RCFT has a complete (though still conjectural) description for outer automor-
phism modular invariants ([40], building on [4]), which paints a picture of the modular
invariant Iω for outer automorphisms ω, beautifully parallel to that of the diagonal
modular invariant. See Table 2. There g(1) is the nontwisted affine algebra of G and
g(ω) is the twisted affine algebra of ω-fixed points in g(1) [54]. Write P k+(g
′) for the
level k integrable highest-weights of some affine algebra g′. The characters χx for
x ∈ P k+(g(ω)) possess a modularity:
χx(−1/τ) =
∑
µ∈Pk+(gˇ(ω))
Sx,µχµ(τ)
for another affine algebra gˇ(ω) called the orbit Lie algebra. Ψ in Table 2 refers to the
matrix diagonalising the nimrep.
twist ω B exponents Ψ nimrep full system α+ α−
trivial P k+(g
(1)) P k+(g
(1)) S for g(1) RG/Ik(G) Verk(G) id id
nontrivial P k+(g
(ω)) P k+(gˇ
(ω)) S for g(ω) R±
G(ω)
/Iωk (G) Verk(G) ω id
Table 2. Comparing nontrivial ω twist to trivial twist
Table 3 collects the data for all possibilities for nontrivial ω. Here x′ gives the
map P k+(g
(ω))→ P k′+ (Ĝ(ω)), where Ĝ(ω) here denotes the universal cover of G(ω). The
twisted fusion ideal Iωk (G) is generated in part by the fusion ideal I = Ik′(G
(ω)) or its
restriction Isp = Ik′(Ĝ(ω)) ∩ R−G(ω) to the spinors. When x′ ± J ′x′ appears in Table
3, it is meant to include that relation for all x′ and all simple-currents J ′; when
x′ = J ′x′ then x′ + J ′X ′ should be replaced with x′. In the E6 row, pi refers to any
of the 5 nontrivial outer automorphisms of D4, and pi its parity; again x
′ + pix′ (or
x′ + C ′x′) should be replaced with x′ when x′ = pix′ (or x′ = C ′x′ respectively). The
action of Verk(G) on R
±
G(ω)
/Iωk (G) is by restriction RG → R−G(ω) in all cases, except
for G = SU(2n) when G(ω) isn’t a subgroup. That case uses the subjoining described
explicitly in [41], which uses the embeddings sp(2n) ⊂ su(2n) and sp(2n) ⊂ so(2n+1)
to express any G-character restricted to ω-fixed points as a virtual G(ω)-character.
See [40] for any further clarifications on the conventions we use here.
G ω g(ω) gˇ(ω) R±
G(ω)
k′ x′ ∈ Pk′+ (G(ω)) Iωk (G)
SU(2n+ 1) C A
(2)
2n A
(2)
2n R
−
SO(2n+1)
k + 2 (x0 + x1 + 1;x1, . . . , xn−1, 2xn + 1) 〈Isp, x′ + J ′x′〉
SU(2n) C A
(2)
2n−1 D
(2)
n+1 R
−
SO(2n+1)
k + 1 (x0;x1, . . . , xn−1, 2xn + 1) 〈Isp〉
Spin(2n) λn−1 ↔ λn D(2)n A(2)2n−3 RSpin(2n−1) k + 1 (x0 + x1 + 1;x1, . . . , xn−1) 〈I, x′ + J ′x′〉
Spin(8) λ1 → λ3 → D(3)4 D(3)4 RSU(3) k + 3 (x0 + x1 + x2 + 2;x2, x1 + x2 + 1) 〈I, x′ − J ′x′,
λ4 → λ1 x′ + C′x′〉
E6 C E
(2)
6 E
(2)
6 RSpin(8) k + 6 (x0 + · · ·+ x3 + 3; 〈I, x′ − J ′x′,
x1 + x2 + x3 + 2, x4, x3, x2 + x3 + 1) x′ − pipix′〉
Table 3. Data for nontrivial ω
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[40] identified the weights P k+(gˇ
(ω)) with the ω-fixed points in P k+(g
(1)) = P k+(G),
i.e. with the exponents of the desired nimrep. For each λ ∈ P k+(G) it defined matrices
NGGλ = Ψ diag(Sλ,µ/S1,µ)µ∈Pk+(gˇ(ω))Ψ−1 for the unitary matrix Ψ given in the table.
Their conjecture is that NGGλ defines a nimrep corresponding to Z = Iω, and that
this nimrep product should correspond to ω-twisted fusions. The boundary states B
then would be identified with P k+(g
(ω)). The next proposition summarises what is
known in the CFT literature.
Proposition 2. [40, 41, 46] Let G be a compact, connected, simply-connected Lie
group, the level k be any nonnegative integer, and ω any outer automorphism of G.
Then the module structure entries NGG yλ,x for all λ ∈ P k+(G) and all x, y ∈ P k+(g(ω))
are integers, and in particular coincide with the action of Verk(G) on R
±
G(ω)
/Iωk (G),
with respect to the basis x′, defined above. If all NGG yλ,x are in fact nonnegative, then
NGGλ defines a nimrep corresponding to Z = Iω. Assuming Conjecture 1 of section
2.4, the map Iωk (G) → Z given by dimension of the G(ω) virtual representation, is
surjective onto Mk(G)Z; the charge-group MNGG is ZMk(G), and is generated by the
charge assignment qx = dim(x′).
Does the proposed K-homology for the nimrep match the conjectured NGG? Can
K-theoretic methods be used to prove the nonnegativity needed in Proposition 2?
Can K-theoretic considerations explain some of the arbitrariness in the RCFT de-
scription, in particular in the choice of G(ω) and the presence of subjoinings for
G = SU(2n)? We expect that it should be possible to solve all this; easy partial
results are:
Proposition 3. Let G be any compact, connected, simply-connected Lie group,
any level k ∈ Z≥0, and ω any automorphism of G. Write κ = k + h∨ as usual.
Then κKG
ad
1+dimG+dimG(ω)
(Gω) = 0. A natural basis for κKG∗ (Gω) can be identified
with P k+(g
(ω)). We get a natural product Verk(G) × κKG∗ (Gω) → KG∗ (Gω), written
say [λ] ∗ [x] = ∑[y]NKth [y]λ,[x] [y]. These coefficients NKth [y]λ,[x] are nonnegative integers,
and the corresponding matrices NKthλ form a representation of Verk(G). The groups
H3
Gad
(Gω;Z) and H3(G;Z) are naturally identified.
The evaluation of this K-homology is from Theorem 1 above. The appearance
of P k+(g
(ω)) exactly matches [40]. Section 16 of [36] relates this product Verk(G) ×
κK∗G(G
adω) → K∗G(Gadω) to Segal’s fusion, hence the multiplicities NKth [y]λ,[x] [y] are
nonnegative integers. This makes it easy to conjecture the following.
Recall the exterior algebra
∧{x1, . . . , xr−1} from section 2.4. We can rewrite this
as
∧{x1, . . . , xr}/(x1 + · · · + xr); from the argument of [19] the xi are associated
with the fundamental weights of G. To any n-dimensional sublattice L of the weight
lattice P = spanZ{x1, . . . , xr}, we obtain a unique vector vL (well-defined up to ±1)
in
∧n{x1, . . . , xr} by taking any basis y1, . . . , yn of L and forming the wedge product
y1 ∧ · · · ∧ yn.
Conjecture 2(a) The action of Verk(G) on
κKG
ad
dimG+dimG(ω)
(Gω) is equivalent to the
conjectured nimrep NGG of [40], corresponding to the modular invariant Z = Iω.
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(b) The D-brane charges for the nimrep κKG
ad
∗ (Gω) is the natural map qω :
κKG
dimG+dimG(ω)
(Gω) → κKdimG+dimG(ω)(G), forgetting G-equivariance. It is defined
by qω([λ]) = (dim(λ) (mod M))[vL] where L is the sublattice (L
ω)⊥ of the weight
lattice P orthogonal to the fixed-points Lω, and [vL] means the corresponding element
in
∧dimG−dimG(ω){x1, . . . , xr}/(x1 + · · ·+ xr). This charge can also be defined by the
commuting diagram
0 −→ Iωk (G) −→ R±G(ω) = KG
(ω)
0 (1)
α−→ κKG0 (Gω) −→ 0
β ↓ β ↓ γ ↓
0 −→ MZ −→ Z = K0(1) δ−→ κK0(G)
, (4.3)
where β is dimension, and α is defined by a combination of inducing K∗ → KG∗ and
the push-forward of the inclusion 1 ↪→ G.
Being Verk(G)-modules, NGGλ and NKthλ are both uniquely determined by their
values on the fundamental weights Λ1, . . . ,Λr, since the Verlinde ring is a homomor-
phic image of the polynomial ring on those fundamentals. Together with Theorem 3
then, we can establish the equality NGGλ = NKthλ for all λ, and the nimrep property,
both conjectured in Conjecture 2(a), if we can establish that NGGΛi = NKthΛi for all
1 ≤ i ≤ r. This is perhaps the most promising way to establish the nimrep property
for NGGλ . These coefficients NGGΛi can be deduced from Proposition 2, or found explic-
itly in [40, 41, 46]: for example, for SU(2n+ 1) we have NGG yΛi,x = NGG yΛ2n+1−i,x = N ′ y
′
Λ′i,x′
for 1 ≤ i < n and NGG yΛn,x = NGG yΛn+1,x = N ′ y
′
2Λ′i,x′
, where primes denote the fundamental
weights and fusions of SO(2n+ 1) level k + 2.
It should be possible to compute κK∗
Gad
(Gω) and the forgetful map κK∗
Gad
(Gω)→
κK∗(G) by generalising the methods of [59] to nontrivial ω using the twisted Stiefel
diagrams of [61], and then applying the Hodgkin spectral sequence. This would go a
long way toward proving Conjecture 2.
Because of this uniform K-theoretic description, we would expect all of these
modular invariants Iω to be sufferable. Along these lines, Verrill [75] (with a gap filled
in [79]) does for the C-twisted loop group associated to SU(2n) what Wassermann et
al (see e.g. [78]) did for the nontwisted loop groups, and realised the twisted fusions
using subfactors.
Any modular invariant Z can be twisted by an outer automorphism, by multiply-
ing Z by the automorphism invariant Iω. Moreover, in the subfactor approach the
matrix product of sufferable modular invariants will itself be sufferable. It is tempting
then to guess one can always apply the outer automorphism ω to any K-homological
description of the data associated to a modular invariant Z, to get a K-homological
description of IωZ or ZIω. This was proved in the finite group setting at the end of
section 4.1; the most important example of this in the loop group setting is given in
section 5.3.
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5 Simple-current modular invariants
The other ingredient of generic modular invariants are the simple-current invariants
(see (2.10) below), also called the D-series or simple-current orbifold invariants. As
before, the case of finite group G is a baby version of what happens for Lie groups G.
5.1 Finite groups
The simple-currents of a finite group G consist of primaries (z, φ) where z ∈ Z(G)
and φ ∈ Ĝ is dimension-1. Any simple-current of a finite group gives rise to a
modular invariant by (2.10) (this fails for e.g. the odd levels of SU(2)); it will be an
automorphism invariant iff the root of unity φ(z) has order equal to the least common
multiple of the orders of φ in Ĝ and z in Z(G). Incidentally, most finite groups have
simple-currents; the only one of order < 168 which doesn’t is the alternating group
A5.
Consider for concreteness G = D2n := 〈r, s : r2 = s2n = rsrs = 1〉, the dihedral
group with 4n elements. Let ψij, i, j ∈ {0, 1}, denote its 4 1-dimensional irreps,
defined by ψij(r
asb) = (−1)ia+jb; denote the remaining n− 1 2-dimensional irreps by
χk, 1 ≤ k < n using obvious notation. Its 8 simple-currents are zhij := (shn, ψij) for
all h, i, j ∈ Z2; apart from the trivial z000, they all have order 2. The remaining 2n2+6
primaries are (shn, χk), (s
a, φl), (rs
h, ψ′ij) where 1 ≤ a < n, l ∈ Z2n, h, i, j ∈ Z2, where
ψ′ij((rs
h)asbn) = (−1)ai+bj etc. See section 3.2 of [17] for more details, as well as the
S and T matrices.
Recall from section 2.3 that a simple-current j permutes the primaries, and that
it associates to each primary µ a rational number Qj(µ). The simple-current zhij is
order-2 (unless h = i = j = 0), so 2Qzhij(µ) is an integer which we’ll call the parity.
The permutations and parities for zhij are: (s
nh′ , ψi′j′) 7→ (sn(h+h′), ψi+i′,j+j′) (with
parity n(jh′ + j′h)), (snh
′
, χk) 7→ (sn(h+h′), χnj+(−1)jk) (parity hk + nh′j), (sa, φl) 7→
(snh+(−1)
ha, φ(−1)hl+nj) (parity ja+ hl), and (rsh
′
, ψ′i′j′) 7→ (rs{h′+nh}2 , ψ′i′+i+h′j,j′+nj)
(parity j′h+ i+ h′j), where {k}2 ∈ {0, 1} is congruent mod 2 to k. The only fixed-
points of nontrivial zhij are (s
h′n, χk) and (s
a, φl) for z010, and (when n is even)
(rsh
′
, ψ′i′j′) for both z100 and zhh′1, (s
nh′ , χn/2) for z0i1, (s
n/2, φ±n/2) for z1i1, and both
(sn/2, φ0) and (s
n/2, φn) for z1i0.
Write Z(hij) for the simple-current invariant Z〈zhij〉. Among the Z(hij), the only
nontrivial automorphism invariants occur when n is odd with h = j = 1. These
automorphism invariants permute the primaries, fixing those with even parity and
interchanging λ↔ z1i1λ for λ with odd parity. The other Z(hij) are all block-diagonal
modular invariants: their only nonzero entries are Z(hij)λ,λ = 2 when λ is a fixed-point
of zhij with even parity, and Z(hij)λ,λ = Z(hij)λ,zhijλ = 1 when λ has even parity but is
not a fixed-point. In addition, products of any two distinct Z(hij) is a new modular
invariant.
To keep things simple, we will restrict here to the case of direct relevance
to the loop group setting (our primary interest in this paper). Take H =
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〈(bn, 1), (a, a), (b, b)〉 ' Z × G for Z ' Z2 the centre of D2n. Then by the
Ku¨nneth formula for group cohomology [15], H2H(pt;T) ' Z42, where one copy of
Z2 comes from H2D2n(pt;T), and the other three come from the characters of Z
and G. Again, we will restrict to trivial ψ ∈ H2H(pt;T) although it should be
clear how to modify this discussion for nontrivial ψ. In this case the nimrep is
K0
HL×∆RG
(G×G) ' K0
ZL×Gad(G) ' K0Gad(G/Z), with basis given by pairs (Za, χ) for
any irrep χ of ZZa(G). The full system is K
0
HL×HR(G×G) ' RZ ⊗K0Gad(G/Z), i.e.
two copies of the nimrep. Then alpha-induction α± : K0
Gad
(G) → K0
Gad
(G/Z) is the
map (a, χ) 7→ (Za, IndZZaZa χ) and (a, χ) 7→ (Za, IndZZaZa χ ◦ sn) respectively (i.e. for α−
premultiply and then induce). We find that the corresponding modular invariant is
Z(100). Next subsection we find that a similar description applies to loop groups.
5.2 Compact Lie groups
The geometry of simple-current invariants for the loop groups is clear: they corre-
spond to strings living on non-simply-connected groups G/Z where Z is some sub-
group of the centre of G. These are related to section 3, except fixed points of the
simple-currents occur here, complicating things considerably.
The simple-currents in Verk(G) for any connected, simply-connected, compact
Lie group G, were classified in [38]. The group of simple-currents for G × H is the
direct product of those for G and H, so it suffices to consider simple G. All of
these simple-currents correspond to extended Dynkin diagram symmetries, with one
exception (Ver2(E8)) which we can ignore as it cannot yield a modular invariant for
G. For any G and k, the simple-currents and outer automorphisms together generate
all symmetries of the extended Dynkin diagram.
For example, the group of simple-currents for Verk(SU(n)) is cyclic of order n, gen-
erated by J = (0; k, 0, . . . , 0) which permutes P k+(SU(n)) through (λ0;λ1, . . . , λn−1) 7→
(λn−1;λ0, λ1, . . . , λn−2). Then QJd(λ) =
d
n
∑n−1
i=1 iλi and hJd = kd(n− d)/2n.
First, we need to establish K-theoretically the relation, well appreciated within
conformal field theory (see e.g. [31]), between the simple-currents and the centre of
G. Consider for concreteness G = SU(2). Recall the Dixmier-Douady bundle for
G on G constructed in [25] and section 2.2, and let S denote the Stiefel diagram,
i.e. diag(eıθ, e−ıθ) for 0 ≤ θ ≤ pi. For x ∈ S and compact c ∈ K, define the
action of z = −I ∈ Z(G) on fibres by (gxg−1, c)1 ↔ (zgxg−1, c)2 for all g ∈ G.
G-equivariance is automatic, as is the consistency condition for g ∈ Zx(G) when
x ∈ D1 ∩D2, where Di is the cover of S. To see that this action preserves the twist,
note that UkpiwU
∗
k = ı
−kpiw where w =
(
0 ı
ı 0
)
(Ad(w) moves zx back into the Stiefel
diagram, and sends weightspace Vm,n−1 to ınV−m,1−n). Therefore the full centre ±I
of G = SU(2) acts on the G on G bundle, and hence on the K-group κK1
Gad
(G).
We expect that the same conclusion should apply to the centre of any simply-
connected, connected, compact Lie group G. For such G, multiplication by the
centre Z(G) should correspond naturally to the action of the simple-currents in the
Verlinde ring κKdimG
Gad
(G), in the following sense. The primaries λ ∈ P k+(G) are
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identified with certain conjugacy classes — this yields a geometric picture of Verk(G)
dual to the usual representation ring description RG/Ik. Now, Z(G) permutes these
conjugacy classes by multiplication, and this permutation agrees with the simple-
current action on primaries. For example, for G = SU(2), the level k primaries look
like λ = (k − λ1;λ1) for integers 0 ≤ λ1 ≤ k; this corresponds to the conjugacy class
intersecting S at diag(exp[2piı(λ1 + 1)/2κ], exp[−2piı(λ1 + 1)/2κ]) for κ = k + 2. By
multiplication, the central element z = −I sends the λ1 conjugacy class to the λ1 +κ
one, which the Weyl group identifies with κ− λ1− 2. This matches the action of the
simple-current.
We can also see this identification between Z(G) and simple-currents, in the
representation ring picture. Again consider for concreteness G = SU(2): we can
compute its Verlinde ring Verk(G) =
κKG0 (G) using the six-term sequence (2.7) by
removing three points from Figure 1(b) (the 2 endpoints and the midpoint):
0 ←− κKG0 (G) ←− RG ⊕RT ⊕RG
↓ ↑ β
0 −→ κKG1 (G) −→ RT ⊕RT
, (5.1)
where T is the maximal torus. The map β sends the polynomials (p(a), q(a)) ∈ R2T
to Dirac induction (D-IndGT p, p+ a
−κq,D-IndGT q), and we obtain
κKG1 (G) = 0 and
Verk(G) =
κKG0 (G) = R
2
G/span{(σi, σi+κ)}i∈Z . (5.2)
Hence Verk(G) is spanned by the classes [(0, σl)] for 1 ≤ l < κ. The centre Z = {±I}
permutes the two RG’s in the upper-right corner of (5.1), i.e. in K
0
G(Z) ' R2G,
and so sends [(0, σl)] to [(σl, 0)] = [(0, σκ−l)]. Again, this permutation matches the
simple-current action in Verk(G).
For any subgroup Z of the centre Z(G) of any connected, simply-connected, com-
pact G, RZ is an RG-module with action ρλ.ψ = Res
G
Z(ρλ)ψ, where Res
G
Z(ρλ) denotes
the unique 1-dimensional representation appearing in the restriction of the G-irrep
ρλ to the central subgroup Z. The same action defines a Verk(G)-module structure,
and indeed a Verk(G)-nimrep, on RZ for any level k. The exponents of this nimrep
are the simple-currents corresponding to Z (each with multiplicity 1). Moreover, for
any z ∈ Z and λ ∈ P k+(G), ResGZ(ρλ)(z) = e2piıQj(λ), where j is the simple-current
corresponding to z and Qj is defined early in section 2.3. This nimrep RZ will gen-
erally not have a compatible modular invariant, but it arises indirectly in both this
subsection and the next.
Now that we have identified the simple-currents with the centre, we can express K-
theoretically the nimreps, full systems, etc for the simple-current modular invariants.
We will do this for any G = SU(n) in this subsection, and comment briefly at the
end of the subsection on the related description for other G.
Consider first G = SU(2) for concreteness. Write Z = {±I} for its centre and
G = G/Z ' SO(3). Let k be any nonnegative even integer — we require k even
here for the existence of the simple-current invariant Z〈J〉, nimrep etc (more on this
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shortly). Write κ = k+2 as usual. The Verlinde ring is described by the (unextended)
Ak+1 diagram, and the nimrep by the Dk/2+2 diagram, as explained in section 2.3.
Apart from this, the theory bifurcates between k/2 even (where Z〈J〉 is block-diagonal)
and k/2 odd (where it is an automorphism invariant).
For later convenience, we can redo the Verk(SU(2)) calculation of (5.1) (for κ
even), taking β = (D-IndGT p, a
κ/2p + a−κ/2q,D-IndGT q) and obtaining the equivalent
expression for Verk(SU(2)):
κKG0 (G) = RT/span{aκ/2, a−κ/2, ai+κ/2 + a−i+κ/2, aj−κ/2 + a−j−κ/2}i,j≥1 . (5.3)
The obvious Z-basis of Verk(G) is [a−κ/2+1], . . . , [1], . . . , [aκ/2−1]. The RG action in-
herited from K-theory is by restriction to T , so for example the generator σ2 acts by
multiplication by a + a−1. In terms of the given basis, multiplication by σ2 recovers
the A2κ−1 diagram. Therefore the RG-module product descends to the Verlinde ring
product.
The nimrep corresponds to τKG0 (G) ' τKG
ad×ZR
0 (G). This K-homology has al-
ready been computed in [12], but it is convenient to recompute it in order to compare
below various K-groups. In addition, our calculation is far simpler. The twist τ here
belongs to H1G(G;Z2)×H3G(G;Z) ' Z2×Z by (2.2). The spectral sequence of section
2.1 identifies H3G(G;Z) with H3(G;Z) ' Z, and H3G(G;Z) with 2Z ⊂ H3(G;Z). This
factor of 2 plays a crucial role below.
(2.1) naturally identifies H∗
Gad×ZL(G;A) with H
∗
G(G;A) and thus it suffices to
construct the Dixmier-Douady bundle for τK∗
Gad×ZL(G). Focus for now on the H
3-
twist. Recall the bundle for κK∗G(G) given in [25] and section 2.2, and use the action
of Z on it (which works for any κ) to try to enhance the G-equivariance to G × Z.
The obstruction is (−1)κ, because the forgetful map H3G×Z(G;Z)→ H3G(G;Z) is ×2.
To see this topologically, observe that the orbit diagram for G× Z on G is given by
that of Figure 1(c), with centralisers G, the maximal torus T of G, and T × Z. In
particular, the diagram is folded in 2 from that of G on G (Figure 1(b)). Let κ′ be the
level of G× Z on G; i.e. the twisting unitary in the bundle is the representation aκ′
of the centraliser T . The corresponding bundle for G on G, forgetting the Z action,
unfolds the orbit diagram, giving two cuts, each with a twisting unitary given by the
same representation aκ
′
of the same centraliser T . This is equivalent of course to a
single cut, with a twist of 2κ′.
To incorporate an H1-twist on this bundle, split L2(G) = Hns ⊕ Hsp into non-
spinors and spinors — this defines a Z2-grading on the space — and use the odd
automorphism U =
(
0
a−1
a
0
)
(see section 2.2 of [25] for a similar construction).
Restrict for now to the twist τ = (−;κ/2) relevant to the modular invariant Z〈J〉
— we use a semi-colon to separate the H1 and H3 components. The − here arises
from the adjoint shift, as does the +1 in the H3-component. The orbits of G on
G are given in Figure 1(c). Now use the six-term sequence (2.7), removing the two
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endpoints of Figure 1(c):
0 ←− (−;κ/2)KG0 (G) ←− RG ⊕ +RO2
↓ ↑ α
0 −→ (−;κ/2)KG1 (G) −→ RT
, (5.4)
where we have used the nonorientability of the projective plane G/O(2) to obtain the
ungraded representation ring RO2 (recall the implicit use of Poincare´ duality (2.3)
here). The map α : RT → RG ⊕ RO2 sends p to (D-IndGT p, IndO2T aκ/2p). We find (for
κ 6= 0) that (−;κ/2)KSU21 (SO3) = 0 and
(−;κ/2)KSU20 (SO3) = RO2/span{κκ/2, κj+κ/2 + κ−j+κ/2}j≥1 . (5.5)
The RG-module structure arising from K-homology is restriction to O(2) from G.
For example, the generator σ2 restricts to κ1; in terms of the obvious Z-basis of
τKG0 (G), namely [δ], [κ0], . . . , [κk/2], we obtain the (unextended) Dynkin diagram
Dκ/2+1 = Dk/2+2. We see that this RG-module multiplication factors through the
fusion ideal and is thus a well-defined action of Verk(G), recovering precisely the
nimrep. A different expression for this nimrep, generalising to other SU(n), is ob-
tained in Theorem 3 below.
When k/2 is odd, the modular invariant Z〈J〉 is an automorphism invariant and
the full system is simply the Verlinde ring, as is the neutral system. Alpha-induction
α± : Verk(G) → Verk(G) then is given by α− = id and α+([σi]) = [σi] or [σκ−i] for i
odd/even respectively, recovering Z〈J〉.
Much more interesting is k/2 even, where Z〈J〉 is block-diagonal. The neutral
system is given by τKG0 (G) where τ = (−; +, κ/2) ∈ Z2 × (Z2 × Z). Again, the
spectral sequence tells us the map from H3G(G;Z) ' Z to H3G(G;Z) ' Z2 × Z is
by multiplication by 2 in the second component. This K-homology is computed
explicitly in [33] but again it is convenient to recalculate it in a slightly different
way. The orbit diagram is Figure 1(d); using (2.7) recovers the same sequence as
in [33], with the map γ : R−T → RSO3 ⊕ RO2 sending the spinor a1/2p(a) to (D-
IndSO3T ap(a
2), IndO2T a
κ/4a1/2p(a)). The grading on RO2 is lost by the implicit applica-
tion of Poincare´ duality. We find (−;+,κ/2)KSO31 (SO3) = 0 and
(−;+,κ/2)KSO30 (SO3) = Verk/2(SO(3))
=RO2/span{κκ/4+i + κκ/4−i}i=1/2,3/2,... . (5.6)
The appropriate basis is [δ], [κ0], . . . , [κk/4], which recovers the extended fusions of
SO(3) at SO(3)-level k/2. This answer is different from, but equivalent to, that given
in [33]. The bar’s atop the representations here emphasise that this O(2) lies in
SO(3).
In pure extension or type I theories such as these, the neutral system should
embed into the nimrep. To recover this here, compare the corresponding six-term
sequences term by term: we find that the map (−;+,κ/2)KG0 (G)→ (−;κ/2)KG0 (G) is the
obvious injection [δ] 7→ [δ], [κi] 7→ [κ2i].
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The full system for k/2 even is τ
′
K
∆LG×∆RG
0 (G×G) ' τ ′KG
ad×ZL×ZR
0 (G) ' RZ ⊗Z
τ ′′KG×Z0 (G). The twist groups are H
1
G×Z×Z(G;Z2) ' Z2 × Z2 and H3G×Z×Z(G;Z) '
2Z × 2Z, calculated as before. The twist relevant to Z〈J〉 is τ ′ = (−,−;κ/2, κ/2),
with τ ′′ = (−;κ/2). The bundles are constructed as before — their existence re-
quires the level k to be even. The orbits for this action are just those of Fig-
ure 1(c) except with an extra factor of Z everywhere. Thus the computation of
(−,−;κ/2,κ/2)KG×Z×Z∗ (G) mirrors that of (5.4) except for an extra factor of RZ2 every-
where: the full system (−,−;κ/2,κ/2)KG×Z×Z0 (G) consists of two copies of the nimrep
Dk/2+2, and (−,−;κ/2,κ/2)KG×Z×Z1 (G) = 0. This is exactly what we would want.
To identify alpha-induction when k/2 is even, use the calculation of the Ver-
linde ring (5.3): comparing (5.1) and (5.4), we see that the natural map κKG0 (G)→
(−;κ/2)KG0 (G) is just induction from SO(2) to O(2): a
i 7→ κi. So this gives
us α± : Verk(G) → (−;κ/2)KG0 (G) ⊗RG RZ . Let α− be (IndO2T ,+1), and α+ be
(IndO2T ,Res
T
Z) (so these send a
i to (κi, 1) and (κi, (−1)i) resp.). The neutral system
is therefore the span of even i, as it should be.
In Table 4 we collect the data for the simple-current invariants for SU(2). We also
include, in the bottom two rows, the data for Fredenhagen’s hypothetical models [32].
To form this table and provide the above story for SU(2), we imported (rather than
derived) information about the modular invariants. In the standard supersymmetric
models associated to loop groups LG (e.g. those denoted ‘CIZ’ in Table 4), the
fermions factor off, allowing everything to be describable by the bosons (i.e. the
SU(2) part). Fredenhagen proposed a model for SU(2) where the centre ±I also
acts nontrivially on fermions. In this case the modular invariant for k/2 odd is
block-diagonal while that for k/2 even is an automorphism invariant, so we had to
accommodate this in the table. As Fredenhagen noticed, his theory seemed to fit into
the D-brane charge analysis of [12] if we assign to his theory the opposite H1-twist
than that needed for the standard SO(3) theory. To our knowledge it is still not yet
clear whether Fredenhagen’s model is a completely consistent supersymmetric theory
but, at least from the point of view of K-homology, Fredenhagen’s model seems to
provide a coherent interpretation for the other H1-twist. In particular, his neutral
system would recover the new ring structure on (+;−,κ/2)K1
G
(G) ' (+;+,κ/2)KG0 (G) (for
κ/2 even) mentioned in Remark 9.3 in [33]. One difference with the standard model
is that (+;κ/2)KG1 (G) ' −R1O2 is 1-dimensional, not 0.
nimrep neutral system full system
k/2 even : CIZ (−;κ/2)KSU20 (SO(3))
(−;+,κ/2)KSO30 (SO(3))
(−,−;κ/2,κ/2)KSU2×Z×Z0 (SU(2))
k/2 odd : CIZ (−;κ/2)KSU20 (SO(3))
κKSU20 (SU(2))
κKSU20 (SU(2))
k/2 even : Fr (+;κ/2)KSU20 (SO(3))
κKSU20 (SU(2))
κKSU20 (SU(2))
k/2 odd : Fr (+;κ/2)KSU20 (SO(3))
(+;+,κ/2)KSO30 (SO(3))
(+,+;κ/2,κ/2)KSU2×Z×Z0 (SU(2))
Table 4. Data for the SO(3) theory, including Fredenhagen’s hypothetical one
From this it is easy to describe what should happen in general. Write Gn = SU(n).
Fix any divisor d|n and level k, and write n′ = n/d and κ = k+n. The simple-current
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invariant Z〈Jn′ 〉 exists iff n′(n + 1)k is even. Write Zd for the order-d subgroup
of the centre Z(Gn) ' Zn. The corresponding nimrep should be τKGn0 (Gn/Zd) '
τKGn×Zd(Gn) for some twist τ ; the neutral system should be τ
′
K
Gn/Zd′
0 (Gn/Zd′) for
some subgroup Zd′ of Zd and twist τ
′; the full system should be τ
′′
K
∆LGn×∆RGn
0 (Gn/Zd′×
Gn/Zd′) ' τ ′′KG
ad
n ×ZLd′×ZRd′
0 (Gn) ' RZd′ ⊗Z τ
′′′
K
Gadn ×ZLd′
0 (Gn) for appropriate twists
τ ′′, τ ′′′. These K-homology groups all vanish in degree 1. See Conjecture 3 below for
more details.
A nimrep for Z〈Jn′ 〉 has already been proposed in the conformal field theory
literature, which we now describe. Write [λ]d for the orbit 〈Jn′〉λ, and od(λ) for
the largest positive integer o dividing d such that Jn/oλ = λ; hence the stabiliser
stabZd(λ) = 〈Jn/od(λ)〉 ' Zod(λ) and ‖[λ]d‖ = d/od(λ). For readability, we will usually
drop the subscript on [∗]d and od. Write Pkd (Gn) = {[ν]d : ν ∈ P k+(Gn)}, the set
of all Jn
′
-orbits. Let Fn,k,d be the set of all Jn′-fixed-points, i.e. all λ ∈ P k+(Gn)
such that Jn
′
λ = λ. Then Fn,k,d is nonempty iff d divides both n and k. The map
Fn,k,d → P k/d+ (Gn′) given by ν 7→ ν(d) = (ν0; ν1, . . . , νn′−1) is a bijection.
As noted in [42], there are two possibilities which behave somewhat differently
(recall n′(n+ 1)k must be even):
Case A: Either n′(n+1) is even or the power of 2 dividing k exceeds that of n. Then
the diagonal entries of Z〈Jn′ 〉 (i.e. the exponents of the corresponding nimrep) are
precisely those µ ∈ P k+(Gn) with QJn′ (µ) ∈ Z, i.e. for which d divides
∑
i iµi. Such
an exponent µ has multiplicity od(µ).
Case B: n′(n + 1)(k + 1) is odd, and the power of 2 dividing n is at least as large
as that dividing k. Then the exponents can have QJn′ (µ) ∈ 12Z (see [42, Sect.1.2] for
details).
Most of the study of nimreps for Z〈Jn′ 〉 has been directed at the simpler and more
common Case A, and in the following we will restrict to Case A. So for example this
is automatically satisfied for n = d = 3 and n = 4, d = 2, but requires 4 to divide k
for n = d = 2. Extending the following results to Case B, and then to the other G,
should be a priority.
An obvious candidate for a nimrep compatible with Z〈Jn′ 〉 would be the Jn′-orbits
Verk(Gn)/〈Jn′〉, or equivalently the quotient of RGn by the ideal generated by the
fusion ideal Ik(Gn) together with the terms ρJn′λ − ρλ for all λ ∈ P k+(Gn). This
Verk(Gn)-module has a basis parametrised by the orbits Pkd (Gn), with coefficients
N [ν′]λ,[ν] =
d/o(ν)∑
i=1
NJ
n′iν′
λ,ν =
o(ν)
gcd(o(ν), o(ν ′))
d/lcm(o(ν),o(ν′))∑
i=1
N ν
′
Jn′iλ,ν , (5.7)
using (2.8). But in general this is not quite a nimrep: the asymmetry between ν, ν ′
means that the transpose condition of Definition 2 can fail for λ = Cλ. Moreover,
the dimension is wrong: although the exponents all have QJd′ (µ) ∈ Z (which is what
we want), they all have multiplicity 1. Indeed, Verk(Gn)/〈Jn′〉 will be a nimrep
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compatible with Z〈Jn′ 〉, iff there are no fixed-points, i.e. iff gcd(d, k) = 1. Identifying
the correct nimrep for Z〈Jn′ 〉, when there are fixed-points, is more subtle: it requires
resolving the fixed-points. The answer is finally provided in Theorem 3 below.
[4, 42] proposed a complicated formula for a nimrep N (n,k,d) for Z〈Jn′ 〉, using
(2.9) with Ψ taken from an expression for the S-matrices of nonsimply-connected
groups conjectured in [39]. The boundary states a ∈ B consist of pairs ([ν]d, l) where
[ν]d ∈ Pkd (Gn) and l ∈ Zod(ν). This component l resolves the fixed-point ν. In
particular,
Ψ([ν],l),(µ,i) =
√
d
o(ν)
√
o(µ)
∑
δ|gcd(o(ν),o(µ))
ξδ S
(δ)
ν(δ),µ(δ)
∑
`∈Z×δ
e2piı` (l−i)/δ , (5.8)
where i ∈ Zo(µ), S(δ) is the S-matrix for Gn/δ at level k/δ, and ξδ is some root
of unity depending on δ, n, k, d. By construction, the resulting N (n,k,d) will be a
nimrep compatible with Z〈Jn′ 〉 iff the coefficients N (n,k,d) ([ν
′],l′)
λ,([ν],l) arising in (2.9) are all
nonnegative integers. However, in this description both integrality and nonnegativity
are highly unobvious. Using the fixed-point factorisation of [48], [43] found a relatively
simple expression (given below) for some of these coefficients, and from this could
prove integrality, but nonnegativity remained out of reach. In Theorem 3 below,
we use this to find a simple global description for the Verk(Gn)-module structure,
making its relation to K-homology more evident, and allowing us to finally prove
nonnegativity and establish the nimrep property.
We can make explicit the isomorphism of the stabiliser stabZd(ν) ' Zod(ν) by
writing φlν for the irrep sending J
hn/o(ν) to e2piılh/o(ν) for all h ∈ Z and each l ∈
Zod(ν); it is convenient to extend its definition to all of Zd by defining φlν(Jhn
′
) = 0
whenever Jhn
′ 6∈ stabZd(ν), i.e. whenever d/o(ν) does not divide h. Note that
φlν =
o(ν)
d
∑d/o(ν)
i=1 ψ
l+io(ν) ∈ o(ν)
d
RZd , where φ
l are the d irreps of Zd. Identify the
boundary state ([ν], l) with ([ν], d
o(ν)
φlν); the strange normalisation of φ
l
ν is needed for
it to lie in RZd , and will absorb the extra factors appearing in (5.7).
Theorem 3 is one of the main results of this paper, giving a significant simplifica-
tion to the nimrep expressions appearing in the CFT literature.
Theorem 3. Fix Gn = SU(n), level k, and divisor d|n. Write κ = k + n, n′ = n/d,
and Zd for the order-d subgroup of the centre of Gn. Assume that Case A holds.
Define Idk (Gn) to be the ideal of RGn×Zd generated by the fusion ideal Ik(Gn), together
with the terms ρJn′λ − ρλ for all λ ∈ P k+(Gn), as well as ρλ ⊗ φ − ρλ ⊗ φ′, for any
φ, φ′ ∈ RZd which are equal when restricted to stabZd(λ). Then RGn×Zd/Idk (Gn) is
a Verk(Gn)-module, where Verk(Gn) acts by multiplication in the obvious way (i.e.
ignoring the Zd component). A basis for this is ([ν]d, l) = ([ν]d,
d
od(ν)
φlν) ∈ B; in terms
of this basis we have the coefficients
N ([ν′],l′)λ,([ν],l) =
d/lcm(o(ν),o(ν′))∑
j=1
δ
gcd(o(ν),o(ν′))
l,l′ N
ν′
Jn′jλ,ν , (5.9)
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where δml,l′ equals 1 if m divides l − l′, and 0 otherwise. This nimrep is equivalent to
the one, N (n,k,d), described above; in particular, N (n,k,d) is a nimrep.
Proof. To prove this, first derive (5.9), which follows straightforwardly from (5.7).
The expressions for the coefficients ofN (n,k,d) is much more difficult, but the Appendix
of [43] uses the fixed-point factorisation of [48] to compute
N (n,k,d) ([ν′],l′)Λm,([ν],l) =
d/lcm(o(ν),o(ν′))∑
j=1
δ∆l,l′N
ν′(∆)
Jn′jΛm/∆,ν(∆)
, (5.10)
valid for all fundamental weights Λm and all ([ν], l), ([ν
′], l′) ∈ B, where ∆ =
gcd(o(ν), o(ν ′)) and N (∆) are the fusion coefficients for Verk/∆(Gn/∆). From the
Pieri rule, or Claim (c) in [42, Sect.4.1], these fusions in Verk/∆(Gn/∆) coincide with
the corresponding ones in Verk(Gn), and we find that N (n,k,d) ([ν
′],l′)
Λm,([ν],l)
= N ([ν′],l′)Λm,([ν],l) for
all m, ν, ν ′, l, l′.
Since these two Verk(Gn)-modules have identical formulas for multiplication by the
fundamental weights Λm, which generate Verk(Gn), they are isomorphic as Verk(Gn)-
modules, and in fact Nλ = N (n,k,d)λ for all λ ∈ P k+(Gn). Therefore the coefficients of
N (n,k,d) are nonnegative integers, and so N = N (n,k,d) is indeed a nimrep compatible
with Z〈Jn′ 〉. QED
Theorem 3 provides a massive simplification of the original expressions forN (n,k,d)
in [4, 42]. Although integrality of the matrix entries of N (n,k,d) was established in
[43], nonnegativity was out-of-reach. We were led to Theorem 3 by trying to match
the conjectured N (n,k,d) to the K-homology τKG×Zd∗ (G). Working out this nimrep in
Case B is a natural task. The fixed-point factorisation of [48] continues to hold, so one
could extend the nimrep coefficient calculations of [43, App.B] to Case B, although
this would be technically challenging, and then try to reinterpret the result globally
as a quotient of a representation ring. Note though that Theorem 3 will fail as stated
for Case B: in particular, not all exponents of Z〈Jn′ 〉 will now obey QJn′ (µ) ∈ Z, so
the simple-current Jn
′ ∈ Verk(Gn) will not act trivially.
The charge-group for N (n,k,d), in Case A, was conjectured in [43] to be
ZM ⊕
⊕
p|gcd(d,M)
δ⊕
i=1
(pi − pi−1) · Zpmin(µ,ν−i+1) (5.11)
where M is the gcd of the dimensions of all weights in the fusion ideal, and pν‖n, pδ‖d
and pµ‖M . The first sum runs over all primes dividing both d and M . The charge
assignments which should generate this, and the evidence supporting this conjecture,
is discussed in [43, Sect.4.2]. With the new global interpretation of N (n,k,d) coming
from Theorem 3, it is very possible this conjecture can now be proved. The charges
and charge-groups in Case 2 are discussed in [42, Sect.5].
Before we can explicitly introduce the relevant K-homology groups, we need to un-
derstand the appropriate cohomology groups. Note from (2.2) that H1Gn(Gn/Zd;Z2)
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is Z2 or 0 depending on whether or not d is even, and H3Gn(Gn/Zd;Z) ' Z.
The usual spectral sequence argument gives H3Gn/Zd(Gn/Zd;Z) ' Zd × Z, using
H∗Gn/Zd(pt;Z) ' Z⊕0⊕0⊕Zd⊕Z⊕· · · and H3(Gn/Zd;Z) ' Z⊕0⊕0⊕Z⊕· · · ; likewise
H1Gn/Zd(Gn/Zd;Z2) ' Z2 or 0, again depending on whether or not d is even. Finally,
H3Gn×Zd×Zd(Gn;Z) ' RZd ⊗Z H3Gn(Gn/Zd;Z), and H1Gn×Zd×Zd(Gn;Z2) ' Z2(Zd) or 0,
depending again on whether or not d is even.
Conjecture 3. Use the same notation as Theorem 4; we require n′(n + 1)k is even
(necessary for the existence of Z〈Jn′ 〉) but don’t assume Case A. Write t = 1 or 2
when n′(n+1) is even respectively odd. Fix s ∈ Z2 (which can be dropped if d is odd).
(a) Z(Gn) ' Zn acts on the Gn on Gn bundle, and the corresponding action on
κKGn0 (Gn) ' Verk(Gn) is by simple-currents.
(b) (s;κ/t)KGn1 (Gn/Zd) = 0 and
(s;κ/t)KGn0 (Gn/Zd) is a nimrep for the simple-current
modular invariant Z〈Jn′ 〉. This should agree with the (conjectured) nimrep N (n,k,d).
(c) Let d0 = gcd(d, kn
′) if d is odd, and d0 = gcd(d, kn′/2) if d is even. Write
Z0 for the order-d0 subgroup of the centre of Gn. Then the neutral system is
(s;τ ′,κ/d0)K
Gn/Z0
0 (Gn/Z0) for some choice of τ
′ ∈ Zd0 (s can be dropped if d0 is odd).
The full system is (s,...,s;κ/t,...,κ/t)K
Gadn ×ZL0 ×ZR0
0 (Gn) ' RZ0 ⊗Z (s;κ/t)KGn0 (Gn/Z0), i.e.
d0 copies of
(s;κ/t)KGn0 (Gn/Z0) (again, s can be dropped if d0 is odd). The corre-
sponding twisted equivariant K1-homology groups all vanish. Write β for the map
κKGn0 (Gn) → (s;κ/t)KGn0 (Gn/Z0) coming from the projection Gn → Gn/Z0. Then
α+ : Verk(Gn)→ RZ0 ⊗Z (s;κ/t)KGn0 (Gn/Z0) can be chosen to be [λ] 7→ (1, β(λ)) while
α− is (Res
Gn
Z0
, β) (Res
Gn
Z0
was defined earlier this section). This map β can also be
interpreted as κKGn0 (Gn) → (s;κ)KGn×Z00 (Gn) where Z0 acts trivially by adjoint; in
K-theory alpha-induction would involve induction from Gn to Gn × Z0.
(d) The D-brane charge group here is κ/tK0(Gn/Zd). The assignment of charges is
given by the forgetful map (s;κ/t)KGn0 (Gn/Zd)→ κ/tK0(Gn/Zd).
The possibility of choosing either sign for s is suggested by the Fredenhagen model
[32].
Something similar to Conjecture 3 will hold for all other compact connected
groups, and this should be worked out. As a first step, the analogue of fixed-point
factorisation has been found for all G [3]. That there can possibly be subtleties is
hinted by G = Spin(8) at level 2 (so κ = 8), for Z the full centre Z2 × Z2. The
corresponding modular invariant is
Z = |χ(2;0000) + χ(0;2000) + χ(0;0020) + χ(0;0002)|2 + 4|χ(0;0100)|2 , (5.12)
using obvious notation. The neutral system is 17KE70 (E7), which is 2-dimensional
(and not 5-dimensional), with sigma-restriction sending those 2 primaries to χ(2;0000)+
χ(0;2000) +χ(0;0020) +χ(0;0002) and 2χ(0;0100) (and not the naive guess χ(2;0000) +χ(0;2000) +
χ(0;0020)+χ(0;0002), χ(0;0100), χ(0;0100), χ(0;0100), χ(0;0100)). The proper way to think of this
is described at the end of [39, Sect.6.4]. It would be interesting (and not too difficult)
to determine whether τK
PSpin(8)
0 (PSpin(8)) for the appropriate twist τ recovers those
2 dimensions (and not for instance the 5).
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5.3 Mixing outer automorphisms and simple-currents
The final generic source of modular invariants results from combining simple current
invariants and outer automorphisms. Surprisingly, the analysis here is much simpler
than in section 5.2. In this subsection we will restrict to the modular invariant
Zc〈Jn′ 〉 = CZ〈Jn′ 〉 = Z〈Jn′ 〉C for Gn = SU(n), where C is charge-conjugation and
n′ = n/d for some d|n. We retain all notation from section 5.2. In particular, recall
the Verk(Gn)-nimrep RZd , with multiplication λ.φ
l
d = φ
l+
∑
j jλj
d . We obtain the
complete answer, up to an earlier conjecture.
We’ll begin by describing what appears in the CFT literature. Consider first
d odd. Let N c be any nimrep for Z = Ic. It was proved in [43, Sect.2.1] that
RZd⊗RGn N c is a nimrep compatible with Zc〈Jn′ 〉. In particular, recall the conjectured
nimrep NGG of section 4.2. Then RZd ⊗ NGG will be a nimrep for Zc〈Jn′ 〉 iff the
coefficients NGG yλ,x are all nonnegative, as was conjectured. Denoting the boundary
states of N = RZd ⊗ NGG by (x, l) = (x, φld), for x ∈ P k+(A(2)n−1) and l ∈ Zd, we
obtain the coefficients N (y,l′)λ,(x,l) = NGGyλ,x δdl′,l+∑j jλj for δd defined in Theorem 3. The
charge-group was proved in [43, Sect.2.2.2] to be (5.11), subject only to the validity of
Conjecture 1(a) for G = Spin(2n+ 1), and the charge assignments were all identified.
When d is even, this construction fails because Jn/2 is an exponent of Ic, so the
vacuum 1 has multiplicity 2, not 1, in RZd ⊗ N c. But this also suggests the cure,
at least when n′ is even. The Verk(Gn)-module RZ2d ⊗ N c consists of two identical
copies of what we want. Restrict for example to the submodule spanned (over Z) by
the boundary states (x, φl), x ∈ P k+(A(2)n−1), where l ≡
∑
ixi (mod 2). Assuming again
that the coefficients of NGG are nonnegative for Gn, this submodule of RZ2d ⊗NGG
will be a nimrep for Zc〈Jn′ 〉. Its charge-group was conjectured in [43] to be (5.11) —
see section 3.2 there for some partial results and supporting evidence.
When n′(n + 1) is odd, the situation is more complicated because the exponents
of Zc〈Jn′ 〉 are not directly related to those of Ic (by contrast, the exponents for Zc〈Jn′ 〉,
when d is odd say, are J jn
′
µ of multiplicity o(µ) for any µ = Cµ). This means
there won’t be a direct relation between the nimreps for Ic and Zc〈Jn′ 〉. Indeed,
when n′(n + 1) is odd, we will no longer in general have agreement between the
charge-groups of Z〈Jn′ 〉 and Zc〈Jn′ 〉: e.g. as mentioned in [43], for n = k = d = 4,
M(N (4,4,4)) ' Z4 × Z22 while M(N (4,4,4)c) ' Z24.
Now let’s turn to a K-homological interpretation, focussing on the simpler
case where d is odd. The groups H3
Gadcn
(Gn/Zd;Z) ' H3Gadcn ×ZLd (Gn;Z) ' Z and
H1
Gadcn
(Gn/Zd;Z2) ' H1Gadcn ×ZLd (Gn;Z2) ' Zgcd(d,2), calculated as before. The Dixmier-
Douady bundles should be constructable by a combination of the methods of sections
4.2 and 5.2.
Theorem 4. Let Gn = SU(n), d|n, n′ = n/d, Zd be the order-d central subgroup, and
κ = k+n as before. Assume d to be odd. Then κKi
Gadcn
(Gn/Zd) is naturally isomorphic
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to RZd ⊗RGn κKiGadcn (Gn) and vanishes for i = (n + 1)(n− 2)/2.
κK∗
Gadcn
(Gn/Zd) will
be a nimrep compatible with Zc〈Jn′ 〉, provided Conjecture 2(a) holds for G = Gn.
Proof. First note that, for any subgroup Z ′ of Z(Gn), κK∗(Gn×Z′)adc (Gn) ' RZ′ ⊗RGn
κK∗
Gadcn
(Gn) as RGn-modules, using (2.5) and the automorphism of Gn × Z ′ sending
(g, z′) 7→ (gz′, z′). RGn multiplies RZ′ through restriction, i.e. through ResGnZ′ .
Since d is odd, we can write
√
z := z(d+1)/2 for any z ∈ Zd. The key observation is
that (g, z).h =
√
zgh(c
√
zg)−1 since complex conjugation c sends
√
z to 1/
√
z. Hence
κK∗
Gadcn ×ZLd
(Gn) ' κK∗(Gn×Zd)adc (Gn) ' RZd ⊗ κK∗Gadcn (Gn) as desired.
The vanishing in degree i = (n+1)(n−2)/2 follows from Theorem 3. The nimrep
statement follows from [43, Sect.2.1]. QED
The full system, neutral system and sigma-induction is independent of the twist ω,
and so are as in section 5.2. Alpha-induction here is obtained by combining sections
4.2 and 5.2: α+λ = (1, β(λ)) ∈ RZ0 ⊗ κKGn0 (Gn/Z0) and α−λ = (Res
Gn
Z0
, β ◦ c) where
β and Z0 are as in Conjecture 3. The obvious guess for the assignment of D-brane
charges is τK
n(n−1)/2
Gn
(Gn/Zd)→ τKn(n−1)/2(Gn/Zd).
There should be a similar story when both d and n′ are even. Then 2d will
also divide n, so Z2d also exists. Of course Z2d must be cyclic; fix a genera-
tor z. Then (g, z2j).h = (zjg)hc(zjg)−1 as before so we find (0;κ)K∗
Gadcn
(Gn/Zd) '
(0;κ)K∗
((Gn×Z2d)/1×Z2)adc (Gn). On the other hand,
(0;κ)K∗
(Gn×Z2d)adc (Gn) will be isomor-
phic to RZ2d ⊗RGn κK∗Gadcn (Gn), and as a RGn-module has a Ẑ2-grading obtained
by restricting the equivariance to Z2, which always acts trivially. This is the K-
theoretic explanation for the aforementioned reducibility of RZ2d ⊗RGn N c. We’d
expect (0;κ)K∗
Gadcn
(Gn/Zd) to be isomorphic to half of RZ2d⊗RGn κK∗Gadcn (Gn), and thus
to describe K-theoretically the nimrep of [43].
6 Exceptional modular invariants
Section 2.3 reminds us that G = SU(2) has 3 exceptional modular invariants. Two
of these are due to conformal embeddings (defined in section 2.3); we study these
in section 6.1. Conformal embeddings for the finite groups were described in [25].
The final SU(2) modular invariant is considered in section 6.2. Unlike the situation
for the generic modular invariants, which is under excellent control as we saw in the
earlier sections, the theory for the exceptional modular invariants is still much less
satisfactory.
6.1 Conformal embeddings
In [25] we proposed that conformal embeddings Hk → G1 could be related to K-
homology τKH
ad
∗ (G). We studied in detail e.g. the conformal embeddings SU(2)4 →
SU(3)1 and SU(2)10 → Sp(4)1, which give rise to the modular invariants called D4
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and E6, respectively, in the SU(2)k list of Cappelli et al [16]. Perhaps the most
interesting observation to come out of this analysis was that the largest finite stabiliser
in this adjoint action of SU(2) on SU(3) resp. Sp(4), is called D4 resp. E6 on
McKay’s list [58]. In this subsection we propose an alternative K-homology, namely
τK
∆LH×∆RH∗ (G × G) with the diagonal action (hL, hR)(g1, g2) = (hLg1h−1R , hLg2h−1R ).
The previous observation about finite stabilisers would persist in this new picture:
if K < H is the stabiliser of g ∈ G, then the isomorphic copy {(k, k)} < H × H
stabilizes (g, z) ∈ G×G for any z ∈ Z(G).
For convenience we restrict in the following to examples calculable in K-theory
through the Hodgkin spectral sequence (recall section 2.2).
Consider first one of the simplest possible conformal embeddings: T2 ⊂ SU(2)1.
Here G = SU(2) × SU(2) and H = SO(2) × SO(2). Write RG = Z[σ, τ ], RH =
Z[a±1, b±1] using obvious notation. The Verlinde ring Ver1(SU2) is RG/(σ2−1, σ−τ).
The restriction map is σ 7→ a+ a−1, τ 7→ b+ b−1. The free resolution is
0→ RG g→ R2G f→ RG → RG/(σ2 − 1, σ − τ)→ 0 , (6.1)
where f(a1, a2) = (σ
2 − 1)a1 + (σ − τ)a2 and g(c) = (−σ + τ, σ2 − 1)c. The
straightforward calculation shows that all E2p,q = 0 except E
2
0,odd = Z[a±1, b±1]/(a2 +
1 + a−2, a + a−1 − b − b−1), which is 8-dimensional, with coset representatives
1, a, b, a2, ab, b2, a3, a2b. Thus τK∗
∆LT×∆RT
(G×G) ' 0⊕ Z8.
This result can also be obtained more elegantly from the ‘maximal rank’ argument
of section 3.3 of [25]. From this we see τK0T×T (G × G) decomposes naturally into
4 copies of the full system Ver2(T ), where ‘4’ is the order of the Weyl group of
SU(2) × SU(2), which on RT×T acts by a 7→ as1 , b 7→ bs2 for some choice of signs
s1, s2.
By comparison, the K-group τK∗
T ad
(SU2) was calculated in sections 3.2 and 3.3
of [25], and found to give 2 copies of the full system, where ‘2’ is the order of the
Weyl group of SU(2).
Thus it would appear that modelling this conformal embedding by the diagonal
action rather than the adjoint action gains little, and in fact makes things a little
worse. However, consider instead the E8,1 → SU(9)1 conformal embedding. Then
by identical arguments τK∗
SU9ad
(E8) ' 0 ⊕ Z1920 while τK∗∆LSU9×∆RSU9(E8 × E8) ' 0 ⊕
Z3686400. The corresponding modular invariant is
Z = |χ00000000 + χ00100000 + χ00000100|2
so the full system is 9-dimensional. Thus τK1SU9(E8) cannot consist of a number of
copies of the full system, whereas τK1SU9×SU9(E8 × E8) very possibly could.
In [25] we speculated that conformal embeddings would be realised K-
homologically using the adjoint action, by τKH∗ (S) for some H-invariant submanifold
S0 of G, typically smaller than G. But at least sometimes the diagonal action could
permit a much more direct interpretation: its K-homology more often can consist of
a certain number of copies of the full system.
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Consider now the E6 modular invariant in the A-D-E list of [16]: this comes
from the conformal embedding SU(2)10 → Sp(4)1. The full system is 12-dimensional,
consisting of two copies of the E6 diagram. In [25] we considered τKSU2
ad
∗ (Sp4) in
detail, determining it was 2 + 2 dimensional. We would have preferred two copies of
the E6 diagram.
But consider instead the subgroup H = SU(2)×SU(2) of G = Sp(4)×Sp(4), where
the embedding SU(2) ⊂ Sp(4) is the 4-dimensional irreducible SU(2)-representation
given explicitly in [25]. The basic representation rings are RSU2 = Z[σ] and RSp4 =
Z[s, v] where σ = σ2, and s, v are the spinor and vector representations respectively.
We write RH = Z[σ, σ′] and RG = Z[s, v, s′, v′] using obvious notation. We will use
the Hodgkin spectral sequence to compute τK∗
∆LSU2×∆RSU2
(Sp4 × Sp4). RG multiplies
RH using the restrictions s 7→ σ4 = σ3−2σ, v 7→ σ5 = σ4−3σ2 +1. As an RG-module,
we have
τKi∆LSp4×∆RSp4(Sp(4)× Sp(4)) = Ver1(Sp4) = RG/(w, x, y, z) (6.2)
where for later convenience we write w = s2− v− 1, x = sv− s, y = v− v′, z = s− s′.
Note that these restrict to (σ2− 2)(σ4− 3σ2 + 1), (σ2− 2)σ3(σ2− 3), (σ2− σ′2)(σ2 +
σ′2 − 3), (σ − σ′)(σ2 + σσ′ + σ′2 − 2) respectively. A free resolution of Ver1(Sp4) is
0→ RG i→ R4G h→ R6G g→ R4G f→ RG → RG/(w, x, y, z)→ 0 , (6.3)
where f(a1, a2, a3, a4) = a1w + a2x+ a3y + a4z, i(d) = (z,−y,−x,w)d, and
g(b1, . . . , b6) = (x,−w, 0, 0)b1 + (−y, 0, w, 0)b2 + (z, 0, 0,−w)b3
+ (0,−y, x, 0)b4 + (0, z, 0,−x)b5 + (0, 0,−z, y)b6 , (6.4)
h(c1, c2, c3, c4) = (y, x, 0,−w, 0, 0)c1 + (z, 0,−x, 0, w, 0)c2 + (0, z, y, 0, 0, w)c3
+ (0, 0, 0, z, y, x)c4 . (6.5)
By definition, E2p,0 = Tor
RG
p (RH , RG/(w, x, y, z)) and E
2
p,1 = 0 for all p ≥ 0. We
obtain E20,0 = Z[σ, σ′]/(σ2 − 2, σ′2 − 2) =: Q,
E21,0 = spanZ{(σ5 − 3σ3,−σ4 + 3σ2 − 1, 0, 0), ((σσ′ − σ2)(σσ′ + 1), (σ − σ′)(σσ′ + 1), σ′, 1− σ′2)}Q ,
E22,0 = (σσ′2 − σ2σ′ + σ′ − σ, 3σ3σ′ − σ5σ′, (3σ3 − σ5)(σ′2 − 1), σ4σ′ − 3σ2σ′ + σ′, (σ4 − 3σ2 + 1)(σ′2 − 1), 0)Q ,
and E2p,0 = 0 for p ≥ 3. This sequence stabilises already at E2p,q, and we find that both
groups τKi
∆LSU2×∆RSU2
(Sp(4) × Sp(4)) are 8-dimensional, and as an RSU2×SU2-module
both are isomorphic to two copies of Z[σ, σ′]/(σ2 − 2, σ′2 − 2).
In the examples of sections 3, 4 and 5, the action of the Verlinde ring on the
nimrep and full system comes from the push-forward of the inclusion of the identity
of the group, i.e. from the natural action of the representation ring on the equivariant
K-groups. Here, this RH-action does not factor through to Ver10(SU2) ' RH/(σ11−
10σ9 + 36σ7 − 56σ5 + 35σ3 − 6σ, σ − σ′) (the problem is the σ − σ′). This module
structure should come from the product discussed in section 2.2.
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In [25] we modeled the conformal embedding SU(2)4 → SU(3)1 by τK∗SU2ad(SU3)
and got 1 + 1 dimensions (the full system is 8-dimensional, consisting of two
copies of the D4 graph). But we now see that a better approximation should be
τK∗
∆LSU2×∆RSU2
(SU3×SU3). It would take some work to compute this, since the Hodgkin
spectral sequence doesn’t apply here (this embedding is of SO(3), not SU(2)). Let
us make some qualitative comments. The dimension of these K-groups should surely
be greater than 1 + 1, as the above examples indicate. To what extent can we hope
to see D4’s in these K-homological groups? The distinguishing feature of the (unex-
tended) D4 diagram is the S3 symmetry of the three endpoints, which fixes the central
vertex. This S3 symmetry appears naturally here: on each factor space SU(3) it is
generated by multiplying by a scalar matrix ωiI (these form the centre of SU(3)),
and by complex conjugation — all of these commute with the SU(2) action. So it is
not impossible to imagine D4 lurking here.
In hindsight it is clear why we are not getting the correct answer spot-on here: we
are ignoring the spinors. More precisely, the dimension shift dim(G) in the degree,
and the shift by h∨ of the level, in the identification Verk(G) ' k+h∨KdimGGad (G) (for
G simply-connected, connected and compact) come from the implicit presence of a
Cliff(Lg∗)-module, which comes along for the ride. However it appears it cannot be
factored off so simply in the conformal embedding context: in particular the level
shift does not occur, as was demonstrated in the level calculations in [25, Sect.2.3].
Considering for concreteness the SU(2)4 → SU(3)1 conformal embedding, we know
from [25, Sect.2.3] that the twist on the SU(2) and SU(3) parts really should be 4
and 1 respectively, and not 4 + 2 and 1 + 3. So this means the spinors cannot be
so easily ignored. Including them will account for at least some of the discrepancy
found above.
6.2 The E7 modular invariant of SU(2)
The preceding sections address all modular invariants of G = SU(2), except for E7 at
level 16. Its direct interpretation would be as a twist of the even part of D10; in this
sense it is exceptional in that no other Dn have such a twist. But in another sense the
E7 modular invariant is not really exceptional: it belongs to an infinite sequence at
SO(n) level 8 coming from a combination of level-rank duality (which relates SO(n)k
with SO(k)n, at least when kn is even) and SO(8) triality. In this subsection we
obtain a partial K-theoretic realisation of E7 by approaching it in this way.
The neutral system (maximal chiral extension) for E7 is D10, i.e. 8+1K1SO3(SO(3));
the branching rules (sigma-restriction) 8+1K1SO3(SO(3)) → 16+2K1SU2(SU(2)) is 0 ↔
0 + 16, 1 ↔ 2 + 14, 2 ↔ 4 + 12, 3 ↔ 6 + 10, and the resolved fixed-point 4, 4′ ↔ 8.
Level-rank duality comes from the conformal embedding SO(24)1 ← SO(8)3⊕SO(3)8,
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which has branching rules [76]
0 7→ (0000)(0 + 16) + (2000)(2 + 14) + (0100)(4 + 12) + (1011)(6 + 10) + ((0020) + (0002))8 (6.6)
v 7→ (3000)(0 + 16) + (1000)(2 + 14) + (1100)(4 + 12) + (0011)(6 + 10) + ((1020) + (1002))8 (6.7)
s 7→ (0003)(0 + 16) + (0021)(2 + 14) + (0101)(4 + 12) + (1010)(6 + 10) + ((2001) + (0001))8 (6.8)
c 7→ (0030)(0 + 16) + (0012)(2 + 14) + (0110)(4 + 12) + (1001)(6 + 10) + ((2010) + (0010))8 (6.9)
using obvious notation. Thus we get the identification [(0000)] ↔ 0, [(2000)] ↔ 1,
[(0100)] ↔ 2, [(1011)] ↔ 3, [(0020)] ↔ 4, [(0002)] ↔ 4′ between the K-groups
3+9K0PSpin8(PSpin(8)) and
8+1K1SO3(SO(3)), equivalently between the corresponding
orbits of simple-currents. The E7 modular invariant is recovered from the diago-
nal modular invariant of SO(24)1 and the triality modular invariant of SO(8)3, by
contraction [18].
The full system of E7 was obtained in [63, 10]; we reproduce the figure below:
!
1[" ]
+
1[" ]
+[" ]5
!
5[" ]
[" ]+4+6[" ]
+
3[" ]+[" ]7
!
7[" ] !3[" ]
!
2[" ]
+
21[" ]
[1] [#] [$]
Figure 3. Full system for E7
Focus on the solid lines for now (the graphs describing multiplication by α+1 ). The
copy of D10 is clear, as it represents the nimrep of the neutral system. K-theoretically,
of course it is 16+2K1SU2(SO3). Note that the 6 even vertices of D10 form the Verlinde
ring (1;0,8+1)K1SO3(SO3) of the neutral system. The odd vertices are then the 4 spinors
(1;1,8+1)K1SO3(SO3). The 3 even vertices of the E7 graph can be identified with the
image under level-rank duality of the nimrep for the triality modular invariant of
SO(8)3, namely the K-group
3+6K0Spin8(Spin(8)) where the adjoint action is twisted
by triality.
The remaining question is how to recover the 4 remaining odd vertices of E7. It
is tempting to guess that these are 4 spinors for the twisted adjoint action of Spin(8)
on itself, but apparently there are no spinors at shifted level 3+6. In some sense we
already know these 4 odd vertices: they are the odd vertices of the dotted copy of
D10. In any case, most of the E7 full system is clear.
A proper interpretation of the E7 full system, as a single K-group, would pre-
sumably involve SO(24) at level 1, but although there are many candidates, it isn’t
clear yet to us which is the correct one. It would certainly help to understand K-
theoretically level-rank duality — this should be possible along the lines of [81], but
may require understanding cosets or conformal embeddings from this framework.
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7 Outlook and speculations
This paper is the second of a series devoted to deepening the connection between
twisted equivariant K-homology and conformal field theory. This concluding section
entertains some further possibilities.
Deep connections between K-theory and conformal field theory/string theory have
been known for some time. But this paper establishes fundamental and systematic
roles K-theory plays in a much more extensive range of CFT structures than had
been previously appreciated. There is much more to do though.
One of the simplest examples of an orbifold is the permutation orbifold : let H
be any subgroup of the symmetric group Sn, and let V be any VOA (or RCFT); the
permutation orbifold is V⊗n/H, where H acts by permuting the copies of V . A basic
fact (see e.g. [2]) is that successive permutation orbifolds, first by G < Sm and then
by H < Sn, is equivalent to a single one of V by the wreath product G o H < Smn.
Now, the modular data of the Drinfeld double of finite group G can be regarded as
that of the permutation orbifold of a holomorphic VOA V by G. Thus we obtain
the observation that the Verlinde ring of the permutation orbifold (by any subgroup
H of Sn) of the Drinfeld double of G, has the expression K
0
GoH(G oH). This simple
example is probably worth studying in more detail: see e.g. [77, 49] for some of the
rich structure present. However the K-theoretic treatment of permutation orbifolds
of loop group data is still not clear to us (see the examples given in [25]).
It would be very interesting to interpret K-theoretically the Goddard-Kent-Olive
coset construction [50]. Of course coset here is not meant to be taken literally —
e.g. it does not refer physically to a string living on the homogeneous space G/H.
Algebraically, it involves commutants: e.g. the coset of a vertex operator algebra V
by a subalgebra W is the commutant of W in V ; the coset of subfactor N ⊂ M by
subfactor S ⊂ N is the subfactor S ′∩N ⊂ S ′∩M . A promising K-theoretic approach
is based on [47]: understand the coset model G/H as an orbifold of G × H by the
intersection Z(G) ∩ Z(H) of centres. The main difficulty seems to be the orbifold
part. This approach won’t always work: e.g. maverick cosets [21] such as conformal
embeddings have identifications of primaries not merely given by the simple-currents
Z(G) ∩ Z(H). In any case the study of coset models provides further motivation for
developing the theory of orbifolds.
Note that the group of D-brane charges for the modular invariants of SU(2) is
given by the centre of the corresponding A-D-E Lie group (recall the discussion at
the end of section 2.3). This surprising fact has a simple K-theoretic interpretation
using the trivial action of the maximal torus of each of those groups on itself. The
boundary states then are given by the simple roots, and the D-brane charges can then
be recovered as the inner products with appropriate weights. It would be interesting
to understand this elegant (though rather mysterious) description of the D-brane
charges for SU(2), from our framework.
As mentioned in section 2.3, it isn’t obvious how to interpret (2.11) when G is
finite. Suppose we extrapolate the K-theoretic treatment of the Verlinde D-brane
charges for Lie groups G as given in section 2.4, to the finite group setting. In both
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settings the Verlinde ring is given by τKG
ad
0 (G); this suggests postulating that the
charges for the finite group should also be given by the forgetful map K0G(G) →
K0(G) = Z(G). This map sends the primary (g, χ) to dim(χ) times the conjugacy
class of g. Thus the image of the forgetful map is a free Z-module of dimension equal
to the class number of G. But by the argument given at the end of section 2.3, for any
Verlinde nimrep all charges are uniquely determined from the charge of the vacuum,
and thus the charge-group of the Verlinde nimrep will always be cyclic. This means
that the assignment of charges here can be given by the forgetful map only when G
has class number 1, i.e. only for the trivial case G = 1.
So the analogy between finite groups and Lie groups is not perfect in the context
of D-brane charges. Nevertheless, one may hope that the Verlinde charge-groupMN
for G finite is a (cyclic) subgroup of K0(G) = Z(G). This would imply that whatever
we take ‘dim(g, χ)’ to be, (2.11) will be satisfied exactly (i.e. with M = ∞). There
are dim(Ver(G)) independent ways to do this, given by the assignments q(g,χ) =
S(g,χ),(g′,χ′)/S(1,1),(g′,χ′) for each fixed primary (g
′, χ′); for only one choice of (g′, χ′),
namely (1, 1), will these ‘charges’ be positive integers. Therefore it is tempting to
suggest that the correct choice of ‘dim(g, χ)’ in (2.11) for G a finite group, is the
quantum-dimension ‖Kg‖ dim(χ), where Kg denotes the conjugacy class of g. It
would be interesting to compare these quantum-dimensions with the dimensions of
Nahm’s special spaces, for the fixed-point subVOAs VG of holomorphic VOAs V .
Langlands duality relates the groups SU(n)/Zd and SU(n)/Zn/d for example.
Could this be manifested perhaps through a T-duality between the corresponding
modular invariants, e.g. between the D-series and A-series of SU(2)?
The Verlinde ring and nimrep both come with preferred bases, in which the struc-
ture constants are nonnegative integers. This appears to be more evident in the
K-theory language than in K-homology. To understand this point, consider the
finite group case. In either case the double cosets arise automatically from the or-
bit analysis, but the appearance of representation rings of stabilisers would require
Poincare´ duality if we use K-homology. For K-homology, what would arise naturally
presumably would be conjugacy classes of the stabilisers — this is the permutation
basis of the Verlinde ring, in which SL(2,Z) has a monomial representation. Maybe
this is suggestive: from K∗ here we get the preferred basis of Verlinde ring by pri-
maries, but from K∗ we get the permutation basis in which the modular group action
is cleanest. The modular group representation is much cloudier in the primary= K∗
basis, and the fusion structure is much cloudier in the permutation= K∗ basis. Inci-
dentally, there is no analogue of the permutation basis in general for the loop group
case.
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