In electric power grids, generation must equal load at all times. Since wind and solar power are intermittent, system operators must predict renewable generation and allocate operating reserves to mitigate imbalances. If they overestimate the renewable generation during scheduling, insufficient generation will be available during operation, which can be very costly. However, if they underestimate the renewable generation, usually they will only face the cost of keeping some generation capacity online and idle. Therefore overestimation of renewable generation resources usually presents a more serious problem than underestimation. Many researchers train their solar radiation forecast algorithms using symmetric criteria like RMSE or MAE, and then a bias is applied to the forecast later to reflect the asymmetric cost faced by the system operator e a technique we call indirectly biased forecasting. We investigate solar radiation forecasts using asymmetric cost functions (convex piecewise linear (CPWL) and LinEx) and optimize directly in the forecast training stage. We use linear programming and a gradient descent algorithm to find a directly biased solution and compare it with the best indirectly biased solution. We also modify the LMS algorithm according to the cost functions to create an online forecast method. Simulation results show substantial cost savings using these methods.
Introduction
Continuous balancing of load and generation is necessary for the electric grid. Power system balancing authorities (BAs) at each hour estimate the loads and schedule operation of conventional power plants. Integration of renewable generation into the grid has been increasing in recent years. However, renewable sources such as solar and wind power are intermittent. Since it takes time to start additional conventional power plants, grid operators must predict the intermittent generation as well as load and commit enough generation resources in advance. To mitigate forecast errors, system operators allocate operating reserves e equivalent to creating a downward-biased forecast of "firm" renewable generation forecast e to ensure that during operation, generation always meets load [1, 2] .
In this context, underestimation means that true renewable generation during operation time is more than what the BA forecasts. In this case, during operation output from conventional power plants is decreased below their committed level, so that generation equals load [3] . Output of conventional power plants can be decreased by a certain amount (available downward reserves) and if the magnitude of underestimation is more than available downward reserves, the excess renewable generation will be curtailed.
On the other hand, overestimation means that true renewable generation during operation time is less than what the BA forecast. So the committed generation capacity is not enough to meet load. In market-based power systems, this can result in extremely high prices in the balancing market. If additional generation is not available, the misforecast may lead to an area control error (ACE), drawing unscheduled power from neighboring BAs. In extreme cases or on isolated power systems, the BA may need to disconnect firm loads. ACE or load shedding are very undesirable for the BA and/or customers [4] . These also correspond to high economic costs, which manifest as fines paid by the BA for violating reliability standards [5] , or economical losses by customers [6, 7] .
Put simply, in the case of overestimation of renewable generation, the BA will encounter shortages of generation and even may be forced to shed loads; however, in the case of underestimation of renewable generation, it can curtail the excess generating capacity.
So overestimation is a more serious and more costly error than underestimation.
Therefore the solar and wind generation forecast problem in the BA's view is not symmetric. Many forecast models are trained using symmetric cost functions, but this may give sub-optimal results if forecast errors will impose asymmetric costs when used in practice. In this case, a forecast model using an asymmetric cost function may be more desirable.
The International Energy Agency (IEA) recommends the use of symmetric metrics such as Root Mean Square Error (RMSE), Mean Bias Error (MBE), and Kolmogorov Smirnoff Integral (KSI) for evaluating renewable energy forecasts [8, 9] . Many authors who study solar irradiation forecasting tune their methods to minimize the RMSE, Mean Absolute Error (MAE) or Mean Absolute Percentage Error (MAPE) [10] which apply a symmetric cost for both underestimation and overestimation.
Renewable energy forecast tools can be divided into two broad categories -those that are trained using historical data [10, 11] , and those that are not. We do not address non-training-based methods, which include numerical weather prediction (NWP) [12, 13] , satellite image processing [14] , or sky image processing [15] . Instead, we show the value of using asymmetric cost functions when training the first category of forecast tools.
A diverse array of forecast methods use a training phase. These include machine learning algorithms [16e18], artificial neural networks [19e21], fuzzy systems [22] , hybrid methods [23, 24] , auto-regressive models [25] , auto-regressive moving average (ARMA) models [26] , and auto-regressive integrated moving average (ARIMA) [27] . In addition, training-based techniques are sometimes used to supplement non-training-based methods [28] . Statistical, training-based methods are more popular than physicsbased models when making forecasts for short time scales (0e3 h) [10] , as needed for spinning reserve allocation.
Each of the training-based methods discussed above usually uses a symmetric cost function during the training phase. However, in many practical problems in economics the cost function is asymmetric. For example in dam construction, underestimation of peak water level is more serious than overestimation [29] . In estimation of the average life of components of a spaceship, overestimation is usually more serious than underestimation. In this study, overestimation of renewable generation is more serious than underestimation.
To model the asymmetry, we use the asymmetric cost functions CPWL (convex piecewise linear) and LinEx; these cost functions have been used successfully for optimization problems in economics, statistics and energy [29e32]. The simplest form of CPWL cost function (which is called LinLin) has two line segments e a constant positive slope (constant per-unit cost) for overestimation and a lower negative slope for underestimation errors (Fig. 1) . In the LinEx cost function the per unit cost of overestimation increases exponentially as the error increases, but the per unit cost is relatively constant for underestimation errors. We note that the true cost function for renewable energy forecast errors is complex and unique to each BA. However, CPWL and LinEx make good, simplified proxies when evaluating forecast systems generically or training them for a particular region. They also allow us to illustrate some general properties of forecast methods tuned for asymmetric rather than symmetric cost functions.
A key element of this paper is establishing a general framework where we can make fair comparisons between the performance of forecast methods using asymmetric cost functions and symmetric cost functions for solar radiation forecasts. We show that a method which creates a biased forecast by optimizing directly against the asymmetric function gives a better result than adding an optimal bias calculated based on the observed errors of a forecast previously trained with a symmetric cost function. We compare both "directly biased" and "indirectly biased" forecasts to emphasize the importance of using a directly biased forecast in this problem. The preliminary results of this manuscript were partially published in [33, 34] which separately discuss batch and online methods. This full version includes both online and batch methods with a more comprehensive discussion and more details and simulations.
Online algorithms are interesting because of their suitability for real time applications, tracking gradual changes in statistics of input and hardware configuration [35, 36] . For this reason, we also implement online algorithms based on the stochastic gradient descent or the least mean square (LMS) algorithm.
The paper is organized as follows. In Section 2, the forecast problem is formulated as an optimization problem; a forecast model using solar zenith angle is discussed and the use of CPWL and LinEx cost functions are justified. Section 3 presents the solution formulation for both CPWL and LinEx cost functions. For each of the cost functions we compare an "indirectly biased" and "directly biased" training method. In the indirectly biased method, the model's main training phase uses a traditional, symmetric cost function, which results in an unbiased model. Then a constant bias value is added, to minimize the asymmetric cost function as far as possible (with no other change to the forecast model). In the directly biased method, we use an asymmetric cost function (CPWL or LinEx) during the forecast model's main training phase. We also discuss methods for finding optimal parameter values in each of these cases. Section 4 introduces an online forecast method under these asymmetric cost functions. Section 5 presents the simulation results and discussion. A summary of results and conclusion is given in Section 6.
Problem Statement
This section is divided into three subsections. In subsection 2.1, the forecast problem is formulated as an optimization problem based on a weight function of past and present observations. In subsection 2.2, a weight function that uses the solar zenith angle is explained. In subsection 2.3, we justify the use of CPWL and LinEx asymmetric cost functions in the utility scheduling problem.
Optimization Problem
Our objective is to minimize expected cost by adjusting forecast hypothesis parameters. Let the actual solar radiation at time n be x n and the corresponding forecast be b x n . We are interested in k-stepahead forecast using a window of past observations,
where m is the window size.
Let us assume that the k-step-ahead forecast is a function of past and present observations b x nþk ¼ hðX n Þ
Then the optimization problem is
where L is the loss function (either CPWL or LinEx in this paper) and M is the total number of samples.
Hypothesis Model
As noted in Section 1, many solar power forecast methods use a training stage to adapt the model to conditions in a particular locale. In this paper, we use a simple training-based method introduced in [37] to illustrate the benefits of using an asymmetric cost function during the training stage. This simplifies the discussion, and results found with this model may be generalizable to other training-based models.
The model we use for illustration is based on an autoregressive approach using the cosine of the solar zenith angle. Solar irradiation is a random process governed by some deterministic and some random parameters. One of the dominant deterministic parameters in solar radiation is sun position and in particular zenith angle (the angle between the sun's beam and a line perpendicular to the Earth's surface). The formula for the zenith angle is discussed in [37e39]. For illustration, we use an autoregressive forecast method but rather than regressing directly on recent irradiance measurements, this method uses irradiance normalized by cosq z . This normalization accounts for much of the daily and seasonal variation in irradiance, so that the model mostly predicts the effect of the atmosphere on irradiance [37] . Our hypothesis model h is a linear combination of past data converted to the time of prediction:
where q z ðnÞ is the solar zenith angle at time n and a 0 ; a 1 ; …; a m are the weight parameters.
The Cost Functions
If the BA ignores all intermittent generation (i.e. forecasts zero output from these sources) it will schedule enough operating reserves at all times. However, unused reserves cost about 20% of the per unit cost of energy (i.e. in Hawaii about $0.05/kWh) [2] . So forecasting intermittent generation is useful to avoid that cost. On the other hand if intermittent generation is overestimated, the BA may run short of generation and be forced to draw unscheduled power from neighboring BAs, or eventually shed loads. The BAs view load shedding as very undesirable and expensive. The cost of unscheduled power transfers is difficult to assess. The value of lost load (VOLL) due to load shedding is reported to be around $8/kWh to $24/kWh [40e42]. As a starting point in this study, we assume VOLL to be $10/kWh.
To model asymmetric costs, Granger introduced the piecewise linear LinLin function and suggested a useful although sub-optimal way to consider asymmetry, by adding a constant bias value to the predictor [30] . This is analogous to the simple approach of discounting renewable energy forecasts by a fixed amount when allocating spinning reserves.
Let ε be the forecast error given by
Overestimation corresponds to a positive error and underestimation corresponds to a negative error. The asymmetric trade off between underestimation ($0.05/kWh unnecessary cost) and overestimation ($10/kWh penalty fee) leads to a LinLin loss function.
Directly biased prediction under the LinLin cost function is a form of quantile regression [43] and there are efficient algorithms implemented in software packages such as R [44] . Forecast models other than (4) can also be implemented with the quantile regression framework.
The LinLin loss function is the simplest asymmetric cost function we can use to distinguish between overestimation and underestimation. However, it is unable to represent cases where the per-unit cost increases as the magnitude of the error increases. A more flexible cost function can be obtained by using more line segments:
where p is number of line segments. Without loss of generality let us assume C 1 < C 2 < … < C p and d 1 ; d 2 ; …:d pÀ1 are intermediate points that determine the domain of each line segment. The solid line graph in Fig. 1 shows a CPWL cost function. It has four line segments with different slopes; the small positive slope shows the cost of upward reserves and the line with the steepest slope represents the penalty for errors larger than available upward reserves (high penalty for violating reliability standards and/or disconnecting firm load). Similarly, the gentle negative slope shows the cost of downward reserves and the steeper negative slope represents cases where output of power plants could not decrease further (minimum generation level of power plants) and the excess renewable generation must be curtailed. As an illustrative example 
in Fig. 1 slopes and break points are chosen by rule of thumb for a system with a single power plant which is set at 85% of rated power and must have minimum output power equal to 45% of rated power. The actual cost function may have more line segments representing the cost of different control actions which could be taken to mitigate errors and different break points based on power plant states.
Another popular asymmetric cost function is LinEx which was originally introduced for real estate assessment [45] and comprehensively discussed by Zellner [29] . The LinEx function could be a useful proxy for the costs of generation shortfall if it costs more per MWh to correct a large error than a small one. For example, this could occur for renewable energy forecasts if a limited pool of reserves are used for renewable energy and other risks like generators and transmission contingencies; small errors could easily be absorbed by the pool, but large errors could cause greater harm since increasingly expensive emergency resources may need to be brought online, or increasingly valuable loads may need to be shed. The reliability fines in the WECC region also depend in part on the severity of violation [5] . Hence as a second case, we assume the cost of generation shortfalls rises exponentially with the size of the error. In this case we have the LinEx loss function given by
The a and b constants are called the shape factor and scale factor respectively. In Fig. 1 the dotted line graph is a LinEx function and its shape and scale factor are selected to be similar to the given CPWL. Different values could be used to fit the function to any particular power system.
Solution Formulation
In a power system with asymmetric costs for forecast errors, the balancing authority will generally prefer to adopt a forecast method which is biased toward the lower-cost side. In this section we show two ways that a balancing authority could introduce this bias. We call these "indirectly biased" and "directly biased" forecasts. In later sections, we compare the effectiveness of these two biasing methods.
This section is divided into two subsections. Subsection 3.1 is devoted to training or adjusting forecasts using CPWL cost functions and Subsection 3.2 uses LinEx cost functions. In both cases, we show techniques for optimizing indirectly and directly biased forecasts.
CPWL cost function
Indirectly biased forecast: Let the unbiased forecast error from the initial forecast model be ε and cumulative distribution function (CDF) of error be F ε . Then the optimal bias value to minimize CPWL cost will satisfy the following condition: (See Appendix for proof.)
The left side is nondecreasing in b Ã so we can easily find the solution using a bisection method [46] . Hence, we find a bestpossible indirectly biased solution as follows: first use an unbiased initial forecast method (here, we use least squares to find weight parameters of Eq. (4)); then calculate the distribution of errors and compute the optimal bias value that solves Eq. (9) using the bisection algorithm; finally add this bias value to the initial prediction. 
In order to eliminate the maximum segment, let us introduce new decision variables w n for n ¼ 1; 2; 3; …; M such that
So we have min w1;w2;…;wM a0;a1;…;am
subject to
for all n ¼ 1; 2; …; M and j ¼ 1; 2; …; p. This is a linear programming problem.
LinEx Cost Function
Indirectly biased forecast: An indirectly biased solution could be found by using an unbiased forecast method (we used least squares to tune the parameters of Eq. (4)) and then computing the optimal b. If there are enough samples available we can estimate b using the following: (See Appendix for proof)
where M is the total number of samples and ε i is the error corresponding to ith sample. Directly biased forecast: Here again we use a forecast method based on zenith angle as in Eq. (4); however for selection of parameters we consider a LinEx cost function. We want to adjust a 0 ; a 1 ; …; a m such that the following objective function will be minimized:
where b x nþk is computed using Eq. (4 
Online Methods
In many instances information about data is not complete and data statistics may be non-stationary. In these cases online learning algorithms which continually update their weights often give superior performance over the batch algorithms [47] we formulated in Section 3. The algorithmic simplicity of online algorithms is also an important issue when we deal with large scale problems [48] especially in real time. Online algorithms are also preferable in terms of hardware implementation due to high modularity [35] .
Therefore in this section we implement online forecast methods based on the stochastic gradient descent algorithm. The first subsection is devoted to online formulation for a CPWL cost function and the second subsection is dedicated to the LinEx cost function.
CPWL Cost Function
Similar to least mean squares (LMS) algorithm [36] which uses an instantaneous estimate of the gradient of the squared error cost, we use an instantaneous estimate of the gradient of the CPWL cost function.
where b x nþk is computed using Eq. (4). The instantaneous estimate of the gradient is computed by the following equations.
To compute the gradient, define function gðxÞ using the following equation
The partial derivatives are calculated using
In the same way, for j ¼ 0; 1; 2; …; m À 1,
Let a ¼ ½a 0 ; a 1 ; …a m T . Then a is iteratively updated by the following equation.
The total cost up to time JðnÞ is the cumulative sum of instantaneous cost ( b J). So
LinEx Cost Function
Similarly, instantaneous LinEx cost is given by
where b x nþk computed using Eq. (4). The instantaneous estimate of the gradient is computed by the following equations.
Similarly for j ¼ 0; 1; 2; …; m À 1,
¼ ab x nÀj cos q z ðn þ kÞ cos q z ðn À jÞ e aðb x nþk Àx nþk Þ À 1 !
The a is iteratively updated by the following equation.
Adding a momentum term to the learning rule could increase the learning rate; however, a constant momentum factor (g) results in oscillation in the learning curve [49] . For this reason we tried decreasing the momentum factor such that at initial iterations the momentum factor is high and leads to faster learning but in later iterations the momentum factor decreases to zero to avoid over learning. We found that the following time varying momentum term worked well
where N is the number of samples per year.
The learning algorithm with a momentum term is implemented using the following equations:
Simulation Results
For simulation, we retrieved solar irradiance data for three sites from a National Renewable Energy Lab (NREL) repository at www. nrel.gov/midc/. The names and details of the sites are shown in Table 1 . In order to concentrate on hours of the day with significant solar radiation, we removed night hours and only considered 9 h per day. To compute generated power from solar radiation and meteorological information (temperature, wind speed), we first estimate solar module temperature using Eq. (35) [50] .
where T 0 ¼ 25 + C is reference temperature, n 0 ¼ 1m=s is reference wind velocity, I 0 ¼ 800W=m 2 is reference irradiance, h¼6.62W/ Cm 2 is a convection parameter, T NOCT is the temperature of the module under reference conditions. T abm ; n and I are ambient temperature, wind speed and solar radiation. Then we derate the nominal conversion coefficient according to the maximum power temperature coefficient of the solar module (z À 0:44%= C) as given in the data sheet for Sharp ND-R250 module. Since solar power is nonnegative and overestimation is more serious than underestimation, the most conservative scenario is to assume that renewable generation is zero, in which case solar production is generally underestimated and the BA will pay only for the extra reserves. We call the cost corresponding to this scenario the no-forecast cost and use it as a baseline for the comparisons. For each forecast method, we report the ratio of the annual cost when using that forecast method to the annual no-forecast cost.
Results of Batch Methods
To compare the benefit of indirectly and directly biased forecasts, we used one year of data for training and the next year for testing. In each case, we prepared hour-ahead forecasts, using one to nine taps (number of weight parameters in Eq. (4)). The cost ratio for the CPWL cost function is shown in Fig. 2 and for the LinEx cost function is shown in Fig. 4 . As is clear from the figures, in both cases the cost with directly biased forecasts is significantly less than with indirectly biased forecasts.
The graphs in Fig. 2 are the result of averaging the annual cost across 2005e2013 using the CPWL cost function (with the Elizabeth City data set). Although increasing the number of taps reduces the training cost for the direct method (linear programming), the cost for test data slightly increases for more than one tap due to over-fitting. So by using the direct approach we decrease the cost to 22% of the no-forecast cost, which is less than the 27% achieved by an indirectly biased forecast. In Fig. 3 both the distribution of errors and the CPWL cost function are shown (the total in each case is the product of the probability and the cost). With the unbiased forecast we have many positive errors as well as negative errors since there is no cost difference between positive and negative errors in the training phase. Most errors are close to 0. By adding a negative bias to the unbiased forecast, the distribution of errors is shifted to the left to avoid a very large cost of overestimation. Now, most of the errors are close to À0.25. On the other hand, the directly biased method changes the distribution so that a very small portion of errors are in the steep penalty zone. We also note that the directly biased method has fewer large-magnitude negative errors than the indirectly biased forecast method.
Three sets of graphs are shown in Fig. 4 to show the cost ratio in 2005e2013 for Elizabeth City using a LinEx cost function. The dotted line graphs correspond to the case that uses one year of data for training and another year for test. Costs in the training stage decrease as the number of taps increases, while the test costs increase for more than one tap. The dashed and solid line graphs respectively show the cases for two and three years of data used for training. In both direct and indirect methods the use of more training data decreases the difference between test and training and the use of a more complex model increases the risk of over fitting.
By using a cross-validation technique, we use eight years for training and one other year for testing. The results of the crossvalidation are shown in Fig. 5 . In this way there is fair agreement between training and test. We have achieved about 43% of the noforecast cost using a directly biased forecast, which is less than the 54% achieved by an indirectly biased forecast. Fig. 6 shows the distribution of errors for an unbiased forecast; most of the errors are close to 0. The indirectly biased method shifts the distribution to the left since underestimation has less cost than overestimation. Now, most of the errors are close to À0.25 due to the bias. When using the direct method, the error distribution is changed so that a small portion of errors are positive. We again note that the directly biased method also has fewer large-magnitude negative errors than the indirectly biased forecast method. Fig. 7 shows that the directly biased method performs much better than the indirectly biased method as the shape factor (asymmetry) of the LinEx cost function increases, although costs increase for both methods.
Results of Online Methods
In the steepest descent algorithm, several iterations are required to reach the optimal weight vectors and in each iteration all training samples are used; so each sample is used several times. In order to use each sample multiple times in the online method, we use a resampling technique i.e. we use nine yearly datasets of Elizabeth City seven times, then the total 63 yearly datasets are randomly ordered and used as input to the online learning algorithm. Fig. 8 shows the annual cost ratio for the CPWL cost function using the online forecast method with different taps. It reveals that increasing the number of taps beyond four does not give any performance improvement. The cost ratio is 20% for four taps, which is 2% less than the 22% test cost of the corresponding batch method. This slight improvement arises from the tracking ability of the online method.
Online algorithms are interesting especially for the cases where there is no recorded data and the operator is just starting to get information data. In these cases, the online algorithm at each iteration receives a new data sample and improves its model. Fig. 9 shows the learning curves of the online method with one and four taps under a CPWL cost function; at initial iterations the cost is around 100% as this corresponds to the no-forecast model where we do not use solar data. As more data is obtained the forecast model improves, so the cost decreases over time. The four tap method learns faster giving slightly better results. . Average annual cost ratio for the directly and indirectly biased methods for different shape factors. As the shape factor (asymmetry) in the LinEx cost function increases, the directly biased method performs much better than the indirectly biased method.
As shown in Fig. 10 the annual cost ratio for the LinEx cost function using the online forecast method is around 40% which is 3% better than the 43% for the corresponding batch methods. The number of taps does not have a significant effect.
The learning curves of the online method with different tap numbers under the LinEx cost function are shown in Fig. 11 . While there is not a significant difference in the final performance, the method which uses more taps learns faster than others.
We repeated the same simulations for the datasets for Hawaii and Los Angeles with three years of data. For all of these datasets the savings using directly biased methods are substantially more than the indirect method as shown in Table 2 . Having a more stable climate, the costs for Los Angeles are lower than Elizabeth City in all methods, whereas volatile weather in Hawaii results in the highest costs.
Solar radiation is a non-stationary process and the errors have unspecified dependencies on prior observations (although the correlation is zero). The directly biased method is able to reflect some of these dependencies in the parameter selection, reshaping the error distribution to be more favorable than the indirectly biased method. In Table 2 , the cost ratio for the LinEx case is about twice the corresponding cost ratio for the CPWL cost function, however, we note that the results are for two different cost functions and they do not have similar grounds for comparison. In the given examples, the LinEx cost is significantly more than the CPWL for errors in (0,0.15) and it also exceeds CPWL cost for errors larger than 0.33; hence we have higher cost to account for more emphasis on reliable operation.
Conclusion
While many researchers have studied the problem of forecasting solar radiation, they usually evaluate their methods using symmetric criteria like root mean square error (RMSE) or mean absolute error (MAE). However, grid operators have more concern about shortage of production rather than its abundance, i.e. overestimation of resources has more serious consequences than underestimation. So in the grid operator's view the cost function is not symmetric. For this reason we discussed solar radiation forecasts using CPWL and LinEx as asymmetric cost functions which are better fitted to the grid operator problem. For each of these cost functions we used two scenarios, i.e. adding bias to an unbiased forecast or formulating a directly biased forecast which considers the cost function from the outset. Under CPWL cost the forecast is formulated as a linear program and for LinEx cost we formulated the problem as a convex optimization and solved it by a gradient descent algorithm. Our simulations show that directly biased forecasts have a substantial advantage. Simulation results also show that this difference becomes greater as asymmetry in the cost function increases.
We also implemented the least mean square (LMS) algorithm according to CPWL and LinEx cost functions to create an online method. Using a decaying momentum term in the learning rule increases the rate of learning. The proposed online method gives an improvement over batch solutions due to better tracking ability.
We have shown the necessity of using asymmetric cost functions directly in the training phase of simple autoregressive forecast models. More sophisticated learning algorithms based on other methods such as neural networks or wavelets might potentially give better performance, and the use of asymmetric cost functions when training these models needs further investigation.
The exact form or parameters of the cost function are often not known. Finding suitable cost functions and parameters based on the state of power system elements (power plant units, transmission lines, storages and demands) is a topic for future research. This can also quantify the influence of system upgrades for integration of more renewable power in the grid.
The asymmetry of the cost function determines the trade off between the operating cost and reliability (i.e. more asymmetry gives higher reliability with higher operating cost). We can use upper and lower bounds to consider uncertainty in the cost function. More generally it may be valuable to model the (unknown) cost function via a probability distributed family of cost functions. For example, the a parameter in LinEx Eq. (8) changes the asymmetry and its distribution could be used to model the cost uncertainty for the class of LinEx functions.
Here we discussed forecast methods for single sites using their past solar radiation observations. Forecast methods for multiple sites and incorporating exogenous data like weather forecasts are also interesting and left for future research.
CPWL optimal bias: Let the (unbiased) forecast error from the initial forecast model be ε and cumulative distribution function Fig. 11 . Learning curves for the online methods under LinEx cost function. The method which has more taps learn faster than others, however, the final performance is similar to others. 
LinEx optimal bias: Again let our unbiased forecast error be ε and the probability density function of the errors be f ðεÞ. b ¼ À 1 a logðE 3 ½e a 3 Þ (A-10)
