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1. Introduction
Let (X, S) be an association scheme of rank d and order n. (For background on association schemes the reader is referred
to [14].) For each relation s ∈ S, let σs be the corresponding n × n adjacency matrix. Each σs is an n × n (0, 1)-matrix
for which the number of 1’s in each row and column is a fixed positive integer ns. This number is called the valency of the
scheme relation s. Given a field K , it follows from the definition of an association scheme that the set of n × n matrices
B = {σs : s ∈ S} satisfies the following conditions:
(1) the transpose map restricts to a one-to-one correspondence fromB to itself;
(2) the sum of the elements ofB is the n× nmatrix J with every entry equal to 1;
(3) B is a basis for a (d + 1)-dimensional subalgebra of the full matrix algebra Mn(K) with nonnegative integer structure
constants.
The subalgebra ofMn(K) defined by the span ofB is called the adjacency algebra of the association scheme (X,G), and is
denoted by KS. If the adjacency algebra KG is commutative, then the association scheme (X,G) is said to be commutative.
Let vS = lcm{ns : s ∈ S} be the least common multiple of the valencies of elements of S. By the analogue of Maschke’s
theorem for association schemes [14, Theorem 9.1.5(ii)], KS is semisimple as long as the characteristic of K is coprime to
n and vS . When KS is semisimple, then each of its simple components (i.e. blocks) is a two-sided ideal of KS generated by
a centrally primitive idempotent e of KS, and the simple component KSe is a finite-dimensional simple algebra over K . So
by Artin–Wedderburn theory, KSe ∼= Mr(D), a matrix ring over a division algebra D over K . The Schur index of Mr(D) is the
square root of the dimension of D over its center.
Other than the cases when K is a finite field or is algebraically closed, in which these Schur indices are always 1, the
only field over which the Schur indices arising from the adjacency algebras of association schemes are easily accessible is
the field of real numbers. The Schur index of the simple component of RS associated with an irreducible character of χ of
CS is determined by the Frobenius–Schur indicator ν2(χ) = 1n
∑
s∈S
1
ns
χ(σ 2s ) [7, (7.5)]. It will be 2 when ν2(χ) < 0, and 1
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otherwise. But not much is known in general about Schur indices for association schemes. Our goal here will be to take the
first steps toward a general theory, concentrating mainly on the case where K is an algebraic number field. Since division
algebras over algebraic number fields are determined by their local invariants at prime ideals of the ring of algebraic integers
of their central subfields, we will try to identify the division algebras in these terms whenever possible.
2. Basic theory of Schur indices of association schemes
Let K be an algebraic number field, which we view as a subfield of the field of complex numbers C. We will begin with
some basic facts about the structure of finite dimensional semisimple K -algebras, all of which can be found in [2, Section 74].
Let A be a finite-dimensional semisimple algebra over K , and let Irr(A⊗K C) be the set of distinct irreducible characters of
A⊗K C. There is a one-to-one correspondence between Irr(A⊗K C) and the set of centrally primitive idempotents of A⊗K C,
defined by associating each irreducible character χ to the unique centrally primitive idempotent eχ for which χ(eχ ) ≠ 0.
The smallest extension F of K for which eχ lies in A ⊗K F is precisely the field of character values K(χ). K(χ) need not be
Galois over K in general. Since A is finite-dimensional over K , there exists a finite Galois extension E of K for which A⊗K E
is a direct sum of full matrix algebras over E, and K(χ) ⊆ E. For every centrally primitive idempotent a of A, there will exist
at least one χ ∈ Irr(A⊗K C) such that
a =
−
σ
(eχ )σ ,
where the sum runs over all K -linear monomorphisms σ from K(χ) into E. The possible choices of this irreducible character
χ are precisely these Galois conjugates χσ of χ . For any such choice of this character χ , we denote the simple component Aa
of A by Aχ . The Schur index of Aχ will be denoted bymK (χ). It is well-known that the center of Aχ is K -linearly isomorphic
to K(χ), and that Aχ ∼= (A ⊗K K(χ))eχ as K(χ)-algebras. Since the center of Aχ is isomorphic to K(χ), it follows that
mK (χ) = mL(χ) = mK(χ)(χ) whenever L is any field satisfying K ⊆ L ⊆ K(χ). In general, if K ⊆ L then mL(χ) divides
mK (χ), which in turn divides mL(χ)[L : K ]. One final fact we will need is that whenever V is a simple Aχ -module and
m = mK (χ), then V ⊗K C is the direct sum ofm copies of the simple module for Aχ ⊗K C.
We will apply these observations to the rational adjacency algebra QS, for an association scheme (X, S). Recall that the
decomposition of the characters of the regularmodule and the standardmodule of S in terms of the irreducible characters of
CS are
∑
χ χ(1)χ and
∑
χ mχχ , respectively,where both sums run over Irr(CS), theχ(1)’s are the degrees of the irreducible
characters, and the mχ ’s are their multiplicities. It is well-known that 1 ≤ χ(1) ≤ mχ for every χ . Since both of these
modules are realizable over Q, our first result is immediate from the last observation above.
Proposition 2.1. Let (X, S) be an association scheme, and let χ ∈ Irr(CS). Let χ(1) be the degree of χ , and let mχ be the
multiplicity of χ in the standard character of G.
Then mQ(χ) divides (χ(1),mχ ). In particular, if χ(1) and mχ are relatively prime, then mQ(χ) = 1. 
Another of the basic facts about those division algebras Dwith a fixed center K that occur as the division algebra part of
a simple component of the rational group algebra QG of some finite group G is that their Brauer equivalence classes form
a subgroup of the Brauer group of the field K . This subgroup is called the Schur subgroup of the Brauer group over K , and is
denoted by S(K). The fields of values of irreducible characters of finite groups are always contained in cyclotomic extensions
ofQ by Brauer’s Splitting Field Theorem, so it follows from the Kroenecker–Weber Theorem that S(K) can be nontrivial only
when K is an abelian Galois extension ofQ. Local Schur subgroups of the Brauer groups of local fields are defined in a similar
fashion by replacing Q in the definition by its appropriate real or p-adic completion.
The reason the Schur subgroup is well-defined is that the tensor product of any pair of simple components of group
algebras over Q having center K is isomorphic to a simple component of the group algebra of some finite group over Q. For
group algebras, this group can be taken to be the direct product of the two smaller groups. In the case of adjacency algebras
of association schemes, we can use the direct product of the two smaller schemes in exactly the samemanner. This is defined
as follows. Let (X1, S1) and (X2, S2) be two association schemes. For each (s1, s2) ∈ (S1 × S2), let
(s1, s2)ς = {((x1, x2), (y1, y2)) ∈ (X1 × X2)2 : (x1, y1) ∈ s1 and (y1, y2) ∈ s2}.
Let (S1× S2)ς = {(s1, s2)ς : s1 ∈ S1 and s2 ∈ S2}. Then (X1× X2, (S1× S2)ς) is an association scheme on X1× X2 called the
direct product of (X1, S1) and (X2, S2) [14, Section 7.2].
Theorem 2.2. Let (X1, S1) and (X2, S2) be association schemes, and let χ1 and χ2 be irreducible characters of CS1 and CS2,
respectively, with the property that K = Q(χ1) = Q(χ2). Let Aχ1 andAχ2 be the simple components ofQS1 andQS2 corresponding
to χ1 and χ2. Let (X1 × X2, (S1 × S2)ς) be the direct product of (X1, S1) and (X2, S2).
Then Aχ1 ⊗K Aχ2 is isomorphic to a simple component of Q[(S1 × S2)ς ].
Proof. Let K = Q(χ1) = Q(χ2) and identify K with the centers of both Aχ1 and Aχ2 . Since there are K -algebra isomorphisms
Aχ1 ∼= KS1eχ1 and Aχ2 ∼= KS2eχ2 , the central simple K -algebra Aχ1 ⊗K Aχ2 is isomorphic to the simple component
(KS1 ⊗K KS2)(eχ1 ⊗ eχ2) of KS1 ⊗K KS2.
On the other hand, by [14, Theorem7.2.3] the formula for the structure constants of the direct product (X1×X2, (S1×S2)ς)
in terms of those of (X1, S1) and (X2, S2) is
α(s1,s2)ς(t1,t2)ς(u1,u2)ς = αs1t1u1αs2t2u2 ,
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where αs1t1u1 and αs2t2u2 are the structure constants of the association schemes (X1, S1) and (X2, S2) respectively. It follows
from this formula that the natural mapping
σs1 ⊗ σs2 → σ(s1,s2)ς
extends to a Q-algebra isomorphism between QS1 ⊗Q QS2 and Q[(S1 × S2)ς ]. The same map on basis elements produces a
K -algebra isomorphism between KS1⊗K KS2 and K [(S1× S2)ς ]. Therefore, there is an irreducible characterψ ∈ Irr(C[(S1×
S2)ς ]) such that Q(ψ) = K and K [(S1 × S2)ς ]eψ ∼= Aχ1 ⊗K Aχ2 . This implies that Aχ1 ⊗K Aχ2 is isomorphic to the simple
component ofQ[(S1×S2)ς ] corresponding to the idempotent aψ =∑σ (eψ )σ , where σ runs over all monomorphisms from
K into its Galois closure in C. 
It follows from the preceding theorem that the collection of classes in the Brauer group Br(K) of the field K which
corresponds to a simple component of QS for some finite association scheme S is closed under the Brauer group operation.
Since the Brauer group is a torsion group, this collection is a subgroup. We will refer to this subgroup as SA(K), the scheme
Schur subgroup of Br(K). (Observe that a similar subgroup of the Brauer group of K can be defined for other classes of
semisimple algebras that possess a suitable tensor product. One such example would be the class of table algebras with
rational structure constants.)
Of course, SA(K) contains the classical Schur subgroup S(K) of Br(K). It is clear that S(R) = SA(R) since both are equal
to Br(R). We do not know of a field K for which S(K) ≠ SA(K). If there is an irreducible character of an association scheme
that does not have cyclotomic character values, then it would also produce an example of this phenomenon. However, the
authors are not even aware of an example of a scheme for which the eigenvalues of one of its adjacency matrices are not
cyclotomic. The next result shows thatwhenever Aχ is a simple component of an adjacency algebra of an association scheme
S over K for which the class of Aχ in Br(K) does not lie in S(K), then S has to be a non-Schurian scheme.
Theorem 2.3. Let (X, S) be a Schurian association scheme. Let χ ∈ Irr(CS), and let Aχ be the simple component of QS
corresponding to χ .
Then [Aχ ] ∈ S(Q(χ)).
Proof. It follows from Zieschang’s characterization of Schurian association schemes [14, Corollary 6.3.2] that an association
scheme (X, S) is Schurian if and only if it is (combinatorially) isomorphic to the quotient scheme G/H , where G is the
combinatorial automorphism group of S (treated as a thin association scheme), andH is the stabilizer in G of a fixed element
of X . Therefore, when (X, S) is Schurian, its rational adjacency algebra QS ∼= Q[G/H] will be isomorphic to the Hecke
algebra eHQGeH , where eH = 1|H|
∑
h∈H h is the idempotent corresponding to the trivial character of H . As a result, the
division algebra part of every simple component ofQS will be of the form eQGewhere e is a primitive idempotent ofQG for
which eHe ≠ 0. Therefore, each of these division algebras is also the division algebra part of a simple component ofQG, and
so its Brauer class will lie in the Schur subgroup of its central subfield. 
The above theorem shows that the Schur indices of irreducible characters of a Schurian association scheme S are the Schur
indices of certain characters of its combinatorial automorphism group. So we can deduce the properties of Schur indices for
Schurian association schemes directly from the corresponding well-known facts for groups. (For background on these facts
see [2, Section 74].)
Corollary 2.4. Let ϕ be an irreducible character of a Schurian association scheme (X, S), and let K = Q(ϕ). Let D be the division
algebra part of the simple component KSeϕ , and let G be the combinatorial automorphism group of S. Then the following hold:
(i) Q(ζ|G|) is a splitting field for D; in particular, K is cyclotomic.
(ii) mQ(ϕ) divides |G|.
(iii) The P -local indices of D agree at all primes P lying over the same rational prime p. (As in group theory, we call this number
the p-local index of ϕ.)
(iv) If the p-local index of ϕ is greater than 1 at some finite rational prime p, then p divides |G|. 
The reader should note that, for all association schemes (and in fact for all coherent configurations), local indices of
irreducible characters at primes lying above∞ must always agree. This is a consequence of the fact that the value of the
Frobenius–Schur indicator is rational, and hence independent of the choice of the embedding ofQ(χ) into Rwhenever χ is
an irreducible real-valued character.
Another consequence of the above theorem is that there is an algorithm for computing the Schur index of an irreducible
character of a Schurian association scheme. Given an irreducible character χ of a Schurian association scheme S, one
computes the combinatorial automorphism group G = Aut(S) and the one-point stabilizer H = StabG(1), finds the
corresponding irreducible character χ˜ of Gwhose restriction to eHQGeH agrees with χ , then computesmQ(χ˜) by computing
its local indices at the primes dividing the order of G and at infinity. This latter step requires various methods including
the Brauer–Witt theorem, imprimitive Clifford theory, and techniques for calculating Schur indices of crossed product
algebras over cyclotomic p-adic number fields. We will illustrate these methods by giving the smallest examples of non-
thin association schemes that have irreducible characters with nontrivial Schur indices.
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Example 2.5. The smallest examples of non-thin association schemes that produce nontrivial Schur indices are 13 different
association schemes of order 16. All of these have an irreducible character of degree 2 with a negative Frobenius–Schur
indicator. The five schemes of order 16 that are numbered #138, #170, #183, #200, and #207 on the Classification of
Association Schemes website [6] have irreducible rational-valued characters ϕ with ν2(ϕ) < 0 and kernels of order 2.
Therefore, these association schemes S have thin closed subsets T with S/ T ∼= Q8, and the associated division algebras
are rational quaternion. The eight other association schemes of order 16 numbered #119,#127, #150, #152, #181, #202,
#204, and #206, have faithful irreducible characters χ with ν2(χ) < 0. All of these association schemes are Schurian, and
in each case the character in question is rational-valued. For all but the first of these eight, the combinatorial automorphism
group turns out to have order a power of 2. Since each of the seven characters has local index 2 at infinity, the only integer
prime p for which a nontrivial p-local index can occur is the prime 2. Since the maximum 2-local index that can occur for
finite groups is 2, the 2-local index must be in fact 2. Therefore, the division algebra part of the simple component of the
rational adjacency algebra corresponding to any of these seven characters has to be the ordinary rational quaternion algebra.
For the association scheme #119, the situation is different. Let this association scheme be S, and its character with
negative Frobenius–Schur indicator be ϕ. The basic matrix of S is
0 1 2 3 4 4 4 5 5 5 6 6 6 7 7 7
1 0 3 2 5 5 5 4 4 4 7 7 7 6 6 6
3 2 0 1 6 6 6 7 7 7 5 5 5 4 4 4
2 3 1 0 7 7 7 6 6 6 4 4 4 5 5 5
5 4 7 6 0 4 5 1 4 5 2 6 7 3 6 7
5 4 7 6 5 0 4 4 5 1 7 2 6 6 7 3
5 4 7 6 4 5 0 5 1 4 6 7 2 7 3 6
4 5 6 7 1 5 4 0 5 4 3 7 6 2 7 6
4 5 6 7 5 4 1 4 0 5 7 6 3 6 2 7
4 5 6 7 4 1 5 5 4 0 6 3 7 7 6 2
7 6 4 5 3 6 7 2 6 7 0 5 4 1 5 4
7 6 4 5 7 3 6 6 7 2 4 0 5 5 4 1
7 6 4 5 6 7 3 7 2 6 5 4 0 4 1 5
6 7 5 4 2 7 6 3 7 6 1 4 5 0 4 5
6 7 5 4 7 6 2 6 3 7 4 5 1 5 0 4
6 7 5 4 6 2 7 7 6 3 5 1 4 4 5 0

,
the values of ϕ are
ϕ(σi) =
2, if i = 0
−2, if i = 1
0, if i = 2, . . . , 7
,
and the multiplicity of ϕ is 4.
The combinatorial automorphism group of a small association scheme can be computed using GAP [13], and in particular
the implementation of nauty [8] in GAP’s grape package [12]. The combinatorial automorphism group of S is
G = ⟨(5, 7, 6)(8, 9, 10)(11, 13, 12)(14, 15, 16),
(1, 2)(3, 4)(5, 8)(6, 10)(7, 9)(11, 14)(12, 16)(13, 15),
(1, 3, 2, 4)(5, 14, 8, 11)(6, 15, 10, 13)(7, 16, 9, 12),
(1, 5, 2, 8)(3, 11, 4, 14)(6, 9, 10, 7)(12, 15, 16, 13)⟩,
which has order 48. The stabilizer of 1 in the action of G on {1, 2, . . . , 16} is H = ⟨h⟩where
h = (5, 7, 6)(8, 9, 10)(11, 13, 12)(14, 15, 16).
Note that h is conjugate to h2 in G. The values of the irreducible characters of G on the elements of H (as computed using
GAP) are:
cl(1) cl(h)
χ1 1 1
χ2 1 1
χ3 2 −1
χ4 2 −1
χ5 2 −1
χ6 3 0
χ7 3 0
χ8 4 1
Letting e = eH = 13 (1+ h+ h2), we have χi(e) = 1 for i = 1, 2, 6, and 7, χ8(e) = 2, and χi(e) = 0 for i = 3, 4, and 5. So the
irreducible character of G that restricts to H has to be χ8. (In fact, Hanaki and Hirasaka have shown that the multiplicity of
ϕ will always be equal to the degree of χ when ϕ is the restriction of χ [5, Theorem 3.10].)
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So now the calculation of the Schur index of ϕ is reduced to calculating the Schur index of the group character χ8. A
crossed product presentation of the simple component of QG corresponding to χ8 can be obtained using GAP’s wedderga
package [1]. Using this, we find that
QGeχ8 = M2((Q(ζ6)/Q, σ ,−1)),
where (Q(ζ6)/Q, σ ,−1) is a cyclic crossed product algebra as defined in [10, Section 30]. It is a central division algebra over
Q generated by a copy of the dicyclic group of order 12, and is well-known to be isomorphic to the generalized quaternion
algebra over Q with symbol (−1,−3Q ), which has local indices equal to 2 at the primes 3 and∞ and 1 at all other rational
primes.
Note that the above example shows that it is possible for an irreducible character of an association scheme to have
a nontrivial local index at a prime lying above a finite rational prime p that does not divide the order of the association
scheme.
The above algorithm can also be applied to non-Schurian association schemes that have a Schurian algebraic twin. We
illustrate this with another example.
Example 2.6. The smallest example of a non-Schurian association scheme that has a Schurian algebraic twin is the
association scheme of order 24 and rank 10 that is listed as #466 on [6]. Its basic matrix is
0 1 2 3 4 4 5 5 6 6 6 6 7 7 7 7 8 8 8 8 9 9 9 9
1 0 3 2 4 4 5 5 8 8 8 8 9 9 9 9 6 6 6 6 7 7 7 7
2 3 0 1 5 5 4 4 6 6 6 6 9 9 9 9 8 8 8 8 7 7 7 7
3 2 1 0 5 5 4 4 8 8 8 8 7 7 7 7 6 6 6 6 9 9 9 9
5 5 4 4 0 1 2 3 6 6 8 8 7 7 9 9 6 6 8 8 7 7 9 9
5 5 4 4 1 0 3 2 8 8 6 6 9 9 7 7 8 8 6 6 9 9 7 7
4 4 5 5 2 3 0 1 6 6 8 8 9 9 7 7 6 6 8 8 9 9 7 7
4 4 5 5 3 2 1 0 8 8 6 6 7 7 9 9 8 8 6 6 7 7 9 9
7 9 7 9 7 9 7 9 0 3 4 5 6 8 6 8 4 5 1 2 6 8 6 8
7 9 7 9 7 9 7 9 3 0 5 4 8 6 8 6 5 4 2 1 8 6 8 6
7 9 7 9 9 7 9 7 5 4 0 3 6 8 8 6 1 2 5 4 8 6 6 8
7 9 7 9 9 7 9 7 4 5 3 0 8 6 6 8 2 1 4 5 6 8 8 6
6 8 8 6 6 8 8 6 7 9 7 9 0 2 5 4 9 7 9 7 4 5 3 1
6 8 8 6 6 8 8 6 9 7 9 7 2 0 4 5 7 9 7 9 5 4 1 3
6 8 8 6 8 6 6 8 7 9 9 7 4 5 0 2 7 9 9 7 3 1 5 4
6 8 8 6 8 6 6 8 9 7 7 9 5 4 2 0 9 7 7 9 1 3 4 5
9 7 9 7 7 9 7 9 5 4 1 2 8 6 6 8 0 3 5 4 6 8 8 6
9 7 9 7 7 9 7 9 4 5 2 1 6 8 8 6 3 0 4 5 8 6 6 8
9 7 9 7 9 7 9 7 1 2 4 5 8 6 8 6 4 5 0 3 8 6 8 6
9 7 9 7 9 7 9 7 2 1 5 4 6 8 6 8 5 4 3 0 6 8 6 8
8 6 6 8 6 8 8 6 7 9 9 7 5 4 3 1 7 9 9 7 0 2 4 5
8 6 6 8 6 8 8 6 9 7 7 9 4 5 1 3 9 7 7 9 2 0 5 4
8 6 6 8 8 6 6 8 7 9 7 9 3 1 4 5 9 7 9 7 5 4 0 2
8 6 6 8 8 6 6 8 9 7 9 7 1 3 5 4 7 9 7 9 4 5 2 0

.
Its Schurian algebraic twin is #465. (The only difference in their basic matrices is an interchanging of the positions of 4’s
and 5’s in rows 13–16 and 21–24.) We will denote this association scheme by S ′ and its Schurian algebraic twin by S. Being
algebraic twins, there is a bijection S → S ′ which preserves structure constants, and so it is immediate that QS ′ ∼= QS.
In the character table of S (which is identical to that of S ′), there are 6 irreducible characters of degree 1 (three of these of
multiplicity 1 and three of multiplicity 3) , and one rational-valued irreducible character ϕ of degree 2 that has multiplicity
6, see [6]. The Frobenius–Schur indicator of ϕ is
ν2(ϕ) = 124
9−
i=0
ϕ(σ 2si )
nsi
= 1
3
> 0,
somR(ϕ) = 1.
The combinatorial automorphism group of S turns out to be
G = ⟨(5, 6)(7, 8)(9, 11, 10, 12)(13, 16, 14, 15)(17, 20, 18, 19)(21, 23, 22, 24),
(1, 5, 4, 8)(2, 6, 3, 7)(9, 17, 20, 12)(10, 18, 19, 11)(13, 14)(15, 21)(16, 22)(23, 24),
(1, 9, 21, 2, 19, 16)(3, 20, 22, 4, 10, 15)(5, 17, 24, 6, 11, 13)(7, 12, 23, 8, 18, 14)⟩.
G is a group of order 96, with 12 irreducible characters: three of degree 1, three of degree 2, five of degree 3, and one of
degree 6. By the result of Hanaki and Hirasaka mentioned earlier, ϕ has to be the restriction of the unique rational-valued
irreducible character χ of G with degree 6. A computation with wedderga reveals that QGeχ ∼= M6(Q), so the rational
Schur index of χ is 1. Of course, it then follows that the Schur indices of ϕ and of the corresponding nonlinear irreducible
character of the non-Schurian association scheme S ′ will also be 1.
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3. The Brauer–Speiser theorem for association schemes
The Brauer–Speiser theorem is the assertion that mQ(χ) ≤ 2 for all real-valued irreducible characters of finite groups
G. We are indebted to the referee of an earlier version of this article for pointing out that this result can be extended to
association schemes, and that SA(Q) = S(Q) is a consequence. For the argument, it will be helpful to collect some general
observations first.
Lemma 3.1. Let (X, S) be an association scheme, and let K be a subfield ofC. Ifχ ∈ Irr(CS), let χ¯ denote the irreducible character
of CS whose values are the complex conjugates of those of χ , and let Aχ be the simple component of KS corresponding to χ . Then
(i) The field of character values of χ is invariant under complex conjugation; i.e. Q(χ¯) = Q(χ).
(ii) Aχ¯ ∼= Aopχ .
Proof. (i). Since each of the centrally primitive idempotents eχ is represented by a positive semidefinite Hermitian matrix
in the standard representation of CS, we have
(eχ )t = eχ = eχ¯ .
It then follows from the usual formula for eχ that χ(σs∗) = χ(σs), for all s ∈ S. Therefore, Q(χ¯) = Q(χ).
(ii). We have that Aχ is isomorphic to K(χ)Seχ as Q(χ)-algebras. Since K(χ¯) = K(χ) by part (i), the restriction of the
transpose map onMn(K(χ)) to the image of the standard representation of K(χ)S is an anti-automorphism from K(χ)Seχ
onto K(χ)Seχ¯ , which implies the result. 
The first assertion of the above lemmawould be meaningless if the fields of character values of association schemes turn
out to always be Galois extensions ofQ. Thiswould certainly be the case if they are always subfields of cyclotomic extensions
of Q, but for now this is still not known. Nevertheless, we can still use it to show that several kinds of fields cannot be the
field of character values for the irreducible character of an association scheme. For example, the field Q( 3
√
2) has a Galois
conjugate that is not invariant under complex conjugation, hence it cannot be equal toQ(χ) for any such characterχ . Indeed,
if Q(χ) ⊂ R for some irreducible character of a scheme, then every embedding of Q(χ) into C has to be a real embedding.
One can also extend the argument for part (i) to show that, if E is a splitting field for QS, then the restriction of complex
conjugation to E has to be central in Gal(E/Q). Indeed, one need only observe that (eσχ )
t = (etχ )σ for all σ ∈ Gal(E/Q).
For commutative association schemes, since the field L obtained by adjoining the Krein parameters toQ is a real subfield of
E, this fact is a consequence of the result of Munemasa which shows that Gal(E/L) is contained in the center of Gal(E/Q),
see [9].
Part (ii) of the above Lemma is also quite useful. One of its consequences is an analog of the familiar ‘‘one prime at a time’’
reduction for calculating Schur indices of finite groups.
Theorem 3.2. Let S be an association scheme, and let χ ∈ Irr(CS). Let p be a prime integer, and let K be an algebraic number
field.
Suppose there is a closed subset T of S and a ϕ ∈ Irr(CT ) for which K(χ, ϕ) = K(χ) and (χT , ϕ) ≢ 0 mod p.
Then the p-parts of mK (χ) and mK (ϕ) are equal.
Proof. Without loss of generality, we assume Q(χ) ⊆ K .
Let K∞ be the extension of K obtained by adjoining all roots of unity in C. Since the Brauer group of K∞ is trivial
(see [11, p. 162]), every class in Br(K) is split by K∞. Therefore, there will exist a root of unity ζm ∈ C such that K(ζm)
splits both KSeχ and KTeϕ .
Since K(ζm)/K is an abelian Galois extension, K(ζm) has a unique subfield L for which [K(ζm) : L] is a power of p and
[L : K ] is coprime to p. The exponents of [LSeχ ] and [LTeϕ] in Br(L) are both powers of p, and by our choice of L these are
equal to the p-parts of the exponents of [KSeχ ] and [KTeϕ], respectively.
By part (ii) of the above lemma, we have that [LSeχ⊗L LSeχ¯ ] = [L]. Therefore, the character χ⊗ χ¯ of (S×S)ς is realizable
over L, and so its restrictionχT⊗χ¯ to the closed subset (T×S)ς will also be realizable over L. Note thatϕ⊗χ¯ is an irreducible
constituent of χT ⊗ χ¯ , and the multiplicity of ϕ ⊗ χ¯ in χT ⊗ χ¯ will be equal to that of ϕ in χT . Since this is coprime to p,
ϕ ⊗ χ¯ will also be realizable over L.
Since [L[(T ⊗ S)ς ](eϕ⊗χ¯ )] = [LTeϕ ⊗L LSeχ¯ ] = [L] in Br(L), it follows that [LTeϕ] = [LSeχ¯ ]−1 = [LSeχ ] and the theorem
follows. 
We close the section with the promised analog of the Brauer–Speiser theorem for association schemes.
Theorem 3.3 (The Brauer–Speiser Theorem for Association Schemes). If (X, S) is an association scheme and χ is a real-valued
irreducible character of CS, then mQ(χ) ≤ 2.
Proof. Since χ¯ = χ , it follows from Lemma 3.1(ii) that the simple component Aχ of QS is isomorphic to (Aχ )op. Therefore,
the exponent of its class in Br(Q(χ)) is at most 2. Since the exponent is equal to the Schur index for algebraic number fields,
the result follows. 
Corollary 3.4. SA(Q) = S(Q).
Proof. It follows from the Brauer–Speiser theorem for association schemes that Aχ has exponent at most 2 whenever χ is
a rational-valued irreducible character of an association scheme. Therefore, Aχ is isomorphic to a generalized quaternion
algebra over Q. Since S(Q) is precisely equal to the collection of classes of generalized quaternion algebras over Q, we have
SA(Q) ⊆ S(Q), so equality holds. 
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4. The Clifford theory reduction for association schemes
One of the most basic tools for computing Schur indices of simple components of finite groups is strongly imprimitive
Clifford theory. In this situation, one has a simple component KGeχ of the group algebra G over a field K containing Q(χ),
and there is a normal subgroup N of G for which KNeχ is not a simple subalgebra. In this case, there are centrally primitive
idempotents eψ1 , . . . , eψn of KNeχ that are permuted transitively by G, and one shows that KGeχ ∼= Mn(KIeψ1), where I is
the stabilizer of eψ1 in G. The argument makes use of the fact that KG is a strongly G/N-graded algebra over KN; that is, there
is a collection of units {us : s ∈ G/N} in KG such that KG = ⊕s∈G/NKNus.
If (X, S) is an association scheme, then the analog of a normal subgroup is a strongly normal closed subset; i.e. a closed
subset T of S such that s∗Ts ⊆ T , for all s ∈ S. If T is a strongly normal closed subset of S, then the quotient scheme S/ T is a
thin association scheme (i.e. a group). The double cosets {TsT : sT ∈ S/ T } are a partition of the set S, and thus the adjacency
algebra KS of the association scheme (X, S) over any field K is an S/ T -graded K -algebra:
KS =

sT∈S/ T
K(TsT ),
where K(TsT ) denotes the span of {σr : r ∈ TsT }. Inmany cases, K(TsT ) does not contain an invertiblematrix, so this grading
need not be strong. This means that Clifford theory for association schemes is, in general, not as easy as it is for groups, it
requires the Clifford theory of group graded algebras that was developed by Dade in [3]. In order to use this approach, we
will need to summarize the key ingredients of Dade’s theory in the context of association schemes. Let T be a closed subset
of an association scheme (X, S), and let K be a subfield of C. Let V be a KS-module, and let ResKT (V ) denote the restriction
of V to KT , considered as a KT -module. The set of irreducible KT -modules that occur as irreducible constituents of ResKT (V )
will be denoted by IRR(KT |V ).
Now suppose T is a strongly normal closed subset of KS, so that KS is an S/ T -graded algebra over KT . Let U be a closed
subset of S containing T . If Y is a KU-module, then the graded induction of Y to KS is the S/ T -graded KS-module defined by
GrIndKS(Y ) := Y⊗¯KUKS,
where the latter module is defined to be the ordinary tensor product
Y ⊗KU KS ∼=

sU∈S/U
(Y ⊗KU K(UsU)) =

sU∈S/U
 
rT∈UsU/ T
(Y ⊗KT TrT )
 ,
considered as an S/ T -graded KS-module, modulo its 1T -null socle. The 1T -null socle of an S/ T -graded module M =
⊕sT∈S/ TMsT is the largest S/ T -graded submodule N ofM for which N1T = N ∩M1T = 0.
WhenW is an irreducible KT -module, the nonzero constituentsW ⊗ K(TsT ) ofW ⊗KT KS as an S/ T -graded module are
the S/ T-conjugates ofW . The stabilizer ofW in S/ T is the subgroup consisting of all sT ∈ S/ T for whichW⊗K(TsT ) ∼= W as
KT -modules. It will always be of the form U/ T for some closed subset U of S containing T . IfW is an irreducible KT -module,
then each of the nonzero S/ T -conjugates ofW is irreducible as KT -modules [4, Proposition 2.2]. We say that a KS-module
V lies over an irreducible KT -module W if every one of the irreducible constituents of ResKT (V ) is an S/ T -conjugate of W .
The set of irreducible KS-modules lying over a fixed KT -moduleW is denoted by IRR(KS|W ). Finally, let Mod(KS|W ) be the
subcategory of the category of finite-dimensional KS-moduleswhose objects are the KS-modules forwhich every irreducible
constituent lies in IRR(KS|W ). We are now ready to state the main result of this section.
Theorem 4.1 (The Clifford Theory Reduction for Association Schemes). Let (X, S) be an association scheme, χ ∈ Irr(CS), and
K = Q(χ). Let V be an irreducible KS-module for which χ is a constituent of the character of V ⊗K C.
Suppose that T is a strongly normal closed subset of S, and that ϕ ∈ Irr(CT ) is an irreducible constituent of χ . Let W be an
irreducible KT-module for which ϕ is a constituent of the character of W ⊗K C.
Let U be the closed subset of S for which U/ T is the stabilizer of W in S/ T .
Then the following statements hold.
(i) The category Mod(KS|W ) is equivalent to Mod(KU|W ). Furthermore, there exists a unique irreducible KU-module Y lying
over W for which V = GrIndKS(Y ).
(ii) If ψ ∈ Irr(CU) is an irreducible constituent of Y ⊗K C, then KUeψ is Morita equivalent to KSeχ .
(iii) K(ψ) = K and mQ(χ) = mK (ψ).
Proof. (i). By Dade’s Clifford Theory for group graded algebras (see [3, (11.18) and (12.2)]), the graded module induction
functor
Y → Y⊗¯KUKS
defines an equivalence of categories betweenMod(KU|W ) andMod(KS|W ), which provides a bijection between IRR(KU|W )
and IRR(KS|W ). Its inverse equivalence is the map which sends a KS-module V lying overW to the largest KU-submodule Y
of ResKU(V ) for which ResKT (Y ) is a multiple of the irreducible moduleW . When V is an irreducible KS-module, this implies
1022 A. Herman, A.R. Barghi / Journal of Pure and Applied Algebra 215 (2011) 1015–1023
that there is a unique irreducible KU-module Y for which Y⊗¯KUKS = V and ResKT (Y ) = dW for some positive integer d.
This proves (i).
(ii). Letψ be an irreducible constituent of the character of Y ⊗K C, and let aψ be the centrally primitive idempotent of KU
for whichψ(aψ ) ≠ 0. Since Y is an irreducible KU-module and the character of Y ⊗K C involvesψ , the abelian sub-category
of the category of KU-modules lying over W consisting of modules whose only irreducible constituent is Y is equivalent
to the category of KUaψ -modules. Similarly, the sub-category of the category of KS-modules lying over W consisting of
modules whose only irreducible constituent is V is equivalent to the category of KSeχ -modules. Since the above equivalence
of categories takes Y to V , we can conclude by restricting the above mutually inverse equivalence functors to these sub-
categories that Mod(KUaψ ) and Mod(KSeχ ) are equivalent module categories. This implies, in particular, that these two
K -algebras are Morita equivalent (see [10, p. 162]). This forces the division algebra parts of these finite-dimensional simple
algebras to be isomorphic as K -algebras. In particular, the center of of KUaψ is isomorphic to K , so we must have aψ = eψ .
This proves (ii).
(iii). These are immediate consequences of (ii). 
Example 4.2. Let S be the association scheme of order 24 and rank 10 which appears as number #458 on the Classification
of Association Schemeswebsite [6]:
0 1 2 3 4 4 5 5 6 6 6 6 7 7 7 7 8 8 8 8 9 9 9 9
1 0 3 2 4 4 5 5 8 8 8 8 9 9 9 9 6 6 6 6 7 7 7 7
2 3 0 1 5 5 4 4 6 6 6 6 9 9 9 9 8 8 8 8 7 7 7 7
3 2 1 0 5 5 4 4 8 8 8 8 7 7 7 7 6 6 6 6 9 9 9 9
4 4 5 5 0 1 2 3 6 6 8 8 7 7 9 9 6 6 8 8 7 7 9 9
4 4 5 5 1 0 3 2 8 8 6 6 9 9 7 7 8 8 6 6 9 9 7 7
5 5 4 4 2 3 0 1 6 6 8 8 9 9 7 7 6 6 8 8 9 9 7 7
5 5 4 4 3 2 1 0 8 8 6 6 7 7 9 9 8 8 6 6 7 7 9 9
7 9 7 9 7 9 7 9 0 3 4 5 6 8 6 8 4 5 1 2 6 8 6 8
7 9 7 9 7 9 7 9 3 0 5 4 8 6 8 6 5 4 2 1 8 6 8 6
7 9 7 9 9 7 9 7 4 5 0 3 6 8 8 6 1 2 4 5 8 6 6 8
7 9 7 9 9 7 9 7 5 4 3 0 8 6 6 8 2 1 5 4 6 8 8 6
6 8 8 6 6 8 8 6 7 9 7 9 0 2 4 5 9 7 9 7 5 4 3 1
6 8 8 6 6 8 8 6 9 7 9 7 2 0 5 4 7 9 7 9 4 5 1 3
6 8 8 6 8 6 6 8 7 9 9 7 4 5 0 2 7 9 9 7 3 1 5 4
6 8 8 6 8 6 6 8 9 7 7 9 5 4 2 0 9 7 7 9 1 3 4 5
9 7 9 7 7 9 7 9 4 5 1 2 8 6 6 8 0 3 4 5 6 8 8 6
9 7 9 7 7 9 7 9 5 4 2 1 6 8 8 6 3 0 5 4 8 6 6 8
9 7 9 7 9 7 9 7 1 2 4 5 8 6 8 6 4 5 0 3 8 6 8 6
9 7 9 7 9 7 9 7 2 1 5 4 6 8 6 8 5 4 3 0 6 8 6 8
8 6 6 8 6 8 8 6 7 9 9 7 5 4 3 1 7 9 9 7 0 2 4 5
8 6 6 8 6 8 8 6 9 7 7 9 4 5 1 3 9 7 7 9 2 0 5 4
8 6 6 8 8 6 6 8 7 9 7 9 3 1 5 4 9 7 9 7 4 5 0 2
8 6 6 8 8 6 6 8 9 7 9 7 1 3 4 5 7 9 7 9 5 4 2 0

.
This association scheme is non-Schurian, with a transitive automorphism group of order 48. It has two unusual features.
First, some of its adjacency matrices are not normal matrices: σ6, σ7, σ8, and σ9 do not commute with their transposes.
And second, as we will show, it has an irreducible representation of degree 2 that is the graded induction of an irreducible
representation of a strongly normal closed subgroup of index 3, so it produces a non-trivial example of the Clifford theory
reduction.
The character table of S is
s0 s1 s2 s3 s4 s5 s6 s7 s8 s9 mχi
χ1 1 1 1 1 2 2 4 4 4 4 1
χ2 1 1 1 1 2 2 4ζ 2 4ζ 4ζ 2 4ζ 1
χ3 1 1 1 1 2 2 4ζ 4ζ 2 4ζ 4ζ 2 1
χ4 1 1 −1 −1 −2 2 0 0 0 0 3
χ5 1 1 −1 −1 2 −2 0 0 0 0 3
χ6 1 1 1 1 −2 −2 0 0 0 0 3
χ7 2 −2 0 0 0 0 0 0 0 0 6
(Here ζ denotes a primitive cube root of unity.) S has the strongly normal closed subset T = {s0, s1, s2, s3, s4, s5} of order
8 (isomorphic to #13 among association schemes of order 8 on [6]). Since Q(Ts6T ) = spanQ{σ6, σ8} and Q(Ts7T ) =
spanQ{σ7, σ9}, we see that the S/ T -grading of QS over QT is not strong, since every matrix in either of these sets has at
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least two identical rows. The restriction of χ7 to T is the sum of two irreducible characters of T whose values are shown:
s0 s1 s2 s3 s4 s5 mϕi
ϕ5 1 −1 −1 1 0 0 2
ϕ6 1 −1 1 −1 0 0 2
Since ϕ5 has degree 1, it has rational Schur index 1, and an irreducible right QT -module W affording ϕ5 is the Q-span of a
vectorw for which
wσi =

w i = 0, 3
−w i = 1, 2
0 i = 4, 5.
Form the ordinary tensor product
W ⊗QT QS = W ⊕ (W ⊗QT Q(Ts6T ))⊕ (W ⊗QT Q(Ts7T )).
Since w ⊗ σ8 = w ⊗ σ1σ6 = −w ⊗ σ6, we can conclude that W ⊗ Q(Ts6T ) is the span of w ⊗ σ6, and since
w ⊗ σ8 = w ⊗ σ3σ6 = w ⊗ σ6 we havew ⊗ σ6 = 0. Therefore,W ⊗ Q(Ts6T ) = 0. On the other hand,
w ⊗ σ9 = w ⊗ σ1σ7 = −w ⊗ σ7 and
w ⊗ σ9 = w ⊗ σ2σ7 = −w ⊗ σ7,
so we do not get this cancellation inW ⊗ Q(Ts7T ). This will be the one-dimensional module spanned byw ⊗ σ7. Since
(w ⊗ σ7)σ1 = w ⊗ σ1σ7 = −w ⊗ σ7,
(w ⊗ σ7)σ2 = w ⊗ σ3σ7 = w ⊗ σ7,
(w ⊗ σ7)σ3 = w ⊗ σ2σ7 = −w ⊗ σ7, and
(w ⊗ σ7)σi = w ⊗ (σ7 + σ9) = (w − w)⊗ σ7 = 0 if i = 4, 5,
the QT -module W ⊗ Q(Ts7T ) affords the character ϕ6. Therefore, the stabilizer of W is the trivial subgroup of S/ T , so we
have U = T in the above notation. Also,
(w ⊗ σ7)σ6 = w ⊗ (4σ0 + 4σ3 + 2σ4 + 2σ5) = 8w ⊗ σ0 ≠ 0,
so we can conclude that the 1T -null socle ofW ⊗QT QS is 0, since it does not contain a non-zero graded submodule whose
1T -constituent is 0. (Even without the observation thatW ⊗Q(Ts6T ) = 0, we can still show that 0⊕ (W ⊗Q(Ts6T ))⊕ 0 is
a 1T -null graded submodule ofW ⊗ KS, and hence is the 1T -null socle. This is a consequence of the following:
(w ⊗ σ6)σ6 = (w ⊗ σ6)σ8 = w ⊗ (2σ7 + 2σ9) = 2(w − w)⊗ σ7 = 0,
(w ⊗ σ6)σ7 = w ⊗ (4σ0 + 4σ2 + 2σ4 + 2σ5) = 4(w − w)⊗ σ0 = 0, and
(w ⊗ σ6)σ9 = w ⊗ (4σ1 + 4σ3 + 2σ4 + 2σ5) = 4(−w + w)⊗ σ0 = 0.
Similar calculations do not hold forw ⊗ σ7 because σ6 is not a normal matrix: σ7σ6 ≠ σ6σ7.)
According to the preceding theorem, V = W ⊗QS is an irreducibleQS-module for which the category generated by V is
equivalent to the category generated by W . The categories generated by W and V are natrually equivalent to Mod(QTeϕ5)
and Mod(QTeχ7), respectively. We can verify that this is indeed the case using Theorem 3.2. Since V affords χ7, and the
restriction of χ7 to T is the sum of two rational-valued irreducible characters ϕ5 and ϕ6, both of degree 1, this theorem
implies thatmQ(χ7) = mQ(ϕ5) = 1.
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