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Introduction
Functional magnetic resonance imaging (fMRI) with blood-oxygen-leveldependent (BOLD) contrast is widely used in neuroscience studies to map brain activity. However, interpreting the BOLD signal in terms of neuronal activity is challenging because the signal measured has a complex dependence on changes in cerebral blood volume (CBV) and changes in blood oxygenation, which itself depends on cerebral blood flow (CBF) and the cerebral metabolic rate of oxygen (CMRO 2 ). While the BOLD response is correlated with changes in neuronal activity [1] , it has been demonstrated that changes in CMRO 2 represent a more quantitative measure of the evoked neuronal response [2] . Moreover, the BOLD response depends on baseline physiological factors [3] , which makes it difficult to compare between groups of subjects having different baseline physiological states (healthy versus disease, young adult versus elderly, etc.). In those cases, a robust measure of changes in CMRO 2 would provide us a better reflection of the neuronal response without the confounding effect of baseline physiology [4] .
Hypercapnic-calibrated fMRI was originally developed to recover evoked changes in CMRO 2 from BOLD -fMRI combined with arterial spin labelling (ASL) [5, 6] . The procedure relies on a macroscopic biophysical model of the BOLD response describing how the BOLD signal depends on changes in CBF, CMRO 2 and CBV. The original hypercapnic-calibrated fMRI approach used the Davis model [7, 8] , derived from simplified physiological assumptions that the fMRI signal originated solely from volume and oxygenation changes of the venous compartment. The Davis model involves three parameters, a, b and a scale factor M. The parameter a is the exponent of a power law relating CBV to CBF, whereas the parameter b describes the partial nonlinear oxygenation dependence of the MR signal arising from protons diffusing around the smallest vessels. In the original Davis model, a was taken from animal experiments in non-human primates measuring total blood volume changes [9] , whereas b was estimated with Monte Carlo simulations for a mix of vessel sizes [10] . The scale factor M represents the maximum possible BOLD signal change that can be observed for the subject-specific baseline physiology and the given MRI pulse sequence, i.e. the BOLD response observed if the oxygen saturation rose to 100% in all blood (both arterial and venous). The original approach to calibrate M was to use a hypercapnic challenge [7, 8] to raise cerebral blood flow and thus raise haemoglobin oxygenation in the vascular compartments towards the maximum possible BOLD signal change. Although the work we present here focuses on hypercapnic-calibrated fMRI, it is worth mentioning that several developments occurred in the field over the last few years. Regarding the calibration constant, carbogen inhalation (10% CO 2 and 90% O 2 ) has been proposed as another option to compute M [11] . Alternatively, different pulse sequences with asymmetric spin echo [12] have been proposed to quantify M without any gas inhalation manipulation [13] , which would be much easier to use in a broader array of fMRI studies. More generally, the development of hybrid calibration methods using both hyperoxia and hypercapnia [14] has expanded the application of calibrated fMRI to recover absolute oxygen extraction fraction (OEF) and absolute CMRO 2 [15, 16] .
To more firmly establish the validity of using simplified models of the BOLD signal to quantify CMRO 2 changes, we take the approach of building a microscopic model of an fMRI voxel in mice that captures the true vascular network topology and morphology as well as the true oxygenation of the individual vascular segments. Our microscopic model of the fMRI voxel, previously described in Gagnon et al. [17] , is based on years of studies quantifying the vascular structure and its response to brain activation [18] [19] [20] [21] and the associated blood flow and oxygenation changes [22 -27] ; and we have shown that it predicted the variation of the BOLD signal in humans arising from differences in the orientation of the magnetic field with respect to the surface of the brain [17] . With this quantitative model, we are able to simulate oxygenation throughout the vascular network arising from the balance of blood flow delivering oxygen and its subsequent diffusion into the tissue where it is consumed. Given this microscopic distribution of deoxygenated haemoglobin, we can thus calculate the BOLD signal that arises from specific changes in CBF and CMRO 2 . We can then analyse this BOLD signal using the calibration approaches based on macroscopic biophysical models, like the Davis model, to estimate the changes in CMRO 2 and compare it with the true CMRO 2 change. This method for validating the macroscopic calibration procedure improves over previous approaches [28] by removing all ambiguities in the microscopic physiological parameters.
In the sections that follow, we present our methodology for the microscopic modelling of the BOLD signal and the procedures used to investigate the accuracy of the Davis model. We then present the simulation results that quantify the accuracy of the Davis model, and results showing how the accuracy can be optimized by relaxing the formal definition of the macroscopic parameters a and b. We anticipate that the methodology we present here will also serve well for validating the accuracy of novel approaches for calibrating fMRI and help the community achieve the goal of accurately quantifying CMRO 2 changes during brain activation.
Methodology (a) The Davis model
The Davis model [7] describes the BOLD response (dBOLD) as a function of the CMRO 2 value during activation normalized to baseline (rCMRO 2 ) and the value of CBF during activation normalized to baseline (rCBF)
where the parameter a is the exponent of a power law describing CBV in terms of CBF, whereas the parameter b describes the partial nonlinear dependence of the MR signal on oxygenation when diffusion around the smallest vessels is important. Originally, for 1.5 T, the values of these parameters were estimated to be a ¼ 0.38 and b ¼ 1.5. The assumptions behind these calculations will be discussed in §2b. It has been suggested over the years that a and b might take lower values [28, 29] . During calibrated fMRI experiments, the BOLD contrast is acquired simultaneously with a measure of CBF such as arterial spin labelling (ASL). M is a calibration constant computed from an extra scan during which the subject breathes a mixture of air and CO 2 while changes in CBF and BOLD are measured. This mixture is known to increase CBF with an amplitude proportional to the concentration of CO 2 administered [30] , while maintaining CMRO 2 constant when the CO 2 concentration is no more than 5% [5, 31] . Once M has been computed, it is possible to extract rCMRO 2 during a functional task from the combined BOLD and CBF measurements.
(b) Treating a and b as free parameters
The Davis model was originally derived from simplified physiological assumptions, basically that the signal originated solely from volume and oxygenation changes of the venous compartment. However, with the advance of microscopic techniques to measure the cortical microvasculature in vivo, these physiological assumptions have been shown to be inaccurate. First, it was shown that most of the vascular-volume increase originates from the arterial compartment rather than from the venous pool as previously thought [18, 32] . Second, it has been known that oxygen is extracted before the capillary bed [33, 34] and therefore, the oxygen saturation in the precapillary arterioles and the capillaries themselves is much lower than previously assumed. Recent microscopy techniques have shown that 50% of the total oxygen delivered to the brain tissue is coming from the arterials [27] . Taken together, these new findings indicate that the parameter a in the Davis model must represent an effective compliance parameter that takes into account the fact that (i) precapillary arterioles experience a large volume increase that contributes weakly to the BOLD response owing to a rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150359 small amount of deoxyhaemoglobin, and (ii) the venous pool experiences a small volume increase but still contributes strongly to the BOLD response owing to higher deoxyhaemoglobin compared with the precapillary arterial blood. To account for those new physiological findings, Griffeth et al. [28] proposed an interesting approach. In the original Davis model, a was taken from animal experiments in non-human primates measuring total blood volume changes, whereas b was estimated with Monte Carlo simulations for a mix of vessel sizes. However, the assumptions in the original derivation of the model left out two effects that contribute to the BOLD signal: intravascular signal changes, and volume exchange effects as vascular volume expands and displaces extravascular volume, with intrinsically different signals in the two compartments. To take into account the missing components of the model as well as the new microscopic data, Griffeth et al. [28] developed a more detailed model that included these other effects. They found that when data were simulated with their detailed model and analysed with the Davis model, the estimated CMRO 2 changes were reasonably accurate, but could be improved if the parameters a and b of the original Davis model are treated as free parameters that can be optimized to reflect multiple physiological and biophysical effects. However, in doing that, only a loose correspondence persists between the optimized parameters and their original physiological meaning. It is also possible that the optimized values simply represent the best way to negate other faulty assumptions in the Davis model. Nevertheless, this optimization approach has been shown to improve the accuracy of calibrated fMRI to recover changes in CMRO 2 [28] .
To examine this in more detail from first principles, we took advantage of our recent simulation technique [17] based on oxygen-sensitive two-photon microscopic measurements of the cortical microvasculature [25] to optimize the free parameters of the Davis model based on ground-truth microvascular physiology. Our approach eliminates the need to assume the weight of the different vascular compartments on the BOLD response by simulating the MRI signal from first principles with Monte Carlo simulations of proton diffusion across the two-photon volumes [17] .
(c) Overview of the entire procedure
The simulation of BOLD fMRI from real vascular stacks using Monte Carlo simulations was thoroughly described in our previous paper [17] . Some details of the experimental acquisition are repeated in the following sections for completeness. However, important differences arise between our previous work and the present one. First, we simulated a steady-state activation rather than a 2 s short stimulus. This was required in order to account for the fact that the Davis model is a steady-state model that does not account for the transient haemodynamics occurring during evoked functional activation with a short stimulus. Second, we simulated different levels of arterial dilation as well as different levels of CMRO 2 increases rather than assuming a constant flow -metabolism coupling ratio. Third, both the intra-and extravascular BOLD signals were simulated rather than extravascular-only. Fourth, only the gradient-echo (GRE) signal was simulated because spin echo is generally not used in calibrated fMRI experiments owing to a lower signal-to-noise ratio.
A schematic overview of the entire procedure is presented in figure 1 . For each of the six vascular stacks, the BOLD response was simulated for 10%, 20% and 30% arterial dilation. rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150359 increases were simulated: 0%, 0-10%, 10-20% and 20-30% CMRO 2 increase, for a total of 12 simulations per stack. The simulation with 10% arterial dilation and 0% increase in CMRO 2 was used to simulate the hypercapnia scan. Assuming values for a and b, M was computed from the hypercapnia simulation. Given the computed M, and keeping the same value assumed for a and b, the increase in CMRO 2 was estimated for each of the remaining 11 simulations using equation (2.1), and this value was compared with the true simulated CMRO 2 increase. In this procedure, we assumed that rCBF was measured with no bias by the ASL sequence, which is the case in practice [35] with the exception of random experimental noise. An optimization procedure was implemented in order to find the optimal a and b values that minimize the error between the recovered rCMRO 2 and the simulated rCMRO 2 . The fitting procedure was implemented such that a and b are optimized simultaneously for the six stacks and the 11 simulations per stack.
(d) The simple heuristic model
More recently, a simpler heuristic BOLD model [29] has been introduced in order to describe the BOLD response with a single free parameter a v ¼ 0.2. This model can be written as
where A is the calibration constant computed from the hypercapnic scan. A similar optimization procedure was performed with the heuristic BOLD model to optimize a v in order to maximize the accuracy of the model to recover changes in CMRO 2 .
(e) Baseline measurements of the microvascular network and microvessel pO 2
All experimental procedures were approved by the Massachusetts General Hospital Subcommittee on Research Animal Care. We anaesthetized C57BL/6 mice (male, 25-30 g, n ¼ 6) by isoflurane
(1-2% in a mixture of 30% O 2 and air) under constant temperature (378C). A cranial window with the dura removed was sealed with a 150 mm thick microscope coverslip. During the experiments, we used a catheter in the femoral artery to monitor the systemic blood pressure and blood gases and to administer the twophoton dyes. During the measurement period, mice breathed a mixture of air and 0.7-1.2% isoflurane anaesthesia. Imaging was performed using a custom-built two-photon microscope [25] and two-photon enhanced oxygen-sensitive phosphorescent dye PtP-C343 [36] . The time-domain measurements of phosphorescence lifetimes were performed following the procedures outlined in [25, 26, 37] . Approximately 400 pO 2 measurements were collected in various microvascular segments down to 450 mm from the cortical surface. The conversion between pO 2 and oxygen saturation of haemoglobin (SO 2 ) was performed using the Hill equation with Hill coefficients specific for C57BL/6 mice (h ¼ 2.59 and P50 ¼ 40.2) [38] . The baseline pO 2 measurements were published in Sakadzić et al. [27] and Gagnon et al. [17] . After collecting the pO 2 measurements, we obtained structural images of the cortical vasculature by labelling the blood plasma with dextran-conjugated fluorescein (FITC) at 500 nM concentration. We acquired 600 Â 600 Â 660 mm stacks of the vasculature with 1.2 Â 1.2 Â 2.0 mm voxel sizes under a 20X Olympus objective (NA ¼ 0.95). The six reconstructed vascular stacks are illustrated in figure 2. Part of these stacks was previously published in Gagnon et al. [39] .
(f ) Vascular anatomical network simulations (i) Steady-state vascular anatomical network
The goal here was to reconstruct the resting distribution of oxygen in all vessels. This distribution was then compared with the pO 2 distribution measured experimentally to confirm its realism [17] . This steady-state distribution was then perturbed during functional activation.
The oxygenation level in the vasculature was globally determined by two competing parameters: blood flow and the Figure 2. Three-dimensional rendering of the six vascular stacks acquired with two-photon microscopy. Each of these vascular stacks was subsequently used in a VAN model, and the MRI signal was computed with Monte Carlo simulations for each to these VAN models.
rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20150359 cerebral metabolic rate of oxygen. Higher blood flow increases oxygenation, whereas higher CMRO 2 decreases it. In steady state, these two parameters are related by
where OEF is the oxygen extraction fraction and C a is the arterial blood oxygen content given by
where a ¼ 1.27 Â 10 -3 mmol ml mmHg 21 is the solubility of oxygen, C Hb ¼ 5.3 mmol ml 21 is the haemoglobin content of blood and Hct ¼ 0.4 is the haematocrit in arteries. OEF was computed directly for each animal using our two-photon measurements over the cortex using PET while Zheng et al. reported a value of 125 ml 100 g min 21 with a 15% variation over the cortex using fMRI. We therefore fixed CBF to obtain a perfusion of 100 ml 100 g min 21 in our volumes. Note that baseline CBF is higher in mice compared with humans by a factor of 2 [42] . CMRO 2 was then computed for each animal using equation (2.5).
Capillary segments cut by the limits of the field of view were removed to obtain a closed graph between the pial arteries and the pial veins. This procedure was previously used by [43, 44] and was shown to result in accurate flow distributions.
The resistance for each segment was calculated using Poiseuille's law corrected for haematocrit as described in [45] . Flow speeds in inflowing pial arteries were calculated based on the perfusion assumed (100 ml 100 g min 21 ) and the arterial diameters. Blood pressure boundary conditions for pial veins were set using values from [46] , and the blood flow distribution was finally computed using the matrix equations given in [47] together with velocity boundary conditions for inflowing arteries and the blood pressure boundary conditions for outflowing veins. The arterial pressures calculated with this method agreed with the experimental arterial pressures reported by Lipowsky [46] .
Finite-element oxygen advection was then performed individually for each animal using the computed blood flow distribution and the inflowing arterial pO 2 given in the table above for each animal. The pO 2 was initialized everywhere to 10 mmHg, and oxygen advection was run with constant inputs (including uniform CMRO 2 across the extravascular space) until steady state was achieved (typically after 15 s in model time). The details of the finite-element algorithm used can be found in our previous paper [48] .
(ii) Vascular anatomical network model during functional activation A sigmoidal arterial dilation was used as inputs to compute changes in blood flow and blood volume as described in [47] . An intracranial pressure of 10 mmHg was assumed, and the compliance parameter b was set to 1 for both capillaries and veins. Oxygenation changes during functional activation were then computed using the same advection code [48] by keeping pO 2 in the arterial inflowing nodes constant and using the updated flow and volume values at each time point. CMRO 2 was increased also using a sigmoidal temporal profile.
(g) Functional magnetic resonance imaging simulations (i) Overview
The BOLD signal is a measure of the transverse magnetization of nuclear spins. In calibrated fMRI, the GRE is usually used owing to its higher signal-to-noise ratio. Therefore, GRE was used in all our simulations. In GRE BOLD imaging, the decay rate of the signal is increased by additional dephasing as the local transverse magnetization vectors process at different rates owing to inhomogeneities in the local magnetic field produced by paramagnetic deoxyhaemoglobin [49] . Although, in general, the decay is not a simple mono-exponential, it is usually treated as a decrease of the time constant T* 2 , where this is understood to be the value of T* 2 reflecting decay at the echo time (TE) of the experiment. The extravascular dephasing effects are reduced for the smallest vessels owing to the diffusion of water, which allows each spin to sample-and effectively partially average over-the range of field inhomogeneities.
During functional activation, variations in vessel size and oxygenation level affect the geometry and the amplitude of these magnetic field inhomogeneities and therefore affect T* 2 .
(ii) Computing magnetic field inhomogeneities
We used a numerical method previously described by [50, 51] to compute the magnetic field inhomogeneities. The SO 2 volumes were resampled to 1 Â 1 Â 1 mm and converted to a volume susceptibility shift Dx using
where Dx 0 ¼ 4p . 0.264 Â 10 26 is the susceptibility difference between fully oxygenated and fully deoxygenated haemoglobin [52] and Hct is the haematocrit that was assumed to be 0.3 in capillaries and 0.4 in arteries and veins [28] .
Assuming that the magnetic field inhomogeneities are small, the method uses perturbation theory, and the inhomogeneities across the entire volume are computed by convolving the volume susceptibility shift Dx with the geometrical factor for the magnetic field inhomogeneity induced by a unit cube:
where a represents the grid size (1 mm) and r and u are the polar coordinates. This procedure allowed computation of the magnetic field inhomogeneities across the entire vascular volume DB inhom (x).
(iii) T* 2 values
In addition to magnetic field inhomogeneity, T* 2 volumes are required to accurately model the fMRI signals. T* 2 values (in units of seconds) along the vasculature were computed using the formulae obtained by fitting experimental measurements and given in [53]
where A and C are constants (in s
21
) that depend on the external magnetic field B 0 and were tabulated in our previous paper [17] .
In the tissue (outside the vessels), T 2 and T* 2 (in second) were computed using the formulae given in [53] 
There is no current microscopic way of modelling accurately the intravascular signal. The numerical method produces relatively uniform magnetic fields inside the vasculature, whereas in reality, there are very strong dipolar fields arising around red blood cells that are tumbling around, and water molecules are exchanged between red blood cells and the plasma. Therefore, the intravascular signal was modelled separately in our software, and the contribution of both signals was added. The intravascular signal was modelled with a single exponential decay and a time constant equal to the T* 2 of the blood inside the vasculature given the local oxygenation (equation (2.8) ). Because the diffusion of water protons across the vessel membranes is a slow process, it was justified to assume that during the TE, no proton would cross the vessel membrane. As such, protons reaching a vessel wall were bounced back such that all intravascular protons stayed inside the vessels for the duration of the simulation, and vice versa for the extravascular protons. No significant changes were noted when this assumption was relaxed, i.e. with free-crossing water protons. The MR signal was computed at each time step by averaging the contribution of all N protons:
where the generalized phase (including both precession and relaxation) was updated every time step using:
where g is the hydrogen proton precession frequency, j the imaginary unit and
with DB inhom the magnetic field homogeneity computed above, and DB gradients is the field homogeneity introduced by the spatial gradient. This procedure is repeated at each desired time point during the functional activation. The relative signal changes were computed by comparing the signal obtained at each time point to the signal obtained at t ¼ 0 and converted to a per cent change. (b) Accuracy of the Davis model to recover changes in cerebral metabolic rate of oxygen A scatter plot of the simulated versus recovered change in CMRO 2 is illustrated in figure 4a when the optimal values for a and b are used (a ¼ 20.05 and b ¼ 0.98). We see that the slope of the best linear fit to the scatter plot is 0.96, which is very close to unity. This indicates that the Davis model with the optimized parameters recovers changes in CMRO 2 with very negligible bias on average. However, we also see from figure 4a that the dispersion of the scatter plot lies in-between +5%, from which we can deduce that the uncertainty on the recovered rCMRO 2 is about 5% without considering experimental noise. Note that this 5% is an absolute per cent change, i.e. a 15% increase should be interpreted as an increase between 10% and 20%. However, this uncertainty should be interpreted as the intrinsic accuracy of the Davis model only, reflecting the effect of physiological and anatomical variability that the Davis model does not include. In addition, random noise in in vivo experiments must also be considered in practical applications. In particular, the 0.6 For comparison, we also tested the accuracy of the Davis model to recover changes in CMRO 2 , using values previously reported for a and b. The scatter plot obtained, using the values of a ¼ 0.10 and b ¼ 0.90 previously computed from Griffeth et al. [28] , is shown in figure 4b . The slope of the best linear fit is 0.78, indicating that the Davis model with a ¼ 0.10 and b ¼ 0.90 tends to systematically underestimate changes in CMRO 2 by a relative 22% (i.e. that a 20% measured increase should be interpreted as a 24.4% increase). Finally, the scatter plot obtained using the original values of a ¼ 0.38 and b ¼ 1.5 is shown in figure 4c . The slope of the best linear fit is 0.66 indicating that the Davis model with a ¼ 0.38 and b ¼ 1.5 underestimates changes in CMRO 2 by a relative 34% at 3 T (i.e. that a 20% measured increase should be interpreted as a 26.8% increase). Note that the data in the original Davis et al. work [7] were acquired at 1.5 T and, therefore, the uncertainty obtained here is not applicable to their work. A quantitative comparison of the performance obtained using the three sets of free parameters is shown in figure 4d , where the MSEs between the simulated and the recovered changes in CMRO 2 are compared. We observe that the new values of a ¼ 20.05 and b ¼ 0.98 reduce the MSE by 25% compared with using a ¼ 0.10 and b ¼ 0.90.
Results
We emphasize that because a and b are no longer treated as physical parameters, but rather as free parameters, they no longer correspond to the physiological effect they were meant to model. Therefore, the negative value of the parameter a has no special physical meaning and should not be interpreted as a negative compliance, because a does not reflect vessel compliance anymore. The free parameters a and b are now fitting parameters that can take any positive or negative values. To avoid any confusion and to clarify this point, the traces of the BOLD responses for the different sets of free parameters are superimposed in figure 4e and f for a flowmetabolic coupling ratio of 2 and 3, respectively. We see from these traces that the optimized value of a ¼ 20.05 and b ¼ 0.98 simply predicts a stronger BOLD response compared with the one predicted with a ¼ 0.10 and b ¼ 0.90, without any non-physical macroscopic behaviour. Further discussion on the meaning of these new values for a and b is provided in the Discussion section.
(c) Variation with B-field strength
One of the key features of our simulation approach is that the BOLD signal can be predicted for any B-field strength. It was therefore possible to repeat the entire optimization procedure for different magnet strengths ranging from 1.5 to 14 T. The optimal values for a and b in each case are shown in table 1 as well as the TE value used in the simulations. The fact that a varies for different values of the external B-field emphasizes the point that a does not reflect vessel compliance anymore (or any purely physiological parameters that should not vary with B-field) but rather multiple physical and physiological effects.
(d) Values are robust to different levels of venous compliance
One of the limitations of our approach is the possibility that the craniotomy, even if done with the most careful considerations, alters venous dilation. Work done with a thin-skull procedure [32, 56] , a less invasive approach, has reported larger venous dilation following forepaw stimulus compared with a standard craniotomy. This potential pitfall can be handled in our VAN model by forcing the dilation of the veins to be larger. In this work, we tested the robustness of our optimization procedure by simulating BOLD responses when the veins were forced to dilate according to a Grubb relationship with an exponent of 0.38. Then, the optimization procedure for a and b was repeated, and the new values of a ¼ 20.02 and b ¼ 0.79 were obtained. These results are shown in figure 5a. We also tested the recovery of rCMRO 2 on these same data generated with the forced venous dilation but using instead the set of optimal values obtained without forcing a larger venous dilation (a ¼ 
(e) Impact of different echo times
When BOLD and ASL signals are acquired simultaneously, the BOLD signal is obtained from the control images of the ASL sequence. The optimal TE for ASL is generally lower than the optimal TE for BOLD [11, [57] [58] [59] . As a trade-off, the TE used in combined BOLD-ASL acquisitions is generally lower than the usual TE ¼ 30 ms. Therefore, we also simulated the BOLD response from our VAN simulations with TE ¼ 13 ms at 3 T [59] , and the results for the optimal values of the free parameters are presented in table 2. We found that in this case, a ¼ 20.02 and b ¼ 0.56 minimized the mean-squared error between the simulated and the recovered rCMRO 2 .
(f ) The simple heuristic BOLD model performs as well as the regular Davis model
We also tested the accuracy of the simplified heuristic BOLD model [29] presented in equation (2.2) to recover changes in CMRO 2 . As shown in figure 6a, our optimization adapted for the heuristic model computed a v ¼ 20.05 as the optimal value of the sole free parameter. We also observe a negligible bias on the recovery of rCMRO 2 with a slope of the best linear fit of 0.95 which is very close to unity. For comparison, we have reproduced the scatter plot for the Davis model (figure 4a) with the optimized parameters in figure 6b . The performance of the two optimized models is compared in figure 6c by showing the MSEs between the simulated and the recovered changes in CMRO 2 . We see that both models perform very well, but still the Davis model performs a little better compared with the simplified heuristic BOLD model. However, this improvement is mostly negligible. For completeness, the optimal value for a v was computed for different magnet strengths, and results are displayed in table 3.
Discussion
In this work, we used our recently developed microscopic VAN model in mice as a ground truth simulator to test the accuracy of macroscopic, lumped-parameter BOLD models to accurately recover evoked changes in CMRO 2 . By measuring microscopic cortical physiology with quantitative two-photon microscopy, we removed all ambiguities in the microscopic physiological parameters, allowing for a bottom-up validation of hypercapnic-calibrated fMRI. Our approach allowed us to optimize the two free parameters of the macroscopic BOLD model to better fit the microscopic data and therefore providing a more accurate recovery of CMRO 2 .
(a) Microscopic validation of calibrated functional magnetic resonance imaging
The validity of using simplified biophysical models of the BOLD signal to quantify CMRO 2 changes has not been firmly established from a bottom-up perspective. However, the CMRO 2 values obtained have been compared with other top-down approaches such as PET [60] . There is a general consistency in the results from fMRI and PET studies of the ratio of CBF changes to CMRO 2 changes (termed 'n') observed during brain activation [3, 60] . It is to note that this ratio varies between 2 and 4 and depends strongly on the brain region studied [3] . The original observation of the CBF/CMRO 2 mismatch by Fox & Raichle [61] is one of the largest values of n found (approx. 6), but later PET studies found n 2 in other brain regions (reviewed in [3] ). There is a trend in the literature for motor/somatosensory data to have the highest values of n, basal ganglia to have the lowest values and visual areas to lie in the middle. The n ratio varies also with the frequency of the stimulus because CBF does not monotonically increase with stimulus frequency but rather peaks and then decreases as the frequency increases [60] . Therefore, careful consideration must be taken into account when comparing n values in the literature, but there is generally good agreement between fMRI and PET when all these sources of variation are considered [60, 62] . Calibrated fMRI has also been compared with multimodal optical-fMRI fusion imaging [63] at the single-subject level [59] . In this case, the n values obtained over the motor cortex were similar between the two methods [59] . The value of the calibration constants M was also obtained separately from optical-fMRI fusion and was compared against the ones obtained from the hypercapnic scan for individual subjects. An intersubject correlation coefficient of R ¼ 0.87 was obtained between the two methods for the M values [59] .
Even if the BOLD response has a complex biophysical origin [53, 64] , a very simple model such as the Davis model is sufficient to recover changes in CMRO 2 . The reason for this surprising accuracy resides in the form of the Davis model, consisting of two free parameters and a calibration constant. Most of the unknown physiological information such as baseline venous blood-to-tissue fraction (V 0 ), baseline OEF (E 0 ) and the unknown physical information such as the frequency offset of water at the outer surface of a magnetized vessel (n 0 ), are lumped into the calibration constant M, which is estimated from the hypercapnic trial. The calibration experiment plays a crucial role here, because it allows M to be a more general parameter. It is not required to be equal to 4.3 n 0 V 0 E 0 TE as in the original derivation of the Davis model, where only extravascular signal changes were considered. In these simulations based on the VAN model, M emerges only as an empirical value based on simulations of the hypercapnia experiment, so it is free to capture additional scaling effects owing, for example, to intravascular signal changes. Moreover, a sensitivity analysis has revealed that the sensitivity of the recovered change in CMRO 2 to a and b is very low because the same values are used in both the calibration part (estimation of M) and the subsequent estimation of rCMRO 2 , which means that a wrong assumption of a or b is partially cancelled out [7] .
Both the PET [60] and the multimodal optical-fMRI fusion [59] studies provided what we called top-down validations. The alternative is a bottom-up validation, which shows that a more detailed model based on underlying first principles converges to a simpler model, therefore validating the formulation of the simpler model. We have achieved this bottom-up validation in our work by using a real vascular geometry, using experimentally measured oxygen distributions throughout the vascular network [27] , and considering the most recent two-photon measurements of vessel dilation [21, 32] . The consistency of our results with the multi-compartment modelling from Griffeth [28] increases confidence in our bottom-up modelling approach to validate calibrated fMRI.
(b) Impact of no venous dilation and lower capillary oxygenation on calibrated functional magnetic resonance imaging
First, our VAN model (as well as the four-compartment model of Griffeth et al. [28] ) takes into account the fact that a large fraction of the volume increase during functional activation occurs in the arterial compartment. This means that the value of the parameter a assumed in early studies was too high. However, as mentioned above, an incorrect assumption of a only slightly affects the recovery of rCMRO 2 because most of the error is cancelled out by assuming the same wrong a value during the calibration procedure [7] . Second, our VAN simulations take into account a feature of oxygen extraction in the brain, i.e. that a significant portion (50% in anaesthetized animals) of the oxygen leaves the vasculature from the arterioles before the capillaries. Retrospectively, we could have expected that this feature of cerebral oxygen extraction does not affect the accuracy of calibrated BOLD to recover changes in CMRO 2 . The reason is that venous SO 2 depends on the total arterial and capillary OEF, and not the individual figure 4e ,f.
Moreover, we emphasize that because the optimal value for a depends on the strength of the magnet (table 1) , a cannot reflect a purely physiological phenomenon such as vessel compliance anymore. The parameter a is now treated as a fitting parameter that reflects several physical (B-field-dependent) and physiological effects. Therefore, its negative value does not reflect a physiological improbability.
(d) Linking microscopic to macroscopic parameters
As mentioned above, the results presented in this work indicated that the macroscopic parameter a of the Davis model cannot reflect a purely physiological phenomenon such as microscopic vascular compliance. Although the Davis model was not derived to recover microscopic vascular compliance, our results indicate that this model could not be used to infer vascular compliance in any way. If one were to measure a rather than assume its value, the value recovered would not reflect purely vascular compliance but rather several physical and physiological effects. Therefore, more detailed models are required to link microscopic physiological parameters to macroscopic physiological parameters that can be measured routinely in fMRI studies.
The theoretical framework developed in Gagnon et al. [17] and used in this work will allow the derivation of more simplified models that perform this task, i.e. that allow the inference of microscopic physiology from macroscopic measurements. This will allow the validation and refinement of integrative models of macroscopic signals to provide quantitative information about microvascular physiology. These validated models could then be used routinely in human studies where only macroscopic measurements are currently available.
(e) Quantitative physiological functional magnetic resonance imaging: other methods
Standard hypercapnic-calibrated fMRI with the Davis model permits the recovery of changes in CMRO 2 during a functional task. This parameter is very useful, because it provides a more direct measurement of the variation in neuronal activity during the functional task. However, hypercapnic-calibrated fMRI, as originally proposed by Davis et al. [7] , does not provide a measurement of baseline or resting CMRO 2 , which is a more clinically relevant parameter. Several fMRI methods have been developed to recover baseline CMRO 2 . One of these methods is an extension of calibrated fMRI with both hypercapnia and hyperoxia [14] [15] [16] . This method has recently been refined using a compartmental BOLD model [66] . In future work, the bottom-up approach presented in this work could be used to validate and potentially refine the estimation of baseline CMRO 2 with the extended hyperoxiahypercapnia-calibrated fMRI method. Another method proposed to measure baseline OEF is termed q-BOLD [67, 68] . In q-BOLD, a parametric macroscopic model (different from the Davis model) of the baseline T* 2 signal is used to estimate baseline OEF from baseline BOLD acquisition and a subsequent baseline ASL acquisition can be used to compute baseline CMRO 2 . Our bottom-up approach could be used also to validate and potentially refine the q-BOLD approach. Finally, in this work, we simulated the BOLD response with a Monte Carlo approach, whereas the CBF value was assumed to be perfectly known. In practice, the relation between the ASL signal measured and the CBF value is linear [35] and, therefore, there is very little systematic bias in the estimated rCBF from ASL. However, the procedure is noisy because of the subtraction of two scans and because of the difficulty of efficiently tagging spins. In future work, our Monte Carlo approach could be modified to also simulate the ASL signal, making our bottom-up approach more realistic and more versatile by allowing modifications for different ASL sequence parameters.
Conclusion
In this work, we simulated the calibrated fMRI approach from first principles, using real microvascular measurements and simulations of cortical physiology. Our method enabled us to validate calibrated fMRI from the microscopic point of view and to optimize the free parameters of the macroscopic biophysical model assumed (i.e. the Davis model). We found that by using a ¼ 20.05 and b ¼ 0.98 in the computation of both M and rCMRO 2 , the error in the estimated rCMRO 2 is +5% absolute. We found that the optimized values of the free parameters are robust to different vascular compliances of the venous compartment. Finally, we found that the simple heuristic BOLD model has almost the same accuracy as the Davis model to recover changes in CMRO 2 from combined BOLD and ASL measurements.
Data Accessibility. All the data used in this manuscript are available upon request by email to the corresponding author.
