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Abstract
The paper deals with a multiobjective combinatorial optimization problem with K
linear cost functions. The popular Ordered Weighted Averaging (OWA) criterion is used
to aggregate the cost functions and compute a solution. It is well known that minimizing
OWA for most basic combinatorial problems is weakly NP-hard even if the number of
objectives K equals two, and strongly NP-hard when K is a part of the input. In this
paper, the problem with nonincreasing weights in the OWA criterion and a large K is
considered. A method of reducing the number of objectives by appropriately aggregating
the objective costs before solving the problem is proposed. It is shown that an optimal
solution to the reduced problem has a guaranteed worst-case approximation ratio. Some
new approximation results for the Hurwicz criterion, which is a special case of OWA, are
also presented.
Keywords: multiobjective optimization; ordered weighted averaging; robust optimiza-
tion; approximation algorithms; combinatorial optimization
1 Introduction
In many practical applications of combinatorial optimization, we seek a solution optimizing
more than one objective function (criterion). In this case, we typically seek a set of efficient
(Pareto optimal) solutions or reduce the multiobjective optimization problem to a single
objective one, by using aggregation functions and finding compromise solutions according
to a given aggregation function (see, e.g., [7]). For surveys on multiobjective combinatorial
optimization problems, we refer the reader to [7,8,26]. Multiobjective problems arise naturally
under uncertainty. If the cost coefficients are uncertain, then we can provide a sample of
various cost realizations, called scenarios (states of the world), where each scenario defines
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an objective function. The aim is to find a solution that has a good performance whatever
scenario is finally revealed. Robust min-max criteria can be then used to compute such a
solution (see, e.g., [1, 17,19]).
In order to aggregate the objective functions, the Ordered Weighted Averaging (OWA) cri-
terion, proposed in [29], can be used. The OWA criterion allows the decision maker to express
information about importance of each objective (scenario) by assigning some weights to them
and utilize this information while computing a solution. Some special cases of the OWA crite-
rion are the maximum, average, median, or Hurwicz criteria, which are the traditional criteria
used in multiobjective optimization or in decision making under uncertainty (see, e.g., [7,20]).
A detailed description of various properties and applications of OWA can be found in [30].
Unfortunately, minimizing OWA is NP-hard for most basic combinatorial optimization
problems, even if the number of objectives equals two. This negative result also holds for the
class of robust min-max problems [17, 19], being a special case of OWA minimization. The
problem complexity increases with the number of objectives. It turns out that the problem of
minimizing OWA if the number of objectives is a part of the input is not at all approximable
for basic network problems [15]. The case of nonincreasing weights in the OWA criterion,
that models preferences with respect to a risk, is more computationally tractable. However,
it is still NP-hard in general, for example, when the OWA becomes the maximum criterion
(decision maker is extremely risk-averse). Fortunately, for this case some approximation
algorithms are known [15].
The most popular method of solving a multiobjective optimization problem with the OWA
criterion is to formulate it as a mixed integer program (MIP) and apply some mathematical
programming techniques to find an optimal solution. Several such formulations were proposed
in [22, 23]. They were further investigated and refined in [4, 9–11]. The MIP approach is
efficient when problem sizes (in particular the number of objectives) are not very large. For
basic combinatorial optimization problems, such as the shortest path, minimum matching,
or minimum spanning tree, computational test were performed for instances having up to 10
objectives [9–11]. For larger number of objectives, the MIP approach can be inefficient and
thus there is need for methods which provide good approximate solutions. Problems with
larger number of objectives can arise in optimization under uncertainty, when, for instance,
a scenario analysis (simulation) is performed (see, e.g., [13, 25, 27]). A sample of parameter
values (cost values) from any distribution is generated and models a correlation among these
parameters by their joint realizations (scenarios). Thus the uncertainty about the parameters
is modeled by a set of scenarios and, obviously, the bigger the set is, the better is the estimation
of the uncertainty.
In this paper we propose a method of reducing the number of objectives before solving
the problem. The reduction consists in partitioning the objectives into groups of size ` and
replacing each group with one objective, by appropriately aggregating the costs. For example,
when ` = 2, we can reduce the number of objectives by half, which can significantly decrease
the time of solving the problem by using, for example, a MIP formulation solved by an off-
the-shelf software. We will show that after solving such a smaller-sized problem, we get an
approximate solution with some guaranteed worst-case approximation ratio. We can thus
significantly reduce the problem size with only a small decrease of the quality of a solution
obtained. In the extreme case, we can aggregate all objectives into one. We prove that an
optimal solution to such a problem has the same approximation guarantee as the solutions
obtained by using the approximation algorithm proposed in [15]. We show the results of
experiments, which suggest that practical performance of the aggregation proposed may be
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better than the theoretical worst one. The idea of aggregation of the objectives has been
recently applied to the class of robust min-max (regret) problems in [5]. Since minimizing
OWA generalizes the min-max approach, some results obtained in [5] are extended in this
paper. It is worth pointing out that the aforementioned aggregations assume any order of
objective functions and they do not exploit a similarity of the objectives. Accordingly, in the
paper we also propose a heuristic method, based on aK-means clustering, which takes this fact
into account, namely, “similar” objective functions are aggregated together. Unfortunately,
such an aggregation does not possess a guaranteed worst-case approximation ratio. Thus we
evaluate it experimentally.
This paper is organized as follows. In Section 2 we present the problem formulation and
recall its known computational properties. In Section 3 we show that the aggregation ap-
proaches allow us to compute approximate solutions for a wide class of problems. In Sec-
tion 4 we provide new approximation results for the Hurwicz criterion. Finally, in Section 5,
we present the results of computational tests, which give some evidence that our aggregation
approaches, together with an off-the-shelf MIP solver, gives good approximate solutions in
reasonable time.
2 Problem formulation
In this paper we are concerned with the following multiobjective combinatorial optimization
problem P with K linear objective functions:
P : min (cT1 x, . . . , cTKx)
x ∈ X ⊆ {0, 1}n,
where X is a set of feasible solutions, typically described in the form of linear constraints, and
cTk = (c1k, . . . , cnk)
T is a vector of nonnegative costs under the kth objective, k ∈ [K] ([K]
denotes the set {1, . . . ,K}). The meaning of the min in problem P depends on a comparison
among objective value vectors (cT1 x, . . . , c
T
Kx) for feasible solutions x ∈ X . One of the most
popular approaches to solving P is reducing it to a problem with a single objective function,
by using an aggregation function, and exploiting the natural ordering “≤” in R (see, e.g., [7]).
In this paper we aggregate the objectives in P by the OWA operator, proposed in [29],
which is defined as follows. Let a = (a1, . . . , aK) be a vector of reals. We define a vector of
weights w = (w1, . . . , wK) to be w1 + · · ·+wK = 1 and wk ∈ [0, 1] for each k ∈ [K]. Let σ be
a permutation of [K] such that aσ(1) ≥ aσ(2) ≥ · · · ≥ aσ(K). Then
OWAw(a) =
∑
k∈[K]
wkaσ(k).
We now discuss several special cases of OWA that are well-known criteria used in multiob-
jective optimization or in decision making under uncertainty.
Consider first OWA with nonincreasing weights, i.e. when w1 ≥ w2 ≥ · · · ≥ wK . If w1 = 1
and wk = 0 for k > 1, then OWA becomes the maximum. If the weights are uniform, i.e.
wk =
1
K for each k ∈ [K], then OWA is the average (or the Laplace criterion). The maximum
and average are extreme cases of OWA with nonincreasing weights. An intermediate case is
the p-centra criterion, p ∈ [K], obtained by the following weight setting wk = 1p for k ∈ [p]
and wk = 0 for k > p.
3
We now turn to OWA with arbitrary weights. If wdK/2e = 1 and wk = 0 for k 6= dK/2e,
then OWA becomes the median. Another important case is when w1 = λ, wK = 1−λ for some
λ ∈ [0, 1] and wk = 0 for the remaining weights, which corresponds to well known Hurwicz
pessimism-optimism criterion, being a convex combination of the maximum and minimum
possible objective values. Finally, if wK = 1 and wk = 0 for k < K, then OWA becomes the
minimum.
After applying the OWA criterion with specified weights w to aggregate the vector of
objective values F (x) = (cT1 x, . . . , c
T
Kx) for a given feasible solution x ∈ X , we get the
following optimization problem, considered in this paper:
OWA P : min
x∈X
OWAw(F (x)) = min
x∈X
OWAw(c
T
1 x, . . . , c
T
Kx).
The OWA P problem arises naturally in the robust optimization setting. Each cost vector
ck, k ∈ [K], can be then interpreted as a scenario, i.e. a realization of the uncertain costs (a
state of the world) which can occur. In this case, nonincreasing weights model a risk aversion
of decision makers, i.e. the less uniform are the weights the more risk averse decision maker
is. In the extreme case (w1 = 1, wk = 0 for k > 1) OWA P becomes the robust min-max
version of problem P, which is widely discussed in the existing literature.
Let us now briefly describe the complexity of OWA P. It is clear that this problem is NP-
hard when the corresponding problem with one objective is already NP-hard. However, it is
well known that OWA P is NP-hard for most basic polynomially solvable problems P, even
if K = 2. This is a direct consequence of the results obtained for robust min-max problems
(see [1,17,19] for surveys). For arbitrary weight vectors w, OWA P cannot be approximated
for some network problems [15] (for example when P is the shortest path problem). This
negative result holds when, for example, OWA is the median [15]. However, the problem is
more tractable when the weights are nonincreasing. In this case the following approximation
algorithm has been proposed in [15]. Define cˆi = OWAw(ci1, . . . , ciK) for i ∈ [n]. We solve
problem P with one aggregated objective cˆTx, where cˆT = (cˆ1, . . . , cˆn)T . It has been shown
in [15], that under nonincreasing weights this algorithm has an approximation ratio of w1K,
which is the best currently known general result. For some particular cases (for example
when P is the shortest path) OWA P admits an FPTAS if the number of objectives K is
constant [15]. However, from the practical point of view, the FPTAS is inefficient as its
running time is exponential in K.
In Section 3 we discuss the OWA P problem with nonincreasing weights. We apply the
idea of reducing the number of objectives before solving the problem. This approach has been
originally proposed for the robust min-max problems in [5]. We show how it can be extended
to OWA P.
3 The problem with nonincreasing weights
In this section we make the assumption that the weights w in OWA P are such that w1 ≥
w2 ≥ · · · ≥ wK . Notice that this case contains both the maximum and the average criteria
as special (boundary) cases and allows decision makers to take their attitude towards a risk
into account. We present an aggregation of the objective values in OWA P that allows us to
reduce the number of the objective functions in the problem under consideration and compute
a solution with a guaranteed approximation ratio.
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3.1 Auxiliary results
We start by proving some properties of the aggregating approach. Let us recall Chebyshev’s
sum inequality (see, eg., [21, p. 36]), namely:
Lemma 1. Let (a1, . . . , am) and (w1, . . . , wm) be two real vectors such that a1 ≥ a2 ≥ · · · ≥ am
and w1 ≥ w2 ≥ · · · ≥ wm. Then the following inequality
(w1 + w2 + · · ·+ wm)(a1 + a2 + · · ·+ am) ≤ m(w1a1 + w2a2 + · · ·+ wmam)
holds.
Lemma 2. Let a = (a1, . . . , aK) be a nonnegative real vector and w be a nonincreasing weight
vector. Suppose that aσ(1) ≥ aσ(2) ≥ · · · ≥ aσ(K), where σ is a permutation of K. Let us
construct a′ by setting a′σ(i) := aσ(i) + aσ(j) and a
′
σ(j) := 0 for some σ(i) < σ(j) in a. Then
OWAw(a
′) ≥ OWAw(a).
Proof. Since wi ≥ wj , we get
OWAw(a) =
∑
k∈[K]\{i,j}
wkaσ(k) + (wiaσ(i) + wjaσ(j))
≤
∑
k∈[m]\{i,j}
wkaσ(k) + (wi(aσ(i) + aσ(j)) + wj · 0) ≤ OWAw(a′).
Consider a nonzero vector of nonnegative reals a = (a1, a2, . . . , aK) and a vector of nonin-
creasing weights w. Assume that K is a multiple of ` and the component values in a are in an
arbitrary order. We now aggregate the values in a andw and form corresponding vectors a and
w whose sizes are reduced to K/`. Namely, let a = (a1, a2, . . . , aK/`) and w = (w1, . . . , wK/`),
where ak =
1
` (a(k−1)`+1 + · · · + ak`) and wk = w(k−1)`+1 + · · · + wk` for k ∈ [K/`], i.e. ak
is formed by averaging ` subsequent values and wk is the sum of ` subsequent weights. The
next lemma characterizes the value of OWA for aggregated vector a.
Lemma 3. For nonincreasing weights w and any nonzero vector of nonnegative reals a =
(a1, a2, . . . , aK), the following inequalities
OWAw(a)
(a)
≤ OWAw(a)
(b)
≤ `ρ ·OWAw(a) (1)
hold, where ρ = maxk∈[K/`]
∑k
i=1 wi∑k
i=1 wi
.
Proof. Let us renumber the elements of a so that a1 ≥ a2 ≥ · · · ≥ aK/`. Futhermore, within
each component ak, the elements are indexed so that they form a nonincreasig sequence. For
example, let a = (5, 1, 3, 6, 0, 6, 2, 0, 1) and ` = 3. After aggregation we get 13(5 + 1 + 3) = 3,
1
3(6 + 0 + 6) = 4, and
1
3(2 + 0 + 1) = 1. Hence, after renumbering the elements, we get
a = (6, 6, 0, 5, 3, 1, 2, 1, 0). Let J = {1, `+ 1, 2`+ 1, . . . ,K − `+ 1}. Thus we have
OWAw(a) =
1
`
∑
k∈J
(wk + · · ·+ wk+`−1)(ak + · · ·+ ak+`−1).
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Let us first prove inequality (1a). From Lemma 1, we get
OWAw(a) ≤
∑
k∈J
(wkak + · · ·+ wk+`−1ak+`−1) =
∑
k∈[K]
wkak ≤ OWAw(a).
We now prove inequality (1b). Consider component (a(k−1)`+1 + · · ·+ ak`), k ∈ [K/`]. Define
a′(k−1)`+1 = a(k−1)`+1 + · · ·+ ak` and a′(k−1)`+2 = · · · = a′k` = 0. For a = (6, 6, 0, 5, 3, 1, 2, 1, 0),
we get a′ = (12, 0, 0, 9, 0, 0, 3, 0, 0). It is easy to see that a = a′ and therefore OWAw(a) =
OWAw(a
′). Using iteratively Lemma 2, we obtain OWAw(a′) ≥ OWAw(a). This yields
OWAw(a) ≤ OWAw(a′) = w1a′1 + w2a′`+1 + · · ·+ wK/`a′K−`+1
since a′1 ≥ a′`+1 ≥ · · · ≥ a′K−`+1 and a′k = 0 for the remaining elements. Let us rewrite
`OWAw(a
′) = w1a′1 + w2a
′
`+1 + · · ·+ wK/`a′K−`+1.
We now estimate from above the following ratio:
OWAw(a
′)
`OWAw(a
′)
=
w1a
′
1 + w2a
′
`+1 + · · ·+ wK/`a′K−`+1
w1a′1 + w2a′`+1 + · · ·+ wK/`a′K−`+1
.
We use the following fractional programming problem:
max z =
w1x1+w2x2+···+wK/`xK/`
w1x1+w2x2+···+wK/`xK/`
xk+1 − xk ≤ 0 k ∈ [K/`− 1]
xk ≥ 0 k ∈ [K/`]
(2)
where x1 corresponds to a
′
1, x2 to a
′
`+1 etc. The constraints ensure that x1 ≥ x2 ≥ · · · ≥
xK/` form a nonincreasing sequence of nonnegative numbers. Under the assumption that
(x1, . . . , xK/`) is a nonzero vector, problem (2) is equivalent to the following linear program-
ming program (with dual variables in brackets):
max z = w1x1 + w2x2 + · · ·+ wK/`xK/`
xk+1 − xk ≤ 0 k ∈ [K/`− 1] [αk]
w1x1 + w2x2 + · · ·+ wK/`xK/` = 1 [γ]
xk ≥ 0 k ∈ [K/`]
The dual is
min z′ = γ
γw1 − α1 ≥ w1 [x1]
γw2 + α1 − α2 ≥ w2 [x2]
γw3 + α2 − α3 ≥ w3 [x3]
...
γwK/` + αK/l−1 ≥ wK/` [xK/`]
αi ≥ 0 i ∈ [K/`− 1]
Assume that (x∗1, x∗2, . . . , x∗K/`) is an optimal primal solution and (γ
∗, α∗1, . . . , α∗K/`−1) is an
optimal dual solution. If all the primal variables are positive, then according to the comple-
mentary slackness condition (see, e.g., [24]), all the dual constraints must be tight. Adding
them, we get z′ = γ∗ = (w1 + · · · + wK/`)/(w1 + · · · + wK/`) ≤ ρ. Let x∗1, x∗2, . . . , x∗t > 0
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and x∗t+1 = · · · = x∗K/` = 0 for some t ≥ 1 and t < [K/`]. Again by the complementary
slackness condition, the first t constraints in the dual must be tight. Furthermore, because
x∗t+1 − x∗t < 0, the dual variable α∗t = 0. Adding the first t dual constraints yields
γ∗(w1 + w2 + · · ·+ wt) = w1 + w2 + · · ·+ wt,
Hence z′ = γ∗ =
∑t
k=1 wk∑t
k=1 wk
≤ ρ, since t ∈ [K/`]. Finally
OWAw(a)
`OWAw(a
′)
≤ OWAw(a
′)
`OWAw(a
′)
≤ ρ
and inequality (1b) holds.
3.2 Aggregation algorithm
We are now ready to apply the aforementioned aggregation to the problem OWA P with
nonincreasing weights w1 ≥ w2 ≥ · · · ≥ wK . We can assume that K is a multiple of ` ≥ 1;
otherwise we add a necessary number of dummy objectives with 0 costs for all variables and
the weights in OWA criterion equal to 0. Let C be the n × K matrix with the columns
c1, . . . , cK . Let us construct an n×K/` matrix C by aggregating the columns of C . Namely,
C has columns c1, . . . , cK/`, where ck =
1
` (c(k−1)`+1 + · · · + ck`), k ∈ [K/`]. An example for
` = 2 is shown in Table 2. After the aggregation we get F (x) = (cT1 x, . . . , c
T
K/lx), where
cTkx =
1
` (c
T
(k−1)`+1x + · · · + cTk`x), k ∈ [K/`]. Assume that x minimizes OWAw(F (x)). The
following lemma characterizes the computed solution x.
Lemma 4. Given any x ∈ X and nonincreasing weights w. Then
OWAw(F (x)) ≤ `ρ ·OWAw(F (x)). (3)
Proof. By Lemma 3 we get
OWAw(F (x)) ≥ OWAw(F (x)) ≥ OWAw(F (x)) ≥ 1
`ρ
·OWAw(F (x))
and the lemma follows.
We are thus led to the following `-Aggregation Algorithm: given an instance of
OWA P with nonincreasing weights w1 ≥ w2 ≥ · · · ≥ wK and K objectives cT1 x, . . . , cTKx,
solve the corresponding instance of OWA P with weights w1 ≥ · · · ≥ wK/` and objectives
cT1 x, . . . , c
T
K/`x. From Lemma 4 we immediately get the following result:
Theorem 5. The `-Aggregation Algorithm has an approximation ratio of ρ`, where
ρ = maxk∈[K/`]
∑k
i=1 wi∑k
i=1 wi
.
Let us now analyze the quality of a solution returned by the `-Aggregation Algorithm.
It is easy to check that ρ ∈ [1` , 1]. The bound ρ ≥ 1` follows from the fact that w1w1 ≥ 1` (which
can be rewritten as `w1 ≥ (w1+w2+ · · ·+w`)). Furthermore, ρ = 1` if and only if the weights
are uniform, i.e. wk =
1
K for each k ∈ [K]. This corresponds to the case when OWA is the
average. Of course, the aggregation preserves then the optimality of the solution. On the
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other hand, ρ = 1 if and only if w1 + w2 + · · · + wK/` = 1, i.e. when 1 is allocated to the
largest K/` (OWA is the K/`-centra criterion). This is true, for example, when w1 = 1, i.e.
when OWA is the maximum. In this case, the algorithm returns an `-approximate solution,
which is a generalization of the results from [5]. Observe also, that when ` = K, then ρ = w1
and the algorithm has an approximation ratio of w1K, which is the same as the one obtained
in [15]. The aggregation for ` = K results in one objective, in which each cost is just the
average cost over all objectives. Such an aggregation is different than the one proposed in [15].
However, both of them result in the same approximation guarantee w1K.
We now give a brief numerical discussion of the quality of our bound ρ` (see Theorem 5).
Consider a problem with K = 200. The weight vectors w are obtained using a function
that takes a parameter α ∈ (0, 1) (for more details, see (5) in Section 5). The larger this
parameter is, the less distorted is the weight distribution, i.e. it becomes closer to a uniform
weight distribution. Table 1 presents values of the bound for different values of ` and α.
Table 1: Values of the bound from Theorem 5 for K = 200.
`
2 5 10 20 50 100 200
α
10−2 1.52 2.05 2.29 2.42 2.50 2.53 2.54
10−3 1.94 3.75 4.99 5.85 6.46 6.68 6.80
10−6 2.00 4.68 7.49 9.98 12.07 12.90 13.35
We see at once that the approximation guarantees are better for less distorted weights.
When α = 10−6, the approximation algorithm proposed in [15] has a worst-case ratio of 13.35.
We can reduce it to 12.90, by choosing ` = 100. As the result, we get a problem with only
two objectives, which can be solved to optimality in reasonable time by MIP solvers. We can
also use smaller values of `. By setting ` = 2, we can reduce the number of objectives by 50%
and after solving the obtained instance, we get a 2.00 approximate solution. If ` = 5, then we
reduce the number of objectives by 80% and after solving the resulting instance we get a 4.68
approximate solution. We thus can see that the aggregation allows us to establish a trade-
off between the running time of an exact algorithm and the quality the obtained solutions.
Notice that the worst-case ratio is only theoretical and the `-Aggregation Algorithm
may behave much better in practice (we will test it in more detail in Section 5).
We continue in this fashion and give a sample worst instance for the `-Aggregation
Algorithm, where ` = 2. Consider a problem with 4 variables and 8 objectives, shown in
Table 2. Assume that X contains all 0-1 solutions satisfying the constraint x1+x2+x3+x4 = 2.
Table 2: (a) A sample problem with n = 4, K = 8 and w = (0.2, 0.2, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1).
(b) The problem after the aggregation with ` = 2 with w = (0.4, 0.2, 0.2, 0.2).
(a) c1 c2 c3 c4 c5 c6 c7 c8
x1 1 0 1 0 0 0 0 0
x2 0 1 0 1 0 0 0 0
x3 1 0 1 0 0 0 0 0
x4 0 1 0 1 0 0 0 0
(b) c1 c2 c3 c4
x1 0.5 0.5 0 0
x2 0.5 0.5 0 0
x3 0.5 0.5 0 0
x4 0.5 0.5 0 0
After the aggregation, each feasible solution has the same cost under each objective (see
Table 2(b)). Choose solution x1 = 1, x2 = 1, x3 = 0, x4 = 0 with F (x) = (1, 1, 1, 1, 0, 0, 0, 0)
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and OWAw(F (x)) = w1 + w2 + w3 + w4. On the other hand, for solution x
′
1 = 1, x
′
3 = 1,
x′2 = 0, x′4 = 0 we have F (x′) = (2, 0, 2, 0, 0, 0, 0, 0) and OWAw(F (x′)) = 2(w1 + w2). Hence,
OWAw(F (x
′)) = 2ρOWAw(F (x)), where ρ = w1+w2w1+w2+w3+w4 . For the sample weight vector
shown in Table 2, we get ρ = 23 and the 2-Aggregation Algorithm may return a
4
3 -
approximate solution. It is not difficult to extend this bad example for any `.
The `-Aggregation Algorithm allows us to establish another theoretical approximation
result, which is analogous to the one obtained in [5]. It has been shown in [15] that when
the number of objectives is constant, then OWA P admits an FPTAS for some particular
problems P (for example, when P is the shortest path problem). This means, among others,
that if K is constant, then OWA P has a polynomial 2-approximation algorithm. Without
loss of generality we can assume that that K = 2r for some r > 1. We will consider `-
Aggregation Algorithm for ` = 2, 4, . . . , 2r. If ` = 2r−j then we will are at jth level of
aggregation. Using Theorem 5, we get that the jth level of aggregation gives us 2r−jρ =
(ρ/2j)K approximate solution. Let us fix a constant  ∈ (0, 1) and choose j = dlog(1/) + 1e.
As a result we get a problem with a fixed number of objectives equal to 2j . We can now apply a
2-approximation algorithm to this problem obtaining a 2·(ρ/2j)K ≤ K-approximate solution
(since ρ ≤ 1). The following theorem summarizes the above reasoning:
Theorem 6. If OWA P has a polynomial 2-approximation algorithm for a constant number
of objectives, then it also has a polynomial K-approximation algorithm for each constant
 > 0.
Theorem 6 is a theoretical result. It could be useful if we had more efficient 2-approximation
algorithm for a fixed number of objectives. Currently, 2-approximation algorithms are based
on the existence of FPTAS for fixed K, which unfortunately are exponential in K (see [2]).
3.3 Heuristic aggregation
The results from Section 3.2 apply to any order of objectives. In practice, it may be reasonable
to order the objectives in a way that ”similar” functions are aggregated together. This fact
can be observed for the bad instance shown in Table 2. If we exchange vectors c2 and
c3 in Table 2(a) and again aggregate with ` = 2, then the optimality of solution will be
preserved. The reason is that exactly the same two objectives are then aggregated in every
group. In this section we propose a heuristic aggregation method, which does not fit into the
theoretical framework presented in the previous section, but will be used for comparison in
the experimental section.
Different approaches can be used to define similarity of objective functions. In the following,
we will use the Euclidean norm d(ci, cj) = ‖ci−cj‖2 between the respective objective function
coefficients. Given K objectives, the aim is to aggregate them to a specified target value
K < K of objectives. Namely, we wish to form K groups (clusters) of objectives C1, . . . , CK
to minimize
∑
i∈[K]
∑
c∈Ci ||c−µi||2, where µi = 1|Ci|
∑
c∈Ci ci is the mean point in Ci. While
this problem is known to be NP-hard, strong heuristics for this purpose are readily available
(see, e.g., [12]). To this end, we apply a K-means clustering algorithm to find K groups of
similar objectives which are then aggregated, i.e. each Ci is replaced with µi, i ∈ [K].
The objective weights w are then aggregated as uniformly as possible. Let a, b ∈ N0 be
such that K = aK + b with b < K. Then the first b aggregated weights consist of a + 1
original weights, while the remaining aggregated weights consist of a original weights. More
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formally, for each i ∈ [K] we set
wi =

∑i(a+1)
j=(i−1)(a+1)+1wi if i ≤ b∑b(a+1)+(i−b)a
j=b(a+1)+(i−b−1)a+1wi otherwise
For example, if K = 6 and K = 4, then w = (w1 + w2, w3 + w4, w5, w6). Note that we can
aggregate to any desired K, without using dummy objectives. This is an advantage over the
`-Aggregation Algorithm from Section 3.2, where the size ` of the clustering is given.
However, the clusters Ci may have different cardinalities. Hence, the results from Section 3.2
cannot be applied to analyze this method. In fact, this aggregation may have worse theoretical
approximation guarantee, as the example shown in Table 3 demonstrates.
Table 3: (a) A sample problem with n = 2, K even, and w = (1/K, . . . , 1/K).
(b) The problem after the heuristic aggregation using K-means with K = 2, and
w = (0.5, 0.5).
(a) c1 c2 c3 . . . cK
x1 1 0 0 . . . 0
x2 0 1 1 . . . 1
(b) c1 c2
x1 1 0
x2 0 1
In the sample problem, we have two variables with one constraint x1 +x2 = 1 and even K.
There is one objective, where x1 has a cost of 1, and x2 has a cost of 0. In the remaining K−1
objectives x1 has cost 0, and x2 has cost 1. The weight vectorw is assumed to be uniform. It is
easy to verify that the optimal solution to this problem is x = (1, 0) with OWAw(F (x)) =
1
K .
The `-Aggregation Algorithm from Section 3.2 with ` = K/2, gives us again the solution
x = (1, 0), which follows from the fact that the weights in w are uniform. If the K-means
approach is used with K = 2, the vectors c2, . . . , cK are found to belong to the same cluster,
so we end up with the problem shown in Table 3(b). Now solutions x = (1, 0) and x′ = (0, 1)
have the same objective value for any aggregated weight vector w (the K-means algorithm
gives us the vector w = (0.5, 0.5)). If we choose x′, then OWAw(F (x′)) = K−1K , which is K−1
times worse than the optimum.
The fact that the K-means approach has bad theoretical worst case ratio follows from the
fact that the formed clusters can have different cardinalities. Nevertheless, there may be still
a practical advantage of this method and we will explore it in the experimental section. Note
that, if the theoretical guarantee is still required, one can also modify the `-Aggregation
Algorithm by resorting the objectives into clusters of size `.
4 The Hurwicz criterion
In this section we show that the idea of aggregation can also be applied to OWA P when
OWA is the pessimism-optimism Hurwicz criterion, i.e. when w1 = λ, wK = 1 − λ, and
wk = 0 if k 6= 1 and k 6= K for a fixed λ ∈ [0, 1]. This criterion is used in decision under
complete uncertainty and enables to take account the decision maker’s attitudes that are
neither extremely pessimistic nor extremely optimistic. Notice the the weights are then not
monotone, so the results obtained in Section 3 cannot be applied directly. Thus, the Hurwicz
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criterion (see, e.g., [20]) is a convex combination of the maximal and the minimal cost of x ∈ X
in the set of K objectives (scenarios) {cT1 x, . . . , cTKx} and OWA has the following form:
OWAw(F (x)) = λ max
k∈[K]
cTkx + (1− λ) min
i∈[K]
cTi x. (4)
The problem OWA P with the Hurwicz criterion (4) as a special case of OWA will be denoted
by Hurwicz P. It has been shown in [15] that there exists a K/λ approximation algorithm
for Hurwicz P when λ ∈ (0, 12), and λK + (1− λ)(K − 2) when λ ∈ [1/2, 1]. In this section
we improve these bounds, in particular, for λ ∈ (0, 12). Let us first rewrite (4) as follows
OWAw(F (x))) = λ max
k∈[K]
cTkx + (1− λ) min
i∈[K]
cTi x = min
i∈[K]
[
λ max
k∈[K]
cTkx + (1− λ)cTi x
]
= min
i∈[K]
[
max
k∈[K]
(
λcTkx + (1− λ)cTi x
)]
= min
i∈[K]
[
max
k∈[K]
(λck + (1− λ)ci)T x
]
.
Accordingly, the Hurwicz P problem is equivalent to solving K Min-Max P subproblems,
i.e. minx∈X maxk∈[K] (λck + (1− λ)ci)T x for every i ∈ [K], and choosing a solution that
belongs to the best-performing subproblem – this is a key fact. The above equivalence leads,
among others, to the following theorem.
Theorem 7. If Min-Max P is approximable within α > 1 (for α = 1 it is polynomially
solvable), then Hurwicz P is approximable within α.
Therefore any α-approximation algorithm for Min-Max P can be used to find an α-
approximate solution for Hurwicz P.
A comparison of our approach, which calls as a subroutine a general K-approximation
algorithm for each min-max subproblem minx∈X maxk∈[K] (λck + (1− λ)ci)T x, i ∈ [K], with
the approximation results shown in [15] is depicted in Figure 1. Here, we assume a K-
approximation algorithm (see, e.g., [1]), but even stronger approximation algorithms exist for
particular min-max problems [3, 6, 14, 18]. It is evident that our new approach is better for
λ ∈ (0, 12).
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Figure 1: Approximation guarantees for Hurwicz P with K = 5. The solid line represents
the approximation results from [15]. The dashed line is a constant guarantee K.
It is worth pointing out that each min-max subproblem is OWA P with nonincreasing
weights (w1 = 1 and wk = 0 for k > 1), so the results obtained in Section 3 (`-Aggregation
Algorithm) or in [5] can be also applied to Min-Max P and, in consequence, to Hurwicz P.
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5 Computational tests
In this section, we present computational experiments illustrating the practical performance
of solutions to OWA P that are found through our objective aggregation approach.
5.1 Setup
To test the practical performance of our aggregation algorithm, we have chosen a Min-
Knapsack problem of the form (see, e.g. [28]):
Min-Knapsack: min
x∈X
cTx with X = {x ∈ {0, 1}n : bTx ≥ B},
where ci, bi ≥ 0, i ∈ [n], and B > 0 are given. To solve the resulting OWA Min-Knapsack
problem, we reformulate it using the technique from [4] to find
OWA Min-Knapsack: min
∑
k∈[K]
pik + ρk
s.t.
∑
i∈[n]
bixi ≥ B
pik + ρj ≥
∑
i∈[n]
wkcijxi ∀j, k ∈ [K]
xi ∈ {0, 1} ∀i ∈ [n]
We generate several problem sets with different parameters. We set n = 40 for all experiments,
and consider instances with K = 50 and K = 200. We generate item weights bi, i ∈ [n], by
sampling i.i.d. uniformly from the interval [0.1, 10]. We set B = 1/3
∑
i∈[n] bi. Additionally,
we test two methods to generate objectives c, and two methods to generate weights w.
In the first method to generate item costs cik, i ∈ [n], k ∈ [K], we sample i.i.d. uniformly
from [0.5, 1.5] and multiply this number with bi (i.e., item weights and costs are correlated).
In the second method, we assume that objective functions have more structure. We generate
K ′ < K nominal scenarios in the same way as for the first method. We then sample K
scenarios, by first choosing a random nominal scenario, and then multiplying all costs of this
scenario with random values sampled i.i.d. uniformly from [0.8, 1.2].
For the weight vectors w with w1 ≥ w2 ≥ · · · ≥ wK , the first method uses the following
generating function (see [16]):
gα(z) =
1
1− α(1− α
z) (5)
wk = gα
(
k
K
)
− gα
(
k − 1
K
)
k ∈ [K],
where α ∈ (0, 1) is a fixed parameter. It is easily seen that the greater the value of α, the
less distorted is the weight distribution (i.e. it is closer to uniform). The second method to
generate weight vectors uses the p-centra setting, where for a fixed p ∈ [K], wi = 1/p for
i = 1, . . . , p, and wi = 0 for all other i.
All parameter settings and the corresponding instance names are summarized in Table 4.
Each experiment is repeated 200 times, and results are averaged.
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Name n K c w
I11 40 50 uni α = 10−1
I12 40 50 uni α = 10−3
I13 40 50 uni p = 0.1K
I14 40 50 uni p = 0.3K
I21 40 50 K ′ = 10 α = 10−1
I22 40 50 K ′ = 10 α = 10−3
I23 40 50 K ′ = 10 p = 0.1K
I24 40 50 K ′ = 10 p = 0.3K
J 11 40 200 uni α = 10−1
J 12 40 200 uni α = 10−3
J 13 40 200 uni p = 0.1K
J 14 40 200 uni p = 0.3K
J 21 40 200 K ′ = 10 α = 10−1
J 22 40 200 K ′ = 10 α = 10−3
J 23 40 200 K ′ = 10 p = 0.1K
J 24 40 200 K ′ = 10 p = 0.3K
Table 4: Problem instances with parameter settings.
All experiments were carried out on a 16-core Intel Xeon E5-2670 processor, running at
2.60 GHz with 20MB cache, and Ubuntu 12.04. Processes were pinned to one core. We used
CPLEX v.12.6 to solve all problem formulations with a timelimit of 60 seconds.
We compare two algorithms in this setting. The first algorithm is the `-Aggregation
Algorithm from Section 3.2. As the second algorithm, we also consider the aggregation
based on using K-means from Section 3.31. In the following, for brevity, the first approach is
referred to as Alg1, and the latter as Alg2.
5.2 Results
We first present averaged results over all instance types with K = 50 and all instance types
with K = 200, respectively. Figure 2 shows average objective values, while Figure 3 presents
computation times.
On all the figures, the horizontal axis shows how many scenarios (objectives functions) were
left after aggregation. This means that for the leftmost point, we use an average scenario,
while for the rightmost point, we solve the original OWA Min-Knapsack problem. Note
that Alg1 is presented by discrete points, which is due to the fact that different choices of `
can result in the same reduced problem size. For example, for ` = 2, K = 50 objectives are
aggregated down to 25 objectives. Therefore, all values between 25 and 50 would correspond
to the same solution. Also note that using ` can lead to the use of dummy scenarios.
For the case K = 50, all instances were solved to optimality. Figure 2(a) shows that the
ratio between the objective values of heuristic and optimal solutions is much smaller than the
theoretical bound indicated. In general, aggregations using more objectives can give better
1To solve the clustering problem, we used C++ library by John Burkardt from http://people.sc.fsu.edu/
~jburkardt/cpp_src/kmeans/kmeans.html
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Figure 2: Average objective values of best solutions found for OWA Min-Knapsack.
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Figure 3: Average computation times for OWA Min-Knapsack.
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solutions than using less objectives. This is particularly the case for Alg2, which outperforms
the naive aggregation Alg1. Figure 3(a) shows that the computation time increases with the
number of objectives that are used (note the logarithmic vertical scale). Also, the problems
resulting from Alg1 and from Alg2 have the same difficulty.
The case for K = 200 can be seen in Figure 2(b). Here, solving the original problem was
not possible within the available computation time. We find that the average objective values
of our aggregation methods are better than the average objective value of the exact approach.
The figure shows a trade-off between using too few objectives and too many, with best results
achieved using around 70 objectives.
In Figures 4 and 5, we show the average objective values for different instance types in more
detail. For example, Figures 4(a) and 4(b) show the average objective values for instances
where item costs are generated uniformly and independently, and item weights are close to
uniform. In this setting, Alg2 does not improve Alg1 for most aggregation levels. This is also
the case for other sets where item weights are generated in this way. A possible explanation for
this phenomenon is that in this case, using an aggregation where every aggregated objective
results from the same number of original objectives (as is the case for Alg1) is beneficial. Note
that Alg2 may find clusters of different size.
Another particularity can be seen in Figure 5(c), where K ′ = 10 generating (nominal)
objectives where used. The objective value of Alg2 decreases especially fast until around
10 objectives, where the improvement starts to slow down. This means that the algorithm
successfully uses the structure in the objective functions to find good solutions with little
computation time.
Comparing our heuristic approaches with the exact (non-aggregation) method, we find that
for few objectives (K = 50), there is a reasonable trade-off between reduced computation
times and loss of performance. For many objectives (K = 200), it is even possible to find
better solutions within the time limit of 60 seconds than when one does not use objective
aggregation.
6 Conclusions
In this paper, we studied the ordered weighted averaging problem (OWA P) for combinatorial
optimization problems P with multiple objectives (or cost scenarios in the robust setting),
which is a popular approach in decision making literature. The current best approximation
algorithm for OWA P with nonincreasing weights from [16], under the assumption that P
with a single objective is polynomially solvable, is based on using an average-cost objective
approach and gives an approximation guarantee of w1K, where w1 ∈ [1/K, 1] is the largest
weight, and K is the number of objectives. By using the aggregation method proposed
(`-Aggregation Algorithm) that combines the groups of ` objectives, we were able to
improve this bound to a `ρ approximation, where ρ depends on the distribution of weights.
While solving an OWA version of a combinatorial optimization problem with more than
one objective is usually not polynomial, it is still possible to derive an εK-approximation
algorithm for any fixed constant ε ∈ (0, 1) that runs in polynomial time under assumption
that the OWA problem has a polynomial 2-approximation algorithm for constant number of
objectives.
Furthermore, we examined the Hurwicz criterion, which is a special case of OWA, where
only the best case and the worst case of a solution are considered. We showed that it is
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Figure 4: Average objective values for OWA Min-Knapsack.
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Figure 5: Average objective values for OWA Min-Knapsack.
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possible to solve this problem by considering K min-max robust optimization problems, for
which some approximation guarantees already exist, thus further improving the best-known
approach for this case.
In computational experiments, we tested the practical performance of solutions that are
found through the proposed objective aggregation, and another heuristic based on K-means
aggregation. Results are much closer to optimal objective values than the theoretical bound
indicates, and even perform better than the direct solution approach if the number of objec-
tives is large.
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