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ABSTRACT
High resolution magnetic resonance (MR) imaging (MRI) is
desirable in many clinical applications; however, there is a
trade-off between resolution, speed of acquisition, and noise.
It is common for MR images to have worse through-plane
resolution (slice thickness) than in-plane resolution. In these
MRI images, high frequency information in the through-plane
direction is not acquired, and cannot be resolved through in-
terpolation. To address this issue, super-resolution methods
have been developed to enhance spatial resolution. As an
ill-posed problem, state-of-the-art super-resolution methods
rely on the presence of external/training atlases to learn the
transform from low resolution (LR) images to high resolu-
tion (HR) images. For several reasons, such HR atlas images
are often not available for MRI sequences. This paper presents
a self super-resolution (SSR) algorithm, which does not use
any external atlas images, yet can still resolve HR images only
reliant on the acquired LR image. We use a blurred version
of the input image to create training data for a state-of-the-art
super-resolution deep network. The trained network is applied
to the original input image to estimate the HR image. Our
SSR result shows a significant improvement on through-plane
resolution compared to competing SSR methods.
Index Terms— self super-resolution, deep network, MRI,
CNN
1. INTRODUCTION
The spatial resolution of magnetic resonance (MR) im-
ages (MRI) is chosen based on imaging time, desired signal
to noise ratio, and other factors. Ultimately, the spatial res-
olution is limited by the amount of k-space acquired in the
Fourier domain. To facilitate faster, and therefore cheaper,
MRI acquisitions, it is common for MR images to have worse
through-plane resolution (slice thickness) than in-plane res-
olution. This means that the in-plane data has a relatively
complete sampling of k-space along an appropriate axis,
whereas data in the through-plane direction is bandlimited
within the corresponding k-space.
One common way to address the resolution mismatch
between the in-plane and through-plane directions is to up-
sample the data to an isotropic resolution. This, however,
results in images with partial volume artifacts that lead to
degraded image analysis in subsequent processing. More ap-
propriate approaches for estimating the high frequency infor-
mation are known as super-resolution (SR) methods, as they
are meant to enhance the spatial resolution. SR has been a
well-explored technique in computer vision. Popular methods
include neighbor embedding regression [1, 2], random forest
approaches [3, 4], and state-of-the-art CNN methods such as
those reported for the NTIRE 2017 Challenge [5], most of
which were based on VDSR [6] or SRResNet [7] as a baseline
model. EDSR [8] which was modified from SRResNet [7] had
the best performance in the NTIRE 2017 Challenge.
Unfortunately, all the NTIRE 2017 Challenge methods
require external paired atlas images to learn the transformation
from low (LR) to high resolution (HR). This is not a desirable
situation for MR imaging, as training data is not generally
available because: 1) scanner gain means that even data ac-
quired on the same scanner will have a different dynamic range;
2) acquiring HR MR data is difficult due to scan times, patient
motion and safety; and 3) it is difficult to match atlas and
subject image resolutions perfectly. In contrast, exsiting single
image self super-resolution (SSR) methods [9–11] downsam-
ple the LR image to create a lower resolution (LR2) image and
learn the mapping from LR2 to LR; and subsequently apply
the mapping to LR with the goal of approximating HR.
In this paper, we build upon the work of Jog et al. [11]
which had an alternative approach to SSR. Jog et al. used the
fact that MR images are inherently anisotropic to learn a re-
gression between LR and HR images. The approach generated
new additional images, each of which is LR along a certain
direction, but is HR in the plane normal to it. Thus, each new
image contributed information to a new region of Fourier space.
Then the collection of images is combined using Fourier Burst
Accumulation [12]. We modify the deep network framework
of EDSR [8], while incorporating the ideas of Jog et al. to
provide the training data. Thus, we present a single image
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Fig. 1. The framework of our algorithm.
SSR deep network framework for MR images. We refer to it
as EDSSR.
2. METHOD
Consider an HR image I(x, y, z) reconstructed from its k-
space signal F (u, v, w). To save acquisition time and to im-
prove signal-to-noise ratio, F (u, v, w) is bandlimited along
the w-axis. The missing portion of k-space is filled with 0
and we refer to this Fourier space as Fw(u, v, w), with the
reconstructed image denoted as Iz(x, y, z). Iz(x, y, z) has
the same digital resolution as I(x, y, z), and has low spatial
resolution in the z direction. The goal is to restore I(x, y, z)
from Iz(x, y, z) without any external training data.
An overview of our framework is provided in Fig. 1. Given
a LR input image Iz(x, y, z) with digital resolution 1× 1× k
where k > 1, we know that it has isotropic digital resolution
in the xy-plane, and low resolution in the z-axis, i.e. its axial
slices have high resolution 1 × 1, while sagittal and coronal
slices have low resolution k × 1. We first use interpolation to
make the volume isotropic; we use zero-padding in k-space
though alternatives like cubic spline interpolation (BSP) may
also be used. As the high frequency information in Fw(u, v, w)
is completely missing, this interpolation does not improve the
spatial resolution. Instead, we need a non-linear model to
estimate the HR image from the LR image. State-of-the-art SR
models using deep networks (EDSR [5]) use paired HR and
LR training data. However, in our setting, no external training
data is available.
To circumvent the lack of training data, we simulate train-
ing data from the input image Iz(x, y, z). To do this, we note
that each 2D axial slice Iz(x, y) in Iz(x, y, z) is actually an
HR image, while each coronal slice Iz(x, z) and each sagittal
slice Iz(y, z) are LR images. By blurring Iz(x, y, z) along
the x-axis, we can obtain a LR image in both the x and z
directions, which we denote as Izx(x, y, z). The blurred im-
age Izx(x, y, z) and input image Iz(x, y, z) are used as our
training data. The axial slices Izx(x, y) of Izx(x, y, z) have
resolution of k×1, while the axial slices Iz(x, y) of Iz(x, y, z)
have resolution of 1× 1. Now, if we can learn a mapping from
LR image Izx(x, y) to HR image Iz(x, y), we can apply the
mapping to LR images Iz(x, z) and Iz(y, z) to estimate the
HR images I(x, z) and I(y, z).
We use EDSR, a state-of-the-art deep network SR model,
to learn the transformation. After applying the trained model to
coronal slices, Iz(x, z), we get Iˆy(x, z), an estimate of I(x, z).
By stacking together each Iˆy(x, z), we have Iˆy(x, y, z). We
can repeat this process for Iz(y, z) to generate Iˆx(y, z) and
subsequently Iˆx(x, y, z). Similar to Jog et al. [11], we
use Fourier Burst Accumulation (FBA) [12] to reconstruct
Iˆ(x, y, z) from the two images Iˆy(x, y, z) and Iˆx(x, y, z).
Complete details of the construction of the training data and
our modifications to EDSR are listed below.
Training data extraction: We first blur Iz(x, y, z) in the
x-axis and obtain Izx(x, y, z). To simulate the data acquisition
process in MRI, we use the low pass filter on the k-space signal
Fw(u, v, w). A rect function on the u-axis is multiplied with
Fw(u, v, w), generating Fwu(u, v, w) while guaranteeing no
high frequency information on the u-axis. For 3D acquired
MR images, a window function might be applied along the
w-axis during reconstruction to avoid ringing. To increase the
amount of available training data, we use rotated versions of
the original image. If we rotate Iz(x, y, z) in the xy-plane,
the rotated images Rxy(θ) ◦ Iz(x, y, z) still has resolution
1×1×k. We can therefore do the same blurring to the rotated
images Rxy(θ) ◦ Iz(x, y, z) to obtain more training data. We
randomly extract 32×32 patches in each slice z of Izx(x, y, z)
and it matching pair in Iz(x, y, z), as well as from the rotated
images; feeding these paired 2D HR and LR patches into the
deep network to train it.
EDSR model: We use the default number of layers and
loss as in the original EDSR [5] except for one modification.
The original EDSR [5] framework used an upsampling layer in
the model to make the image pixels isotropic. We in contrast
upsample the LR image to an isotropic resolution prior to
being input into the deep network, thus there is no upsampling
layer in the model. A reason for this, is the upsampling factor
k varies among different data sets. By having this factor be
part of the network would force the model to be changed and
thus retrained for each new data set. By having a fixed network
structure and doing the isotropic resampling outside the EDSR
framework, allows the network weights to be reused between
data sets with only fine-tune of the pre-trained network weights.
This modification can cut the time cost by approximately 50-
90% depending on the similarity between the current data set
and the pre-trained data set. An additional benefit being that
EDSR required the factor k to be an integer which is generally
not true of MR images, however our framework allows k to be
a non-integer value.
(a) BSP (k = 2) (b) SSR (k = 2) [11]
(c) EDSSR (k = 2) (d) HR (1mm)
Fig. 2. Coronal views of the (a) cubic B-spline (BSP) interpo-
lated image of the 2 mm LR image, (b) result using SSR [11],
(c) our result EDSSR using EDSR and FBA, (d) HR ground
truth image
3. EXPERIMENTS
We ran our algorithm on T1-weighted Magnetization Prepared
Rapid Gradient Echo (MPRAGE) images from 20 subjects
of the Neuromorphometrics dataset, and compare with other
methods. The ground truth HR image has a resolution of
1 × 1 × 1 mm. As the input of SSR algorithms, the LR
images are simulated by downsampling in the z-axis from
the ground-truth HR image by a factor k of 2 and 3. Cubic
B-spline interpolation (BSP) and SSR [11], as well as our
method are shown for the downsampling factors of 2 and
3 in Fig. 2 and Fig. 3, respectively. Visually, our EDSSR
approach can significantly improve through-plane resolution
compared to BSP and SSR [11], especially in Fig. 3 when the
downsampling scale factor is 3. A comparison of the PSNR
values for the three methods is shown in Table 1, with the SSIM
for all three methods being shown in Table 2. The * indicates
that the results are statistically significantly greater than all the
methods using a one-tailed t-test and Wilcoxon rank-sum tests.
Our EDSSR approach shows superiority in SSIM and PSNR
for input LR images with resolution of 1× 1× 3mm.
We also experimented using real LR image data. We used
T2-weighted MRI acquired at 1.14× 1.14× 2.20 mm in 2D,
and reconstructed at 0.83 × 0.83 × 2.20 mm, with the scale
(a) BSP (k = 3) (b) SSR (k = 3) [11]
(c) EDSSR (k = 3) (d) HR (1mm)
Fig. 3. Coronal views of the (a) cubic B-spline (BSP) interpo-
lated image of the 3 mm LR image, (b) result using SSR [11],
(c) our result EDSSR using EDSR and FBA, (d) HR ground
truth image
Table 1. Mean PSNR values (dB) for 20 subjects. The *
indicates that the results are statistically significantly greater
than all the methods using a one-tailed t-test and Wilcoxon
rank-sum tests for the PSNR metric.
LR BSP SSR EDSSR
2mm 35.99 37.98* 35.14
3mm 31.98 33.49 34.44*
Table 2. Mean SSIM values for 20 subjects. The * indicates
that the results are statistically significantly greater than all the
methods using a one-tailed t-test and Wilcoxon rank-sum tests
for the SSIM metric.
LR BSP SSR EDSSR
2mm 0.9873* 0.9832 0.9763
3mm 0.9635 0.9678 0.9773*
factor being k = 2.20/0.83 ≈ 2.65. The results for our
method and SSR are shown in Fig. 4. The lower row shows a
zoom on an edge. Although there is no ground truth, visually
our approach gives significantly better results than BSP and
SSR [11].
(a) BSP (b) SSR [11] (c) EDSSR
(d) BSP (e) SSR [11] (f) EDSSR
Fig. 4. Coronal views of the (a) cubic B-spline (BSP) interpo-
lated image of the 0.83×0.83×2.20 mm LR image, (b) result
using ANR and FBA [11], (c) our result using EDSR and FBA;
zoomed images of the (d) BSP interpolated image, (e) result
using ANR and FBA [11], (f) our result using EDSR and FBA,
4. CONCLUSION AND DISCUSSION
This paper presents an SSR approach which does not need
any external training data to estimate an HR image from a
LR image. It uses patches in blurred axial slices of the image
itself to create paired training data, and the state-of-the-art SR
model from EDSR to model the mapping from LR patches
to HR patches. Finally, it uses FBA [12] to reconstruct the
final image, taking advantage of SR results from different
orientations. The results are significantly better than com-
peting methods, in particular with decreasing through-plane
resolution (ie. increasing slice thickness).
Deep networks are known to be dependent on “good” at-
las data. The variance between atlas and subject could cause
severe over-fitting. However, real-world MR images have rel-
atively varying intensities. This SSR algorithm not only fits
in the clinical practice that the MR images with high through-
plane resolution are usually unavailable, but also guarantees
the intensity invariance between atlas and subject, which re-
duces the over-fitting of the deep network. In summary, this SR
algorithm can improve image resolution without any external
data.
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