In this paper it is proved that the k -CLUSTER problem over the proper interval graphs, as well as over the general class of the interval graphs, is solvable in polynomial time. Specifically, a polynomial time algorithm is presented for both classes of graphs. This algorithm is based on a new matrix representation of the interval and the proper interval graphs, which is being introduced here. The result establishes a threshold for the k -CLUSTER, between the -completeness and the polynomial solvability, since this problem is known to be -complete over the chordal graphs, which is a superclass of the interval graphs, while its complexity over the interval graphs was an interesting open question, having many applications.
INTRODUCTION
A graph G is called an interval graph if its vertices can be assigned to intervals on the real line so that two vertices are adjacent in G if and only if their assigned intervals intersect. The set of intervals assigned to the vertices of is called a realization of . A proper interval graph is an G G interval graph that has an intersection model, in which no interval strictly contains another. Proper interval graphs have been studied extensively in the literature [1, 2] , and several linear-time algorithms are known for their recognition and realization [3, 4] . In previous works several characterizations of the interval graphs are given. Namely, a graph G is interval graph iff G contains no induced and 4 C G is a comparability graph, or equivalently if it has the consecutive ones property of its clique matrix [8] . Regarding the class of the proper interval graphs, it has been proved that it coincides with other classes, as that of the unit interval graphs and that of the interval graphs that do not contain any induced [8] . An important application of the proper interval graphs is the physical mapping of DNA [5, 6] . Physical mapping is the process of reconstructing the relative position of DNA fragments, called clones, along the target DNA molecule, prior to their sequencing, based on information about their pair wise overlaps. In some biological frameworks the set of clones is virtually inclusion-free -for example, when all clones have similar lengths (this is the case for instance for cosmid clones). In this case, the physical mapping problem can be modelled using proper interval graphs as follows. A graph G is built according to the biological data. Each clone is represented by a vertex and two vertices are adjacent if and only if their corresponding clones overlap [6] . 1, 3 
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The study of interval graphs has its origin in a paper of Benzer (1959) who was studying the structure of bacterial genes. At that time it was not known whether or not the collection of DNA composing a bacterial gene was linear. It is now well-known that such genes are linear words over a four-letter alphabet, and Benzer's work was fundamental in establishing this fact. Essentially, he obtained data on the overlap of fragments of the gene and showed the data consistent with linearity [7] .
The class of the interval graphs is also of major importance, while studying the complexity of several difficult optimization problems, which are solvable in polynomial time over the interval graphs, but -complete in the general case. Some of these problems are the maximum independent set, the Hamiltonian cycle and the Hamiltonian path.
NP
Until now it is known that the -CLUSTER is -complete in the general case, as a generalization of the maximum clique problem. It remains -complete, even when restricting over the comparability graphs, as well as over the bipartite graphs and the chordal graphs [9] . On the other side, it has been proved that there are polynomial algorithms for the -CLUSTER over the cographs, as well as over the k -trees and the split graphs [9] . Further, it has been proved that the decision version of the k -CLUSTER is solvable in polynomial time, when searching for fixed-density ksubgraphs, while it remains -complete, when searching for a -subgraph with density at least
edges, for some 0 ε > [10] . Finally, there are also some other polynomial time algorithms designed for the -CLUSTER over some special classes of the proper interval graphs, e.g., the graphs, whose clique graph is a k simple path, i.e., those graphs, which consist of a chain of their maximal cliques and only two consecutive maximal cliques may intersect [11] .
In the present work, it is proved that the k -CLUSTER problem over the proper interval graphs, as well as over the general class of the interval graphs, is solvable in polynomial time. Specifically, in Section 2, we introduce a new matrix representation of an arbitrary interval graph, as also its special form in the case of a proper interval graph. This representation is called the Normal Interval Representation (NIR) form in the case of an interval graph and the Stair Normal Interval Representation (SNIR) form in the case of a proper interval graph respectively. In these both representations, the maximal cliques can be recognized efficiently. Here also the algorithm is given, which transforms an arbitrary interval graph to its NIR, or its SNIR form respectively. This algorithm runs in time . Finally, in this section, a characterization of the interval and the proper interval graphs is given in the Lemma 2 and Lemma 5 respectively.
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In Section 3 a polynomial time algorithm is presented for the k -CLUSTER over an arbitrary proper interval graph. This algorithm is based on the SNIR form and its running time is ( )
4
O nk . In Section 4 a polynomial time algorithm is presented for the -CLUSTER over an arbitrary interval graph. This algorithm is based on the NIR form and constitutes a generalization of the algorithm presented in Section 3, retaining also its complexity k ( ) 4 O nk . Finally, in Section 5 some conclusions of the whole work are presented.
A MATRIX REPRESENTATION OF THE INTERVAL AND THE PROPER INTERVAL GRAPHS.
The interval graphs in the general case
Without loss of generality, we can suppose that all intervals in such a realization of an interval graph are closed, i.e., of the form [ ] , a b . However, this representation is too general. Therefore, another, more suitable interval representation form is presented in Definition 1. In the following, suppose we are given an interval graph G on nodes. The following Algorithm 1 describes how to transform an interval graph from an arbitrary interval representation to the NIR form.
Step 1.
Suppose that some intervals of the graph have exactly one common point . Also, suppose that the next greatest point, at which some interval begins, is Step 3.
Suppose that exactly intervals begin at the same point a and the next greatest point, at which some interval begins, or to which some interval ends, is b
. Move the left end of the of these l intervals from to
. Repeat, until this step can not be further applied.
Step 4.
Suppose that the left ends of the n intervals are .
Substitute any interval of the form , where 1 2 ... n a a a
with the interval . Also substitute any interval of the form , with with the interval
Step 5.
In the current representation of the given graph, move bijectively the point to the point Algorithm 1: The transformation of the given integral graph to the NIR form.
As an example, the transformation of a given interval graph to its NIR form by the Algorithm 1 is shown in Figure 1 . Proof: We will prove in the sequel that at every step of Algorithm 1, no edge is added to the given interval graph, as well as no edge is removed.
Step . Additionally, no edge of is removed, since in this step we either enlarge an interval, or we leave it unchanged. Here, under "qualitative relation", we mean whether these two intervals intersect each other or not. If this step can not be further applied, then every intersection of a group of intervals is an interval, instead of a single point.
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Step 2: Since Step 1 is no more applicable, there exists no more group of intervals with exactly one common point, i.e., whenever a group of intervals intersect each other, their intersection is an interval. Thus, if we exclude from any interval its right end and we include its left end, we do not modify the qualitative relation of any pair of intervals.
Step 3: Obviously, during this step, the qualitative relation between any two intervals remains unchanged, since we only order the intervals increasingly by their left ends, without destroying any structure of the given graph.
Step 4: The structure of the given graph remains also unchanged during this step, since we just "align" all intervals by their right ends. This happens, because the right ends of all intervals are open.
Step 5: At this step, we just move bijectively all intervals of the graph in the interval , obviously without destroying any structure of the given graph also.
Note that it is equivalent to define the NIR form of an interval graph within the Also, note that the NIR form of an interval graph is not unique. Indeed, suppose
Then, by exchanging the left ends of the and the ( intervals, the qualitative relation between these intervals and the rest ones in remains unchanged. Thus, with such an operation on a NIR form, we may obtain another NIR form for the same graph. 
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Lemma 2: A graph is interval iff it can be represented by the NIR form. Proof: According to Lemma 1, any interval graph can be transformed to the NIR form. Conversely, the NIR form is clearly a set of intervals, i.e., it corresponds to an interval graph.
Since no pair of graph intervals in the NIR form have a common left end, it is possible to define a perfect order over them. 
the number of the intervals, which begin at 1 ,..., i n n n − and intersect simultaneously with the interval. For example, for the interval
⎠ it holds and for the interval
It holds in general: 0 i x n i ≤ ≤ − . We define also the function:
In order to decide whether we include a specific node of the graph in the desired ksubgraph or not, we have equivalently to decide whether we include the corresponding interval of the graph or not. Therefore, we join to the interval a 
under the condition (1) . Note that the latter quantity equals also the number of edges in this subgraph.
The formula (2) can be expressed as a quadratic form, i.e.,
where [ ]
1
T n z z z = and the square matrix is defined as follows:
This matrix is a lower triangular matrix with zero diagonal, having a chain of i x consecutive 's under the diagonal element and all the rest matrix entries being zero. The interval is The quadratic form in (3) constitutes together with the condition (1), which can be
an Integer Quadratic Programming (IQP). The
Quadratic Programming (QP) is in its general case an -complete problem. If we require additionally that the vector NP z has integer entries, i.e., we obtain an IQP, or, even more, entries within the set { } 0,1 , the problem remains obviously -complete.
We wish to prove in this paper that this problem is solvable in polynomial time, when the square matrix has this specific NIR form mentioned above. 
The proper interval graph case
The proper interval graphs constitute a strict subclass of the class of the interval graphs. Thus, Algorithm 1 can be also applied to an arbitrary proper interval graph , obtaining finally a special form of the NIR matrix of the quadratic form in (3), which corresponds to a special type of the NIR form of G , as described in the Definition 2. i.e., if , then the same also do their right ends respectively. i.e., b , since otherwise would strictly include , which is a contradiction. Suppose that and are transformed after the application of Algorithm 1 to the vectors and respectively. Then, after the execution of the algorithm, it holds that and , since and may be aligned by their right ends, but the relative order of their left ends remains unchanged. Thus, the obtained NIR form satisfies the condition of Definition 2, i.e., it is a SNIR form.
Consider now the special case of two identical intervals, i.e., a c = and b , under the previous notation. Then, after the application of Algorithm 1, we obtain in the resulting NIR form the same right end 
G H G
Lemma 5:
An interval graph is proper iff it can be represented by the SNIR form. Proof: As it is proved above, any proper interval graph can be written in the SNIR form. Conversely, the SNIR form is clearly a set of intervals, no one of which including strictly another one, i.e., it corresponds to a proper interval graph. 
A POLYNOMIAL ALGORITHM FOR THE -CLUSTER OVER THE PROPER INTERVAL GRAPHS. k
In this section we present a polynomial dynamic programming algorithm for the k -CLUSTER over the proper interval graphs. This algorithm is based on the SNIR matrix that characterizes any proper interval graph, as described in the previous section. Note that the k -CLUSTER is -complete in its general version over all possible graphs, as also over the chordal graphs, which is a superset of the interval graphs.
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Let us consider a proper interval graph ( )
SNIR matrix has the form of the Figure 3 . According to Lemma 6, the stairs of this matrix correspond bijectively to the maximal cliques of G , say , , where some of them may intersect to each other. Therefore we will refer simultaneously with to the maximal clique of , as also to the stair of . Specifically, the intersection of two arbitrary maximal cliques is described by the intersection of the corresponding stairs in . Denote for simplicity . Since any maximal clique is described by a stair in , for 1 with the -CLUSTER on , or equivalently, on . Now, we can construct an algorithm that solves -CLUSTER on , by using the optimal solutions of all the DqS problems on , for . Note that the solution to the -CLUSTER,
, on a single stair 1 H U = , i.e., on a single maximal clique, is obvious. Indeed, since is a clique, the optimal solution of -CLUSTER is
has at least nodes and, by definition, 1 U j −∞ otherwise. Then, in order to compute the optimal solution to the -CLUSTER on , the algorithm computes recursively the optimal solutions to the -CLUSTER problems on for all and and combines all these results with a dynamic programming method.
The critical observation here is, that every stair contains at least one row that does not belong to the previous stair Suppose that . Then, an optimal solution may also include nodes of ,
z nodes of and nodes of the rest , as it is shown in Figure 4 . The following relations hold for these sets: 
Suppose now that . Then, an optimal solution may also include nodes of ,
∪ 2 and nodes of the rest , as it is shown in Figure 5 . The following relations hold for these sets: 
, , , 
Finally, as mentioned above, the following boundary conditions hold for and :
, otherwise
The algorithm returns the value of ( ) m f k , i.e., the value of the optimal solution of the -CLUSTER on , or equivalently, on . After applying some necessary modifications, the algorithm will return the optimal solution, instead of its value. k Note that in the presented analysis the subgraph that corresponds to the obtained optimal solution is not necessarily connected. Lemma 7 proposes the modifications to the proposed algorithm in this section, in order to find the optimal solution, under the additional constraint of the connectivity.
Lemma 7:
The proposed algorithm returns the value of the optimal solution of the k -CLUSTER over the proper interval graphs, under the additional constraint of the connectivity, if the following additional condition is required to the conditions (14): Therefore, in order to construct a connected subgraph, it is equivalent to require that at least one node of , i.e., that at least one node is included, which is simultaneously connected to the 
A POLYNOMIAL ALGORITHM FOR THE -CLUSTER OVER THE INTERVAL GRAPHS.
k In this section we present a polynomial dynamic programming algorithm for the k -CLUSTER over the interval graphs, which constitutes a generalization of the algorithm presented in the previous section about the proper interval graphs. Until now the complexity of the -CLUSTER in the general class of the interval graphs was a major open question. In the following consider an interval graph ,
V n = , as well as its NIR matrix . The main idea of the proposed algorithm is the same as that about the proper interval graphs.
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Due to Lemma 3 any maximal clique in G corresponds bijectively to a row of the NIR matrix , in which at least one its unit elements or its zero diagonal element does not have any chain of 1's below it. The maximal clique, which refers to such a row, contains all intervals, i.e., nodes, that correspond to the unit elements and the 
