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CONVERGENCE TO THE MAXIMUM PROCESS OF A
FRACTIONAL BROWNIAN MOTION WITH SHOT NOISE
YIZAO WANG
Abstract. We consider the maximum process of a random walk with
additive independent noise in form of maxi=1,...,n(Si+Yi). The random
walk may have dependent increments, but its sample path is assumed
to converge weakly to a fractional Brownian motion. When the largest
noise has the same order as the maximal displacement of the random
walk, we establish an invariance principle for the maximum process in
the Skorohod topology. The limiting process is the maximum process
of the fractional Brownian notion with shot noise generated by Poisson
point processes.
1. Introduction
Let {Xn}n∈N and {Yn}n∈N be two independent sequences of random vari-
ables. Write S0 = 0, Sn = X1 + · · · + Xn and we are interested in the
asymptotic behavior of the maximum process M0 = 0,
Mn = max
i=1,...,n
(Si + Yi), n ∈ N.
We view {Sn}n∈N as a random walk and {Yn}n∈N perturbations (or noise).
We allow dependence between steps of random walk, while the perturbations
{Yn}n∈N are assumed to be independent and identically distributed (i.i.d.).
We consider the general framework that the sample path of the random
walk {S⌊nt⌋}t∈[0,1] without perturbation converges weakly to a stochastic
process, after appropriate normalization. Such results are referred to as
invariance principles (and/or functional central limit theorems) in the liter-
ature. This includes Donsker’s theorem [9] which states that when {Xn}n∈N
are i.i.d. with zero mean and unit variance, the sample path converges weakly
to a standard Brownian motion.
More generally when {Xn}n∈N is stationary, weak convergence to frac-
tional Brownian motions has been extensively investigated. Throughout,
we assume the following invariance principle to hold for Sn:
(1)
{
S⌊tn⌋
nH
}
t∈[0,1]
⇒
{
B
H
t
}
t∈[0,1]
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in the space of ca`dla`g functions D[0, 1], where BH = {BHt }t∈[0,1] is the
fractional Brownian motion with Hurst index H ∈ (0, 1). This is the zero
mean Gaussian process with covariance function Cov(Bs,Bt) = 2
−1(s2H +
t2H + |s− t|2H), s, t ≥ 0. An extensively studied model of {Xn}n∈N leading
to the invariance principle (1) is stationary linear process. The seminal work
of Taqqu [20] addressed the case when innovations of the linear processes
are independent; for dependent innovations, we refer to the recent result of
Dedecker et al. [7] and references therein, among many others under various
dependence assumptions.
We are interested in the behavior of the maximum process of {Sn}n∈N
perturbed with {Yn}n∈N, given that the invariance principle (1) holds for
some H ∈ (0, 1). It is clear that the only non-trivial case is when the tail
distribution of Yi satisfies, for some κ > 0,
(2) P(Yi > x) ∼ κx
−1/H as x→∞.
Indeed, in this case,
lim
n→∞
P
(
max
i=1,...,n
Yi
nH
≤ x
)
= exp(−κx−1/H), x > 0,
and the normalization nH gives non-degenerate distributional limit for both
Sn and Yn. Otherwise, if P(Yi > x) ∼ κx
−β for some β 6= 1/H, then either
maxi=1,...,n Si or maxi=1,...,n Yi will dominate after appropriate normaliza-
tion, and the result is immediate.
The main result of this paper is an invariance principle in form of
(3)
{
M⌊nt⌋
nH
}
t∈[0,1]
⇒ {ZHt }t∈[0,1], in D[0, 1].
The limiting process {ZHt }t∈R+ is defined as follows. Let B
H = {BHt }t∈R+
be a fractional Brownian motion, and let {ηi, Ui}i∈N be a Poisson point
process on R+×R+ with intensityH
−1x−1−1/Hdxdu, in the same probability
space as and independent of {BHt }t∈R+ . Throughout, we assume B
H has
continuous sample path [19]. Then, the limiting process is defined as
(4) ZHt (κ) := sup
s∈[0,t]
(
B
H
s + κ
H
∞∑
i=1
ηi1{Ui=s}
)
, t ∈ R+.
In the sequel, we fix κ ∈ (0,∞),H ∈ (0, 1) and write ZH ≡ {ZHt }t∈R+ ≡
{ZHt (κ)}t∈R+ for the sake of simplicity. The main result is the following.
Theorem 1. Let {Xn}n∈N and {Yn}n∈N be two independent sequences of
random variables. Suppose that {Xn}n∈N satisfy (1) and {Yn}n∈N are
i.i.d. random variables satisfying (2). Then, the invariance principle (3)
holds in the space of D[0, 1] equipped with the Skorohod J-1 topology.
We refer to ZH in (4) as the maximum process of fractional Brownian
motion with shot noise. To the best of our knowledge, the limiting process
ZH is new.
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Our motivation originally came from Hitczenko and Weso lowski [12] in the
study of perpetuities, who raised an open question in our framework with
Sn converging weakly to a standard Brownian motion (the open question
was actually on the marginal distribution of Mn). Theorem 1 indicates that
the conjectured limiting object in Hitczenko and Weso lowski [12, Remarks,
p. 889] is incorrect.
The model {Sn + Yn}n∈N has been seen in the literature as the perturbed
random walk, see for example Araman and Glynn [2] and Alsmeyer et al. [1],
and references therein for other motivations and applications. Here we take
a different aspect, while most of the results in the literature assume negative
drift of the random walk {Sn}n∈N. Moreover, the same name perturbed ran-
dom walk has been used for another model of self-interacting random walk,
see Davis [6] and Perman and Werner [16]. The corresponding limiting pro-
cess, the so-called perturbed Brownian motion, has also been characterized
and investigated. We choose not to use the name perturbed fractional Brow-
nian motion for our process ZH .
Theorem 1 is first proved in the case when {Yn}n∈N are non-negative. For
this part the proof is essentially an application of continuous mapping the-
orem combined with a truncation argument. To do so, recall the invariance
principle for Sn (1) and also the weak convergence for order statistics of
{Yn}n∈N. Indeed, under (2), the order statistics Y1,n ≥ Y2,n ≥ · · · ≥ Yn,n of
Y1, . . . , Yn satisfy
(5)
{(
Yi,n
nH
,
i
n
)}
i=1,...,n
⇒
{
(κHηn, Un)
}
n∈N
in the space of Radon point measures on (0,∞) × (0, 1), where (η,U) =
{(ηn, Un)}n∈N as before is a Poisson point process on R+ × (0, 1) with in-
tensity measure H−1x−1−1/Hdxdu. See the seminal work of LePage et al.
[14] and also Resnick [18, Corollary 4.19]. If one could represent ZH as the
image of a continuous function evaluated at BH and (η,U), then the result
would be immediate. In the proof, however, a continuous mapping is con-
structed for truncated versions of ZH , and we proceed by an approximation
argument truncating small perturbations and noise. For the general case
when {Yn}n∈N may be negative, we show that the distribution of Yi1{Yi<0}
does not effect the maximum process in the limit by a coupling argument.
The paper is organized as follows. The finite-dimensional distributions
of the limiting process ZH is given in Section 2. The proof of Theorem 1
with non-negative perturbation is given in Section 3. The case with negative
perturbation is addressed in Section 4.
Acknowledgement The author thanks Jacek Weso lowski for helpful dis-
cussions.
4 YIZAO WANG
2. Maximum process of Fractional Brownian motion with shot
noise
We first give an explicit formula of the finite-dimensional distributions of
ZH . Throughout, H ∈ (0, 1) and κ ∈ (0,∞). By convention, exp(−∞) = 0.
Proposition 1. Consider the process ZH defined in (4). For 0 = t0 < t1 <
· · · < td <∞ and x1, . . . , xd ∈ R,
(6) P(ZHt1 ≤ x1, . . . , Z
H
td
≤ xd)
= Eexp
−
d∑
q=1
∫ tq
tq−1
κ
(mindj=q xj − B
H
t )
1/H
+
dt
.
In particular, ZH is self-similar:
{ZHat}t∈R+
d
= aH{ZHt }t∈R+ , for all a > 0.
Proof. The formula follows from the definition of Poisson point processes.
Conditioning on the σ-algebra generated by BH , consider the region
E =
d⋃
q=1
{
(x, s) ∈ R+ × (0, tq] : B
H
s + x > xq
}
.
Clearly,
P(ZHt1 ≤ x1, . . . , Z
H
td
≤ xd) = E
[
P
(
{κHηi, Ui}i∈N ∩ E = ∅ | B
H
)]
.
It remains to notice that conditioning on BH , the inner probability above is
of the event of a Poisson random variable equal to zero, and its parameter
equals the integration of the intensity over the region E (depending on BH).
Observe that
E =
d⋃
q=1
q⋃
j=1
{
(x, s) ∈ R+ × (tj−1, tj] : B
H
s + x > xq
}
=
d⋃
j=1
{
(x, s) ∈ R+ × (tj−1, tj ] : B
H
s + x > min
q=j,...,d
xq
}
(disjoint).
Thus, the parameter of the Poisson random variable equals
E
(∫
E
κH−1x−1−1/Hdxdt
∣∣∣∣ BH)
=
d∑
j=1
∫ tj
tj−1
∫ ∞
κ−H (minq=j,...,d xq−BHs )+
H−1x−1−1/Hdxds
=
d∑
j=1
∫ tj
tj−1
κ
(minq=j,...,d xq − BHs )
1/H
+
ds.
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This formal calculation has a seemingly issue: some the integrations may
equal infinity. This happens when
(7) W := max
j=1,...,d
(
sup
s∈[tj−1,tj ]
B
H
s − min
q=j,...,d
xq
)
> 0.
However, this case does not cause any problem, as conditioning on BH and
the event above, the event {{κHηi, Ui}i∈N ∩ E = ∅} has probability zero,
which is the same as exp(−∞). Indeed, recall that {ηn}n∈N has a cluster
point at 0, and W > 0 implies that E ⊃ (0,∞) × [τ1, τ2] for some non-
degenerate interval [τ1, τ2] ⊂ (0, 1). On the other hand, when W < 0, the
integrations are all well defined with finite values. The only remaining case
is when W = 0; this event, however, has probability zero and can thus be
ignored. We have thus proved
P
(
{κHηi, Ui}i∈N ∩ E = ∅ | B
H
)
= exp
−
d∑
j=1
∫ tj
tj−1
κ
(minq=j,...,d xq − BHs )
1/H
+
ds
 .
Taking expectation completes the proof of (6).
To prove the self-similar property, observe that
P(ZHat1 ≤ x1, . . . , Z
H
atd
≤ xd)
= Eexp
−
d∑
q=1
∫ atq
atq−1
κ
(mindj=q xj − B
H
t )
1/H
+
dt

= Eexp
−
d∑
q=1
∫ atq
atq−1
κ
(mindj=q xj − a
HBHt/a)
1/H
+
dt
,
where the last step we used the self-similar property of the fractional Brow-
nian motion. By change of variables, the expression equals
Eexp
−
d∑
q=1
∫ tq
tq−1
κ
(a−H mindj=q xj − B
H
t )
1/H
+
dt

= P(aHZHt1 ≤ x1, . . . , a
HZHtd ≤ xd).
This completes the proof. 
The next result focuses on the marginal distribution of ZH1 , denoted by
(8) ΨH(x) = P(Z
H
1 ≤ x) = E exp
{
−
∫ 1
0
κ
(x− BHt )
1/H
+
dt
}
, x ∈ R.
Proposition 2. For H ∈ (0, 1), ΨH(x) = 0 for all x ≤ 0, ΨH(x) is contin-
uous and strictly increasing on (0,∞), and limx→∞ΨH(x) = 1.
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Proof. First, observe that by self-similarity, for x > 0,
ΨH(x) = E exp
−
∫ 1
0
1
x1/H(1− BH
t/x1/H
)
1/H
+
dt

= E exp
{
−
∫ x−1/H
0
1
(1− BHt )
1/H
+
dt
}
.
From the above it is easy to see that for x > 0, ΨH(x) is strictly increasing,
continuous, ΨH(x) < 1, and limx→∞ΨH(x) = 1.
Next, observe that we can also write
(9) ΨH(x) = E
{
exp
(
−
∫ 1
0
1
(x− BHt )
1/H
+
dt
)
1{sup0≤t≤1 BHt <x}
}
.
It follows from (9) that limx↓0ΨH(x) = 0 and ΨH(x) = 0 for all x <
0. To see (9), it suffices to observe that (i) for P-almost all ω in the set
{sup0≤t≤1 B
H
t > x}, the set {t ∈ [0, 1] : Bt(ω)
H > x} has strictly positive
Lebesgue measure, by continuity of the sample path of fractional Brownian
motions, so the exponential function equals zero, and (ii) P(sup0≤t≤1 B
H
t =
x) = 0. 
We conclude this section by two remarks on ZH . The first remark sheds
light on why the negative values of {Yn}n∈N do not have an effect in the
limiting process.
Remark 1. One has an equivalent definition of ZH involving negative shot
noise. It is natural to consider negative shot noise as with appropriate
assumption on the lower tail of {Yn}n∈N, weak convergence of Radon point
measures on R \ {0} × (0, 1) can be established. Namely, if
(10)
P(|Y1| > x) ∼ κ0x
−1/H and lim
x→∞
P(Y1 > x)
|Y1| > x
= θ = 1− lim
x→∞
P(Y1 < −x)
|Y1| > x
for some κ0 ∈ (0,∞), θ ∈ [0, 1], (5) becomes{(
Yi,n
nH
,
i
n
)}
i=1,...,n
⇒
{
(κH0 ǫnηn, Un)
}
n∈N
where {ǫn}n∈N are i.i.d. random variables independent from η and U, with
law P(ǫ1 = 1) = θ = 1− P(ǫ1 = −1).
In this way, one would naturally define ZH in (4) as
(11) ZHt = sup
s∈[0,t]
(
B
H
s + κ
H
0
∞∑
i=1
ǫiηi1{Ui=s}
)
.
In view of the discussion after (7), the negative shot noise (those ηis with
ǫi = −1) has no effect in the distribution: whenW < 0 then all negative shot
noise do not have an effect, and as long asW > 0 the conditional probability
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becomes zero. Actually, to match (11) with (4), it suffices to take κ = κ0θ
for θ ∈ (0, 1], and the same calculation in the proof of Proposition 1 goes
through.
Since the negative noise has no effect on the limiting process, in establish-
ing Theorem 1, instead of (10) no assumption on the distribution of negative
values of Yi is needed at all.
The next remark provides an alternative view of ZH as a generalization
of the extremal processes.
Remark 2. Let (η,U) be as before. Then,
Vt = sup
i∈N
ηi1{Ui≤t}, t ∈ R+
defines a standard 1/H-Fre´chet extremal process, and the law of this process
is completely determined by (η,U). The extremal process {Vt}t∈[0,1] is the
limiting process of
1
κHnH
{
max
i=0,...,⌊nt⌋
Yi
}
t∈[0,1]
.
This result was first established by Dwass [10] and Lamperti [13], although
the point process representation of V and the convergence was first intro-
duced by Pickands [17], which has become a standard tool in studying ex-
tremes [18].
Similarly, observe that by the definition of ZH in (4) and the path-
continuity of fractional Brownian motions,
ZHt = sup
i∈N
(
B
H
Ui + κ
Hηi
)
1{Ui≤t}, t ∈ R+.
Therefore, ZH can be viewed as the maximum process of the process ob-
tained by gluing shot noise {ηn}n∈N at random locations {Un}n∈N to a frac-
tional Brownian motion. This time, the shot noise (η,U) perturbed by
the factional Brownian motion BH , namely {(BHUn + ηi, Un)}n∈N, completely
determine ZH .
This glued process cannot be studied through finite-dimensional distri-
butions, as all the noise cannot be characterized for fixed t. Instead, a
general framework is to view extremal processes and ZH here as random
sup measures, as summarized in O’Brien et al. [15]. We focus on the weak
convergence in D[0, 1] and therefore do not pursue this direction here.
3. Proof of Theorem 1, non-negative perturbation
In this section, we prove Theorem 1 under the additional assumption that
P(Yi ≥ 0) = 1. We are interested in
Zn,t =
M⌊nt⌋
nH
, t ∈ [0, 1] with Mi = max
j=0,...,i
(Sj + Yj),
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and we write S0 = Y0 = 0 for convenience. Recall the notation {Yi,n}i=1,...,n
for order statistics of Y1, . . . , Yn. For each k ∈ N, n ∈ N, n ≥ k, introduce
the truncated approximations of Zn,t and Z
H
t by
Z
(k)
n,t = max
i=0,...,⌊nt⌋
Si + Yi1{Yi≥Yk,n}
nH
and
Z
H,(k)
t = sup
s≤t
(
B
H
s +
k∑
i=1
ηi1{Ui=s}
)
.
That is, for the random walk we ignore the effect of all but the k-largest
perturbations, and for the limiting process ZH we ignore all but the k-largest
shot noise {ηi}i=1,...,k.
By Dehling et al. [8, Theorem 2], to prove the desired result it suffices to
show
(12) lim
k→∞
lim sup
n→∞
P
(
sup
t∈[0,1]
|Z
(k)
n,t − Zn,t| > ǫ
)
= 0 for all ǫ > 0,
and
(13)
{
Z
(k)
n,t
}
t∈[0,1]
⇒
{
Z
H,(k)
t
}
t∈[0,1]
in D[0, 1] for all k ∈ N.
The first condition (12) is easy to verify. Observe that
sup
t∈[0,1]
|Zn,t − Z
(k)
n,t | ≤
Yk+1,n
nH
.
Now by (5), Yk+1,n/n
H ⇒ ηk+1 and thus (12) follows.
It remains to prove (13), and we apply the continuous mapping theorem
[5]. Consider the metric spaces D[0, 1] and Mp((0,∞) × (0, 1)), the latter
of which is the space of Radon point measures on (0,∞) × (0, 1). For more
background on Radon point measures, we refer to Resnick [18]. Denote the
elements in these spaces by x = {xt}t∈[0,1] and (y, u) = {yn, un}n∈N and
assume yn ≥ yn+1, n ∈ N. Consider the mapping
Ψ(k) : D[0, 1]×Mp((0,∞) × (0, 1)) → D[0, 1]
defined by
Ψ(k)(x, y, u) = {h(k)x,y,u(t)}t∈[0,1]
with
h(k)x,y,u(t) = sup
s≤t
(
xs +
k∑
i=1
yi1{ui=s}
)
.
Now, write BHn ≡ {S⌊nt⌋/nH}t∈[0,1], Yn = (Y1,n, . . . , Yn,n, 0, . . . ) and Un =
(1/n, . . . , 1, 0, . . . ). It follows that
{Z
(k)
n,t }t∈[0,1] = Ψ
(k)
(
BHn ,
Yn
nH
,Un
)
,
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and for η = {ηn}n∈N,U = {Un}n∈N,
ZH,(k) = Ψ(k)
(
B
H , κHη,U
)
.
Recall that BHn ⇒ B
H and (Yn/n
H ,Un) ⇒ (κ
Hη,U) ((1) and (5) respec-
tively). Therefore, the desired result follows from the continuous map-
ping theorem, if one can show that Ψ(k) is continuous on a subset of
D[0, 1] ×Mp((0,∞) × (0, 1)) with probability one (the probability induced
by (BH , η,U)). Indeed, it suffices to focus on the subset
Γ = C[0, 1]×Mp((0,∞) × (0, 1)) ∩ {(x, y, u) : {un}n∈N pairwise different},
as P((BH , η,U) ∈ Γ) = 1. Here and in the sequel, C[0, 1] is the space of
continuous functions indexed by [0, 1], equipped with the supremum metric.
It remains to prove the following lemma to complete the proof of Theorem 1.
Lemma 1. Ψ(k) is continuous from Γ to D[0, 1].
Proof. We first focus on k = 1. Consider {(x(n), y(n), u(n))}n∈N ⊂ Γ and
(x(n), y(n), u(n))→ (x, y, u) as n→∞. We show
(14)
f (n) := Ψ(1)(x(n), y(n), u(n))→ f := Ψ(1)(x, y, u) in D[0, 1] as n→∞.
It is useful to view f as the pointwise maximum function of the maximum
process m of x and a step function as follows (and similarly for f (n)). Let
m
(n)
t = sup
s∈[0,t]
x(n)s and mt = sup
s∈[0,t]
xs
denote the maximum processes of x(n) and x, respectively. By assumption,
m(n) and m are both in C[0, 1]. Then,
(15) ft = mt ∨
(
j11{u1≤t}
)
with j1 = xu1 + y1, t ≥ 0.
In other words, f can be viewed as m lifted up to j1 over an interval [u1, v1],
where j1 is the height of the shot noise y1 at u1 lifted up by xu1 (the height
of x at u1) and v1 = 1 ∧ inf{s ≥ 0 : ms ≥ j1}. Define similarly
(16) f
(n)
t = m
(n)
t ∨
(
j
(n)
1 1{u(n)1 ≤t}
)
with j
(n)
1 = x
(n)
u
(n)
1
+ y
(n)
1 , t ≥ 0.
Remark also that since x(n) → x in C[0, 1], it follows that
(17) m(n) → m in C[0, 1].
Now to show (14), we divide the domain of the functions in D[0, 1] into
three parts, namely [0, u1 − ǫ], [u1 − ǫ, u1 + ǫ] and [u1 + ǫ, 1], for some ǫ > 0
small enough. We investigate the convergence of functions in D[0, 1] on
these sub-intervals respectively. Recall that the Skorohod metric for D[a, b]
is given by, for 0 ≤ a < b ≤ 1, x, x˜ ∈ D[a, b],
(18) da,b(x, x˜) = inf
λ∈Λa,b
{(
sup
t∈[a,b]
|λ(t)− t|
)
∨
(
sup
t∈[a,b]
|x(t)− x˜ ◦ λ(t)|
)}
,
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with
Λa,b = {λ : [a, b]→ [a, b] : λ(a) = a, λ(b) = b,
continuous and strictly increasing.}
More generally for x, x˜ ∈ D[0, 1] and 0 ≤ a < b ≤ 1, for the sake of simplicity,
we write da,b(x, x˜) := da,b(ra,b(x), ra,b(x˜)), where ra,b(x) = {xt}t∈[a,b] denote
the restriction of x to D[a, b]. Observe that to show f (n) → f in D[0, 1], it
suffices to show
lim
n→∞
d0,u1−ǫ(f
(n), f) = 0(19)
lim
ǫ↓0
lim sup
n→∞
du1−ǫ,u1+ǫ(f
(n), f) = 0(20)
lim
n→∞
du1+ǫ,1(f
(n), f) = 0.(21)
For more background on convergence in Skorohod metric, we refer to
Billingsley [5, Chapter 4] and Resnick [18, Chapter 4.4.1].
To show (19), remark that since u(n) → u, for n large enough so that
u
(n)
1 > u1 − ǫ, it follows that
r0,u1−ǫ(f
(n)) = r0,u1−ǫ(m
(n)) and r0,u1−ǫ(f) = r0,u1−ǫ(m).
Therefore (19) follows from (17).
To show (21), observe that for n large enough so that u
(n)
1 < u1 + ǫ,
ru1+ǫ,1(f
(n)) =
{
j
(n)
1 ∨m
(n)
s
}
s∈[u1+ǫ,1]
with j
(n)
1 = x
(n)
u
(n)
1
+ y
(n)
1 ,
which is the pointwise maximum function of a constant function and a con-
tinuous function. Note also that ru1+ǫ,1(f) = {j1 ∨mt}t∈[u1+ǫ,1]. Observe
that
(22) lim
n→∞
j
(n)
1 = j1.
Since for general continuous functions, g(n) → g and h(n) → h in C[a, b]
imply g(n) ∨ h(n) → g ∨ h in C[a, b], (21) follows.
At last to show (20), consider n large enough so that u
(n)
1 ∈ (u1−ǫ, u1+ǫ).
There are three cases to be discussed here. First assume j1 > mu1 . This
is the case that the shot noise at u1 creates a discontinuity in the path by
up-lifting to j1. In this case, since mt is continuous in t, choose ǫ > 0 small
enough so that j1 > mu1+ǫ and take n large enough so that
j
(n)
1 > m
(n)
u1+ǫ.
This can be done because of (22) and (17). In this case, one can always pick
λn ∈ Λu1−ǫ,u1+ǫ such that λn(u1) = u
(n)
1 and supt∈[u1−ǫ,u1+ǫ] |λn(t) − t| =
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|u
(n)
1 − u1|. Thus, for all such choices of ǫ, n and λn,
du1−ǫ,u1+ǫ(f
(n), f) ≤ |u
(n)
1 − u1| ∨ sup
t∈[u1−ǫ,u1+ǫ]
|ft − (f
(n) ◦ λn)t|
≤ |u
(n)
1 − u1| ∨ sup
t1,t2∈[u1−ǫ,u1)
|ft1 − (f
(n) ◦ λn)t2 | ∨ |j
(n)
1 − j1|.
The second term above equals supt1,t2∈[u1−ǫ,u1) |mt1 − (m
(n) ◦λn)t2 |. Now to
show (20) it remains to show that
(23) lim
ǫ↓0
lim sup
n→∞
sup
t1,t2∈[u1−ǫ,u1)
|mt1 − (m
(n) ◦ λn)t2 | = 0.
To see this, for any δ > 0 we take ǫ > 0 small enough so that
supt∈[u1−ǫ,u1+ǫ] |mt − mu1 | ≤ δ/3. At the same time, for n large enough,
supn∈[0,1] |m
(n)
t −mt| ≤ δ/3. Thus, for all t1, t2 ∈ [u1 − ǫ, u1),
|mt1 − (m
(n) ◦ λn)t2 |
≤ |mt1 −mu1 |+ |(m ◦ λn)t2 −mu1 |+ |(m
(n) ◦ λn)t2 − (m ◦ λn)t2 | ≤ δ.
Therefore (23) follows.
We have thus completed the proof of (20) in the case j1 > mu1 . The case
j1 < mu1 is trivial since for n large enough, f
(n) = m(n) → m = f (this is
the case that j1 does not change the path m at all). We only discuss the
case j1 = mu1 . In this case, (19) still holds and we show
lim
n→∞
du1−ǫ,1(f
(n), f) = 0.
Since f = m in this case, and (17) still holds, it suffices to show
lim
n→∞
du1−ǫ,1(f
(n),m(n)) = 0.
Indeed,
du1−ǫ,1(f
(n),m(n)) ≤ sup
t∈[u1−ǫ,1]
|f
(n)
t −m
(n)
t | =
(
j
(n)
1 −m
(n)
u
(n)
1
)
∨ 0,
where the last step follows from (16). The upper bound above goes to zero
since limn→∞ j
(n)
1 = j1 = mu1 = limn→∞m
(n)
u
(n)
1
.
We have thus proved that Ψ(1) is continuous. Now consider Ψ(k) for
general k ≥ 2. Recall that it is assumed that {un}n∈N are pairwise disjoint.
In view of (15), for each i such that ji := xui + yi > mui , and consider
vi = 1 ∧ inf{s ≤ 1 : ms > ji}. Then, f can be seen as m lifted up to ji
over interval [ui, vi), and a jump is created at ui. Let I ⊂ {1, . . . , k} be the
collection of all such is. If {[ui, vi]}i∈I are all disjoint, then it suffices to
divide the interval [0, 1] into 2|I| + 1 appropriate subintervals, and proceed
as before.
If there are overlaps among {[ui, vi]}i∈I , then a new situation that is
unseen in the case k = 1 and needs to be dealt with is when for some
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i, i′ ∈ I, ui < ui′ < vi ≤ vi′ , and ji < ji′ . This is the case that m is lifted up
at least twice over [ui′ , vi). In this case, we can establish the convergence on
intervals [ui−ǫ, ui+ǫ], [ui+ǫ, ui′−ǫ], [ui′−ǫ, ui′+ǫ], for ǫ > 0 small enough,
and others. The new types of intervals are [ui+ǫ, ui′−ǫ] and [ui′−ǫ, ui′+ǫ],
although the convergence over them can be shown in a similar way as in the
proof of (21) and (20), respectively. The details are omitted.
At last, we remark that it is crucial here to restrict to the subset so that
{un}n∈N are pairwise disjoint. Otherwise the jumps may be clustered and
in this case, J1-topology is too strong for establishing tightness. For an
illustration of such an issue, see for example Avram and Taqqu [4] for a
similar phenomena when establishing invariance principles for heavy-tailed
processes. 
4. Proof of Theorem 1, general perturbation
In this section we prove the general case that Yi may take negative values.
Recall that
Zn,t =
M⌊nt⌋
nH
=
1
nH
max
i=0,...,⌊nt⌋
(Si + Yi).
Introduce two modifications based on negative perturbations
Z−∞n,t =
1
nH
max
i=0,...,⌊nt⌋
(Si + Yi)1{Yi≥0}
Z0n,t =
1
nH
max
i=0,...,⌊nt⌋
(Si + Yi1{Yi≥0}).
In this way, for all n ∈ N,
Z−∞n,t ≤ Zn,t ≤ Z
0
n,t, t ∈ [0, 1].
Intuitively, Z0n corresponds to the maximum process of {Sn + Yn}n∈N with
all negative perturbation Yi set to zero, and Z
−∞
n all negative perturbation
Yi set to −∞.
Observe that we have proved that Z0n ⇒ Z
H in D[0, 1]. This is because
{Yn1{Yn≥0}}n∈N are non-negative, i.i.d., and have the same upper tail dis-
tribution as {Yn}n∈N in (2). Therefore, to complete the proof we show for
all ǫ > 0,
(24) lim
n→∞
P
(
sup
t∈[0,1]
Z0n,t − Z
−∞
n,t > ǫ
)
= 0.
To see this, we introduce some notation. Let 0 = τ1 < τ2 < · · · < τK be
the collection of all indices of non-negative Yis in increasing order, and set
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τK+1 = n. The key observation is the following:{
sup
t∈[0,1]
Z0n,t − Z
−∞
n,t > ǫ
}
⊂
K⋃
i=1
 sup
t∈[ τin ,
τi+1
n ]
BHn,t −
(
BH
n,
τi
n
+
Yτi
nH
)
> ǫ

⊂
K⋃
i=1
 sup
t∈[ τin ,
τi+1
n ]
BHn,t −B
H
n,
τi
n
> ǫ
 .
Intuitively, if Z0n,t −Z
−∞
n,t > ǫ for some t ∈ (0, 1), then it must be caused by
certain large fluctuation of BHn .
Now, let ∆n be the size of the largest gap between τis, namely ∆n =
maxi=1,...,K(τi+1 − τi). We then have
{
sup
t∈[0,1]
Z0n,t − Z
−∞
n,t > ǫ
}
⊂
 sups,t∈[0,1]
|s−t|≤∆n/n
BHn,s −B
H
n,t > ǫ

=
{
ω∆n/n(B
H
n ) > ǫ
}
,
where ωδ(x) is the uniform modulus of continuity defined as
ωδ(x) = sup
s,t∈[0,1]
|s−t|≤δ
|xs − xt|.
We now make use of information of the path properties of BHn implied by
the invariance principle assumption (1). By Billingsley [5, (12.9)],
ωδ(x) ≤ 2ω
′
δ(x) + J(x).
Here, ω′δ is the modulus of continuity commonly used for convergence in
D[0, 1]
ω′δ(x) = inf max
i=1,...,v
sup
s,t∈[ti−1,ti)
|xs − xt|,
where the infimum is taken over all the sequences 0 = t0 < t1 < · · · < tv = 1
such that mini=1,...,v(ti − ti−1) > δ, and J is the maximal jump of process
x ∈ D[0, 1] defined as
J(x) = sup
0<t≤1
|xt − xt− |.
Therefore,
(25)
P
(
sup
t∈[0,1]
Z0n,t − Z
−∞
n,t > ǫ
)
≤ P
(
ω′∆n/n(B
H
n ) >
ǫ
4
)
+ P
(
J(BHn ) >
ǫ
2
)
.
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Since BHn ⇒ B
H in D[0, 1] and BH ∈ C[0, 1] with probability one, it follows
from Billingsley [5, Theorem 13.4] that
(26) J(BHn )⇒ 0.
Now to complete the proof we need a control on ω′∆n/n(B
H
n ). On one hand,
observe that ∆n − 1 is the length of the longest head run of n independent
coin tossings with head probability p = P(Y1 < 0) (see e.g. [11]), and in the
current situation p ∈ (0, 1). Then, it is known that{
∆n − 1− log1/p(n(1− p))
}
n∈N
is tight [3, 11]. So for any δ > 0,
lim sup
n→∞
P
(
ω′∆n/n(B
H
n ) > ǫ/4
)
≤ lim sup
n→∞
P
(
ω′δ(B
H
n ) > ǫ/4
)
.
On the other hand, the invariance principle of BHn implies, by [5, Theorem
13.2], for all ǫ > 0
(27) lim
δ↓0
lim sup
n→∞
P
(
ω′δ(B
H
n ) > ǫ
)
= 0.
Therefore, combining (25), (26) and (27) yields the desired (24) and hence
completes the proof.
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