The Laurent phenomenon.
Consider the recurrence a n−1 a n+1 = a 2 n + (−1) n , n ≥ 1,
with the initial conditions a 0 = 0, a 1 = 1. A priori it isn't evident that a n is an integer for all n. However, it is easy to check (and is well-known) that a n is given by the Fibonacci number F n . The recurrence (1) can be "explained" by the fact that F n is a linear combination of two exponential functions. Equivalently, the recurrence (1) follows from the addition law for the exponential function e x or for the sine, viz., sin(x + y) = sin(x) cos(y) + cos(x) sin(y).
In the 1980's Michael Somos set out to do something similar involving the addition law for elliptic functions. Around 1982 he discovered a sequence, now known as Somos-6, defined by quadratic recurrences and seemingly integer valued [59] . A number of people generalized Somos-6 to Somos-N for any N ≥ 4. The sequences Somos-4 through Somos-7 are defined as follows.
(The definition of Somos-N should then be obvious.) a n a n−4 = a n−1 a n−3 + a 2 n−2 , n ≥ 4; a i = 1 for 0 ≤ i ≤ 3 a n a n−5 = a n−1 a n−4 + a n−2 a n−3 , n ≥ 5; a i = 1 for 0 ≤ i ≤ 4 a n a n−6 = a n−1 a n−5 + a n−2 a n−4 + a 2 n−3 , n ≥ 6; a i = 1 for 0 ≤ i ≤ 5 a n a n−7 = a n−1 a n−6 + a n−2 a n−5 + a n−3 a n−4 , n ≥ 7; a i = 1 for 0 ≤ i ≤ 6.
It was conjectured that all four of these sequences are integral, i.e., all their terms are integers. Surprisingly, however, the terms of Somos-8 are not all integers. The first nonintegral value is a 17 = 420514/7. Several proofs were quickly given that Somos-4 and Somos-5 are integral, and independently Hickerson and Stanley showed the integrality of Somos-6 using extensive computer calculations. Many other related sequences were either proved or conjectured to be integral. For example, Robinson conjectured that if 1 ≤ p < q < r < k then the sequence defined by a n a n−k = a n−p a n−k+p + a n−q a n−k+q + a n−r a n−k+r ,
with initial conditions a i = 1 for 0 ≤ i ≤ k − 1, is integral. A nice survey of the early history of Somos sequences, including an elegant proof by Bergman of the integrality of Somos-4 and Somos-5, was given by Gale [21] .
A further direction in which Somos sequences can be generalized is the introduction of parameters. The coefficients of the terms of the recurrence can be generic (i.e., indeterminates), as first suggested by Gale, and the initial conditions can be generic. Thus for instance the generic version of Somos-4 is a n a n−4 = xa n−1 a n−3 + ya 2 n−2 , with initial conditions a 0 = a, a 1 = b, a 2 = c, and a 3 = d, where x, y, a, b, c, d are independent indeterminates. Thus a n is a rational function of the six indeterminates. A priori the denominator of a n can be a complicated polynomial, but it turns out that when a n is reduced to lowest terms the denominator is always a monomial, while the numerator is a polynomial with integer coefficients. (It is still open, even for Somos-4, whether these coefficients are nonnegative.) In other words, a n ∈ Z[x ±1 , y ±1 , a ±1 , b ±1 , c ±1 , d ±1 ], the Laurent polynomial ring over Z in the indeterminates x, y, a, b, c, d. This unexpected appearance of Laurent polynomials when more general rational functions are expected is called by Fomin and Zelevinsky [16] the Laurent phenomenon.
Until recently all work related to Somos sequences and the Laurent phenomenon was of an ad hoc nature. Special cases were proved by special techniques, and there was no general method for approaching these problems. This situation changed with the pioneering work of Fomin and Zelevinsky [15] [17] on cluster algebras. These are a new class of commutative algebras originally developed in order to create an algebraic framework for dualcanonical bases and total positivity in semisimple groups. A cluster algebra is generated by the union of certain subsets, known as clusters, of its elements. Every element y of a cluster is a rational function F y (x 1 , . . . , x n ) of the elements of any other cluster {x 1 , . . . , x n }. A crucial property of cluster algebras, not at all evident from their definition, is that F y (x 1 , . . . , x n ) is in fact a Laurent polynomial in the x i 's. Fomin and Zelevinsky realized that their proof of this fact could be modified to apply to a host of combinatorial conjectures and problems concerning integrality and Laurentness. Let us note that although cluster algebra techniques have led to tremendous advances in the understanding of the Laurent phenomena, they do not appear to be the end of the story. There are still many conjectures and open problems seemingly not amenable to cluster algebra techniques.
We will illustrate the technique of Fomin and Zelevinsky for the Somos-4 sequence. Consider Figure 1 . It shows part of an infinite tree T , extending to the right. ( We have split the tree into two rows. The leftmost edge of the second row is a continuation of the rightmost edge of the first row.) The tree consists of a spine, which is an infinite path drawn at the top, and two legs attached to each vertex of the spine except the first. The spine vertices v = v i , i ≥ 0, are drawn as circles with i inside. This stands for the set of variables (cluster) C v = {x i , x i+1 , x i+2 , x i+3 }. Each spine edge e has a numerical label a e on the top left of the edge, and another b e on the top right, as well as a polynomial label P e above the middle of the edge. A leg edge e has a numerical label a e at the top and a polynomial label P e at the middle. It is understood that the leg edge e also has a label b e = a ′ e at the bottom. Moreover, if e is incident to the spine vertex v and leg vertex w, then w has associated with it the cluster
Thus for any edge e, if the label a e is next to vertex v and the label b e is next to vertex w, then
Let e be an edge of T with labels a e , b e , and P e . These labels indicate that the variables x ae and x be are related by the formula
(In the situation of cluster algebras, this would be a relation satisfied by the generators x i .) For instance, the leftmost edge of T yields the relation
In this way all variables x i and x ′ i become rational functions of the "initial cluster"
The edge labels of T can be checked to satisfy the following three conditions:
• Every internal vertex v i , i ≥ 1, has the same degree, namely four, and the four edge labels "next to" v i are i, i + 1, i + 2, i + 3, the indices of the cluster variables associated to v i .
• The polynomial P e does not depend on x ae and x be , and is not divisible by any variable x i or x ′ i .
• WriteP e for P e with each variable x j and x ′ j replaced with xj, wherej is the least positive residue of j modulo 4. If e and f are consecutive edges of T then the polynomialsP e andP f,0 :=P f | xā e =0 are relatively prime elements of Z[x 1 , x 2 , x 3 , x 4 ]. For instance, the leftmost two top edges of T yield that
• If e, f, g are three consecutive edges of T such thatā e =ā g , then
where L is a Laurent monomial and xā f ←P f,0 xā f denotes the substitution ofP f,0
xā f for xā f . For instance, let e be the leftmost leg edge and f, g the second and third spine edges. Thusā e =ā g = 2 andā f = 1.
which holds for b = 1 and L = 1/x 1 , as desired.
The above properties may seem rather bizarre, but they are precisely what is needed to be able to prove by induction that every variable x i and x ′ i is a Laurent polynomial with integer coefficients in the initial cluster variables x 0 , x 1 , x 2 , x 3 (or indeed in the variables of any cluster). We will not give the proof here, though it is entirely elementary. Of crucial importance is the periodic nature of the labelled tree T . Each edge is labelled by increasing all indices by one from the corresponding edge to its left. This means that the a priori infinitely many conditions that need to be checked are reduced to a (small) finite number.
It follows from the relations x
i+2 that x n is just the nth term of Somos-4 with the generic initial conditions x 0 , x 1 , x 2 , x 3 . Since x n is a Laurent polynomial with integer coefficients in the variables x 0 , x 1 , x 2 , x 3 , if we set x 0 = x 1 = x 2 = x 3 = 1 then x n becomes an integer. In this 6 way the integrality of the original Somos-4 sequence is proved by Fomin and Zelevinsky.
By similar arguments Fomin and Zelevinsky prove a host of other integrality theorems, as mentioned above. In particular, they prove the integrality of Somos-5, Somos-6, Somos-7, and the Robinson recurrence (2) by this method. This gives the first proof of the integrality of Somos-7 (and the first published proof for , as well as a proof of Robinson's conjecture. The reader might find it instructive to modify (straightforwardly) the graph T of Figure 1 to prove the following [16, Example 3.3].
2.1 Theorem. Let a, b, and c be positive integers, and let the sequence y 0 , y 1 , . . . satisfy the recurrence
Then each y i is a Laurent polynomial with integer coefficients in the initial terms y 0 , y 1 , y 2 , y 3 .
Once the integrality of a recurrence is proved, it is natural to ask for a combinatorial proof. In the case of Somos-4, we would like to give a combinatorial interpretation to the terms a n and from this a combinatorial proof of the recurrence a n a n−4 = a n−1 a n−3 + a 2 n−2 . A clue as to how this might be done comes from the observation that the rate of growth of a n is roughly quadratically exponential. Indeed, the function α n 2 satisfies the Somos-4 recurrence if α 8 = α 2 + 1. A previously known enumeration problem whose solution grows quadratically exponentially arises from the theory of matchings or domino (dimer) tilings. Let G be a finite graph, which we assume for convenience has no loops (vertices connected to themselves by an edge). A complete matching of G consists of a set of vertex-disjoint edges that cover all the vertices. Thus G must have an even number 2m of vertices, and each complete matching contains m edges. Figure 2 shows a sequence of graphs AZ 1 , AZ 2 , AZ 3 , . . ., whose general definition should be clear from the figure. These graphs were introduced by Elkies, Kuperberg, Larsen, and Propp [13] [14] , who called them (essentially) Aztec diamond graphs. They give four proofs that the number of complete matchings of AZ n is 2 ( n+1 2 ) . Since this number grows quadratically exponentially, Jim Propp got the idea that the terms a n of Somos-4 might count the number of complete matchings in a planar graph S n for which the Somos-4 recurrence could be proved combinatorially. The undergraduate research team R.E.A.C.H. [53] , directed by Propp, and independently Bousquet-Mélou, Propp, and West [8] succeeded in finding such graphs S n in the spring of 2002 [53] . Figure 3 shows the "Somos-4 graphs" S 4 , S 5 , S 6 , S 7 along with their number of complete matchings.
3 Longest increasing subsequences.
Let w = a 1 a 2 · · · a n ∈ S n . An increasing subsequence of w is a subsequence a i 1 a i 2 · · · a i k of w for which a i 1 < a i 2 < · · · < a i k . Let is n (w) denote the length of the longest increasing subsequence of w ∈ S n . For instance, if w = 274163958 ∈ S 9 then is 9 (w) = 4, exemplified by the increasing subsequences 2469 and 1358. There has been much recent interest in the behavior of the function is n (w). A survey of much of this work has been given by Percy Deift [11] .
The first question of interest is the expected value E(n) of is n (w), where 
Elementary arguments show that
and Hammersley [33, Thm. 4] showed in 1972, using subadditive ergodic theory, that the limit
exists. Vershik and Kerov [68] (with the difficult direction c ≥ 2 shown independently by Logan and Shepp [43] ) showed in 1977 that c = 2.
A partition λ of the integer n ≥ 0, denoted λ ⊢ n, is a sequence (λ 1 , λ 2 , . . .) of nonnegative integers satisfying λ 1 ≥ λ 2 ≥ · · · ≥ 0 and λ i = n. If λ k+1 = λ k+2 = · · · = 0, then we also write λ = (λ 1 , . . . , λ k ). A standard Young tableau (SYT) of shape λ is an array of shape λ (i.e., left-justified with λ i entries in row i), containing each integer 1, 2, . . . , n exactly once, that is increasing in rows and columns. The number of SYT of shape λ is denoted f λ . For instance f (3,2) = 5, as shown by the five SYT The proof of Vershik-Kerov and Logan-Shepp that c = 2 is based on the identity
where λ = (λ 1 , λ 2 , . . .). Equation (4) is due to Craige Schensted [56] and is an immediate consequence of his result that if w → (P, Q) under the RSK algorithm, then is(w) is equal to the length of the first row of P (or Q); see also [64, Exer. 7 .109(a)].
The work of Vershik-Kerov and Logan-Shepp only determines the asymptotic behavior of the expectation of is n (w). What about stronger results? A major breakthrough was made by Jinho Baik, Percy Deift, and Kurt Johansson [1] , and has inspired much further work. To describe their results, let Ai(x) denote the Airy function, viz., the unique solution to the second-order differential equation
Ai
subject to the condition
Let u(x) denote the unique solution to the nonlinear third order equation
Equation (5) is known as the Painlevé II equation, after Paul Painlevé (1863-1933) 2 . Painlevé completely classified differential equations (from a certain class of second order equations) whose "bad" singularities (branch points and essential singularities) were independent of the initial conditions. Most of the equations in this class were already known, but a few were new, including equation (5) .
Now define the Tracy-Widom distribution to be the probability distribution on R given by
It is easily seen that F (t) is indeed a probability distribution, i.e., F (t) ≥ 0 and ∞ −∞ F (t)dt = 1. Let χ be a random variable with distribution F , and let χ n be the random variable on S n defined by
We can now state the remarkable results of Baik, Deift, and Johansson.
Theorem. As n → ∞, we have
Theorem. For any m = 0, 1, 2, . . .,
Corollary. We have
where Var denotes variance, and
= −1.7711 · · · .
The above theorems are a vast refinement of the Vershik-Kerov and Logan-Shepp results concerning E(n), the expectation of is n (w). The first theorem gives the entire limiting distribution (as n → ∞) of is n (w), while the second theorem gives an asymptotic formula for the mth moment. Note that equation (7) may be rewritten
where α = t dF (t), thereby giving the second term in the asymptotic behavior of E(n).
We will say only a brief word on the proof of the above results, explaining how combinatorics enters into the picture. Some kind of analytic expression is needed for the distribution of is n (w). Such an expression is provided by the following result of Ira Gessel [26] , later proved in other ways by various persons.
Then
Example. We have
From this it is easy to deduce that 
while no "nice" formula for u k (n) is known for fixed k > 3.
Gessel's theorem reduces the theorems of Baik, Deift, and Johansson to "just" analysis, viz., the Riemann-Hilbert problem in the theory of integrable systems, followed by the method of steepest descent to analyze the asymptotic behavior of integrable systems. For further information see the survey [11] of Deift mentioned above.
The asymptotic behavior of is n (w) (suitably scaled) turned out to be identical to the Tracy-Widom distribution F (t) of equation (6) . It is natural to ask how the Tracy-Widom distribution arose in the first place. It seems surprising that such an "unnatural" looking function as F (t) could have arisen independently in two different contexts. Originally the Tracy-Widom distribution arose in connection with the Gaussian Unitary Ensemble (GUE). GUE is a certain natural probability distribution on the space of all n × n hermitian matrices M = (M ij ), namely,
where Z n is a normalization constant and
Let the eigenvalues of M be α 1 ≥ α 2 ≥ · · · ≥ α n . The following result marked the eponymous appearance [67] of the Tracy-Widom distribution:
Thus as n → ∞, is n (w) and α 1 have the same distribution (after scaling).
It is natural to ask, firstly, whether there is a result analogous to equation (8) for the other eigenvalues α k of the GUE matrix M, and, secondly, whether there is some connection between such a result and the behavior of increasing subsequences of random permutations. A generalization of (8) was given by Tracy and Widom [67] (expressed in terms of the Painlevé II function u(x)). The connection with increasing subsequences was conjectured in [1] and proved independently by Borodin-Okounkov-Olshanski [7] , Johannson [35] , and Okounkov [48] . Given w ∈ S n , define integers λ 1 , λ 2 , . . . by letting λ 1 + · · · + λ k be the largest number of elements in the union of k increasing subsequences of w. For instance, let w = 247951368. The longest increasing subsequence is 24568, so λ 1 = 5. The largest union of two increasing subsequences is 24791368 (the union of 2479 and 1368), so λ 1 + λ 2 = 8. (Note that it is impossible to find a union of length 8 of two increasing subsequences that contains an increasing subsequence of length λ 1 = 5.) Finally w itself is the union of the three increasing subsequences 2479, 1368, and 5, so λ 1 + λ 2 + λ 3 = 9. Hence (λ 1 , λ 2 , λ 3 ) = (5, 3, 1) (and λ i = 0 for i > 3). Readers familiar with the theory of the Robinson-Schensted-Knuth algorithm will recognize the sequence (λ 1 , λ 2 , . . .) as the shape of the two standard Young tableaux obtained by applying this algorithm to w, a well-known result of Curtis Greene [27] [64, Thm. A1.1.1]. (In particular, λ 1 ≥ λ 2 ≥ · · ·, a fact which is by no means obvious.) The result of [7] [35] [48] asserts that as as n → ∞, λ k and α k are equidistributed, up to scaling.
The Tracy-Widom distribution arose completely independently in the behaviour of is n (w) and GUE matrices. Is this connection just a coincidence?
The work of Okounkov [48] provides a connection, via the theory of random topologies on surfaces.
4 The saturation conjecture.
The saturation conjecture concerns certain integers known as Littlewood-Richardson coefficients. Given the theme of this paper, it is not surprising that they have both an algebraic and a combinatorial definition. First we discuss the algebraic definition, which is more natural than the combinatorial one.
Let GL(n, C) denote the group of all invertible transformations from an ndimensional complex vector space V to itself. After choosing an ordered basis for V we may identify GL(n, C) with the group of n × n nonsingular matrices over the complex numbers (with the operation of matrix multiplication).
Consider the map ϕ :
This can be checked to be a group homomorphism (and hence a representation of GL(2, C) of degree 3). Moreover, the entries of ϕ(A) are polynomial functions of the entries of A. Hence ϕ is a polynomial representation of GL(2, C). If A ∈ GL(2, C) has eigenvalues x, y, then it can also be checked that ϕ(A) has eigenvalues x 2 , xy, y 2 . Define the character char ϕ of ϕ to be the trace of ϕ(A), regarded as a function of the eigenvalues x, y of A. Hence
It was first shown by Schur that the polynomial representations of GL(n, C) are completely reducible, i.e., a direct sum of irreducible representations. The inequivalent irreducible polynomial representations ϕ λ of GL(n, C) are indexed by partitions λ = (λ 1 , . . . , λ n ) of length at most n. Moreover, char ϕ λ is a symmetric function s λ (x 1 , . . . , x n ) that had been originally defined by Cauchy and Jacobi and is now known as a Schur function. A well-known property of Schur functions is their stability:
For this reason we can let n → ∞ and consider the Schur function s λ in infinitely many variables x 1 , x 2 , . . . and specialize to x 1 , . . . , x n when dealing with GL(n, C). For more information on symmetric functions and the representation theory of GL(n, C), see [19] [45] [64] . 
the multiplicity of ϕ λ in the tensor product ϕ µ ⊗ϕ ν (when written as a direct sum of irreducible representations), then
The nonnegative integers c λ µν are known as Littlewood-Richardson coefficients, and the Littlewood-Richardson rule [19, Ch. 5] [45, §I.9][64, Appendix A1.3] gives a combinatorial interpretation of them (which we will not state here). If m is a positive integer and λ = (λ 1 , λ 2 , . . .) a partition, then write mλ = (mλ 1 , mλ 2 , . . .).
Saturation conjecture. If c mλ mµ,mν = 0, then c λ µν = 0.
The saturation conjecture was proved recently by Allen Knutson and Terence Tao [41] [42] using a new honeycomb model for describing Littlewood-Richardson coefficients. An elegant exposition of the proof was given by Anders Buch [9] , and a detailed survey of all the material in this section (and more) was given by William Fulton [20] . A proof of the saturation conjecture was later given by Harm Derksen and Jerzy Weyman [12] based on representations of quivers, and by Prakash Belkale [3] using geometric methods.
Why is the proof of the saturation conjecture an important breakthrough? The answer is that it is related in a surprising way to a number of other topics. The first concerns the eigenvalues of hermitian matrices. Let A, B, C be n×n hermitian matrices. Hence their eigenvalues are real. Denote the eigenvalues of A as α :
and similarly β and γ for B and C. Considerable attention has been given to the following problem.
Problem. Characterize those triples (α, β, γ) for which there exist hermitian matrices A + B = C with eigenvalues α, β, and γ.
By taking traces we see that
After much work by a number of researchers, A. Horn conjectured a complete characterization of triples (α, β, γ), consisting of (10) together with linear inequalities of the form
for certain sets
For instance, when n = 2 Horn's inequalities (which are easy to show that together with (10) characterize (α, β, γ) in this case) become
For n = 3 there are twelve inequalities, as follows:
The connection between the Saturation Conjecture and Horn's conjecture was given by Alexander Klyachko [38] .
Theorem. The Saturation Conjecture implies Horn's conjecture.
A more precise connection between Littlewood-Richardson coefficients and eigenvalues of hermitian matrices is provided by the following result, implicit in the work of Heckman [34] and more explicit in Klyachko [38] .
Theorem. Let α, β, and γ be partitions of length at most n. The Saturation Conjecture implies that the following two conditions are equivalent:
and γ.
Since equation (11) consists of linear inequalities, the two theorems above show that the nonvanishing of c γ αβ depends on (explicit) linear inequalities among the coordinates of α, β, γ. Thus for fixed n the points (α, β, γ) ∈ R 3n for which c γ αβ = 0 are the integer points in a certain convex cone. Hence the subject of polyhedral combinatorics is closely associated with the theory of Littlewood-Richardson coefficients. For further information on this point of view, see [69] .
The theorems stated above involve hermitian matrices. It is known [20, Thm. 3 ] that exactly the same results hold for the class of real symmetric matrices.
There are a number of other situations in which Littlewood-Richardson coefficients play a surprising role. These situations are thoroughly discussed in [20] . We mention one of them here and another in Section 6. Given a partition λ = (λ 1 , λ 2 , . . .) and a prime p, let G be a (finite) abelian p-group of type λ, i.e.,
Given further partitions µ and ν, let g λ µν (p) denote the number of subgroups H of G of type µ such that the quotient group G/H has type ν.
Theorem. (a) g λ µν (p) is a polynomial function of p with integer coefficients.
(b) For any prime p we have that g λ µν (p) = 0 if and only if c λ µν = 0.
The polynomial g λ µν (t) is called a Hall polynomial after the pioneering work of Philip Hall [32] . Hall established the above theorem, except that in part (b) he only showed that g λ µν (t) vanishes identically (as a polynomial in t) if and only if c λ µν = 0. Subsequently Miller Maley [47] showed that the polynomial g λ µν (t + 1) has nonnegative coefficients, from which (b) follows. For an exposition of the basic properties of Hall polynomials, see [45, Chs. II and III.2]. The theory of Hall polynomials holds in the more general context of the ring of integers (i.e., the unique maximal order) of a division algebra of finite rank over a p-adic field [45, Remark 3, p. 179] or even more generally for q-primary lattices [66, Thm. 4 .81]. 5 The n! and (n + 1) n−1 conjectures.
The n! and (n + 1) n−1 conjectures concern the action of the symmetric group S n on two sets (x 1 , . . . , x n ) and (y 1 , . . . , y n ) of n variables. In order to appreciate these conjectures, knowledge of the situation for one set of n variables is of value. We therefore first review this theory (for which the proofs are much easier). S n acts on the polynomial ring A = C[x 1 , . . . , x n ] by permuting variables, i.e., for w ∈ S n let w · x i = x w(i) and extend to all of A in the obvious way. Let
the ring of invariants of the action of S n on A. The invariant polynomials f ∈ A Sn are the symmetric polynomials in the variables x 1 , . . . , x n (over C).
The "fundamental theorem of symmetric functions" asserts that
A Sn = C[e 1 , . . . , e n ], a polynomial ring in the algebraically independent elementary symmetric functions e k = 1≤i 1 <···<i k ≤n
Regard n as fixed and define the ring
The ring R inherits the usual grading from A, i.e.,
where R i is spanned by (the images of) all homogeneous polynomials of degree i in the variables x 1 , . . . , x n . Because the generators e 1 , . . . , e n of R Sn are algebraically independent of degrees 1, 2, . . . , n, it is easy to see that dim C R = n!, 20 and more generally,
the standard "q-analogue" of n!.
Since the ideal (e 1 , . . . , e n ) of R is S n -invariant, S n acts on R. Moreover, this action respects the grading of R, i.e., w · R i = R i for all w ∈ S n . Thus R is in fact a graded S n -module, and we can ask, as a refinement of (13), for the multiplicity of each irreducible representation of S n in R i . For the action on R as a whole the situation is simple to describe (and not difficult to prove): R affords the regular representation of S n , i.e., the multiplicity of each irreducible representation is its degree (or dimension).
To describe the S n -module structure of R i , we need some understanding of the (inequivalent) irreducible representations of S n . They are indexed by partitions λ of n (denoted λ ⊢ n or |λ| = n), i.e, λ = (λ 1 , . . . , λ ℓ ) ∈ Z ℓ where λ 1 ≥ · · · ≥ λ ℓ > 0 and λ i = n. The dimension of the irreducible S n -module M λ indexed by λ ⊢ n is denoted by f λ and is equal to the number of SYT of shape λ, as defined in Section 3.
Since R affords the regular representation of S n , the multiplicity of M λ in R is equal to f λ . Thus we would like to describe the multiplicity of M λ in R i as the number of SYT T of shape λ with some additional property depending on i. This property is the value of the major index of T , denoted maj(T ). It is defined by
where the sum ranges over all entries i of T such that i + 1 appears in a lower row than i. For instance, the SYT of shape (3, 2, 2) shown below has maj(T ) = 2 + 3 + 6 = 11. .
It follows that
There is another description of R which leads to a different generalization to two sets of n variables. Given any polynomial P (x 1 , . . . , x n ) over C, define ∂P to be the complex vector space spanned by P and all its partial derivatives of all orders. For instance ∂(x 2 + xy + y 2 ) has dimension four, one basis being
It is easy to see that R ∼ = ∂V n as graded S n -modules. In particular, dim(∂V n ) = n! and ∂V n affords the regular representation of S n .
Adriano Garsia and Mark Haiman had the idea of generalizing the above constructions of R and ∂V n to two sets x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) of n variables. For the first generalization, let S n act diagonally on B = C[x, y], i.e.,
w · x i = x w(i) , w · y i = y w(i) .
the ring of invariants of the action of S n on B. It is no longer the case that B Sn is generated by algebraic independent elements. (For general information about rings of invariants of finite groups, see for instance [58] [61].) However, we can still define
where I is the ideal of B generated by elements of B Sn with zero constant term. The (n + 1) n−1 conjecture of Garsia and Haiman [24] [25] was recently proved by Haiman [31] , based on techniques he developed to prove the n! conjecture discussed below, together with a theorem of Bridgeland, King, and Reid on the McKay correspondence.
Theorem ((n + 1) n−1 conjecture). dim C R (2) = (n + 1) n−1
Just as R had the additional structure of a graded S n -module, similarly R (2) is a bigraded S n -module. In other words,
ij is the subspace of R (2) spanned by (the images of) polynomials that are homogeneous of degree i in the x variables and degree j in the y variables, and moreover R (2) ij is invariant under the action of S n on R (2) . For instance, when n = 4 it can be computed that
In particular, dim C R Garsia and Haiman stated in [23] (see also [29, Conj. 7 .5]) a complicated conjectured formula for mult(M λ , R (2) ij ). Haiman's proof of the (n + 1) n−1 conjecture mentioned above actually establishes this stronger conjecture of Garsia and Haiman. A consequence of Haiman's result asserts the following [23] [29, p. 246 ]. Let Γ be the anti-invariant subspace of R (2) , i.e.,
where sgn(w) denotes the sign of the permutation w. Then
a Catalan number. James Haglund [28] conjectured and Garsia and Haglund [22] proved a combinatorial interpretation of the Γ bigrading, i.e., a combinatorial interpretation of the numbers dim C Γ ij . For some information on the ubiquitious appearance of Catalan (and related) numbers throughout mathematics, see [64, Exer. 6.19-6.38] and the addendum at wwwmath.mit.edu/∼rstan/ec.html.
The number dim C R (2) = (n + 1) n−1 has a number of combinatorial interpretations, e.g., it is the number of forests of rooted trees on n vertices [64, Prop. 5.3.2] or the number of parking functions of length n [64, Exer. 5.49]. It is natural to ask whether one can give a combinatorial interpretation of dim C R (2) ij that refines some known interpretation of (n + 1) n−1 . At present this question is open.
We turn to the second generalization of R due to to Garsia and Haiman. First we need to define a generalization of the Vandermonde product (14) to two sets of variables. Let µ ⊢ n. The (Young) diagram of µ is a left-justified array of squares, with µ i squares in the ith row. For instance, the diagram of µ = (5, 3, 3, 2) is given by Coordinatize the squares of the diagram of µ by letting (i − 1, j − 1) be the coordinate of the square in the ith row and jth column. For instance, the coordinates of the squares of the diagram of µ = (3, 2) are given by 0,0 0,1 0,2 1,0 1,1 Let (i 1 , j 1 ), . . . , (i n , j n ) be the coordinates of the squares of the diagram of µ (in some order), and define the n × n determinant D µ = x is r y js r r,s=1,...,n .
For instance,
Note that if µ consists of a single row (i.e., µ consists of the single part n) then D µ = V n (y), while if µ consists of a single column then D µ = V n (x).
The n! conjecture of Garsia and Haiman [24] [25], later proved by Haiman [30] , is the following assertion.
Theorem (n! conjecture). For any µ ⊢ n, we have
The space ∂D µ , just as R (2) , is a bigraded S n -module. For each i, j ≥ 0 and λ ⊢ n, we can ask for a "description" of the integer mult M λ , (D µ ) ij . Garsia and Haiman [24] [25] gave such a description, and Haiman [29, Thm. 5.4 ] showed that it actually followed from the n! conjecture. The Garsia-Haiman description involves the theory of Macdonald symmetric functions, a generalization of Schur functions due to I. G. Macdonald [44] [45, Ch. VI] and currently of great interest in several different areas, such as the representation theory of quantum groups, affine Hecke algebras, and the Calegero-Sutherland model in particle physics (see [30] for references). We won't define Macdonald symmetric functions here but will give a brief indication of Haiman's result.
Let λ, µ ⊢ n. The coefficient of x µ = x µ 1 1 x µ 2 2 · · · in the Schur function s λ is known as a Kostka number, denoted K λµ , and has a simple combinatorial interpretation in terms of semistandard Young tableaux [45, (5.13) ][64, §7.10], which we state explicitly in Section 6. In the theory of Macdonald polynomials there arises naturally a two-parameter generalization K λµ (q, t) of the Kostka number K λµ = K λµ (0, 1). A priori K λµ (q, t) is only a rational function of q and t, but Macdonald conjectured that it was a polynomial with nonnegative integer coefficients. In 1996-98 several independent proofs were given that K λµ (q, t) was indeed a polynomial with integer coefficients, but nonnegativity remained open. Haiman showed the remarkable fact that K λµ (q, t) is essentially the bigraded Hilbert series for the λ-isotypic component of D µ . More precisely,
This formula establishes the nonnegativity of the coefficients of K λµ (q, t), though a combinatorial interpretation of these coefficients remains open.
Hamian's proof is based on the geometry of the Hilbert scheme Hilb n (C 2 ) of n points in the plane. (Claudio Procesi suggested to Haiman the possible relevance of the Hilbert scheme.) Let X and Y be indeterminates. We can define Hilb n (C 2 ) as a set by
i.e., all ideals I of C[X, Y ] such that the quotient ring C[X, Y ]/I is an ndimensional vector space. Suppose that Z = {z 1 , . . . , z n } is a set of n distinct points in C 2 . Let
Then I Z is an ideal of C[X, Y ] such that C[X, Y ]/I Z can be identified with the space of all functions f : Z → C, so I Z ∈ Hilb n (C 2 ). This explains why Hilb n (C 2 ) is called the Hilbert scheme of n points in the plane -it is a closure of the space of all n-element subsets of C 2 . In fact, Hilb n (C 2 ) has the structure of a smooth irreducible algebraic variety, of dimension 2n.
The remarkable connections between Hilb n (C 2 ) and the n! and (n + 1) n−1 conjectures are too technical to discuss here, but let us give a vague hint or two. Write H n = Hilb n (C 2 ). Given a partition µ ⊢ n, let U µ be the set of all ideals I ∈ H n such that a basis for C[x, y]/I consists of the (images of the) monomials x h y k , where the (h, k)'s are the coordinates for the squares of the diagram of µ. Then the sets U µ are open, affine, and cover H n , suggesting the possible relevance of H n to the n! conjecture. Moreover, for each I ∈ H n there is a natural way to associate an n-element multiset π(I) ⊂ C 2 . The n-element multisets contained in C 2 form an affine variety Sym n (C 2 ), viz., Sym n (C 2 ) = (C 2 ) n /S n = Spec C[x 1 , . . . , x n , y 1 , . . . , y n ] Sn , suggesting the possible relevance of H n to the (n + 1) n−1 conjecture. See the papers [29] and [30] for details. A brief overview was given by Procesi [52] .
It is natural to ask about generalizing the work of Garsia and Haiman to more than two sets of variables. However, all obvious conjectures turn out to be false. One difficulty is that the Hilbert scheme Hilb n (C k ) is no longer smooth for k > 2.
The (n + 1) n−1 and n! conjectures are just the beginning of an amazing edifice of conjectures due to Garsia, Haiman, and their collaborators. For instance, we defined a determinant D λ when λ is a partition of n, regarded as a certain subset of N × N (where N = {0, 1, 2, . . .}). In exactly the same way we can define D X for any n-element subset X of N × N. Bergeron, Garsia, and Tesler [5] then conjecture (and prove in some special cases) for several classes of subsets X that dim C (∂D X ) = k X n! for some positive integer k X ; and in fact ∂D X , regarded as an S n -module, affords k X copies of the regular representation.
6 Gromov-Witten invariants and toric Schur functions.
Let Gr kn denote the set of all k-dimensional subspaces of the n-dimensional complex vector space C n . We call Gr kn the Grassmann variety or Grassmannian. It has the structure of a complex projective variety of dimension k(n − k) and is naturally embedded in complex projective space P ( n k )−1 (C) of dimension n k − 1. The cohomology ring H * (Gr kn ) = H * (Gr kn ; Z) is the fundamental object for the development of classical Schubert calculus, which is concerned, at the enumerative level, with counting the number of linear subspaces that satisfy certain geometric conditions. For an introduction to Schubert calculus see [19] [36] , and for connections with combinatorics see [60] . In this section we explain some recent results of Alexander Postnikov [51] on a quantum deformation of H * (Gr kn ). Further details and references may be found in [51] .
A basis for H * (Gr kn ) consists of Schubert classes σ λ , where λ ranges over all partitions whose shape fits in a k × (n − k) rectangle, i.e, λ = (λ 1 , . . . , λ k ) where n − k ≥ λ 1 ≥ · · · ≥ λ k ≥ 0. Let P kn denote the set of all such partitions, so #P kn = rank H * (Gr kn ) = n k .
The Schubert classes σ λ are the cohomology classes of the Schubert varieties Ω λ ⊂ Gr kn , which are defined by simple geometric conditions, viz., certain bounds of the dimensions of the intersections of a subspace X ∈ Gr kn with the subspaces V i in a fixed flag {0} = V 0 ⊂ V 1 ⊂ · · · ⊂ V n = C n . Multiplication in the ring H * (Gr kn ) is given by
where c λ µν is a Littlewood-Richardson coefficient as defined in Section 4. Thus c λ µν has a geometric interpretation as the intersection number of the Schubert varieties Ω µ , Ω ν , Ω λ . More concretely,
the number of points of Gr kn contained in the intersectionΩ µ ∩Ω ν ∩Ω λ , whereΩ σ denotes a generic translation of Ω σ . Equivalently, c λ µν is the number of k-dimensional subspaces of C n satisfying all of the geometric conditions definingΩ λ ,Ω µ , andΩ ν .
The cohomology ring H * (Gr kn ) can be deformed into a "quantum cohomology ring" QH * (Gr kn ), which specializes to H * (Gr kn ) by setting q = 0. More precisely, let Λ k denote the ring of symmetric polynomials over Z in the variables x 1 , . . . , x k . Thus
where e i is given by (12) (restricted to the variables x 1 , . . . , x k ). Then we have the ring isomorphism
where h i denotes a complete homogeneous symmetric function (the sum of all distinct monomials of degree i in the variables x 1 , . . . , x k ). By comparing multiplication of Schur functions given in equation (9) with that of Schubert classes (15) , we see that the isomorphism (17) associates σ λ ∈ H * (Gr kn ) with (the image of) s λ ∈ Λ k .
The quantum cohomology ring QH * (Gr kn ) differs from H * (Gr kn ) in just one relation: we must enlarge the coefficient ring to Z[q] and replace the relation h n = 0 with h n = (−1) k−1 q. Thus
A basis for QH * (Gr kn ) remains those σ λ whose shape fits in a k × (n − k) rectangle, and under the isomorphism (18) σ λ continues to correspond to the Schur function s λ . Now, however, the usual multiplication σ µ σ ν of Schubert classes has been deformed into a "quantum multiplication" σ µ * σ ν . It has the form
where C λ,d µν ∈ Z. The geometric significance of the coefficients C λ,d µν (and the motivation for defining QH * (Gr kn ) in the first place) is that they count the number of rational curves of degree d in Gr kn that meet fixed generic translates of the Schubert varieties Ω λ , Ω µ , and Ω ν . (Naively, a rational curve of degree d in Gr kn is a set C = {(f 1 (s, t), f 2 (s, t), . . . , f ( n k ) (s, t)) ∈ P ( n k )−1 (C) : s, t ∈ C}, where f 1 (x, y), . . . , f ( n k ) (x, y) are homogeneous polynomials of degree d such that C ⊂ Gr kn .) Since a rational curve of degree 0 in Gr kn is just a point of Gr kn we recover in the case d = 0 the geometric interpretation (16) of ordinary Littlewood-Richardson coefficients c λ µν = C λ,0 µν . The numbers C λ,d µν are known as (3-point) Gromov-Witten invariants. From this geometric interpretation of Gromov-Witten invariants it follows that C λ,d µν ≥ 0. No algebraic or combinatorial proof of this inequality is known using equation (18) as the definition of QH * (Gr kn ), and it is a fundamental open problem to find such a proof.
The primary contribution of Postnikov is a combinatorial description of a new generalization of (skew) Schur functions whose expansion into Schur functions has coefficients which are the Gromov-Witten invariants. This description leads to a better understanding of earlier results as well as a host of new results.
We begin by reviewing the combinatorial definition of skew Schur functions. Let µ, λ be partitions with µ ⊆ λ, i.e., µ i ≤ λ i for all i. The pair (µ, λ) is called a skew partition, often denoted λ/µ. The diagram of λ/µ consists of the diagram of λ with µ removed (from the upper-left corner). For example, the diagram of (4, 4, 3, 1)/(2, 1, 1) is given by
We sometimes call the diagram of λ/µ a skew shape.
A semistandard Young tableau (SSYT) of shape λ/µ consists of the diagram of λ/µ with a positive integer placed in each square, so that the rows are weakly increasing and columns strictly increasing. If T is an SSYT with a i occurences of the entry i, then write
Hence the total degree of the monomial x T is |λ/µ| = |λ| − |µ|. Define the skew Schur function s λ/µ by
where T ranges over all SSYT of shape λ/µ. The basic facts concerning s λ/µ are the following:
• Let µ = ∅, so λ/µ is just the "ordinary" partition λ. Then s λ/∅ = s λ , the "ordinary" Schur function.
• s λ/µ is a symmetric function, whose expansion in terms of Schur functions is given by
where c λ µν denotes a Littlewood-Richardson coefficient [64, (7.164) ]. We see from equations (9) and (21) that c λ µν has two "adjoint" descriptions, one as a coefficient in a product of Schur functions and one as a coefficient in a skew Schur function. We have already seen in equation (19) the quantum analogue of (9), so now we would like to do the same for (21) . We do this by generalizing the definition of a skew shape to a toric shape. (Postnikov develops the theory of toric shapes within the more general framework of cylindric shapes, but we will deal directly with toric shapes.) An ordinary skew shape is a certain subset of squares of a k × (n − k) rectangle. A toric shape is a certain subset τ of squares of a k × (n − k) torus (which we regard as a k × (n − k) rectangle with the left and right edges identified, and the top and bottom edges identified). Namely, (a) each row and column of τ is an unbroken line of squares (on the torus), and (b) if (i, j), (i + 1, j + 1) ∈ τ (taking indices modulo (k, n − k)), then (i + 1, j), (i, j + 2) ∈ τ . Figure 4 illustrates a typical toric shape (taken from [51] ). (If a row or column forms a loop around the torus, then we must also specify which square is the initial square of the row or column, and these specifications must satisfy a natural consistency condition which we hope Figure 5 makes clear. Henceforth we will the ignore the minor modifications needed in our definitions and results when the shape contains toroidal loops.)
If τ is a toric shape, then we define a semistandard toric tableau (SSTT) of shape τ in exact analogy to the definition of an SSYT: place positive integers Figure 5 : A toric shape with loops into the squares of τ so that every row is weakly increasing and every column strictly increasing. Figure 6 shows an SSTT of the shape τ given by Figure 4 .
We now explain a method of indexing a toric shape τ by a triple λ/d/µ, where λ and µ are partitions and d ≥ 0. We will illustrate this indexing with the toric shape of Figure 4 . In Figure 7 we have placed the ordinary shape µ = (9, 9, 7, 3, 3, 1), outlined with dark solid lines, on the 6 × 10 torus R. It is the largest shape contained in R whose intersection with τ is an ordinary shape. Similarly, translated d = 2 diagonal steps from µ is the shape λ = (9, 7, 6, 2, 2, 0), outlined with dark broken lines (and drawn for clarity to extend beyond R but regarded as being on the torus R). It is the largest shape whose upper-left hand corner is a diagonal translation of the upper left-hand corner of µ and whose intersection with the complement of τ is a subshape of λ. Thus we rewrite the shape τ as τ = λ/d/µ = (9, 7, 6, 2, 2, 0)/2/ (9, 9, 7, 3, 3, 1) . This representation is not unique since any square of R could be taken as the upper-right corner, but this is irrelevant to the statement of Theorem 6.1 below.
We now define the toric Schur function s λ/d/µ exactly in analogy to the skew Schur function s λ/µ = s λ/0/µ , viz.,
summed over all SSTT of shape λ/d/µ, where x T is defined exactly as in (20) . The remarkable main theorem of Postnikov [51, Thm. 6.3] is the following.
6.1 Theorem. Let λ/d/µ be a toric shape contained in a k × (n − k) torus. Then
Note. The above theorem shows in particular that the expansion of the toric Schur function s λ/d/µ (x 1 , . . . , x k ) into Schur functions has nonnegative coefficients, i.e., s λ/d/µ (x 1 , . . . , x k ) is Schur positive. We mentioned above that no "direct" proof using (19) was known that C λ,d µν ≥ 0. The same is true using (22) as the definition of C λ,d µν . Bertram, Ciocan-Fontaine, and Fulton [6] (see also [51, §3] ) give a formula for C λ,d µν as an alternating sum of Littlewood-Richardson coefficients, but again no direct proof of positivity is known. On the other hand, if we take s λ/d/µ in more than k variables, then it is still true (and not difficult to prove) that s λ/d/µ remains a symmetric function, but it need not be Schur positive. Theorem 6.1 was used by Postnikov to obtain many properties of Gromov-Witten invariants, some already known and some new. For example, he gives a transparent explanation of a "hidden" symmetry of Gromov-Witten invariants, and he solves the previously open problem of describing which powers q d appear with nonzero coefficients in a quantum product σ λ * σ µ of quantum Schubert classes. This latter problem is equivalent to determining which µ ∨ /d/λ form a valid toric shape, where µ ∨ is the complementary partition (n − k − µ k , . . . , n − k − µ 1 ). For further details, see [51] .
7 Lattice points, zonotopes, and graphical degree sequences.
A convex polytope is the convex hull of finitely many points in a Euclidean space. The subject of convex polytopes has undergone spectacular progress in recent years. New tools from commutative algebra, exterior algebra, algebraic geometry, and other fields have led to solutions of previously intractable problems. Convex polytopes have also arisen in unexpected new areas and have been applied to problems in these areas. Computer science has raised a host of new problems related to convex polytopes and has greatly increased our ability to handle specific examples. A good general reference is [70] .
We have selected one (admittedly rather peripheral) result to represent the totality of recent work in this area.
One topic in particular that has been completely transformed by recent work is the theory of lattice polytopes, i.e., polytopes with vertices in some lattice L, such as Z n . A fundamental invariant of a lattice polytope P is the number N(P) of lattice points in P. In symbols, N(P) = #(P ∩ L).
In general there is no simple formula or method for computing N(P). For instance, let P be a finite poset (partially ordered set), and let O P denote the set of all monotone maps P → {x ∈ R : 0 ≤ x ≤ 1}. Then P is a lattice polytope in the space R P of all functions f : P → R, where the lattice is Z P . The lattice points (or integer points) of O P are the characteristic functions of filters (or dual order ideals) of P , i.e., subsets F ⊆ P such that s ∈ F, t > s ⇒ t ∈ F . It is known [54] that computing the number of filters of a poset is #P-complete. For further computational aspects of computing N(P), see [2] .
A special class of convex polytopes have more tractable lattice points (though the problem of counting the number of them remains computationally difficult). A zonotope is a Minkowski sum of line segments. More precisely, if L 1 , . . . , L k are (closed) line segments in R m , then the zonotope generated by L 1 , . . . , L k is given by
If each L i has the origin for one endpoint and the other endpoint is u i , then we write Z(u 1 , . . . , u k ) or Z(U) for Z(L 1 , . . . , L k ), where U = {u 1 , . . . , u k }. The vectors u 1 , . . . , u k are called the generators of Z(U). It can be proved that a convex polytope is a zonotope if and only if every face (or even every two-dimensional face) is centrally-symmetric. For this and other facts about zonotopes, see [70, §7.3] . For convenience, from now on we assume that none of the vectors v 1 , . . . , v k is a scalar multiple of another.
A special class of zonotopes are the parallelotopes, for which the generators L 1 , . . . , L k are linearly independent. Equivalently, P is a parallelotope if it is the image of a cube under an invertible affine transformation. Parallelotopes play the same role for zonotopes as simplices do for arbitrary polytopes; they are the simplest zonotopes and the building blocks for all zonotopes. Just as an arbitrary polytope can be triangulated (expressed as a finite union of simplices such that the intersection of any two is a common face, possibly empty, of both), so a zonotope Z can be expressed as a finite union of parallelotopes such that the intersection of any two is a common face, possibly empty, of both.
Since it is relative easy to count integer points in lattice parallelotopes, we can obtain a formula for the number of integer points in a lattice zonotope from a "nice" parallelotopal decomposition. Note the when r = m, the lemma asserts that N(HP(v 1 , . . . , v m ) is just the determinant of the matrix with rows v 1 , . . . , v m , which is also the volume of the parallelotope HP(v 1 , . . . , v m ). The key geometric fact about parallelotopal decompositions of zonotopes that we will need is the following [62, Lemma 2.1]. It can be proved by induction on the number k of generators of Z(u 1 , . . . , u k ), as suggested by G. Ziegler.
7.2 Lemma. Let U ⊂ Z m , and let I U denote the set of linearly independent subsets of U (including the empty set). Then the zonotope Z(U) can be written as a disjoint union Z(U) = X∈I U P X of half-open parallelotopes P X such that each P X is the translation by an integer vector of HP(±v 1 , . . . , ±v j ) (for some choice of signs), where X = {v 1 , . . . , v j }. Figure 8 illustrates the previous theorem for the generators u 1 = (2, 0), u 2 = (2, 1), and u 3 = (1, 2).
Since the number of integer points in HP(±v 1 , . . . , ±v j ) clearly does not depend on the choice of signs, we obtain immediately from Lemmas 7.1 and 7.2 the following main result on integer points in zonotopes. It was first stated in [63, Exer. 4.31] 
where h(X) denotes the gcd of all minors of size |X| of the matrix whose rows are the elements of X.
We now give an application of Theorem 7.3 to the enumeration of graphical degree sequences. Let G be a simple graph (i.e., no loops or multiple edges) with vertex set [n] and edge set E G . We regard an edge as a pair ij of distinct vertices. Let deg(i) denote the degree (number of incident edges) of vertex i. The vector d(G) := (deg(1), . . . , deg(n)) is called the (labelled) degree sequence of G. We will obtain an explicit generating function for the number of such degree sequences.
Remark. The more common definition of the degree sequence of a graph has the degrees d(i) put in decreasing order. It is still an open problem to enumerate such unlabelled degree sequences. Even an asymptotic formula is lacking; see [50] .
Let e k denote the kth unit coordinate vector in R n . Then
This suggests looking at the zonotope Z n with generators e i + e j , where 1 ≤ i < j ≤ n. This zonotope is called the polytope of degree sequences, first defined by Perles (unpublished) and investigated by Koren [39] . It was further considered by Peled and Srinivasan [49] , with much of the theory summarized in [46] . Clearly every degree sequence d(G) ∈ Z n is an integer point of Z n . However, there are in general other integer points, because degree sequences (d(1), . . . , d(n)) satisfy the additional condition d(i) ≡ 0 (mod 2). The well-known "Erdős-Gallai conditions" are equivalent to the statement that this congruence is the only additional condition for an integer point in Z n to be a degree sequence. This suggests defining a new zonotopẽ Z n in R n+1 to have generatorsẽ i +ẽ j +ẽ n+1 , whereẽ k denotes the kth unit coordinate vector in R n+1 . The zonotopeZ n is called the polytope of extended degree sequences. The Erdős-Gallai conditions translate into the following result.
Proposition.
The integer points inZ n are precisely the vectors (d(G), #E G ), where G is a simple graph with vertex set [n].
Let f (n) denote the number of distinct degree sequences of graphs with vertex set [n] . For instance, all eight graphs with vertex set [3] have different degree sequences, so f (3) = 8. On the other hand, there are three graphs on [4] with degree sequence (1, 1, 1, 1), three with degree sequence (2, 2, 2, 2), and two each with degree sequence (2, 2, 1, 1) and its permutations, so f (4) = 2 6 − 2 − 2 − 6 = 54. Now by Proposition 7.4 we have f (n) = N(Z n ), so we can use Theorem 7.3 to compute f (n). The first step is to identify the linearly independent subsets of the set U = {ẽ i +ẽ j +ẽ n+1 : 1 ≤ i < j ≤ n}. We may associate a graph G X on the vertex set [n] with a subset X of U, namely, ij ∈ E G X if and only ifẽ i +ẽ j +ẽ n+1 ∈ X. It is a matter of simple linear algebra to compute that X is linearly independent if and only if every connected component of G X is either a tree (i.e., has no cycles) or has exactly one cycle, which is of odd length. We call a graph G X for which X is linearly independent a quasiforest.
Next we need to determine the quantity h(X) of Theorem 7.3 when G X is quasiforest. It is not difficult to compute explicitly all the maximal minors of the matrix whose rows are the elements of X and thereby obtain that h(X) = max{1, 2 c(G X )−1 }, where c(G X ) denotes the number of cycles of G X (i.e., the number of components of G X which are not trees). From Theorem 7.3 we thus get the following result [62, Cor. 3.4].
7.5 Theorem. The number f (n) of distinct degree sequences of simple graphs with vertex set [n] is given by
where G ranges over all quasiforests with vertex set [n].
It would be interesting to find a purely combinatorial proof of Theorem 7.5. A partial result in this direction is due to Clara Chan [10, §3.7] . For the similar but simpler problem of enumerating degree sequences of tournaments [63, Exer. 4.32] , a combinatorial proof was given by Kleitman and Winston [37] .
It is now "just" a matter of standard enumerative combinatorics to evaluate the sum on the right-hand side of (23). While we don't give the details here, let us mention that a basic tool is the exponential formula [64, § §5.1-5.2]. Informally, this formula asserts that if a(n) counts the number of "structures" of a certain type on the vertex set [n] which are made up of independent connected components, and if b(n) counts the number of such structures that are connected, then n≥0 a(n) x n n! = exp n≥1 b(n) x n n! .
A further basic fact [64, Prop. 5.3.2] is that the number of trees with vertex set [n] is n n−2 . The final result is the following explicit generating function for f (n).
Theorem.
We have n≥0 f (n) x n n! = 1 2   1 + 2 n≥1 n n x n n! 1/2 × 1 − n≥1 (n − 1) n−1 x n n! + 1 e n≥1 n n−2 x n /n! .
The definition of the zonotope Z n suggests the following natural generalization. For any graph G with vertex set [n], letZ G denote the zonotope with generatorsẽ i +ẽ j +ẽ n+1 ∈ Z n+1 , where ij ∈ E G . Clearly Z G contains all "extended degree sequences"d(H) = (d(H), #E H ) of spanning subgraphs H of G. If there are no other integer points inZ G , then an analogue of Theorem 7.5 will hold. Such graphs G were characterized by Fulkerson, Hoffman, and McAndrew [18] , and we end up with the following result [62, Thm. 5.3]. 
