Abstract: In this article, a new recursive identification method based on subspace algorithms is proposed. This method is directly inspired by the Propagator Method used in sensor array signal processing to estimate directions of arrival (DOA) of waves impinging an antenna array. Particularly, a new quadratic criterion and a recursive formulation of the estimation of the subspace spanned by the observability matrix are presented. The problem of process and measurement noises is solved by introducing an instrumental variable within the minimized criterion.
INTRODUCTION
Subspace state-space system identification (4SID) methods have been particularly developed during the last two decades (Moonen et al., 1989; Verhaegen, 1994; Van Overschee and De Moor, 1996) . These techniques are well adapted to identify a state-space representation of a multivariable time-invariant system from measured I/O data. Contrary to PEM (Ljung, 1999) , they don't require any nonlinear regression. They only need few structural parameters and are based on robust numerical tools such as QR factorization and Singular Value Decomposition (SVD). However, these tools, which are appropriate for off-line identification, are difficult to implement on-line due to their computational complexity. In fact, in many online identification scenarios, it is desirable to update the model as time goes on with the minimal computational cost. Recent researches on recursive algorithms for subspace identification have been developed to avoid the application of the SVD.
The most convincing on-line results (Gustafsson, 1997; Lovera, 1998; Oku and Kimura, 2002) have been obtained by introducing some techniques used in signal processing to find the directions of arrivals (DOA). One goal of this field of research is the conception of low computational cost adaptative algorithms for the location of moving sources. The method mainly used in recursive subspace identification is the Yang's algorithm PAST (Projection Approximation Subspace Tracking) (Yang, 1995) . In this case, a minimization problem is considered with respect to a fourth-order cost function so as to retrieve the signal subspace from I/O data. A projection approximation is introduced in order to reduce the minimization task to an exponentially weighted least-square problem (Yang, 1995) . Thus, recursive least-squares (RLS) methods can be used to find the signal subspace.
Unfortunately, these recursive methods are based on an approximation. In order to overcome this imprecision, a new quadratic cost function is proposed in this paper. The minimization of this second-order criterion leads to the subspace spanned by the observability matrix (i.e. the signal subspace). This new algorithm is inspired from the Propagator Method (PM) (Munier and Delisle, 1991) . This technique proposes the decomposition of the observability matrix into two parts which can be easily extracted from the data. Thus, the properties of the linear propagator operator are adapted to estimate the signal subspace.
In their original form, the linear methods such as PAST or PM need strong hypotheses on the disturbances acting on the studied process. In fact, it must be assumed that the noise-covariance matrix is proportional to the identity. During any problem of identification, the reachable I/O data are most of the time disturbed at the same moment by measurement and process noises. The obtaining of reliable estimations from such data can only be realized if the effects of the noise terms are removed. The proposed solution to treat this problem is to introduce an instrumental variable in the minimized criterion in order to eliminate the effect of perturbations without losing the informations contained in the I/O data.
BACKGROUND OF THE SUBSPACE RECURSIVE IDENTIFICATION TECHNIQUES

Problem formulation and notations
Consider a n th order causal linear time-invariant statespace model with l undisturbed outputs and m undisturbed inputs, collected respectively inỹ(t) andũ(t):
where w(t) ∈ R n is the process noise. The measured input and output signals are modeled as:
with f(t) ∈ R m and v(t) ∈ R l the measurement noises. All these three noises are assumed to be zero-mean white noise and statistically independent of the past noise-free inputũ. Furthermore, the measurement noises f(t) and v(t) are assumed to be independent of the state x(t). The problem is to estimate recursively a state-space realization from the updates of the disturbed I/O data u(t) and y(t). For that purpose, introduce the stacked lα × 1 output vector:
where α > n is a user-defined integer. From the statespace representation (1) and (2), it is easy to show recursively that the output vector verifies (the stacked input and noise vectors are defined in the same way than y α (t)):
where Γ Γ Γ α ∈ R lα×n is the observability matrix of the system:
Φ Φ Φ α ∈ R lα×m and Ψ Ψ Ψ α ∈ R lα×n are two lower triangular Toeplitz matrices. Furthermore, introduce a notation useful in the following sections :
The first stage of subspace methods is typically the extraction of the observability matrix from I/O data. Indeed, from this matrix, it is possible to extract the state-space matrices of the system (Van Overschee and De Moor, 1996) . In relation (4), the extended observability matrix spans a n-dimensional signal subspace which focuses on the informations about the direct relation between the output and state vectors. The various subspace techniques differ in the way the observability matrix is estimated. The extraction of a low dimensional subspace from a large space is, most of the time, performed by an SVD. This fundamental step is the main problem of recursive 4SID formulation. In fact, the SVD is computationally burdensome to update in an adaptative algorithm. The first researches on this topic suggested to perform the SVD on compressed I/O data matrices in order to decrease the computational load (Verhaegen and Deprettere, 1991; Cho et al., 1994) . However, it was always necessary to apply the SVD at every update. An efficient method to avoid this mathematical tool in system identification was firstly proposed in (Gustafsson, 1997) . Under the assumption that the order of the system is a priori known, T. Gustafsson suggested to update an estimate of the extended observability matrix thanks to the use of an algorithm named PAST.
Review of PAST
PAST (Projection Approximation Subspace Tracking) was originally introduced into array signal processing by Yang (Yang, 1995) . In order to correctly understand the principle of this method, it is useful to present the context of the sensor array signal processing. The sensor array signal model can be written as:
where z(t) ∈ C M×1 is the output of the M sensors of the antenna at time t, Γ Γ Γ(θ ) ∈ C M×n the steering matrix for a direction of arrival vector θ , s(t) ∈ C n×1 the vector of the n (n < M) random impinging waves and b(t) ∈ C M×1 the measurement noise. 
and proved that it has neither local minimum nor maximum except for a unique global minimum which corresponds to the signal subspace. Thus, the minimisation of (8) provides an expression of Γ Γ Γ(θ ) in a particular basis. In order to update this matrix recursively, it was proposed to replace the expectation operator in (8) with an exponentially weighted sum:
where λ is a forgetting factor (0 < λ ≤ 1) ensuring that past data are downweighted (tracking capability). The key idea of PAST is to approximate W(t) H z(i) in (9) with:
This so-called projection approximation lets the criterion (9) be quadratic in W(t):
Assuming that the covariance of the measurement noise b(t) is proportional to the identity matrix, it is also possible to estimate the signal subspace by using efficient recursive tools like RLS algorithms.
T. Gustafsson (1997) was the first to use this criterion in order to estimate the subspace spanned by the observability matrix. In fact, assuming that an estimateΦ Φ Φ α (t − 1) of the Toeplitz matrix Φ Φ Φ α can be constructed, in the same way than (4), the following approximation can be considered:
Then, the terms of (12) can easily be connected with those of (7) (cf. tab. 1). Thus, assuming that the noisecovariance of b α is proportional to the identity matrix (e.g. f(t) = w(t) = 0 and Cov(v) = σ 2 I), it is possible to apply the PAST criterion to (12) so as to estimate the observability matrix. Table 1 . Relations between signal processing and subspace identification
With the PAST criterion, the signal subspace is derived by minimizing the modified cost functionJ
Hence, the estimated columnsubspace is slightly different from the one reachable with the original cost function. Theoretically, the columns of W minimizing the criterion J(W) are orthonormal. Even if this property is not necessary to extract the state-space matrices, the minimization of J(W) leads to a matrix having columns that are not exactly orthonormal. This property evolves during the recursive minimization since, under some conditions, the minimizer ofJ(W) converges to a matrix with orthonormal columns (Yang, 1995) . This evolution can be interpreted as a slow change of basis which does not guarantee that Γ Γ Γ α (t) and Γ Γ Γ α (t − 1) are in the same state-space basis. This corruption could pose a problem during the extraction of the estimatesÂ,B, C andD. In order to avoid these difficulties due to the use of an approximate algorithm, a new quadratic criterion is proposed in the next section.
A NEW QUADRATIC SUBSPACE TRACKING CRITERION
The new proposed cost function is inspired by a signal processing method for source bearing estimation. This technique, named the Propagator Method (PM) (Munier and Delisle, 1991) , is used to find the direction of arrival without requiring the eigendecomposition of the cross-spectral matrix of the received signals (Marcos et al., 1995) .
The Propagator Method
The propagator is a linear operator which provides the decomposition of the observation space into a noise subspace and a source subspace. In order to well understand the key point of this method, consider again the sensor array signal model (7). Assuming that the steering matrix Γ Γ Γ is of full rank, n rows of Γ Γ Γ are linearly independent, the others being expressed as a linear combination of these n rows. Under this hypothesis and after a reorganisation of the sensors outputs so that the first n rows of Γ Γ Γ are linearly independent, it is possible to partition the steering matrix according to:
The propagator is the unique linear operator P ∈ C n×M−n defined as follows:
From the works of S. Marcos et al. (1995) on the source bearing estimation, on the basis of the similarity between (6) and (7) (cf. tab. 1) and under the hypothesis that {A, C} is observable, the extended observability matrix can be decomposed in the following way:
where Γ Γ Γ α 1 is the block of the n independent rows and Γ Γ Γ α 2 the matrix of the lα − n others. Thus, there is a unique P ∈ R n×lα−n such as:
It is also easy to verify that:
This means that the columns of Γ Γ Γ α are linear combinations of the columns of Q s . Thus:
The new quadratic criterion proposed in this paper is based on this property (18). Indeed, this equality implies, from the knowledge of the propagator P, the ability to find an expression of the observability matrix in a particular basis. Thus, assuming that the order n is known, an estimation of the subspace spanned by the observability matrix is available by estimating P.
For that purpose, consider the equation (6). After an initial reorganisation such that the first n rows of Γ Γ Γ α are linearly independent, the following partition can be introduced:
(19) In the no-noise case, it is easy to show that:
In the presence of noise, this relation holds no longer. An estimation of P can however be obtained by minimizing the following cost function:
the unicity ofP being ensured thanks to the convexity of this criterion.
The criterion (21) is, by definition, quadratic and reduces the determination of the range of Γ Γ Γ α to the estimation of an lα − n × n matrix. Its minimization is possible by using techniques such as RLS or TLS algorithms (Ljung, 1999) . However, these techniques give biased estimates when the noise b α (t) is not white. In order to obtain an unbiased estimation of the signal subspace, an instrumental variable is introduced in the previous criterion so as to be applicable even if colored disturbances act on the system, as done by Gustafsson (1997) .
Instrumental variable tracking
Since the covariance matrix of the noise b α is rarely proportional to the identity matrix, it is necessary to modify the criterion (21) so as to be applicable with colored disturbances. This correction is realized by introducing an instrumental variable ξ ξ ξ (t) ∈ R γ×1 (γ ≥ n) in (21), assumed not be correlated with the noise but enough correlated with x(t):
Since only a finite number of data are accessible in practice, replacing the expectation operator with a finite exponentially weighted sum, the previous criterion becomes:
(23) Assuming an instrumental variable can be constructed, the minimization of (23) can be realized by two different manners according to the number of instruments in ξ ξ ξ . Indeed, if γ = n, using the matrix inversion lemma, it is possible to find a first IVPM algorithm:
where
In (Söderström and Stoica, 1989) , it was proved that the accuracy of the estimate obtained from an instrumental variable method increases with the number of instruments. It would be interesting to improve the efficiency of the previous algorithm by increasing the number of used instruments (i.e. γ > n). In that case, the minimization of the criterion (23) appeals to a technique named the Extended Instrumental Method (Friedlander, 1984) . The application of such a technique gives the recursive updating formulae of appendix A, named EIVPM, the main step being:
The complexity of this new algorithm is comparable to the one of PAST or its by-products.
Remark 1. From the second iteration, the updating of the estimated subspace has always the same writing:
This means that, after a short transient period, the recursive estimation is made in the same state-space basis. This property is an important asset for the extraction of the state-space matrices.
RECURSIVE IDENTIFICATION SCENARIO AND INSTRUMENTAL VARIABLE CHOICE
In this section are presented the main stages of the recursive update of the state-space matrices. First of all, assume that an estimate of the system matrices is available at time t − 1. It is then possible to build an estimate of the matrix Φ Φ Φ α (t − 1) by noticing, for example, that the first block column ofΦ Φ Φ α (t − 1) expresses itself simply according toB(t − 1),D(t − 1) andΓ Γ Γ α (t − 1), the other blocks being simple partitions of this one. From this estimate, the approximatioň z α (t) (cf. eq. (12)) can be constructed.
The following step is the setting up of the instrumental variable. Since the available data are temporal data, the easiest way to get a good instrumental variable is to use delayed I/O data. As far as figure 1 is concerned, the instruments must be correlated with present and future dataỹ α and/orũ α but uncorrelated with w α , f α and v α . Introduce the following notation:
where β and µ are user-defined integers. This variable, as y β , represents the available past I/O data from which the instrument vector can be constructed. These data are not noise-free. It is then necessary to study the correlation between the past and future reachable signals to focus on the informative data uncorrelated with the disturbances. By considering table 2, the Table 2 . Correlation between the available I/O data.
only past data uncorrelated with present and future disturbances but correlated with the informative signal y α is the past measured input vector u β ≡ {ũ β , f β }. Thus, the choice of the instrumental variable is:
where β is chosen so that γ = mβ > n and µ so that the temporal correlation length of the instrumental variable is larger than that of the noise.
By feeding the EIVPM algorithm (cf. Appendix A) withž α (t) and ξ ξ ξ (t), a new estimation of the observability matrix is reached. Then, the last stage consists in the extraction of system-matrices. Firstly, the estimation ofÂ(t) andĈ(t) is made as in the nonrecursive case thanks to the shift-invariance structure of Γ Γ Γ α . Given the estimatesÂ(t) andĈ(t), the matriceŝ B(t) andD(t) can be obtained from a linear regression problem ((Van Overschee and De Moor, 1996) chap. 4), the second part of the regressor being calculable recursively (e.g. (Lovera, 1998) ).
EXAMPLES
In this section, the results of a numerical simulation are presented to illustrate the performances of the new recursive algorithm EIVPM compared with the extended instrumental version of the PAST method named EIVPAST (Gustafsson, 1997) .
Consider the following fourth-order MIMO system found in the appendix diskette of (Van Overschee and De Moor, 1996) (sta_demo.m): 
To be in the case of figure 1, measurement noises are added to the undisturbed I/O data. Thus, the inputũ, a Gaussian white noise sequence with variance 1, is contaminated with a zero-mean white noise sequence f with variance 0.64. The outputỹ is also disturbed by a Gaussian white measurement noise such as the signalto-noise ratio equals 16dB. Now, let the initial system matrices be randomly generated under the constraint that the absolute value of the maximum eigenvalue of A(0) is less than 1 (stability requirement). To reduce the effect of this random initialization, consider the following forgetting factor:
For this example, λ 0 = λ (t = 0) = 0.99 and λ f inal = 0.999. Furthermore, the following user-defined quantities are applied: α = β = 6 and µ = 1.
In figure 2 , the eigenvalues trajectories obtained respectively with the new EIVPM algorithm and EIV-PAST are presented. In both cases, the eigenvalue estimations are close to the true values. Even if both results seems to be equally accurate (both methods present the same behaviour after 500 loops), the speed of convergence of EIVPM is higher than the one of EIVPAST. This asset is confirmed in figure  3 since, for each eigenvalue, the normalized mean quadratic error for EIVPM is globally smaller than the one supplied by EIVPAST.
The figure 4 emphasizes the real benefit of EIVPM in term of accuracy, the initialization step being aside. By avoiding to take account of the 100 first iterations, the normalized mean quadratic error for both methods is plotted again. The mean quadratic error of EIVPM is constantly smaller than with EIVPAST (it can be selectively up to eight times smaller). Thus, EIVPM is more accurate both during and after the initialization stage. 
CONCLUSION
In this paper, the problem of recursive identification of a state-space system with process and measurement noises is considered. In order to update the model online with the minimal computational cost, a new recursive algorithm is presented. Under the assumption that the state order is a priori known, a new quadratic criterion has been proposed to estimate recursively the subspace spanned by the observability matrix. The use of an instrumental technique has allowed to annihilate the effects of the disturbances during the recursive subspace identification. The performances of the EIVPM algorithm have been compared with those of EIVPAST on a simulation example. The good results of EIVPM in terms of accuracy and speed of convergence have been underlined.
