Open problems posed by Barry Simon

Orthogonal polynomials on the disk
Orthonormal polynomials on the disk B 1 (0) = {z ∈ C : |z| ≤ 1} are defined as polynomials {p n , n = 0, 1, 2, . . .} for which Observe that these polynomials have the same zeros as the orthonormal polynomials {ϕ n , n = 0, 1, . . .} on the unit circle T = {z ∈ C : |z| = 1} with respect to Lebesgue measure (arc length measure) on the circle, which are ϕ n (z) = z n , the only difference is in the leading coefficient, or in the norm of the monic polynomial. Rakhmanov's theorem [Rakh] [Sim2, Ch. 9] gives information about the ratio of leading coefficients of orthogonal polynomials on the unit circle for measures which are comparable to the Lebesgue measure on the circle: The example (1.1) shows that the limit of the ratio κ n /κ n+1 does not give a distinction between the circle and the disk. If we consider orthonormal polynomials on the annulus {z ∈ C : R ≤ |z| ≤ 1} (0 < R < 1) with respect to Lebesgue measure (area measure)
and hence also for these polynomials the ratio κ n /κ n+1 converges to 1, as is the case for the orthonormal polynomials on the disk and on the unit circle. This example suggests that this phenomenon occurs for more than just the circle and the disk. 
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Isospectral torus
During the workshop, Saff talked about orthogonal polynomials on an Archipelago 1 [GPSS1, GPSS2] . Typically the regions for these orthogonal polynomials are disconnected. For orthogonal polynomials on several intervals (of the real line) [CSZ, SoYu, PeYu] or on several arcs (of the unit circle) [Sim2, Ch. 11] there are cases when the recurrence coefficients are periodic or almost periodic, and the set of recurrence coefficients which give rise to the same spectrum (the same support of the orthogonality measure) turns out to be a manifold which is called the isospectral torus. Unfortunately, there is no finite order recursion formula for the Bergman polynomials on an Archipelago, so it is not obvious to find an operator such as the Jacobi operator (for orthogonal polynomials on the real line) or the CMV matrix (for orthogonal polynomials on the unit circle). One can always use the multiplication operator M by expanding zp n (z) into an orthogonal series consisting of the Bergman polynomials
and then the Hessenberg matrix
has the property that its principal submatrices 
Fix a point x 0 ∈ (−1, 1) and denote the zeros of p n in the neighborhood of x 0 by
The zeros are said to have clock behavior at
for all fixed j ∈ Z. See, e.g., [LSim] , [Sim2] . This notion requires the existence of the density ρ for the zeros. A weaker notion is quasi-clock behavior at x 0 , for which
for any fixed j ∈ Z.
Problem 1.3 In Simon's equilibrium measure paper [Sim1, Example 5.8] there is an example of a measure on [−1, 1] for which the density of zeros does not have a limit. Prove or disprove that there is quasi-clock behavior of the zeros for this example.
See also [ALS] for a more general conjecture.
Singular measures
The orthogonal polynomials for the classical Cantor measure are not known explicitly, but there are techniques for computing the orthogonal polynomials and the recurrence coefficients [Man] . Much more is known for orthogonal polynomials on the Julia set of T (z) = z 2 − c, which for c > 2 is a real set of measure zero [BGH, BMM] . In this case the orthogonal polynomial of degree 2 n is the n-th iterate of the polynomial T :
where 
Finite gap sets
Let J be a Jacobi matrix
with a j > 0 and b j ∈ R, and let p n be the polynomials generated by
with p 0 = 1 and p −1 = 0. Then these polynomials are orthogonal on the real line with respect to some probability measure µ, which is the spectral measure of µ. Killip and Simon [KS] have proved some results relating the behavior of the recurrence coefficients (the entries of the Jacobi matrix J ) and properties of the measure µ. One of their main results is Theorem 1.2 (Killip-Simon) Let J be a Jacobi matrix and µ its corresponding spectral measure. Then
if and only if the following four properties hold
where N ± are zero, finite or infinite, and x
If µ ac is the absolutely continuous part of µ, then
2 −2 log µ ac (x) √ 4 − x 2 dx > −∞.
The following bound holds
N+ j=1 |x + j − 2| 3/2 + N− j=1 |x − j + 2| 3/2 < ∞.
µ is a probability measure.
If the interval [−2, 2] is replaced by a collection of intervals on the real line, then the recurrence coefficients no longer converge, but they may be (asymptotically) periodic or almost periodic.
Problem 1.5 Prove an analog of the Killip-Simon theorem for general finite gap sets.
See also [DKS] where the result is proved for asymptotically periodic recurrence coefficients. 
References
Subexponential behavior
The Nevai class for [−1, 1] consists of all families of orthogonal polynomials (all orthogonality measures µ on the real line) with a three term recurrence relation
for which lim
Nevai [Nev] 
The Schrödinger conjecture
Let H : 2 (N) → 2 (N) be a discrete one-dimensional Schrödinger operator:
(Hy) n = y n−1 + y n+1 + V (n)y n , n∈ N, with y(0) = 0. Let B be the set of all λ for which all solutions y of y n−1 + y n+1 + V (n)y n = λy n are bounded as functions of n ∈ N. The Schrödinger conjecture 2 says that the absolutely continuous part ρ ac of the spectral measure of H is equivalent to χ B (λ) dλ, where χ B is the characteristic function (indicator function) of the set B. There was an earlier version that conjectured it for the entire spectrum, but Jitomirskaya [Jit] found a conuter example to that. A variation of this conjecture, applied to Jacobi operators and orthogonal polynomials, is in terms of the three-term recurrence relation xp n (x) = a n+1 p n+1 (x) + b n p n (x) + a n p n−1 (x), 
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Open problems posed by Paul Nevai
Turán determinants
Turán's inequality says that
for the Legendre polynomials {P n , n ≥ 0}. This inequality inspired Karlin and Szegő [KS] to investigate a general theory dealing with inequalities of this type for classical orthogonal polynomials. Later such quadratic forms were also studied for more general classes of orthogonal polynomials and higher order analogues were also considered (Máté, Nevai and Totik [MNT] , Geronimo and Van Assche [GVA] , Szwarc [Szw] , Osilenker [Os] , Berg and Szwarc [BSz] ). 
Problem 2.1 Study the positivity of Turán-type determinants such as
p 2 n (x) − p n−1 (x)p n+1 (x) (for orthonormal polynomials) or P 2 n (x) − P n−1 (x)P n+1 (x) (
Christoffel functions
Let {p n , n ≥ 0} be orthonormal polynomials on the real line with orthogonality measure α. The Christoffel function is defined as
. It used to be the case that conditions for the existence of were different, the latter being considerably weaker except that they are naturally local since Christoffel functions are monotone with respect to their measures. Now it appears that the gap has been closed, and nowadays both are proved under essentially the same sufficient conditions that are, clearly, far from being necessary.
Problem 2.2
Find conditions for lim inf n→∞ nλ n (x) > 0 (almost everywhere) that are substantially weaker than the currently known sufficient conditions for the existence of the limit.
Regarding Problem 2.2, the following conjecture by Totik and Nevai (and probably also conjectured by many others) is relevant:
The (much) weaker lim inf statement has been known for almost 30 years. If the above conjecture holds, then the orthogonal polynomials are (C, 1) bounded which would be a nice addition to Steklov's conjecture that was proved to be false by Rakhmanov.
Comparative results for orthogonal polynomials
Based on the well-developed comparative theory of orthogonal polynomials, one can prove that
for large classes of measures α and functions g that satisfy some reasonably weak conditions, cfr. Bello and López [BL, Lop] , Peherstorfer and Steinbauer [PS] , Máté, Nevai and Totik [Nev, MNT] . The problem is that all these conditions seem to be far from being necessary as well. 4 An open problem posed by J.S. Geronimo
Orthogonal matrix polynomials
Consider an (m+1)×(m+1) matrix measure dµ with support on the real line. Associated with this measure there are orthogonal matrix polynomials P n such that
They satisfy a three-term recurrence relation
with P 0 = I and P −1 = 0. Suppose the matrix measure is a Hankel matrix
Such measures arise from two variable measures [GW] . A weaker statement is the following. Assume that µ is a reflectionless measure supported on a finite set of analytic arcs Γ = Γ 1 ∪ · · · ∪ Γ k of C. Assume that µ is absolutely continuous with respect to the arclength of these arcs. Is it true that this measure is A-critical, for a suitable finite set A?
where σ 1,1 is a measure of constant sign on an interval ∆ 1 , and ∆ 1 ∩∆ 2 = ∅. In general, the system (f 1 , . . . , f r ) is a Nikishin system of order r when all the measures σ k,r (k = 1, . . . , r) are supported on an interval ∆ r , and each σ k,r is absolutely continuous with respect to σ 1,r , with dσ k,r dσ 1,r (x) = ∆ r−1 dσ k−1,r−1 (t) x − t , k = 2, . . . , r, where the measures (σ 1,r−1 , . . . , σ r−1,r−1 ) are such that there Markov functions are a Nikishin system of order r − 1 on an interval ∆ r−1 , with ∆ r−1 ∩ ∆ r = ∅. For Nikishin systems all multi-indices with the property that n k ≤ n j + 1 whenever 1 ≤ j < k ≤ r are known to be strongly normal (Driver and Stahl [DS] ). Guillermo López Lagomasino and Ulises Fidalgo Prieto [FPLL] showed that any Nikishin system of order r = 3 is strongly perfect.
Problem 6.1 Which multi-indices are normal for a Nikishin system of order r > 3?
In an e-mail (dated January 9, 2009), Guillermo López Lagomasino announced that he and Ulises Fidalgo Prieto definitely proved that Nikishin systems are perfect. Naturally, if their proof is indeed valid, then this problem is no longer open.
