ABSTRACT. Let f : (X, ∆) → Y be a flat, projective family of sharply F -pure, log-canonically polarized pairs over an algebraically closed field of characteristic p > 0 such that p ∤ ind(K X/Y + ∆). We show that K X/Y + ∆ is nef and that f * (O X (m(K X/Y + ∆))) is a nef vector bundle for m ≫ 0 and divisible enough. Some of the results also extend to non log-canonically polarized pairs. The main motivation of the above results is projectivity of proper subspaces of the moduli space of stable pairs in positive characteristics. Other applications are Kodaira vanishing free, algebraic proofs of corresponding positivity results in characteristic zero, and special cases of subadditivity of Kodairadimension in positive characteristics.
INTRODUCTION
Results stating positivity of the (log-)relative canonical bundle and of the pushforwards of its powers (e.g. [Car58] , [Gri70] , [Fuj78] , [Kaw81] , [Vie83] , [Kol87] ) played an important role in the development of modern algebraic geometry. Applications are numerous: projectivity and quasiprojectivity of moduli spaces (e.g. [Kol90] , [Vie95] ), subadditivity of Kodaira-dimension (e.g., [Vie83] , [Kol87] ), Shafarevich type results about hyperbolicity of moduli spaces (e.g., [Par68] , [Ara71] , [Szp79] ), Kodaira dimension of moduli spaces (e.g., [Mum77] , [EH87] ), etc. Most of the proofs of the above mentioned general positivity results are either analytic or depend on Kodaira vanishing. Either way, they work only in characteristic zero. The word "general" and "most" has to be stressed here: there are positivity results available for families of curves (e.g., [Szp79] , [Kol90] ) and K3 surfaces [Mau12] in positive characteristics. The aim of this article is to present positivity results available for arbitrary fiber dimensions in positive characteristics, bypassing the earlier used analytic or Kodaira vanishing type techniques. The strongest statements are in the case of (log)-canonically polarized fibers, but there are results for fibers with with nef log-canonical bundles as well. As in characteristic zero, one also has to put some restrictions on singularities. Here we assume the fibers to be sharply F -pure, which corresponds to characteristic zero notion
1.B. Results: full generality
In algebraic geometry, one is frequently forced to work with pairs or even with non-normal pairs for various reasons: induction on dimension, compactification, working with non-proper varieties, etc. Hence, in the present article we put our results in the following, slightly more general framework than that of Section 1.A. Notation 1.4. Let f : X → Y be a flat, relatively S 2 and G 1 , equidimensional, projective morphism to a projective scheme over k and ∆ a Q-Weil divisor on X, such that (1) Supp ∆ contains neither codimension 0 points nor singular codimension 1 points of the fibers, (2) there is a p ∤ r > 0, such that r∆ is an integer divisor, Cartier in relative codimension 1 and ω
[r]
X/Y (r∆) is a line bundle (note that ω
X/Y (r∆) is defined as ι * (ω r U/Y (r∆| U )) where ι : U → X is the intersection of the relative Gorenstein locus and the locus where r∆ is Cartier) and (3) for all but finitely many y ∈ Y , (X y , ∆ y ) is sharply F -pure (see Definition 2.4).
The main results of the paper are as follows.
Theorem 1.5. In the situation of Notation 1.4, if ω [r]
X/Y (r∆) is f -nef and for all but finitely many y ∈ Y , K Xy + ∆ y is semi-ample, then ω X/Y (r∆) is f -ample and (X y , ∆ y ) is sharply F -pure for all y ∈ Y , then f * (ω [mr] X/Y (mr∆)) is nef for all m ≫ 0. REMARK 1.7. The assumptions p ∤ ind(K X + ∆) in the above theorems can be dropped, by replacing sharply F -pure by strongly F -regular. This is worked out in Theorems 3.16 and 3.18.
Contrary to Theorem 1.5, in Theorem 1.6 we assumed that all fibers are sharply F -pure. In fact, if the base is a projective curve, then we may assume sharp F -purity only for a general fiber as stated in Theorem 3.12. However, for higher dimensional bases we cannot assume only sharp F -purity of the general fiber. Indeed, there is no reason to expect nefness on a curve of Y over which the singularities are not sharply F -pure. This of course does not explain why we cannot allow finitely many fibers with non sharply F -pure fibers in Theorem 1.6. The reason for the latter, is some technical deficiency of the current theory (in Proposition 2.27 sharp F -purity of all fibers is assumed), which will most likely be overcome soon. On the other hand, if only the general fiber is required to be sharply F -pure, one can still try to prove weak-positivity of f * ω
The author has evidence that taking determinant can be removed from the above corollary. I.e., it can be shown that f * ω
[m]
X/Y is ample as a vector bundle. This issue will be also addressed in upcoming articles.
In addition to the above statements, the semi-ample assumption in Theorem 1.5 can be dropped on the expense that the index r has to be 1, as stated in the following theorem. For the proofs of the above statements, see Sections 3.C and 3.D. Hoping that MMP and the moduli space of stable pairs work in positive characteristics as they do in characteristic zero, one would hope that the divisibility condition of Notation 1.4 could be removed and the sharply Fpure condition could be relaxed to semi-log canonical eventually. Unfortunately, the author has no evidence pro or against this (see Section 5).
The following are the main applications. The first one states the existence of a projective coarse moduli space for certain functors of stable varieties. Note that stable varieties are the higher dimensional analogues of stable curves. According to Corollary 4.1, the last step of the general scheme of proving existence of projective coarse moduli spaces initiated in [Kol90] works if the singularities are at most sharply F -pure (see Section 4.A for details). 
If F admits
(1) a coarse moduli space π : F → V , which is a proper algebraic space and (2) a morphism ρ : Z → F from a scheme, such that π • ρ is finite and for the family g : W → Z associated to ρ, det g * ω
[mr] W/Z descends to V for every high and divisible enough m, then V is a projective scheme.
The second application claims that the above positivity results hold in characteristic zero, assuming Conjecture 4.3 stating that semi-log canonical equals dense sharply F -pure type. It should be noted that recently Fujino gave an unconditional proof of Corollary 4.5 using Hodge Theory [Fuj12] .
Corollary 4.5. Let (X, ∆) be a pair over an algebraically closed field of characteristic zero with Q-Cartier K X + ∆ and f : X → Y a flat, projective morphism to a smooth projective curve. Further suppose that there is a y 0 ∈ Y , such that ∆ avoids all codimension 0 and the singular codimension 1 points of X y 0 , and either 
The third application is a special case of subadditivity of Kodaira-dimension. It states that in our special setup, suited for moduli theory, if both the base and the general fiber is of (log-)general type then so is the total space. Corollary 4.6. In the situation of Notation 1.4, if furthermore Y is an S 2 , G 1 , equidimensional projective variety with K Y Q-Cartier and big, K X/Y + ∆ is f -semi-ample and K F + ∆| F is big for the generic fiber F , then K X + ∆ is big.
1.C. Idea of the proof
To prove the above mentioned semi-positivity results first we show two general statements, Propositions 3.6 and 3.7, about semi-positivity of a line bundle and its pushforward. We consider the following situation, neglecting ∆ at this time. Given a fibration f : X → Y and a Cartier divisor N on X with certain positivity (e.g., N − K X/Y is nef and f -ample), we want to prove positivity of f * O X (N). One way to approach this problem is to try to find sections of f * N , where N := O X (N). For that, notice that for nice Y and generic y ∈ Y , there is an isomorphism
Fortunately, there is a nice lifting result available for F -singularities by Karl Schwede, see Proposition 2.17. This leads us to proving a global generation result for some twist of f * N in Proposition 3.3, which then implies nefness of the same twist of f * N . The next step is to get rid of this twist. For that we use the product trick of Notation 2.11, i.e., we apply our global generation result for n-times fiber products of X with itself over Y . The upshot is that we obtain nefness of n i=1 f * N twisted by a line bundle. However, the twist is independent of n, which yields nefness of f * N itself. This is done in Proposition 3.6. Then one can consider the natural morphism f * f * N → N . If this is surjective enough and f * N is a nef vector bundle, N is nef as well. This is Proposition 3.7.
Having shown the general semi-positivity statements, deducing the semi-positivities of Theorems 1.5, 1.6 and 1.9 is still a bit of work. The most tricky is Theorem 1.5, because the index can be an arbitrary integer not divisible by p. In the index one case, the rough idea is as follows. We take a very positive Cartier divisor L, and we prove by induction on q > 0 that qK X/Y + L is nef, using the general nefness result mentioned in the last sentence of the previous paragraph. Then, if this holds for all q > 0, K X/Y has to be nef as well. Unfortunately, this argument brakes down when r := ind(K X/Y ) > 1. In that case we have to argue by contradiction. We choose a Cartier divisor B, which is the pullback of an ample Cartier divisor from Y , and we consider the smallest t > 0, such that K X/Y + tB is nef. Then similarly to the index one case, we prove inductively that q(rK X/Y + (r − 1)tB) + L is nef for all q > 0. Therefore, so is rK X/Y + (r − 1)tB, and then also K X/Y + r−1 r tB. However, r−1 r t < t, which contradicts the choice of t, unless K X/Y was nef originally. Unfortunately, there is a point where one has to be a bit more careful with this argument: (r − 1)tB has to be Cartier. Hence, we cannot really use t, we have to use a rational number a b which is slightly bigger than t and for which (r − 1) < t is going to hold or not. This is solved at least for t > 1 by Lemma 3.8 using elementary number theoretic considerations. Then, by pulling back our family X → Y via an adequate finite map Y ′ → Y , we can maneuver ourselves into a situation where t > 1.
1.D. Notation
We fix an algebraically closed base field k of positive characteristic p. Every scheme is taken over this base field, and is assumed to be separated and noetherian. The generic point of a subvariety W of a scheme X is denoted by η W . For any scheme X over k, X sing denotes the (reduced) closed set of X, where X is not regular.
In the present article, many schemes are not normal. For every such X we consider only Weil divisors that have no components contained in X sing . By abuse of notation, a Weil divisor will always mean such a special divisor. They form a free Z-module under addition, which we denote by Weil * (X). A Weil divisorial sheaf, on an S 2 , G 1 scheme X is a rank one reflexive subsheaf of the total space of fractions K (X). In the present article every Weil divisorial sheaf is invertible in codimension one, hence by the abuse of notation Weil divisorial sheaves will mean Weil divisorial sheaves that are invertible in codimension one. The usual reference for such sheaves is [Har94] , where they are called almost Cartier divisors. It is important to note that every reflexive sheaf on an S 2 , G 1 scheme which is invertible in codimension one can be given a Weil divisorial sheaf structure. That is, one can find an embedding of it into K (X). For every E = a D D ∈ Weil * (X) one can associate a Weil divisorial sheaf:
where if D ⊆ X sing , then a D = 0 necessarily, and then by ord D f ≥ a D we mean that f ∈ O X,η D . Linear equivalence of Weil divisorial sheaves is defined by multiplying with an invertible element of K (X) and addition by multiplying them together and taking reflexive hull. That is, L ∼ K if and only if there is a
Weildivisorial sheaves modulo linear equivalence form a group under the above addition, which is denoted by Pic * (X). If X is of finite type over k and reduced, then there are only finitely many divisors contained in X sing . Hence, by [Har94, Proposition 2.11.b], every Weil divisorial sheaf is linearly equivalent to one of the form (1.9.a). Therefore the construction of (1.9.a) yields a surjective homomorphism Weil * (X) → Pic * (X). One can show that the kernel consists of the
is isomorphic to Weil * (X) modulo linear equivalence of Weil divisors. In the current article we mostly use the latter representation of Weil * (X). Similarly as above, a Q-divisor means a formal sum of codimension one points not contained in X sing with rational coefficients. A Q-divisor D is effective, i.e., D ≥ 0, if all its coefficients are at least zero. For a Q-divisor D, ind(D) is the smallest integer n, such that nD is an integer Cartier divisor. Given a flat projective morphism f : X → Y with X being S 2 and G 1 and Vector bundle means a locally free sheaf of finite rank. Line bundle means a locally free sheaf of rank one. When it does not cause any misunderstanding, pullback is denoted by lower index. E.g., if F is a sheaf on X, and X → Y and Z → Y are morphisms, then F Z is the pullback of F to X Y Z. This unfortunately is also a source of some confusion: F y can mean both the stalk and the fiber of the sheaf F at the point y. Since both are frequently used notations in the literature, we opt to use both and hope that it will always be clear from the context which one we mean.
There are some important conventions of orders of operations, since expressions as F e * ω X (∆)⊗L are used frequently. Push-forward has higher priority than tensor product, but twisting with a divisor has higher priority than push-forward. E.g., the above expression means (F e * (ω X (∆)))⊗L .
1.E. Organization
Section 3 is the core of the article. It contains the details of the argument outlined in Section 1.C. The necessary definitions, background material and technical statements can be found in Section 2. Many of these technical statements involve finding uniform bounds for certain behaviors experienced in the presence of very positive line bundles. Section 4 contains the proofs of the applications of the general positivity statements. Finally, we collected some of the many questions the article brings up in Section 5.
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BACKGROUND
This section contains the necessary technical definitions and statements used in the arguments outlined in Section 1.C and worked out in Section 3.
2.A. Definitions
Here we present the definitions used in the paper from the theory of F -singularities. As mentioned in the introduction, these are characteristic p counterparts of the singularities of the minimal model program. We give only the minimally needed definitions, we refer the reader to [ST11] for a general survey on the theory of F -singularities. As the singularities of the minimal model, the F -singularities show up naturally in lifting statements. This is how they appear in the present article. Definition 2.1. A pair (X, ∆) is an S 2 , G 1 , noetherian, separated scheme over k of pure dimension, with an effective Q-divisor ∆. Note that, according to Section 1.D, a Q-divisor is a formal sum with rational coefficients of codimension one points that are not contained in the singular locus of X. The index ind(X, ∆) is defined as ind(K X + ∆), that is, the smallest positive integer r such that r(K X + ∆) is an integer Cartier divisor. Notation 2.2. Let (X, ∆) be a pair, such that K X + ∆ is Q-Cartier and p ∤ ind(X, ∆). Set g := min{e ∈ Z >0 |(p e − 1)(K X + ∆) is Cartier}. (Note that there is an integer e > 0 for which (p e − 1)(K X + ∆) is Cartier, by the index assumption and Euler's theorem. Hence g exists and furthermore, these integers are exactly the multiples of g) For any e ≥ 0 such that g|e, define
Let F e : X → X be the e-th iteration of the absolute Frobenius morphism, i.e., the map, which is the identity on points and is r → r p e on the structure sheaf. Denote by φ e : F e * L e,∆ → O X the unique extension from the Gorenstein locus of the composition of following maps:
• the embedding F
→ O X (note that twisting with a divisor has higher priority than pushforward according to Section 1.D) and
Proposition 2.3. In the situation of Notaion 2.2,
Proof. Let m := e ′ /e ′′ and f := (m − 1)e ′′ . Then,
Lemma 3.9] and the projection formula (using
Definition 2.4. In the situation of Notation 2.2, define the non-F-Pure ideal of (X, ∆) as
According to [Sch11, Remark 2.9] and Proposition 2.3 this intersection stabilizes, that is,
, for all e ≫ 0. Also by [Sch11, Remark 2.9], if e > 0 is any integer such that g|e, then σ(X, ∆) is the unique largest ideal I such that
In the known counterexamples to Kodaira vanishing (e.g., [Ray78] ) one finds elements in adjoint linear systems that do not come from some high Frobenius. Hence, a technique to lift sections in positive characteristic is to consider only sections of adjoint bundles that come from arbitrary high Frobenius. One such collection of sections is the following subgroup of H 0 (X, L ). For the main application, see Proposition 2.17. Definition 2.5. In the situation of Notation 2.2, if L is a line bundle on X, then define
REMARK 2.6. It is very important to stress that
The following proposition gives a better description of
It is the one that will be used throughout the article.
Proposition 2.7. In the situation of Notation 2.2, if L is a line bundle on
Proof. The difference between the left side of (2.5.a) and (2.7.a) is that the σ(X, F ) is omitted from the latter one. Hence the latter is bigger and in particular using (2.5.a),
To prove the other inclusion, consider then the following isomorphisms for any g|e.
This yields a homomorphism
and in particular then using (2.5.a) again,
REMARK 2.8. In the situation of Definition 2.5, if X is projective, then
for all e ≫ 0.
2.B. Cohomology and base change
Here, we list a couple of standard statements about cohomology and base change as a reference for the following sections. We also introduce the product construction in Notation 2.11, one of the main tricks of the article. 
are isomorphisms, and for all y ∈ Y and i > 0, 
Then R i f * G = 0 for i > 0, f * G is locally free, and the natural homomorphisms
Notation 2.11. For a morphism f : X → Y of schemes, define
In most cases, we omit Y from our notation. I.e., we use
Lemma 2.12. Let f : X → Y be a projective flat morphism over a noetherian scheme and G a coherent sheaf on X flat over Y , such that H i (X y , G ) = 0 for all i > 0 and y ∈ Y . Then, using Notation 2.11, the natural morphisms
are isomorphisms.
Proof. First note, that since both G and X are flat over Y , p * i G is flat over Y as well. However then
By the assumptions and Knneth formula, H i (X y , G (n) ) = 0 for all i > 0 and y ∈ Y . Therefore, by applying Lemma 2.10 for both G (n) and G , one obtains
is locally free, and that (2.12.b) holds. The following isomorphisms show (2.12.a).
2.C. Global generation
Here we prove a Fujita type uniform global generation result for flat families in Proposition 2.15. The main tool is the relative version of Fujita vanishing, which is also crucial for many other statements of the article. 
Proof. Let n be the biggest dimension of a fiber of f . Pick a globally generated ample line bundle A on X. Using Theorem 2.13, fix a M > 0, such that for every f -nef line bundle K on X,
Then by Lemma 2.12 for all y ∈ Y and f -nef K ,
In particular since A n−i is nef for every i ≤ n: for all i ≤ n, y ∈ Y and f -nef K ,
Therefore, by Theorem 2.14, F ⊗ L M ⊗ K | Xy is globally generated, which concludes our proof.
2.D. Adjunction and surjectivity
In Proposition 2.17 another main ingredient of the article, the lifting statement, is stated for easier reference (see Section 1.C for explanation, and Proposition 3.3 for the main application).
Definition 2.16. In the situation of Notation 2.2, a subvariety Z ⊆ X is an F -pure center, if (X, ∆) is sharply F -pure at the generic point of Z and if for some (or equivalently all [Sch09,
Z is the union of F -pure centers, then (2.16.a) still holds. In both situations for any e > 0, L e·g,∆ → O X descends then to
The only situation where ∆ Z will be used in this article is if Z is an S 2 , G 1 Cartier divisor and ∆ is Q-Cartier at the codimension one points of Z with index relatively prime to p. Then ∆ Z is the natural restriction ∆| Z [PS12, Lemma 4.6]. Furthermore, if (Z, ∆ Z ) is sharply F -pure, then ∆ Z is automatically a divisor in the sense of the current article (c.f., paragraph before [PS12, Lemma 4.6]). That is, none of its components are contained in the singular locus of Z. In our situations this will always be the case.
Proposition 2.17. In the situation of Notation 2.2, if Z ⊆ X is the union of F -pure centers of (X, ∆), and L a Cartier divisor, such that L − K X − ∆ is ample, then there is a commutative diagram as follows with surjective left vertical arrow.
Proof. The statement is shown in [Sch11, Proposition 5.3] for normal X. For S 2 and G 1 X, verbatim the same proof works. 
Lemma 2.20. In the situation of Notation 2.18, if for M > 0 and an e 0 > 0
is nef and for every i > 0, 0 < e ≤ e 0 , m ≥ M and nef line bundle K (2.20.a) 
, and extend it with B * 
If K is an arbitrary nef line bundle, then this yields another exact sequence:
where
Notice that by assumptions both
Therefore, applying cohomology to (2.20.b) yields the statement of the lemma. 
Proof. Consider the following commutative diagram, where C ∆ ′ , D ∆ ′ and E ∆ ′ are defined as the cokernels and kernels of the adequate vertical maps.
(2.21.a) 0 0
However, then by (2.21.b), every possible E ∆ ′ is contained in finitely many components of the quot-scheme Quot B 1 . Let M be the union of these components. There is a universal family
over MX, where p : MX → X is the natural projection. By the choice of M, for every ∆ ′ there is a y ∈ M, such that B 1 → G y is isomorphic to the surjection B 1 → E ∆ ′ with identity at B 1 . Therefore, it is enough to prove the statement of the lemma for all F y instead of all B 1 ∆ ′ . However, that is just Theorem 2.13 and Lemma 2.9 applied to the morphism MX → X and F .
Proposition 2.22. In the situation of Notation 2.18, there is an
is nef for all ∆ ′ as above. Second by Lemma 2.21 after possibly increasing M, for every i > 0, 
Proof. Choose M to be the M obtained in Proposition 2.22. Consider the exact sequence
twist it by L m ⊗K and apply H i ( ) to it. Since for all m > M and e > 0, H 1 (X, B e ∆ ′ ⊗L m ⊗K ) = 0 by the choice of M, we obtain a surjection
In particular this implies (2.23.a). 
is sharply F -pure, where the empty intersection is defined to be X itself. In particular, for j = 0 we obtain the statement of the lemma. 
Proof. Let A i (i = 1, . . . , n) and A i,0 (i = 1, . . . , n) be pullbacks of generic hyperplane sections of Y . We think about A i as moving and A i,0 as being fixed. Fix y 0 ∈ n i=1 A i,0 . Choose then M > 0, such that the statement of Corollary 2.23 holds for both (X, ∆ +
By possibly increasing M, we may also assume that
Consider the following commutative diagram for a y ∈ n i=1 A i , m ≥ M and a nef line bundle K on X. Here the left vertical arrow is the homomorphism of Proposition 2.17 composed n-times.
By applying Proposition 2.17 n-times, one obtains that the left vertical arrow is surjective. The top horizontal arrow is isomorphism by the choice of M.
Consider now the particular case of (2.25.a), when y = y 0 and A i = A i,0 . Then by the choice of M, the bottom horizontal arrow is isomorphism as well. Hence, the right vertical arrow has to be surjective as well. However, then it is surjective for every y in a neighborhood of y 0 [Har77, Theorem III.12.11.a]. But then using the surjectivity of the left and top arrows for generic A i and y ∈ n i=1 A i one obtains that the bottom arrow is isomorphism for generic y ∈ Y . 
Proof. First, note that all assumptions of the corollary hold for any projective pullback of the family. (To see that the reflexive power ω
X/Y (r∆) of the relative log-canonical sheaf being a line bundle holds for the pulled back family, show that the corresponding sheaf of the pulled back family is isomorphic to the pull-back of the sheaf of the original family and hence is a line bundle. To show the isomorphism, use that it holds in relative codimension one, and [HK04, Corollary 3.7].) Second, note that proving the statement for any projective pullback via a surjective map Y ′ → Y yields the statement for the original family as well. Hence, using a cover Y ′ → Y consisting of alterations of the components of Y , we may assume that Y is the union of smooth projective varieties. Note, since the statement of the lemma concerns only the value of L on the fibers, we may also replace L by L ⊗ f * A , and hence assume that it is ample. However then the result follows from Proposition 2.25. 
Proof. By Proposition 2.25, there is an M > 0 and an open set U 1 ⊆ Y , such that the statement of the proposition holds for all y ∈ U 1 , instead of all y ∈ Y . Using Proposition 2.25 again for the pullback of the family over Y \ U 1 , one finds an open set U 2 ⊆ Y \ U 1 and possibly even bigger M > 0, such that the statement of the proposition holds also for all y ∈ U 2 , and then for all y ∈ U 1 ∪ U 2 . Iterating this process, by the Noetherian property, one obtains finitely many U i ⊆ Y as above such that U i = Y . This finishes our proof.
2.F. Auxilliary statements about the product construction
Here we present some statements about the construction of Notation 2.11. 
Getting back to the situation of our proposition, since F is S r ,
Proposition 2.29. Using Notations 2.11, if f : X → Y is a morphism from a G 1 scheme to a smooth curve, then X (n) is G 1 for any n.
Proof. Notice that for X to be G 1 , X y has to be G 1 for generic y, and G 0 for every y ∈ Y . However then for every n ∈ Z + , X (n) y is G 1 for generic y, and G 0 for every y ∈ Y , which concludes our proof.
Proposition 2.30. Using Notations 2.11, if f : X → Y is a projective, flat morphism from an S 2 and G 1 scheme to a smooth curve, then ω
Proof. First, notice that both ω X/Y and ω X (n) /Y are reflexive. Furthermore, by [BHPS12, Lemma 2.11], so is ω (n) X/Y . Therefore, it is enough to prove that ω
However if U is the relative Gorenstein locus of f , then the isomorphism is clear over U (n) . This concludes our proof since codim X (n) X (n) \ U (n) ≥ 2 by Proposition 2.29.
Lemma 2.31. In the situation of Notation 2.2, if L is a line bundle on X and X is reduced, then
(Here X (m) and L (m) are taken over Spec k.)
Proof. A word of caution before starting the proof:
) has to be a pair. That is, X (m) has to be S 2 and G 1 , and ∆ (m) has to be an element of Weil * (X), i.e., none of the components of ∆ (m) can be contained in X (m) sing
. The conditions on X (m) follow from Propositions 2.28 and 2.29. For the condition on ∆ (m) , notice that since X is reduced and we are working over an algebraically closed field, the components of X are generically smooth. It is immediate then that all generic points of ∆ (m) are contained in the smooth locus of X (m) . After the preliminary considerations note that for every e > 0 such that g|e,
over the Gorenstein locus and then by codimension argument it holds everywhere. Hence for every e > 0, such that g|e,
property of Frobenius
flat base-change Furthermore, the induced trace maps also respect this decomposition. Hence the following commutative diagram concludes the proof.
3. SEMI-POSITIVITY In this section we present the main results of the article. For an outline of the arguments see Section 1.C.
3.A. Generic global generation
Notation 3.1. We use the following notations in this section
(1) (X, ∆) is a pair, such that K X + ∆ is Q-Cartier and p ∤ ind(K X + ∆), (2) f : X → Y is a flat, projective morphism to a smooth projective curve, (3) fix also a closed point y 0 ∈ Y such that X 0 := X y 0 is S 2 , G 1 and reduced and ∆ avoids all codimension 0 and the singular codimension 1 points of X 0 , (4) set ∆ 0 := ∆| X 0 and r := ind(K X + ∆). REMARK 3.2. In the situation of Notation 3.1, note the following:
(1) if a codimension one point ξ of X 0 is singular, then ∆ avoids ξ hence it is Cartier there, otherwise if it is non-singular then K X is Cartier at ξ and hence by the index assumption on K X + ∆, ∆ is Q-Cartier with index not divisible by p, (2) therefore, at all codimension one points of ξ, ∆ can be sensibly restricted, (3) (X 0 , ∆| X 0 ) is a pair and (4) by [PS12, Lemma 4.6], ∆| X 0 agrees with the F -different of ∆ at X 0 .
Proposition 3.3. In the situation of Notation 3.1, choose a Cartier divisor N and set
Note also that N −K X/Y −∆ is nef by assumption (3) and it is relatively ample by (1). Furthermore, X 0 is the pullback of an ample divisor from Y . Hence, N − K X/Y − ∆ + X 0 is ample and then by (3.3.b) so is M − K X − ∆ − X 0 . Note now the following:
• p ∤ ind(K X + ∆) = ind(K X + ∆ + X 0 ), and • since X 0 is smooth at all its general points (by reducedness) and ∆ contains no components of X 0 , X 0 is a union of F -pure centers of (X, ∆ + X 0 ). Hence, Proposition 2.17 implies that the diagonal arrow in (3.3.a) is surjective. This finishes our proof. 
In particular then deg(E ) ≥ 0. Since this is true for arbitrary τ and E ,F is nef indeed. Proof. We show every assumption of Notation 3.1 for f (n) : X (n) → Y one by one.
Lemma 3.5. In the situation of Notation
• X (n) is S 2 and G 1 by Propositions 2.28 and 2.29.
• Since all the components of X 0 are generically smooth, the same holds for a generic fiber, and then one can see that
avoids the codimension 0 and the singular codimension one points of X (n) y 0 , because the same holds for ∆ 0 and every component of X 0 is generically smooth.
• By Proposition 2.30,
and hence
Proposition 3.6. In the situation of Notation 3.1, choose a Cartier divisor N and set
Proof. The proof uses the notations introduced in Notation 2.11. Let n > 0 be an integer. First, notice the following:
• by Lemma 3.5, the assumptions of Notation 3.1 are satisfied for
• by Lemma 2.31 and the Knneth formula,
Hence Proposition 3.6 applies to (X (n) , ∆ (n) ) and N (n) , and consequently, f (n) * (N (n) ) ⊗ ω Y (2y 0 ) generically globally generated for every n > 0.
By assumption (1) and Lemmas 2.9, 2.10 and 2.12, f
f * N and f * N is a vector bundle. Therefore, f * N is a vector bundle, such that (
is generically globally generated for every n > 0. Hence, by Lemma 3.4, f * N is a nef vector bundle. This concludes our proof. 
The left vertical arrow is surjective because of assumption (1) of Proposition 3.6 and Lemmas 2.9 and 2.10. The bottom horizontal arrow is surjective except finitely many y ∈ Y . Hence f * f * N → N is surjective except possibly at points lying over finitely many points of y ∈ Y . To show that N is nef, we have to show that deg N | C ≥ 0 for every smooth projective curve C mapping finitely to X. By assumption this follows if C is vertical. So, we may assume that C maps surjectively onto Y . However, then (f * f * N )| C → N | C is generically surjective. Since f * N is nef by Proposition 3.6, so is f * f * N and hence deg(N | C ) ≥ 0 has to hold. Since b + 1 = cr has to hold for some integer c, (3.8.a) together with r|b + 1 is equivalent to finding a rational number
3.C. Semi-positivity when the relative log-canonical divisor is relatively semi-ample
However there is such an a, since t > 1 and hence
Proof. By [Har77, Corollary 12.9] on an open set (depending on n) of Y , f * L n is locally free and
is an isomorphism. Therefore, for n ≫ 0 and divisible enough, 
Proof. Assume that K X/Y + ∆ is not nef. Choose any general, effective ample Cartier divisor on Y and let B be its pullback to X. By Lemma 3.9 for s ≫ 0, K X/Y + ∆ + sB is nef. Let then
If t = 0, there is nothing to prove. Hence we may assume t > 0. If t ≤ 1, then by taking a degree
and let π : X ′ → X be the natural projection. Then, one has to verify that the pulled back family still satisfies the assumptions of Notation 3.1: for example X ′ is S 2 because according to [Gro65, Corollaire 6.1.2 and Proposition 6.3.1], a flat fibration over a smooth curve is S 2 exactly if the generic fiber is S 2 and the special fibers are S 1 . This is stable under pullback. One has to be 1 To be precise, if B = f * D, then we choose a general very ample, effective divisor H, such that there is a divisor G,
, where the ring structure is given by the embedding
also careful about pulling back ∆. It is not Q-Cartier, but according to Definition 2.1, none of its components is contained in X sing and hence ∆ is Cartier outside of a codimension at least two open set. Then one can pull back by pulling back over this open set, and then extending it in the unique way. The only trap in this process is that a priori one of the components of π * ∆ can end up in the singular locus. However, this cannot happen, since outside of finitely many general fibers, π isétale, and ∆ does not contain any components of the branched (and therefore general) fibers by assumption. The other conditions are immediate 2 . After applying the above pullback and replacing π * B by B ′ , t changes to d · t, because:
is nef, and if there was a s < dt, such that K X ′ /Y + π * ∆ + sB ′ was nef, then for every curve C on
.
would hold. Since every curve on X is the pushfoward of a curve from X ′ , this would mean that
B was nef, which would contradict the definition of t. Hence as claimed, t changes to d · t. Therefore, since d can be chosen to be arbitrary big, we may indeed assume that t > 1. Furthermore, by Lemma 3.8, then there is a rational number 
is globally generated for all y ∈ Y.
We prove by induction that q(p(K X/Y +∆)+(p−1)A)+Q is nef for all q > 0. For q = 0 the statement is true by the choice of Q. Hence, we may assume that we (q−1)(p(K X/Y +∆)+(p−1)A)+Q is nef. Now, we verify that the conditions of Proposition 3.7 hold for N := q(p(K X/Y +∆)+(p−1)A)+Q and N := X(N). Indeed:
• N is Cartier by the choice of p and A, • R i f * N = 0 for all i > 0 because of (3.10.a) and that
is an f -nef Cartier divisor,
is not only f -ample, but also nef, because of the inductional hypothesis and that A = a b B ≥ tB, 2 Remember that since D and H are general, π isétale over X 0 .
• using (3.10.b) and the f -nefness of (3.10.d),
• since all the summands of N are f -nef, so is N, • N| Xy is globally generated, by (3.10.c) and since N − Q is f -nef according to (3.10.d). Hence Proposition 3.7 implies that N is nef. This finishes our inductional step, and hence the proof of the nefness of q(p(K X/Y + ∆) + (p − 1)A) + Q for every q > 0. However, then p(K X/Y + ∆) + (p − 1)A has to be nef as well. Therefore, so is
However, a b+1 < t, which contradicts the definition of t. Therefore our assumption was false, K X/Y + ∆ is nef indeed. 
In the above situation we claim that
Proof. Notice that by construction π * ω
[r]
X/Y (r∆) and ω X/Y (r∆) and ω
Proof of Theorem 1.5. Choose any curve C on X. We are supposed to prove that deg ω
If C is vertical this is immediate since ω X/Y (r∆) is nef. However, according to Lemma 3.11, this is the same as proving that ω 
) is a nef vector bundle for every m ≥ M.
Proof. Let N := mr(K X/Y + ∆) for some m ≥ M, and N := O X (N). Then the assumptions of Proposition 3.6 for this N are satisfied: X/Y (mr∆)) = 0 and
Choose now any finite map τ : Y ′ → Y from a smooth, projective curve. We are supposed to prove that τ * f * (ω
X/Y (mr∆)) commutes with base change for every m ≥ M. I.e., using the notations of Lemma 3.11, for every m ≥ M,
X/Y (mr∆)). Therefore, it is enough to prove that the latter is nef. However, again by Lemma 3.11, this is equivalent to proving that f
is nef for all m ≥ M, which is exactly the statement of Theorem 3.12.
Proof of Corollary 1.8. By Theorem 1.6 there is a i 0 > 0 such that for all i ≥ i 0 , f * ω X/Y commutes with base-change, (2) i 0 rK Xy is very ample,
) is surjective and (4) Ker ξ Consider then the surjective map (3.13.c)
The fiber of the kernel of this map at y is Ker ξ d y . Hence using assumption (4), the fiber of the "classifying map" of [Kol90, 3.9 Ampleness lemma] associated to the surjection (3.13.c) are the sets {y ′ ∈ Y |X y ′ ∼ = X y }. By the assumption of the corollary these sets and hence the fibers of the classifying map are finite. In particular then by [Kol90, 3.9 Ampleness lemma], using the finiteness of the automorphism groups, det f * ω
3.D. Semi-positivity when the relative log-canonical divisor is relatively nef
Theorem 3.14. In the situation of Notation 3.1, if ind(X, ∆) = 1, X 0 is sharply F -pure and
Proof. Using Theorem 2.13, Corollary 2.23 and Proposition 2.15, there is an ample enough line bundle L on X, such that for all i > 0 and f-nef line bundle K ,
Let L be a divisor of L . We prove by induction that q(K X/Y + ∆) + L is nef for all q > 0. For q = 0 the statement is true by the choice of L. Hence, we may assume that we (q−1)(K X/Y +∆)+L is nef. Now, we verify that the conditions of Proposition 3.7 hold for N := q(K X/Y + ∆) + L and N := X(N). Indeed:
• N is Cartier by the index assumption, • R i f * N = 0 for all i > 0 because of (3.14.a) and that K X/Y +∆ is an f -nef Cartier divisor, • furthermore, the Q-divisor
is not only f -ample, but also nef by the inductional hypothesis, • using the f -nefness of K X/Y + ∆ and (3.14.b),
• since all the summands of N are f -nef, so is N, • for every y ∈ Y , N| Xy is globally generated by (3.14.c).
Hence Proposition 3.7 implies that N is nef. This finishes our inductional step, and hence the proof of the nefness of q(K X/Y + ∆) + L for every q > 0. However, then K X/Y + ∆ has to be nef as well. This concludes our proof.
Proof of Theorem 1.9. The proof is identical to that of Theorem 3.14 after setting r := 1 and using Theorem 3.14 instead of Theorem 3.10.
sharply F -pure for every v ≫ 0. Also, the f -nefness and the semi-ampleness assumptions hold
Hence, Theorem 3.10 implies that K X/Y + ∆ ′ is nef. However then using (3.16.a), so is
Since this holds for all v ≫ 0, K X/Y + ∆ is nef. 
Proof. For any integer e > 0 for which both (p e − 1)(K X + ∆) and (p e − 1)(K X + ∆ ′ ) are Cartier, let φ e,∆ (resp. φ e,∆ ′ ) denote the morphism
It is enough to prove that for every e > 0 as above, im φ e,∆ ⊇ im φ e,∆ ′ . However, that is immediate from the following factorization implied by (p e − 1)( 
n ) by Lemma 3.5. Fix now a n ′ = p v ′ − 1 ≫ 0. Then, since ∆ n ′ − ∆ is a small effective divisor, (X 0 , (∆ n ′ ) 0 ) is sharply F -pure. In particular, by Theorem 2.13 and Corollary 2.23 we may choose an M > 0 such that for all i > 0 and m ≥ M,
Define then for any m ≥ max{2, M} and v ≥ v ′ (still keeping the notation n = p v − 1),
families of (log-)canonically polarized varieties. Second, one proves nice properties of this functor: openness, separatedness, properness, boundedness and tame automorphisms. Then it follows that the chosen functor admits a coarse moduli space, which is a proper algebraic space. Third, by exhibiting a semi-positive line bundle on a finite cover of the functor that descends to the coarse moduli space, one proves that that the coarse moduli space is a projective scheme. Hence, Theorem 1.6 implies that in positive characteristics if a subfunctor as above of families of sharply F -pure varieties satisfies the first two steps, then the third step is satisfied as well. That is, it admits a coarse moduli space.
Corollary 4.1. Let F be a subfunctor of Proof of Corollary 4.1. To prove that V is a projective scheme, one has to exhibit an ample line bundle on it. Let this be in our situation the descent of det g * ω To prove that it is ample, it is enough to show that its pullback via π • ρ is ample. Therefore we are supposed to prove that det g * ω
is ample for some m big and divisible enough. However, since the isomorphism equivalence classes of the fibers of g are exactly the fibers π • ρ, this ampleness is shown in Corollary 1.8.
4.B. Characteristic zero implications
Fix an algebraically closed field k ′ of characteristic zero throughout this section. The following is a major conjecture in the theory of F -singularities (c.f., [Mus12] REMARK 4.4. If in the above conjecture semi-log canonical is replaced by Kawmata log terminal and sharply F -pure by strongly F -regular, then then the statement is known [Tak08] .
Hence, the results of the paper has the following consequences in characteristic zero. We emphasize this is a completely new algebraic method of obtaining such positivity results in characteristic zero. ′ is f ′ -ample (resp. f ′ -semi-ample) and (10) in the f ′ -ample case, we may also assume that m is chosen big and divisible enough such that f
) and the same for s replaced bys (if s was given by a morphism A → k ′′ , thens denotes a morphism given by A →k ′′ , wherek ′′ is any algebraic closure of k ′′ ).
Note also that by the assumptions there is a dense set S ⊆ Spec A of closed points for which X ′ (y 0 ,s) , ∆ ′ (y 0 ,s) is F -pure. In particular then for every s ∈ S, (X ′ s , ∆ ′ s ) satisfy the assumptions of Notation 3.1 and Theorem 3.12 (resp. Theorem 3.10) except that the base field is not algebraically closed. However, the above assumptions are stable under passing to the algebraic completion of the base-field. Therefore, (X ′ s , ∆ ′s ) satisfies the assumptions of Notation 3.1 and Theorem 3.12 (resp. Theorem 3.10) for all s ∈ S including the algebraic closedness of the base field. In particular, by Theorem 3.12 (resp. Theorem 3.10), (f ′ * O X (m(K X ′ /Y ′ + ∆ ′ )))s is a nef vector bundle (resp. (K X/Y + ∆)s is nef) for every s ∈ S. However, then so is (f 
4.C. Subadditivity of Kodaira-dimension
Subadditivity of Kodaira dimension was one of the major applications in characteristic zero of the semipositivity of f * ω m X/Y (e.g., [Vie83] , [Kol87] ). We present here a similar result in positive characteristic. However, we would to draw the reader's attention that in positive characteristic, there is already some ambiguity to the notion of Kodaira dimension. See Question 5.2 for explanation. Hence we have to phrase the statement slightly differently, involving the bigness of (log-)canonical divisors instead of the (log-)Kodaira dimension. 
5
. QUESTIONS Here we list questions that are left open by the article and we feel are important. We feel that the next one is the most important.
QUESTION 5.1. Given a projective, sharply F -pure pair (X, ∆) with K X + ∆ Q-Cartier and ample, is Aut(X, ∆) finite? More generally one might ask the same question but for semi-log canonical pairs in positive characteristics instead of sharply F -pure pairs.
The next question is motivated by the absence of resolution of singularities in positive characteristics. Recall, that the Kodaira dimension of a variety X in characteristic zero is defined as the Kodaira dimension of K X ′ for a projective smooth birational model X ′ of X.
QUESTION 5.2. Is there a birational invariant in positive characteristics, which specializes to Kodaira dimension in the particular case when there is a smooth birational model? In particular this question would be solved if we had resolution of singularities in positive characteristics.
The following few questions concern sharpness of theorem 1.6. QUESTION 5.3. Can one drop the index not divisible by p assumption in Theorem 1.6?
