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The subject of the present thesis are some aspects of impurities affecting mesoscopic
systems with regard to their topological properties and related effects like Majo-
rana fermions and quantized conductance. A focus is on two-dimensional systems
including both topological insulators and superconductors.
First, the question of whether individual nonmagnetic impurities can induce zero-
energy states in time-reversal invariant superconductors from Altland-Zirnbauer (AZ)
symmetry class DIII is addressed, and a class of symmetries which guarantee the
existence of such states for a specific value of the impurity strength is defined. These
general results are applied to the time-reversal invariant p-wave phase of the doped
Kitaev-Heisenberg model, where it is also demonstrated how a lattice of impurities
can drive a topologically trivial system into the nontrivial phase.
Second, the result about the existence of zero-energy impurity states is generalized
to all AZ symmetry classes. This is achieved by considering, for general Hamiltoni-
ans H from the respective symmetry classes, the “generalized roots of detH”, which
subsequently are used to further explore the opportunities that lattices of nonmag-
netic impurities provide for the realization of topologically nontrivial phases. The
1d Kitaev chain model, the 2d px + ipy superconductor, and the 2d Chern insulator
are considered to show that impurity lattices generically enable topological phase
transitions and, in the case of the 2d models, even provide access to a number of
phases with large Chern numbers.
Third, elastic backscattering in helical edge modes caused by a magnetic impurity
with spin S and random Rashba spin-orbit coupling is investigated. In a finite bias
steady state, the impurity induced resistance is found to slightly increase with de-
creasing temperature for S > 1/2. Since the underlying backscattering mechanism
is elastic, interference between different scatterers can explain reproducible conduc-
tance fluctuations. Thus, the model is in agreement with central experimental results
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1 Introduction
It is always a pleasure to see beautiful mathematical concepts becoming alive and
relevant in the real physical world. With regard to topology, this has happened more
than once, both in the condensed matter context and beyond, including examples
like topological defects in spin-models and liquid crystals as well as Dirac’s argument
regarding the quantization of electric and magnetic monopole charges [Dir31; Tho98;
CL00; Vol03; Nak03].
The beauty of topology appears, for example, in the celebrated Gauß–Bonnet
theorem [Nak03] relating the integral of the Gaussian curvature K over a closed





d2σK = 2(1− g). (1.1)
The genus of a surface may be regarded as the number of its “holes”, cf. Fig. 1.1.
Remarkably, the rather large set of possible surfaces S may be divided into distinct
topological classes by identifying any two surfaces that can smoothly be deformed
into each other without opening or closing “holes”. Via Eq. (1.1), the topological
invariant g = 0, 1, . . . is assigned to every surface in the respective class.
Topological band theory in solid state systems resembles the Gauß–Bonnet the-
orem in that it assigns a topological invariant not to a smooth surface, but to a
quantum mechanical Hamiltonian describing an insulator, a superconductor, or a
Weyl semimetal, thereby identifying systems that may differ in many details but
share an important global structure [Tho+82; Moo10; HK10; QZ11; TV13]. Al-
though such a classification is an impressive result by itself, its entire importance
g = 0 g = 1
Figure 1.1: The Gauß–Bonnet theorem via Eq. (1.1)
associates with closed orientable surfaces a topological
invariant g, which does not change under any smooth
deformation of the surface. g is the genus of the sur-




can only be understood by realizing that there exist robust boundary modes at the
border between topologically distinct materials and that it is generically related to
quantized response functions [QZ11; TV13]. The perhaps most prominent example
of a topologically nontrivial state of matter – the integer quantum Hall effect – beau-
tifully illustrates these concepts through its robust chiral edge states as well as the
quantized Hall conductance GH = νe2/h depending on the filling factor ν, which here
represents a topological invariant. This effect was experimentally observed and the-
oretically understood already in the early eighties [KDP80; Sto92]. Nevertheless, the
full importance and applicability of the concept of topology with regard to gapped free
fermion phases remained concealed for more than twenty years, until the advent of
two-dimensional [KM05a; KM05b; BHZ06; Kö+07] and three-dimensional [FKM07;
MB07; Roy09; Hsi+08] time-reversal invariant topological insulators brought the
topic into the focus of many condensed matter physicists. Nowadays, there are a
number of remarkable phenomena associated with topological phases like Majorana
fermions [Wil09; Mou+12; NP+14], chiral and helical edge states [WBZ06; Kö+07],
or the chiral anomaly [TV13; Hua+15; Zha+16], which either have been observed
or can be expected to soon be realized in experiments. Furthermore, the rapid and
significant progress with topological insulators motivated researchers to adopt the
corresponding ideas from topology even to fields like photonic [LJS14], polaritonic
[Kar+15; JRR16], and mechanical [SH15] systems.
In the present thesis, we investigate some aspects of impurities affecting mesoscopic
systems with regard to their topological properties and related effects like Majorana
fermions and quantized conductance. We consider both helpful as well as undesir-
able impurity effects, thereby doing justice to their well-known ambivalent character.
Our interest is predominantly on two-dimensional systems including both insulators
and superconductors. In the remainder of this introductory chapter, beginning with
Sec. 1.1, we first discuss basic concepts of topological band theory in condensed mat-
ter systems, which includes the existence of topological invariants associated with
Hamiltonians and the existence of robust edge states at the boundary of topologi-
cally nontrivial systems. To this end, we consider one-dimensional systems with a
chiral symmetry in general and the Su-Schrieffer-Heeger (SSH) model in particular
[SSH79]. In Sec. 1.2, we move on to discuss topological invariants of two-dimensional
systems and in particular define the Chern number of nondegenerate bands. The
quantum spin Hall effect in HgTe/CdTe quantum wells and its description via the
Bernevig-Hughes-Zhang (BHZ) model [BHZ06] is the topic of Sec. 1.3. There, we
2
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also explain how a quantized conductance arises from the presence of robust helical
edge states. We thereby illustrate the general finding of quantized response functions
being associated with topologically nontrivial phases. In Sec. 1.4, we give a very brief
introduction to impurity physics, before we close this chapter with an outline and a
summary of the main results of this thesis in Sec. 1.5.
1.1 Hamiltonians and topology in d = 1 dimension
In this section, we give an introduction to the concept of topological phases of gapped
systems of free fermions and discuss its implications for excitations at the boundary
of such systems. To this end, we first explain how a so-called chiral symmetry gives
rise to topologically distinct phases in one-dimensional band insulators. Thereafter,
we consider a specific model, the SSH model [SSH79], which is sufficiently simple to
allow us to explicitly demonstrate the existence and the robustness of topologically
protected boundary states.
1.1.1 A topological invariant associated with one-dimensional
band insulators with chiral symmetry
Let us focus on a specific class of Hamiltonians or model systems in order to explain
how concepts of topology, in particular topological invariants, may be applied to
solid state systems. We consider one-dimensional translationally invariant systems
with a so-called chiral symmetry. Translational invariance implies, due to Bloch’s
theorem, that the Hamiltonian H in momentum space consists of decoupled blocks
H(k). Chiral symmetry, on the other hand, means that there exists a unitary op-
erator C which anticommutes with H(k) for every momentum k and squares to
one, i.e. {C,H(k)} = 0, C2 = C†C = 1. It should be noted that by denoting
the anticommutation property {C,H(k)} = 0 as a chiral symmetry of H we use
the notion “symmetry” in a broader sense than standard quantum mechanics text
books do, where it refers to the existence of an (anti)unitary operator that com-
mutes with H. However, in the present context this is common practice, see, for
example, Refs. [Sch+08; Ryu+10; KMS14]. If |k, i〉 is an eigenstate of H(k) with en-
ergy E, then the anticommutation property implies H(k)C|k, i〉 = −EC|k, i〉, and it
follows that C|k, i〉 is an eigenstate as well but has energy −E, which is an important
consequence of the chiral symmetry (i is a band index). Hence, when all bands with
3
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negative energy are filled, i.e. at half filling, H has an excitation gap unless at least
one band i0 contains a zero-energy state |k0, i0〉. Notable examples of systems with
a chiral symmetry include time-reversal invariant superconductors, to be discussed
in Chap. 2, and nearest-neighbor hopping models on bipartite lattices such as the
tight-binding model of graphene or the SSH model of polyacetylene discussed below
in Sec. 1.1.2.
For the moment, we consider only the case where the eigenvalues ±1 of C have
the same degeneracy n, i.e. trC = 0. Then, in the basis where C = σ3 ⊗ 1n, with
σ3 being the third Pauli matrix, the chiral symmetry enforces that each block H(k)







where D(k) is a complex n× n matrix. We can define the curve
γ : (−π, π]→ C, γ(k) = detD(k) (1.3)
which is a smooth mapping of the Brillouin zone (−π, π] into the complex plane.
Since H(k) is 2π-periodic in k, γ is a closed curve, cf. Fig. 1.2.
It is well known that for any closed curve γ and for every complex number z0
which is not contained in the image of γ, the winding number indγ(z0), which counts
how many times the curve γ encircles the point z0 in counterclockwise direction, is a
well defined topological invariant. Here, topological invariant means that smoothly
deforming γ cannot change indγ(z0) as long as the images of the deformed curves
never contain z0.
In our definition of γ in Eqs. (1.2) and (1.3) the origin z0 = 0 is a distinguished
point with regard to the evaluation of winding numbers. This is because whenever
γ(k0) = detD(k0) = 0, D(k0) has an eigenvalue 0 and H is gapless with the gap
closing at k0. In consequence,








is a well defined topological invariant for gapped Hamiltonians, while it is ill-defined
for gapless Hamiltonians. This means in particular that a Hamiltonian H1 with
invariant W1 can be deformed into another Hamiltonian H2 with invariant W2 by
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Figure 1.2: Examples of the curve γ(k) defined in Eq. (1.3) for topologically distinct
Hamiltonians. (a) nontrivial Hamiltonian with W = 1. (b) trivial Hamiltonian with
W = 0. (c) nontrivial Hamiltonian with W = −2. There is no way of smoothly de-
forming any of these curves into any of the other curves without pushing it through the
origin.
continuously tuning its parameters and without closing the excitation gap only if
W1 =W2. Curves with differentW are shown in Fig. 1.2. We would like to emphasize
how central the chiral symmetry is for W to be physically meaningful. Without
requiring the chiral symmetry, the diagonal blocks of H in Eq. (1.2) in general do
have nonvanishing entries. While it would still be possible to define W via γ(k) =
detD(k), γ(k0) = 0 would no longer be associated with a gap closing of H and the
above discussion would become meaningless, since, in general, there would not be a
semimetallic phase separating topologically distinct insulating phases.
Let us now discuss the general case where the +1 and the −1 eigenvalue of C are
m and n fold degenerate, respectively. In this case, D becomes an m × n matrix
with rankD ≤ min(m,n). As a result H(k) has |m − n| robust zero-energy states,
or equivalently H has an |m − n|-fold degenerate midgap flat band. Hence, W can
be defined and is meaningful only for m = n⇔ trC = 0.
1.1.2 The SSH model of polyacetylene
To illustrate the general discussion from the previous section, we now consider the
tight-binding model for a single spin-species of the π electrons in polyacetylene
(C2H2)n in its trans configuration. This model, nowadays known as SSH model,
was introduced by Su, Schrieffer, and Heeger in 1979 in order to study solitons in
polyacetylene [SSH79]. Since it is probably the simplest model of an insulator with
two topologically distinct phases, it is useful, for example, for testing and illustrating
general results regarding topological insulators [Gul+16] and also as a starting point
for studying interaction [Wan+15] and disorder [Alt+14; ABK15] effects in these sys-
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Figure 1.3: The SSH Hamiltonian defined in Eq. (1.5) describes hopping of electrons be-
tween two sublattices A and B of a linear chain. The shaded rectangle marks a unit
cell. Inter- and intra-unit-cell hoppings are visualized by thick lines and thin lines,
respectively.
superconductors [CO15], it is intimately related to the famous Kitaev chain model,
a prototypical example of a one-dimensional topological superconductor [Kit01]; see
also Sec. 3.4.1 and Appendix F.





(1− δ)c†A,ncB,n + (1 + δ)c†A,n+1cB,n
)
+ H.c., (1.5)
where cs,n annihilates an electron on sublattice s = A,B in the nth unit cell. This is
essentially the SSH model, however, to simplify matters, we neglect the spin degree of
freedom and parametrize the inter- and intra-unit-cell hoppings by a single parameter
δ instead of two independent parameters. Ĥ is illustrated in Fig. 1.3.
The Hamiltonian Ĥ contains only hopping terms between the two sublattices, i.e.
in every term there is one creation [annihilation] operator acting on sublattice A and
one annihilation [creation] operator acting on sublattice B. As a consequence, the
unitary operator C, defined by CcA,n = cA,nC, CcB,n = −cB,nC, anticommutes with
Ĥ, since commuting C with cB,n or c†B,n, respectively, yields exactly one minus sign
for every term. It then follows that Ĥ has a chiral symmetry which may be written
as
{Ĥ, C} = 0. (1.6)
According to our discussion from the previous subsection, this equation implies (i)
that the winding number W from Eq. (1.4) can be calculated for Ĥ and (ii) that the
spectrum of Ĥ is particle-hole symmetric. Particle-hole symmetry of the spectrum
means that for each eigenstate |ψ〉 with energy E there exists an eigenstate, in this
case C|ψ〉, with energy −E. It may be that |ψ〉 is an eigenstate of C, which requires
E = 0. To determine the spectrum of Ĥ, we perform a Fourier transformation,1 and





ikncs,k leads to Eq. (1.7). The lattice constant is set to 1.
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Figure 1.4: Spectrum of the SSH model: The solid line
corresponds to δ = ±0.5, whereas the dashed line cor-










0 1− δ + (1 + δ)e−ik






from which we deduce
E±(k) = ±
√
2 ((1 + δ2) + (1− δ2) cos k). (1.8)
Fig. 1.4 shows a plot of this dispersion. When δ 6= 0, the excitation spectrum is
gapped with |E(k)| ≥ Egap = min(2, 2|δ|).
The Fourier transformed Hamiltonian apparently is of the form Eq. (1.2). Hence,
in the limit of infinite system size where k becomes continuous, we find the curve
γ(k) = 1− δ + (1 + δ)e−ik to be associated with Ĥ via Eq. (1.3). γ describes a circle
of radius (1+δ) around the point z0 = 1−δ in the complex plane. Thus, the winding
number with respect to the origin is
W(δ) =
−1 for δ > 00 for δ < 0 . (1.9)
At δ = 0, where the topological phase transition occurs, the gap closes at k = π
such that γ(k) passes through zero and W becomes ill-defined. We conclude that
the sign of δ, that is to say the relative strength of inter- and intra-unit-cell hopping,
discriminates between two topologically distinct phases of Ĥ.
We close this section with two remarks. First, while W clearly distinguishes be-
tween different signs of δ, the spectrum depends only on δ2; cf. Eq. (1.8). Thus,
mere knowledge of the bulk excitation spectrum provides no information about the
Hamiltonian’s topological properties. Second, Ĥ may easily be generalized to obtain
toy models with arbitrary windingsW ∈ Z. Namely, by adding longer range hopping
terms ∝ c†A,n+mcB,n + H.c. to Ĥ, one adds to γ terms like e−imk. Different values of
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the topological invariant W become accessible by tuning the relative strengths of
such hoppings.
1.1.3 Topologically protected midgap states at domain walls
In the previous section, we have established that the sign of the parameter δ de-
termines which of two topologically distinct insulating phases of the SSH model is
described by the corresponding Hamiltonian Eq. (1.5). Here, we use this knowledge
to exemplify the general result of the existence of protected midgap states (d = 1
dimension) or gapless modes (d > 1) at the boundary between two materials with
band structures of different topology. The rationale behind this general result, which
is known as the “bulk-boundary correspondence”, is the following: Assume that there
are two regions in space described by topologically distinct Hamiltonians. As the
topological class associated with these Hamiltonians may only change when their
gap closes, the gap as a function of position has to close in-between these regions.
Hence, robust subgap states must exist at the boundary; see also Ref. [HK10] and
references therein.
Here, we consider a domain wall separating two semi-infinite regions described
by the SSH Hamiltonian Eq. (1.5) with topological indices W = −1 and W = 0,
respectively. To model the domain wall, the parameter δ in Eq. (1.5) has to be made
spatially dependent. We consider the two cases where δ is replaced either by











with n being the lattice index over which the sum in Eq. (1.5) runs. δn changes
sign with n, hence describes a true domain wall whereas δ̃n – while having the same
magnitude as δn – lacks the sign change, hence does not describe a domain wall.
Considering both δn and δ̃n allows us to discriminate effects due to mere spatial
variations of δ and genuine properties of a domain wall originating from the sign
change of δn.
In Fig. 1.5, the excitation spectrum for a specific choice of the parameters δ and l in
Eqs. (1.10) is shown. Apparently, subgap states, i.e. states with energy |E| < Egap,
exist in both cases and their existence agrees with the intuitive expectation that a
8





Figure 1.5: Depicted are the energies of subgap states due to a
domain wall described by Eq. (1.10a) (left) and its lookalike
Eq. (1.10b) (right). Parameters are δ = 0.5 and l = 5. Only
the true domain wall yields a topologically protected midgap
state.
↓
. . . . . .(a)
↓ ↓
. . . . . .(b)
. . . . . .(c)
Figure 1.6: In the limit l→ 0, Eq. (1.10a) describes a sharp boundary between two topo-
logically distinct materials: (a) corresponds to δ = 1, (b) corresponds to δ = −1. In both
cases, there is an odd number of lattice sites [1 in (a), 3 in (b)] at the boundary which
are disconnected from all other lattices sites. Particle-hole symmetry of spectrum then
implies the existence of a single robust zero-energy state localized at these isolated sites.
Arrows indicate the sites at which the respective wave function is finite. (c) corresponds
to Eq. (1.10b) with δ = −1. In this case there is no domain wall and zero-energy states
are absent.
large number (∼ l) of such states should be present for large l. Being energetically
separated from the extended bulk states, the subgap states have to be localized at
the (pseudo) domain wall. As can be seen from Fig. 1.5, the difference between the
true domain wall and its imitation lies in the number parity of subgap states. While
the former induces an odd number of such states, this number is even in the latter
case. Since the spectrum must be particle-hole symmetric, this implies that a midgap
or zero-energy state is bound to the true domain wall δn but not to its imitation δ̃n.
The origin of the difference in the number parity of subgap states and in particular
the existence of the midgap state may be understood by considering first the limit l→
0. In this limit, δn describes a sharp boundary while δ̃n reduces to the translationally
invariant case. Focusing on |δ| = 1, one faces the situations illustrated in Fig. 1.6:
Away from the domain wall, the chain dimerizes, meaning that each lattice site on
sublattice A is connected only to its right (left) neighboring lattice site by a hopping
matrix element when δn = −1 (δn = +1). At the domain wall, either an isolated
site or three sites connected by hoppings remain. In both cases, the local Hilbert
space at the domain wall is of odd dimension such that particle-hole symmetry of




. . . . . .
W = 0 W = −2
Figure 1.7: Illustration of the existence of two protected zero-energy states at the domain
wall between phases with W = 0 and W = −2.
This argument for the existence of the boundary midgap state might appear ques-
tionable because it makes use of the specific limit l → 0, |δ| = 1. Yet, we may
generalize the reasoning in the following way. Consider Fig. 1.6 (a) and let us add a
finite hopping term connecting the isolated site at the domain wall to a neighboring
dimer. Again, there is an odd number of sites connected by hoppings such that the
zero-energy state must persist. By iterating this argument and observing that it does
not rely on the precise values of the individual hoppings, we obtain that a midgap
state exists at every domain wall and is robust against disorder. Further, it must be
localized at the boundary, since, by assumption, the Hamiltonian is gapped in the
regions away from the domain wall, such that wave functions of zero-energy states
must decay exponentially in these regions.
At this point, let us emphasize that the chiral symmetry, which ensured that the
topological invariant W is physically meaningful in the first place (see Sec. 1.1.1), is
also indispensable for the robustness of the midgap boundary states. If we did not
require the condition of chiral symmetry Eq. (1.6), we would be allowed to add to
Ĥ, for example, on-site potential terms like c†s,ncs,n, which commute with C. When
acting on the isolated site in Fig. 1.6 (a) such a potential would give a finite energy
to the zero-energy state and could even push it out of the gap.
At the end of the previous section we explained that the SSH model may easily
be generalized to obtain toy models with winding numbers W ∈ Z. We may exploit
this knowledge and invoke again the above reasoning to see that at the boundary
between two domains with winding numbers W1 and W2, respectively, there exist
|W1−W2| protected midgap states. To this end, we substitute in Eq. (1.5) c†A,n+1cB,n
with c†A,n+2cB,n. Then, Ĥ has W = −2 [W = 0] when δ > 0 [δ < 0]. Considering
again a domain wall of the type Eq. (1.10a) and taking the limit l→ 0, δ = 1 leads to
the situation illustrated in Fig. 1.7. In this case with |W1−W2| = 2, two protected2
2At first sight, it might appear that the pair of zero-energy states is not protected because the
isolated sites in Fig. 1.7 could both be coupled to the lattice site in-between them, giving rise to
a local Hilbert space with dimension 4, i.e. with even dimension. However, the chiral symmetry
not only imposes particle-hole symmetry of the spectrum but enforces the existence of | trC| zero-
energy states, cf. the remark at the end of Sec. 1.1.1. In the present case, trC is the difference
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midgap states exist and it should become plausible that n such states exist at a
boundary where W changes by ±n.
1.2 Topological invariants in d = 2 dimensions
In the previous section, we had a rather detailed look at a one-dimensional model,
the SSH model, which exemplified two fundamental concepts of topological insulators
and superconductors: the existence of a bulk topological invariant and the bulk-
boundary correspondence, i.e. the existence of robust modes at the boundary between
topologically distinct media.
In this section, we continue our introduction to topological band theory by consid-
ering first a minimal two-dimensional Hamiltonian, which supports distinct topolog-
ical phases. Despite (or because of) its simplicity, this Hamiltonian turns out to be
fruitful for understanding not only various aspects of this thesis, but also examples of
topologically nontrivial materials that we will not touch upon, like Weyl semimetals
[TV13]. Furthermore, we discuss the relation of this model to band insulators and
spinless odd-pairing superconductors. In the end, we introduce the Chern number as
a topological invariant associated with nondegenerate bands.
1.2.1 Skyrmions in momentum space
We closely follow Refs. [QWZ06; Vol03] and consider the d = 2 two-band Hamiltonian
H(k) = d0(k)σ0 + d(k) · σ, (1.11)
where k = (kx, ky) ∈ (−π, π]2, σ = (σ1, σ2, σ3) is the vector of Pauli matrices, and
σ0 = ( 1 00 1 ) is the identity matrix. For the moment we do not want to specify the
physical realization of H. Instead, we focus on its mathematical properties and
consider physical interpretations in the next section. Since the Pauli matrices all




of the number of A sites and B sites belonging to the local Hilbert space. In particular, when
coupling the two isolated sites in Fig. 1.7 to the site in-between them, we find trC = 3− 1 = 2.
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Clearly, this Hamiltonian is gapped only if Egap = minkE+ − maxkE− is strictly
positive, which in general depends on both d0 and d. Nevertheless, regardless of
whether Egap > 0 or not, as long as d2(k) > 0 for all k, the two bands E± do not





d2k d̂ · ∂kxd̂× ∂ky d̂, (1.13)
where d̂(k) ≡ d(k)/‖d(k)‖.
It is a nice exercise to show that S[d̂] – which is sometimes called “Skyrmion
number” – is a topological invariant, which means that it is invariant under smooth
deformations of d which leave d2 > 0 and thus corresponds to smooth deformations
of d̂. The interested reader is invited to have a look at Appendix A, where we perform
the corresponding calculation. Here, we rather want to focus on a specific example
that provides an intuition about topologically distinct configurations of d and the
associated topological phase transitions. To this end, we consider
d(k) = (sin kx, sin ky, ξ(k)), (1.14a)
ξ(k) = 2− cos kx − cos ky − µ, (1.14b)
and study how d̂ depends on the free parameter µ.
Since topological phase transitions may only occur for those values µ = µc where
d2 = 0 for some k, we first identify these µc. Obviously, the first two components of
d vanish simultaneously only at the special points k ∈ {(0, 0), (0, π), (π, 0), (π, π)}.
Thus, by analyzing the third component ξ(k) at these four points, we obtain that d
vanishes for µc = 0, 2, and 4 at the points k = (0, 0), (0, π) and (π, 0), and (π, π),
respectively. We evaluate S and we find indeed
S =

0 when µ < 0 or µ > 4
−1 when 0 < µ < 2
1 when 2 < µ < 4
. (1.15)
We concentrate on the phase transition at µ = 0 where the bands touch (where
the gap closes) at k = (0, 0). For µ < 0, d3 is positive everywhere in the Brillouin
zone. However, for µ > 0, d3 is negative at k = (0, 0) while it is still positive at the
boundary of the Brillouin zone. Thus, for µ & 0, S = −1 and d̂ forms a nontrivial
12

























Figure 1.8: Illustration of topologically distinct configurations of d̂ = d(k)/‖d(k)‖ in
momentum space. In each panel the upper layer shows −d̂(k) with d according to
Eq. (1.14); it should be noted that we plot −d̂ instead of d̂ for presentation purposes.
The lower layers show the integrand in Eq. (1.13); the scale of the colormap is the same
for each plot. µ takes values −1, −0.3, 0.3, and 1 in (a) to (d), respectively. The
topological invariant S equals 0 in cases (a) and (b) where d̂ is trivial. On the other
hand, S = −1 in cases (c) and (d) where d̂ is in a Skyrmion configuration. There is
no way to smoothly deform the Skyrmion configuration in (c) or (d) into the trivial
configuration in (a) or (b); cf. also Fig. 1.2.
configuration, a so-called Skyrmion3 or more generally speaking a topological defect.
In Fig. 1.8, we plot −d̂ for µ taking the values −1, −0.3, 0.3, and 1; it should be
noted that we plot −d̂ instead of d̂ for presentation purposes. For each case we also
plot the integrand of Eq. (1.13) illustrating that it is really the sign flip of d̂3 at
k = (0, 0) that leads to the change in the Skyrmion number when tuning µ across 0.
Let us briefly discuss also the topological transitions at µ = 2 and µ = 4. In
the former case, d̂3 changes sign at the k-points (0, π) and (π, 0) such that a d̂-
configuration similar to the one at 0 < µ < 2 remains, but the center of the Skyrmion
3In magnetic systems, topologically nontrivial, metastable spin configurations equivalent to the d̂-
configuration in Fig. 1.8 (c) and (d) may occur, see for example [Rom+13]. Such configurations
are denoted as Skyrmions. However, they occur in position space, whereas in the present case
d̂ forms a Skyrmion in momentum space.
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now is at k = (π, π) and there is an overall sign change of d̂ leading to a sign change
in S. In the latter case, d̂3 becomes negative also at k = (π, π) and d̂ gets back to
the trivial configuration, this time with d3 being negative everywhere.
1.2.2 Discussion regarding band insulators and odd-pairing
superconductors
So far, we left the physical basis of the Hamiltonian Eq. (1.11) unspecified. Here,
we want to consider two cases, namely a band insulator and a spinless (or spin-
polarized) superconductor, each of which is characterized by a particular Ψk in the




kH(k)Ψk. In the first case,
Ψk = Ψ
ins
k ≡ (cA,k, cB,k)T , (1.16)
and the corresponding Hamiltonian describes the physics of two nondegenerate elec-
tronic bands A and B with dispersions d0 + d3 and d0 − d3, respectively, which
hybridize due to the off-diagonal entries d1 ± id2. Thus, d̂3 measures to what extent
the bands E± from Eq. (1.12) are of A-type or B-type, respectively: d̂3(k0) = 1
[d̂3(k0) = −1] means that the E+ band is purely of A-type [B-type] at k0. It follows
that a band inversion between the bands A and B, i.e. a touching of these bands
together with a sign flip of d̂3, may lead to nontrivial topology in such a setup. In
Sec. 1.3.1, we explain how such a band inversion is actually realized in the low-energy
subbands of HgTe/CdTe quantum wells.















is a Bogoliubov–de Gennes (BdG) Hamiltonian describing the physics of a single-band
spinless superconductor, where ξ denotes the band energy relative to the chemical
potential [SU91]. The Nambu basis Ψk = (ck, c†−k)
T is the key difference to the
previous case, since it enables pair creation and annihilation via ∆(k)c†kc
†
−k + H.c..
Fermi statistics require the gap function to satisfy ∆(k) = −∆(−k) and ∆ thus
describes an odd-parity pairing of the electrons. Contact between Eqs. (1.17) and
14
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(ξ(k)− ξ(−k)), d3(k) =
1
4




Re ∆(k) = −d1(−k), d2(k) = −
1
2
Im ∆(k) = −d2(−k). (1.18b)
For simplicity, we focus on the case ξ(k) = ξ(−k), which is, for example, relevant
for systems with inversion symmetry. We then have d0 = 0 and d3 = ξ(k)/2. Gap
closings may occur at those k-points where ∆(k) = 0, i.e. in particular at k = 0.
Since a sign change of ξ at such a k-point induces a change in S, one concludes
that in d = 2 spinless superconductors topological phase transitions occur when an
unpaired extended state crosses the Fermi level.
In a seminal paper [RG00], Read and Green investigated in detail the topological
phase transition of ĤBdG that occurs at µ = 0, when d is chosen, for example,
according to Eqs. (1.14). They denoted the topologically nontrivial phase occurring
at µ & 0 as weak pairing phase and the trivial phase at µ < 0 as strong pairing phase.4
It was then shown that the weak pairing phase is intimately related to the Moore–
Read fractional (ν = 5/2) quantum hall state [MR91]. In particular, it was argued
that vortices [KS91] in the weak pairing phase bind zero-energy Majorana states
obeying nonabelian exchange statistics [Ste08; Nay+08; Wil09; Bee15], an idea that
has later been concretized by Ivanov in Ref. [Iva01]. Moreover, Read and Green also
showed that chiral edge modes generically exist at the boundary of the weak pairing
phase to the vacuum, another manifestation of the bulk-boundary correspondence
that we discussed earlier.
From our analysis we see that the invariant S in the case of a d = 2 spinless odd-
parity superconductor strongly depends on the sign of ξ at those momenta k where
∆(k) = 0. This observation resembles a result for (spinful) centrosymmetric time-
reversal invariant odd-parity superconductors that is due to Sato, and in a slightly
more general form due to Fu and Berg [Sat09; FB10]. These authors showed that the
topological invariant Q ∈ Z2 characterizing the topologically distinct phases of such
superconductors [Sch+08; Kit09] equals 0 [1] when the Fermi surface of the normal
state Hamiltonian encloses an even [odd] number of time-reversal invariant momenta.
Here, time-reversal invariant momentum denotes a point satisfying K = −K up to
4The notion of weak and strong pairing is motivated in [RG00]: It originates from the slow or
fast, respectively, decay of a function g(r) in position space, which characterizes how tightly the
electrons are bound when forming Cooper pairs.
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reciprocal lattice vectors. The derivation of this result relies on previous work about
topological insulators with an inversion symmetry [FK07].
1.2.3 The Chern number
It is natural to expect that the concept of the topological invariant S, which was
introduced for d = 2 two-band systems, can be generalized also to multiband systems.
After all, it should generically be possible to project an n-band Hamiltonian Hn(k)
onto two neighboring nondegenerate bands |ψ±(k)〉 of its spectrum via the projection
operator Pk = |ψ+(k)〉〈ψ+(k)|+|ψ−(k)〉〈ψ−(k)|. The effective two-band Hamiltonian
H2(k) = PkHn(k)Pk obtained in this way is of the form Eq. (1.11) and allows to study
topological transitions with regard to the two bands |ψ±(k)〉 as parameters of Hn are
tuned. A generalization of the invariant S to the multiband case exists indeed in the
form of the Chern number, which may be calculated for a nondegenerate band which
does not cross any other bands [Ber84; Tho+82; Sim83].
To define the Chern number of the nth band of a multiband Hamiltonian, we denote
the associated wave functions as |ψn(k)〉. We can then define the Berry connection
An ≡ i 〈ψn(k) |∇k|ψn(k)〉 as well as the Berry curvature Fn ≡ ∇k × An. Note
that a global phase change |ψn(k)〉 7→ |ψ̃n(k)〉 = e−iφ(k)|ψn(k)〉 implies An 7→ Ãn =
An +∇kφ but leaves the Berry curvature unchanged, F̃n = Fn. The Chern number
















However, due to the global phase symmetry of wave functions, this equation is not a
useful prescription with regard to the numerical calculation of Cn. For this purpose














∣∣ψn(k(x))〉 〈ψn(k(x)) ∣∣ψn(k(y))〉 〈ψn(k(y) |ψn(k)〉 ,
(1.20)
where k(x) ≡ (kx + ε, ky) and k(y) ≡ (kx, ky + ε).
A calculation of the Chern numbers C± for the two bands E± of the Hamiltonian
Eq. (1.11) reveals that in this case the Berry curvature ±F± is equivalent to the
integrand in Eq. (1.13) and consequently S = ±C± [QZ11]. Hence, the contour plots
in Fig. 1.8 actually show the Berry curvature of the E+ band.
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Finally, let us mention that the definition Fn ≡ ∇k × An suggests an analogy
between Fn and the magnetic field, or between An and the vector potential of this
field [TV13]. To fully appreciate this analogy it is best to consider the case where
k = (kx, ky, µ) has a third component µ which can, but does not have to be a third
momentum component. The fact that the Chern number may change upon tuning
µ indicates that the analog of a magnetic monopole exists in (kx, ky, µ)-space. To
determine the corresponding analog of a magnetic charge associated with a point




closed surface S around kc. Moreover, Dirac’s arguments regarding the quantization
of magnetic monopoles may be carried over to show the integer-valuedness of Cn
and hence also its robustness with regard to small changes [Dir31]. For the Berry
curvature F+ from the example discussed in Sec. 1.2.1, we find the charge −1 to be
associated with the points (0, 0, 0) and (π, π, 4) and +1 to be associated with the
points (0, π, 2) and (π, 0, 2) in (kx, ky, µ)-space, respectively.
1.3 The quantum spin Hall effect
The theoretical prediction [Hal88; KM05a; KM05b; BZ06] in combination with the
prompt experimental observation [Kö+07; Kö+08; Rot+09] of the quantum spin Hall
effect (QSHE) constituted an essential contribution to the vastly increasing interest
in topological properties of condensed matter systems during the second half of the
last decade. In this section, we introduce important aspects of the corresponding
theory and review some experimental results.
1.3.1 The BHZ model
We begin by introducing the BHZ model which is an effective model derived to
describe the physics of the lowest energy subbands of HgTe/CdTe quantum wells
[BHZ06]; see Fig. 1.9 (a) for a sketch of such a quantum well. Based on this model
the QSHE was predicted to be realized in such heterostructures, which paved the way
for the subsequent experimental observation of this effect. The basic reasoning that
suggests studying this particular system goes as follows [Qi+09; BHZ06]: Bulk HgTe,
due to strong spin-orbit coupling, shows a different band ordering than CdTe at the
Γ-point. Moreover, since both materials have similar lattice constants (a ' 0.65 nm),





























Figure 1.9: (a) Sketch showing the HgTe/CdTe quantum well of thickness dqw in growth
direction z. Black dots indicate iodine doping layers on both sides of the quantum
well, cf. Ref. [Kö+08]. The location of the edge modes propagating in positive and
negative x-direction is indicated by blue and red circles, respectively. (b) Plot of the
spectrum ofHBHZ in the case dqw = 7.0 nm; see Table 1.1 for parameters. In this inverted
regime (dqw > dcqw ≈ 6.3 nm), the effective Hamiltonian HBHZ describing the low-energy
physics of the quantum well is topologically nontrivial and protected helical edge modes
exist bridging the excitation gap of HBHZ. (c) Plotted is the y-dependence of the wave
function of the right-moving edge state for two different values kxa (a ' 0.65 nm) both
corresponding to energies inside the gap.
well leads to the formation of effectively two-dimensional subbands which derive from
the bulk bands. By varying the thickness dqw of the quantum well, the character of
these subbands – whether they inherit more from the HgTe or rather from the CdTe
band ordering – may be changed. Because of the inverted band structure in HgTe,
it could now be possible to obtain a band inversion for the subbands when the well
is sufficiently wide. As we saw in the previous section, a band inversion in a two-
dimensional system gives rise to a topological phase transition.









where, as in Eq. (1.11), H(k) = d0(k)σ0 + d(k) · σ and the functions di read
d0(k) = C − 2
D
a2












1.3 The quantum spin Hall effect
Table 1.1: Parameters of the BHZ model describing a HgTe/CdTe quantum well of thick-
ness dqw. The values were taken from Ref. [QZ11]; a ' 0.65 nm. For dqw & 6.3 nm, the
quantum well is in the inverted regime characterized by negative M .
dqw/nm Aa−1/eV Ba−2/eV Da−2/eV M/meV ∆z/meV
5.5 0.60 −1.14 −0.72 +9 1.8
7.0 0.56 −1.62 −1.21 −10 1.6
M(k) = M − 2B
a2
(2− cos kxa− cos kya). (1.22c)
Specific values for the parameters have been derived as well, and we list them in Ta-
ble 1.1. We should mention that here, in particular in Eqs. (1.22), we state a lattice
regularization of the original BHZ model which actually contains only the leading
order terms of the trigonometric functions in Eqs. (1.22) [QZ11]. Since there are no
time-reversal symmetry breaking terms in the full Hamiltonian describing the quan-
tum well, such terms must be absent also in the effective Hamiltonian HBHZ. For this
reason, HBHZ acts in the basis (|E1,+〉, |H1,+〉, |E1,−〉, |H1,−〉) where E1 and H1
denote the lowest-energy electron-like and hole-like subbands, respectively, and the
±-sign distinguishes Kramers partners. Here, the state T |ψ〉, obtained by applying
the time-reversal operator T = −iσ2 ⊗ 12K onto |ψ〉, is denoted as the “Kramers
Partner” of |ψ〉 (K denotes the operator of complex conjugation). Mathematically,
the time-reversal invariance is described by
[HBHZ, T ] = 0, T
2 = −1. (1.23)
A central prediction of Ref. [BHZ06] is the sign change of the mass parameter M
at the critical thickness dcqw ≈ 6.3 nm. Since each of the diagonal blocks in HBHZ
is of the form Eq. (1.11) and a sign change of M corresponds to the topological
phase transition discussed in the previous section, we immediately see that HBHZ
has nontrivial topology for dqw > dcqw, M < 0. However, this nontrivial topology
fundamentally relies on the presence of time-reversal symmetry as we now explain.
In the inverted regime, the upper blockH(k) has Skyrmion number S = +1, while the
lower block H∗(−k) has S = −1, hence the sum vanishes as in the trivial case. Thus,
by invoking non-vanishing off-diagonal entries, and most importantly by breaking
time-reversal symmetry Eq. (1.23), it is possible to continuously transform HBHZ
from the nontrivial (M < 0) to the trivial phase (M > 0) without a gap closing.
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Hence, in complete analogy to the discussion in Sec. 1.1.1 where we saw how the chiral
symmetry enables topologically distinct phases in d = 1, we now see how the time-
reversal symmetry enables distinct phases in d = 2.5 From these examples we can
get an impression of the concept of “symmetry protected topological order” [Sen15],
which has been established in distinction to the notion of “intrinsic topological order”
[Wen04], which does not involve any symmetries and applies, for instance, to the
integer and fractional quantum Hall effects.
For completeness we note that in the derivation of the BHZ model, the inversion
asymmetry of bulk HgTe and CdTe has been disregarded for simplicity. In a later
calculation [Kö+08] it was found that the effect of bulk inversion asymmetry may be
captured by adding HBIA = ∆zσ2 ⊗ σ2 to HBHZ; see Table 1.1 for values of ∆z. This
additional term is time-reversal invariant and does not affect our previous discussion.
Finally, let us mention that the QSHE has been proposed [Liu+08] and experi-
mentally realized [KDS11; Kne+14; Spa+14] also for AlSb/InAs/GaSb/AlSb double
quantum wells. This system has the advantage that the transition between the trivial
and the nontrivial phase can be achieved simply by tuning gate voltages [Liu+08;
Qu+15]. In principle, this system is also described theoretically via the BHZ model.
However, in addition to the bulk inversion asymmetry term there is now also a second
off-diagonal term due to the structure inversion asymmetry of the double quantum
well.
1.3.2 Helical edge states in the BHZ model
As we saw earlier, nontrivial topological band structure goes hand in hand with the
existence of robust edge or boundary modes. When calculating the spectrum of HBHZ
with parameters for a dqw = 7nm quantum well on a ribbon geometry with hard-wall
boundary conditions in y-direction, one obtains Fig. 1.9 (b). A pair of edge modes is
clearly seen to bridge the bulk excitation gap. The right-moving [left-moving] mode
shown in blue [red] derives from the upper [lower] block of HBHZ. Since both blocks
are related to each other by time-reversal T with T 2 = −1 [Eq. (1.23)], this holds also
5Depending on the presence or absence of the chiral symmetry, the time-reversal symmetry, or the
particle-hole symmetry (which we will encounter only later in Chapters 2 and 3), a Hamiltonian
may be classified into one of ten Altland-Zirnbauer symmetry classes [AZ97]. It has been possible
to determine for each of these ten classes and for arbitrary dimension d the set of possible distinct
topological phases [Sch+08; Kit09; Ryu+10], which is an impressive result also known as “the
periodic table (of topological insulators and superconductors)”. The QSHE belongs to class AII,
d = 2 and thus is characterized by an invariant Q ∈ Z2 [KM05b], which means that the BHZ
model already captures all possible topologically distinct phases in this case.
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for the edge modes, which is why the right- and left-moving branches together are
denoted as a pair of helical edge modes. Such helical states are intriguing as they are
effectively one-dimensional but can only appear at the boundary of a two-dimensional
system and in that sense are holographic [WBZ06].
In x-direction, i.e. parallel to the edge, the edge states are plane waves ∼ eikxx.
Disregarding the HBIA term, their wave function for a hard-wall edge in y-direction





(e−λ−y − e−λ+y), (1.24)


























For a plot see Fig. 1.9 (c). From the roots of λ− one can determine the k-points where
the edge states become extended in y-direction and merge with the bulk spectrum.
Due to the helicity of the edge modes with time-reversal relating the right and left-
movers, the right-moving [left-moving] electrons are often denoted as “spin up” [“spin
down”] electrons. However, we would like to stress that this terminology does not
apply to the actual electron spin and should rather be understood as pseudo spin or
helical spin up or down, respectively. The reason for this is that the electrons in the
|E1,±〉 states are not spin-polarized and even if they were, the bulk (and structure)
inversion asymmetry terms would mix up and down spins. Consequently, the QSHE
does not in general come with a quantized spin Hall conductance [MHZ11] – contrary
to what its name might suggest and despite the quantized charge conductance that
we discuss next.
1.3.3 Quantized conductance and the Z2-invariant
Until now, we saw how topological invariants are associated with Hamiltonians and
how robust modes arise at the boundary between systems with topologically distinct



































Figure 1.10: (a) Illustration of the scattering region at the edge of a topological insulator
with N = 3 pairs of helical edge modes. Depicted is the upper edge of the sample,
the lower edge is assumed to be far away. (b) Application of the time-reversal operator
T = −iσ2 ⊗ 1NK interchanges left and right-movers and yields the complex conjugates
of the initial amplitudes with a minus sign for initial left-movers.
quantized response. In particular, we show theoretically by considering the respective
scattering matrix how a quantized conductance comes about in the QSHE. Subse-
quently, we also summarize corresponding experimental results on edge transport in
the two available materials.
Theory. We consider a time-reversal invariant scattering region at the edge of a
topological insulator which lies in-between two clean or unperturbed regions that
provide a connection to metallic contacts. The scattering region is assumed to be
far apart from other edges, such that tunneling of electrons into remote edge modes
is exponentially suppressed. The Fermi energy is chosen such that it lies inside the
bulk excitation gap. Further, we consider the general case where there are N pairs
of helical edge modes at the boundary of the topological insulator. We notice that
more than just zero or one pair of helical edge modes appear, for example, when the
sample edge is not a hard but to some degree a soft wall.6 This is analogous to the
appearance of several subgap states at a smooth domain wall in the SSH model, see
Fig. 1.5 on page 9. For N = 3, the described setup is illustrated in Fig. 1.10 (a).





relates the amplitudes of incoming and outgoing













see for example [BF04]. Here, the N × N matrices r [r′] and t [t′] characterize how
electrons entering the scattering region from the left [right] get reflected or transmit-
6Independent of the smoothness of the boundary one will find an odd [even] number of helical edge
modes when the bulk is topologically nontrivial [trivial].
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ted, respectively. Since the scattering region by assumption is time-reversal invariant,
the situation in Fig. 1.10 (b), which emerges after applying the time-reversal operator
T = −iσ2⊗1NK to the edge states, must be described by the same scattering matrix


























To arrive at the equation on the right hand side, we used that the S-matrix is unitary
due to current conservation. Comparison with Eq. (1.26) shows that time-reversal
symmetry leads to the restrictions
r = −rT , r′ = −r′T , t′ = tT . (1.28)
Since r and r′ are antisymmetric, they must have a zero eigenvalue when N is odd;
cf. Appendix B. As a consequence, when there is an odd number of pairs of helical
edge modes, there must exist an incoming state – the eigenvector to the vanishing
eigenvalue of r or r′, respectively – that cannot be backscattered and hence is per-
fectly transmitted through the scattering region. A perfectly transmitting channel,
according to the Landauer Büttiker formalism, contributes precisely one conduc-
tance quantum e2/h to the conductance. In a two-terminal setup, where current
flows along an upper and a lower edge one thus expects a quantized conductance
G = 2e2/h [G ≥ 2e2/h] for N = 1 [N = 3, 5, . . . ], while G can vanish for even N
and is exactly zero for N = 0. This even/odd effect in the conductance is actually a
possible way to understand that the topological invariant associated with the BHZ-
Hamiltonian is a Z2-invariant and not a Z-invariant like the Skyrmion number S or
the winding number W .
Experiment. The first experimental evidence for the QSHE being realized in HgTe/
CdTe quantum wells indeed was the measurement of a quantized conductance G =
2e2/h in the regime dqw > dcqw [Kö+07]. It was checked that G is independent
of the sample width7 and suppressed by magnetic fields supporting an interpreta-
tion in terms of helical edge states. Further support came from nonlocal transport
measurements [Rot+09] and the direct imaging of edge currents via SQUID mea-
7For two samples of equal length (1.0µm) and different widths (0.5µm and 1.0µm, respectively)
the same quantized conductance 2e2/h was measured.
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surements [Now+13]. However, the quantized conductance is seen only for sam-
ples no longer than 1µm. For longer samples the conductance is suppressed. We
notice that this does not contradict the derivation of quantized conductance dis-
cussed above, since this derivation does not rule out backscattering due to interac-
tion effects or possible time-reversal symmetry breaking perturbations. Explaining
the deviations from a quantized conductance is a considerable challenge for theory
since two additional experimental observations have to be taken into account as well:
Firstly, these deviations are only weakly temperature dependent and secondly, repro-
ducible conductance fluctuations are seen when the gate voltage is tuned [Kö+07;
Kö+08; Rot+09; Gra+13; Gus+14; Yac15]. Similar observations have been made for
AlSb/InAs/GaSb/AlSb double quantum wells [KDS11; Suz+13; Kne+14; Spa+14;
Du+15; Mue+15] with the exception of a very recent study reporting about a compar-
atively strong temperature dependence of the conductance (G ∼ T 0.32) at sufficiently
low currents [Li+15].
1.4 Impurities
Impurities, for our purposes, are pointlike defects in the otherwise regular arrange-
ment of atoms on a lattice as it exists in many solid state phases. The very term
impurities associates with these irregularities a rather negative connotation and in-
deed they have well-known adverse consequences for experiments and solid state
device technology. Nevertheless, there are positive aspects as well, although it seems
that there is in general less awareness of these. For this reason, we would like to
recall and highlight in the following some examples where impurity effects are in fact
desirable, before reviewing thereafter some generic impurity models.
One particularly important example is the doping of semiconductors with impu-
rity atoms, which is central for the whole industry of semiconductor devices [Ihn10].
Notable in this context is also the possibility to introduce magnetic properties into
semiconductors via impurity doping [Fur88; Ohn98], which has recently enabled the
experimental observation of the quantum anomalous Hall effect [Cha+13]. Diamonds
in their pure form are colorless. They obtain their color from structural defects and
impurities, so-called color centers. While the importance of lending visual appeal
to diamonds might be a matter of taste, such impurities like the famous nitrogen-
vacancy color center turned out to be useful, for example, as potential spin qubits, as
single photon sources, or as room temperature nanoscale magnetometers [Doh+13;
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Sch+14b]. In strongly correlated materials, where theoretical predictions are noto-
riously difficult to make, impurities in combination with local experimental probes
enable scientific progress [All+09]. Finally, by implanting on purpose Si-impurities
in-between the InAs and GaSb layers of InAs/GaSb double quantum wells, the bulk
conductivity in these systems could be decreased due to localization, thus allowing
to clearly observe robust helical edge state transport in such devices [Du+15].
There are different theoretical models for the quantum mechanical description of
impurities. Here, we follow Ref. [BVZ06] and summarize the three most important
ones:
(i) A nonmagnetic impurity at position r0 in the first place gives rise to potential
scattering and may be described by
Ĥpot =
∫
ddrΨ†(r)V (r − r0)Ψ(r). (1.29)
When the precise form of the impurity potential V is expected to be of minor
relevance, or when screening is sufficiently strong, one often works with the
simplification of a truly pointlike impurity V (r − r0) = V0δ(r − r0).
(ii) Magnetic impurities have a magnetic moment or spin S associated with them
which couples to the spin density of the itinerant electrons sν = Ψ†ασναβΨβ via
Ĥmag =
∫
ddr Jµν(r − r0)Sµsν(r0). (1.30)
Although magnetic impurities in general also give rise to potential scattering,
a term like Ĥpot is often neglected. Symmetries more often than not lead
to diagonal coupling tensors like Jµν ∼ J0δµν describing isotropic Heisenberg
coupling, or Jµν ∼ diag(Jx, Jx, Jz) a so-called XXZ coupling with axial rotation
symmetry. Moreover, Jµν(r − r0) ∼ δ(r − r0) is again a frequent assumption.













k,αdα + H.c.) (1.31)
describes the coupling of itinerant electrons (c†k,α) to a localized impurity state
(d†α), where U characterizes the on-site repulsion in the case of double occupancy
of this state. In this thesis we do not use this model. Still, it is worth mentioning
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since it is in widespread use and contains the previous models of potential as
well as isotropic magnetic scattering as limiting cases.8
A useful theoretical tool to investigate the effects of local impurities is provided by
the T -matrix method [BVZ06; BF04], which we briefly review in Appendix C. In
particular, this method allows to calculate the impurity induced correction δGR to
the retarded Green function GR in the case of potential impurity scattering.
1.5 Outline of this thesis and summary of results
In the following three main chapters, we consider effects of single impurities as well
as regular arrangements or lattices of impurities on (topological) insulators and su-
perconductors. In Chapter 2, we focus on nonmagnetic impurities in time-reversal
invariant superconductors belonging to class DIII of the Altland-Zirnbauer symmetry
classes [AZ97]. Our aim is to determine under which conditions such an impurity
can give rise to zero-energy states, which in this case would be Majorana fermions
[Bee15]. In this regard, we make progress by analyzing the determinant of the Hamil-
tonian matrix, which must vanish when a zero-energy state exists. We are able to
define a complex polynomial expression for the fourth root of this determinant and
thereby manage to derive a set of symmetries whose presence is a sufficient condition
for the existence of Majorana impurity states at certain critical impurity strengths.
We discuss our general results in the context of the doped Kitaev-Heisenberg model
[Kit06; JK09; CJK10; Hya+12; Oka13; Sch+14a]. We demonstrate how mirror and
spin-rotation symmetries protect the existence of Majorana impurity states in this
model and calculate the impurity induced correction to the magnetic susceptibility
as a possible starting point for an experimental analysis. Finally, motivated by the
observation from Sec. 1.2.2 that zero-energy crossings of extended states in spinless
d = 2 superconductors drive topological phase transitions, we show that impurity lat-
tices may induce topological phase transitions also in the doped Kitaev-Heisenberg
model or more generally in d = 2 odd-pairing superconductors.
In Chapter 3, we pick up some key ideas from Chapter 2 and further extend and
develop them. In particular, we generalize the concept of a polynomial expression
for the root of detH such that it can be applied to any of the ten Altland-Zirnbauer
8In the limit where U is small compared to the line width Γ of the impurity level one obtains
potential scattering. On the other hand, when U  Γ and ε < εF < ε + U , with εF being the
Fermi energy, one obtains isotropic magnetic scattering.
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symmetry classes, save for classes C and CII, where we show the impossibility to
define such a quantity. These “generalized roots of detH” allow predictions about
zero-energy crossings and symmetries which protect them in the respective symmetry
classes. Furthermore, we show how these results relate to so-called d = 0 topological
invariants and to the universal (i.e. ensemble-independent) low-energy behavior of
the ensemble averaged density of states of random matrices from the different sym-
metry classes. Finally, we consider impurity lattices in the d = 1 Kitaev chain model,
the d = 2 px + ipy spinless superconductor, and the d = 2 Chern insulator. The Ki-
taev model is sufficiently simple to allow for analytical results in this regard, whereas
for the two-dimensional models we find rich phase diagrams with topologically non-
trivial phases having large Chern numbers. This complements and generalizes an
interesting recent result due to Röntynen and Ojanen, who obtained similar phase
diagrams for the case of a magnetic impurity lattice placed on top of a conventional
s-wave superconductor [RO15].
Chapter 4 has a focus on transport in helical edge states. More precisely, we
consider elastic backscattering in these edge states caused by a magnetic impurity
and random Rashba spin-orbit coupling. The latter is expected to originate from a
fluctuating electric field in z-direction due to the ions from the doping layers of the
quantum well (see Fig. 1.9 (a) and Ref. [GSD10]). We begin by deriving a Hamilto-
nian of the form Eq. (1.30) describing the coupling of electrons in the helical edge
modes of HgTe/CdTe quantum wells to nearby magnetic impurities like Mn2+ ions.
Starting from this Hamiltonian, we use the T -matrix method to derive scattering
rates for combined scattering from the impurity and the Rashba disorder. We then
proceed by considering a master equation for the impurity spin’s density matrix from
which we obtain the steady state of the impurity spin at finite temperature and with
a transport voltage applied along the edge. Finally, the impurity induced resistance is
determined. We find that the combined scattering from the impurity and the Rashba
disorder yields a resistance which is weakly temperature dependent and slightly in-
creasing with decreasing temperature. Moreover, we argue that since this scattering
is elastic, it could explain the conductance fluctuation which appear as a function of
gate voltage in experiments, cf. Sec. 1.3.3. Thus, our proposed combined scattering
mechanism is in agreement with central experimental findings.
Chapter 5 concludes the main text of this thesis and is followed by an Appendix
where certain technical sections are collected, which were omitted in the main text
for the sake of readability.
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2 Majorana impurity states in
time-reversal-invariant
superconductors
In our brief survey of impurity effects in the introduction, we mostly left aside the
realm of superconductors (SCs). Nevertheless, impurities are known to give rise to
remarkable physics also in this class of materials [AG60; Kha+97; MP99; Hud+01;
BVZ06; All+09; Hu+13; SD13]. Certain concentrations of magnetic impurities in
s-wave SCs, for example, can induce a state of gapless superconductivity, where the
energy gap for quasi-particle excitations is closed but where the system still exhibits
the Meißner effect [AG60]. Nonmagnetic impurities, on the other hand, barely affect
s-wave SCs, which is theoretically explained by Anderson’s theorem [And59]. How-
ever, in p- or d-wave SCs, the sign of the superconducting order parameter changes
as a function of momentum. Consequently, potential scattering from impurities may
break Cooper pairs because paired electrons experience a change in momentum while
the phase is not changed accordingly [BVZ06; All+09]. Thus, impurities give rise
to subgap states and can be used to probe unconventional superconductivity which
appears, for instance, in the high-Tc materials [BVZ06; All+09; Hud+01].
In this chapter, our focus is on subgap states originating from nonmagnetic im-
purities in time-reversal (TR) invariant SCs and an emphasis will be on SCs with
p-wave pairing. Such SCs belong to symmetry class DIII of the Altland-Zirnbauer
classification [AZ97] and there is a Z2 topological invariant Q which distinguishes
between trivial and nontrivial phases [Sch+08; Kit09; Qi+09; HK10; QZ11; Sat09;
FB10].1 In the latter case, robust helical Majorana modes exist at the boundary
of the SC [Qi+09]. In the following, we denote a pair of states (|ψ〉, T |ψ〉), which
are related to each other via time-reversal T , as a “Kramers pair” and the number
1More generally, the topological invariant in three dimensions is a Z-invariant [Sch+08]. Q is the
parity of this Z-invariant [Sat09; FB10].
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parity of unpaired Kramers pairs below the Fermi surface as the “Kramers parity”.
Then, the results of Sato as well as Fu and Berg [Sat09; FB10], which we already
mentioned in Sec. 1.2.2, imply that in TR invariant odd-parity SCs, Q is determined
by the Kramers parity with Q = 0 [Q = 1] when the Kramers parity is even [odd].
In the following, our aim is to derive conditions for the existence of zero-energy
or midgap impurity states in TR invariant SCs. As the creation and annihilation
operators of states which solve the Bogoliubov–de Gennes equations for energies
±E are related by γE = γ†−E, these zero-energy states are Majorana fermions (γ =
γ†) with intriguing properties [RG00; Kit01; Iva01; Nay+08; Wil09]. It is thus
an interesting perspective to be able to create them on purpose with the help of
an appropriate impurity potential. On the other hand, there exist also protected
Majorana zero modes, for example at vortex cores [KS91; Vol99], and preventing the
occurrence of accidental impurity Majorana modes could be of importance when the
robust Majoranas are to be used for braiding operations [Ful+13; Nay+08].
After the definition of our model in Sec. 2.1, we derive in Sec. 2.2 conditions which
enable the definition of a position-space topological invariant QDIII, which, in the
case of gapped translationally invariant systems, is equivalent to Q and the Kramers
parity. From our derivation it follows that the conditions for the existence of QDIII
actually are sufficient for the appearance of a zero-energy impurity bound state at a
certain critical strength of a nonmagnetic impurity. We identify a class of symmetries,
each of which, when present in a system, protects zero-energy crossings of impurity
states as a function of the impurity strength. As a consequence, disorder which is
compatible with such a symmetry should generically give rise to states with energies
smaller than kBT even at low temperatures T . The invariant QDIII is defined in
such a way that it changes already when a localized Kramers pair is pushed through
the Fermi level, for example by tuning an impurity potential. Such an event leaves
the bulk invariant Q unchanged, since local perturbations cannot drive a topological
phase transition. However, when the strength of a lattice of impurities is tuned,
extended states can cross the Fermi energy and may change Q.
In Sec. 2.3, we exemplify our general results by considering nonmagnetic impuri-
ties in the TR invariant p-wave phase of the doped Kitaev-Heisenberg (KH) model
[Kit06; JK09; CJK10; Hya+12; Oka13; Sch+14a]. We identify symmetries which
protect zero-energy crossings of impurity states and show that a lattice of impurities
indeed provides the possibility to access the topologically nontrivial phase. More-
over, we calculate the temperature dependent impurity induced correction to the
30
2.1 BdG description of a time-reversal invariant superconductor
magnetic susceptibility and suggest magnetometric methods as a possibility to probe
the subgap states allowing also to unveil zero-energy states.
2.1 Bogoliubov–de Gennes description of a
time-reversal invariant superconductor
We consider a general TR invariant Bogoliubov–de Gennes Hamiltonian in symmetry


















where c = (c↑, c↓), cσ = (c1,σ, . . . , cN,σ) and ci,σ annihilates a fermion with spin σ on
site i. Hermiticity of the Hamiltonian and Fermi statistics require
h = h†, ∆ = −∆T . (2.2)
These fundamental restrictions imply that H obeys a particle-hole (PH) symmetry
{P,H} = 0, P = τ1K. Here, τ denotes the Pauli matrices in PH space and K
is the operator of complex conjugation. The operator P , when applied to a state
|ψ〉 = (u,v) interchanges the particle and the hole components u and v, respectively.
Furthermore, if |ψ〉 is an eigenstate of H having energy E, then it follows from
{P,H} = 0 that P |ψ〉 is an eigenstate with −E, such that the PH symmetry enforces
a spectrum which is symmetric about E = 0, i.e. a PH symmetric spectrum. In this
regard, it resembles the chiral symmetry, cf. Sec. 1.1.1.
Hamiltonians in symmetry class DIII are not only PH symmetric but also have to
obey a TR symmetry [T,H] = 0, T = iσ2K, where σ denotes the Pauli matrices in
spin space. This symmetry puts further restrictions onto h and ∆, namely
hσ2 = σ2h
T , ∆σ2 = σ2∆
∗. (2.3)
Together, the PH and TR symmetries give rise to the chiral symmetry [Sch+08]
{C,H} = 0, C = iPT = τ1 ⊗ σ2, (2.4)
where C is a unitary operator that squares to one. Hence, every eigenvector |ψ〉 with
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energy E has a Kramers partner T |ψ〉 with energy E, a PH partner P |ψ〉, and a
‘chiral’ partner C|ψ〉 both with energy −E.
We describe a local nonmagnetic impurity at site i0 by adding an on-site potential
to the unperturbed Hamiltonian:




Before proceeding with the discussion about the effects of the impurity on the spec-
trum of the superconductor, we would like to stress the generality of the Hamiltonian
in Eq. (2.1). Leaving aside the intrinsic PH symmetry, the only real restriction on
the Hamiltonian is TR symmetry represented by Eqs. (2.3), respectively. Hence, all
kinds of TR invariant potentials, short and long ranged hopping terms, spin-orbit
couplings, and pairings of electrons with equal or opposite spin may be present in H
and may all be subject to disorder. Moreover, there is no restriction on the ‘lattice
sites’, whether they form a regular lattice or not. So far, there is also no specific
spatial dimension d associated with H.
2.2 Impurity induced zero-energy states
In this section we analyze the sufficient conditions under which the impurity potential
Eq. (2.5) causes zero-energy states at a critical impurity strength λ = λc.
2.2.1 A perturbative argument
In order to develop a first understanding for the presence or absence, respectively,
of zero-energy impurity states, we notice that the Hamiltonian H0(λ) ≡ H(λ,∆ =
02N), which describes the system with vanishing superconducting order, has zero-
energy eigenvalues at a critical impurity strength λ0c. This can be understood by
observing that the normal state single-particle Hamiltonian H0(λ) in the limit λ →
−∞ has one additional Kramers pair occupied compared to the limit λ→ +∞. Thus,
upon continuously tuning λ from large negative to large positive values, at least one
Kramers pair has to cross the Fermi level at zero energy. Generically, there will be no
additional zero-energy states and the zero-energy eigenspace at the critical impurity
strength λ0c is spanned by the four mutually orthogonal states |ψ0〉, T |ψ0〉, P |ψ0〉,
and C|ψ0〉, cf. Fig. 2.1 (a). Now, our aim is to determine the fate of this zero-energy
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Figure 2.1: (a) and (b) illustrate the perturbative argument for the absence of impurity
zero-energy states in class DIII superconductors; see the text for details. (c) Two pro-
totypical behaviors of the energy of an impurity state Eimp/Egap as a function of the
inverse impurity strength t/λ. The solid line shows a symmetry protected zero-energy
crossing, whereas the dashed line shows an avoided crossing, because the symmetry is
absent. The relevant symmetries are listed in Table 2.1. Both systems are in the topo-
logically nontrivial phase. The blue curve is computed for the TR invariant p-wave phase
of the doped KH model (parameters: µ = 1.3 t, η = 0.05 t); for the red curve anisotropic
Rashba spin-orbit coupling with (κx, κy, κz) = (0, 1, 2) and λR = 0.89 η was added, cf.
Sec. 2.3.2.
quadruplet as H∆ ≡ H −H0 – which we regard as a perturbation – becomes finite.
We will interpret a splitting of the quadruplet in first order degenerate perturbation
theory as being indicative of the absence of zero-energy impurity states in the SC.
Since H∆ belongs to class DIII, it also obeys the corresponding TR, PH, and
chiral symmetry. We focus on the coupling of the PH partner states and introduce
the notation |Pψ0〉 ≡ P |ψ0〉 and 〈Pψ0| for the dual of |Pψ0〉. For the corresponding


















where we first used that P is antiunitary and subsequently exploited {H∆, P} = 0 and
P 2 = 1. This equation implies that 〈ψ0 |H∆|Pψ0〉 = 0 and an analogous calculation
for the Kramers partner yields 〈ψ0 |H∆|Tψ0〉 = 0. It follows that H∆ couples |ψ0〉
neither to T |ψ0〉 nor P |ψ0〉. However, the coupling to C|ψ0〉 is finite in general and
causes the zero-energy quadruplet to split into two doublets at finite energy in first
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order perturbation theory, cf. Fig. 2.1 (b).
Yet, when the system obeys an additional unitary symmetry U commuting with
H0(λ) as well as H∆ and anticommuting with C, the coupling of chiral partners has







∣∣U †H∆CU ∣∣ψ0〉 = − 〈ψ0 |H∆C|ψ0〉 , (2.7)
where {H∆C,U} = 0 has been exploited for the second equality. Hence, 〈ψ0 |H∆C|ψ0〉
must vanish and there is no energy splitting in this case.
This fundamental impact of such a symmetry U on the energy Eimp of the impurity
bound state is illustrated in Fig. 2.1 (c). There we depict Eimp(λ−1),2 which we
obtained from T -matrix [BVZ06] calculations for two models: First for the doped KH
model, which, as we will explain in Sec. 2.3.2, has additional symmetries protecting
the zero-energy crossings, and second for the case where we added to this model
anisotropic Rashba spin-orbit coupling in order to break all these symmetries.
2.2.2 Analysis of detH
After this detour to perturbation theory, we now get back to the full problem and
develop an algebraic means to make definitive predictions about the existence of
impurity midgap states. To this end, we notice that the determinant detH(λ) equals
the product of the eigenvalues of H(λ). As a consequence, when the SC has a gap
in the absence of the impurity, a zero of detH(λ) at a critical value λc is equivalent
to the appearance of a midgap impurity bound state at this impurity strength. As
Himp(λ) acts just on a single lattice site, and since there is a spin as well as a PH
degree of freedom associated with each site, we find that detH(λ) is a polynomial
of fourth order in λ. Given an arbitrary Hamiltonian from class DIII, it is hard to
determine the conditions under which this polynomial has zeros for a real valued
impurity strength λc. Subsequently, we reduce this problem to the analysis of a first
order polynomial by considering the Pfaffian of redundant sub-blocks of H. With this
method, we will be able to show nonperturbatively that the presence of a symmetry
with [H,U ] = 0 and {C,U} = 0 indeed guarantees the existence of a critical impurity
strength λc at which a zero-energy impurity bound state occurs.
2Impurity induced subgap states appear only at finite λ−1. Moreover, Eimp(λ−1) is continuous
at λ−1 = 0 since letting λ → ±∞ amounts to removing the impurity site from the lattice
independently of the sign choice. For these reasons, one might prefer to plot Eimp(λ−1) instead
of Eimp(λ).
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We begin by employing the unitary transformation V = [14N + iτ2⊗ σ2⊗ 1N ]/
√
2,







withD ≡ hσ2+∆. Due to Eq. (2.3), the matrixD is antisymmetric, hence its Pfaffian
Pf D is well-defined and, since D is of even dimension 2N × 2N , Pf D is in general
nonvanishing. See Appendix B for some background on the Pfaffian. Furthermore,
a Laplace expansion of the determinant yields
detH = | detD|2 = |Pf(D)|4, (2.9)
showing that the existence of zero-energy eigenvalues of H is equivalent to the ap-
pearance of a zero of Pf(D). It is straightforward to see that λ occurs only in one
entry in the upper and lower triangle of the matrix D(λ), respectively. From the
definition of the Pfaffian it then follows that Pf D(λ) = z(λ−λc) is a linear complex
function with z, λc ∈ C. Provided λc is real, Pf D(λ) has to have a complex phase
which is independent of λ such that a single zero-energy crossing of Kramers pairs
will take place at λc. However, we emphasize that there is no need for λc to be real
in general, such that one expects that under general conditions there is no real value
λ which could give rise to a zero-energy impurity state in SCs from class DIII. Yet,
in the following paragraph, we demonstrate that every additional symmetry of the
Hamiltonian which anticommutes with the chiral operator C forces λc to be real.








with W unitary due to the unitarity of U and V . This condition has its origin in
the PH redundancy of the basis in Eq. (2.1), as we explain in detail in Appendix E.
Provided that U is a symmetry of H with [H,U ] = 0 it follows that
[Pf(D)]∗ = (−1)N Pf(D†) = (−1)
N
detW




Here, the first two equality signs are due to general properties of the Pfaffian, cf.
Appendix B. The last equality, on the other hand, utilizes WD† = DW ∗, which is
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Table 2.1: We list all eight types of unitary symmetry operators of the form U = τµ⊗σν⊗R
with RT = R−1 which satisfy {U,C} = 0 and hence guarantee the existence of zero-
energy impurity bound states. The symmetry condition [H,U ] = 0 implies that the
matrices hν , dν defined by the expansions h =
∑3
ν=0 σν ⊗ hν , ∆ = i
∑3
ν=0 σνσ2 ⊗ dν are
restricted by (anti)commutation relations with R. Namely, the matrices hν , dν listed in
the second [third] column have to anticommute [commute] with R. R = 1N implies that
matrices in the second [third] column vanish [are unrestricted].
U { · , R} = 0 [ · , R] = 0
τ0 ⊗ σ3 ⊗R h1, h2, d0, d3 h0, h3, d1, d2
τ3 ⊗ σ2 ⊗R h1, h3, d0, d2 h0, h2, d1, d3
τ0 ⊗ σ1 ⊗R h2, h3, d0, d1 h0, h1, d2, d3
τ3 ⊗ σ0 ⊗R d0, d1, d2, d3 h0, h1, h2, h3
C(τ0 ⊗ σ3 ⊗R) h0, h3, d1, d2 h1, h2, d0, d3
C(τ3 ⊗ σ2 ⊗R) h0, h2, d1, d3 h1, h3, d0, d2
C(τ0 ⊗ σ1 ⊗R) h0, h1, d2, d3 h2, h3, d0, d1
C(τ3 ⊗ σ0 ⊗R) h0, h1, h2, h3 d0, d1, d2, d3
equivalent to the symmetry condition [H,U ] = 0, and also makes use of the unitarity
ofW . Equation (2.11) implies that
√
(−1)N/ detW Pf D(λ) is a real valued function,
and therefore λc must be real as well. We have thus succeeded to show that the
presence of an additional symmetry U with [H,U ] = {C,U} = 0 guarantees the
existence of zero-energy states for a suitably chosen impurity strength λc.
Before discussing possible symmetries U in more detail, let us mention that the
presence of a such symmetry is a sufficient but not a necessary condition for the
appearance of midgap impurity states. In fact, there exist conditions which are not
related to symmetries but still force Pf(D) to be real; see Appendix D for details
and an example in the context of the KH model. However, while such conditions can
be satisfied in single-particle Hamiltonians, we expect them to be less robust than
the symmetry conditions when the single-particle Hamiltonian is the result of a self-
consistent mean field approximation to an interacting Hamiltonian already including
the impurity potential.
2.2.3 Discussion of symmetries that make Pf D real
Let us now try to develop some understanding for the symmetries U that we just
described. To this end, we focus on the case where U actually is a product U =
τµ ⊗ σν ⊗ R of an internal transformation τµ ⊗ σν and a lattice transformation R.
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Since R is a permutation matrix in the space of the lattice sites, it has to satisfy
RT = R−1. Because C acts as the identity in the lattice site space, the condition
{U,C} = 0 immediately rules out eight of the 16 possible combinations τµ ⊗ σν .
We list the remaining eight combinations in Table 2.1. In order to understand the




σν ⊗ hν (2.12)
into a spin-independent single-particle part h0 and spin-orbit couplings h1, h2, h3.




σνσ2 ⊗ dν (2.13)
into a singlet component d0 and triplet components d1, d2, d3. Plugging these de-
compositions into the symmetry condition [H, τµ⊗σν ⊗R] = 0 yields the result that
for each allowed case of τµ⊗σν , precisely four of the eight matrices hν , dν have to an-
ticommute with R, while the remaining four matrices have to commute with R. We
list these results in Table 2.1. Of course, these conditions become most extreme when
the symmetry operator U acts as the identity in lattice space, i.e. when R = 1N . In
this case, the anticommutation condition { · , R} = 0 implies that the corresponding
matrices hν , dν vanish identically, while the commutation relation [ · , R] = 0 leads to
no restrictions at all.
With these preparations we are equipped to apply our formalism to the special
case of impurity bound states in spinless SCs. These systems belong to symmetry
class D [AZ97]. As can be seen from the first line in Table 2.1, the presence of a
symmetry U = τ0 ⊗ σ3 ⊗ 1N requires h1, h2, d0, and d3 to vanish, while h0, h3,
d1, and d2 remain completely unrestricted. In this way, any couplings between up
and down spins are forbidden and the Hamiltonian matrix is found to decompose
into two uncoupled blocks H = H↑ ⊕H↓, where TR symmetry relates these blocks
to each other via H↓ = TH↑T−1. Consequently, the individual blocks Hσ do not
obey TR symmetry. On the other hand, PH symmetry is found to hold individually
for each block {P,Hσ} = 0. It follows that Hσ is an arbitrary member from class
D. As U = τ0 ⊗ σ3 ⊗ 1N anticommutes with C, our above analysis implies that
H↑ features a midgap impurity bound state when the impurity strength is tuned
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accordingly, and the corresponding Kramers partner is due toH↓. These observations
generalize results for d = 1 p-wave SCs from Ref. [SD13] to general spinless SCs and
in addition are even independent of the spatial dimension d. In the case of R = 1N ,
the symmetries from the second and third row of Table 2.1 also lead to a decoupling of
H into two blocks from class D. The difference is in the direction of spin polarization
which would be the y- and x-direction, respectively.
When R = 1N , the corresponding symmetry from the fourth row of Table 2.1 holds
only if all matrices dν = 0N . This amounts to the absence of superconductivity and
implies that the particle and the hole sector decouple from each other, H = Hp⊕Hh.
Analogously to before, the individual blocks Hp,h do not obey PH symmetry but
are TR invariant, hence belong to symmetry class AII [AZ97]. We thus infer that
also in gapped systems from class AII impurities may lead to subgap bound states
with arbitrary energy, including zero-energy in general. We notice that this gives
additional (a posteriori) justification for our perturbative argument in Sec. 2.2.1.
Multiplication of C with a unitary operator U which anticommutes with C yields
another unitary operator CU anticommuting with C. In this way, the the last four
rows result from the first four rows of Table 2.1. To our knowledge, there is direct
relevance of these symmetries for electronic SCs.
In the general case where R 6= 1N , the symmetry operator U describes a combined
transformation in lattice, spin, and PH space in such a way that the spin-orbit
coupling L · S of angular momentum and spin is kept invariant. In this regard,
spatial reflections with respect to a mirror plane accompanied by appropriate spin
rotations have recently attracted interest [Uen+13; ZKM13; CYR13; MF13]. Below
in Sec. 2.3.2, we consider specific examples for such symmetries in the context of the
doped KH model.
2.2.4 Relation to topological invariants
We may exploit the constant phase of Pf(D) in the presence of a symmetry U , to








which changes whenever one Kramers pair crosses the Fermi energy. To establish
a connection between QDIII and the widely used bulk topological invariant Q for
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translationally invariant odd-parity single band SCs, we defineD(k) = h(k)σ2+∆(k)
for each momentum k in analogy to Eq. (2.8). For a TR invariant momentum (TRIM)
K, which satisfies K = −K, we have ∆(K) = 02 and h(K) = ξ(K)σ0 where
ξ(K) is the single-particle energy with respect to the Fermi energy. Hence, D(K) is





V(K) ≡ sgn[i Pf D(K)] = sgn ξ(K), (2.16)
so that Q counts the number parity of TRIM below the Fermi level and thus the
Kramers parity. Consequently, QDIII = Q for these systems.3 It is possible to
generalize our definitions to multiband SCs as well. In Sec. 2.3.3, we will make use
of this generalization to demonstrate that a lattice of impurity states can drive a SC
into a topologically nontrivial phase.
2.3 Impurities in the doped Kitaev-Heisenberg
model
We illustrate our general results from the previous section by applying them to the
TR invariant px ± ipy-wave phase of the doped KH model on the honeycomb lattice
[Kit06; JK09; CJK10; Hya+12; Oka13; Sch+14a], which is paradigmatic for a number
of interesting topological phases [HWR14]. This phase is a two-dimensional analogue
of the B phase of superfluid 3He [VW90] and undergoes a topological phase transition
at a critical value µc of the chemical potential [Hya+12].
2.3.1 Definition of the model












[−σdx(k) + idy(k)]f †k,1,σf †−k,2,σ + h.c.
}
(2.17)
3The gap can close at momenta away from the TRIM, such that QDIII cannot be defined whereas
Q still is well-defined, cf. (2.15). This indicates gapless topological superconductivity [SF10].
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where fk,s,σ annihilates a fermion with spin σ on sublattice s ∈ {A,B}, µ is the
chemical potential,
t(k) = t(eiδx·k + eiδy ·k + eiδz ·k) (2.18)





3(eiδx·k − eiδy ·k), eiδx·k + eiδy ·k − 2eiδz ·k, 0
)
(2.19)
is the d vector characterizing the spin-triplet pairing [SU91]. Here, η characterizes





























are the nearest neighbor vectors; the lattice constant has been set to 1.5 Expanding
d for small k yields d ∼ (kx, ky, 0). Hence, d describes px ± ipy spin-triplet pairing
with different sign for up and down spins, respectively.
Our method for predicting zero-energy crossings by analyzing Pf(D) builds on the
description of the system on a finite but arbitrarily large lattice. We employed the
T -matrix method (see Appendix C) to calculate the correction to the retarded Green
function matrix δGR(ε;k,k′) and therefrom the correction to the density of states
due to a single impurity in the thermodynamic limit of a system described by (2.17).
As shown in Fig. 2.1 (c), a zero-energy crossing of Kramers pairs takes place at λ = λc
indicating the presence of symmetries, which we will discuss next. Moreover, in the
case of the KH model the sign of the critical impurity strength is found to depend
on the topology of the system since sgnλc = sgn(µ− µc).
2.3.2 Symmetries
Let us now consider those unitary symmetries of HKH which are relevant to the
existence of zero-energy impurity states in the doped KH model. In Eq. (2.17)
we chose the spin quantization axis such that only equal-spin particles are paired
HKH = H
↑
KH ⊕H↓KH, hence [HKH, σ3] = 0 which is a nonspatial symmetry protecting






−iR·kfR,A,σ and fk,B,σ = 1√N
∑
R e
−i(R+δz)·kfR,B,σ for electrons on sublat-
tice A and B, respectively. R are the lattice vectors.
5On the honeycomb lattice, each site has three nearest neighbors. The links to these neighbors
are often denoted by x, y, or z, respectively, depending on direction.
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Table 2.2: In this table we list the four symmetries which protect impurity induced zero-
energy crossings in the TR invariant p-wave phase of the doped KH model. The N ×N
matrices Rx,y,z permute the lattice sites according to a mirror reflection with respect to
any x, y or z, link. Furthermore Φ = diag(1N ,1N , ei2π/31N , e−i2π/31N ). W denotes a
subblock of U in the basis where C is diagonal, see Eq. (2.10)
Description W U
Decoupling of spins −iσ1 ⊗ 1N τ0 ⊗ σ3 ⊗ 1N




3σ0 − iσ3)⊗Rx 12 [τ0 ⊗ (
√
3σ2 − σ1)⊗Rx]Φ




3σ0 + iσ3)⊗Ry 12 [τ0 ⊗ (
√
3σ2 + σ1)⊗Ry]Φ∗
Mirror along z iσ3 ⊗Rz τ0 ⊗ σ1 ⊗Rz
zero-energy crossings, cf. Table 2.1. From the interacting Hamiltonian [JK09; CJK10]
the p-wave phase inherits symmetries acting on spin and spatial degrees of freedom
[YKV12]. Of these symmetries only the three mirror symmetries Mγ with respect
to the x, y, or z-links satisfy Eq. (2.10), for example Mz = τ0 ⊗ σ1 ⊗ Rz where Rz
is the matrix for the mirror permutation of the lattice sites with respect to a z-link.
Hence, also the Mγ protect the zero-energy crossings shown in Fig. 2.1 (c). Table 2.2
lists these four relevant symmetries.














with δ̂γ = δγ/|δγ| to the Hamiltonian while disregarding the effects that this coupling
would have if the order parameter was calculated self-consistently. For λR 6= 0 this
breaks the nonspatial symmetry [HKH +HR, σ3] 6= 0, but keeps all spatial symmetries
intact if κγ = 1, γ = x, y, z. Anisotropic Rashba coupling with κz 6= 1 breaks all
mirror symmetries except for Mz. Only by choosing different values for all three
κγ one actually breaks all relevant symmetries and thus avoids the impurity induced
zero-energy crossing. This is illustrated in Fig. 2.1 (c). From this analysis it is clearly
seen, that in general, the mere coupling of electrons with different spin is not sufficient
to avoid zero-energy states. Instead, what is necessary is the coupling of the impurity
state |ψ〉 to its chiral partner C|ψ〉.
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Figure 2.2: (a) Phase diagram of Q for an impurity lattice with impurity distance a = 5
in the TR invariant p-wave phase of the doped KH model as a function of the impurity
strength λ and the chemical potential µ. Gray denotes the topologically trivial phase
Q = +1 whereas white denotes the nontrivial phase Q = −1. Black denotes regions
where the system is gapless, see footnote 3. (b) Triangular impurity lattice with lattice




Figure 2.3: Depicted is the Brillouin zone of the honeycomb
lattice with its four TRIM. Three-fold rotational symmetry
maps the M -points onto each other.
2.3.3 Impurity driven topological phase transitions
In order to demonstrate that extended impurity states not only change QDIII but
also Q, we consider a triangular lattice of impurities, illustrated in Fig. 2.2 (b). The
lattice constant was chosen to be a = 5, amounting to an impurity concentration of
2 %. We calculate Q by evaluating V(K) at the four TRIM as well as the Chern
number Cimp of each spin-resolved impurity band formed by overlapping impurity
subgap states, and confirm that Q(λ) = (−1)Cimp(λ)Q(0).
From the interacting KH model the mean field Hamiltonian Eq. (2.17) derives a
three-fold rotational symmetry [YKV12]. Due to this symmetry we find
V(M ) ≡ V(M1) = V(M2) = V(M3) 6= V(Γ), (2.22)
where Mi denotes the M -points and Γ denotes the origin of the Brillouin zone, cf.
Fig. 2.3. V(M ) as well as V(Γ) are the sign of linear functions in λ respectively
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Figure 2.4: Depicted is (a) the bulk spin-susceptibility χ0 and (b) the impurity induced
correction δχ‖ multiplied by the system size N for the TR invariant p-wave phase of
the doped KH model as a function of temperature. The subscript ‖ or ⊥ denotes that
the direction of the applied magnetic field parallel or perpendicular, respectively, to the
plane to which the d vector is confined, cf. Eqs. (2.19). E0gap is the energy of the
superconducting gap at temperature T = 0 and χP denotes the Pauli susceptibility of
the normal phase. The results were calculated for the topologically nontrivial regime
(µ = 1.3 t) but are qualitatively the same and quantitatively similar in the trivial phase.
and thus change independently of each other at critical values λc(M ) and λc(Γ)
respectively. Hence, one can change Q = V(Γ)V(M ) by tuning λ. In Fig. 2.2 (a) we
show the phase diagram of Q versus impurity strength λ and chemical potential µ.
The clean system is in the topologically trivial [nontrivial] phase for µ < µc ' 0.993 t
[µ > µc] [Hya+12]. At each value of µ two transitions occur at λc(M ) and λc(Γ)
respectively and the complicated dependence of λc(M) and λc(Γ) on µ gives rise to
an intricate diagram. Remarkably, it is possible to render the system nontrivial by
tuning λ to values of the order of the hopping t.
2.3.4 Effect on the magnetic susceptibility
At present the experimentally most accessible method for detecting zero-energy
bound states probably are tunneling experiments [BD07; LLN09; Mou+12; NP+14].
Here, we would like to promote local spin susceptibility measurements as a means
for detecting subgap states, and in particular zero-energy states.
For sufficiently small Zeeman energies represented by the Hamiltonian HjZ due to
an applied magnetic field B in j-direction, one can calculate the spin susceptibility
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χij = (1/µ0) ∂Bj 〈Mi〉
∣∣
B=0


















where nF is the Fermi function, Mi is the magnetization operator in i-direction and
the trace runs over Nambu and momentum space. By decomposing the Green func-
tion GR of the system in the absence of the Zeeman field into bulk and the impurity
induced contributions GR = GR0 + δGR (see Appendix C) the bulk susceptibility
χ0ij and its impurity correction δχij, where χij = χ0ij + δχij, are determined from
Eq. (2.23).




⊥) and δχ = diag(δχ‖, δχ‖, δχ⊥) are diagonal with two
equal entries describing the susceptibility with respect to magnetic fields applied in
the plane in which the d vector rotates, cf. Eq. (2.19). Numerical results are pre-
sented in Fig. 2.4, and can be understood by considering the direction of the Cooper
pair spin which is determined by the d vector [VW90]. Suppression of the in-plane
bulk susceptibility χ0‖ at low temperatures arises because of Cooper pairs with spin
perpendicular to the B-field, while for B · d = 0 no pair breaking is necessary to
polarize Cooper pairs, hence χ0⊥ equals the bulk Pauli susceptibility χP of the normal
state to lowest temperatures [VW90]. The out of plane correction δχ⊥ ≈ 0 is vanish-
ingly small, while the in-plane corrections δχ‖ may be used to detect subgap states,
since δχ‖ has a maximum related to Eimp and becomes a monotonically decreas-
ing function for Eimp = 0, whereas the bulk in-plane susceptibility monotonically
increases with temperature.
2.4 Summary
In this chapter, we have derived symmetries U which guarantee, for a critical value
λc of the impurity strength, the existence of zero-energy impurity bound states in TR
invariant SCs (symmetry class DIII). It has been illustrated how these symmetries
also enable the definition of the position space topological Z2 invariant QDIII which
we could relate to the bulk Z2 invariant Q. The relevance of our findings has been
demonstrated by studying impurities in the TR invariant p-wave phase of the doped
KH model. In this model, spin-rotation and mirror symmetries were found to protect
the zero-energy crossings. We have also demonstrated how to destroy zero-energy
crossings by adding an anisotropic spin-orbit coupling which breaks all relevant sym-
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metries. Furthermore, we have shown how a lattice of impurities can change the bulk
topological invariant of the system. The impurity induced correction to the spin sus-
ceptibility has been calculated showing that magnetometric methods could be used
to probe impurity subgap states. Finally, our results also show that TR invariant
topologically nontrivial SCs can be made robust against low-energy impurity states
by strongly breaking all relevant additional symmetries. This improves prospects for
protocols utilizing topologically protected Majorana zero-energy states.
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3 Impurities and topological phase
transitions in various symmetry
classes
Ever since the concept of topologically nontrivial phases in condensed matter sys-
tems picked up momentum during the last decade [Kit01; KM05b; FKM07; MB07;
Roy09; Kit09; Sch+08; HK10; QZ11], there has been the question as to which kind
of perturbations can cause topological phase transitions. In this chapter, we pick
up the idea from Sec. 2.3.3 and investigate in more detail the possibility to utilize
inhomogeneous perturbations like impurity lattices for this purpose. We point out
that perturbations of that kind are naturally present in many candidate materials
for topological superconductors, as a large part of these are unconventional super-
conductors obtained by doping Mott insulators [Sch+08; All+09; Hya+12; Oka13;
Sch+14a; YKV12; BSWLH14]. In addition, high quality topological insulators have
recently been created by intentionally doping Si into InAs/GaSb double quantum
wells [Du+15]. Further, the success with the engineering of a d = 1 topological su-
perconductor has been achieved by putting a chain of magnetic atoms on top of a
conventional superconductor [NP+14]. Similar setups have recently been identified
as a possible route towards the realization of a rich variety of topological phases
[RO15]. Also on the theoretical side, there is interesting work on so-called topolog-
ical Anderson insulators [Li+09; Gro+09; ABK15] and disorder-driven topological
superconductivity [AWT14; Qin+15].
To intuitively understand why impurity lattices can have a potential for the design
of topologically nontrivial phases, it is useful to call to mind Sec. 1.2.1, where we saw
how momentum space topological defects, which appear upon closing and reopening
the bulk excitation gap, may change the topological invariant. An impurity lattice
reduces the translational symmetry of a system and gives rise to impurity bands
with a potentially complicated energy-momentum dispersion which in some cases is
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described by long-range hopping terms in the low-energy theory. This increases the
freedom to deform the dispersion such that many band inversions and, in turn, many
topological defects appear in momentum space. As a result, the impurity bands
can cause very large topological invariants. Following this reasoning, Röntynen and
Ojanen recently demonstrated theoretically that topological superconductivity with
very large Chern numbers may occur in d = 2 ferromagnetic Shiba lattices [RO15;
RO16].
In the first part of this chapter (Sections 3.1 to 3.3), we investigate whether the
eigenstates of an arbitrary Hamiltonian Hλ = H0 + λH1 belonging to one of the
ten Altland-Zirnbauer symmetry classes [AZ97; Zir96] undergo robust zero-energy
crossings as a function of λ. In this regard, there are two main results: (i) We
define, for every Hamiltonian matrix H from the respective symmetry class, the
generalized root q(H) of detH in such a way that |q(H)|ν = | detH| and that q(H) is
a polynomial function of the matrix elements of H. Here, ν is the symmetry-induced
degeneracy of eigenstates, when eigenstates at ±E are considered degenerate. We
show that q(H) is real in classes A, AI, AII, BDI, and D; it is complex in classes AIII,
CI, and DIII; and it cannot be defined in classes C and CII. When q is real, sgn q(H)
equals the parity of the topological invariant in d = 0 dimensions [Kit01; Kit09;
FHA12; SD13; Bee+13]. In the presence of an additional symmetry [H,U ] = 0,
{C,U} = 0, where U is a unitary operator and C is the chiral symmetry operator, q
becomes real also in classes AIII, CI, and DIII, see also Chapter 2. (ii) We use q(Hλ)
to predict [q(Hλ) is real] or to rule out [q(Hλ) is complex] robust zero-energy crossings
in the respective symmetry classes. Furthermore, our analysis shows that when
q(Hλ1,λ2) is complex and when there are two parameters λ1 and λ2 available, robust
zero-energy crossings can exist in the (λ1, λ2)-parameter plane. We complement
our exact algebraic formalism with almost degenerate perturbation theory [MD96]
applied to an eigenstate |ψ〉 of H0 and its symmetry partner eigenstates (SPEs) T |ψ〉,
P |ψ〉, and C|ψ〉, where T , P , and C are the operators of time-reversal (TR), particle-
hole (PH), and chiral symmetry, respectively. Using this approach in combination
with a scaling argument [AZ97; Haa91], we confirm the predicted universality of
the exponent α [AZ97; Iva02; Bee15] characterizing the asymptotic behavior of the
ensemble averaged density of states ρ ∼ Eα in the limit E → 0 for each of the ten
symmetry classes, respectively. This approach makes transparent why the exponent
α does not depend on the choice of the random matrix ensemble.
In the second part of this chapter (Sec. 3.4), we study impurity-driven topological
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phase transitions. We discuss the relation between the zero-energy crossings in d = 0
and topological phase transitions in d > 0 for systems where the topological invariant
Q is changed by a band inversion at the high-symmetry points K = −K +G of the
Brillouin zone (G is a reciprocal lattice vector). Our approach is to first consider
a generic translationally invariant Hamiltonian H0 and a local perturbation λH1
causing a zero-energy crossing at λ = λ∞c . The robust zero-energy crossings are
then utilized to provide an estimate for the impurity strengths necessary to drive
topological phase transitions in the presence of an impurity lattice. For this purpose,
we analyze q(Hλ(K)), where Hλ = H0 + λH ′1 and H ′1 describes the impurity lattice
formed by periodically continuing H1 with a lattice constant a. For eachK, a critical
value λc(K) exists, all of which coincide λc(K) = λ∞c in the limit a/ξ∞ →∞, where
ξ∞ is the decay length of the zero-energy eigenstate wave function of H0 + λ∞c H1.
However, at finite a, the λc(K) being unequal give rise to a range of values λ whereHλ
is nontrivial even though H0 is trivial. We illustrate this general behavior analytically
in the context of the d = 1 Kitaev model [Kit01] (equivalently the SSH model, see
Appendix F).
The closing of the energy gap can also occur away from the high-symmetry points
of the Brillouin zone. In this case, one can consider k as a parameter and use the
zero dimensional q(Hλ(k)) to analyze the phase transitions. The main difference is
that the zero-dimensional Hamiltonian Hλ(k), where k is regarded as a fixed param-
eter, usually belongs to a different symmetry class than the full higher dimensional
Hamiltonian containing all the momentum blocks. We study impurity lattices in two-
dimensional models, which feature such gap closings away from the high-symmetry
points. From these closings a rich variety of topological phases arises. In particu-
lar, we demonstrate that, as in the case of ferromagnetic Shiba lattices [RO15], it is
possible to obtain large Chern numbers also in px + ipy superconductors, however,
in this case it is sufficient to have nonmagnetic impurities instead of magnetic ones.
Furthermore, we use q(Hλ(k)) to reveal a spiderweb-like momentum space structure
of the energy gap closings that separate the topologically distinct phases in px + ipy
superconductors in the presence of an impurity lattice. Both models the Shiba lattice
[RO15] and the px + ipy superconductor belong to the same symmetry class D. Yet,
the idea of using an impurity lattice to engineer nontrivial phases with large Chern
numbers is more general, as we demonstrate by showing that an impurity lattice can
give rise to large Chern numbers also in Chern insulators belonging to symmetry
class A, d = 2.
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Table 3.1: Summary of the main results from Sections 3.1 to 3.3. The first four columns
define the symmetry classes. The absence of symmetry is denoted as "0" and if TR or
PH symmetries are present the values of εT = ±1 and εP = ±1 are given, cf. Eqs. (3.1).
ν is the number of SPEs. q(H) is the generalized νth root of detH, satisfying |q(H)|ν =
| detH|. q(H) takes values in K. Q is the topological invariant in d = 0. α is the
exponent characterizing the asymptotic behavior of the ensemble averaged density of
states ρ(E) ∼ |E|α in the limit E → 0. In classes with chiral symmetry, in the presence
of an additional symmetry [H,U ] = 0, {C,U} = 0, the exponent α is lowered by one
αU = α − 1. In classes AIII, CI, and DIII, a symmetry U ensures that q(H) is real up
to a phase eiϕ(U) which only depends on U . By taking this phase factor into account in
the definition of q (denoted qU in the text), K is reduced to KU . Moreover, U enables
the definition of a vector QU of topological invariants in these classes.
T 2 P 2 C2 ν q(H) K Q α KU QU αU
AIII 0 0 1 2 detD C 0 1 R Zn 0
A 0 0 0 1 detH R Z 0 − − −
CI +1 −1 1 2 detD C 0 1 R Zn 0
AI +1 0 0 1 detH R Z 0 − − −
BDI +1 +1 1 2
√
(−1)N
detP Pf(HP) R Z2 0 R Zn 0
D 0 +1 0 2
√
(−1)N
detP Pf(HP) R Z2 0 − − −
DIII −1 +1 1 4 Pf(D) C 0 1 R (Zn1 ,Zn22 ) 0
AII −1 0 0 2
√
1
det T Pf(HT ) R Z 0 − − −
CII −1 −1 1 4 − − 0 3 − − 2
C 0 −1 0 2 − − 0 2 − − −
3.1 The generalized roots of detH and their
relation to zero-energy crossings
There are three types of symmetries – chiral, TR, and PH symmetry – depending on
the presence or absence of which a given Hamiltonian matrix H is said to belong to
one of ten symmetry classes [AZ97; Zir96]:
chiral : {H,C} = 0, C2 = 1 (3.1a)
TR : [H,T ] = 0, T 2 = εT (3.1b)
PH : {H,P} = 0, P 2 = εP (3.1c)
where T = T K, P = PK, K is the operator of complex conjugation, and C, T , and
P are unitary matrices. TR and PH symmetry are characterized by the sign εT = ±1
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and εP = ±1, respectively. For a list of symmetry classes (determined by the absence
“0” or the presence of various symmetries with εT = ±1, εP = ±1) and an overview
of results, see Table 3.1. In the presence of a symmetry C, T , or P , one finds for
each eigenstate |ψ〉 of H so-called SPEs C|ψ〉, T |ψ〉, or P |ψ〉, respectively. Eqs. (3.1)
imply that T |ψ〉 (C|ψ〉 and P |ψ〉) is an eigenstate of H with the same (with opposite)
energy as |ψ〉. However, TR symmetry with T 2 = 1 does not guarantee the existence
of an orthogonal symmetry partner eigenstate (SPE), because the Kramers theorem
applies only to the case T 2 = −1. Therefore, in the present context such a symmetry
should rather be understood as a constraint on H. The number of SPEs ν for all ten
symmetry classes are shown in Table 3.1.
The determinant of a matrix equals the product of its eigenvalues detH =
∏
iEi.
Hence, detH allows to analyze zero-energy crossings and d = 0 topological transi-
tions. We show, that in all symmetry classes, except for C and CII, one can explicitly
define a function q(H) with two key properties:
(i) q(H) is a (complex valued) polynomial expression in the matrix elements Hij
of the Hamiltonian.
(ii) q(H) satisfies | detH| = |q(H)|ν , where ν is the number of SPEs in the respec-
tive symmetry class.
Property (ii) defines in which sense it is justified to call q(H) the (generalized) νth
root of detH. However, property (i) constitutes the important difference between
q(H) and ν
√
detH. Most importantly, q(H) shares with detH the property that it
vanishes if and only if the Hamiltonian has a zero eigenvalue. Before defining q in
Sec. 3.1.1, we now explain its relation to the d = 0 topological invariants. Its relation
to zero-energy crossings has been discussed in Chapter 2 and is further detailed in
Sec. 3.1.2.
From | detH| = |q(H)|ν and the possibility to calculate detH = ∏iEi as the





when q is real. Here, the prime indicates that only one member of the set of ν SPEs
contributes a factor Ei. In principle, q is only defined up to a sign, but once the sign
is chosen, it remains well defined when changing H adiabatically. In consequence, we
find that in those symmetry classes where the d = 0 invariant Q exists, q changes sign
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whenQ changes by±1. On the other hand, in the presence of an additional symmetry
U in classes AIII, CI, and DIII, H is block-diagonal with blocks H±i (i = 1, 2, ..., n),
and if {C,U} = 0 an invariant QH±i exists for each block; cf. Sec. 3.2. Then, q
changes sign when one of the QH+i changes by ±1. Formally, this corresponds to
sgn q(H) =
(−1)Q A, AI, AII, BDI, D∏n
i=1(−1)QHi AIII+U , CI+U , DIII+U
(3.3)
where X+U means “for Hamiltonians from symmetry class X with the additional
symmetry U satisfying {C,U} = 0”. For examples of unitary symmetries in the con-
text of topological order see Refs. [WSF14; KMS14; Fu11; FGB12; Sla+13; Uen+13;
ZKM13; CYR13] and Sec. 2.3.
3.1.1 Defining generalized roots of detH
Subsequently, we go through all ten symmetry classes and define for each of them the
respective generalized root of detH, or, in classes C and CII, show that this quantity
cannot be defined.
Classes A and AI. Since SPEs are absent, we can define
q(H) = detH for classes A and AI. (3.4)
Classes BDI and D. Hamiltonians in these symmetry classes obey PH symmetry





detP Pf(HP) for classes BDI and D, (3.5)
where H is a 2N×2N matrix. To show that Pf(HP) is well-defined, we first observe
that due to unitarity of P and due to the property P 2 = +1 the equation
(PK)2 = PP† (3.6)
holds. It follows directly that P = PT , which can be used to rewrite the anticommu-
tation relation Eq. (3.1c) as
HP = −(HP)T . (3.7)
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From the general property of the Pfaffian Pf(A)2 = det(A), we then infer |q(H)|2 =
| detH|.1 Since Pf(HP) is a polynomial function in the matrix elements of H, we
have thus shown that q(H) as defined in Eq. (3.5) is indeed a valid definition of a
generalized root of detH for classes BDI and D.
By exploiting the properties of P as well as those of the Pfaffian, it is possible to
show that Pf(HP)∗ = (−1)N Pf(HP)/ detP , i.e. the phase of Pf(HP) is independent
of H. This is why q(H) is real in classes BDI and D.
Class AII. Hamiltonians in AII obey TR symmetry with T 2 = −1. We proceed
analogously to the derivation of q(H) for classes BDI and D, by using the unitarity
of T and Eq. (3.1b) to show that HT = −(HT )T . We observe that Pf(HT )∗ =




det T Pf(HT ) for class AII. (3.8)
Classes AIII and CI. Hamiltonians in these classes have a chiral symmetry. We













Since | detH| = | detD|2 we can straightforwardly define the polynomial q(H) =
detD, which in general is a complex-valued function.
Chiral symmetry alone does not put any restriction on D. Albeit TR symmetry
restricts D in class CI, the phase of detD does depend on the parameters of the
Hamiltonian in both classes, CI and AIII. In the following, we show that the phase
of detD becomes independent of the Hamiltonian’s parameters if there is a unitary








1See Appendix B for the definition of the Pfaffian and some of its properties.
2In the case of trC = n ∈ Z \ {0}, the present discussion is not of interest anyway, because there
will be |n| zero-energy states protected by the chiral symmetry, so that detH ≡ 0.
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with unitary matrices U1 and U2. The symmetry [H,U ] = 0 corresponds to U1D† =
DU2. This can be used to show (detD)∗ = det(U †1U2) detD, which means that
the complex phase of q(H) is independent of H in the presence of the additional
symmetry U . Hence, we define the real polynomial
qU(H) =
√
det(U †1U2) detD for AIII+U and CI+U. (3.11)
Class DIII. A polynomial expression for the fourth root of detH is a central result of
Chapter 2. For completeness, we briefly summarize the derivation here. Due to chiral
symmetry, H is of off-diagonal form, cf. Eq. (3.9b). TR symmetry with T 2 = −1
renders D = −DT antisymmetric. This enables the definition q(H) = Pf D. Also
in class DIII, the complex phase of q(H) loses its dependence on the Hamiltonian’s
parameters in the presence of a symmetry [H,U ] = {C,U} = 0. Then, the real
polynomial qU(H) =
√
(−1)N/ detW Pf D can be defined, where W is a block of
U = ( 0 WW ∗ 0 ) in the basis where C is diagonal, cf. Eq. (3.9a).
Classes C and CII. In these classes, it is not possible to calculate the generalized
second and fourth root of detH, respectively. To show this, it suffices to demonstrate
the impossibility of defining a polynomial expression q(H) in the matrix elements of
a Hamiltonian from class C, which would satisfy | detH| = |q(H)|2. From this, the
impossibility of defining q(H) for arbitrary Hamiltonians in class CII follows, because
a simple Hamiltonian in CII can for example be the direct sum H0CII = HC ⊕H ′C of
two Hamiltonians from class C which are related to each other by TR, H ′C = THCT−1
with T 2 = −1.
The simplest Hamiltonian in class C reads H0C = −B ·σ, where σ = (σ1, σ2, σ3) is
the vector of Pauli matrices. Apparently it can be interpreted as a spin in a magnetic
field B = (Re b⊥, Im b⊥, b‖) with real b‖. The constituting PH symmetry of class C
follows from {H0C, iσ2K} = 0 and (iσ2K)2 = −1. Since detH0C = −(b2‖ + |b⊥|2), we
can consider
| detH0C| =
∣∣b‖ + i|b⊥|∣∣2 , (3.12)
which makes manifest that any candidate for q(H) in class C would involve the
calculation of absolute values or square roots of matrix elements, like |b⊥| or
√
b∗⊥b⊥,
respectively. Hence, there is no expression q(H) in class C that meets the criterion
of being a polynomial expression in the Hamiltonian’s matrix elements.
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3.1.2 Relation to zero-energy crossings
Since |q(H)|ν = | detH|, the zeros of q(H) coincide with the zeros of detH and the
existence of zero-energy eigenstates of H. For predicting zero-energy crossings, q(H)
is more useful than detH because (i) it is a complex number in classes AIII, CI,
and DIII and thus has a phase degree of freedom and (ii) it accounts for symmetries
and thus is a polynomial of lower degree than detH. In Sec. 3.3 we supplement the
following abstract discussion with additional more intuitive arguments.
In Sec. 2.2.2, the possibility to predict zero-energy crossings using q(H) was illus-
trated for a Hamiltonian Hλ = H0+λH1, where H0 is from DIII and λH1 is an on-site
potential with impurity strength λ. While detHλ is a real fourth order polynomial
in λ, q(Hλ) is a complex first order polynomial. Consequently, q(Hλ) as a function
of λ takes values on a straight line in the complex plane which generically does not
contain the origin, so that zero-energy eigenstates will not occur for any λ; cf. solid
line in Fig. 3.1 (a). More generally, q(H) describes a continuous curve in the complex
plane under arbitrary continuous parameter changes of H and will not go through the
origin, so that it will not give rise to zero-energy states without fine-tuning; cf. the
dashed line in Fig. 3.1 (a). As a result, in classes AIII, CI, and DIII, where q(H) ∈ C,
changing a single parameter in H will not induce robust zero-energy crossings.
Consider now the case where q(H) is real. Focusing on Hλ = H0 + λH1, where
H1 is an arbitrary local perturbation, we find q(Hλ) =
∑n
i=0 biλ
i where bi ∈ R and n
depends on H1. Clearly, when n is odd, q(Hλ) crosses zero at least once upon tuning
λ from −∞ to +∞, see Fig. 3.1 (b). For even n, an even number of zero-energy
crossings will occur, including the possibility that q does not cross zero. We close
this section with some remarks
(i) Although the zero-energy crossings are most easily analyzed as a function of λ,
they appear also as a function ofH0 bulk parameters like the chemical potential.
This is illustrated in Fig. 3.2, where we plot the critical impurity strength λ∞c
corresponding to a zero-energy crossing for an impurity λH1 = λc†0c0, where ci
annihilates a spinless electron on site i, in an infinite px + ipy superconductor.






















A, AI, AII, BDI, D
(AIII+U , CI+U , DIII+U)
Figure 3.1: Illustration of the real and imaginary parts of q(Hλ) as a function of an
external parameter λ. (a) In classes AIII, CI, and DIII, q(Hλ) takes complex values and
generically does not become zero, independently of whether a parameter is considered
on which q depends linearly (solid line) or with some higher power (dashed line). (b) In
classes A, AI, AII, BDI, and D [AIII, CI, and DIII with additional symmetry U which
anticommutes with C] q(Hλ) [qU (Hλ)] is always real. In these cases the change of sign
of q(Hλ) as a function of λ guarantees the existence of robust zero-energy crossing at
some value λ = λc.













Figure 3.2: The critical impurity strength λ∞c of an on-site potential impurity λH1 =
λc†0c0 in a px + ipy superconductor depends on the chemical potential µ. Hence, zero-
energy crossings appear not only by tuning λ, but also by tuning µ.
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with
h(k) = −2t(cos kx + cos ky)− µ, (3.14a)
∆(k) = ∆(sin kx + i sin ky). (3.14b)
Here t and ∆ parametrize the nearest neighbor hopping and superconducting
pairing, respectively, and µ is the chemical potential. λ∞c was determined by
performing a T -matrix calculation [BVZ06].
(ii) In classes AIII, CI, and DIII the presence of a symmetry U is not a necessary
but a sufficient condition to render the phase of q(H) independent of H, cf.
Appendix D. In fact, contrary to the set of equations [H,U ] = 0, the necessary
and sufficient condition Im q = tanϕRe q is just a single equation.
(iii) The argument for the existence of zero-energy crossings when q is real can be
generalized to interacting models where H0 is obtained from a self-consistent
calculation for each value of the external parameter λ. Under the assumption
that the coefficients bi depend continuously on λ and that there is no sponta-
neous symmetry breaking, the change of sign of q(Hλ) guarantees the existence
of a robust zero-energy crossing also in this case.
(iv) Even when q(Hλ) takes complex values it is still useful for predicting robust
zero-energy crossings. Nevertheless, it is necessary to have two external param-
eters (λ1, λ2) in this case, and robust crossings can only be guaranteed to occur
at certain critical points (λ1c, λ2c) of the corresponding parameter space. This
can be understood by plotting in the complex plane the image of q(Hλ1,λ2)
as a function of the first parameter parameter λ1 for two different values of
the second parameter λ2 = λ′2 and λ2 = λ′′2. Provided that the two curves
reside on opposite sides of the origin as illustrated in Fig. 3.3, it is generically
impossible to continuously deform them into each other unless q(Hλ1,λ2) = 0
at a critical point (λ1, λ2) = (λ1c, λ2c) (For precise conditions see the caption
of Fig. 3.3). For this reason, such a situation usually implies the existence of
a robust zero-energy crossing at a critical point within the (λ1, λ2)-parameter
plane; see Sec. 3.4.2 for a specific application of this result.
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Figure 3.3: Depicted is, for the case where q takes complex values, the image of q(Hλ1,λ2)
as a function of an external parameter λ1 for two fixed values of a second external
parameter λ2 = λ′2 and λ2 = λ′′2. We consider the case where the two curves reside on
opposite sides of the origin, as shown in the plot, and assume that q is continuous in
λ2 and Re q as a function of λ1 changes sign and is either monotonically increasing or
monotonically decreasing for all λ2 ∈ [λ′2, λ′′2]. Under these assumptions there must be a
critical point (λ1c, λ2c) where q(H) = 0 and it follows that a robust zero-energy crossing
exists within the (λ1, λ2)-parameter plane.
3.2 Topological invariants in the presence of an
additional symmetry U anticommuting with C
In this section, we derive the block-diagonal structure for H satisfying a chiral sym-
metry in the presence of an additional symmetry [H,U ] = {C,U} = 0, with U †U = 1,
cf. the discussion before Eq. (3.3). For class DIII, symmetries of the kind {C,U} = 0
have been considered before in Ref. [WSF14] and have also been the subject of Chap-
ter 2. The complementary case where U and C commute was studied in Ref. [KMS14].
There, the authors focused on the case where the symmetry yields subblocks of the
Hamiltonian for which trC 6= 0 such that symmetry protected zero-energy states
exist.
Since C anticommutes with both H as well as U , the simultaneous eigenstates
|E, u〉 of H and U (H|E, u〉 = E|E, u〉 and U |E, u〉 = u|E, u〉) satisfy
C|E, u〉 = |−E,−u〉. (3.15)
Upon choosing these states |E, u〉 as a basis of the Hilbert space and sorting them
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Table 3.2: In the presence of a symmetry [H,U ] = {C,U} = 0, a Hamiltonian H from
a symmetry class with chiral symmetry C decomposes into blocks H±i. These blocks
in general lack chiral symmetry and thus belong to a different symmetry class which is
listed in this table.
H H±i
AIII A
CI A or AI
BDI A or AI
DIII D or AII
CII C or AII

























Here, mi denotes the degree of degeneracy of the eigenvalue ui. The specific form of C
follows from Eq. (3.15) and the property C†C = C2 = 1. Each of the Hamiltonian’s
blocks H±i lacks chiral symmetry, although the full Hamiltonian still has chiral sym-
metry which requires H−i = −C†iH+iCi. Therefore, the number of SPEs per block
must be half of the original number ν±i = ν/2. Consequently, the blocks H±i belong
to a different symmetry class than H, cf. Table 3.2. So in classes AIII, CI, and
DIII the symmetry U enables the definition of an invariant QU = (QH+1 , . . . ,QH+n)
which is the vector of d = 0 invariants of the independent blocks H+i. This is not
necessarily the case when H is from CII, since in this case all blocks can belong to
class C.
We close this section by relating these results to our earlier discussion in Sec. 2.2.3.
There we considered class DIII and a symmetry operator U = τ0⊗σ3⊗1N which has
2N -fold degenerate eigenvalues ±1. We found that this symmetry lets the Hamilto-
nian decompose into two blocks of spin polarized superconductors from class D. The
chiral symmetry operator in that case was C = τ1⊗σ2⊗1N . Writing these operators
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02N −iτ1 ⊗ 1N




makes the connection to Eqs. (3.16) clearly visible.
Furthermore, it now becomes transparent that the invariant QDIII which has been
defined in Eq. (2.14) is essentially the d = 0 invariant QH+1 (or QH−1 , that depends
on precise definitions) when U has only two distinct eigenvalues. When U has more
than two distinct eigenvalues the Eq. (3.3) relates QDIII to the d = 0 invariants of
the subblocks Hi.
3.3 Level repulsion and density of states in random
matrix ensembles
There are relations between q(H) and the allowed couplings of SPEs as well as the
density of states in random matrix ensembles. These relations are the subject of this
section.
We focus on the eigenstate |ψ〉 of a Hamiltonian H0 which, together with its SPEs,
is the one with energy closest to zero. Subsequently, we study how the energy cor-
responding to this set of SPEs evolves as the strength of a perturbation H1 from
the same symmetry class as H0 is tuned. Therefore, we employ almost degenerate
perturbation theory [MD96] in the subspace spanned by these SPEs. Moreover, we
consider ensembles of random matrices from any of the ten symmetry classes. Then,
by adopting a scaling argument from Ref. [Haa91], we use our perturbative results to
derive the universal asymptotic behavior of the respective ensemble averaged density
of states in the zero-energy limit.
As an immediate consequence of the defining symmetry properties Eqs. (3.1), the
matrix elements describing the coupling of SPEs are restricted as follows:
〈ψ |H1C|ψ〉 = −〈ψ |H1C|ψ〉∗ , (3.18a)
〈ψ |H1T |ψ〉 = εT 〈ψ |H1T |ψ〉 , (3.18b)
〈ψ |H1P |ψ〉 = −εP 〈ψ |H1P |ψ〉 . (3.18c)
Moreover, since our argument regarding the coupling of |ψ〉 to its chiral partner in
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q(H) ∈ R q(H) ∈ C q(H) does not exist
Figure 3.4: For each symmetry class, an eigenstate |ψ〉 of H0 and its SPEs are shown.
A perturbation H1 from the same class as H0 couples SPEs with opposite energies as
indicated in the figure. Possible couplings to chiral [PH] partners are shown by dashed
[solid] red lines. The corresponding matrix element is i 〈ψ |H1C|ψ〉 ∈ R [〈ψ |H1P |ψ〉 ∈
C]. The coupling to the chiral SPE vanishes when the Hamiltonian obeys an additional
symmetry U with {C,U} = 0.
Sec. 2.2.1 only uses properties of the chiral symmetry and thus is not restricted to
class DIII, we also obtain
〈ψ |H1C|ψ〉 = 0, when a symmetry U , {C,U} = 0 exists. (3.19)
The possible couplings, restricted by these conditions, are depicted in Fig. 3.4 for all
ten symmetry classes.
Assuming that the energy ε of |ψ〉 is sufficiently close to zero, the effect of a generic
perturbation H1 from the same symmetry class as H0 on |ψ〉 and its SPEs can be
calculated via almost degenerate perturbation theory [MD96]. The energies of the
set of almost degenerate states in the presence of the perturbation is obtained from
the eigenvalues of H̄ = Π|ψ〉(H0 + H1)Π|ψ〉, where Π|ψ〉 projects onto the subspace
spanned by |ψ〉 and its SPEs.
As an example we consider symmetry class AIII, where the matrix elements for the
projected perturbation read 〈ψ|H1|ψ〉 = −〈ψ|C†H1C|ψ〉 = ε1, and 〈ψ|H1C|ψ〉 = iε2;









(ε+ ε1)2 + ε22 . (3.21)
Because |ψ〉 couples to its chiral partner, one generically expects an avoided level
crossing upon tuning the perturbation. On the other hand, the presence of an ad-
ditional symmetry U , {C,U} = 0 prevents the coupling of |ψ〉 to its chiral partner,
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i.e. it enforces ε2 = 0, cf. Eq. (3.19).
By exploiting the symmetry constraints Eqs. (3.18), one can derive analogous re-




(ε+ ε1)2 + ε22 + · · ·+ ε2α+1 (3.22)
with α = 0, 1, 2 or 3 depending on the symmetry class that is considered. The
corresponding values of α for all ten symmetry classes are shown in Table 3.1. Below
we will show that α is the universal exponent determining the low-energy asymptotic
behavior of the ensemble averaged density of states. α = 0 is to be understood as
E+ = ε + ε1. E+ is twice degenerate in classes AII, DIII, and CII. In those classes
with a PH symmetric spectrum one also obtains E− = −E+.
We now consider arbitrary random matrix ensembles from any of the ten sym-
metry classes. Our perturbative results can then be used to calculate the universal
asymptotic behavior of the respective ensemble averaged density of states ρ(E) in the
limit E → 0 [Haa91]. To this end, we consider the sum H0 + H1 to be a realization
of a random matrix from the respective ensemble. The εi are then random variables
with the corresponding probability distribution W (ε), ε = (ε1, . . . , εα+1), which we
do not have to know in detail. ε is not independent of ε1 and thus has been absorbed
in ε1. The ensemble averaged density of states reads
ρ(E) =
∫
d(α+1)ε W (ε)δ(|E| −
√
ε2) . (3.23)





symmetry constraints for each symmetry class were already taken into account in the
Hamiltonian H̄ and α, respectively, so that generically W (|E|ε) will remain finite in
the limit |E| → 0. Hence, for energies less than the average level spacing δ0, we
obtain the asymptotic behavior
ρ(E) ∼ |E|α |E| . δ0 . (3.24)
The exponents α that result from this argument are listed in Table 3.1 and agree
with those stated in Refs. [Bee15; Iva02; AZ97].
The exponent α relates to q(H) in the following way: α > 1 in classes C and
CII where q cannot be defined. α = 1 in classes AIII, CI, and DIII where q ∈ C.
α = 0 when q is real. Finally, when a matrix ensemble with chiral symmetry is
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restricted to a subset of matrices H satisfying [H,U ] = {C,U} = 0, the matrix
element 〈ψ |H1C|ψ〉 vanishes and α is reduced to αU = α− 1; cf. Table. 3.1.
3.4 Impurity-driven topological phase transitions
In this section, we further pursue an idea that already surfaced in Sec. 2.3.3. Namely,
the concept of a lattice of local perturbations or impurities giving rise to topological
phase transitions. To this end, we consider a translationally invariant Hamiltonian
H = H0 + λH
′
1, where H0 is gapped and H ′1 describes a lattice of impurities with
period a determining the overall translational symmetry of the system. A general
translationally invariant Hamiltonian in dimension d > 0 is block-diagonal in mo-
mentum space, H =
⊕
kH(k).
3 Each Hermitian block H(k) describes the physics of
a d = 0 system. In particular, there are 2d high symmetry points K in the Brillouin
zone, which satisfy K = −K +G with G a reciprocal lattice vector, and each d = 0
Hamiltonian H(K) belongs to the same symmetry class as H itself. Hence, we can
calculate q(H(K)) (using the definition of q(H) for the symmetry class of H itself)
to determine zero-energy crossings of H(K).
In the case of the impurity lattice, the blocks in momentum space become Hλ(k) =
H0(k) + λH
′
1(k). Finding the zeros λc(K) of q(Hλ(K)) yields information about
band inversions at K which often affect the topological invariants of the system, cf.
Chapter 1. Let us consider the case that H0 + λ∞c H1 has a zero-energy eigenstate,
where H1 is a single impurity of the set of impurities forming H ′1. Its wave function
decays on a length scale ξ∞ because λH1 is a local perturbation and H0 is gapped.
Consider now Hλ(K) in the limit a  ξ∞. Then, the boundaries of the unit cell






independent of K. However, at finite a the λc(K) being unequal give rise to a range
of values λ where Hλ is nontrivial even though H0 is trivial. In systems with a
sufficiently dilute impurity lattice (compared to λ∞c ), impurity strengths of the order
of λ∞c are nevertheless needed to drive a topological phase transition. Below, we
employ the d = 1 Kitaev model to analytically illustrate this general behavior.
3Except for the definitions of the Hamiltonians H0 in Eqs. (3.13) and (3.31), which do not contain
an impurity lattice, all the discussion in Sec. 3.4 refers to the reduced Brillouin zone in the
presence of an impurity lattice.
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The closing of the energy gap can also occur away from the high-symmetry points
of the Brillouin zone. In general, this can happen at both k-points distinguished by
unitary symmetries of the Hamiltonian [Sla+13; FGB12] as well as arbitrary k-points,
cf. Sec. 3.4.2 and in particular Fig. 3.11. Then, by considering k as a parameter,
one can still use the zero dimensional q(Hλ(k)) to analyze the phase transitions.
The main difference is that the zero-dimensional Hamiltonian Hλ(k), where k is
considered as a fixed parameter, usually belongs to a different symmetry class than
the full higher dimensional Hamiltonian containing all the momentum blocks. We
demonstrate that similar to the case of ferromagnetic Shiba lattices [RO15], it is
possible to obtain large Chern numbers in px + ipy superconductors, but in this case
one only needs nonmagnetic impurities instead of the magnetic ones.
Both of these models, the effective model for the Shiba lattice which was derived
in Ref. [RO15] as well as the px + ipy superconductor, belong to symmetry class
D. We demonstrate in Sec. 3.4.3 that an impurity lattice can also give rise to large
topological invariants in Chern insulators which belong to symmetry class A.
3.4.1 Impurity-driven topological phase transitions in the
Kitaev chain
The general ideas presented so far can nicely be illustrated in the context of the
Kitaev chain model [Kit01] describing a superconductor of spinless (or spin-polarized)








To simplify the analysis we focus on ∆ = t ∈ R. The Hamiltonian H0 belongs to class
BDI with artificial TR symmetry T = K in addition to the intrinsic PH symmetry
of Bogoliubov–de Gennes Hamiltonians. For |2t/µ| < 1 the system is in a trivial
phase and for |2t/µ| > 1 the system supports Majorana end modes. Thus, there is
a topological phase transition at |2t/µ| = 1. Mathematically, this phase transition
is equivalent to the one that occurs in the SSH model, cf. Sec. 1.1.2. This is most
easily understood via the transformation to the so-called Majorana basis discussed
in Appendix F.




aicai on the topology
assuming that we start from inside the topologically trivial phase |2t/µ| < 1. Here,
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Figure 3.5: Phase diagrams of the Kitaev chain in the presence of an impurity lattice as
a function of impurity strength λ and 2t/µ for ∆ = t and different an impurity lattice
constants a. Gray [white] areas denote topologically nontrivial [trivial] phases in the
case of impurity lattice constant a = 4. Solid [dashed] lines are λc(0) [λc(π)]. The solid
red line is λ∞c . Choosing ∆ 6= t destroys the symmetry of the phase transition lines with
respect to t = 0 but does not introduce further qualitative changes.
a ∈ N is the lattice period. Band inversions at the high symmetry k-points K = 0, π
change the parity of the topological invariant [TS12]. By determining the zeros of







, K = 0, π (3.27)
with the wave function of the corresponding zero-energy state decaying on the scale
ξ∞ = 1/ ln |µ/2t|. When a  ξ∞, we find λc(K) = λ∞c = µ in agreement with
Eq. (3.25). The phase diagrams for different values of a are shown in Fig. 3.5. For
all values of a, it is possible to turn the trivial phase into a topologically nontrivial
phase with the help of an impurity lattice. However, for a ξ∞ the system becomes
nontrivial only in a very small region of parameters around λ ≈ λ∞c .
As illustrated in Fig. 3.6, our results allow the following appealing interpretation:
A single local impurity can give rise to a d = 0 topological transition by pushing a
state |ψ〉 (and its SPEs) through zero energy. Taking several d = 0 systems with an
impurity of strength λ ≈ λ∞c and coupling them together via hopping (and pairing)
terms yields a system of dimensionality d > 0 with good chances to be topologically
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3.4 Impurity-driven topological phase transitions
different from the system one would obtain without impurities. The figure also makes
apparent the transition from individual impurity states in the limit a  ξ∞ to an
impurity band (a & ξ∞) and finally to a topologically nontrivial impurity band
(a . ξ∞) upon decreasing a.
3.4.2 Impurity-driven topological phase transitions in px + ipy
superconductors
In this section, we consider the two-dimensional px + ipy superconductor described
by the Hamiltonian H0 given in Eq. (3.13). Since H0 belongs to class D, there exists
a Z topological invariant, namely the sum C of all Chern numbers of the occupied
bands. The topologically distinct phases of H0 are:
C =

+1 for 0 < µ/t < 4,
−1 for − 4 < µ/t < 0,
0 for |µ/t| > 4.
(3.28)
We will consider this type of superconductor in the presence of impurities described
by the Hamiltonian λH1 = λc†0c0 arranged on a square lattice with period a to
form a periodic perturbation λH ′1. We demonstrate that, similarly to the case of
a ferromagnetic Shiba lattice in conventional s-wave superconductor [RO15], the
impurity lattice allows to access very large Chern numbers.
Fig. 3.7 (a) shows the phase diagram of the Hamiltonian H = H0 + λH ′1 as a func-
tion of λ and µ for ∆ = 0.5 t and a = 3.4 There exists a rich variety of phases, which
can be accessed by tuning these parameters. The topological phase transitions sepa-
rating these phases come in two variants. Firstly, there are transitions accompanied
by a gap closing at the high symmetry points where kx = 0, π and ky = 0, π. The
corresponding phase transition lines λc(K) were obtained from determining the zeros
of q(Hλ(K)). At these lines, the Chern number of the impurity band Cimp changes
by ±1 since a single topological defect gets inserted into (or removed from) the im-
purity band. It should be noted that the gap closings at (0, π) and (π, 0) coincide
due to rotational symmetry. Secondly, there are transitions where the gap closes at
4The Chern numbers in Figs. 3.7, 3.10, and 3.12 were obtained by connecting points in the gapped
phases with λ 6= 0 to points at the lines λ = 0 and calculating the change ∆Cimp of the impurity
band’s Chern number at each gap closing line. In this way one avoids having to calculate
explicitly the Chern numbers of all occupied bands which may overlap.
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four momenta away from the high symmetry points. In these cases, Cimp changes
by ±4. Moreover, Fig. 3.7 (a) also shows that the transition lines corresponding to
changes of the Chern number by ±4 always connect the thick lines corresponding to
gap closings at high symmetry points.
Before explaining these ∆Cimp = 4 lines in detail, let us elaborate on the first kind
of transition lines. In Fig. 3.7 (b) we show how these lines converge against λ∞c in
the limit of large a, as predicted by Eq. (3.25). Since ∆ = 0.5 t, ξ∞ is rather small
and λc(K) ≈ λ∞c already for a = 9 for most values of µ. Nevertheless, the functions
λc(K) develop sharp divergences at µ = 0 or µ = ±4, respectively. This is expected
because in the limit of isolated impurities (a/ξ∞ →∞), the bulk invariant C has to
change at these values for any value of λ.
The Hamiltonian obeys reflection symmetries with respect to the x-axis, the y-
axis, and the two diagonals between these axes. As a consequence, H is also four-
fold rotationally symmetric. Therefore, the gap closings corresponding to changes of
Chern number by ±4 always occur either
(i) along the vertical and horizontal lines connecting (0, 0) or (π, π) to (0,±π) or
(±π, 0), respectively, or
(ii) along the diagonal lines connecting (0, 0) to (±π,±π) points in the Brillouin
zone.
The lines denoted (a)-(c) and (d)-(f) in Fig. 3.7 (a) correspond to these two different
situations. To illustrate that this is indeed the case, we recall (Sec. 1.2.1) that the
gap closings associated with topological phase transitions give rise to momentum
space topological defects, so that we can visualize these topological defects (and gap
closings) by plotting the Chern curvature of the impurity band in the vicinity of
the corresponding phase transition lines. This has been done in Fig. 3.8, where four
features of the Chern curvatures are clearly seen to move along the kx = 0 or ky = 0
[kx = ky or kx = −ky] lines, respectively, as the parameters µ and λ are tuned along
∆Cimp = 4 phase transitions lines in Fig. 3.7 (a).
We can understand also these gap closings which occur away from the high-
symmetry points with the help of the zero dimensional q(Hλ(k)). To this end, we
first notice that along the special lines in the Brillouin zone the zero-dimensional
Hamiltonian Hλ(k) satisfies a chiral symmetry. The corresponding chiral symmetry
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Figure 3.7: (a) Phase diagram of the px+ipy superconductor in the presence of an impurity
lattice as a function of impurity strength λ and chemical potential µ for ∆ = 0.5 t and
a = 3. Thick lines correspond to gap closings at the high symmetry points [solid: (0, 0),
dashed: (0, π) and (π, 0), dash-dot: (π, π)]. At thin lines, the gap closes away from the
high-symmetry points. Numbers denote the sum of Chern numbers of occupied bands
in the respective phase. The thin red line is λ∞c . The positions of the gap closings in
k-space for the thin lines denoted as (a)-(c) and (d)-(f) are illustrated in Fig. 3.8. (b)

































Figure 3.8: Chern curvature of the impurity band for different points in the phase diagram
in Fig. 3.7: (a) µ = 0.6 t, λ = 1.75 t, (b) µ = 0.5 t, λ = 4 t, (c) µ = 0.48 t, λ = 6.8 t, (d)
µ = 1.37 t, λ = 2 t, (e) µ = 0.85 t, λ = 4 t, and (f) µ = 0.5 t, λ = 6.8 t. The gap closings
associated with topological phase transitions give rise to momentum space topological
defects, which show up as an enhanced Chern curvature in the vicinity of the gap closing
points in momentum space.
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operators can be written as
C =

τy ⊗Mx for ky = 0
τx ⊗My for kx = 0
τy ⊗MxΦx for ky = π
τx ⊗MyΦy for kx = π
1√
2
(τx + τy)⊗Mxy for kx = ky
1√
2
(τx − τy)⊗Myx for kx = −ky
(3.29)
Here Mx, My, Mxy, and Myx are matrices within the unit cell, which mirror with
respect to x-axis, y-axis, y = x line and y = −x line, respectively. All these mirror
lines are defined in such a way that they run through the impurity site. The matrices
Φx and Φy contain site-dependent phase factors that depend on the impurity lattice
constant a and the convention for the Fourier transformation. Having uncovered
these chiral symmetries, we can use them in the way explained in Sec. 3.1.1, to








Consequently, we can then define the complex polynomial q(Hλ(k)) = detDλ(k). It
is straightforward to see that q(Hλ(k)) is always linear in λ but a nonlinear function
of µ. For this reason, there may exist ranges of the chemical potential µ, where
the situation depicted in Fig. 3.3 is actually realized. In Fig. 3.9, we plot q(Hλ(k))
as a function of λ for kxa = kya = π/2 and µ = 0.5 t, 0.6 t, . . . , 1.5 t. The lines
corresponding to µ = 0.5 t and µ = 1.5 t are on different sides of the origin, and by
tuning µ ∈ [0.5 t, 1.5 t] one smoothly transforms the curve such that there exists a
critical point µ = µc = 1.13 t and λ = λc = 3.47 t where q(Hλ(k)) = 0. This point
(µc, λc) represents one point of the topological phase transition line denoted (d)-(f)
in Fig. 3.7 (a). To obtain the whole phase transition line one repeats the previous
analysis for all kx = ky = k, where ka ∈ [0, π]. Because q(Hλ(k)) is a nonlinear
function of µ there can exist several ranges of µ where similar situations are realized.
In the end, it is possible to explain all those phase transition lines in Fig. 3.7 (a)
where the Chern number changes by ±4, i.e. all thin lines connecting the thick lines
which correspond to gap closings at the high symmetry points. All that needs to be
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Figure 3.9: Plotted is the image of q(Hλ(k)) = detDλ(k) as a function of λ for kxa =
kya = π/2, ∆ = 0.5 t, a = 3 and µ = 0.5 t, 0.6 t, . . . , 1.5 t. The lines corresponding to
µ = 0.5 t and µ = 1.5 t are on the different sides of the origin, so that the situation from
Fig. 3.3 is realized: By tuning µ ∈ [0.5 t, 1.5 t] one smoothly deforms the curve so that
there exists a critical point (µ, λ) = (µc, λc) where q(Hλ(k)) = 0. This leads to a gap
closing at µ = µc = 1.13 t and λ = λc = 3.47 t explaining one point in the topological
phase transition line denoted (d)-(f) in Fig. 3.7 (a). To obtain the whole phase transition
line one repeats this analysis for all kx = ky = k, where ka ∈ [0, π]. Although the unitary
transformation V block off-diagonalizing the Hamiltonian is not unique [cf. Eq. (3.9b)],
q(Hλ(k)) is unique up to an overall phase. Therefore, different choices of V leave the
present figure unchanged up to rotations of the Re q- and Im q-axis.



















Figure 3.10: Same as Fig. 3.7 (a) but with parameters ∆ = 0.05 t and a = 5.
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Figure 3.11: The positions of the energy gap closings in the momentum space correspond-
ing to the topological phase transition lines shown in Fig. 3.10 form a structure which
resembles a spiderweb. The gap closings occurring along the lines ky = 0, kx = 0, ky = π,
kx = π, kx = ky, and kx = −ky form a support structure, and gap closing lines giving
rise to changes of Chern number by 8 form curves which begin and end at these support
lines.
done is performing the above symmetry based analysis for the respective lines in the
Brillouin zone and for appropriate parameter ranges of λ and µ.
Finally, we find that phases with even larger Chern numbers appear upon increas-
ing the superconducting coherence length ξ (by decreasing ∆) as well as the lattice
constant a. A part of the corresponding phase diagram is shown in Fig. 3.10. Our
finding of large C phases is in agreement with Ref. [RO15]. There, the authors argued
that Chern numbers on the order of ξ/a may be obtained via impurity lattices when
a is much larger than the lattice constant.
Remarkably, in Fig. 3.10 there appear also phase transition lines with ∆Cimp = 8.
A more detailed analysis reveals that these phase transition lines always connect
the phase transition lines corresponding to gap closings at the special lines ky = 0,
kx = 0, ky = π, kx = π, kx = ky, and kx = −ky. The positions of the corresponding
eight gap closings in k-space obey the rotational as well as the mirror symmetries
of the system. Therefore, as we show in Fig. 3.11, the positions of the energy gap
closings in momentum space corresponding to the topological phase transition lines
form a structure, which resembles a spiderweb. A support structure for this spiderweb
arises from the gap closings that take place at the high symmetry points as well as
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the closings along the special horizontal, vertical, and diagonal lines in momentum
space where H(k) obeys a chiral symmetry. On the other hand, the gap closing
points giving rise to changes of the Chern number by ±8 lead to curves which begin
and end at these support lines. We notice that Fig. 3.11 shows only the gap closing
lines associated with the phase transition lines that can actually be seen in Fig. 3.10.
Taking into account further ∆Cimp = 8 phase transition lines from other regions of
the phase diagram would amount to adding threads the web.
Lines with ∆Cimp = 8 are absent in Fig. 3.7 (a), suggesting that they are less robust
than the ∆Cimp = 4 lines. This can be understood by realizing that Hλ(k) away from
the special lines in momentum space belongs to symmetry class C.5 Hence, level
repulsion between SPEs at zero energy is enhanced (α = 2, cf. Table 3.1), reducing
the possibilities for band inversion at these k-points.
3.4.3 Impurity-driven topological phase transitions in bilayer
Chern insulators
Both the px + ipy superconductor as well as the ferromagnetic Shiba lattice model
considered in Ref. [RO15] belong to symmetry class D, i.e. they both obey a PH
symmetry P 2 = 1. However, since there exists a finite energy gap in these systems,
small perturbations which break the PH symmetry cannot change the Chern numbers
and large Chern numbers can thus be expected to appear also in systems without
this symmetry. In the following, we consider a model which we denote as bilayer
Chern insulator and which is closely related to the px + ipy superconductor, but
generically lacks PH symmetry. With the help of this model we can establish how
breaking PH symmetry affects the phase diagram. In addition to that, it allows us to
generalize the interesting results about impurity lattices giving rise to a large range
of topologically distinct phases also to topological insulators from symmetry class A.








ξ1(k) A(sin kx + i sin ky)
A(sin kx − i sin ky) ξ2(k)
)
. (3.31)
5The corresponding PH operator is iτyK.
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Here, the c†s,k are the electron creation operators for the different layers s = 1, 2,
ξ1 = +M− 2t1(cos kx + cos ky − 2)− µ (3.32a)
ξ2 = −M+ 2t2(cos kx + cos ky − 2)− µ (3.32b)
are the dispersions for the energy bands in the different layers, ts are the respective
hopping amplitudes, µ is the chemical potential, A describes the interlayer tunneling
amplitude, and M is the energy gap parameter between the bands; M < 0 means
that the bands are inverted. By requiring ts > 0, we determine the energy band in
layer 1 to be electron-like with positive effective mass, while the energy band in layer
2 will be hole-like having negative effective mass. We assume the interlayer tunneling
to be odd in k, which is naturally the case if the electron-like band originates from
s-orbitals and the hole-like band from p-orbitals. From these definitions it follows
that our model describes a single spin-block of the BHZ model, cf. Eq. (1.21). A
material described by this Hamiltonian may in principle be realized by coupling a
quantum spin Hall insulator material to a ferromagnetic insulator thereby effectively
removing one of the spin-blocks.6 Furthermore, the AlSb/InAs/GaSb/AlSb double
quantum wells [Liu+08], which feature the quantum spin hall effect, naturally have
a bilayer structure. This turns out to be important in the following, since we will
consider impurity lattices, where an impurity on lattice site r0 acts asymmetrically








The parameter u describes the asymmetry of the impurity potential. In principle,
it could be controlled, for instance, by placing different impurity atoms at the same
in-plane position but in different layers, or by changing the impurity’s position in the
perpendicular direction. The subsequent discussion is restricted to the case u < 0
which features two impurity bands originating from the two different layers. Band
inversions between these impurity bands can then give rise to topological phase tran-
sitions. Just as in the previous section, we focus on square lattices of impurities with
lattice constant a.
In Fig. 3.12, we show the phase diagram of the bilayer Chern insulator in the
presence of an impurity lattice as a function of λ and M. The parameters were
6Without the ferromagnetic insulator to break TR symmetry, the physics discussed here can still
be realized but then the two spin-blocks will give rise to opposite Chern numbers.
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Figure 3.12: Phase diagram of the bilayer Chern insulator in the presence of an impurity
lattice as a function of λ and M for t2 = 0.5 t1, A = 0.05 t1, a = 7, and u = −1/2.
(a) For all values ofM and λ the chemical potential µ is tuned to lie between the two
impurity bands originating from the different layers. (b) The chemical potential is fixed
to µ = 0.17 t1. The gray areas of the parameter space are gapless.
chosen to be t2 = 0.5 t1, A = 0.05 t1, a = 7, and u = −1/2. As we anticipated,
and similar to the case of the spinless superconductor, a whole range of topologically
nontrivial phases can be realized also in the bilayer Chern insulator even though PH
symmetry is absent, cf. Fig. 3.12 (a).
To obtain Fig. 3.12 (a), the chemical potential has been tuned to be located between
the impurity bands for all values of M and λ. In this way, the overall structure
of the phase diagram becomes visible for a larger range of M and λ values. In
contrast, when the chemical potential remains fixed, an important difference between
the present model and the px + ipy superconductor is revealed: As we illustrate in
Fig. 3.12 (b), the absence of PH symmetry implies that gapless phases are generically
found to separate topologically distinct phases in parameter space. To understand
this generic feature we employ once more q(Hλ(k)): In symmetry class A, there are no
symmetries present and therefore we have ν = 1 and q(Hλ(k)) = detHλ(k). Because
the perturbation H1 acts on both bilayers, q(Hλ(k)) is a second order polynomial
in λ. Hence, we generically expect that the topological phase transitions occur as
illustrated for the transition between the C = +2 and C = −2 phases in Fig. 3.13:
Inside the fully gapped topological phases, q(Hλ(k)) has the same sign everywhere in
75





































Figure 3.13: Depicted is q(Hλ(k)) = detHλ(k) for M = −0.5 t1 and (a) λ = −1.8 t1
(inside C = −2 phase), (b) λ = −1.823 t1 (transition between C = −2 phase and gapless
phase), (c) λ = −1.9 t1 (inside gapless phase), (d) λ = −1.96 t1 (transition between
gapless phase and C = 2 phase). The other parameters are the same as in Fig. 3.12 (b).
momentum space as illustrated for the C = +2 phase in Fig. 3.13 (a). By increasing
λ one can reach the transition point between the C = +2 phase and a gapless phase,
and at this transition point q(Hλ(k)) = 0 at a specific point kc in momentum space
[Fig. 3.13 (b)]. However, by further increasing λ, q(Hλ(k)) generically changes sign
in a region around kc [Fig. 3.13 (c)] indicating the appearance of zero-energy states
forming a Fermi surface at the boundary of this region, which means that the system
is gapless in this case. When λ is further increased, so that one approaches the
gapped C = −2 phase, the Fermi surface shrinks again and finally one reaches a
specific value of λ where q(Hλ(k)) = 0 only at a single point in momentum space
[Fig. 3.13 (d)]. This defines the transition point between the gapless phase and the
C = −2 phase. We notice that the actual exchange of topological defects between
the two impurity bands takes place in the gapless phase, when the impurity bands
touch each other in one or more k-points. We thus find that the phase diagram of
a bilayer Chern insulator generically contains both gapless phases and fully gapped
phases characterized by a rich variety of Chern numbers.
In addition to the gapless phases separating topologically distinct phases, there are
in general also gapless phases describing semimetallic phases with negative indirect
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gap. Numerics indicate that the relative amount of areas with gapless and fully
gapped phases in the parameter space strongly depends on u.
3.5 Summary and discussion
In this chapter, we have identified the general conditions under which the eigenener-
gies of the Hamiltonian may undergo a robust zero-energy crossing as a function of
external parameters in different Altland-Zirnbauer symmetry classes. By exploiting
the defining symmetries of the respective symmetry classes, we defined q(H) as a
generalized root of detH. As an important application of q(H), we used it to predict
or to rule out, respectively, robust zero-energy crossings in all ten symmetry classes.
Moreover, we complemented this result with a perturbation theory analysis, which
allows for a derivation of the asymptotic low-energy behavior of the ensemble aver-
aged density of states ρ ∼ Eα for all symmetry classes. Finally, we have utilized
q(H(k)) to show that a lattice of impurities can drive a topologically trivial system
into a nontrivial phase, and revealed impurity bands carrying remarkably large Chern
numbers in different symmetry classes of two-dimensional topological insulators and
superconductors. These results nicely illustrate that q(H(k)) can also be used as a
powerful tool in the analysis of topological phase transitions in higher dimensional
systems.
The impurity bands carrying large Chern number C are interesting on their own.
In the bilayer Chern insulator, they will support a large number (|C|) of topologically
protected fermionic edge modes allowing dissipationless transport, and in topological
superconductors there will be |C| Majorana edge modes. Furthermore, we also want
to point out that the bandwidth of the impurity bands can be quite small and it
may be tuned by varying the distance between impurities. Therefore, these impurity
bands carrying large Chern numbers can potentially also support interesting corre-
lated phases in the presence of interactions. In particular, the interactions may lead
to spontaneous symmetry breaking, such as superconductivity, ferromagnetism or
exciton condensation, and the physical properties, such as the charge of topological
defects and the superfluid density, are expected to depend on C [Son+93; Moo+95;
PSH16; PT15]. Moreover, in the presence of interactions, partially filled nearly flat
bands with a large Chern number may lead to exotic strongly correlated states of
matter with interesting topological properties [BQ12; Liu+12; Ste+13].
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4 Backscattering in helical edge
states from a magnetic impurity
and Rashba disorder
In the previous chapter, we considered regularly arranged impurities as a means to
drive a system into exotic topologically nontrivial phases. Here, we get back to a less
favorable but equally interesting side of impurities and study how they may affect
edge state transport in the quantum spin Hall effect (QSHE) in a disadvantageous
way. As we discussed in Sec. 1.3, one of the key features of the QSHE is the exis-
tence of helical edge states [WBZ06] giving rise to a quantized conductance of e2/h
per edge, as edge electrons are protected from elastic single particle backscattering
by time-reversal symmetry [KM05a; WBZ06; XM06]. Soon after its theoretical pre-
diction [BHZ06], the QSHE was realized in HgTe/CdTe quantum wells [Kö+07]. The
quantized conductance [Kö+07] as well as the demonstration of nonlocal transport
[Rot+09] were crucial signatures for this first-time experimental observation. How-
ever, already in this first as well as in subsequent experiments [Kö+07; Rot+09;
Now+13; Gra+13; Gus+14; Yac15], deviations from the quantized conductance with
a weak temperature dependence were found for edges longer than approximately
one micron. Moreover, in short samples, where the conductance is essentially quan-
tized, small conductance fluctuations are observed as the back gate voltage is tuned
[Kö+07; Kö+08; Rot+09; Yac15]. After the prediction [Liu+08] of the QSHE in
InAs/GaSb/AlSb quantum wells, the same qualitative behavior of the conductance
as in HgTe/CdTe was observed also in these devices [KDS11; Suz+13; Kne+14;
Spa+14].
A multitude of other mechanisms beyond elastic single particle backscattering
have been proposed as possible explanations for the relatively short mean free path
[DSS15]: Inelastic single particle [Sch+12; Bud+12; LOB12; Kai+14] and two-
particle backscattering [KM05a; WBZ06; XM06; Cr12; GCT14; Kai+14] which can
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be caused by electron-electron or electron-phonon interactions, both of which are
usually considered in combination with other time-reversal invariant perturbations;
tunneling of electrons into charge puddles caused by inhomogeneous doping giving
rise to inelastic single particle backscattering [VGG13; Vä+14]; coupling of edge
electrons to a spin bath which gets dynamically polarized [LP12] thus effectively
breaking time-reversal symmetry and giving rise to elastic backscattering in con-
junction with Rashba disorder [DMHR13]; time-reversal symmetry breaking by an
exciton condensate [PH14]; coupling of edge electrons to a single Kondo impurity
[WBZ06; Mac+09; TFM11], to a lattice of Kondo impurities [Mac12], to a single
Kondo impurity in the presence of homogeneous Rashba spin-orbit coupling [Eri+12;
Eri13], or to several Kondo impurities with random anisotropies [AAY13]. Although
these mechanisms are very diverse, many of them have in common a pronounced
temperature dependence, usually some power law Tα with positive exponent α for
the resistance. However, only a weak temperature dependence has been observed ex-
perimentally, with the exception of a recent study using very low excitation currents
[Li+15]. In fact, in some experiments a slight increase of the resistance is observed
when the temperature is decreased [Kö+07; Gus+14; Yac15]. With respect to the
conductance fluctuations, only charge puddles [VGG13; Vä+14] as well as coherent
scattering between several magnetic impurities with large spin S > 1 and uniaxial
single-ion anisotropy [CG13] were considered as possible explanations. Theories that
build on scattering from local disorder are also supported by recent scanning gate
microscopy experiments [Kö+13], which identified individual scattering centers.
In this chapter, we consider scattering of helical edge electrons from a magnetic
impurity with spin S ≥ 1/2 in combination with a spatially fluctuating Rashba
spin-orbit coupling. The latter originates from a fluctuating electric field in the
out-of-plane direction due to disorder in the doping layers of the quantum well, cf.
Fig. 1.9 on page 18 as well as Refs. [She03; GI04; Rot+10; GSD10; SJJ10]. In Sec. 4.1
we derive a coupling Hamiltonian of the form Eq. (1.30) describing the coupling of
electrons in the helical edge modes of HgTe/CdTe quantum wells to nearby magnetic
impurities like Mn2+ ions. We then define our model in Sec. 4.2 and perform an in-
sightful reference calculation for a somewhat simplified case in Sec. 4.3. In Sec. 4.4,
we calculate the impurity induced resistance for the full model. To this end, we derive
an effective additional coupling to the impurity from a T -matrix calculation account-
ing for the combined scattering events off the impurity and the Rashba disorder.
This additional coupling provides a backscattering mechanism which is enhanced by
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an increased polarization of the impurity with spin S > 1/2. The polarization of
the impurity spin is determined from the steady state solution to a semi-classical
scattering rate equation. We consider the linear and the nonlinear regime. Upon
entering the nonlinear regime with the source drain voltage larger than temperature,
the impurity gets polarized and the Rashba disorder induced effective coupling leads
to an increased resistance, thus providing a possible explanation for the experimental
results. We assume that the relevant Kondo temperature is exponentially suppressed
and well below the temperature regime studied in our analysis. Since the dominant
contribution to backscattering is elastic in our model, quantum interference between
different scatterers is possible, and can give rise to conductance fluctuations as ob-
served in [Kö+07; Kö+08; Rot+09; Yac15].
4.1 Derivation of an effective coupling of edge
electrons to magnetic impurities in HgTe/CdTe
quantum wells
In this section, we derive the coupling of electrons in the helical edge modes to mag-
netic impurities near the edge. Readers who are not interested in these microscopic
details may proceed directly to Sec. 4.2 where we define the d = 1 model which will
be used throughout the remainder of this chapter.
In many cases, it is a useful simplification to consider the edge states of a topo-
logical insulator as one-dimensional objects by neglecting the spatial extension of
their wave function into the bulk. Here, we take this spatial extension as well as
the orbital character of the edge states into account, in order to derive from the
exchange interaction of bulk electrons in HgTe or CdTe with a point-like magnetic
impurity, the effective exchange interaction between such an impurity and electrons
in the helical edge states of a topologically nontrivial HgTe/CdTe quantum well. In
what follows, we choose coordinates such that the x-axis coincides with the edge and
the z-axis is parallel to the growth direction of the quantum well. z = 0 is the middle
of the HgTe-layer and y > 0 corresponds to the sample volume. The location of the
impurity is designated by r0 = (0, y0, z0).
In Ref. [BHZ06], the BHZ Hamiltonian was derived to describe the low energy
physics of HgTe/CdTe quantum wells. This effective Hamiltonian for the quantum
well acts on the quantum well subbands |E1,±〉 and |H1,±〉, which are the subbands
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Figure 4.1: Depicted are the envelope functions f1, f4, and f3, which characterize the E1
and H1 quantum well subbands in growth direction z, cf. Eqs. (4.3). Here, we chose the
thickness of the HgTe-layer to be dqw = 7.0 nm, which is well inside the inverted regime.
with the lowest energy at the Γ-point. Hence, it is usually written as a 4× 4 matrix
in the basis
BBHZ = (|E1,+〉, |H1,+〉, |E1,−〉, |H1,−〉). (4.1)
By using k ·p theory, the BHZ Hamiltonian was derived from the six-band bulk Kane
model, which is formulated in the basis
BK6 = (|Γ6,+1/2〉, |Γ6,−1/2〉, |Γ8,+3/2〉, |Γ8,+1/2〉, |Γ8,−1/2〉, |Γ8,−3/2〉). (4.2)
As a consequence |E1,±〉 and |H1,±〉 can each be represented in the basis of the
six-band Kane model [BHZ06]:
|E1,+〉 = f1(z)|Γ6,+1/2〉+ f4(z)|Γ8,+1/2〉, (4.3a)
|H1,+〉 = f3(z)|Γ8,+3/2〉. (4.3b)
Here, f1, f4, and f3 are the so-called envelope functions which describe the wave
functions of the subbands in the growth direction. In k · p theory, these envelope
functions are obtained by substituting kx → 0, ky → 0, and kz → −i~∂z in the
six-band Kane model Hamiltonian and solving the set of coupled differential equa-
tions with parameters chosen such that they appropriately describe the HgTe/CdTe
quantum well. The functions fi(z) are plotted in Fig. 4.1 for the case of quantum
well thickness dqw = 7.0 nm: f1 and f3 are even and real, whereas f4 is odd and
imaginary; all three functions decay exponentially in the CdTe region. The envelope
functions are normalized in such a way that |E1,+〉 and |H1,+〉 are normalized,
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respectively. For different values of dqw, these functions experience minor changes in
the HgTe region |z| < dqw/2.
As we discussed in Sec. 1.3.2, helical edge states can be found as eigenstates of
the BHZ Hamiltonian with appropriate boundary conditions [Zho+08; Wad+11]. By
virtue of Eqs. (4.3), these states can be expressed in the basis of the six-band Kane
model. To be precise, we write the edge state |k, σ〉 in position space as
〈r|k, σ〉 = 1√
L
eikxMbulk(z)Mqw(k, y)|σ〉, (4.4)
where the spinors |↑〉 = (1, 0)T and |↓〉 = (0, 1)T correspond to right- and left-movers,
respectively. The matrices Mbulk and Mqw explicitly read
Mbulk(z) ≡

f1(z) 0 0 0
0 0 −f ∗1 (z) 0
0 f3(z) 0 0
f4(z) 0 0 0
0 0 f ∗4 (z) 0
0 0 0 −f ∗3 (z)









The 4 × 2 matrix Mqw is used to express the spinors |σ〉 in the basis of the BHZ
Hamiltonian, whereas the 6 × 4 matrix Mbulk expresses the elements of this basis
in the basis of the six-band Kane model. While the entries in the first two rows of
Mbulk(z) are simply determined by Eqs. (4.3), the remaining entries must follow by








0 0 0 1
0 0 −1 0
0 1 0 0




because |E1,−〉 and |H1,−〉 are supposed to be Kramers partners of |E1,+〉 and
|H1,+〉, respectively. The coefficients cE1 and cH1 appearing in Mqw(k, y) can be
obtained analytically [Zho+08; VR12]; we use c2E1 = 0.13 and c2H1 = 0.87 independent
of k. The function gk(y) in the matrix Mqw describes the exponential decay of the
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edge state wave function away from the edge; it is known analytically [Zho+08;
Wad+11].
The interaction of bulk electrons in CdTe and HgTe with the local moment of a
magnetic impurity like a Mn2+ ion may be described by the Hamiltonian Hbulkex =
αS · sΓ6 + (β/3)S · IΓ8 , see, for example, Ref. [GJ10]. Here, S acts on the local
moment, sΓ6 is the local spin density of electrons in the Γ6 band at the impurity site,
IΓ8 is the density of total angular momentum of holes in the Γ8 band evaluated at the
impurity site, and α and β are exchange constants. Expressing Hbulkex in the basis BK6
of the six-band Kane model, and keeping in mind that the operators S± = Sx ± iSy



























×δ(x)δ(y − y0)δ(z − z0).
(4.7)
We are interested in the effective exchange interaction Hedgeex between the edge
electrons and the impurity. To obtain the corresponding 2×2 Hamiltonian in the basis




ex Mbulk to find the effective





ex Mqw, which we can later use to perform calculations in a
framework where the edge states appear simply as one-dimensional objects.
We obtain















+ 0 −Jqw1 Sz −Jqw4 S−
0 0 −(Jqw4 )∗S+ −Jqw2 Sz
 δ(x)δ(y − y0),
(4.8)




(3α|f1(z0)|2 + β|f4(z0)|2), (4.9a)
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βf ∗3 (z0)f4(z0). (4.9d)
By performing also the projection into the spinor basis of the helical edge state and

















with the effective coupling constants between edge electrons and impurity spin being
defined as
Jz(y0, z0) = |gk(y0)|2
(
|cE1|2Jqw1 (z0) + |cH1|2Jqw2 (z0)
)
(4.11a)
J⊥(y0, z0) = |gk(y0)|2c2E1Jqw3 (z0) (4.11b)
Janiso(y0, z0) = |gk(y0)|2cE1c∗H1Jqw4 (z0) (4.11c)
The HamiltonianHedgeex is the main result of the present section and will be essential
for our model, which is to be introduced in the next section. We plot the effective
couplings Eqs. (4.11) in Fig. 4.2. For definiteness we used the envelope functions fi
corresponding to a dqw = 7.0nm quantum well, chose kx = −0.05 nm−1 for gkx in
Eq. (1.24), and ~v/a = 0.4 eV, with the lattice constant a ' 0.65 nm. Values for α
and β were taken from the literature [GJ10; Fur88]; specifically, we use α = −0.40 eV
and β = 0.60 eV for HgTe, and α = −0.22 eV and β = 0.88 eV in the case of CdTe.
As can be seen from the figure, Jz is by far the largest of the three couplings
independent of z0. Since the envelope function f4(z) is odd, Janiso is vanishingly
small if the impurity is located near the middle of the quantum well. In consequence,
the parameter regime J2z  J2⊥  J2aniso is realized in a region around z0 ≈ 0. This
observation will be exploited below to simplify the discussion of different scenarios
for backscattering in the helical edges.
It may be surprising to see that a finite coupling Janiso – which at first sight might
seem to contradict conservation of angular momentum – can arise from an isotropic
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(a)




















Figure 4.2: Depicted are the coupling constants (a): Jz/(~v), (b): J⊥/(~v), and (c):
−iJaniso/(~v), which characterize the effective interaction of electrons in the helical edge
states of the topologically insulating state in inverted HgTe/CdTe quantum wells with
impurity spins of Mn2+ ions, possibly polluting the sample. The couplings take different
values depending on the location r0 = (0, y0, z0) of the impurity spin. For details on
parameters see the text. The couplings are defined in Eqs. (4.11).
exchange interaction like Hbulkex . The reason why this is possible can be understood
from the calculation and was explicitly stated in Ref. [MHZ11]: The electrons in
the edge states of HgTe/CdTe quantum wells are not spin-polarized because of the
spin-orbit interaction in these materials; that is to say 〈↑ |sxelectron| ↑〉 6= 0 in our case
since |↑〉 represents a linear combination of electron spin up and electron spin down.
This also holds for InAs/GaSb/AlSb quantum wells.
4.2 Definition of the Model
Let us now define the model, which will be the basis for the subsequent scattering







where Ψ↑(x) annihilates a right-moving electron at position x, v is the edge state
or Fermi velocity, and the spin quantization axis for the helical spin is in the z-
direction. A disordered Rashba spin-orbit coupling is described by [She03; GI04;
SJJ10; Rot+10]
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αβ{a(x), i∂x}Ψβ(x) , (4.13)
with the correlator 〈a(x)a(x′)〉dis = V0F (x− x′) and F (0) = 1 [GSD10]. As we show
in Appendix G, we need not know the full correlation function F (x − x′). Being
time-reversal invariant, ĤR does not cause elastic backscattering [KM05a]. Hence,
with respect to backscattering, the essential ingredient to our model is the coupling
of electrons to a local magnetic impurity with spin S, which we derived from the
microscopic model in the previous section. It is described via1
ĤS = JzS
zsz + J⊥(S
+s− + S−s+) + Janiso(S
+ + S−)sz. (4.14)
Here, si = Ψ†α(0)σiαβΨβ(0) are the local spin density operators of the edge electrons.
For Janiso = 0, ĤS describes a Heisenberg XXZ coupling, which has an axial rotation
symmetry with respect to the z-axis and was the subject of earlier studies [WBZ06;
Mac+09; TFM11; Mac12; Eri+12; Eri13]. In systems with an axial symmetric ĤS,
the z-component of the total spin is conserved. As a consequence the DC conductance
is exactly quantized since a persistent net backscattering is impossible [TFM11]. In
our model, however, a finite Janiso breaks the axial rotation symmetry, thus already
enables continued backscattering in the DC limit.2
In general, a coupling to the impurity spin could also involve terms like S+s+ +
S−s− and Sz(s+ + s−) that break the axial rotation symmetry as well. However,
our microscopic analysis in the previous section, based on an isotropic sp-d exchange
interaction of bulk electrons with the impurity spin, resulted only in the terms written
in Eq. (4.14), at least for HgTe/CdTe quantum wells which we focus on. Nevertheless,
as we will explain, the combined processes of impurity and Rashba disorder scattering
effectively give rise to such additional terms.
4.3 An instructive reference calculation
Our strategy for determining the impurity induced resistance will be to consider
Ĥ0 as an unperturbed Hamiltonian whose eigenfunctions – the plane wave states
– are known. Both ĤS and ĤR will then be considered as perturbations to this
Hamiltonian and second order perturbation theory will be applied to analyze the
1We choose the couplings constants in ĤS to be real since a phase would not affect our results.
Apart from that ĤS and Hedgeex (x) are identical.
2A coupling analogous to Janiso has been discussed in the context of hyperfine interactions [LP13].
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combined scattering effects.
However, before starting with this analysis, we now want to tackle a model some-
what simpler than the full one. This will allow us to develop a first understanding
for a combined scattering mechanism and also to have a reference calculation against
which we can check our later results. To this end, let us consider the following
single-particle Dirac equation
εσψσ(x) = σ (−iv~∂x + J0δ(x))ψσ(x). (4.15)
One easily convinces oneself that for J0 = 0 this equation corresponds to the Hamil-
tonian Ĥ0 for the helical edge states. The term σJ0δ(x)ψσ(x), however, describes a
local magnetic field in z-direction. Thus, it resembles the first term of ĤS and most
importantly breaks time reversal symmetry.
We want to consider ĤR as a perturbation to the problem described by Eq. (4.15).
To obtain the unperturbed wave functions ψσ(x), we first note that they will be plane
waves to the left and to the right of x = 0 and thus make the ansatz
ψkσ(x) = Θ(−x)eikx + Θ(x)eikx+iφσ , (4.16)
where Θ denotes the Heaviside step function. To determine the phase φσ, we integrate
Eq. (4.15) over [−ε,+ε] and take ε→ 0 afterwards, which yields
0 = −iv~[ψσ(0+)− ψσ(0−)] + J0ψσ(0). (4.17)
Plugging in the above ansatz determines the phase φσ to be3






Due to the helical dispersion relation in Ĥ0, φ ≡ φσ is independent of σ. Moreover,
also for finite J0, the eigenstate ψkσ has the same energy εσ(k) = σv~k as the plane
wave eigenstates of the normal helical edge modes for J0 = 0. This means that
although ψkσ and ψ−k,−σ are no longer Kramers partners, they still are degenerate.
We now write Ψσ(x) = 1√L
∑
k ψkσ(x)ckσ in order to express the perturbation ĤR
in terms of the second quantized operators ckσ. A straightforward calculation, where
one divides the integral over x in Eq. (4.13) into an integral over the infinitesimal
3We use the convention Θ(0) = 1/2.
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Here, the first term, where aq = 1√L
∫
dx e−iqxa(x) are the Fourier components of
a(x), is identical to what is obtained in the time-reversal symmetric case J0 = φ = 0.
This first term cannot give rise to scattering between ψk,σ and ψ−k,−σ due to the
factor (k + k′) [DMHR13]. On the other hand, there is now also the second term
arising from the finite phase shift φ at x = 0. This term makes elastic backscattering
possible:




Knowledge of this matrix element enables us to employ Fermi’s golden rule in order
to calculate the rate at which an electron in state |k, σ〉 gets backscattered. After a
























for φ 1 . (4.22)
In Sec. 4.4.4 below, we will obtain essentially the same result from second order
perturbation theory in ĤS and ĤR.
4.4 Edge conductance in the presence of an
impurity spin and Rashba disorder
In this section, we get back to the full model defined in Sec. 4.2 and investigate
how scattering of edge electrons off the impurity and the Rashba disorder affects
the results of transport measurements. To this end, we first analyze the relevant
scattering mechanisms up to second order processes. Subsequently, we calculate the
associated scattering rates at finite temperature β−1 and bias voltage V . This will
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allow us to determine the driven steady state of the impurity and finally enable
predictions about impurity induced resistances.
4.4.1 Effective couplings from second order processes
Let us consider the combined scattering from the impurity and the Rashba disorder
by using the T -matrix, which is recursively defined via
T (ε) = (ĤS + ĤR) + (ĤS + ĤR)G(ε)T (ε), (4.23)
with G(ε) = (ε − H0)−1. The T -matrix element associated with the first term of
Eq. (4.14) and Eq. (4.13) is,















cf. and Appendix G. Here, |m; k, σ〉 denotes a product state of the local moment in
the Sz-eigenstate |m〉 and an electron with helical spin σ and momentum ~k, L is the
distance between the left and the right reservoir, εi = σv~k is the energy of the initial
state |m; k, σ〉, and aq denote the Fourier components of a(x), cf. Sec. 4.3. The energy
difference between initial and intermediate state in the denominator compensates the
matrix element from Rashba disorder in the numerator. In Fig. 4.3 (a), we show the
respective diagram illustrating how an electron in the initial state |k, ↑〉 first interacts
with the impurity spin and gets scattered into an intermediate or virtual state with
different momentum k′ and different energy ~vk′ than the initial state. A second
scattering, this time from the Rashba disorder, is now capable of taking the electron
back into the time-reversed partner |−k, ↓〉 of the initial state. Clearly, it is the
detour via the virtual state that makes backscattering of the electron into |−k, ↓〉,
i.e. elastic backscattering, via ĤR possible.
With regard to scattering rates, to be discussed in the next section, the second
order process described in Eq. (4.24) can effectively be described as a first order
process resulting from the additional anisotropic coupling
Ĥ ′S = Jz,RS
z(s+ + s−). (4.25)
Here, Jz,R = 2
√
ηJz is an effective coupling constant with η = V0/~2v2. The effective
first order diagram corresponding to the second order diagram Fig. 4.3 (a) is shown
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(a)













k, ↑ −k, ↓
m m± 1
Janiso,R
Figure 4.3: (a) Diagrammatic representation of the second order scattering process that
gives rise to elastic backscattering without an impurity spin flip, cf. Eq. (4.24). (b) The
corresponding first order process from the effective coupling Ĥ ′S , cf. Eq. (4.25). The
dashed line denotes the (effective) coupling of impurity and electron. The dotted line
with a cross represents the Rashba potential. Processes analogous to the second order
process shown in (a) but with the impurity interaction taking place via the couplings J⊥
or Janiso are possible as well. The respective effective first order processes are shown in
(c) and (d).
in Fig. 4.3 (b). Analogously to the combined process described by Tz,R, there are
also second order processes where electrons scatter from the Rashba disorder and
from the impurity by either the J⊥ or the Janiso term of ĤS in Eq. (4.14). Again,
these effects can be captured by considering first order processes from the effective





ηJaniso, respectively. In Fig. 4.3 (c) and (d), we show also the diagrams
for these effective processes. J⊥,R only renormalizes the Janiso coupling already present
in ĤS. In contrast, Janiso,R, besides renormalizing J⊥, opens an additional scattering
channel by virtue of the terms S+s+ and S−s−.
4.4.2 Scattering rates
Since we are interested in the effect of the impurity on DC transport, we pursue two
aims: (i) We would like to achieve a description of the impurity spin in a driven steady
state, and (ii) we want to compute the transport scattering rates determining the
impurity induced DC resistance. To achieve (i) we calculate the integrated scattering
rates Γσ′σm′m, which characterize the scattering of an electron from an initial state with
helical spin σ into a final state with helical spin σ′, while in the same process the
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impurity spin is flipped from |m〉 to |m′〉. The Γσ′σm′m are obtained by weighting the
rates for scattering from |m; k, σ〉 to |m′; k′, σ′〉 with the probability for the initial
and final state to be occupied or unoccupied, respectively, and then summing over
the range of initial and final momenta. To calculate the individual rates we employ
Fermi’s golden rule for ĤeffS , including he original impurity couplings Jz, J⊥, and
Janiso as well as the effective ones Jz,R, J⊥,R, and Janiso,R. For temperatures and
voltages much smaller than the bulk excitation gap of the topological insulator, the
weak momentum dependence of 〈m′; k′, σ′|ĤeffS |m; k, σ〉 can be neglected. For forward





where the temperature dependence is due to the integrated occupation factors
∫
dE
fσ(1 − fσ) = 1/β. Here, fσ(E, β, V ) = [1 + eβ(E−σeV/2)]−1 in the case of σ = ↑= +
[σ = ↓= −] denotes the Fermi distribution function describing the occupation of
right-moving [left-moving] edge states with electrons from the left [right] reservoir.
In the case of backscattering σ′ = −σ, the rates involve the occupation factors
fσ(1− f−σ), leading to a voltage dependence
Γ−σσm′m(β, eV ) =
L2
2π~3v2β




dE fσ(1− f−σ) = σβeV
eσβeV
eσβeV − 1 . (4.28)
At low bias voltage βeV  1, the integral Iσ ' 1 so that the forward scattering
and the backscattering rates have the same temperature dependence. On the other
hand, in the limit βeV  1, backscattering of right-movers is linearly enhanced,
while backscattering of left-movers is exponentially suppressed. For detailed results
see Table 4.1.
4.4.3 Steady state of the impurity spin
Let us now turn towards the description of the local moment in a driven steady state.
We describe this state by a density matrix ρ and assume that dephasing from the
coupling to the electron bath is sufficiently strong, such that we can neglect coher-
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Table 4.1: Results for the integrated scattering rates Γσσ′mm′ defined in Eqs. (4.26) and
(4.27). Iσ denotes an integral over Fermi functions, cf. Eq. (4.28).
process Γ× (2π~3v2β/L2)
|m;σ〉 → |m;−σ〉 J2z,R|〈m|Sz|m〉|2Iσ
|m; ↑〉 → |m+ 1; ↓〉 (J2⊥ + J2aniso,R)|〈m+ 1|S+|m〉|2I↑
|m; ↑〉 → |m− 1; ↓〉 J2aniso,R|〈m− 1|S−|m〉|2I↑
|m;σ〉 → |m± 1;σ〉 (J2aniso + J2⊥,R)|〈m± 1|S±|m〉|2
ences and consider ρ =
∑S
m=−S Pm|m〉〈m| to be diagonal in the basis of eigenstates
of Sz, Sz|m〉 = m|m〉 [BP02]. We can then proceed to determine the populations Pm
in the steady state of the impurity spin at finite temperature and under an applied









m′m is the rate at which the local moment gets flipped from
|m〉 to |m′〉. In a steady state the populations remain constant in time, ∂tPm = 0,
and of course have to obey the normalization condition
∑
m Pm = 1. By applying
to this set of equations the Gaussian elimination, we find the recursively defined
solution Pm−1 = ζPm, with ζ = Γm−1,m/Γm,m−1. The quotient ζ depends on βeV
and the (effective) coupling constants, but not onm because them-dependent matrix
elements of the ladder operators S± cancel. In Appendix H, we provide an explicit
expression for ζ. For the model considered here, we have 0 ≤ ζ ≤ 1 and the two
limiting cases have simple solutions: ζ = 0 implies Pm = δm,S and corresponds to
a maximally polarized local moment. On the other hand, for ζ = 1 the impurity
is completely unpolarized, that is to say Pm = 1/(2S + 1). Note that βeV = 0
implies ζ = 1, because, without an applied transport voltage, there is no asymmetry
between the rates for forward and backscattering, cf. Eqs. (4.26) and (4.27). The









For the case of a spin S = 5/2, we illustrate in Fig. 4.4 how the six functions P5/2,
P3/2, . . . , P−5/2 depend on ζ.
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Figure 4.4: Depicted is, for the case of
an impurity spin S = 5/2, the de-
pendence of the populations Pm of the
impurity states |m〉 on the quotient
ζ = Γm−1,m/Γm,m−1 characterizing the
driven steady state.
4.4.4 Impurity induced resistance
In the following, we would like to determine to which extent the impurity, when it
is in its steady state, affects the resistance measured in experiments. We notice first
that the backscattering probability r for an electron in the edge state can be related
to a scattering rate 1/τ by multiplication with the time of flight L/v. In this way
a dependence 1/τ ∝ 1/L is compensated in all the scattering rates, which otherwise
is present due to the normalization 1/
√
L of the plane wave states. In consequence,
both r and the edge conductance G = (1− r)e2/h are independent of the system size














r, in the limit r  1, equals the impurity induced resistance normalized by h/e2.
From the effective impurity coupling we obtain in total three different backscattering














































Here, p⊥ = 1−Γ↑↓m,m+1/Γm,m+1 and paniso,R = 1−Γ↑↓m,m−1/Γm,m−1 account for the fact
that the DC resistance is affected only by those backscattering events of right-moving
electrons which are not compensated by a subsequent backscattering of a left-moving
electron. For example, in the case of vanishing Rashba disorder (η = 0) and ĤS with
axial rotation symmetry we find Γ↑↓m,m+1 = Γm,m+1, hence p⊥ vanishes. Since η = 0
entails that all the effective couplings vanish as well, Eqs. (4.33) correctly describe
that no net backscattering occurs in this case, cf. the discussion in Sec. 4.2. Details
about the derivation of p⊥ as well as an explicit expressions for p⊥ and paniso,R may
be found in Appendix H.
Before turning towards the discussion of these results, we would like to point out
that the rate 1/τz,R is in perfect correspondence to the rate 1/τ0,R derived in Sec. 4.3.
There, we had included a term like J0Szsz into the unperturbed Hamiltonian and
obtained 1/τ0,R caused by backscattering from the Rashba disorder in the limit of
small J0.
4.4.5 Results
Although the framework that we set up so far does not rely on any specific as-
sumptions about the couplings in ĤS, it is helpful to focus on the parameter regime
J2z  J2⊥  J2aniso for three reasons: (i) From our microscopic analysis in Sec. 4.1,
we found that this regime is of relevance for the HgTe/CdTe quantum wells used
in experiments. (ii) The importance of the Rashba disorder induced effective cou-
plings with regard to the DC resistance becomes particularly clear in this parameter
regime. (iii) A clear hierarchy of couplings allows us to disentangle the discussion of
scattering processes. The following detailed discussion about the relevancy of Rashba
disorder for the impurity induced resistance leads to two important results: First,
while r(βeV ) is a monotonically decreasing function without Rashba disorder, this
monotonicity is reversed in the presence of Rashba disorder. This is illustrated in
Fig. 4.5. Second, r0, the backscattering probability in the limit βeV  1, is signifi-
cantly increased by Rashba disorder. Moreover, we will provide an estimate for the
mean free path in the presence of several impurities and we will also briefly recall how
elastic backscattering from different impurities gives rise to conductance fluctuations
as a function of gate voltage.
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Figure 4.5: The normalized impurity induced backscattering probability r/r0 and the
quotient ζ, both in dependence of the ratio of transport voltage and temperature βeV .
r0 is the backscattering probability for βeV  1. In both cases S = 5/2, and J2z /J2⊥ =
J2⊥/J
2
aniso = 10. r0 is enhanced by two orders of magnitude as the dimensionless strength
of Rashba disorder η is increased from 0 to 1.
Let us consider first the case where Rashba disorder is absent, i.e. η = 0. The only
nonvanishing backscattering rate is 1/τ⊥ from Eq. (4.33b), which is small as it arises
from an interplay of scattering due to J⊥ and Janiso. In particular, r0 is found to be
proportional to the harmonic mean of J2⊥ and 2J2aniso, because p⊥ = [1+J2⊥/2J2aniso]−1
for βeV = 0. Consequently, when J2⊥ and J2aniso are very different in magnitude, it is
the smaller of the two which determines the magnitude of r0. With increasing βeV ,
backscattering of right-movers via J⊥S+s− becomes increasingly dominant relative to
other scattering rates and tends to polarize the impurity, such that ζ ' 2J2aniso/βeV J2⊥
approaches zero in the large βeV limit, cf. Fig. 4.5. With increasing polarization,
the probability for the impurity spin to be in state |S〉 increases, and the probability
for an individual right-moving electron to be backscattered is suppressed. This leads
to the monotonic decrease of r(βeV ) shown in Fig. 4.5, with r ∼ J2aniso/βeV in the
large βeV limit.4
Rashba disorder, described by a finite η, has a profound effect on the impurity
induced resistance. Since J2z  J2⊥  J2aniso, 1/τz,R dominates over 1/τ⊥ already for
4We suppressed in our discussion the fact, that p⊥ increases with βeV and approaches 1 for
βeV  1. However, a detailed analysis shows that r(βeV ) does not have a local maximum, i.e.
effects due to varying polarization dominate.
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very weak Rashba disorder with η & 4J2aniso/J2z . Moreover, since J2z  J2aniso, we can
disregard 1/τaniso,R in our discussion. The magnitude of r0 is then determined by
J2z,R instead of J2aniso, which, depending on the precise values of the couplings and η,
can be a large difference. Regarding the dependence on the polarization, 1/τz,R is
qualitatively different from 1/τ⊥. Evaluating the sum over m in Eq. (4.33a) for the
limiting cases of perfect polarization, Pm = δm,S, and vanishing polarization, Pm =
1/(2S+1), yields S2 in the former and S(S+1)/3 in the latter case, respectively. This
shows that for spin S > 1/2 the rate 1/τz,R increases with increasing polarization,
because S2 > S(S + 1)/3. However, 1/τz,R is independent of ζ for S = 1/2. Thus,
in contrast to the case without Rashba disorder, r is now found to monotonically
increase with βeV when S > 1/2.
For real samples with several impurities, the total backscattering rate is propor-
tional to the number of impurities in the absence of localization. Based on Eq. (4.32),
we estimate the mean free path to be 4µm in 7.0 nm wide HgTe quantum wells with
lattice constant a = 0.65 nm and v = 4 · 105 m/s, by assuming: (i) that there is
a concentration of 10−4 Mn2+ impurity ions5 per unit cell in the HgTe layer; (ii)
ζ = 0.5 and spatial average 〈J2z /~2v2〉 = 0.035, obtained from Jz/(~v) in Fig. 4.2 (a);
and (iii) η ≈ 3 based on the estimate for V0 from Ref. [DMHR13]. This shows, that
the experimentally observed mean free path of approximately 1µm could in princi-
ple be explained by combined scattering from both the local moments and Rashba
disorder. To substantiate this possible explanation further investigations on possible
local moments would be helpful. Such magnetic moments could be due to other
impurities than Mn2+, or could possibly also arise from localized electrons [Fur88;
AAY13; DSS15].
Finally we would like to elucidate how our supposed backscattering mechanism may
also explain the reproducible conductance fluctuations which are seen in experiments
when the gate voltage is tuned. To this end, we consider a right-moving plane wave
ψR ∼ eikFx with Fermi momentum kF. We assume that there are two impurity spins
located at positions x0 and x0 + l, respectively. ψR may now be partially reflected at
both impurity sites giving rise to the left-moving partial waves
ψx0L ∼ e−ikF(x−x0)+ikFx0 , (4.34a)
ψx0+lL ∼ e−ikF(x−x0−l)+ikF(x0+l). (4.34b)
5Mn2+ ions have half-filled 3d orbitals, yielding a spin S = 5/2. These ions can substitute the
group II element in II-VI materials like HgTe or CdTe, cf. [Fur88].
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Figure 4.6: A right-moving wave ψR is phase coherently backscattered from impurities
located at x0 and x0 + l. This gives rise to the partial waves ψx0L and ψ
x0+l
L , respectively.
These backscattered waves will, depending on kFl, interfere destructively or construc-
tively. The former happens when kFl = νπ with half-integer ν, cf. (a), whereas the
latter corresponds to integer ν, cf. (b).
This is illustrated in Fig. 4.6. When ψx0L and ψ
x0+l
L have the same amplitude, we find
their superposition to be ψx0L +ψ
x0+l
L ∝ cos kFl. In consequence, when kFl = νπ with
half-integer ν, the backscattered waves interfere destructively and the conductance
remains unaffected. On the other hand, for integer ν constructive interference of the
backscattered waves leads to a suppression of the conductance. Thus, when a gate
voltage is tuned such that the Fermi energy and hence kF are varied, one expects
that the conductance oscillates reproducibly due to the described interference. With
an increasing number of impurities, the fluctuations will become more complex.
Since the described interference effect builds on phase coherence, elastic backscat-
tering is crucial. We would like to stress that the second order processes, and in
particular the one in Eq. (4.24), are phase coherent even though they involve a vir-
tual state at different energy than the initial and final states. This general result is
also supported by our calculation in Sec. 4.3, which shows in which sense the process
Eq. (4.24) may be understood as a first order process.
4.5 Summary
In this chapter, we studied transport in the helical edge states of d = 2 topologi-
cal insulators in the presence of random Rashba spin-orbit coupling and a magnetic
impurity. In order to derive a realistic Hamiltonian describing the coupling of elec-
trons to the impurity spin, we performed a microscopic calculation. This calculation
started from the six-band Kane model and led to a Hamiltonian describing a Heisen-
berg XXZ coupling supplemented with a small anisotropy term Janiso(S+ + S−)sz.
We used this spin Hamiltonian for the subsequent calculations.
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Our major result has been the identification of an elastic scattering process which
results from the interplay of Rashba and impurity scattering and which gets more
effective as the impurity spin S > 1/2 gets more polarized. An increased polariza-
tion is generically reached as the ratio βeV of transport voltage and temperature
is increased. Hence, we predict for this kind of scattering a slow increase of the
edge resistance with decreasing temperature, which is in agreement with experiments
[Kö+07; Gus+14; Yac15]. Furthermore, the scattering mechanism under consider-
ation is elastic, thus allowing for quantum interference of scattered electrons. This
can explain another important experimental result, namely the appearance of con-




In this thesis, we have studied effects of impurities on topological insulators and
superconductors. As impurities appear to be ever-present and since there are many
promising prospects related to the new class of topologically nontrivial materials
both in fundamental research but also with regard to applications in technology, this
subject constitutes an interesting and important field of research.
Our three principle objectives have been (i) to determine conditions under which
local impurities give rise to bound states with arbitrarily low energies especially in
time-reversal invariant superconductors, (ii) to explore the possibilities of impurity
lattices for the engineering of topologically nontrivial phases, and (iii) to investigate
to what extent magnetic impurities in combination with Rashba disorder may explain
experimental results on edge conductance in the quantum spin Hall state.
With regard to (i), we have used the framework of the Altland-Zirnbauer symme-
try classes and introduced the concept of a “generalized root of detH” to find out
in which systems zero-energy crossings of eigenstates of a Hamiltonian occur when
the strength of a local perturbation is tuned continuously. When the system under
consideration obeys a chiral symmetry C, which applies in particular to the case of
time-reversal invariant superconductors, the presence or absence, respectively, of an
additional symmetry operator U that anticommutes with C has been found to be
most important because it determines whether disorder can introduce midgap states
or not. This finding is essential for a systematic approach to handling potential disor-
der effects in experiments that try to utilize robust Majorana zero modes in systems
with a chiral symmetry. Since a lot of the fascination about topological supercon-
ductors originates from the anyonic exchange statistics of these zero modes and their
potential application in topological quantum computing, several such experiments
can be expected to be performed once topological superconductors can reliably be
produced.
Regarding point (ii), we were able to show that, similar to the tuning of bulk
parameters, lattices of nonmagnetic impurities allow to enter topologically nontrivial
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phases. Even better, they pave a way towards the realization of a whole range of
nontrivial phases which would remain inaccessible if only bulk parameters were tuned.
While we restricted our analysis to inhomogeneous perturbations in systems of spatial
dimension d ≤ 2, it could be worthwhile to consider the case d = 3. Here, in the
case of time-reversal invariant insulators (class AII), there exists a Z2 classification
and many nontrivial materials are already known. On the other hand, classes AIII,
DIII, and CI have a Z classification and it would be interesting to investigate the
possibilities of impurity lattices to realize corresponding nontrivial phases. Another
issue that we did not address is the sensitivity of the phase boundaries in the impurity
lattice phase diagrams with respect to irregularities in the lattice. While it is clear
that small deviations from translational invariance cannot matter – after all it is a
topological phase – it would be helpful to determine limits in this regard.
With respect to objective (iii), we have shown that combined scattering from a
local magnetic moment and Rashba disorder leads to an edge resistance that slightly
increases with decreasing temperature. Moreover, since this scattering is elastic it
gives rise to interference between partial waves being reflected from separate scat-
terers, and thus can also explain reproducible conductance fluctuations occurring as
a function of gate voltage or Fermi energy. Hence, it agrees with important exper-
imental results. We have not considered electron-electron interactions which could
be of relevance in the helical edge states. For example, they could lead to edge re-
construction and finally to the dynamical creation of additional local moments which
could contribute to the resistance via the proposed scattering mechanism. To test our
suggested explanation, published results on a systematic experimental study of the
edge resistance dependence on temperature and concentration of magnetic impurities
would be most valuable.
Our results illustrate that the varied story of impurities in solid matter continues
also in the context of topological phases: Once more they impair interesting effects
like the quantized edge conductance on the one hand, but also open up new possi-
bilities like the access to exotic topological phases on the other. Without a doubt,
impurity physics remains an interesting field of research.
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A Invariance of the Skyrmion number S




dx dy d · ∂xd× ∂yd (1)
is indeed a topological invariant. Here, d : T 2 → S2 maps the torus (the Brillouin
zone) to the unit sphere. To ease the notation we substituted kx ↔ x, ky ↔ y, and
d̂↔ d relative to the text in the introductory Chapter 1.
To show the invariance of S it suffices to show that S[d] is invariant under in-
finitesimal transformations of d. Any configuration that is smoothly related to d can
then be obtained from successive infinitesimal transformations, each of which leaves
S invariant. An infinitesimal transformation transforms d into
d′ = d+ εn. (2)
Here, ε is infinitesimally small and d · n = 0, since d′ is required to be normalized.
We can proceed and calculate
S[d′]− S[d] (a)= ε
4π
∫






dx dy [−∂yd · ∂xd× n− d · ∂y∂xd× n−










where we (a) plugged in the definition of S and dropped all terms of order ε2; (b)
performed a partial integration, thus getting rid of all derivatives of n (boundary
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terms do not appear due to the periodic boundary conditions); (c) simplified the ex-
pression; and (d) exploited that both ∂xd and ∂yd either vanish or are perpendicular
to d, such that ∂xd× ∂yd either vanishes or is parallel to d such that in the end the
integrand vanishes identically. We have thus succeeded in showing the invariance of
the Skyrmion number S[d] with respect to smooth deformations of d.
B The Pfaffian of an antisymmetric matrix
In this section, we discuss some general features of antisymmetric matrices and the
Pfaffian, which plays an important role in Chapters 2 and 3 of this thesis. The
characteristic polynomial pA(s) ≡ det(s1n − A) of an antisymmetric n × n matrix
A = −AT satisfies
pA(s) = (−1)npA(−s). (4)
This equation has two immediate consequences. Firstly, the solutions of pA(λ) = 0,
which by definition are the eigenvalues of A, come in pairs {λ,−λ}. Secondly, when
n is odd, λ = 0 is always an eigenvalue of A, and detA = 0.
From this brief analysis it becomes clear that redundancy is not just a feature
of the matrix elements of antisymmetric matrices (Aij = −Aji), but also of their
spectrum and in that sense also of the determinant detA =
∏
i λi. Interestingly,
there exists a polynomial in the indeterminate entries of A, namely the Pfaffian of
A, which allows to remove this redundancy from detA since it satisfies
detA = (Pf A)2. (5)
Hence, Pf A =
∏′
i λi has to be satisfied, where the prime indicates that only one
eigenvalue of the pair {λ,−λ} enters the product. It can be shown by rather elemen-
tary means that the polynomial Pf A exists, cf. [Led93]. There exist both explicit
and recursive prescriptions for the actual calculation of the Pfaffian. We here state
the explicit definition for a 2n× 2n antisymmetric matrix A:








with S2n being the symmetric group, i.e. the group of all permutations of a set of 2n
elements.
Some important properties follow directly from what has so far been stated about
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Pf A. First of all, since Pf A is the sum of monomials each of which is the product
of n entries of A, we obtain
Pf(αA) = αn Pf A. (7)
As an immediate consequence of this result we also find
Pf(AT ) = Pf(−A) = (−1)n Pf A. (8)
Furthermore, for any 2n× 2n matrix M the matrix product MAMT = −(MAMT )T
is antisymmetric as well. We can then consider detMAMT and use the properties
of the determinant as well as Eq. (5) to obtain
detM Pf A = Pf(MAMT ). (9)
These properties of the Pfaffian have been exploited in Chapters 2 and 3 for the
definition of the generalized roots of detH.
With regard to the numerical calculation of Pfaffians, Michael Wimmer has pro-
vided efficient implementations of various algorithms for common scientific program-
ming languages [Wim12]. We have used this code for the numerical evaluation of
Pfaffians in Chapters 2 and 3.
C The T -matrix
In this section, we briefly review the T -matrix method by which the retarded Green
function can be calculated for a system which is, up to a single potential inhomo-
geneity, translationally invariant, cf. [BVZ06] and references therein.
We denote the Hamiltonian of the translationally invariant system as H0 and the
impurity potential as V , cf. Eq. (1.29). According to scattering theory, the retarded
Green function of the full problem G(E) = (E − H0 − V + iε)−1 is related to the
retarded Green function of the model without impurity (the free propagator)G0(E) =
(E −H0 + iε)−1 via the Born series
G = G0 +G0V G0 +G0V G0V G0 + . . . (10)
describing the propagation of a particle that may scatter multiply from the impurity.
We can decompose G = G0 + δG, where the impurity correction to the retarded
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Green function reads δG = G0TG0 with the T -matrix being defined as
T = V + V G0V + . . . = V + V G0T. (11)
We notice that the case of a pointlike impurity V (r − r0) ∼ δ(r) is particularly
simple since in this case Vk,k′ and consequently also Tk,k′ are independent of k and
k′, respectively. We can rewrite the recursive definition in Eq. (11) to obtain the
explicit expression T = (1− V G0)−1V .
The density of states ρ is related to the retarded Green function via ρ(E) =
− 1
π
Im trG(E). For systems with a gap, that is for systems where G0(E) does not
have singularities in a certain energy interval, it thus follows that the energies of
subgap impurity bound states, which are indicated by the singularities of G(E) in
this gap, coincide with the singularities of T (E). Since T = (1−V G0)−1V , it suffices
to analyze det(1 − V G0(E0)) = 0 in order to determine the impurity strength at
which a subgap state with energy E0 exists.
Contrary to the comparatively simple case of a static impurity, where the T -matrix
provides an exact solution to the problem, a dynamic impurity described, for instance,
by Eqs. (1.30) or (1.31), represents a bigger challenge. Still the concept of the T -
matrix can be useful because a generalized version of Fermi’s golden rule can be
obtained by calculating the corresponding matrix element from terms beyond just
the first term of T , see [BF04].
D Accidental zero-energy crossings in symmetry
class DIII
In this section, we show that besides the symmetries which make the phase of Pf(D)
independent of the impurity strength, there are other sufficient conditions which yield
the same result, although they are not related to symmetries. We believe that these
conditions are less relevant, because they will probably not continue to hold when
the order parameter is calculated self-consistently. Moreover, we utilize again the TR
invariant p-wave phase of the doped KH model to demonstrate that the symmetry
unrelated conditions do matter when one investigates theoretically whether certain
mean field Hamiltonians can have impurity induced zero-energy states.
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for arbitrary α, β ∈ C and A,B,C complex N × N matrices with A = −AT , B =












where PD,σ defined above is only a function of the product αβ but not of α or β
independently. Moreover, in the presence of TR symmetry one has h = σ2hTσ2 and
∆ = σ2∆
∗σ2, so that one can write
[Pf(D)]∗ = Pf[(hσ2 + ∆)
∗]
= det(iσ2) Pf(−hTσ2 + ∆∗)
= Pf(−hσ2 + ∆),
(14)
where we used det(iσ2) = 1 and the identity detB Pf A = Pf(BABT ). Starting from
this equation, one can make use of Eq. (12) to show that any of the four conditions
(i) ih1 + h2 = c(−d1 + id2), d0 = d3 = 0N ,
(ii) ih1 + h2 = c(−d1 + id2), h0 = h3 = 0N ,
(iii) d1 = cd2, h1 = h2 = h3 = d0 = 0N ,
(iv) h1 = ch2, h3 = d0 = d1 = d2 = 0N ,
suffices to have [Pf(D)]∗ = ±Pf(D) where c ∈ R. If, for example, the first condition
is satisfied one may write
[Pf(D)]∗ = (−1)N detσ3 Pf
(
(−d1 + id2)(1− c) ih0 + ih3




(−d1 + id2)(1− c) −ih0 − ih3






(−d1 + id2)(1 + c) −ih0 − ih3
ih0 − ih3 (d1 + id2)(1− c)
)
= (−1)N Pf(D). (15)
We revisit the example from Sec. 2.3.2 where a Rashba spin-orbit coupling term
was added to the mean field Hamiltonian of the doped KH model. Since for finite
λR the zero-energy crossings are protected only by spatial symmetries one expects
any spatially random perturbation to cause avoidance of the impurity induced zero-
energy crossing. Hence, it is surprising to find that for λR > 0, κz = κy = κz = 1,
the presence of spatially random entries in the matrices h0 and h3 does not lead
to avoided zero-energy crossings. This finding can be understood by observing that
the d vector and the isotropic Rashba coupling in position space obey the relation
ih1 + h2 = c(−d1 + id2) while d0 = d3 = 0 which is the first of the four conditions
stated above. However, when choosing κx = κy 6= κz, this condition is violated, and
in this case only such nonmagnetic disorder which is compatible with the remaining
Mz mirror symmetry preserves the zero-energy crossing.
E Derivation of Eq. (2.10)
In this section, we explain why every unitary operator U which anticommutes with
the chiral symmetry operator and is compatible with the PH redundancy in Eq. (2.1)
automatically obeys Eq. (2.10).











⇔ [U, P ] = 0, (16)
i.e. every 4N×4N transformation matrix U , which respects the PH redundancy of the
Hamiltonian and thus is physically meaningful, has to commute with the PH operator
P = τ1K. On the other hand, the most general unitary operator anticommuting with





u1σ2 + σ2u2 u1 − σ2u2σ2
u2 − σ2u1σ2 −σ2u1 − u2σ2
)







F Calculations for the Kitaev chain model
Hence one infers that every unitary operator U which anticommutes with C and is






∗ W − σ2W ∗σ2
W ∗ − σ2Wσ2 −σ2W −W ∗σ2
)






F Calculations for the Kitaev chain model
This section contains details about the derivation of the results for the Kitaev Chain
with impurity lattice in Sec. 3.4.1. We also explain the mathematical equivalence of
the Kitaev chain and the SSH model. Let us consider the translationally invariant





For the Kitaev chain, bringing Hλ into the block off-diagonal form of Eq. (3.9b)











(cj − c†j). (19b)
In momentum space, the off-diagonal block Dλ(Γ) at the high symmetry points Γ =




0 −µ . . .
. . . . . . −2t
−2teiΓ 0 −µ
 (20)
with matrix dimension a.
At the critical impurity strength λc, H is supposed to have a zero-energy eigenstate
implying that also Dλc should have such an eigenstate. Hence, λc is determined by
solving
detDλc = (−µ+ λc)(−µ)a−1 + (−1)a+1(−2teiΓ)(−2t)a−1
!
= 0 (21)
for λc, which yields Eq. (3.27). Furthermore, the corresponding normalized eigenvec-
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−iΓ, βa−1, βa−2, . . . , β)T , (22)
where β = −2t/µ. From this eigenvector, one obtains the decay length ξ∞ =
1/ ln |µ/2t|.
Let us also comment on the mathematical equivalence of the Kitaev model and the
SSH model to which we alluded in the main text. It is in the Majorana basis where
this equivalence is most easily seen. The same bidiagonal structure of the matrix D
in Eq. (20) is obtained also for the SSH model when the Hamiltonian matrix corre-
sponding to Ĥ from Eq. (1.5) is written in the basis (cA,1, . . . , cA,N , cB,1, . . . , cB,N).
G Details and intermediate steps regarding the
effective coupling Jz,R
In this section, we provide the details regarding the determination of the effective
coupling Jz,R in Eq. (4.25) of the main text. For the derivation of the other two
effective couplings, J⊥,R and Janiso,R, one proceeds in complete analogy to what is
shown subsequently.





for elastic backscattering. Let us calculate explicitly the matrix element of the first
term, which is represented in Fig. 4.3 (a) of the main text, the contribution from the

























































(−k + k′)a−k−k′c†−k,−σck′,σ|m; k′, σ〉


















The second term of Eq. (23) yields almost the same result, except that the sum now
is
∑
k′ ak′−k. Hence for the disorder averaged squared modulus of the matrix element,
























and F (0) = 1. Since |〈m;−k,−σ|Jz,RSz(s+ + s−)|m; k, σ〉|2 = 1L2J2z,R|〈m|Sz|m〉|2,
we can capture the effects from the second order process on the scattering rates by
considering first order processes from the effective coupling Eq. (4.25).
H Explicit expressions for ζ, p⊥, paniso,R, and r0.
In this section, we provide some explicit expressions for the quantities ζ, p⊥, paniso,R,
and r0 that we have not included in the main text Chapter 4 for the sake of read-
ability. We remind the reader that ζ characterizes the steady state of the impurity
spin; p⊥ and paniso,R are probability factors which account for compensating backscat-
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tering effects and which are related to the measured DC edge resistance; r0 is the
backscattering probability in the limit βeV  1.
As mentioned in the main text ζ = Γm−1,m/Γm,m−1. Since |〈m− 1|S−|m〉|2 =
|〈m|S+|m− 1〉|2, these matrix elements cancel. Consequently ζ does not depend on
m, but only on the (effective) coupling constants and on βeV through the integrals

















From the asymptotic behavior of Iσ(βeV ) [see Eq. (4.28)] follows
ζ '
1 for βeV  1(1 + J2⊥
J2aniso,R
)−1
for βeV  1
(29)
The probability p⊥ is calculated according to the following considerations: Assume
a right-moving electron is backscattered while flipping the impurity from m to m+1,
i.e. assume that a backscattering event of the type |m; ↑〉 → |m+ 1; ↓〉 occurred.
Then, because the impurity is assumed to be in a stationary state, at some time
another scattering event |m+ 1;σ′〉 → |m;σ〉 has to take place. If the second
event happens to be a backscattering of a left-moving electron (σ′ =↓, and σ =↑),
then in total, the two scattering events left the current transmitted between the two
reservoirs unchanged. However, if the second event is a forward scattering event
(σ′ = σ) or the backscattering of another right-mover (σ′ =↑, and σ =↓), then the
first backscattering event indeed had a net effect on the current and thus contributed
to the DC resistance. Since it does not matter which momentum the states involved
in the scattering have, the probabilities for the two different cases are proportional to
the integrated scattering rates Γσσ′mm′ . The probability that the first scattering event
does not have a net effect on the resistance is pnegm+1,m ∝ Γ↑↓m,m+1. On the other hand,
the probability that the first scattering event does have a net effect on the resistance













Since Γσσ′m,m+1 ∝ |〈m|S−|m+ 1〉|2 independently of σ and σ′, pposm+1,m is independent
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Analogous considerations with a backscattering event |m; ↑〉 → |m− 1; ↓〉 instead
















In the limit βeV → 0, the sums over m in Eqs. (4.33) are particularly simple since
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