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Zusammenfassung
Bru¨che und Risse in Ingenieurkonstruktionen jeglicher Art fu¨hren zu einer Reduktion
der maximal auftretenden Belastbarkeit, die im schlimmsten Fall zu einem totalen Ver-
sagen der entsprechenden Konstruktion fu¨hrt.
Die Analyse von bestehenden Rissen so wie die Beurteilung ihrer Gefa¨hrlichkeit als
auch die Vorhersage weiterer Rissbildung ist deswegen ein wichtiger Bestandteil im
Rahmen der Materialenwicklung und der Auslegung von Ingenieurkonstruktionen.
Die Bruch- oder Rissbildung ist grundsa¨tzlich abha¨ngig von der dem betrachteten
Material zugrunde liegenden Mikrostruktur. Abha¨ngig von der Homogenita¨t dieser
Mikrostruktur in ihrem Atomgitter und der Anzahl der initialen Defekte in diesem
Gitter bilden sich bei entsprechender Belastung der Struktur Mikrorisse an hoch be-
lasteten Stellen. Bei weiterer Belastung ko¨nnen sich diese Mikrorisse vereinigen und
zu einem sichtbar werdenden, makroskopischen Riss des Materials fu¨hren.
Das Ziel dieser Arbeit ist es, auf Basis einer pha¨nomenologischen Ingenieurbetrach-
tung, ein finite Elemente Programm fu¨r die netzunabha¨ngige, dreidimensionale Mod-
ellierung von Rissbildung in Festko¨rpern mit Abbildung der dazugeho¨rigen Struktu-
rantwort zu entwickeln. Dabei wird besonderer Wert darauf gelegt, die Formulierung
nicht auf kleine Deformationen zu begrenzen sondern stattdessen beliebig große Ver-
formungen der betrachteten Strukturen zuzulassen.
Fu¨r die Simulationen solcher Versagensvorga¨nge wurden in der ju¨ngeren Vergangen-
heit schon verschiedene Konzepte vorgeschlagen und untersucht.
Den Anfang machten kontinuierliche Modelle. Bei diesen Ansa¨tzen im Rahmen der
Festko¨rpermechanik wird das Verschiebungsfeld als kontinuierlich angesehen und der
komplette entfestigende Versagensvorgang muss vom zugeho¨rigen Materialgesetz be-
schrieben werden. Grundsa¨tzlich unterliegen solche Materialgesetze dem Prinzip der
lokalen Wirkung, d.h. die Materialantwort in einem betrachteten Materialpunkt wird
unabha¨ngig von seiner benachbarten Umgebung abgebildet. Deswegen ko¨nnen solche
Modelle die Gro¨ße der zugeho¨rigen Versagenszone nicht ohne weiteren Aufwand ab-
bilden. Dies fu¨hrt als weitere Konsequenz zu einer Netzabha¨ngigkeit der entsprechen-
den Simulation.
Regularisierungstechniken, d.h. die Erweiterung der Konstitutivgesetzte durch nicht-
lokale Parameter oder gradientenerweiterte Terme, um die Gro¨ße der Versagenszone
abzubilden, ko¨nnen Abhilfe schaffen und die Netzabha¨ngigkeit verhindern. Allerd-
ings ist weder die Bestimmung der beno¨tigten nicht-lokalen Parameter als auch die
Formulierung der notwendigen zusa¨tzlichen Randbedingungen fu¨r die gradientener-
weiterten Modelle einfach zu handhaben. Aufgrund dessen zieht man im Rahmen der
Modellierung von Rissausbreitung diskrete Ansa¨tze vor.
Diskrete Ansa¨tze nutzen Diskontinuita¨ten im Verschiebungsfeld, um das entsprechen-
de Bruchverhalten realistisch abzubilden. Dabei lassen sich die verschiedenen verfu¨g-
baren diskreten Modelle in drei wesentliche Teile gliedern. Der erste Teil im Rahmen
der Festko¨rpermechanik ist die Umsetzung der Diskontinuita¨t bei der Diskretisierung.
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Der zweite Teil erfordert die Abbildung des entfestigenden postkritischen Verhaltens,
wa¨hrend der dritte Teil die Entstehung und die Rissausbreitungsrichtung sowie die
notwendige geometrische Beschreibung der Rissfla¨che beinhaltet.
Eine Mo¨glichkeit, den ersten Teil zu realisieren, ist die Nutzung der permanenten Neu-
vernetzung wa¨hrend einer Simulation, remeshing. Solche Ansa¨tze erfordern allerdings
einen extrem hohen numerischen Aufwand. Zusa¨tzlich werden bei der Nutzung von
Plastizita¨tsmodellen, oder, technisch gesehen, bei der Verwendung von internen Vari-
ablen im Rahmen der finite Elemente Methode, Algorithmen beno¨tigt, welche die
Positionsa¨nderungen der Integrationspunkte aufgrund der Neuvernetzung beru¨ck-
sichtigen.
Eine weitere Mo¨glichkeit stellen so genannte Grenzelemente, interface elements, dar. Bei
dieser Technik werden entlang der Elementgrenzen, entweder fu¨r einen bestimmtem
vordefinierten Risspfad entlang der Elementgrenzen oder fu¨r alle mo¨glichen Element-
grenzen, spezielle Grenzelemente positioniert, um den Riss abzubilden. Allerdings
ist es offensichtlich, dass bei Anwendung dieser Methode die Berechnung der Riss-
fortschrittsrichtung entfa¨llt und netzabha¨ngige Risspfade berechnet werden.
Die erste Methode fu¨r die wirklich netzunabha¨ngige Beru¨cksichtigung von Diskonti-
nuita¨ten im Verschiebungsfeld ist die embedded discontinuouity method. Basierend auf
dem enhanced assumed strain concept (EAS) werden dort zusa¨tzlich lokale Elementfrei-
heitsgrade eingefu¨hrt, um das diskontinuierliche Verschiebungsfeld abzubilden. Diese
Technik besticht durch ihre Effizienz, da aufgrund der lokalen zusa¨tzlichen Freiheits-
grade das globale Gesamtgleichungssystem nicht beeinflusst wird. Allerdings ist der
Nachteil, dass die elementweise eingefu¨hrten Rissfla¨chen grundsa¨tzlich immer, d.h.
unabha¨ngig von der ra¨umlichen Dimension, diskontinuierlich sind, was zu einer U¨ber-
bewertung der Materialsteifigkeit fu¨hren kann.
Aufgrund dessen wurde die so genannte extended finite elemente method (XFEM) auf
Basis des partition of unity concepts entwickelt. Bei dieser Methode werden globale
Elementfreiheitsgrade genutzt, um den Riss bzw. die Rissfla¨che abzubilden. Diese
Methode erlaubt prinzipiell die C0-stetige Beru¨cksichtigung von beliebig orientierten
Rissen bzw. Rissfla¨chen in der Struktur. Wa¨hrend die XFEM Sprungfreiheitsgrade
als zusa¨tzliche globale Unbekannte einfu¨hrt, besteht ein weiterer Ansatz darin, den
Sprung aus zusa¨tzlichen Verschiebungsfreiheitsgraden zu interpolieren, phantom-node
method. Diese Technik geho¨rt zu den discontinuous Galerkin methods und ist eine Um-
parametrisierung der XFEM Basisfunktionen. Allerdings sollte erwa¨hnt werden, dass
die Entscheidung fu¨r eine der Parametrisierungen einige Unterschiede hinsichtlich der
Modellierung von Rissen auf Elementgrenzen, Rissspitzenelementen oder U¨bergangs-
elementen mit sich bringt. In dieser Arbeit wird fu¨r die Modellierung der letztere
Ansatz gewa¨hlt.
Um die Mo¨glichkeiten abzuschließen, Diskontinuita¨ten im Verschiebungsfeld zu real-
isieren, sollten allerdings noch die Randelementmethode, boundary element
method (BEM), und auch die komplett netzfreien Verfahren, mehsless methods, erwa¨hnt
werden.
Da die zuletzt beschriebenen Methoden jeweils diskrete Ansa¨tze sind, besteht die Mo¨g-
lichkeit, die entfestigende Materialantwort, also den zweiten oben genanten notwendi-
gen Teil, mit der Nutzung des koha¨siven Risskonzepts, cohesive crack concept, zu real-
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isieren. Bei der Nutzung dieses Konzepts wird angenommen, dass in einer Prozess-
zone um die aktuellen Rissspitze, abha¨ngig von der Risso¨ffnung, noch koha¨sive Span-
nungen u¨bertragen werden ko¨nnen. Diese Traktions-Verschiebungsbeziehungen, trac-
tion separation laws, sind nichts anderes als eine makroskopische oder pha¨nomenologi-
sche Beru¨cksichtigung der Defekte auf der nicht aufgelo¨sten Mikrostruktur. Zusa¨tzlich
hat die Nutzung dieses Konzepts den Vorteil, dass die Spannungen an der Rissspitze
beschra¨nkt werden. Dies ist normalerweise nicht der Fall, d.h. die Spannungsverteil-
ung an der Rissspitze ist gewo¨hnlich singula¨r. Diese hat zur Konsequenz, dass die
Spannungen vor der Rissspitze in numerischen Simulationen von der Elementgro¨ße
abha¨ngen und deswegen als Fehlerkriterium ungeeignet sind.
Im Rahmen der linear elastischen Bruchmechanik, linear elastic fracture mechanics
(LEFM), schafft das Berechungskonzept der Spannungsintensita¨tsfaktoren (SIF) auf
der Basis von wegunabha¨ngigen Energieintegralen Abhilfe. Allerdings ist dies nicht
nutzbar bei nichtlinearen Simulationen. Außerdem ist dieses Konzept im Gegensatz
zum koha¨siven Risskonzept auf Prozesszonen beschra¨nkt, die wesentlich kleiner sind
als die zu analysierende Struktur. Die Beschreibung des zweiten beno¨tigten Teils ab-
schließend kann man sagen, dass das koha¨sive Risskonzept in Verbindung mit einem
diskreten Ansatz fu¨r das Verschiebungsfeld sehr gut geeignet ist um das postkritische
Entfestigungsverhalten bei Strukturen mit großen Deformationen abzubilden.
Als na¨chsten wird der Fokus auf den dritten beno¨tigten Teilabschnitt gelegt.
In Rissfortschrittsimulationen mit Beru¨cksichtigung des diskontinuierlichen Verschie-
bungsfeld ist grundsa¨tzlich die Ermittlung des Fehlerursprungs als auch die Bestim-
mung der aktuellen Rissrichtung notwendig. Im Rahmen der linear elastischen Bruch-
mechanik existieren viele verschieden Kriterien auf der Basis der genannten
Spannungsintensita¨tsfaktoren.
Das generelle Konzept der Konfigurations- oder Materiellen Kra¨fte, material force meth-
od, stellt eine Alternative fu¨r den betrachteten nichtlinearen Fall dar. Allerdings ist es
fu¨r spro¨de Materialien u¨blich, die Rissentstehung als auch die Rissfortschrittsrichtung
anhand eines Hauptspannungskriteriums zu bestimmen.
Es muss betont werden, dass fu¨r zweidimensionale Simulationen die Berechnung der
Rissrichtung, als Rissnormalenvektor oder als Risstangentenvektor, ausreichend ist fu¨r
die C0-stetige Verfolgung des Risspfades. Obwohl die meisten algorithmischen Details
sich aufgrund der allgemeinen Tensor Notation beim U¨bergang zum dreidimension-
alen Raum nicht a¨ndern, erfordert die genannte Verfolgung des Risspfades im Dreidi-
mensionalen weitere Betrachtungen, da die C0-Stetigkeit nicht eindeutig gegeben ist.
Algorithmen zur Berechnung des Risspfades im Dreidimensionalen ko¨nnen grund-
sa¨tzlich in drei Kategorien eingeteilt werden: lokale, nicht-lokale und globale Algo-
rithmen. Im Rahmen dieser Arbeit werden die verschiedenen verfu¨gbaren Ansa¨tze
aus der Literatur diskutiert.
Im Detail wird eine lokale Methode vorgestellt, bei der die C0-Stetigkeit in der Riss-
fla¨che in Abha¨ngigkeit der gerissenen Nachbarelemente gesichert wird. Weiterhin
wird eine nichtlokale Methode vorgestellt, bei der die Rissfla¨che abha¨ngig von einer
nicht-lokalen Nachbarschaft mit der Methode der kleinsten Fehlerquadrate gegla¨ttet
wird. Zusa¨tzlich wird basierend auf impliziten Funktionen die level set method vorge-
stellt. Im Dreidimensionalen werden bei diesem Konzept die Rissfla¨che sowie die Riss-
v
front durch konstante Werte einer skalarwertigen Funktion beschrieben. Da die Funk-
tionen abha¨ngig von der Geschwindigkeit der Rissfront formuliert werden, ko¨nnen
die unbekannten Funktionswerte durch Lo¨sung von Hamilton-Jacobi Gleichungen bes-
timmt werden. Die Hamilton-Jacobi Gleichungen werden dann nur in einer Umgebung
um die entsprechende Rissfront gelo¨st und die level set method kann deshalb im Drei-
dimensionalen den nicht-lokalen Methoden zugeordnet werden.
Eine Alternative stellt das so genannte global tracking dar. Im Rahmen dieser Methode
wird ebenfalls eine implizite Definition der Rissfla¨che genutzt. Allerdings werden die
unbekannten Funktionswerte, basierend auf einer zusa¨tzlichen partiellen Differential-
gleichung, fu¨r das gesamte Gebiet bestimmt.
Nach der Ausarbeitung und der Bewertung der Rissverfolgungsalgorithmen und da-
mit der Vollendung des dritten notwendigen Teilabschnitts wird das entwickelte finite
Element Programm abschließend anhand von Experimenten und Benchmarks aus der
Literatur verifiziert.
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1. Introduction
1.1. Motivation
Fracture in engineering structures is usually accompanied by downgrading
load-capacities and eventually with the complete breakdown of the considered struc-
ture. Therefore, the reliable prediction of crack formation and propagation in struc-
tures is an integral part in material design and structural analysis.
Crack formation is usually determined by the underlying micro-structure of the mate-
rial, i.e., the homogeneity of the material and the amount of initial defects. Based on
this micro-structure, the first crack onset is given by the nucleation of certain micro-
separations. These irreversible micro separations can be treated as small micro cracks
which usually occur in a small zone (process zone) around a current existing macro
crack or cut-out (notch) of the considered material. Then, by raising the applied load-
ing on the considered structure these micro-cracks grow, leading to larger defects
which eventually coalesce and result in a visible macroscopic crack.
For phenomenological considerations in the framework of engineering continuum con-
siderations these irreversible processes reduce the strength and the stiffness of the
considered material. Additionally, the irreversibility of the crack formation is repre-
sented by energy dissipation. The prediction of this macroscopic failure load with its
complete corresponding post-peak behavior requires robust and stable computational
algorithms. Especially in a large deformational continuum mechanics setting, these
algorithms must be capable of dealing with the corresponding highly non-linear set of
governing equations.
The main goal of this thesis is therefore the prediction of the connected macroscopic
failure load with its corresponding post-peak behavior and associated failure surface
in a three-dimensional finite element setting for finite strains.
1.2. State of the art review
Based on the general concept of finite elements, the first recommended approaches
account for material failure in a smeared sense, i.e., continuous smooth failure was
attributed to strain softening equations in the form of damage or plasticity on the ele-
ment level, see, e.g., OLIVER [147, 148] and DE BORST [41] for smeared crack models
or SIMO & JU [180, 181] for damage formulations. Since these formulations do not ac-
count for a real discontinuity in the considered field variable, i.e., a discontinuity in the
spatial motion map for continuum mechanics solid problems, this procedure leads to
large deformation gradients which localize in a narrow band in the considered process
zone. However, in the chosen continuous mechanical setting the material response
at a certain point, i.e., the stress-strain relation, depends only on the corresponding
state variables of the considered point. Consequently, all material failure tends to con-
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centrate on one material point. Therefore, the width of the narrow band can not be
captured by the finite element solution itself and instead the width of the failure band
depends on the chosen finite element size. This can lead to an ill-posedness of the com-
plete problem.
One possibility to circumvent this ill-posedness is the consideration of non-local or
higher gradient terms in the constitutive equations (regularization), compare, e.g.,
JIRA´SEK et al. [104], GRASSL & JIRA´SEK [79], PATZAK & JIRA´SEK [156], LIEBE [115],
WELLS et al. [207], OLIVER [146] or DE BORSTet al. [43, 45]. However, all of these
regularization techniques require a sufficiently large mesh-resolution of the process
zone which leads to a high numerical effort. In addition, the consideration of higher
gradient terms demands the formulation of additional boundary conditions, whereas
non-local regularization techniques require the determination of the particular non-
local material parameters.
Accordingly, it seems reasonable to account for so called discrete fracture models. Most
of these discrete failure models consist of three main building blocks. The first build-
ing block regards the real description of propagation discontinuities in a continuum
mechanic finite element setting. The second building block takes into account the
connected softening material response, whereas the third building block includes the
computation of the crack propagation direction with the corresponding geometrical
description of the failure surface.
One possibility to realize the first building block is a kinematical crack representa-
tion and its evolution by permanent remeshing processes, see, e.g., ASKES et al. [12] or
SWENSON & INGRAFFEA [196]. However, this procedure leads to high numerical effort
and requires update schemes regarding constitutive relations with internal variables,
i.e., plasticity or damage formulations.
Another alternative is the use of so called interface elements. Applying this method, a
priori defined interfaces are introduced between either predefined inter-element
boundaries, or, alternatively, each inter-element boundary, see, e.g., NEEDLEMAN [141],
XU & NEEDLEMAN [212, 213, 214], SIMONE [183] or SCHELLEKENS & DE BORST [174].
Obviously, using this approach leads inherently to mesh dependent crack paths and
therefore supersedes the third building mentioned block.
The first method to truly simulate mesh-independent discrete failure surfaces was the
embedded discontinuity technique. Motivated by the assumed enhanced strain con-
cept (EAS), additional degrees of freedom were introduced locally on the element level
to characterize the failure plane, see, e.g., DVORKIN [56], OLIVER et al. [149, 151, 150,
152], ARMERO & GARIKIPATI [10], ARMERO & LINDER [11], MOSLER [139], BOLZON
et al. [23, 23], SCHRO¨DER& LO¨BLEIN [177], or JIRA´SEK [105], [106]. This technique
convinces through its computational efficiency: Due to the local nature of the enhance-
ment, the size of the related global system of equations was not affected by the adap-
tively introduced failure surface. An obvious drawback of this local crack representa-
tion, however, was the general discontinuous nature of the introduced failure surfaces
that was soon found to introduce stress locking associated with an over-estimation of
the corresponding structural stiffness.
To overcome this deficiency BELYTSCHKO and co-workers introduced the extended fi-
nite element method (XFEM) based on the partition of unity approach of BABUSKA &
2
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MELENK [13], see, e.g., BELYTSCHKO & BLACK [17], BELYTSCHKO et al. [18] or DOL-
BOW [48]. At the additional cost of global degrees of freedom, smooth discrete cracks
could be finally modeled anywhere in the domain, see likewise SUKUMAR et al. [195]
or HUANG et al. [94].
While the XFEM uses the jump in the considered field variable, i.e., the jump in the spa-
tial motion map for a solid mechanic problem, as additional unknowns, the method
proposed by HANSBO & HANSBO [87, 86, 85], based on the idea of NITSCHE [142],
works exclusively with deformation degrees of freedom. We emphasize that this latter
technique can be understood as a reparametrization of the XFEM basis functions and
vice versa, see, e.g., AREIAS & BELYTSCHKO [6]. However, by applying one parametri-
zation there are some assets and drawbacks concerning crack neighboring elements,
enrichment of special crack tip elements and crack paths on inter-element edges (2d)
or surfaces (3d).
To complete the description of available approaches, we mention complete meshless
methods and the boundary method which have also been applied successfully to mo-
del crack propagation, see, e.g., KOLK & KUHN [110, 109], CITARELLA & PERELLA [35],
FRANGI [64], for the boundary element method (BEM) and RABCZUK & BELYTSCHKO
[159], or RABCZUK et al. [161] for completely meshfree methods.
Since all these latter introduced approaches are discrete in nature, the dissipative soft-
ening behavior caused by the fracture process is characterized in terms of cohesive
surface tractions depending at least on the jump in the spatial motion map. Accord-
ingly, the bulk material can be captured by usual continuum mechanics constitutive
equations.
The cohesive crack has originally been proposed by DUGDALE [53, 65] and BAREN-
BLATT [15]. It was further elaborated for concrete materials by HILLERBORG [90]. The
key assumption of the cohesive crack concept is that the introduced discrete crack
surfaces are able to transfer stresses within the process zone of propagating cracks.
Therefore, the cohesive crack concept is a very elegant tool to merge all mentioned ir-
reversible failure mechanisms into an arbitrary traction separation relation.
In addition, the cohesive crack concept enables the computation of bounded crack tip
stresses. Usually the stress distribution at a mathematical sharp crack tip is singu-
lar. As a consequence the stress computation in numerical simulations depends on the
mesh size and can not be used for the determination of crack growth. In the case of
linear elastic fracture mechanics this can be circumvented by applying IRVINS’s suc-
cessful concept of the stress intensity factors, see, e.g., HAHN [83], GROSS & SEELIG
[81] or KUNA [113] for an overview. However, this concept is only applicable for the
linear elastic case which is not compliant with the aims of this work. Furthermore, in
contrast to the cohesive crack concept, this concept is only applicable for process zone
dimensions much smaller than the considered structural ones, see, e.g., REMMERS [163]
for a more detailed explanation.
In summary, the cohesive crack concept in conjunction with discrete fracture models
leads to a sufficient approach to model the softening behavior for large deformational
analysis. It has been adopted by several authors to capture brittle as well as ductile
failure, see, e.g., MERGHEIM et al. [127, 129], RUIZ et al. [168], ORTIZ [155], GASSER &
HOLZAPFEL [71, 70, 73], DE BORST et al. [42, 44], WELLS & SLUYS [205] or AREIAS &
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RABCZUK [8].
Finally we point our attention to the third building block. In crack propagation simu-
lations the chosen discrete crack model requires the computation of the onset of failure
as well as the crack propagation direction.
For analyses with restrictions to linear elasticity many crack propagation criteria are
available based on stress intensity factors computed with the help of boundary po-
tential energies, see, e.g., GOSZ [77, 78], HUBER et al. [95], RICHARD et al. [167] and
BAKKER [14] for three-dimensional applications, or KUNA [113] for an overview.
The general concept of material or configurational forces represents an alternative for
the large deformation setting, see, e.g., STEINMANN [189], DENZER [46], DENZER et al.
[47] in general or HEINTZ [89], FAGERSTRO¨M [60], CONSTANZO [39], MIEHE & GU¨RSES
[131] or GU¨RSES [82] for crack propagation analysis.
However, for brittle materials in the framework of large deformations, the crack prop-
agation direction is usually determined by a principal stress based RANKINE criterion,
see, e.g., WELLS [204], MOSLER [138], MERGHEIM [125] or DUMSTORFF AND MESCHKE
[55] for an overview.
We emphasize that for two-dimensional formulations the information of the crack on-
set and the crack propagation direction, either as the crack normal vector or alter-
natively as the crack tangent vector, is sufficient for a unique tracking of the crack
path. The extension from two to three-dimensional crack propagation is, however,
not straightforward. Most algorithmic changes concerning the failure and the crack
propagation criterion are of minor concern because of the general tensorial framework.
However, especially tracking the crack path in a unique C0-continuous way and the de-
scription of the corresponding failure surface deserve additional attention in a three-
dimensional setting.
By refraining from pre-defining the crack path, which is referred to as fixed tracking,
existing crack tracking strategies can basically be subdivided into local, non-local or
global tracking methods.
A local tracking strategy is proposed by AREIAS & BELYTSCHKO [4]. They introduce
a local tracking algorithm which provides the actual discrete element failure surface
based on the failure criterion and the direct neighboring elements.
Further approaches have been documented by GASSER & HOLZAPFEL [71, 72, 73, 69].
Starting with a total crack surface description, which is inherently discontinuous due
to the applied finite element formulation, they introduce a technique to minimize the
discontinuities in the total crack surface based on a non-local neighborhood of the con-
sidered crack tip.
A further non-local alternative is the use of the level set method. Here the crack path
(2d) or crack surface (3d), respectively, is given by implicit (level set) functions. This
means that the geometrical description of the crack is given by constant values of a
function which is one dimension higher than the desired crack surface description,
see, e.g., SETHIAN [178] for a general overview. This concept is applied successfully
in two-dimensional crack propagation analysis since the level set values can be easily
and uniquely extended in a non-local neighborhood around the current crack tip, see,
e.g., BELTYSCHKO et al. [19], CHESSA & BELYTSCHKO [33], STOLARSKA et al. [192],
BORDAS & MORAN [25], DUFLOT [51] or VENTURA et. al [201, 202]. In addition
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this concept is also applied for tracking the crack path in three-dimensional analy-
sis, however, with increasing computational effort. In contrast to the two-dimensional
case where the computation of the level set values is rather straightforward, in three-
dimensional analysis the level set values have to be computed by solving HAMILTON-
JACOBI equations in a non-local neighborhood around the current crack tip, see, e.g.,
MOE¨S et al. [134], GRAVOUIL et al. [80], BURCHARD et al. [29], DUDU et al. [50], CECIL
& MARTHALER [31], or SUKUMAR et al. [194, 193].
Whereas the HAMILTON-JACOBI equations are only formulated for a non-local neigh-
borhood, OLIVER et al. [153, 152] and SAMANIEGO [169] have proposed the so called
global tracking algorithm. It also uses an implicit crack surface description similar to
the foregoing approach. However, the corresponding level set values are computed by
solving an additional partial differential equation for the complete considered struc-
ture. This concept is, as far as we know, also applied successfully by CERVERA &
CHIUMENTI [32], CHAVEZ [57] and FEIST & HOFSTETTER [61, 62].
To complete the third required building block we also mention the tracking strategies
or the kind of crack surface description for the boundary element method, see, e.g.,
KOLK & KUHN [109] or the complete meshless techniques, see, e.g., RABCZUK & BE-
LYTSCHKO [159], or RABCZUK et al. [161].
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1.3. Outline
This thesis is organized at follows:
Chapter 2 (Continuous solid mechanics). The basics of continuum solid mechanics and
finite elements are briefly introduced as a basis and a reference for the complete work.
According to the aims of this thesis, focus is placed on expressing the governing equa-
tions in the framework of finite deformations.
Chapter 3 (Discontinuous solid mechanics). The continuous situation of the former chap-
ter is extended to discontinuous considerations. Accordingly, the corresponding gov-
erning equations and the required finite element formulation for the modeling of
strong discontinuities in non-linear solid mechanics are presented. However, this chap-
ter is restricted to stationary cracks and their mesh-independent realization.
Chapter 4 (The cohesive crack concept). Within this chapter the general modeling of co-
hesive cracks based on the mesh-independent finite element discretization scheme of
the forgoing chapter is motivated and provided. Different cohesive traction separation
laws are illustrated and, finally, the propagation of cohesive cracks along predefined
crack paths in three-dimensional domains is presented.
Chapter 5 (Crack path tracking strategies) By refraining on the use of predefined crack
paths, this chapter deals with the description and the computation of the current crack
surface, based on the actual status of the considered structure. We present five of the
most common approaches to track crack surfaces within a three-dimensional finite ele-
ment setting. Thereby, we compare the particular approaches by means of common
quality measures such as robustness, stability, efficiency, computational cost and crack
surface continuity.
Chapter 6 (Representative numerical examples). Within this chapter representative nu-
merical examples for brittle fracture in solids are illustrated. As a basis, we consider
brittle fracture in concrete to validate the elaborated finite element tool by experimen-
tal benchmark problems. Afterwards we focus on the modeling of brittle fracture in
folding rocks which obviously requires the presented non-linear formulation.
Chapter 7 (Discussion). Concluding this work, we summarize and discuss the results,
and we present a preview of possible future extensions and applications.
6
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2.1. Motivation
This first chapter briefly introduces the basics of continuum mechanics and finite ele-
ments as a basis and a reference for the complete work. By virtue of the formulated
aims of this thesis importance is attached to express the governing equations of contin-
uum mechanics in the settings of finite deformations. In detail, the continuum mechan-
ics part of this chapter starts with the kinematics, then introduces the concept of stress
and elaborates the necessary balance equations. Afterwards, hyperelastic constitutive
relations are considered in a thermodynamical, general framework and the governing
equations of the boundary value problem for non-linear solid mechanics are provided.
This part is mainly based on HOLZAPFEL [93], ALTENBACH & ALTENBACH [2], STEIN
& BARTHOLD [188], while OGDEN [145] and SPENCER [185] are referred for some par-
ticular aspects.
The second part of this chapter deals with the formulation of the governing equations
of continuum solid mechanics in a finite element framework. This part starts with a for-
mulation of the weak form of the boundary value problem. Further on, the discretiza-
tion of the governing equations is provided and an incremental solution procedure is
discussed. This part is mainly based on WRIGGERS [210], BELYTSCHKO et al. [197],
whereas ZIENKIEWICZ [217], ALTENBACH & SACHAROV [3] and BATHE [16] are re-
ferred in some cases. This chapter makes no claim to be complete. Instead, this chapter
attempts to explain the necessary background which is required for the understanding
of the following parts of the thesis.
2.2. Kinematics
Kinematics is the part of mechanics which takes into account the changes of geome-
try of an object during motion without consideration of the circumstances leading to
this motion. In this section, we discuss the kinematics of homogeneous bodies B in
the three-dimensional EUCLIDIAN vector-space which in accordance with the theory
of continuum mechanics can be considered as composition of a set of particles. Place-
ments x of particles occupying the body B at a certain time t ∈ R+ are defined as the
spatial or current configuration Bt. Placements x = X of particles occupying the body
B at a known initial time t0 are defined as the material or reference configuration B0.
Now, we define a non-linear spatial motion map ϕ(X , t) which maps all particles of
the body B from the reference into the spatial configuration, compare figure 2.1. In this
motion map we observe a certain particle of the body B as it moves. This description
of motion is often referred to as the material or LAGRANGIAN description because it is
characterized with respect to the material coordinates X. Furthermore, this deforma-
tion map has to be unique, differentiable and continuous.
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Figure 2.1.: Deformation and inverse deformation map of a body B.
x =ϕ(X , t) ϕ : B0 ×R+ → Bt (2.1)
Next, we introduce an inverse non-linear material motion map which maps all parti-
cles of the body B from the spatial into the reference configuration. In this description
of motion we focus on a certain point in space and we observe what happens at this
point while the time changes. This description is often referred to as the spatial or
EULERIAN description.
X = Φ(x, t) Φ : Bt ×R+ → B0 (2.2)
Then we introduce the deformation gradient F as the tangent map which maps line
elements dX of the referential tangent space TB0 onto line elements dx of the spatial
tangent space TBt.
F =
∂ϕ(X , t)
∂X
= ∇Xϕ(X , t) F : TB0 → TBt (2.3)
Note that F is a second order two-point tensor, that means, it is associated with both
introduced configurations. The deformation gradient is (in general) non-symmetric.
Again, we define an inverse map and introduce the inverse deformation gradient f =
F−1 as the tangent map which maps line elements dx of the spatial tangent space TBt
onto line elements dX of the referential tangent space TB0.
f =
∂Φ(x, t)
∂x
= ∇xΦ(x, t) f : TBt → TB0 (2.4)
Thereby, we introduce the determinant of the deformation gradient and the determi-
nant of the inverse deformation gradient j = J−1 as the following JACOBIANS:
J = det(F) > 0 and j = det( f ) > 0 (2.5)
It is required that the JACOBIANS are not equal to zero to ensure the assumed existence
of a unique mapping whereas the conditions J > 0 and j > 0 ensure that the body B
cannot penetrate itself during the considered deformation.
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Now, with the deformation gradient as the first and important measure of deformation
during motion, we express the transformation of infinitesimal volume elements and
the transformation of infinitesimal area elements. Infinitesimal volume elements are
transformed by means of the JACOBIANS,
dv= J dV and dV= j dv (2.6)
whereas we transform the orientation of infinitesimal area elements da = nda and
dA = N dA by applying NANSONS’s formula.
da = J F−t · dA and dA = j f−t · da (2.7)
Moreover, the deformation gradient is the basis for the following deformation mea-
sures of the body B. It is important that the deformation gradient contains rigid body
motions as well as the stretch of the body B. Therefore, we apply a polar decomposi-
tion of the deformation gradient into pure rotation R and pure stretch U measured in
the reference configuration and pure stretch u measured in the spatial configuration.
F = R ·U = u · R (2.8)
Here, R is an orthogonal rotation tensor in the considered configuration and the stretch
tensors U and u are positive definite symmetric tensors. Then, we introduce the right
and left CAUCHY-GREEN strain tensor.
C = F t · F = U2 and b = F · F t = u2 (2.9)
The advantage of using the symmetric left or right CAUCHY-GREEN strain tensor in-
stead of the deformation gradient to measure the deformation of a body B is given by
the fact that C and b reduce to the second order unit tensor I in case of a rigid body
motion. Additionally, we can demand that a strain measure should be equal to zero
in case of a rigid body motion. Thus, we introduce the referential GREEN-LAGRANGE
strain tensor as well as the spatial EULER-ALMANSI strain tensor.
E =
1
2
[C− I] and e = 1
2
[
I − b−1
]
(2.10)
These symmetric strain tensors measure the differences between the squares of line ele-
ments in the spatial and material configuration, respectively. Both strain tensors vanish
in case of a rigid body motion, i.e. E = e = 0 if C = b−1 = I. To round off this section
about kinematics, we will briefly address the transformation of the introduced vector
and tensor quantities from the reference into the spatial configuration. As mentioned
before, the deformation gradient is a two-point tensor associated with both explained
configurations whereas all other introduced vector or tensor quantities introduced so
far are uniquely associated to one of the configurations. Hence, we can transform the
considered quantity by multiplication by F, F t , f or f t, whereby the particular proce-
dure depends in detail on the considered quantity. These operations are referred to as
pull-back as well as push-forward operations, see, e.g., HOLZAPFEL [93] or STEIN &
BARTHOLD [188].
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Figure 2.2.: Traction vectors in reference and current configuration acting on infinitesimal surface ele-
ments with outward normal vectors.
2.3. Stress
In the sequel, we consider the concept of stress and explain the characteristics of trac-
tion vectors and stress tensors which are required within this work. In general, traction
vectors are surface force vectors per unit surface areas at a certain point. We introduce a
force vector per unit area in the spatial and in the reference configuration, respectively,
compare figure 2.2.
t = lim
∆a→0
∆ f
∆a
=
d f
da
and T = lim
∆A→0
∆ f
∆A
=
d f
dA
(2.11)
The first traction vector t is called true traction vector, or likewise CAUCHY traction
vector, because the acting force vectors on the current configuration are related to a
surface element on the current configuration. The second traction vector T relates the
acting force vectors in the current configuration to a surface element in the reference
configuration. This traction vector is called nominal stress vector, or likewise PIOLA
traction vector. The introduced traction vectors have the same direction, however, they
have different magnitudes due to the related area elements, obviously t = dAda T. Due
to this relation between the area elements, the traction vectors at a certain point depend
also on the normal vector describing the orientation of the related area element or
tangent plane. This is a difference to standard field quantities depending only on x
and t.
t = t(x, t, n) and T = T(X , t, N) (2.12)
Further on, we imagine that the surfaces in figure 2.2 are imaginary internal surfaces
of a separated body B. Then, we apply the CAUCHY-lemma which states that the
tractions acting on the opposite sides of the imaginary surface are equal in magnitude,
however, they have opposite directions.
t(x, t,−n) = −t(x, t, n) and T(x, t,−N) = −T(x, t, N) (2.13)
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Therefore, it is arbitrary whether we apply the cut of the imaginary internal surface
from the not pictured upper side (index u) or the pictured lower side (index l) of the
body because nu = −nl and Nu = −N l, respectively. Due to this uniqueness of the
traction vector at a certain point, we apply the CAUCHY-theorem and consider stress
tensors. The CAUCHY-theorem states that the traction vectors follow from a linear
map of the particular surface normal with a second order stress tensor. We obtain a
true or CAUCHY stress tensor σ resulting in the true tractions by contraction with the
associated normal vector n. Moreover, we consequently obtain the nominal or PIOLA
stress tensor resulting in the nominal traction vector by contraction with the associated
normal vector N.
t = σ · n and T = P · N (2.14)
The true stress tensor is symmetric, σ = σ t, which will be shown later by the balance
of angular momentum. Furthermore, the true stress tensor is associated to the current
configuration - remember that the true tractions are force per unit area in the current
configuration. The PIOLA stress tensor is neither symmetric nor associated to a sin-
gle configuration. This means that the PIOLA stress tensor is a two-point tensor just
like the deformation gradient. The non-symmetry can be easily shown by applying
NANONS’S formula (2.7) and expressing the traction vector T in terms of the CAUCHY-
stress tensor.
T =
da
dA
t =
da
dA
σ · n = Jσ · F−t N = P · N (2.15)
With these expressions, we obtain the relation P = Jσ · F−t between the true and
the PIOLA stress tensor, and, obviously, the latter is non-symmetric for a general non-
symmetric F. This motivates a pull-back operation of the PIOLA stress tensor to obtain
an alternative symmetric tensor which is called PIOLA-KIRCHHOFF stress tensor.
S = F−1 · P = J F−1 ·σ · F−t (2.16)
This tensor does not admit a physical interpretation in terms of surface tractions, how-
ever, it is symmetric, S = St, and it is completely associated to the reference configura-
tion.
2.4. Balance equations
Material bodies B are equipped with physical properties, e.g., mass, linear momentum,
angular momentum or energy. For these properties we formulate balance equations
and discuss their consequences. These balance equations take into account the tempo-
ral change of the particular balanced quantity due to external actions, e.g., loading by
forces or heat flux and possible internal production processes. Note that these balance
equations can be embedded into a general mathematical format, or master balance law,
which has to be adapted for the particularly considered balanced quantity. However,
within this work, we abstain from embedding each balance equation into a master bal-
ance law to make this section as short and clearly arranged as possible. What remains
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for discussing the particular balance equations is to specify the temporal changes of
a quantity. We start with a LAGRANGIAN description and consider a material time
derivative Dt, that means, we take into account the partial time derivative of a quan-
tity at fixed X.
Dt = ∂t [[•](X , t)] (2.17)
By applying this material time derivative on the spatial motion mapϕ, we obtain the
spatial velocity v as well as the spatial acceleration a of the considered body B.
v(X , t) = Dtϕ(X , t) = ϕ˙(X , t) and a(X , t) = Dt ϕ˙(X , t) = ϕ¨(X , t) (2.18)
By using the inverse deformation map, recall that X = Φ(x, t), we can write the spatial
velocity in an EULERIAN description.
v(X , t) = v(Φ(x, t), t) = v(x, t) and a(X , t) = a(Φ(x, t), t) = a(x, t) (2.19)
2.4.1. Balance of mass
The mass is assumed to be continuously (or at least piecewise continuously) distributed
over the considered body B. We introduce the following scalar mass densities in the
particular configurations.
ρo(X) = lim
∆V→0
∆m
∆V
and ρt(x, t) = lim
∆v→0
∆m
∆v
(2.20)
It is important that the density ρo is not time dependent and inherently associated with
the reference configuration. Next, we obtain the mass of the body by integrating the
mass densities over the associated volumes. We consider only closed systems, which
means, the mass is constant during the considered motion. This leads to the following
global form of total mass of the body.
m =
∫
B0
ρ0(X)dV =
∫
Bt
ρt(x, t)dv = constant > 0 (2.21)
The balance of mass requires that the material time derivative is equal to zero for all
times, Dt m = 0. Clearly, the volume of the body must decrease with increasing density.
We notice that (2.21) holds for arbitrary domains and we express the local form of the
balance of mass with the help of the JACOBIAN.
ρ0 dV = ρt dv ⇒ ρ0 = dvdV ρt = J ρt (2.22)
Finally, we take into account an important expression for tensor fields of any order
which holds only for systems with mass conservation.
Dt
∫
Bt
ρt(x, t) [•](x, t)dv =
∫
Bt
ρt(x, t)Dt[•](x, t)dv (2.23)
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This expression states that for any quantity which should be integrated over the vol-
ume of the considered body, the material time derivative does influence only the cho-
sen tensor quantity. This is easily understood because a change of the integration vol-
ume has to be balanced by a change of the density to ensure that the mass remains con-
stant. A more detailed exposition can be found, e.g., in ALTENBACH & ALTENBACH
[2].
2.4.2. Balance of linear momentum
The balance of linear momentum corresponds to the second axiom of NEWTON which
states that the sum of applied forces on the considered body is equal to the temporal
changes of the linear momentum p. The linear momentum is defined as the product of
mass and spatial velocity and is formulated in a reference and a spatial format.
p =
∫
B0
ρ0(X) v(X , t) dV =
∫
Bt
ρt(x, t) v(x, t) dv (2.24)
We apply the introduced material time derivative to identify the temporal change in
the linear momentum. By doing so, the material time derivative in the spatial format
influences only the velocity due to (2.23) although the density ρt is time-dependent.
Additionally, we introduce body forces bt(x, t) = ρt(x, t) g to account for possible grav-
ity loading per unit volume. To express the balance of momentum in a reference for-
mat, we also define so called pseudo body forces B0(X , t) = ρ0(X) g. The pseudo body
forces are connected to the body forces via the particular JACOBIAN, e.g., B0 = J bt.
We complete the applied forces by regarding the possible particular tractions t and T
on the outer boundary of the body, with n and N being the corresponding outward
normal vectors. Then, we can express the balance of linear momentum in the reference
as well as the spatial configuration.
Dt p =
∫
B0
ρ0 Dt v dV =
∫
∂B0
T dA +
∫
B0
Bo dV
Dt p =
∫
Bt
ρt Dt v dv =
∫
∂Bt
t da +
∫
Bt
bt dv
(2.25)
Moreover, we reformulate the integral form of the respective traction term by using
the divergence theorem, compare appendix (A.10).∫
∂B0
T dA =
∫
∂B0
P · N dA =
∫
B0
DivP dV∫
∂Bt
t da =
∫
∂Bt
σ · n da =
∫
Bt
divσ dv
(2.26)
Thereby, div[•] = ∇x[•] : I is applied on spatial quantities whereas Div[•] = ∇X [•] : I
belongs to reference quantities. Next, substituting (2.26) in (2.25) provides the balance
of linear momentum in a global form.∫
B0
(DivP+ B0 − ρ0 a) dV =
∫
Bt
(divσ + bt − ρt a) dv = 0 (2.27)
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Regarding that the expression (2.27) holds for arbitrary domains we obtain the lo-
cal format of the balance of linear momentum which, in this case, is equivalent to
CAUCHY’S first equation of motion.
DivP+ B0 − ρ0 a = divσ + bt − ρt a = 0 (2.28)
This format is the equilibrium equation to be solved in the case of solid mechanics. Ob-
viously, the reference formulation is connected to the spatial format by a push-forward
operation with DivP = J divσ and B0 = J bt.
2.4.3. Balance of angular momentum
The global form of the balance of angular momentum states that the sum of applied
torques on a considered body is equal to the temporal change of angular momentum.
The angular momentum vector l is defined as the cross product of the position vector
r from an arbitrarily chosen origin with the linear momentum vector p.
l =
∫
Bo
r(X , t)× [ρ0(X) v(X , t)]dV =
∫
Bt
r(x, t)× [ρt(x, t) v(x, t)]dv (2.29)
The applied torques are defined as the cross product of the position vector r with the
particular traction vector and the particular body force, respectively. Accordingly, we
can express the global balance of angular momentum as follows.
Dt
∫
B0
r× (ρ0 v)dV =
∫
∂B0
r× T dA +
∫
B0
r× B0 dV
Dt
∫
Bt
r× (ρt v)dv =
∫
∂Bt
r × t da +
∫
Bt
r× bt dv
(2.30)
We transform the surface part of the latter equation into a volume part by applying the
GAUSSIAN integral-theorem for cross-products, see Appendix (A.10).∫
∂B0
r× T dA =
∫
B0
[r×DivP+∇X r× P]dV∫
∂Bt
r× t da =
∫
Bt
[r× divσ +∇x r×σ ]dv
(2.31)
We emphasize again that the position vector can be chosen arbitrarily. It hence stands
to reason to choose r = x because then∇x r = I and∇X r = F hold. Substituting (2.31)
in (2.30) and regarding the chosen position vector leads to the following format of the
angular momentum.∫
∂B0
r× [ρ0 a− B0 −DivP]dV =
∫
B0
F × P dV =
∫
B0
3
e : [F · Pt]dV∫
Bt
r× [ρt a− bt − divσ ]dv =
∫
Bt
I ×σ dv =
∫
Bt
3
e : [I ·σ t]dv
(2.32)
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Thereby, we have used the exposition of the vector cross-product with the third order
permutation tensor, [•] × [] = 3e : [[•] · []]. Then we pay attention to the left hand
term of (2.32) which consists of the linear momentum balance expression. This has to
be zero and if we regard that the latter expression holds for arbitrary domains, we end
up with the following local statements of the balance of angular momentum.
3
e : [F · Pt] = 0 3e : [I ·σ t] = 0 (2.33)
It can easily be confirmed that to fulfill the spatial format of the balance equation the
symmetry of the CAUCHY stress tensor, σ = σ t, is required. This is the desired result
which we have mentioned while introducing the stress tensors. In contrast, the refer-
ential format requires that F ·Pt = P · F t holds for the nominal stress tensor and the de-
formation gradient. This again shows that the nominal-stress tensor is non-symmetric
because F is (in general) non-symmetric.
2.4.4. Balance of mechanical energy
Without further detailed explanation, the first law of thermodynamics expresses the
conservation of total energy of a body. In general, the notion of energy is not restricted
to mechanical energy, that means, it also includes, e.g., thermal or electrical energy.
Within this work, we only take into account mechanical energy because this is suffi-
cient for the following. In this special case the balance of energy does not provide an
additional statement which must be fulfilled, it is just a consequence of the balance
of linear momentum. However, the balance of mechanical energy allows us to define
energetically conjugated variables, which is important for the next section about con-
stitutive equations. Therefore, we weight the global balance of linear momentum (2.27)
in the reference and spatial format with the spatial velocity v.∫
B0
v · [DivP+ B0 − ρ0 Dt v]dV =
∫
Bt
v · [divσ + bt − ρt Dt v]dv = 0 (2.34)
We focus on the term which results form the multiplication of the divergence terms
of the stress tensors with the spatial velocity. By applying the standard rules for the
divergence of vector and tensor products (A.9) and with transformation of the volume
integral into a surface integral via the divergence theorem, we obtain the following
result.∫
B0
v ·DivP dV =
∫
B0
[Div[v · P]− P : ∇X v]dV =
∫
∂B0
T · vdA−
∫
B0
P : ∇X vdV∫
Bt
v ·Divσ dv =
∫
Bt
[div[v ·σ ]−σ : ∇x v]dv =
∫
∂Bt
t · vda−
∫
Bt
σ : ∇x vdv
(2.35)
In addition, we take into account that the material gradient of the spatial velocity v is
the rate of the deformation gradient ∇X v(X , t) = F˙. Rearranging the term in (2.34),
which results by weighting the spatial acceleration with the spatial velocity, provides
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the following format of the weighted balance of momentum. This is exactly the defini-
tion of the balance of mechanical energy.
Dt
∫
B0
1
2
ρ0 v · vdV +
∫
B0
P : F˙ dV =
∫
∂B0
T · vdA +
∫
B0
B0 · vdV
Dt
∫
Bt
1
2
ρt v · v dv︸ ︷︷ ︸
kinetic energy
+
∫
Bt
σ : ∇x vdv︸ ︷︷ ︸
stress power
=
∫
∂Bt
t · v da +
∫
Bt
bt · v dv︸ ︷︷ ︸
external force power
(2.36)
The first contribution of (2.36) is defined as the kinetic energy. The second contribution
is introduced as the stress power, whereas the right hand side is the power of the exter-
nal mechanical forces. Clearly, the balance of mechanical energy states that a part of the
power of the external forces is transformed into kinetic energy whereas the remainder
is the stress power.
Remark 2.4.1 (Mechanical and thermal stress power) The stress power itself can be
split into two parts which contribute to the energy balance of the considered body. The first
contribution is the part of the external forces which is stored in the considered body. This
part is defined as the internal energy (or internal energy density in the local format) of the
body. The other contribution is the part of the stress power which is possibly transformed into
non-mechanical energy. This process is known as energy dissipation. Dissipation can either
increase the non-mechanical energy contributions or dispense non-mechanical energy in the
environment, e.g., in form of heat.
Remark 2.4.2 (Thermodynamically conjugated variables) As mentioned in the begin-
ning of this section, the balance of mechanical energy allows us to define energetically conju-
gated variables. The CAUCHY stress tensorσ is energetically conjugated to the spatial velocity
gradient ∇x v. The nominal stress tensor P is energetically conjugated to the rate of the de-
formation gradient F˙. We thus can express the material format of the stress power, recall that
S = F−1 · P, and summarize the pairs of energetically conjugated variables in the following
local formats of the stress power in the particular configuration.
Wp = P : F˙ = S : E˙ wp = σ : ∇xv (2.37)
Accordingly, the PIOLA-KIRCHHOFF stress tensor is energetically conjugated to the rate of
the GREEN-LAGRANGE strain tensor.
2.5. Constitutive equations
Constitutive equations describe the material behavior of the considered body. A pre-
requisite for the constitutive modeling is to derive principles to decide whether a ma-
terial model is physically reasonable. This is the reason why continuum mechanics is
considered in a thermodynamical framework, which means that the budget of energy
is extended to non-mechanical forms of energy. Within this work, we are only focus-
ing on mechanical energy. However, to understand the formulations of the following
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constitutive relations, we will briefly explain the two main statements of thermody-
namics, for a detailed derivation see, e.g., ALTENBACH & ALTENBACH [2] or STEIN
& BARTHOLD [188]. The first statement of thermodynamics or the first law of ther-
modynamics is the total balance of energy, including all incorporated forms of energy.
This statement describes how one form of the considered energy forms transfers into
the others. It is important that the transfer of one particular energy form into another
as well as the reverse process is theoretically not limited. However, in nature it can
be detected that particular energy transformations, e.g., mechanical to thermic energy
are favored. This favored energy transformations are irreversible and the second main
statement or second law of thermodynamics ensures that this process of energy trans-
fer runs into this desired direction. Within this work, we neglect any thermal effects for
the following constitutive equations. Hence, we abstain from introducing the complete
notion of entropy and we express the second law of thermodynamics in the following
local referential format of the CLAUSIUS-PLANCK inequality for the dissipation D0.
D0 = Wp − Dtψ0 ≥ 0 (2.38)
Here,ψ0 is the HELMHOLTZ or free energy density function. We present only the mate-
rial format of the second law of thermodynamics because we focus on solid mechanics
and we want to work with referential coordinates and material time derivatives.
Next, we will define this free energy density for hyperelastic materials. Thereby, in
addition to the presented laws of thermodynamics, further requirements have to be
fulfilled (equipresence, determinism, local action, material objectivity, material sym-
metry, admissibility) which are described in detail in, e.g., ALTENBACH & ALTENBACH
[2], STEIN & BARTHOLD [188]. In this chapter, we will only give a brief comment on the
used principles for hyperelastic materials. We indicate that a body B is called elastic if
we consider complete reversible processes, that means, processes with no dissipation.
We consider only homogeneous bodies, meaning, we neglect an explicit dependence
of the free energy density on X. In this way, we can write the mentioned CLAUSIUS-
DUHEM inequality as an equation for reversible processes for the energetically conju-
gated variables P and F˙ in the referential format.
D0 = P : F˙ − Dtψ0(F) =
[
P− ∂ψ0(F)
∂F
]
: F˙ = 0 (2.39)
As a consequence the nominal stress tensor P follows as the derivative of the free en-
ergy density function with respect to the deformation gradient. In case of hyperelastic-
ity the free energy density features a total differential and is independent of the state of
deformation. In this special case and by further considering only mechanical energy,
the introduced HELMHOLTZ energy density is equal to the further mentioned inter-
nal energy density. Clearly, the free energy density models only that part of the stress
power which should be stored in the body because there is no dissipation.
However, the presented format does not fulfill the principal of material objectivity
which states that the material response is independent of the particular observer. This
statement technically requires that the free energy density keeps constant for rigid
body motions. Therefore, the free energy density is expressed in a general referen-
tial format,ψ0(F) = ψ0(F t · F) = ψ0(C(F)). By applying this latter dependence on the
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strain energy density we obtain the desired stress tensors as the following derivatives
of the free energy density.
P =
∂ψ0(C(F))
∂F
= 2 F · ∂ψ0(C(F))
∂C
S =
∂ψ0(C(F)
∂E
= 2
∂ψ0(C(F))
∂C
(2.40)
In the chosen case of a referential free energy density, we obtain the spatial CAUCHY
stress tensor by applying the following push-forward operation.
σ =
1
J
∂ψ(C(F))
∂F
· F t = 2
J
F · ∂ψ(C(F))
∂C
· F t (2.41)
Now, we restrict ourselves without loss of generality to the NEO-HOOKEAN constitu-
tive equation, see, e.g., WRIGGERS [210] or BELYTSCHKO et al. [197] for a more compre-
hensive exposition. This constitutive equation is an extension of the classical isotropic
HOOKE’S law to large deformation and is a sufficient relation for the following tasks.
The associated energy density function is the following, with µ and λ being the LAME´
parameters.
ψ0(IC, IIIC) =
µ
2
[IC − 3]−µ ln (
√
IIIC) +
λ
2
ln2 (
√
IIIC) (2.42)
Since we consider only isotropic materials the energy density is given in terms of in-
variants, IC = C : I and IIIC = det(C) = J2, see likewise appendix (A.7) or, e.g.,
SPENCER [185] for a more detailed explanation of invariants. We can specify the PI-
OLA stress tensor, the PIOLA-KIRCHHOFF stress tensor and the CAUCHY stress tensor
for the chosen NEO-HOOKEAN constitutive law.
S = µ [I − C−1] + λ ln
√
IIIC C−1
P = µ F −
[
µ − λ ln (
√
IIIC)
]
F−t
σ =
µ
J
[b− I] + λ ln (
√
IIIC)√
IIIC
I
(2.43)
Next, we take into account the incremental form of the constitutive equations. This
form provides the constitutive relation between incremental changes in stresses and
strains which are referred to as tangent moduli or elasticity tensor, see, e.g., HOLZAPFEL
[93] for a more comprehensive explanation. These tangent moduli are given for the ref-
erential pair of variables S and E because due to the formulation of the constitutive law
in referential coordinates this purely referential format is the frequently used one for
the linearization in the following section.
L = ∂S
∂E
=
∂2ψ0
∂E2
= 4
∂2ψ0
∂C2
= −
[
2µ − 2 λ ln(
√
IIIC)
] ∂C−1
∂C
+ λC−1 ⊗ C−1 (2.44)
Thereby, we make use of the partial derivatives of the invariants as well as the follow-
ing derivative with ∂C
−1
∂C = − 12
[
C−1⊗C−1 + C−1⊗C−1], compare appendix (A.11). For
18
2.6. Boundary value problem
the sake of completeness we mention that it is also possible to express the elasticity
tensor in a two-point description. We obtain an elasticity tensor associated with both
configurations for the pair of variables P and F by calculating the second derivative
of the strain energy density with respect to the deformation gradient or by applying
the following broadly speaking intermediate push-forward operation on the referential
elasticity tensor L, see, e.g., WRIGGERS [210] or OGDEN [145].
A = ∂P
∂F
=
∂2ψ0
∂F2
= [F⊗I] : L : [F t⊗I]+ I⊗ S
A = λ F−t ⊗ F−t +
[
µ − ln (
√
IIIC)
]
F−t⊗ F−1 +µ I⊗ I
(2.45)
A complete push-forward operation of the elasticity tensor L in the referential format
leads to the completely spatial tangent modulus E for the spatial pair of variables σ
and ∇xϕ, see, e.g., WRIGGERS [210] for a detailed elaboration.
E = 1√
(IIIC)
[F⊗ F] : L : [F t⊗ F t] = λ√
IIIC
I ⊗ I + 2
[
µ − ln (√IIIC)√
IIIC
]
Isym (2.46)
Thereby, Isym = 12 [I⊗ I + I⊗ I] denotes the symmetric fourth order identity tensor.
It is important that the referential as well as the spatial elasticity tensor L and E are
fully symmetric. This means that [•]i jkl = [•]i jlk holds because both of the referential
participants S and E as well as both of the spatial participantsσ and∇xϕ are symmet-
ric. Furthermore, it holds [•]i jkl = [•]kli j due to the attribute of the free energy density
which features a total differential for hyperelasticity. For the two-point elasticity ten-
sor only the latter symmetry is valid because as mentioned before neither P nor F is
symmetric in general.
2.6. Boundary value problem
In this section we formulate the boundary value problem to be solved in the case of
solid mechanics. We prefer a LAGRANGIAN description because in solid mechanics
the reference configuration is usually known. Accordingly, the main task besides the
formulation of practical initial and boundary conditions is to determine the actual spa-
tial deformation map x = ϕ(X , t) based on the known referential configuration and
the introduced fundamental equations. This facts also illustrates that we have used a
constitutive relation in reference coordinates in the last section without further expla-
nation. Before going into detail of the formulation of the boundary value problem we
have to emphasize some crucial aspects.
Remark 2.6.1 (Temporal dependence) The first aspect concerns the time dependence.
This dependence is fundamental to understand the introduced equations, e.g., the balance of
energy. Therefore, we have introduced all fundamental equations in a fully time dependent
framework. From now on, we neglect the time dependence and consider quasi static circum-
stances which are acceptable for the following considerations within this work. Accordingly,
the formulation of initial conditions for the boundary value problem is thus unnecessary.
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Figure 2.3.: Boundary value problem of body B with particular boundary ∂Bo and ∂Bt on which either
DIRICHLET or NEUMANN boundary conditions can be prescribed.
Remark 2.6.2 (Variational vs. virtual work formulation) The next issue regards the way
of introducing the weak form of the boundary value problem. It should be recalled that the con-
stitutive equations can be derived as the total differential of the free or HELMHOLTZ energy
density in the case of hyperelasticity. If we now presume that the external loads are in addition
so called conservative loads, that means, they are also independent of the state of deformation,
we can derive the weak form of the boundary value problem by a variational formulation based
on the principle of stationary potential energy. This means that we take into account the total
potential energy of the body which consists of the mentioned internal energy which is stored in
the body by virtue of the actual deformations and the external energy due to the external loads,
see, e.g., HOLZAPFEL [93], STEIN & BARTHOLD [188] or OGDEN [145] for a detailed ex-
planation. However, we will see later in this work that for discontinuous processes with special
regards to discontinuous interfaces a consistent variational formulation is not always straight-
forward. Accordingly, we use the more general way and apply the principal of virtual work
for the derivation of the governing equations of the boundary value problem and abstain from
expressing the equations additionally in a variational context for the sake of clear arrangement.
Remark 2.6.3 (Referential vs. spatial format) Although we use a LAGRANGIAN descrip-
tion in referential coordinates, we express all further equations in a referential and a spatial
format. On one hand this is done for the sake of completeness. On the other hand, later in this
work, we will see that it is useful to model constitutive equations in a spatial setting. This is
more physical for both, the present continuous and the later discontinuous solid problem.
As the basic equations for the boundary value problem we recapitulate the local format
of the balance of momentum as well as the constitutive relations of the stresses in the
particular configuration, see equation (2.47) and (2.48). We subdivide the boundary of
the body into disjoint parts ∂B0 = ∂Bϕ0 ∪ ∂BT0 and ∂Bt = ∂Bϕt ∪ ∂Btt with ∂Bϕ0 ∩ ∂BT0 = ∅
and ∂Bϕt ∪ ∂Btt = ∅. Then we add the boundary conditions in terms of primary or
DIRICHLET conditions regarding fixed parts of the spatial deformation map as well as
secondary or NEUMANN conditions taking into account fixed tractions in the particular
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configuration, see equations (2.49), (2.50) or compare figure 2.3.
equilibrium 0 = DivP+ B0 0 = divσ + bt (2.47)
constitutive equation P = 2 F · ∂ψ
∂C
σ =
2
J
F · ∂ψ
∂C
· F t (2.48)
DIRICHLET conditions ϕ = ϕ¯ ϕ = ϕ¯ (2.49)
NEUMANN conditions T = P · N = T¯ t = σ · n = t¯ (2.50)
2.6.1. Principal of virtual work
As a prerequisite for the following principal of virtual work we weight the particu-
lar local format of the balance of momentum with an admissible vector valued test
function η ∈ H10 . This test function is required to be arbitrary, infinitesimal, and kine-
matically admissible, i.e., the test function is equal to zero on the DIRICHLET boundary.
We integrate over the particular domain of interest and obtain the following weighted
formats of the balance of linear momentum.∫
B0
η ·DivP dV +
∫
B0
η · Bt dV =
∫
Bt
η · divσ dv +
∫
Bt
η · bt dv = 0 (2.51)
Then we reformulate the divergence term by applying integration by parts which pro-
vides the following result for the particular configuration.∫
B0
η ·DivP dV =
∫
B0
Div[η · P]dV −
∫
B0
∇Xη : P dV∫
Bt
η · divσ dv =
∫
Bt
div[η ·σ ] dv −
∫
Bt
∇symx η : σ dv
(2.52)
Next, we focus on the latter result (2.52) and transform the volume integral of the diver-
gence term into a surface integral by applying the divergence theorem, see appendix
(A.10).∫
B0
Div[η · P]dV =
∫
∂B0
η · P · N dA∫
Bt
div[η ·σ ]dv =
∫
∂Bt
η ·σ · n da
(2.53)
At this point, we include the kinematic admissibility of the test function, recall that
η = 0 ∀X ∈ ∂Bϕ0 and η = 0 ∀x ∈ ∂Bϕt . This means that the just emerging result (2.53)
is either equal to zero or matches the particular NEUMANN boundary conditions. By
combining the results of (2.52) and (2.53) with (2.51) we obtain the following particular
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formats.∫
B0
∇Xη : P dV −
∫
∂B0
η · T¯ dA−
∫
B0
η · B0 dV = 0∫
Bt
∇symx η : σ dv−
∫
∂Bt
η · t¯ da −
∫
Bt
η · bt dv = 0
(2.54)
Remark 2.6.4 (Weak form) Equation (2.54) is called weak form because it fulfills the balance
of linear momentum in a weak sense. This means that the originally weighted balance of mo-
mentum (2.51) has to be equal to zero for all possible test functions. This format is equivalent
to the local balance of linear momentum. However, the use of integration by parts requires that
the test function is at least ordinary differentiable, recall that we have stated η ∈ H10 . Thus,
we have restricted the test function and therefore the latter format is called weak form. This
final format is the non-linear integral description of the boundary value problem which has to
be further discussed in the following.
We further specify the test function and interpret the test function as a virtual defor-
mation map η = δϕ. Accordingly, we interpret the weak form (2.54) as a virtual work
equation and split the expression into an internal as well as an external virtual work
part.
δW = δWint − δWext = 0
δW int =
∫
B0
∇Xδϕ : P dV =
∫
Bt
∇symx δϕ : σ dv
δW ext =
∫
∂B0
δϕ · T¯ dA +
∫
B0
δϕ · B0 dV =
∫
∂Bt
δϕ · t¯ da +
∫
Bt
δϕ · bt dv
(2.55)
2.6.2. Linearization of continuous equations
As mentioned above the principle of virtual work is non-linear in the unknown spatial
deformation map. Therefore, the next section elaborates the solution of the mentioned
non-linear boundary value problem. Analytical or closed-form mathematical solutions
of this set of partial differential equations are only known for some special cases. In
general numerical solutions are required to solve equation (2.54). One possible and
common technique to solve these non-linear equations is the iterative solution with a
NEWTON-RAPHSON scheme in conjunction with the finite element method. For this
solution technique a consistent linearization of all associated quantities is needed. We
apply the directional derivative ∆[•](X) = dd [•](X +∆X)
∣∣∣
=0
and express the vir-
tual work equation based on a first order TAYLOR expansion as follows.
δW(ϕ+ ∆ϕ) = δW(ϕ) + ∆δW(ϕ) (2.56)
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By applying this linearization, the complete non-linear problem is displaced by a se-
quence of linear problems which are straightforward to solve within an iteration pro-
cess. Next, we consider the linearization of the mentioned continuous virtual work ex-
pressions including the linearization of all required kinematical quantities. We assume
that the virtual work of the external forces δW ext is independent on the deformation
such that ∆δW ext = 0. What remains is the linearization of the internal virtual work
expression. We recall that the introduced constitutive equations are originally given in
a purely referential format in terms of S and E. Hence, we apply a complete pull-back
operation of (2.55) to perform the linearization in the purely referential format. We re-
call that P = F · S and S = St and obtain ∇Xδϕ : P = ∇Xδϕ : [F · S] = [∇tXδϕ · F]sym :
S. Correspondingly, the purely referential format can be expressed as follows.
δW int =
∫
B0
∇Xδϕ : P dV =
∫
B0
[∇tXδϕ · F]sym : SdV (2.57)
Next, the directional derivative of the deformation gradient ∆F = ∇X∆ϕ as well as the
directional derivative of the GREEN-LAGRANGE strain tensor ∆E = [∆F t · F]sym allow
us to state the incremental relation between this energetically conjugated variables by
means of the symmetric referential elasticity tensor ∆S = L : ∆E = L :
[
∆F t · F]sym.
Now, we express the directional derivative of the complete internal virtual work equa-
tion.
∆δW int =
∫
B0
[∇tXδϕ · ∇X∆ϕ]sym: SdV+∫
B0
[∇tXδϕ · F]sym: L : [F t · ∇X∆ϕ]symdV (2.58)
We obtain a geometric contribution due to the dependence of the strains on the de-
formations and a material contribution by virtue of the mentioned constitutive depen-
dence of the stress tensor on the strains. We further express the directional derivative
in the two-point description.
∆δW int =
∫
B0
∇Xδϕ : A : ∇x∆ϕdV (2.59)
This format seems to be the most simple one. However, this format complicates the un-
derstanding of the geometrical and the material dependence of the virtual work equa-
tion because the geometrical dependence is hidden in the two-point elasticity tensor A
(2.45), in the pair of two-point variables F and P which are associated to both config-
urations. Additionally, this format is more difficult from the implementation point of
view because of its non-symmetric participants. Therefore, we prefer the directional
derivative of the purely referential format because this format has been developed his-
torically and is still present in many finite element codes due to its symmetry.
Concluding this part, we perform a push-forward operation and express the direc-
tional derivative of the internal virtual work in a purely spatial format.
∆δW int =
∫
Bt
[∇txδϕ · ∇x∆ϕ]sym : σ dv + ∫
Bt
∇txδϕ : E : ∇symx ∆ϕdv (2.60)
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Figure 2.4.: Discretization of body B0 into nel elements and boundaries ∂Bo and ∂Bt on which either
DIRICHLET or NEUMANN boundary conditions can be prescribed in terms of nodal values.
2.6.3. Discretization
While the last subsection takes into account the linearization of the continuous equa-
tions of the non-linear boundary value problem, this part focuses on the discretization
in the context of a finite element formulation. We decompose the body B0 in nel el-
ements Bel0 , compare figure 2.4. Next, approximations for all related quantities are
required. We take advantage of the isoparametric concept and use the same approx-
imations of the space X and deformation map ϕ. Moreover, we apply the BUBNOV-
GALERKIN technique and use the same approximations of the deformation mapϕ and
the virtual deformation map (test function) δϕ. By using LAGRANGIAN shape func-
tions Ni for any of the nen nodes per element Bel0 we obtain the element-wise approxi-
mation for the space, the deformation map and the virtual deformation map as follows.
X =
nen
∑
i=1
Ni X i ϕ =
nen
∑
i=1
Niϕi δϕ =
nen
∑
i=1
Ni δϕi (2.61)
Here,ϕi denotes the deformation map at the particular element node i. The gradients
of the deformation map and the test function arises from the chosen approximation as
follows.
∇Xϕ =
nen
∑
i=1
ϕi ⊗∇XNi ∇Xδϕ =
nen
∑
i=1
δϕi ⊗∇XNi (2.62)
Here, the LAGRANGIAN shape functions Ni are formulated in so-called isoparamet-
ric coordinates Ni(X(ξ)) on a unit element domain Bel to facilitate the handling of
arbitrary geometries in a computational framework. Accordingly, a unique transfor-
mation X(ξ) between the element geometry given in the reference configuration B0
and the unit configuration Bel configuration is required, see, e.g., ZIENKIEWICZ [217],
Altenbach & Sacharov [3], BELYTSCHKO et al. [197] or WRIGGERS [210]. With these ap-
proximations at hand, we assemble all elements of the structure which is symbolized
with the following assembly operator
nel
A
e=1
and express the whole discretization of the
24
2.6. Boundary value problem
virtual work in the particular configuration.
δW =
nel
A
e=1
δϕi ·
[ ∫
Bel0
∇XNi · P dV −
∫
∂Bel0
Ni T¯ dA−
∫
Bel0
Ni B0 dV
]
= 0
δW =
nel
A
e=1
δϕi ·
[ ∫
Belt
∇xNi ·σ dv−
∫
∂Belt
Ni t¯ da−
∫
Belt
Ni bt dv
]
= 0
(2.63)
This discretization leads to the following vector valued residual at all I = 1, .., nnp
global nodes.
RI = RintI −RextI = 0
RintI =
nel
A
e=1
∫
Bel0
∇XNi · P dV =
nel
A
e=1
∫
Belt
∇xNi ·σ dv
RextI =
nel
A
e=1
∫
∂Bel0
Ni T¯ dA−
∫
Bel0
Ni B0 dV =
nel
A
e=1
∫
∂Belt
Ni t¯ da−
∫
Belt
Ni bt dv
(2.64)
This latter discrete non-linear system of equations (2.64) can be understood as the dis-
crete counterpart of the continuous virtual work problem.
2.6.4. Consistent residual linearization
The above mentioned non-linear discrete system of equations has to be solved numer-
ically within a finite element setting. Hence, the aforementioned NEWTON-RAPHSON
scheme is applied to this non-linear residual equation and a consistent linearization of
this expression is required.
Rk+1I = R
k
I + ∆RI = 0 (2.65)
Here, ∆RI is the further introduced directional derivative with is expressed as follows.
∆RI(ϕJ) =
nnp
∑
J=1
∂RI(ϕJ)
∂ϕJ
· ∆ϕJ =
nnp
∑
J=1
KI J · ∆ϕJ (2.66)
In this directional derivative, KI J =
∂RI(ϕJ)
∂ϕJ
is the tangent stiffness matrix which is
expressed in the completely referential format as well as the two-point description and
the completely spatial format.
KI J =
nel
A
e=1
∫
Bel0
∇tXNi · S · ∇XN j I dV +
∫
Bel0
[∇tXNi · F]sym ·L · [F t · ∇XN j]symdV
KI J =
nel
A
e=1
∫
Bel0
∇tXNi ·A · ∇XN j dV
KI J =
nel
A
e=1
∫
Belt
∇txNi ·σ · ∇xN j I dv +
∫
Belt
∇txNi ·E · ∇xN j dv
(2.67)
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We recall that the small indices i and j are the particular 1, .., nen element nodes whereas
the capital indices I and J represent the total number of 1, .., nnp global nodes.
Remark 2.6.5 (Discretization and linearization) For the continuous approximation of the
deformation map in combination with elasticity the discretization of the linearized continuous
equations is equal to the linearization of the discrete residual equations. Therefore, we have
elaborated this solution scheme by means of the continuous equations for the sake of clarity.
However, for particular non-elasticity problems as well as for structural finite elements with
rotational degrees of freedom, the linearization of the continuous equations is not equal to the
discrete counterpart, see, e.g., WRIGGERS [210] or BATHE [16]. In such cases only the consis-
tent linearization of the discrete residual system of equations provides the desired convergence
behavior within the numerical solution procedure.
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3.1. Motivation
This chapter introduces the governing equations as well as the discretization scheme
for the mesh-independent modeling of strong discontinuities in the case of non-linear
solid mechanics. It starts with an extension of the continuous kinematics to the discon-
tinuous situation. In detail, a formulation in accordance with the works of JA¨GER et
al. [102, 100, 98], KUHL et al. [112], MERGHEIM [125] and MERGHEIM et al. [127, 129]
based on the works of HANSBO & HANSBO [86, 85] is presented. Further, the kinematic
formulation of the present approach which has recently gained more popularity, see,
e.g., RABCZUK et al. [162], SONG et al. [184], AREIAS et al. [9] or MOLINO et al. [136],
is compared with the more classical formulation of a discontinuous situation based on
the HEAVISIDE function, see, e.g., BELYTSCHKO et al. [17], OLIVER [147], DE BORST et
al. [45] in general, or especially WELLS [204], GASSER & HOLZAPFEL [71], as well as
ARMERO & LINDER [11] for a large deformation setting. This is an absolutely neces-
sary prerequisite for the understanding of the differences between the discretization
schemes.
With the knowledge of the discontinuous kinematics, the governing equations are
composed for a finite element formulation, and the used discretization scheme is pre-
sented in detail. This discretization scheme captures arbitrarily positioned disconti-
nuities in finite element meshes with the requirement of additional global degrees of
freedom. Accordingly, this approach is compared to the XFEM, which as mentioned
in the introduction, also requires global degrees of freedom for the consideration of
discontinuities, see, e.g., BELYTSCHKO & BLACK [17], DOLBOW et al. [48] based on
the partition of unity method of BABUSKA & MELENK [13]. In detail, it will be shown
that the present approach can be understood as a reparametrization of unknowns, see,
e.g., AREIAS & BELYTSCHKO [6]. However, by applying one parametrization there are
some assets and drawbacks which have to be evaluated. Moreover, we comment on
the issues of higher order approximation, see, e.g., LEGAY et al. [114], STAZI et al. [187]
or ENGLUND [59], blending elements, see, e.g., CHESSA et al. [34] and the discretiza-
tion of structural elements like shells, see, e.g., AREIAS et al. [5, 184].
Upon completion of the comparison with the XFEM we focus on certain implemen-
tational aspects. We comment on the handling of the complex data of the geometry,
see, e.g., SUKUMAR et al. [195] or BORDAS et al. [24] and mainly for three-dimensional
problems, e.g., SUKUMAR [194], AREIAS & BELYTSCHKO, [4] or GASSER & HOLZAPFEL
[71]. Especially, we elaborate the splitting of elements and its connected numerical
integration which is required for the realization of the discontinuity, compare, e.g.,
MERGHEIM et al. [128] or JA¨GER et al. [99]. Subsequently, we explain the visualization
of a discontinuity, see, e.g., REMMERS [163] or O’BRIEN & HODGINS [144] for two-
dimensional problems. Moreover, we take into account the modeling of crack tip ele-
ments to ensure the real geometric properties of a crack tip as well as partially cracked
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elements, compare, e.g., RABCZUK et al. [162].
Finally, we give a numerical example to clarify the following topics. This example
as a benchmark problem has to present the large deformation setting. It elaborates
issues of discretization and visualization and demonstrates the problem of stress anal-
ysis at sharp crack tips in a non-linear setting. Hence, a brief comment on linear elastic
fracture mechanics is required, see, e.g., GROSS & SEELIG [81] or HAHN [83] for a gen-
eral overview or KUNA [113]. Moreover, we demonstrate the problem of unbounded
stresses for the numerical analysis of discontinuities. This is important for the later re-
quired introduction of failure onset criteria as well as crack propagation criteria. This
means that, within this chapter, we consider only stationary cracks focusing on the
technical details to realize a discontinuity in the mesh without reflecting about the on-
set of a discontinuity.
3.2. Kinematics
The first step to incorporate a discontinuity in the deformation map is the definition of
the relevant kinematical quantities. We extend the kinematics for the continuous prob-
lem and assume that the considered body B in the reference configuration is crossed
by a discontinuity Γ , compare figure 3.1. Then, we divide the body B into disjoint
parts B−0 and B+0 due to the discontinuity. Now, we define a unique spatial motion
map x = ϕ(X) which maps all particles of the related part of the body B from the
referential into the spatial configuration.
ϕ(X) =
{
ϕ+(X) ∀X ∈ B+ ϕ+ : B+0 → B+t
ϕ−(X) ∀X ∈ B− ϕ− : B−0 → B−t
(3.1)
This spatial deformation map is continuous in both related parts of the body, however,
it can be discontinuous along the internal discontinuity surface Γ . Accordingly, the
difference of the particular deformation maps ϕ− and ϕ+ evaluated on both sides of
the discontinuity inherently provides a jump in the deformation field which represents
the crack in this case of solid mechanics, see again figure 3.1.
[[ϕ]] =ϕ+|Γ −ϕ−|Γ ∀X ∈ Γ (3.2)
As a result of this definition of the spatial motion map (3.1) all related kinematic quan-
tities as well as the introduced stress measures have to be defined on both sides B− and
B+ of the discontinuity. Hence, we obtain the deformation gradients F as the tangent
maps for both parts of the body, whereby it is obvious that the deformation gradient is
not defined at the discontinuity itself.
F =
{
F+ = ∇Xϕ+(X) ∀X ∈ B+ F+ : TB+0 → TB+t
F− = ∇Xϕ−(X) ∀X ∈ B− F− : TB−0 → TB−t
(3.3)
Furthermore, we obtain the particular JACOBIANS as the determinants of the related
deformation gradients.
J =
{
J+ = det(F+) ∀X ∈ B+
J− = det(F−) ∀X ∈ B− (3.4)
28
3.2. Kinematics
Figure 3.1.: Deformation map of a body B crossed by a discontinuity Γ .
Now, keeping in mind that the deformation gradient is the only independent variable
for the introduced stress and strain measures, these quantities can be expressed on
either side of the discontinuity. However, for the sake of simplicity, we refrain from
expressing each introduced strain and stress measure of the former chapter in the same
manner.
Remark 3.2.1 (Discontinuity surface tractions) By applying the defined spatial motion
map (3.1) on placements X describing the unique surface Γ in the reference configuration we
obtain two surfaces γ− and γ+ in the spatial configuration, compare figure 3.1. These surfaces
are described by their associated normal vectors n− and n+ and, accordingly, a unique definition
of traction vectors with their corresponding pull-back and push-forward operations on these
surfaces is not possible. Hence, this issue requires a special treatment which will be given in the
next chapter on the cohesive crack concept.
Next, we consider an important aspect concerning the chosen definition of the dis-
continuous deformation map with its associated fragmentation in particular parts by
virtue of the discontinuity. For an alternative expression of the discontinuous defor-
mation map, we use the HEAVISIDE function.
H(X) =

1 ∀X ∈ B+
1
2 ∀X ∈ Γ
0 ∀X ∈ B−
(3.5)
Thereby, the gradient ∇XH(X) = δΓ (X)N comprises the DIRAC delta-distribution,
see, e.g., MOSLER [138], SIMONE [182] or STAKGOLD [186] for a more elaborated deriva-
tion.
δΓ (X) =

∞ ∀X ∈ Γ
0 ∀X ∈ B− ∪ B+
with
∫
B−∪B+
δΓ (X) [•](X)dV =
∫
Γ
[•](X)dA (3.6)
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With this expression at hand, we rewrite the spatial motion map in a more compact
form consisting of a continuous and a discontinuous part.
ϕ(X) = H(X)ϕ+(X) + [1−H(X)]ϕ−(X)
=ϕ−(X) +H(X) [ϕ+(X)−ϕ−(X)]
(3.7)
We obtain the following expression of the deformation gradient which consist of a
bounded part Fb due to the gradients of the continuous deformation maps and an
unbounded part Fu due to the discontinuity.
F = δΓϕ+ ⊗ N +H F+ − δΓϕ− ⊗ N + [1−H] F−
= H F+ + [1−H] F−︸ ︷︷ ︸
Fb
+ δΓ [[ϕ]] ⊗ N︸ ︷︷ ︸
Fu
(3.8)
Within this work we prefer the format given in (3.1) which is formulated among others
in JA¨GER et al. [98], KUHL et al. [112], MERGHEIM [125] and MERGHEIM et al. [127, 129]
based on the works of HANSBO & HANSBO [86, 85]. However, the latter format is the
more common one for the numerical treatment of discontinuities in solid mechanics,
see, e.g., BELYTSCHKO et al. [17], OLIVER [147], DE BORST et al. [45] in general or
especially WELLS [204], GASSER & HOLZAPFEL [71], as well as ARMERO & LINDER [11]
for a large deformation setting. This format is essential when comparing the different
available discretization schemes from the literature.
3.3. Boundary value problem
Corresponding to the former chapter, we recall the local format of the balance of linear
momentum as well as the hyperelastic constitutive relation for the stresses in the par-
ticular configuration as the basic equations for the boundary value problem. Again,
we use the split of the boundary ∂B into disjoint part ∂B0 = ∂Bϕ0 ∪ ∂BT0 and ∂Bt =
∂Bϕt ∪ ∂Btt with ∂Bϕ0 ∩ ∂BT0 = ∅ and ∂Bϕt ∪ ∂Btt = ∅. Moreover, we add the bound-
ary conditions in terms of DIRICHLET conditions taking into account fixed parts of the
spatial deformation map as well as NEUMANN conditions regarding fixed tractions
in the particular configuration and express the summarized strong equations for the
boundary value problem as follows.
equilibrium 0 = DivP+ B0 0 = divσ + bt (3.9)
constitutive equation P = 2 F · ∂ψ
∂C
σ =
2
J
F · ∂ψ
∂C
· F t (3.10)
DIRICHLET conditions ϕ = ϕ¯ ϕ = ϕ¯ (3.11)
NEUMANN conditions T = P · N = T¯ t = σ · n = t¯ (3.12)
Obviously, the main difference to the continuous formulation in the former chapter
lies in the fact that the local balance of linear momentum has to be solved for the two
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sub-domains which means the latter referential format holds for ∀X ∈ B+0 ∪ B−0 and
∀x ∈ B+t ∪ B−t in the spatial format, respectively.
3.3.1. Principle of virtual work
Subsequently, we consider the principle of virtual work in the same manner as intro-
duced in detail in the former chapter. We multiply the strong form of the boundary
value problem with a test function η ∈ H10 . Then, by using integration by parts and
taking into account the boundary conditions, we obtain the weak form or integral for-
mat of the boundary value problem. Again, we interpret the test function as a virtual
deformation map η = δϕ, and express the weak form in the following virtual work
format.
δW = δW int − δW ext = 0
δW int =
∫
B+t ∪B−t
∇symx δϕ : σ dv =
∫
B+0 ∪B−0
∇Xδϕ : P dV
δW ext =
∫
∂B+t ∪∂B−t
δϕ · t¯ da +
∫
B+t ∪B−t
δϕ · bt dv =
∫
∂B+0 ∪∂B−0
δϕ · T¯ dA +
∫
B+0 ∪B−0
δϕ · B0 dV
(3.13)
3.3.2. Discretization
First of all, we apply a decomposition of the body B0 in nel elements Bel0 similar to the
foregoing chapter. It proves convenient to distinguish between standard continuous
finite elements Bel,c0 which are not affected by the discontinuity and discontinuous fi-
nite elements Bel,(+,−)0 . For the former we apply the discretization introduced in the
previous chapter.
Now, we come to the main section of this chapter and consider the discretization
scheme for a discontinuous finite element Bel,(+,−)0 . For this discontinuous element
we apply an independent approximation of the deformation fieldsϕ+ andϕ− on both
sides of the discontinuity corresponding to the preferred independent format of the
presented spatial motion map. Strictly speaking, both deformation maps are inter-
polated independently over the entire element. In detail, for each of the continuous
displacement fields ϕ+ or ϕ− the usual number of degrees of freedom is required.
Although the chosen displacement field is only defined on the corresponding side of
the discontinuity it is well approximated by the complete number of nodal values of
the element with its usual LAGRANGIAN shape functions. Accordingly, additional de-
grees of freedom are required to ensure the desired independent approximation of the
second deformation field on the other side of the discontinuity. We introduce the fol-
lowing two copies of the standard LAGRANGIAN shape functions with n+en nodes for
the part Bel,+0 and n−en nodes for Bel,−0 , respectively. Each of the two sets of shape func-
tions is set to zero on one side of the discontinuity while keeping their usual values on
the other side.
N+i =
{
Ni ∀X ∈ Bel,+0
0 ∀X ∈ Bel,−0
N−i =
{
0 ∀X ∈ Bel,+0
Ni ∀X ∈ Bel,−0
(3.14)
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Figure 3.2.: Approximation of discontinuous deformation presented for a one-dimensional finite element.
By doing so, we double the total number of degrees of freedom for the considered
element. Now, by using the isoparametric concept, regarding the same discretizations
of space X and deformation fieldϕ and applying the BUBNOV-GALERKIN technique,
which applies an equal approximation of the deformation fieldϕ and the test function
δϕ, we obtain the following expressions for the independent approximation on both
sides of the discontinuity.
X+ =
n+en
∑
i=1
N+i X
+
i ϕ
+ =
n+en
∑
i=1
N+i ϕ
+
i δϕ
+ =
n+en
∑
i=1
N+i δϕ
+
i
X− =
n+en
∑
i=1
N−i X
−
i ϕ
− =
n−en
∑
i=1
N+i ϕ
−
i δϕ
− =
n−en
∑
i=1
N−i δϕ
−
i
(3.15)
Here, X(+,−)i andϕ
(+,−)
i are the nodal coordinates and the nodal deformation map per
element. Accordingly, the gradients of the deformation map and of the test function
arise naturally from the chosen approximation.
∇Xϕ+ =
n+en
∑
i=1
ϕ+i ⊗∇XN+i ∇Xδϕ+ =
n+en
∑
i=1
δϕ+i ⊗∇XN+i
∇Xϕ− =
n−en
∑
i=1
ϕ−i ⊗∇XN−i ∇Xδϕ− =
n−en
∑
i=1
δϕ−i ⊗∇XN−i
(3.16)
Furthermore, the jump in the displacement field and in the test functions arises in-
herently as the difference of the two continuous displacement fields evaluated for the
placements on the internal boundary Γ .
[[ϕ]] =
n+en
∑
i
N+i |Γ ϕ+i −
n−en
∑
i
N−i |Γ ϕ−i =
n+en+n−en
∑
p
N¯Γpϕp
[[δϕ]] =
n+en
∑
i
N+i |Γ δϕ+i −
n−en
∑
i
N−i |Γ δϕ−i =
n+en+n−en
∑
p
N¯Γp δϕp
(3.17)
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Figure 3.3.: Comparison: Discretization of present approach with XFEM discretization by means of
HEAVISIDE enrichment.
Here, the newly introduced set N¯Γp contains the set of shape functions evaluated on
gamma with the corresponding algebraic sign. To clarify the described discretization
scheme a one-dimensional discretization example is provided in figure 3.2.
Remark 3.3.1 (Comparison present approach vs. XFEM) Let us recall the alternative
formulation of a discontinuous spatial motion map (3.7) which is given in section 3.2. This
definition of the discontinuous spatial motion map is used for BELYTSCHKO’s extended finite
element method, see, e.g., BELYTSCHKO & BLACK [17], DOLBOW et al. [48] based on the
partition of unity method of BABUSKA & MELENK [13]. Within this discretization scheme,
the deformation field, as mentioned before, is split into a continuous and a discontinuous part.
Thereby, the discontinuous part is realized by multiplying the LAGRANGIAN shape functions
with the mentioned HEAVISIDE function which keeps the attribute of a partition of unity.
Broadly speaking, a partition of unity means that the sum of the element shape functions is
equal to one for any considered position within the element, compare again BABUSKA & ME-
LENK [13] for a detailed explanation. Accordingly, this procedure is established as HEAVISIDE
enrichment. Enrichments with other step functions, e.g., the sign function are also possible
for the XFEM discretization. Those can be advantageous in certain cases, see, e.g., DUM-
STORFF [54], REMMERS [163] for an overview or RE´THORE´ [165] and MENOUILLARD et
al. [124] for certain details. Let us clarify the differences as well as the similarities of the two
approaches. Recall that the kinematics of the two approaches can be transferred into one another
by expressing the deformation map, e.g., by means of the HEAVISIDE function. Accordingly,
the discretization schemes are related and AREIAS & BELYTSCHKO [6] have shown that the
present approach can be expressed as a linear combination of the XFEM basis functions. There-
fore, it is evident that both approaches require the same number of additional global degrees
of freedom to capture the discontinuity, compare again figure 3.3. The main difference is the
parametrization. The present approach uses only displacement degrees of freedom which af-
terwards provides the displacement jump, whereas the XFEM is parametrized in continuous
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displacement degrees of freedom and so called additional or nodal jump degrees of freedom. This
different interpolation may lead to certain advantages of the particular discretization schemes
for selected problems. For instance, the XFEM can more easily handle partially cracked ele-
ments whereby this is a more challenging task applied to the presented discretization scheme.
We will later specify this in the section about crack tip elements. With the present approach, a
differing polynomial approximation of the continuous displacement field and the discontinuity
is not possible. In contrast, the XFEM allows a higher order polynomial approximation for the
continuous displacement field, see, e.g., LEGAY et al. [114], STAZI et al. [187] or ENGLUND
[59]. On the other hand, the present approach does not require a special treatment of neighbor-
ing elements. The XFEM discretization affects also neighboring elements, see again figure 3.3
or compare, e.g., CHESSA et al. [34]. The present formulation facilitates the implementation
in commercial finite element codes, see, e.g., JA¨GER et al. [100]. Furthermore, it can more
easily treat discontinuities in shells or structural elements due to its formulation in purely de-
formational degrees of freedom, see, e.g., AREIAS et al. [5, 184]. Additionally, it can also be an
advantage for the modeling of dynamics, where the handling of mass matrices is more extensive
for additional jump degrees of freedom than for purely deformational degrees of freedom, see,
e.g., RABCZUK et al. [162].
Completing the comparison of the present discretization scheme with the XFEM it should be
mentioned that the present approach has recently gained more popularity, see, e.g., SONG et al.
[184] or MOLINO et al. [136] where the approach is called method with phantom nodes and
virtual node algorithm, respectively.
Let us now focus on a concise notation for the discretized principle of virtual work.
We use the abbreviation d = (+,−) for the discontinuous elements to indicate the par-
ticular considered part. Additionally, we include also the continuous elements which
leads to the abbreviation N(c,d)i for the corresponding shape-function to the particular
considered i-th element node. Accordingly, we assemble all nel elements including the
discontinuous part Bel,d0 and the continuous part Bel,c0 with the following assembly op-
erator
nel
A
e=1
. We obtain the discretized principle of virtual work for the complete body B
in the referential and the spatial format.
δW=
nel
A
e=1
δϕi ·
[∫
Bel,c0 ∪Bel,d0
∇XN(c,d)i · P(c,d) dV −
∫
∂Bel,c0 ∪ ∂Bel,d0
N(c,d)i T¯
(c,d) dA−
∫
Bel,c0 ∪Bel,d0
N(c,d)i B0
(c,d) dV
]
=0
δW=
nel
A
e=1
δϕi ·
[∫
Bel,ct ∪Bel,dt
∇xN(c,d)i ·σ (c,d) dv −
∫
∂Bel,ct ∪ ∂Bel,dt
N(c,d)i t¯
(c,d) da −
∫
Bel,ct ∪Bel,dt
N(c,d)i bt
(c,d) dv
]
=0
(3.18)
Obviously, this discretization leads to the following vector valued residual.
RI = RintI −RextI = 0 (3.19)
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RintI =
nel
A
e=1
∫
Bel,c0 ∪Bel,d0
∇XN(c,d)i · P(c,d) dV
=
nel
A
e=1
∫
Bel,ct ∪Bel,dt
∇xN(c,d)i ·σ (c,d) dv
RextI =
nel
A
e=1
∫
∂Bel,c0 ∪ ∂Bel,d0
N(c,d)i T¯
(c,d) dA−
∫
Bel,c0 ∪Bel,d0
N(c,d)i B0
(c,d) dV
=
nel
A
e=1
∫
∂Bel,ct ∪ ∂Bel,dt
N(c,d)i t¯
(c,d) da −
∫
Bel,ct ∪Bel,dt
N(c,d)i bt
(c,d) dv
(3.20)
Next, we address the solution of this discrete non-linear system of equations.
3.3.3. Consistent residual linearization
Similar to the previous chapter, we apply the NEWTON-RAPHSON scheme with its
corresponding consistent linearization.
Rk+1I = R
k
I + ∆RI = 0 (3.21)
Again, nnp denotes the total number of nodes. The following directional derivative is
denoted by ∆R.
∆RI(ϕJ) =
nnp
∑
J=1
∂RI(ϕJ)
∂ϕJ
· ∆ϕJ =
nnp
∑
J=1
K I J · ∆ϕJ (3.22)
We obtain the tangent stiffness matrix K I J =
∂RI(ϕJ)
∂ϕJ
for the complete finite element
formulation, including the discontinuous as well as the continuous elements, formu-
lated in the referential, the two-point and the spatial format.
KI J =
nel
A
e=1
∫
Bel,c0 ∪Bel,d0
∇tXN(c,d)i · S(c,d) · ∇XN(c,d)j I dV
+
∫
Bel,c0 ∪Bel,d0
[
∇tXN(c,d)i · F(c,d)
]sym·L(c,d) · [F t (c,d) · ∇XN(c,d)j ]symdV
KI J =
nel
A
e=1
∫
Bel,c0 ∪Bel,d0
∇tXN(c,d)i ·A(c,d) · ∇XN(c,d)j dV
KI J =
nel
A
e=1
∫
Bel,ct ∪Bel,dt
∇txN(c,d)i ·σ (c,d) · ∇xN(c,d)j I dv
+
∫
Bel,ct ∪Bel,dt
∇txN(c,d)i ·E(c,d) · ∇xN(c,d)j dv
(3.23)
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Figure 3.4.: Splitting of tetrahedral elements for triangular and quadrilateral discontinuities.
3.4. Implementation aspects
The above equations are implemented in a fully three-dimensional setting for linear
tetrahedral elements. Despite their well-known accuracy deficiencies we have chosen
linear tetrahedral elements due to their efficient implementation. This is related to the
the crucial handling of the complex geometry data. For two-dimensional problems of
this issue we refer to, e.g., SUKUMAR et al. [195] or BORDAS et al. [24] and especially
for three-dimensional problems, we recommend, e.g., SUKUMAR [194], AREIAS & BE-
LYTSCHKO [4] or GASSER & HOLZAPFEL [71]. In addition, the aspects of splitting of
elements and the numerical integration, where the computational effort rises for other
element types, are crucial issues which require a closer look, see, e.g., MERGHEIM et al.
[128] or JA¨GER et al. [99]. In the following these implementation issues, the visualiza-
tion and the modeling of crack tips are discussed in detail.
3.4.1. Splitting of Elements
As a prerequisite for the numerical integration a splitting of tetrahedral elements due
to the crossing discontinuity needs to be specified. Each particular element stiffness
matrix Kel,dI J and each residual R
el,d
I has to be integrated over the particular split part
Bel,+0 and Bel,−0 , respectively. It is important that we do not take into account a detailed
description of the discontinuity or crack front at this point. By using the mentioned
linear approximation of the deformation field, the discontinuity is a planar segment
through the entire finite element. Accordingly, the split of a tetrahedral element can
produce two different combinations of sub-elements depending on whether the crack
surface forms a triangle or quadrilateral, compare figure 3.4. The results of the splitting
are either a tetrahedron and a so called six node wedge element for the triangular
cut or two six node wedge elements for the scenario of the quadrilateral cut. For the
numerical integration two procedures can be adopted. On the one hand, each wedge
element can further be subdivided into three tetrahedral elements. This procedure is
expressed for the sake of completeness and due to its generality, that means, it can be
easily adapted to other classes of finite element types. On the other hand, we could
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Figure 3.5.: Local coordinates in the unit configuration and local coordinates in a parent domains for a
subdivided tetrahedral element.
treat the wedge element as an individual element type. This facilitates the numerical
integration. For both procedures the geometry of the split elements can be simply
described by the intersection points in the reference configuration. These points as well
as the crack surfaces do not change during the computation. They have to be calculated
only once when the discontinuity is introduced and can be stored afterwards for the
ongoing computation.
3.4.2. Numerical Integration
As already mentioned, two different functions have to be evaluated on both sides of
the discontinuous elements for the numerical integration of the volume integrals. For
the sake of clarity, we express this integration for a general function [•]d(X) which can
be understood as a placeholder for the volume parts of Kel,dI J and R
el,d
I . We recall the unit
configuration Bel introduced in chapter 2. Usually, for the numerical integration of a
finite element, we use a unit mapping X(ξ) with det(Jel (X(ξ))) = det(
∂X(ξ )
∂ξ
) being
the JACOBIAN for the following volume transformation from the reference into the unit
configuration.∫
Bel0
dVel0 =
∫
Bel
det(Jel (X(ξ)))dV
el
 (3.24)
Now, we account for the intersection points which are usually given in global coordi-
nates X. We further compute the local coordinatesξ of the intersection points. This has
to be done only once for any discontinuous element. With this knowledge, the discon-
tinuous element is subdivided into four (triangular crack surface) or six (quadrilateral
crack surface) sub-tetrahedra, compare figure 3.5 for the triangular crack surface. For
each of these particular sub-tetrahedra i = 1, .., 4/6 on the particular side of the dis-
continuity we apply a unique mapping ξ(ηi) from the unit configuration Bel into the
following particular parent domain Bsubel,i4 , compare figure 3.5. In detail, we obtain
the following transformation for the volume integrals which includes the summation
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about either four or six sub-elements, with det(Jel4,i(ξ(ηi))) = det(
∂ξ (ηi)
∂ηi
).
∫
Bel0
dVel0 =
4/6
∑
i=1
∫
Bsubel4,i
det(Jel (X(ξ(ηi))))det(Jel4(ξ(ηi)))dV
subel
4,i (3.25)
The mappings are given in terms of LAGRANGIAN shape functions, X(ξ) =
∑neni=1 Ni(ξ)X i, with X i being the referential nodal values of the particular element ge-
ometry andξ(η) = ∑neni=1 Ni(η)ξ i, withξ i being either the local element coordinates or
the local intersection points depending on the considered sub-element. Then, a numer-
ical integration of the general function [•]d(X) is performed with the following GAUSS
quadrature rule.∫
Bel,d0
[•]d(X)dVel0 =
∫
Bel,(+)0
[•]+(X)dVel0 +
∫
Bel,(−)0
[•]−(X)dVel0
=
subel,+
∑
i=1
∫
Bsubel,+4,i
[•]+(ηi)det(Jel (ηi))det(Jel4(ηi))dVsubel,+4,i
+
subel,−
∑
i=1
∫
Bsubel,−4,i
[•]−(ηi)det(Jel (ηi))det(Jel4(ηi))dVsubel,−4,i
=
subel,+
∑
i=1
ngp
∑
j=1
[•]+(ηi| j)det(Jel (ηi| j))det(Jel4(ηi| j))α j
+
subel,−
∑
i=1
ngp
∑
j=1
[•]−(ηi| j)det(Jel (ηi| j))det(Jel4(ηi| j))α j
(3.26)
Here, ngp being the chosen number of quadrature points, α j denotes the particular
GAUSS point and ηi| j express the coordinates of the i-th sub-element evaluated at the
GAUSS point j. This procedure is of general nature and can be applied to any class
of finite elements by defining its particular sub-elements, depending on the shape of
the discontinuity. However, by applying linear approximations, linked with the use of
tetrahedral finite elements, we obtain piecewise constant strains. The general function
[•]d(X) in (3.26) is a constant function. Applied to a single GAUSS point, the integration
reduces to the following volume computation.
∫
Bel,d0
[•]d dVel0 = [•]+
subel,+
∑
i=1
det(Jel (ηi|gp))det(Jel4(ηi|gp))α j
+ [•]−
subel,−
∑
i=1
det(Jel (ηi|gp))det(Jel4(ηi|gp))α j
= [•]+
subel,+
∑
i=1
Vsubel,+4,i + [•]−
subel,−
∑
i=1
Vsubel,−4,i = [•]+ Vel,+0 + [•]− Vel,−0
(3.27)
It is obvious that this latter formulation facilitates the numerical integration remark-
ably, especially from a computational point of view. We can compute the element
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Figure 3.6.: Numbering convention of element-point vectors and element-edge vectors.
stiffness matrix and the element residual by computing the stiffness matrix and the
residual under the rules of a continuous formulation and afterwards, we can weight
this expression with the particular split volume. We only need to calculate the asso-
ciated split volume, either from a tetrahedral element or otherwise from a six node
wedge element, compare again figure 3.4. We can use the definition of the node point
order from figure 3.6 and compute the associated volumes directly in terms of nodal
values.
Veltet =
1
6
[X¯12 × X¯13] · X¯14
Velwedge =
1
6
[X¯13 × X¯15 + X¯14 × X¯13 + X¯12 × X¯14] · X¯16
(3.28)
3.4.3. Discontinuity Visualization
This section deals with the visualization of a three-dimensional discontinuity which
seems straightforward from the theoretical point of view. However, it is an absolutely
necessary procedure to illustrate the crucial issue of crack path tracking which will
be presented later within this work. As far as we know, this issue is only elaborated
in detail for two-dimensional discontinuities, e.g., in REMMERS [163] or O’BRIEN &
HODGINS [144]. We briefly summarize the procedure for the tree-dimensional case for
the sake of completeness. We restrict ourselves to linear tetrahedral elements. Thus,
we start with recapitulating that with the present approach a discontinuous element is
realized by doubling all element degrees of freedom or broadly speaking, by doubling
a continuous element, compare figure 3.7. Then, the two independent deformation
maps are approximated independently with the now available eight element nodes.
For the post processing of the discontinuity six or eight additional nodes dependent
on the crack surface are required. In detail, we introduce a pair of nodes for any edge
cut point of the discontinuity. Obviously, this pair of nodes has the same referential po-
sitions, however, by evaluating the corresponding deformation map on this nodes they
provide different current positions, compare 3.7. The evaluation of the corresponding
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Figure 3.7.: Additionally required nodes and displacement interpolation for discontinuity visualization.
deformation map is expressed with the following notationϕ|(+,−)i for the i-th cut point.
It is obvious that due to the applied GAUSS quadrature the stresses are only available
at the corresponding integration point. Accordingly, we apply a standard projection
of the integration point values on the nodes by virtue of the element shape functions,
see, e.g., GALLAGHER [66] or ALTENBACH & SACHAROV [3] for a detailed elaboration.
By doing so, we obtain the stresses for the eight nodal values of the discontinuous
elements. Furthermore, an evaluation of the shape functions, in the same manner as
for the displacements, provides the stress values for the additional nodes due to the
visualization.
3.4.4. Crack tip elements
Next, we take into account the modeling of a crack tip(2d) or a crack front(3d). It
should be mentioned that for the special case of linear elastic fracture mechanics ana-
lytical or closed-form solutions for particular crack geometries are available, see, e.g.,
GROSS & SEELIG [81] or HAHN [83] for a general overview. These solutions consist
of singular stress distributions at sharp crack tips. As a consequence, the criticality
of cracks can not be estimated by the stresses at the crack tip and therefore, for linear
elastic fracture mechanics, the successful concept of stress intensity factors based on
the ideas of IRVINE [97] can be applied. However, this concept is restricted to linear
elasticity because it is based on the superposition of the deformation as well as the
stresses in three different parts (modes). Clearly, we cannot take advantage of this con-
cept for the modeling of discontinuities in a fully non-linear setting.
Next, we clarify the differences between the present discretization and the XFEM for
crack tip elements. By its very nature, the XFEM approximation can be easily extended
with general further enrichment functions , see, e.g., DOLBOW et al. [48] or ZI & BE-
LYTSCHKO [215]. Especially, in the case of linear elastic fracture mechanics many works
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Figure 3.8.: Local element crack tip for a fully cracked element with free crack tip face, front nodes and
doubled node. Left: Reference configuration. Right: Deformed configuration.
are available on crack tip elements which are able to capture the mentioned singular-
ity, see, e.g., BUDYN et al. [28] or SUKUMAR et al. [195, 193]. These approaches em-
bed the general deformation and stress distribution of the analytical solution in the
discretization of the jump. Based on these works, the XFEM permits an straightfor-
ward modeling of elements with both geometrically correct crack tip properties and
partially cracked elements. In contrast, the general modeling of a crack tip and espe-
cially partially cracked elements is considerably more cumbersome with the present
approach than with the XFEM. In the following we present an easy approach for the
modeling of geometrically correct crack tips for fully cracked elements. This approach
is the one which is used throughout all computations within this work. Furthermore,
there are recent developments by RABCZUK et al. [162] which model crack tips for par-
tially cracked elements with the present approach. We extend this two-dimensional
approach to a general three-dimensional framework.
Completely cracked elements
As mentioned before, we start with the modeling of geometrically correct crack tips for
fully cracked elements where the crack surface is a planar segment through the entire
finite element, see figure 3.8. To ensure a geometrically correct crack tip representation,
not all nodes of the considered element are doubled. Instead, we distinguish between
the nodes of the free crack tip and the nodes connected with faces of cracked neighbor-
ing elements. Accordingly, we double only the nodes of the considered part which are
not part of the particular free crack tip face and obtain the resulting displacement field
which ensures the geometric properties of a crack tip, compare figure 3.8.
Partially cracked elements
Now, we take into account partially cracked elements. Obviously, the essential issue
of this approach is the knowledge of the position of the crack front within the element.
In chapter 5, we will discuss the possibilities to compute this position within a crack
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Figure 3.9.: Local element crack tip for a partially cracked element with constraint node and lines of
equal deformation. Left: Reference configuration. Center/Right: Deformed configurations.
propagation computation. At this point, we assume that the crack tip is known in the
form of a straight line given by the points XP1tip and X
P2
tip, see figure 3.9. Thus, to ensure
the properties of a crack tip it is required that the jump [[ϕ]](X) is equal to zero at
this straight line. First, we choose one of the element nodes which is not doubled, that
means, at this nodeϕ+i =ϕ
−
i holds for the chosen element node i. With this mentioned
constrained node, we can express the complete constraints as follows.
[[ϕ(XP1tip)]] =
n+en
∑
i=1
N+i (X
P1
tip)ϕ
+ −
n−en
∑
i=1
N−i (X
P1
tip)ϕ
− = 0
[[ϕ(XP2tip)]] =
n+en
∑
i=1
N+i (X
P2
tip)ϕ
+ −
n−en
∑
i=1
N−i (X
P2
tip)ϕ
− = 0
with ϕ+i =ϕ
−
i for one chosen node
(3.29)
The jump evaluated at the crack tip points has to be zero which introduces the men-
tioned constraints. This reduces the element degrees of freedom for a three-dimensional
discontinuous tetrahedral element from 24 to 24 − 9 = 15 or, strictly speaking, an 8
node problem becomes a 5 node problem. Furthermore, by fulfilling these constraints
connected with the illustrated fragmentation of the tetrahedral element, this procedure
leads to the pictured crack tip of a partially cracked element, compare again figure 3.9.
To conclude, we emphasize some important aspects. The first aspect concerns the com-
putation. For linear deformations which are given by using a 4-node tetrahedral ele-
ment the chosen constraint node forms a plane together with the two crack tip points.
Obviously, [[ϕ]](X) is equal for all X located on this plane. Therefore, the constraints
can be formulated for the points XQ1tip∗ and X
Q2
tip∗ which provides linearly dependent
constraints. However, these constraints facilitate the evaluation in local element co-
ordinates. The second aspect concerns the fulfilling of the expressed constrains. Ob-
viously, here is a difference between two- and three-dimensional computations. This
means that in two-dimensions the crack tip is only a single point, whereas we have
to consider a crack front in three-dimensions. Accordingly, these constraints can be
fulfilled only for C0-continuous crack surfaces to avoid unrealizable conflicts in the
constraints. Furthermore, there is a second disadvantage in the three-dimensional for-
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mulation compared with the two-dimensional one. In a two-dimensional formulation
a unique crack increment formulation is possible. A crack increment has a certain
length which can be uniquely determined. Unfortunately, this is not possible for the
three-dimensional case. We can only formulate a crack increment in the form of a cer-
tain area increment and accordingly, the solution is over-determined.
3.5. Numerical example
Finally, we consider a numerical example. Since we have not yet addressed failure
criteria and crack propagation criteria we consider only stationary cracks. We demon-
strate the ability of the presented method to capture a strong discontinuity indepen-
dent of the mesh. Therefore, we have chosen a simple numerical benchmark problem,
compare figure 3.10. A specimen of 2[mm] length with a square cross section of 1[mm2]
is provided with an initial discontinuity of 0.5[mm2]. The position of the initial discon-
tinuity can be chosen arbitrarily in the mesh, however, it is reasonable to start with a
planar crack segment. To realize the initial discontinuity we discretize the specimen
with continuous elements. In detail, we use eight different meshes with systematically
decreasing mesh size. Thereby, we chose four uniform meshes (uf) and four discretiza-
tions with decreasing mesh size at the known crack tip (rf) for the elaboration of the
stress analysis later on. We place the discontinuity into the continuous discretization,
which means, we substitute the concerned continuous elements with discontinuous
elements. The procedure is demonstrated by means of the discretization with 5441
elements (1458 nodes), see figure 3.10 for the particular uniform or refined continu-
ous discretization as well as figure 3.11 for the placement of discontinuous elements
in the refined mesh. For the sake of completeness, we indicate the other used continu-
ous meshes which comprise 3631 elements (1008 nodes), 10501 elements (2662 nodes)
and 26461 elements (6300 nodes), respectively. Now, with the definition of the ini-
tial discontinuity, the specimen is loaded by an imposed incremental displacement of
0.01[mm] until a deformation of 1[mm] is reached. This deformation of 50% length is
especially chosen to demonstrate the large deformation setting. Here, the material pa-
rameters λ = 5769.20[N/mm2], µ = 3846.20[N/mm2] or likewise E = 10000[N/mm2]
and ν = 0.3[-] are selected to highlight the non-linearity of the chosen constitutive
equation. We demonstrate the non-linear behavior by means of the load displacement
relation F[N] versus u[mm], see figure 3.10. This load displacement relation shows
excellently that the presented approach provides a mesh-independent solution of the
displacement field, however, this mesh-independence does not hold for the stresses at
the crack tip.
Subsequently, we take into account this special problem of stress analysis in detail.
For elasticity problems with small strains, analytical solutions exhibit a singular stress
distribution at a mathematically sharp crack tip. These analytical solutions are not di-
rectly transferable to the non-linear case and we cannot give an analytical stress distri-
bution for the non-linear setting. However, one can argue with the path-independence
of domain integrals that the non-linear solution exhibits a singular stress distribution
without further knowledge of the type of the singularity. For an explanation of path-
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Figure 3.10.: Top left: Geometrical dimensions [mm] and loading. Top right: load displacement re-
sponse F[N] versus u[mm]. Bottom left: Continuous discretization for 5441 elements. Bottom right:
Stress displacement response σAz [N/mm2] versus u[mm].
independent integrals, see, e.g., MORAN & SHIH [137], GOSZ & MORAN [78] or GOSZ
et al.[77]. This is important for the formulation of a stress based failure criterion and we
elaborate this problem numerically. We apply a systematically decreasing mesh size at
the actual crack tip and evaluate the computed stresses. Recall that the numerical so-
lution with the finite element method connected with standard LAGRANGIAN shape
functions is not able to capture a singular distribution in general. For an overview on
numerical solution procedures for fracture problems, see, e.g., KUNA [113]. Conse-
quently, without further knowledge of the assumed singularity, we expect the strains
and the connected stresses to grow unboundedly with decreasing mesh size. This can
be shown by the computation of the stressesσAz [N/mm2] in the loading direction at the
chosen point A at the crack front. The stress displacement relation shows that the stress
grows unboundedly with decreasing mesh size as expected, see 3.11. Accordingly, we
cannot use the stresses at the crack tip or any criterion based on these strains or stresses
to evaluate the status of a cracked specimen. Ultimatively, this is a disappointing sit-
uation since we need a failure criterion and a crack propagation criterion to simulate
propagating discontinuities. This gives the motivation to introduce the cohesive crack
concept in the following chapter.
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Figure 3.11.: Discretization with inserted discontinuous elements and plotted CAUCHY stresses
σz [N/mm2] in loading direction for different imposed displacements u[mm].
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4. The cohesive crack concept
4.1. Motivation
In this chapter the modeling of cohesive cracks based on the discontinuous elements
of the latter chapter is provided. As a prerequisite, the discontinuous kinematics is
completed with regard to the special treatment of crack surface tractions. In detail, we
abstain from restricting the jump in the deformation map as spatially constant, which
inherently leads to parallel crack surfaces, compare, e.g., ARMERO & GARIKIPATI [10]
or STEINMANN & BETSCH [191]. Instead, we adopt the procedure of WELLS [204],
WELLS et al. [206], ORTIZ & PANDOLFI [155] or GASSER & HOLZAPFEL [71] and define
a fictitious discontinuity surface in the spatial configuration. This procedure allows a
unique crack surface traction definition with its associated pull-back and push-forward
transformation. With this knowledge, we recapitulate the well-known boundary value
problem of this thesis, however, enlarged with an additional equilibrium condition
due to the considered crack surface tractions. This latter equilibrium condition further
leads to a cohesive virtual work contribution and requires the constitutive formulation
and the physical justification of the cohesive surface tractions.
However, we first extend the energy considerations of the first chapter to internal in-
terface contributions. One the one hand, this clarifies whether a traction separation
law in the desired softening format can be derived from a corresponding cohesive en-
ergy potential, see, e.g., ORTIZ & PANDOLFI [155], MERGHEIM [125], KROL [111] or
STEINMANN [190]. On the other hand, this is the basis for the definition of general
arguments for cohesive traction separation laws. Based on this general arguments, a
linearization of the continuous virtual work contributions is applied, see, e.g., MERG-
HEIM [125], MERGHEIM et al. [129, 128], WELLS [204], WELLS et al. [206], or GASSER &
HOLZAPFEL [71, 70]. Afterwards, a finite element formulation of the continuous equa-
tions with its corresponding discretization is performed.
With this knowledge, a detailed physical motivation of the complete cohesive crack
concept based on the theoretical works of BARENBLATT [15], DUGDALE [53], or HILL-
ERBORG [90, 91] is given. For numerical explanations of the cohesive crack concept, we
refer especially to XU & NEEDLEMAN [141, 212, 213, 214] or DE BORST [42], DE BORST
et al. [43, 44], WELLS & SLUYS [205], MOE¨S & BELYTSCHKO [133], ZI & BELYTSCHKO
[215], GASSER & HOLZAPFEL [71, 70], MESCHKE & DUMSTORFF [130], RUIZ et al. [168],
MARFIA & SACCO [117, 118] or UNGER et al. [199]. Following this detailed physical
motivation, we clarify the difference between usual interface traction separation laws
and so called initially rigid traction separation laws. For usual interface elements we
refer, e.g, to SIMONE [183, 182], whereas initial rigid traction separation laws can be
found in, e.g., CAMACHO & ORTIZ [30], ORTIZ & PANDOLFI [155] or MERGHEIM [125].
Subsequently, we specify different traction separation laws, based on the given general
arguments. We present one energy based isotropic exponential formulation, see, e.g.,
MERGHEIM [125]. Then, we elaborate one direct exponential traction formulation for
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the transversely isotropic case, compare, e.g., WELLS [204], WELLS & SLUYS [205], DE
BORST et al. [44], REMMERS et al. [164], JA¨GER et al. [102] or MERGHEIM et al. [127].
We further illustrate a novel rational direct formulation which features certain advan-
tages for combinations with bilateral contact formulations and further exhibits more
adjusting possibilities for certain brittle materials. Afterwards, we account for the ex-
plicit modeling of tractions in the tangential direction. Here, we specify a simple linear
direct traction formulation. For more complicated tangential traction formulations, we
refer to, e.g., REMMERS [163], XU AND NEEDLEMAN [212, 213], WELLS & SLUYS [205],
DOLBOW et al. [49] or RIBEAUCOURT et al. [166]. Furthermore, we focus on trac-
tion formulations in case of overlapping between the particular crack surfaces. This,
broadly speaking, bilateral contact formulation is illustrated and its consequences on
the convergence behavior, resulting from the combination with initially rigid traction
separation laws, are briefly discussed, see, e.g., AREIAS & RABCZUK [8]. Then, we
discuss the formulation of loading and unloading processes based on damage formu-
lations. At this point, we refer to SIMO & JU [180, 181] for the idea of damage formula-
tions and to, e.g., AREIAS & BELYTSCHKO [4], GASSER [69, 70], GASSER & HOLZAPFEL
[70], MARFIA & SACCO [118], COMI et al. [37] or ORTIZ PANDOLFI [155] for loading
and unloading processes.
Next, we take into account some important implementational aspects. We comment
on the numerical integration of the cohesive surface term, which includes some re-
marks on usual interface elements, see, e.g., SCHELLEKENS [173], SCHELLEKENS & DE
BORST [174] or SIMONE [183]. Additionally, we account for the boundary conditions
during the modeling of softening behavior. We discuss DIRICHLET boundary condi-
tions for discontinuous problems, see, e.g., Moe¨s et al. [132]. Then, we comment on
numerical solution techniques regarding imposed NEUMANN boundary conditions,
see, e.g., GEERS [76, 74, 75]. Moreover, we briefly introduce the principal stress based
failure criterion to illustrate ongoing fracture simulations. Subsequently, we summa-
rize the complete algorithmic treatment of the adaptive introduction of discontinuous
elements, in combination with the now presented cohesive zone approach, by means
of an algorithmic flowchart.
Finally, we perform two delamination tests to clarify the importance of traction sepa-
ration laws and to proof the presented consistent linearization. Comparative studies
of the delamination tests can be found among others in KUHL et al. [98], MERGHEIM &
STEINMANN et al. [128], WELLS [204], DE BORST [43, 44], AREIAS et al. [7], MANZOLI
et al. [116], or REMMERS et al. [164].
4.2. Kinematics
As mentioned in remark 3.2.1, the treatment of crack surface tractions requires a spe-
cial consideration. We recall that due to the discontinuous deformation map ϕ, the
unique referential discontinuity surface Γ is mapped onto the particular surfaces γ+
and γ− in the spatial configuration, compare figure 4.1. A unique definition of crack
surface tractions t+ and t− with associated pull-back and push-forward transforma-
tions is therefore not possible. To overcome this ambiguity, the jump in the deforma-
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Figure 4.1.: Concept of fictitious discontinuity surface γ¯ located between the surfaces γ+ and γ−.
tion map [[ϕ]] can be restricted as spatially constant, see, e.g., ARMERO & GARIKIPATI
[10] or STEINMANN & BETSCH [191]. This procedure leads to the relation ∇X [[ϕ]] = 0,
which inherently implies that the spatial crack surfaces γ+ and γ− remain parallel.
However, we abstain from applying this ad hoc assumption and instead, we define a
centered fictitious discontinuity surface γ¯ in the spatial configuration, compare again
figure 4.1. This approach is also used by WELLS [204], WELLS et al. [206], ORTIZ &
PANDOLFI [155] and GASSER & HOLZAPFEL [71]. By using this concept, we define the
following average deformation map ϕ¯ which maps placements X located on the ref-
erential discontinuity surface Γ to placements x¯ on the fictitious discontinuity surface.
ϕ¯(X) =
1
2
[ϕ+|Γ +ϕ−|Γ ] ϕ¯ : Γ → γ¯ (4.1)
Next, we define the following average deformation gradient F¯ which is only defined
on the fictitious discontinuity surface γ¯.
F¯ = ∇Xϕ¯ = 12 [∇Xϕ
+ +∇Xϕ− ] F¯ : TΓ → Tγ¯ (4.2)
Accordingly, we obtain the spatial normal vector n¯, describing the fictitious disconti-
nuity surface, by applying NANSON’s formula onto the referential normal vector N.
n¯da = J¯ F¯−t · N dA (4.3)
We recall that the referential normal vector N points from B−0 to B+0 , see again figure
4.1. Furthermore, J¯ denotes the determinant of the average deformation gradient F¯.
With these definitions, a surface traction formulation is uniquely possible in the same
manner as introduced in section 2.3. Traction equilibrium requires that P+ ·N = P− ·N
is valid for the referential discontinuity surface andσ+ · n¯ = σ− · n¯ has to be fulfilled for
the averaged spatial discontinuity surface. This traction equilibrium condition has to
be included in the well known boundary value problem and additionally, a constitutive
traction description is required.
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4.3. Boundary value problem
We briefly recall the boundary value problem of this thesis, add the traction equilib-
rium condition and introduce the traction vectors T¯ c and t¯c to distinguish between
prescribed tractions on the outer boundaries and tractions on the discontinuity sur-
faces. Keeping in mind that the boundary of the body is split into disjoint parts ∂B0 =
∂Bϕ0 ∪ ∂BT0 and ∂Bt = ∂Bϕt ∪ ∂Btt , with ∂Bϕ0 ∩ ∂BT0 = ∅ and ∂Bϕt ∪ ∂Btt = ∅, the govern-
ing equations of the boundary value problem are summarized as follows.
equilibrium 0 = DivP+ B0 0 = divσ + bt (4.4)
traction equilibrium P+ · N = P− · N = T¯ c σ+ · n¯ = σ− · n¯ = t¯c (4.5)
constitutive equation P = 2 F · ∂ψ
∂C
σ =
2
J
F · ∂ψ
∂C
· F t (4.6)
DIRICHLET conditions ϕ = ϕ¯ ϕ = ϕ¯ (4.7)
NEUMANN conditions T = P · N = T¯ t = σ · n = t¯ (4.8)
We recapitulate that the local balance of momentum has to be solved for the particular
sub-domains B+0 ∪ B−0 and B+t ∪ B−t , respectively. The DIRICHLET and the NEUMANN
boundary conditions hold for the particular boundaries ∂Bϕ0 ∪ ∂BT0 and ∂Bϕt ∪ ∂Btt ,
whereas the additional equilibrium condition has to be fulfilled on the discontinuity
surfaces Γ and γ¯, respectively.
4.3.1. Principal of virtual work
For a concise notation, we focus only on the interface contribution. Under the same
rules as mentioned in the foregoing chapters, we obtain the following weak form for
the additional equilibrium condition in the referential and the spatial format.∫
Γ+
δϕ+ · P+ · N dA−
∫
Γ−
δϕ− · P− · N dA =
∫
Γ
[[δϕ]] · T¯ c dA∫
γ¯+
δϕ+ ·σ+ · n¯ da −
∫
γ¯−
δϕ− ·σ− · n¯ da =
∫
γ¯
[[δϕ]] · t¯c da
(4.9)
This latter weak form is interpreted as the interface or cohesive virtual work since the
tractions T¯ c and t¯c are known as cohesive tractions. This will be substantiated in more
detail in section 4.4, dealing with the constitutive cohesive traction formulations.
δW coh =
∫
Γ¯
[[δϕ]] · T¯ c dA =
∫
γ¯
[[δϕ]] · t¯c da (4.10)
Finally, we summarize the weak form for the combined bulk and interface problem
with δW int and δWext being the well-known bulk contributions.
δW = δW int + δW coh − δW ext = 0 (4.11)
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4.3.2. Balance of mechanical energy
Next, we extend the balance of mechanical energy of subsection 2.4.4 to interface con-
siderations, see, e.g., UTZINGER [200] or KROL [111]. Therefore, we recall the diver-
gence term (2.34) of the balance of linear momentum, weighted with the spatial veloc-
ity. ∫
B0
v ·DivP dV =
∫
B+0 ∪B−0
v ·DivP dV
=
∫
∂B+0 ∪∂B−0
T · vdA +
∫
Γ−
T · vdΓ+ +
∫
Γ+
T · vdΓ− −
∫
B+0 ∪B−0
P : F˙ dV
=
∫
∂B+0 ∪∂B−0
T · vdA−
∫
Γ
T¯ c · [[v]]dΓ −
∫
B+0 ∪B−0
P : F˙ dV
(4.12)
Thereby, we take into account the two discontinuous parts B+0 and B−0 in the referential
format. Additionally, we regard the split of the boundary in outer parts ∂B+0 and ∂B−0
and discontinuous parts Γ+ and Γ−. Then, by using the divergence theorem (A.9), we
obtain the extended balance of mechanical energy including the interface contribution.
Dt
∫
B+0 ∪B−0
1
2
ρ0 v · vdV +
∫
B+0 ∪B−0
P : F˙ dV +
∫
Γ
T¯ c · [[v]]dΓ =
∫
∂B+0 ∪∂B−0
T · vdA +
∫
B+0 ∪B−0
B0 · vdV
Dt
∫
B+t ∪B−t
1
2
ρt v · vdv
︸ ︷︷ ︸
kinetic energy
+
∫
B+t ∪B−t
σ : ∇xvdv +
∫
γ¯
t¯c · [[v]]dγ¯
︸ ︷︷ ︸
stress power
=
∫
∂B+t ∪∂B−t
t · v da +
∫
B+t ∪B−t
Bt · vdv
︸ ︷︷ ︸
external force power
(4.13)
Remark 4.3.1 (Referential vs. spatial formulation) We emphasize that the spatial bal-
ance of mechanical energy (4.13b) can only be derived via a push-forward operation of the
referential one (4.13a). This is evident, since the parts of the body B−t and B+t do not form
a closed volume with the mentioned fictitious discontinuity surface and we cannot apply the
divergence theorem in the spatial format. However, the fictitious discontinuity surface allows
the push-forward operation of the referential cohesive traction vector and enables the spatial
balance of mechanical energy.
Remark 4.3.2 (Thermodynamically conjugated variables) In the same manner as for
the continuous solid problem, the balance of mechanical energy allows for the definition of
energetically conjugated variables. Obviously, the cohesive traction vectors are energetically
conjugated to the material time derivative of the jump in the spatial motion map. We can thus
denote the local format of the stress power in the following referential and spatial formats.
Wp = P : F˙ + T¯
c · ˙[[ϕ]] wp = σ : ∇xv+ t¯c · ˙[[ϕ]] (4.14)
Remark 4.3.3 (Variational vs. virtual work formulation) For a variational formulation,
we can model the internal bulk energy densityψb0 and the cohesive energy density ψ¯
c
0 depending
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on the energetically conjugated variables, ψ0 = ψb0(F) + ψ¯c0([[ϕ]]). Then, we express the
dissipation in the referential format of the CLAUSIUS-DUHEM inequality.
D0 = P : F˙ − ∂ψ
b
0
∂F
: F˙ + T¯ c · ˙[[ϕ]]− ∂ψ¯
c
0
∂[[ϕ]]
· ˙[[ϕ]] ≥ 0 (4.15)
We can further divide the dissipation into a bulk part Db0 for both of the discontinuous parts
and an interface part Dc0. The bulk part Db0 provides the well-known computation of the bulk
stresses on both parts of the discontinuity. For a brief notation, we further regard only the
following interface contribution Dc0.
Dc0 = T¯ c · ˙[[ϕ]]−
∂ψ¯c0
∂[[ϕ]]
· ˙[[ϕ]] ≥ 0 (4.16)
Now, we obtain the stresses for the elastic case as the total derivative of the referential interface
potential because ˙[[ϕ]] 6= 0.
T¯ c =
∂ψ¯c0
∂[[ϕ]]
and t¯c =
1
β
∂ψ¯c0
∂[[ϕ]]
(4.17)
Thereby, T¯ c = β t¯c holds for the pull-back operation of the cohesive spatial traction vector, with
β = dadA being the area ratio. This formulation allows a completely variational formulation of
the boundary value problem. However, for many circumstances it is suitable to distinguish be-
tween opening and sliding behavior of the interface parts, we will later justify this in section 4.4
about the constitutive equations. This distinction requires a dependence of the referential energy
density on the interface orientation, given by its spatial normal vector T¯ c([[ϕ]], n¯). Therefore,
we recapitulate the CLAUSIUS-DUHEM inequality, including this additional dependence on
the interface normal vector.
Dc0 = T¯ c · ˙[[ϕ]]−
∂ψ¯c0
∂[[ϕ]]
· ˙[[ϕ]]− ∂ψ¯
c
0
∂n¯
· ˙¯n ≥ 0 (4.18)
If ˙¯n 6= 0, the dissipation can only be zero if ∂ψ¯
c
0
∂n¯
= 0. Clearly, this special case describes an
isotropic behavior. Otherwise, the additional dependence on the normal vector leads to trans-
verse isotropy. This means that the response of the discontinuity exhibits one preferred direction
which coincides with the mentioned normal vector onto the fictitious crack surface. This is the
main difference between the geometrically linear and the non-linear case, since for the geomet-
rical linear case the derivative with respect to n¯ is negligible. Accordingly, traction separation
formulations for the geometrically linear case can be further derived based on cohesive energy
potentials. In contrast, for the geometrically non-linear case, we cannot neglect the dependence
of the mentioned normal vector. This prohibits the use of a variational principle and justifies
the use of the more general principle of virtual work for the elaborated boundary value problem.
Remark 4.3.4 (Crack surface strain tensor) We mention that one can additionally con-
sider a dependence of the cohesive interface potential on the so called surface strain or surface
CAUCHY-GREEN tensor CΓ = ∇Xϕ¯t|Γ · ∇Xϕ¯Γ , see, e.g., ORTIZ & PANDOLFI [155]. How-
ever, this dependence is not suitable for the description of the directional dependence of the
cohesive response on the normal vector. Instead, this contribution takes into account the stretch
of the fictitious discontinuity surface and the conjugated variable is an interface stress field
which does not posses any normal parts.
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Figure 4.2.: Left: Cohesive tractions oriented in jump direction Right: Splitting of cohesive tractions in
divergent and relative interface parts.
4.3.3. Linearization of continuous equations
This section focuses on the linearization of the interface contributions. As mentioned in
remark 4.3.3, a decomposition of the interface contributions into opening and sliding
parts is useful. In detail, the jump [[ϕ]] is divided into the following divergent and
relative parts to the interface, see also figure 4.2 right.
[[ϕn]] = [[[ϕ]] · n¯] n¯
[[ϕt]] = [[ϕ]]− [[ϕn]]
(4.19)
The traction vectors are also split in this different parts parts, t¯c = t¯cn + t¯
c
t and T¯
c =
T¯ cn + T¯
c
t , respectively. This enables the following format of a general constitutive rela-
tion for both fragmentations of the traction vectors.
t¯cn = tcn([[ϕn]]) = tcn([[ϕ]], n¯)
t¯ct = tct([[ϕt]]) = tct([[ϕ]], n¯)
and
T¯ cn = T
c
n([[ϕn]]) = T
c
n([[ϕ]], n¯)
T¯ ct = T
c
t([[ϕt]]) = T
c
t([[ϕ]], n¯)
(4.20)
Since both of these traction formats depend on the same arguments, a general lineariza-
tion with respect to the jump in the deformation map and the average normal vector
is sufficient. The further explained case of energetically conjugated variables is also
included in this general format by neglecting all terms which arise due to the depen-
dence on the average normal vector. For a comparative derivation of the linearization,
we refer to, e.g., MERGHEIM [125], MERGHEIM et al. [129, 128], WELLS [204], WELLS et
al. [206] or GASSER & HOLZAPFEL [71, 70]. First, the directional derivative of the jump
term can be expressed as follows.
[[∆ϕ]] = ∆ϕ+ − ∆ϕ− (4.21)
Next, we need the following directional derivative of the average deformation gradi-
ent.
∆F¯ =
1
2
[
∆F¯+ + ∆F¯−
]
=
1
2
[∇X∆ϕ+ +∇X∆ϕ−] (4.22)
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We recall NANSON’S formula for the discontinuity surfaces, nda = J¯ F¯−t ·N dA. There-
fore, n ∝ J¯ F¯−t · N, and we express the spatial unit vector depending on the average
deformation gradient.
n¯(F¯) =
J¯ F¯−t · N√
J¯ F¯−t · N · J¯ F¯−t · N
=
N · F¯−1√
N · C¯−1 · N
(4.23)
Now, we express the derivative of the spatial normal vector with respect to the average
deformation gradient as the following provisional result.
∂n¯
∂F¯
=
1√
N · C¯−1 · N
∂
∂F¯
[
N · F¯−1
]
− N · F¯
−1
2
[√
N · C¯−1 · N
]3 ⊗ ∂∂F¯ [N · C¯−1 · N]
= −n ·
[
I⊗F¯−t
]
+ n⊗ n⊗ n · F¯−t =: 3G (4.24)
With this third order tensor
3
G the directional derivative of the average spatial normal
vector is summarized as follows.
∆n¯ =
∂n¯
∂F¯
: ∆F¯ =
3
G : ∆F¯ (4.25)
Next, we concentrate on the changing area of the fictitious discontinuity, depending
on the deformation gradient da(F¯). This contribution arises, since we prefer the lin-
earization in the spatial format. However, in the corresponding referential format, this
expression can be found in the connected traction vector, recall that T¯ c dA = t¯c da.
Then, the result for the average unit normal vector (4.23) is pasted into NANSON’S
formula and we obtain the desired area element da depending on the average defor-
mation gradient.
da(F¯) = J¯
√
N · C¯−1 · N dA (4.26)
Now, the derivative of the area element with respect to the average deformation gra-
dient is formulated as the next provisional result.
∂da
∂F¯
=
[√
N · C¯−1 · N ∂ J¯
∂F¯
+
J¯
2
√
N · C¯−1 · N
∂
∂F¯
[
N · C¯−1 · N
]]
dA (4.27)
= [I − n⊗ n] · F¯−tda =: H da (4.28)
With this second order tensor H, we then express the directional derivative of the
changing area in the fictitious discontinuity surface as follows.
∆da =
∂da
∂F¯
: ∆F¯ = H : ∆F¯ da (4.29)
With these particular directional derivatives, we have set the stage for a brief notation
of the linearization of the complete cohesive virtual work contribution. This lineariza-
tion ∆δWcoh consists of three contributions, a material one, due to the dependence of
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the traction vector on the jump in the deformation map and two geometrical ones, due
to the dependence of the traction vector on the average normal vector and the changing
of the area of the fictitious discontinuity surface itself.
∆δWcoh =
∫
γ¯
[[δϕ]] · ∂t¯c
∂[[ϕ]]
· [[∆ϕ]]da+
∫
γ¯
[[δϕ]] · ∂t¯c
∂n
·∆nda+
∫
γ¯
[[δϕ]] · t¯c ∆da (4.30)
Since the depicted derivatives of the traction vector with respect to the jump term and
the average normal vector depend on the chosen traction separation law, we define the
following general tangent operators.
Tϕ =
∂t¯c
∂[[ϕ]]
and Tn =
∂t¯c
∂n¯
(4.31)
These operators will be specified later on for the particular applied constitutive equa-
tions. Now, we express the directional derivatives of the three mentioned contributions
of the complete cohesive virtual work in the spatial and the referential format.∫
γ¯
[[δϕ]] · ∂t¯
c
∂[[ϕ]]
· [[∆ϕ]]da =
∫
γ¯
[[δϕ]] · Tϕ · [[∆ϕ]]da =
∫
Γ¯
[[δϕ]] · [β Tϕ] · [[∆ϕ]]dA∫
γ¯
[[δϕ]] · ∂t¯
c
∂n
· ∆nda =
∫
γ¯
[[δϕ]] · Tn ·
3
G : ∆F¯ da =
∫
Γ¯
[[δϕ]] · [β Tn] ·
3
G : ∆F¯ dA∫
γ¯
[[δϕ]] · t¯c ∆da =
∫
γ¯
[[δϕ]] · t¯c [H : ∆F¯]da =
∫
Γ¯
[[δϕ]] · T¯ c [H : ∆F¯]dA
(4.32)
We see that the second order spatial tangent operators Tϕ and Tn change only in magni-
tude with the factor β during a pull-back operation. Obviously, the operators provide
an infinitesimal change in the traction vectors t¯c and T¯ c due to an infinitesimal change
in the jump term and the average normal vector, however, the traction vectors feature
the same direction. Finally, we mention that if we use the potential based formula-
tion of the traction separation law t¯c([[ϕ]]), the non-symmetric third order tensor term
3
G : ∆F¯ and the tangent operator Tn vanish.
4.3.4. Discretization
This section provides the discretization of the cohesive virtual work contribution and
therefore, completes the discretization of the complete coupled bulk and interface prob-
lem. We adopt the decomposition of the body B0 in nel elements Bel0 , including the con-
tinuous ones Bel,c0 and the discontinuous ones Bel,d0 . We also apply the isoparametric
concept as well as the BUBNOV-GALERKIN procedure. Then, we obtain the discretiza-
tion of the jump in the spatial motion map as well as the virtual jump term inherently
as the difference of the discretized continuous deformation mapsϕ+ andϕ− evaluated
on placements X ∈ Γ .
[[ϕ]] =
n+en
∑
i
Ni |Γ ϕ+i −
n−en
∑
i
Ni |Γ ϕ−i =
n+en+n−en
∑
p
N¯Γpϕp
[[δϕ]] =
n+en
∑
i
Ni |Γ δϕ+i −
n−en
∑
i
Ni |Γ δϕ−i =
n+en+n−en
∑
p
N¯Γp δϕp
(4.33)
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Thereby,ϕ+i andϕ
−
i depict the nodal deformations i = 1, .., n
+
en and i = 1, .., n−en, respec-
tively. The introduced set N¯Γp summarizes the corresponding shape functions evalu-
ated for placements X ∈ Γ with its corresponding sign. What remains, is the following
discretization of the average deformation gradient.
F¯ =
[
n+en
∑
i
ϕ+i ⊗∇XNi |Γ −
n−en
∑
i
ϕ−i ⊗∇XNi |Γ
]
=
n+en+n−en
∑
p
ϕp ⊗ LΓp (4.34)
Here, LΓp contains the respective gradients of the shape functions evaluated at place-
ments X ∈ Γ , containing the factor 12 . Then, with
nel
A
e=1
further denoting the assembly of
all nel elements, including the continuous ones c for the part Bel,c0 and the discontinuous
ones d = (+,−) for the part Bel,d0 , we obtain the following discretized cohesive virtual
work contribution.
δWcoh =
nel
A
e=1
δϕp ·
[ ∫
Γ¯ el,d
N¯Γp T¯
c dA
]
=
nel
A
e=1
δϕp ·
[ ∫
γ¯el,d
N¯Γp t¯
c da
]
(4.35)
Thereby, γ¯el,d and Γ¯ el,d indicate that the interface term only appears for the discon-
tinuous elements d = (+,−). Subsequently, we obtain the following vector valued
cohesive residual.
RcohI =
nel
A
e=1
∫
Γ¯ el,d
N¯Γp T¯
c dA =
nel
A
e=1
∫
γ¯el,d
N¯Γp t¯
c da (4.36)
Clearly, for the complete boundary value problem, we have to account for the whole
residual, containing the internal and the external bulk contributions and the latter in-
troduced interface residual (4.36).
RI = RintI +R
coh
I −RextI = 0 (4.37)
4.3.5. Consistent residual linearization
In the same manner as for the bulk problem, we apply again a NEWTON-RAPHSON
procedure with its corresponding consistent linearization.
Rk+1I = R
k
I + ∆RI = 0 (4.38)
Again, ∆RI is the following directional derivative with nnp being the total number of
nodes.
∆RI(ϕJ) =
nnp
∑
J=1
∂RI(ϕJ)
∂ϕJ
· ∆ϕJ =
nnp
∑
J=1
K I J · ∆ϕJ (4.39)
K I J =
∂RI(ϕJ)
∂ϕJ
features the stiffness matrix and can be separated into a bulk and an
interface part, K I J = KintI J + K
coh
I J . Regarding only the cohesive interface contributions
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to the stiffness matrix, we obtain the following result.
KcohI J =
nel
A
e=1
∫
Γ¯ el,d
N¯Γp [β Tϕ] N¯
Γ
p dA +
∫
Γ¯ el,d
N¯Γp [β Tn] ·
3
G · LΓp dA +
∫
Γ¯ el,d
N¯Γp T¯
c
[
H · LΓp
]
dA
=
nel
A
e=1
∫
γ¯el,d
N¯ΓpTϕ N¯
Γ
p da +
∫
γ¯el,d
N¯ΓpTn ·
3
G · LΓp da +
∫
γ¯el,d
N¯Γp t¯
c
[
H · LΓp
]
da
(4.40)
4.4. Constitutive equations
With the foregoing explanations, we set the stage for the following constitutive equa-
tions, with their detailed physical motivation. The main idea for the introduction
of cohesive tractions is the assumption that the material separation with its physical
implications like, e.g., micro-cracking, small-scale yielding, void initiation or broadly
speaking, any imaginable inelastic process, exclusively occurs in a small zone in front
of the crack tip. By applying this concept, one can conclude that the material degrada-
tion, prior the material separation, takes place in this restricted cohesive zone, whereas
the rest of the considered body is subjected to usual mechanic considerations, compare
figure 4.3. Therefore, the key assumption of the cohesive crack concept is that the in-
troduced crack surfaces are able to transfer the tractions within the cohesive zone of
the propagating cracks, see again figure 4.3. The idea goes back to BARRENBLATT [15]
who accounted for atomistic reaction forces during material separation processes and
furthermore, called this special range cohesive zone. Based on this approach DUG-
DALE [53] developed a cohesive model to account for lamellar plastic cohesive zones
in front of the crack tip, whereas especially HILLERBORG [90, 91] used the concept to
account for brittle failure in concrete. Since this cohesive concept is a very elegant tool
to merge all irreversible failure mechanisms into an arbitrary traction separation rela-
tion, it has been adopted for the modeling of failure by several authors. Especially, XU
& NEEDLEMAN [141, 212, 213, 214] have established the concept in a numerical frame-
work with interface elements for brittle and ductile failure, in a static and dynamical
framework. Moreover, we refer the interested reader to the works of DE BORST [42],
DE BORST et al. [43, 44], WELLS & SLUYS [205], MOE¨S & BELYTSCHKO [133], ZI &
BELYTSCHKO [215], GASSER & HOLZAPFEL [71, 70], MESCHKE & DUMSTORFF [130],
RUIZ et al. [168], MARFIA & SACCO [117, 118] or UNGER et al. [199].
Remark 4.4.1 (Bounded crack tip stresses) A particularly appealing aspect of cohesive
traction separation laws is that they provide bounded stresses at the considered crack tip. This
means that the critical traction value is prescribed at the crack tip and therefore, the aforemen-
tioned singular stress distribution disappears. Accordingly, with the use of cohesive traction
separation laws, we can account for the stresses in front of the crack tip to evaluate the status of
a cracked specimen.
Remark 4.4.2 (Initially rigid traction separation laws) There are different numerical ap-
proaches to include a cohesive traction separation law in a finite element framework. The main
difference concerns the desired adaptive introduction of discontinuities based on a chosen failure
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Figure 4.3.: Cohesive zone model: tractions are transferred via the fictitious discontinuity surface.
criterion. On the one hand, by knowing the crack path in advance either from experiments, or
inherently from the material structure, one can apply usual cohesive interface elements along
the chosen material separation. However, the connected traction separation law exhibits the
characteristic that with increasing opening deformation the cohesive tractions reach a maxi-
mum, then decrease and eventually vanish with complete decohesion. Accordingly, the con-
nected traction separation law requires an initially elastic behavior which leads to opening de-
formations prior to reaching the critical load, see, e.g., SIMONE [183, 182]. On the other hand,
to overcome this unphysical opening displacement, initially rigid traction separation laws have
been introduced, see, e.g., CAMACHO & ORTIZ [30] or ORTIZ & PANDOLFI [155]. These
initially rigid traction separation laws ensure that the opening displacement is zero until a crit-
ical stress threshold is reached. This means that in contrast to the standard interface elements,
the maximum of the cohesive tractions is achieved for a zero opening displacement and the trac-
tions decrease with increasing opening displacement. Therefore, they are more suitable for the
use within the presented discontinuous elements, see, e.g., MERGHEIM [125].
Cohesive zones for the modeling of fracture are usually formulated with at least two in-
dependent parameters, commonly the tensile strength ft as well as the fracture energy
G f , which determines the area under the corresponding traction separation curve. The
main aspect of the following part of this section is the formulation of initial traction
separation laws based on these cohesive zone parameters. These traction separation
laws specify brittle failure for different types of materials and provide the required
general tangent operators Tϕ and Tn, compare equation (4.31). In detail, we apply
two different exponential traction separation laws, where the first one is a isotropic
energy based referential formulation and the second one is a direct transversely iso-
tropic spatial formulation for the crack opening direction. Subsequently, we present a
direct spatial formulation in the opening direction based on a rational function and a
linear traction formulation for the sliding direction. Furthermore, we discuss the use of
traction formulations to avoid a possible overlap between the particular crack surfaces
and we consider loading and unloading processes.
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4.4.1. Energy based exponential formulation
First, we use the following referential cohesive interface potential functional, see also
MERGHEIM [125].
ψ¯c0 = G f
[
1− exp (− ft
G f
|[[ϕ]]| )] (4.41)
As mentioned before, ft is the maximum tensile strength and G f represents the cohe-
sive fracture energy. Next, we specify the referential cohesive tractions which obvi-
ously point in the direction of the jump in the deformation map.
T¯ c =
∂ψ¯c0
∂[[ϕ]]
= ft exp
(− ft
G f
|[[ϕ]]| ) [[ϕ]]|[[ϕ]]| (4.42)
Here, we use the derivative of the jump norm, compare appendix (A.12). We recall that
for traction separation laws, depending exclusively on the jump in the deformation
map, only the following tangent operator Tϕ =
∂t¯c
∂[[ϕ]]
is required.
β Tϕ =
∂T¯ c
∂[[ϕ]]
=
∂2ψ¯c0
∂[[ϕ]]2
β Tϕ = − f
2
t
G f
exp
(− ft
G f
|[[ϕ]]| ) [[ϕ]]|[[ϕ]]| ⊗ [[ϕ]]|[[ϕ]]|
+
ft
|[[ϕ]]| exp
(− ft
G f
|[[ϕ]]| ) [I − [[ϕ]]|[[ϕ]]| ⊗ [[ϕ]]|[[ϕ]]|
] (4.43)
With this tangent operator we finish the potential formulation of the traction separation
based on the exponential function.
4.4.2. Direct exponential opening traction formulation
Next, we formulate a direct exponential traction separation law for the opening dis-
placement direction, see also WELLS [204], WELLS & SLUYS [205], DE BORST et al. [44],
REMMERS et al. [164] and, e.g., JA¨GER et al. [102] or MERGHEIM et al. [127]. The main
advantage of this formulation is the flexibility regarding the adaption of the consid-
ered softening behavior independent of the sliding behavior. This different behavior
of opening and sliding direction can be verified by many experiments. This is evident,
especially, if we think of the modeling of friction in the sliding direction. The traction
formulation is given as follows.
t¯cn = ft exp
(− ft
G f
|[[ϕn]]|
)
n¯ (4.44)
We use a spatial formulation, however, a referential formulation, similar to the poten-
tial based approach, is likewise possible. Then, we specify the required two tangent
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operators.
Tϕ = − f
2
t
G f
exp
(− ft
G f
|[[ϕn]]|
)
n¯⊗ n¯
Tn = − f
2
t
G f
exp
(− ft
G f
|[[ϕn]]|
)[
n¯⊗ [[ϕ]]− G f
ft
I
] (4.45)
Here, we recall that |[[ϕn]]| = [[ϕ]] · n¯.
4.4.3. Direct rational opening traction formulation
It is desirable to have more options in the softening description as in the foregoing
exponential format. The first option regards the initial tangent operators. We will
later see that due to the bilateral contact traction formulation, to avoid an overlap-
ping of the partial crack surfaces, we inherently observe a jump in the traction sep-
aration law itself. It is therefore suitable to introduce a transversely isotropic trac-
tion separation law t¯c([[ϕn]], n¯), with zero initial slope with respect to |[[ϕn]]|. This
initial slope can facilitate the transition from the contact range for |[[ϕn]]| < 0 to the
softening part |[[ϕn]]| ≥ 0 in a smooth sense, compare remark 4.4.5. Moreover, we
require a numerical parameter which influences the kind of softening behavior of
the traction separation law, to fit the constitutive equation to certain experiments.
Therefore, we propose the following direct traction separation law formulation mo-
tivated by the LENNARD-JONES rational pair potential. We start with the basis t¯c =
ft
[
−1
[ |[[ϕn]]|
a
+ 1
]−p
+ 2
[ |[[ϕn]]|
a
+ 1
]−q]
, with t¯c = t¯c n¯. If we choose q =
p
2
, we
obviously ensure an initial zero slope with respect to |[[ϕn]]|. Furthermore, for p > 2 the
function is uniquely integrable and a =
G f [2− 3p + p2]
f t [−2 + 3p] , with claiming
∫ ∞
0
t¯cd|[[ϕn]]| =
G f . Thus, we obtain the following traction separation relation with ft and G f being the,
broadly speaking, usual cohesive parameters and p being an additional numerical pa-
rameter to control the kind of softening behavior of the traction separation law.
t¯c = ft
[
−1
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p
+ 2
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p
2
]
n¯ (4.46)
Next, we express the required tangent operators for the finite element formulation.
Tϕ = ft p
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p−1 [ ft [−2 + 3p]
G f [2− 3p + p2]
]
n¯⊗ n¯
− ft p
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p
2 −1 [ ft [−2 + 3p]
G f [2− 3p + p2]
]
n¯⊗ n¯
(4.47)
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Tn = ft p
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p−1 [ ft [−2 + 3p]
G f [2− 3p + p2]
]
n¯⊗ [[ϕ]]
− 1 ft
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p
I
− ft p
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p
2 −1 [ ft [−2 + 3p]
G f [2− 3p + p2]
]
n¯⊗ [[ϕ]]
+ 2 ft
[
1 +
ft [−2 + 3p] |[[ϕn]]|
G f [2− 3p + p2]
]−p
2
I
(4.48)
We emphasize that a potential based traction formulation is likewise possible with the
present format by substituting |[[ϕn]]| with |[[ϕ]]| as well as n¯ with [[ϕ]]|[[ϕ]]| . However, as
explained before, we prefer the direct formulation in the opening displacement direc-
tion.
4.4.4. Direct linear sliding traction formulation
In this subsection, we take into account the constitutive formulation of the tractions in
the sliding direction. In general, one constitutive description of the tractions is suffi-
cient to capture a possible softening behavior and to ensure bounded stresses at the
crack tip. However, the preferred split in opening and sliding direction allows us
the additional use of a constitutive traction formulation in tangential direction. Ac-
cordingly, dependent on the actual problem, one can decide whether a description in
opening direction is sufficient or not. We will later clarify by means of representa-
tive numerical examples that for many circumstances additional sliding descriptions
are not imperative. Therefore, we use a very simple constitutive relation for the sake
of completeness. We apply a direct linear spatial formulation independent of the ob-
served opening displacement. In detail, if the tangential jump arises, we will apply the
following traction vector proportional to the tangential interface stiffness Et.
t¯ct = Et [[ϕt]] (4.49)
Subsequently, we obtain the following additional tangent operators for the sliding di-
rection.
Tϕ = Et
[
I − n¯⊗ n¯]
Tn = −Et
[
n¯⊗ [[ϕ]] + |[[ϕn]]| I
] (4.50)
We mention that there are several different formulations for the tangential direction.
We refer among others to REMMERS [163] for a linearly decreasing formulation. For an
exponentially decreasing formulation we recommend the works of XU AND NEEDLE-
MAN [212, 213] or WELLS & SLUYS [205]. Additionally, for the coupled consideration
of normal and tangential observations to account for frictional contact we refer to, e.g.,
DOLBOW et al. [49] or RIBEAUCOURT et al. [166].
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Remark 4.4.3 (Total scalar crack opening displacement) There are many works which
use a total scalar crack opening displacement, i.e., δ = |[[ϕn]]| +ω |[[ϕt]]|. This allows the
use of only one traction separation law for the combined opening and tangential direction but
requires the weighting factor ω between the opening and the sliding influence. For a more
elaborated derivation, we refer to, e.g., RUIZ et al. [168], MESCHKE & DUMSTORFF [130],
MOLINARI et al. [135], UNGER [199].
4.4.5. Direct linear contact traction formulation
Now, we take into account for avoiding bilateral overlapping between the separating
crack surfaces. Accordingly, we have to distinguish between the range of |[[ϕn]]| ≥ 0
and for the values |[[ϕn]]| < 0, to decide whether a traction separation law has to be
used or a possible overlap has to be avoided. We mention that this overlapping occurs
frequently during a certain crack propagation simulation, usually directly in front of
the crack tip when a discontinuous element is adaptively introduced. Therefore, we
apply the following direct penalty traction formulation to avoid the possible overlap.
t¯ct =
Ec
Lel0
|[[ϕn]]| n¯ (4.51)
This linear increasing penalty traction formulation depends on the contact stiffness Ec
and the finite element length Lel0 , with V
el
0 being the referential finite element volume.
This factor ensures that the penalty stiffness rises with decreasing mesh size which
leads to avoiding overlapping with rising number of degrees of freedom. One can like-
wise choose the spatial finite element length lelt , however, this is unessential regarding
the desired result and it requires a linearization since the spatial finite element length
changes during a computation. Now, we specify the required tangent operators.
Tϕ =
Ec
Lel0
n¯⊗ n¯
Tn =
Ec
Lel0
[
n¯⊗ [[ϕ]] + |[[ϕn]]| I
] (4.52)
Remark 4.4.4 (Non-symmetric stiffness matrix) Usually the use of direct traction for-
mulations, depending on the jump term and the spatial normal vector, leads to a non-symmetric
cohesive stiffness matrix, compare equation (4.40). In contrast, the energy based formulation
provides a fully symmetric cohesive stiffness matrix. However, by applying a bilateral con-
tact traction formulation, a split in normal and tangential directions is always necessary. This
means that the energy based traction separation law, in combination with bilateral contact for-
mulations, also provides a non-symmetric cohesive stiffness matrix.
Remark 4.4.5 (Convergence behavior) We emphasize that by using initially rigid trac-
tion formulations for opening displacements, combined with the use of contact formulations,
usually a discontinuity occurs in the traction separation law itself. Obviously, this influences
the numerical solution, especially, the convergence behavior for jump terms nearly equal to zero.
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Figure 4.4.: Left: loading and unloading scheme for standard softening behavior. Right: loading and
unloading to the origin for softening with provision for damage behavior.
At the worst, this leads to oscillating residuals and might prevent complete convergence. How-
ever, there are certain possibilities to ensure a stable, converging computation. As an ad hoc
approach, we can apply a numerical perturbation of the opening displacement |[[ϕn]]|. More-
over, we can accept a small error zone to connect the two independent constitutive traction
formulations for softening and contact behavior. This ensures the C0-continuity of the consid-
ered traction separation law. Furthermore, this approach can be extended in a smooth sense, to
ensure C1-continuity of the traction separation relation. By using this kind of a C1-continuous
smoothing formulation the rational traction formulation, with its zero initial slope, can be very
helpful. Obviously, this formulation facilitates the determination of a smooth connecting func-
tion. An elaboration of this special topic can be found in AREIAS & RABCZUK [8].
4.4.6. Loading and unloading processes
Generally, the main interest in fracture analysis is the determination of the failure ori-
gin and the question whether the considered crack grows or is in stable equilibrium.
Therefore, in experiments and in numerical simulations one is mainly interested in this
certain loading case. Fatigue fracture analysis is an exception, since one is interested
in a certain number of loading and unloading cases. Accordingly, it seems at a first
glance that loading and unloading processes can be neglected by focussing on one cer-
tain loading case. However, this holds only for the modeling of single opening cracks.
For multiple crack propagation simulations, particular cracks can be unloaded. This
means that an internal history variable is needed to specify the material degradation
within the cohesive zones. Therefore, we briefly discuss the treatment of unloading
and reloading processes for cohesive traction separation laws. More detailed deriva-
tions based on the idea of continuum damage formulations by SIMO & JU [180, 181],
can be found among others in AREIAS & BELYTSCHKO [4], GASSER [69], GASSER &
HOLZAPFEL [70], MARFIA & SACCO [118], COMI et al. [37], or ORTIZ PANDOLFI [155].
For a concise notation, we introduce a general jump measure δc. This measurement
is equal to the opening displacement for traction separation laws with split in normal
and tangential direction, δc = [[ϕn]]. Furthermore, it describes the complete jump for
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the potential based traction separation formulation, δc = [[ϕ]]. Next, we introduce a
internal history variable |δcmax| = max(|δcmax| , |δc|), which is equal to the maximum
displacement jump in the history of the loading process. Then, we define the rate in-
dependent loading function κc = |δc| − |δcmax|. This loading function is equal to zero
if |δcmax| is determined by the actual jump norm |δc| and κc < 0, otherwise. With this
definitions, we define the following traction separation law allowing unloading and
reloading processes to the origin.
t¯c = softening if κc = 0
t¯c = ft
δc
|δcmax|
if κc < 0
(4.53)
Here, the softening label in (4.53) stands for a particular traction separation law.
4.5. Implementation aspects
Within this section, we discuss certain implementation aspects. The first aspect regards
the numerical integration. Further on, we consider the important issue of imposing
boundary conditions and we briefly discuss the principal stress based failure criterion.
Finally, we combine the algorithmic details of the former chapter with the currently
presented ones and clarify the whole computation procedure by means of a detailed
algorithmic flowchart.
4.5.1. Numerical integration
For the computation of the cohesive residual (4.36) and for the computation of the
cohesive stiffness matrix (4.40) a surface integration is required. In the same man-
ner as for the volume integration in the foregoing chapter, we express this integration
for a general function [•](X). Since we defined the crack surface to be flat, we per-
form a standard two-dimensional integration. We introduce the following unit area
domain Γ el , compare figure 4.5. Now, we perform a mapping X(ζ) of the crack surface
intersection points on this unit area domain, with det(Jel(X(ζ)))= det(
∂x(ζ )
∂ζ
) being
the required JACOBIAN. Now, we apply the following standard numerical integration
scheme, with ngp being the number of GAUSS quadrature points.∫
Γ¯ el
[•](X)dΓ¯ el =
∫
Γ¯ el
[•](X(ζ))det(Jel(X(ζ)))dΓ¯ el =
ngp
∑
i=1
[•](ζ i)det(Jel(ζ i))αi (4.54)
In general, we use three integration points for the triangular crack surface and four
integration points for the quadrilateral crack plane.
Remark 4.5.1 (Integration accuracy) The particular traction separation law for the soft-
ening behavior is an exponential or rational function, respectively. Therefore, the use of more
quadrature points as well as a systematical accuracy elaboration could be reasonable. Within
this work, we have not focused on this issue of integration accuracy. However, this numerical
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Figure 4.5.: Local crack surface coordinates in unit configuration for subdivided tetrahedral elements.
integration is comparable to the integration of standard interface elements and we refer to, e.g.
SCHELLEKENS [173], SCHELLEKENS & DE BORST [174]. Furthermore, for a comparison of
interface elements with the strong discontinuity approach, we refer to SIMONE [183].
4.5.2. Boundary conditions
Since we consider softening structural responses within the numerical simulations,
special solution methods are required to avoid possible snapping behavior. Within
this work, we apply only incrementally imposed DIRICHLET boundary conditions of
suitable size, to capture the desired softening responses. For the accuracy of DIRICH-
LET boundary conditions within fracture simulations and their influence on the con-
vergence behavior, we refer to MOE¨S et al. [132]. Moreover, for an overview of nu-
merical solution techniques regarding imposing NEUMANN boundary conditions and
the treatment of snapping behavior in structural responses, we propose the works of
REMMERS [163] and GEERS [76, 74].
4.5.3. Failure criterion
We recall that the introduction of cohesive tractions leads to bounded stresses at the
crack tip, compare remark 4.4.1. Therefore, we can use a failure criterion based on the
stresses in front of the crack tip. We use a principal stress based RANKINE criterion to
determine the critical stress state. We compute the eigenvalues of the CAUCHY stress
tensor σ = ∑3i=1 λσi nσi ⊗ nσi . Then, if the largest positive eigenvalue λσmaxi > 0 exceeds
the tensile strength, a discontinuity is adaptively introduced in the finite element. This
issue is mentioned here for the sake of comprehensibility. A more detailed elaboration
also considering the crack propagation direction will be given in the next chapter about
crack tracking algorithms. Accordingly, for the numerical examples within this chap-
ter, we restrict ourselves to situations with predetermined crack propagation direction.
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4.5.4. Algorithmic flowchart
Now, we focus on a complete algorithmic overview for the adaptively introduced dis-
continuous finite elements, with its corresponding management of the complex geom-
etry data, the failure criterion and the use of cohesive traction separation laws. For the
sake of clarity, this complete operation is illustrated by means of a flowchart, compare
figure 4.6. For a better understanding of the flowchart, we recall that the body B is
decomposed in nel finite elements, containing ncel continuous ones and n
d
el discontinu-
ous ones. Moreover, we recapitulate that the stiffness matrices for the discontinuous
elements are separated into the internal Kint,dI J and the cohesive part K
coh,d
I J , compare
equations (3.23) and (4.40). Additionally, the calculation of the stresses contains the
mentioned projection on the element nodes. The part of the crack path tracking is high-
lighted in gray since we will restrict the algorithmic description in the next chapter on
this highlighted part. Next, we take into account the current set of crack tip elements.
To avoid a crack extension search over the entire number of elements, potentially new
crack tip elements are stored in a list of active crack tip elements. This set of active
crack tip elements is then updated continuously, by checking the direct neighbors of
the active crack tip elements. Furthermore, this set of crack tip elements is initially
predefined. Then if the actual failure criterion is violated for one of this current crack
tip elements, we apply the geometry handling. This requires the introduction of addi-
tional nodes, the update of the crack tip elements and the handling of crack tip front
nodes, to ensure the geometric property of a crack tip. Finally, the crack geometry has
to be extended, which requires the computation of the crack surface intersection points
with its corresponding unit mappings and JACOBIANS.
4.6. Numerical Examples
In contrast to the latter chapter, where only stationary cracks are considered, we now
consider the simulation of propagating cracks. We perform two delamination peel
tests, with predefined crack path, to illustrate the discussed traction separation rela-
tions.
4.6.1. Symmetric bilateral peel test
The first example is the classical symmetric bilateral peel test which has been stud-
ied extensively in the related literature, for two as well as for three-dimensional crack
propagation, see, e.g., KUHL et al. [98], MERGHEIM & STEINMANN et al. [128], WELLS
[204], DE BORST [43, 44], AREIAS et al. [7], MANZOLI et al. [116], or REMMERS et al.
[164]. A cantilever beam with a length of 10[mm] and a cross section of 1[mm2] is
fixed on one side, whereas a displacement is imposed on the upper and lower edge
of the other side, compare figure 4.7. The displacement is imposed in 200 incremen-
tal load steps of 0.04[mm], until a deformation of 8[mm] is reached. The specimen is
discretized with 2250(816 nodes), 3750(1116 nodes) and 6250(1836 nodes) structured
finite elements, compare figure 4.7 for the discretization with 6250 elements. The mate-
rial parameters are chosen as λ = 2777.80[N/mm2] and µ = 4166.70[N/mm2], which
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Figure 4.6.: Algorithmic flowchart of finite element based failure algorithm.
is equal to E = 10000[N/mm2] and ν = 0.2[-]. The material parameters for the co-
hesive zone model are ft = 200[N/mm2], G f = 100[N/mm], p = 4 for the rational
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Figure 4.7.: Top left: Geometric dimensions [mm] and loading. Center left: Discretization with 6250
structured finite elements. Others: Load displacement response F[N] versus u[mm] for the different
traction separation formulations.
cohesive traction separation law and Ec = 1000000[N/mm2]. The sliding parame-
ter is Et = 0[N/mm2] because obviously, the jump inherently points in the opening
direction, which supersedes the use of tangential tractions. We emphasize that the ma-
terial parameters are chosen to compare the results to the related literature and not to
a certain material or experiment. The crack is initialized in the middle of the beam, as
depicted in the geometry description and the smooth peeling of the two layers during
the ongoing crack propagation is clearly illustrated in figure 4.8. The deformation is
symmetric as expected, due to the symmetry of the problem and accordingly, the nor-
mal vector of the fictitious discontinuity surface does not change during ongoing crack
propagation.
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Figure 4.8.: Contour plot series of principal stress σ11 [N/mm2] for the symmetric bi-lateral peel test
discretized with 6250 structured finite elements and the direct exponential traction separation law
formulation.
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Thus, the dependence of the different traction separation laws on the fictitious normal
vector is negligible, which leads to equivalent load displacement responses for the en-
ergy based and the direct exponential traction formulation, compare figure 4.7. It is no-
ticeable that the load displacement response for the discretization with 2250 elements
is overestimated and also the post peak behavior shows mentionable differences. The
main reasons is the used failure criterion, the elements in front of the crack tip are too
large to capture the occurring large stress gradients correctly. Broadly speaking, the
smeared stresses in the large elements are smaller which leads to occurring later fail-
ure. Accordingly, the comparison of the three different traction separation relations is
illustrated for the discretization with 6250 elements.
4.6.2. Non-symmetric unilateral peel test
Next, we analyze the non-symmetric bilateral peel test. We peel off the top layer of the
specimen while the bottom layer is fixed, compare figure 4.9. For comparative analysis
of this benchmark we refer among others to KUHL et al. [98], MERGHEIM & STEIN-
MANN et al. [128], JA¨GER et al. [102], WELLS [204] or REMMERS et al. [164]. Apart
from the boundary conditions, the illustrated displacement is imposed in 120 incre-
mental load steps of 0.08[mm] until a deformation of 9.6[mm] is reached, the three
analyzed discretizations are similar to the previous example. The material parame-
ters are almost the same, only the fracture energy differs, G f = 50[N/mm], and the
stiffness for the sliding direction is chosen as Et = 100[N/mm2] for the direct traction
formulations. In contrast to the symmetric peel test, this example is chosen because
the fictitious discontinuity surface undergoes significant rotations. Hence, this exam-
ple is used to elaborate the correctness of the consistent linearization of the cohesive
residual. We mention, without further illustration that the computations exhibit the de-
sired quadratic convergence in the sense of the used NEWTON-RAPHSON procedure.
Moreover, figure 4.10 illustrates the contour plots of the stresses at selected stages of
the simulation. Similar to the previous example, the crack opens progressively and a
smooth peeling can be observed. Figure 4.9 elaborates the structural responses for the
different traction separation relations. Again the discretization with 2250 elements is
to coarse to capture the failure process appropriately, whereas the finer meshes render
likewise identical results. However, also the structural responses of the finer meshes
exhibit a non-vanishing zig-zag characteristic behavior. This is substantiated by the
chosen failure criterion. This means that the predefined crack path is, in contrast to the
former symmetric example, not concordant to the preferred crack path, determined
by the failure criterion. This preferred crack path tends to the top of the specimen.
However, this not important since this example fulfills the required benchmark pur-
poses. More important is the difference between the illustrated traction separation
relations. As one can observe, the direct exponential formulation exhibits the maxi-
mum peak load, whereas the rational formulation shows the lowest one due to the
chosen numerical parameter. The peak load of the potential based approach, which
regards for tractions in jump direction, is situated between the aforementioned results.
Additionally, the potential based approach exhibits only softening behavior whereas
the other two approaches features a further rising in the structural response.
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Figure 4.9.: Top left: Geometric dimensions [mm] and loading. Center left: Discretization with 6250
structured finite elements. Others: Load displacement response F[N] versus u[mm] for the different
traction separation formulations.
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Figure 4.10.: Contour plot series of principal stress σ11 [N/mm2] for the non-symmetric bi-lateral peel
test discretized with 6250 structured finite elements and the direct exponential traction separation law
formulation.
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This is substantiated by the additional use of the tangential interface stiffness Et, which
provides a traction contribution in loading direction independent of the cohesive pa-
rameters G f and ft. This is the main difference to the potential based approach and
the mentioned approaches from the related literature, where a total crack opening
measure depending on the opening and the relative displacement is introduced. Fi-
nally, we mention that we have presented the cohesive crack concept, which allows
the mesh-independent computation of propagating cracks by means of the presented
discretization scheme.
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5.1. Motivation
The description and the computation of the current crack surface, based on the actual
status of the considered body, is the key issue of the following chapter. We empha-
size that in a two-dimensional finite element setting the geometrical description of the
crack surface is only a line. Accordingly, tracking the crack path is a unique procedure
and its algorithmic realization is more or less straightforward. Once a finite element
is identified to fail, usually based on the presented principal stress based failure crite-
rion, the crack extends from a neighboring crack point on the particular element edge
in the desired direction. While this procedure always renders a unique and smooth
C0-continuous failure representation in two-dimensional analysis, it usually yields a
non-smooth failure representation in a fully three-dimensional setting.
Recent attempts in the literature have addressed the issue of crack propagation in
three-dimensions. For mesh-adaptation or computations with mesh refinement we
refer to, e.g., ASKES & SLUYS [12], SCHO¨LLMANN et al. [176], or BUCHOLZ et al.
[27]. Three-dimensional computations with interface elements are given, e.g., by RUIZ
et al. [168] or ORTIZ [155], whereas simulations containing embedded discontinu-
ities can be found in, e.g., OLIVER et al. [154, 153, 152], SANCHO et al. [171], or
MOSLER & MESCHKE [140]. Moreover, for applications with the extended finite ele-
ment method we refer to AREIAS & BELYTSCHKO [4], BORDAS & MORAN [25], GASSER
& HOLZAPFEL, [71, 70, 72, 73], GRAVOUIL et al. [80], MOE¨S et al. [134] or SUKU-
MAR et al. [194, 193]. Furthermore, boundary element applications can be found in
KOLK & KUHN [109, 110], for completely meshfree methods we refer to RABCZUK et
al. [161, 159, 160] and a first three-dimensional attempt with the presented discretiza-
tion scheme is given by MERGHEIM et al. [128].
In the following, based on our works, JA¨GER et al. [102, 100], we present five of the
most common approaches to track crack surfaces within a three-dimensional finite ele-
ment setting. We compare the particular approaches by means of common quality
measures such as robustness, stability, efficiency, computational cost and crack surface
continuity. Prior to discussing these approaches we elaborate the principal stress cri-
terion for brittle materials more detailed than in the previous chapter. Thereby, we
also introduce the computation of average stress and strain measures, see, e.g., WELLS
& SLUYS [205], WELLS et. al. [207] or MERGHEIM et al. [127] for two-dimensional
problems, GASSER & HOLZAPFEL [71] or MERGHEIM [125] for three-dimensional prob-
lems and for average strain measures, e.g., GRASSL & JIRASEK, [79] or JIRASEK [104].
Then we discuss the so called fixed tracking algorithm for which, similar to computa-
tions based on classical interface elements, the crack path has to be known a priori. A
slightly more complicated approach is the local tracking algorithm, which can be inter-
preted as the three-dimensional generalization of cracking in two-dimensional failure
analysis. Here, based on the idea of AREIAS & BELYTSCHKO [4], the current crack
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plane, depending on the failure criterion, is adjusted with the help of the neighbor-
ing crack points. However, in case of too many neighboring points the computation
of the adjusted crack plane can be over-determined. Afterwards, we present a non-
local tracking strategy which is able to remedy this over-determination. By averag-
ing the crack plane normal over a certain neighborhood, GASSER & HOLZAPFEL [72]
ensure that the generated failure surface is smooth in average, see also GASSER [69]
and FEIST & HOFSTETTER [63]. However, as for all non-local averaging techniques,
this concept is not really tailored to the modular element-wise nature of finite element
analysis. Although theoretically elegant, it is rather cumbersome to include it into ex-
isting finite element codes. Subsequently, we present an extremely elegant and yet
very powerful strategy that circumvents nearly all of the deficiencies above. This so
called global tracking scheme was introduced recently by OLIVER et al. [153, 152] and
SAMANIEGO [169]. Furthermore, this concept is currently also used, as far as we know,
by CHAVES [57], DUMSTORFF & MESCHKE [55], CERVERA & CHIUMENTI [32], FEIST
& HOFFSTETTER [62, 61]. It provides a finite element specific solution to the prob-
lem of kinematical crack characterization as it introduces an additional field of scalar
valued or level set unknowns that in particular define one or multiple crack surfaces.
Arbitrarily shaped crack surfaces can thus be described in a completely smooth and
stable manner, however, at the cost of solving an additional partial differential equa-
tion. Since it is neglected in most of the related literature, we further discuss the initial
boundary conditions for the additional field as the key feature for this global tracking
approach, see, e.g., JA¨GER et al. [99, 101]. Then we illustrate the level set approach for
the sake of completeness. This approach describes the crack surfaces and the current
crack front with two independent scalar valued level set functions based on the level
set theory for moving interfaces, see, e.g., SETHIAN [178]. Thereby, the description of
the complete crack is reduced to a certain region around the current crack front and
the evolution of the crack surface requires the knowledge of the current crack front ve-
locity. Applications and formulations for fracture simulations combined with the level
set approach can be found, e.g., in BELYTSCHKO et al. [19], CHESSA & BELYTSCHKO
[33], STOLARSKA et al [192], BORDAS & MORAN [25], MOE¨S et al. [134], GRAVOUIL et
al. [80] or SUKUMAR et al. [193].
Finally, we clarify the assets and drawbacks of the presented approaches by means of
an illustrative benchmark. We discuss a rectangular block under two different loading
scenarios to provide a straight planar crack segment and a curved crack situation.
5.2. Crack Propagation
We recall that throughout a discontinuity computation we usually impose the initial
position of the crack by specifying a certain number of initial crack tip elements and
the accurate position within these elements. From there on, the actual set of crack tip
elements is computed and updated dynamically by checking the direct neighbors of
the considered crack tip element as mentioned in chapter 4. Accordingly, the next crit-
ical task is the determination of the direction in which the discontinuity is extending.
Therefore, we firstly take into account for the principal stress based failure criterion.
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Afterwards, we consider a first elementary geometrical description of the total crack
surface based on the result of the principal stress based failure criterion and a single
point to characterize the connection to the next finite element. Furthermore, we ex-
plain the arising non-uniqueness of this kind of crack surface description in a three
dimensional framework and its inherent emerging problems for the crack path track-
ing connected to the applied discontinuous discretization scheme.
5.2.1. Failure criterion
The main idea of the RANKINE criterion is the assumption that the considered material
is characterized by two mechanical properties, the tensile strength ft and the compres-
sion strength fc. Then, material failure occurs if the maximum principal stress exceeds
one of these mechanical properties. Accordingly, the failure criterion requires the com-
putation of the principal stresses by solving the following eigenvalue problem for the
CAUCHY stress tensor σ · nσi = λσi nσi which results in the decomposition of the stress
tensor in its eigenvectors and corresponding eigenvalues.
σ =
3
∑
i=1
λσi n
σ
i ⊗ nσi failure if:
{
λσmaxi > ft
λσmaxi < − fc
(5.1)
The corresponding failure surface in the space of principal stresses is equal to the sur-
face area of a cube, see among others GROSS & SEELIG [81]. Since compression failure
is usually accompanied with shattering or bursting of the material, we restrict our fur-
ther considerations to tensile dominated failure. Thus, we allow for failure only if the
largest positive eigenvalue λσmaxi > 0 exceeds the maximum tensile strength ft. Fur-
thermore, the eigenvector nσmax related to the maximum eigenvalue λσmaxi determines
the spatial crack propagation direction ncrk = nσmax . Finally, the referential crack prop-
agation direction is given by applying NANSON’s formula Ncrk = 1J F
t · ncrk.
Remark 5.2.1 (Adaptive discontinuity introduction) We emphasize that during the adap-
tive introduction of the discontinuity the current element is a continuous element in front of
the actual crack tip. Thus, J and F are the deformation gradient and the JACOBIAN introduced
in chapter 2. Furthermore, the referential crack normal Ncrk is then constant and facilitates the
unique fragmentation of the now discontinuous element. The spatial normal of the fictitious
crack surface during ongoing crack propagation is then provided by applying NANSON’s for-
mula onto the referential crack normal Ncrk for the particular loading state. This means that
we use the average deformation gradient F¯ of the fictitious spatial crack surface γ¯ for the now
discontinuous element.
5.2.2. Crack surface description
Once the direction of crack propagation is known from the evaluation of the failure cri-
terion, an appropriate geometrical representation of the crack surface in three dimen-
sions is needed. We further remind that we apply a linear approximation of the defor-
mation field and accordingly, the crack surface is represented by piecewise planar tri-
angles and quadrilaterals in the reference configuration. Thus, in a three-dimensional
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Figure 5.1.: Unique discontinuity connecting point Xcrk for the two-dimensional case and averaged con-
necting point Xcrk depending on the adjacent cracked element edges Xed for the three-dimensional case.
finite element setting, the orientation of an element discontinuity is defined by the
mentioned reference normal vector Ncrk and a single point Xcrk to characterize the con-
nection to the next element discontinuity. In contrast to two-dimensional problems,
where this point Xcrk is always uniquely defined by the previous cracked finite ele-
ment, this is not the case for three-dimensional problems, see figure 5.1. Therefore, we
firstly adopt the procedure of GASSER & HOLZAPFEL [71] and define the point Xcrk as
the average of the pictured crack points X edi , i.e., the midpoints of all adjacent cracked
element edges i = 1, .., ned.
Xcrk =
1
ned
ned
∑
i=1
X edi (5.2)
Accordingly, we define a first possible crack propagation transfer within the discrete
finite element setting in three dimensions. However, a major problem occurs since
this introduced crack surface description leads to possible non-smooth failure surfaces
which requires the development of crack tracking algorithms.
5.3. Crack tracking
For practically relevant applications non-smooth failure surfaces are undesirable be-
cause of potential crack bifurcations for large crack deviation angle and possible am-
biguities for the introduction of the additional degrees of freedom, we will specify this
issue in remark 5.3.1. Therefore, we essentially need to identify powerful tracking al-
gorithms to obtain almost smooth or at best fully smooth representations of the crack
surface. In the following we systematically review the most common tracking strate-
gies for three-dimensional crack propagation. We perform a systematic comparison
in terms of standard algorithmic quality measures such as mesh-independency, effi-
ciency, robustness, stability and computational cost. Moreover, we discuss more spe-
cific issues such as crack path continuity and integrability in commercial finite element
codes.
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Figure 5.2.: Stress averaging sphere around the crack tip element introducing the set I of all integration
points ip within the sphere.
5.3.1. Fixed tracking
The easiest way to achieve fully smooth or at least C0-continuous crack surfaces is the
use of a predefined crack plane. The delamination examples of the former chapter
have shown that this kind of crack path tracking can successfully be used when the
failure surface is a priori known. Typical examples of predefined failure surfaces are
welded interfaces between substructures of the same material or joining zones between
substantially different materials. Additionally, more complicated crack surfaces can be
likewise imposed if the path is known either from the specimen geometry or from
experiments. However, the aim is to perform fracture simulations which provide the
crack propagation direction depending on the current state of the considered specimen.
Hence, we usually abstain from using the fixed tracking algorithm to capture the crack
path.
5.3.2. Average and weighted stress computation
A first attempt to avoid the occurring spurious crack path oscillations of the crack plane
normals, which leads to the non-smooth description of the complete crack surface, is
the use of non-local average strains or non-local average stress measures. Therefore,
according to the literature, we assume a non-local zone around the current crack tip
which is responsible for the crack propagation direction, see, e.g., WELLS & SLUYS
[205], WELLS et. al. [207], MERGHEIM et al. [127], MERGHEIM [125] or GASSER &
HOLZAPFEL [71]. We define a sphere with radius Rσ around the actual crack tip of the
considered finite element, see figure 5.2. Typically Rσ is chosen to be two to four times
the characteristic finite element length Lel0 =
3
√
Vel0 , introduced in the former chapter.
We further denote the distance between j-th integration point ip within the sphere and
the current discontinuity tip with Ripj , compare again figure 5.2. Then, we define V
ip
the referential element volume related to the j-th integration point ip and introduce
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the set I of all integration points nip within the non-local averaging sphere.
I =
{
j ∈ {1, .., nip} | Ripj < Rσ} (5.3)
This set I is divided into two disjoint subsets I = Iσ ∪ In, where Iσ contains the
integration points of the un-cracked elements and In the integration points of the
cracked elements in I . Furthermore, we define the total number of connected inte-
gration points with nσ = card (Iσ) and nn = card (In). We then compute the non-local
stress tensor σ˜ as the following expression.
σ˜ =
1
∑
k∈Iσ
V ipk
∑
j∈Iσ
V ipj σ j (5.4)
Here, the used index j indicates that the stress tensor corresponding to the j-th un-
cracked finite element is multiplied by its connected volume V ipj . For the sake of com-
pleteness, we mention that most of the related works further multiply the non-local
stress with a certain weight function, depending on the distance to the current crack
tip, see, e.g., REMMERS [163] or WELLS & SLUYS [205]. However, we follow GASSER
& HOLZAPFEL [72] and use only a volume averaging procedure. We emphasize that
the use of this non-local stresses can obviously exhibit undesired results close to the
boundary of the considered geometry. Additionally, a non-local formulation is also
possible for strain measures, see, e.g., FEIST & HOFSTETTER [62] and in conjunction
with non-local damage, e.g., GRASSL & JIRASEK [79] or JIRASEK [104]. Next, we com-
pute the eigenvector decomposition of the average CAUCHY stress tensor in the same
manner as for the usual principal stress based failure criterion.
σ˜ =
3
∑
i=1
λσ˜i n
σ˜ ⊗ nσ˜ failure if:
 λσ˜maxi > ftλσ˜maxi < − fc (5.5)
Accordingly, the non-local eigenvector n˜σ˜max related to the maximal eigenvalue λσ˜max
determines the crack propagation direction. Moreover, following practice in the re-
lated literature, we restrict the crack deviation angle θcrk between the current crack
tip element and the average normal vector of the sphere, compare, e.g., GASSER &
HOLZAPFEL [72]. However, this is only an ad hoc attempt to avoid unphysical crack
bifurcations and spurious turning of cracks due to the non-smooth description of the
complete crack surface. This crack deviation restriction requires the computation of the
following average normal vector n˜n of all integration points nn of the cracked elements
within the set In.
n˜n =
1
nn ∑i∈In
ncrki (5.6)
Technically speaking, we determine the spatial crack propagation direction of the con-
sidered j-th crack tip element according to the following crack deviation angle condi-
tion.
ncrkj =
 n˜σ˜maxj if θcrk < θcritn˜nj if θcrk ≥ θcrit with cos(θcrk) = n˜n · n˜σ˜maxj (5.7)
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The critical crack deviation angleθcrit is usually chosen toθcrit = pi/6 orθcrit = pi/4, for
the exclusive use of the average stress criterion.
Validation and implementation comments
Remark 5.3.1 (Continuity) The average stress computation, is only an ad hoc attempt to
avoid spurious crack path oscillations in the field of crack plane normal vectors. Indeed, it pro-
vides a smoothing of the total crack surface depending on the chosen radius of the sphere Rσ .
This smoothing, in combination with the crack deviation criterion, is helpful to avoid big or
remarkable jumps between particular element discontinuity patches. But obviously, it can not
ensure a continuous or at least almost continuous description of the total crack surface. This is
an important problem, especially, using the present discontinuous discretization scheme. The
main problem occurs, if a discontinuity patch of a certain element strikes the vicinity of an
element node and the element patch of the neighboring element also strikes the vicinity of the
element node, however, from the opposite side because of a possible jump between these element
patches. In this case, the mentioned jump at the element edges impedes the unique introduction
of the additional node with its classification of its orientation to the B+0 or B−0 side of the dis-
continuity. This is an essential drawback of the present approach compared with the mentioned
extended finite element method. For the latter approach this situation is handled by enhancing
only the nodes which are not stricken from the discontinuity patch, recall that the standard ex-
tended formulation is based on enhanced jump degrees of freedom and compare, e.g., SUKUMAR
& PRE´VOST [195] for the so called area criterion. Clearly, this non-enrichment of the consid-
ered node facilitates also the situation that one of the element discontinuity patches is situated
within the defined vicinity of the considered node, whereas the opposite neighbor is located out-
side of the defined node vicinity. In fact, this is an important difference to the present approach
since if we try to capture a discontinuity at an element edge, or an element face, this requires the
unique classification of the considered element node. Accordingly, with the present approach
and without using more additional degrees of freedom than emerging with the doubling of the
considered finite element, we can only capture a discontinuity patch on an element edge or an
element surfaces with a complete C0-continuous crack surface description. As a consequence,
the exclusive use of the average stress criterion is useful for computations which provide planar
or almost planar crack surfaces. In such cases the latter prescribed situation can be avoided. For
more complicated crack plane geometries, the exclusive use of the average stress criterion is not
suitable. However, it can be useful to apply the average stress criterion in combination with the
following crack tracking algorithms.
Remark 5.3.2 (Computational cost) The computational cost of this average stress compu-
tation requires only the mentioned list of the element face neighbors. Then a loop over all ntip
crack tip elements is needed, with a following loop over the particular element face neighbors to
compute all integration point variables within the set Iσ and In, respectively.
5.3.3. Local tracking
Now, we consider the so called local tracking algorithm. This method was initially
proposed by AREIAS & BELYTSCHKO [4] and is based on a modification of the discon-
tinuity direction depending on the cracked neighboring elements. Therefore, let us
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Figure 5.3.: Local tracking: Illustration of different crack scenarios I-VI, corresponding crack neighbor
points Xcpi and dependencies of crack plane normal vector N
crk.
case crack normal normal to discontinuity surface
I initiation Ncrk(Nσmax) Ncrk = Nσmax
II propagation Ncrk(Nσmax ,Xcpi ) N
crk=
[
I−
[
X cp1 −X
cp
2
]
⊗
[
X cp1 −X
cp
2
]∣∣Xcp1 − Xcp2 ∣∣2
]
·Nσmax
III-VI propagation Ncrk(Xcpi ) N
crk = [Xcp1 − Xcp2 ]× [Xcp3 − Xcp2 ]
Table 5.1.: Local tracking algorithm - summary of crack scenarios I-VI with particular definition of refer-
ential crack plane normal Ncrk.
assume that the current crack surface is represented by ncp crack points cp. These are
the element-wise intersection points Xcpi of the element discontinuities and the element
edges, compare figure 5.3. As such, they represent the corners of the element-wise
planar triangular or quadrilateral discontinuity plane. The number of crack neighbor
points can vary between zero and four, i.e., i ∈ {0, 2, 3, 4} and introduces six possible
fundamentally different crack scenarios as illustrated in figure 5.3. Case I only occurs
during crack initiation, i.e., i = 0. At initiation, the referential crack plane normal Ncrk
is chosen to be identical to the referential direction of maximum tensile stress Nσmax .
Thereby, it should again be mentioned that this latter referential direction of maximum
tensile strength can be either taken as a pull-back result from the usual principal stress
criterion, nσmax , or likewise from the average principal stress criterion, n˜σ˜max . Next, we
consider case II which corresponds to one single cracked neighbor element, i.e., i = 2.
In this case, the new crack plane normal Ncrk depends on both, the initial crack geom-
etry Xcpi and the direction of maximum tensile stress N
σmax . Cases III-VI are entirely
determined by the three or four given neighboring crack points Xcpi , i.e., i = 3, 4. The
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crack plane normal Ncrk then depends exclusively on the previous crack geometry and
is completely independent from the chosen maximum principal stress direction Nσmax .
The element-wise definition of the new normal to the discontinuity Ncrk for all six cases
is summarized in table 5.1. From the given definitions, it is obvious that Ncrk is not nec-
essarily a unit vector and accordingly, a standardization is needed. We emphasize that
during an usual crack propagation simulation cases II and III occur most frequently.
Validation and implementation comments
Remark 5.3.3 (Continuity) The major drawback of the local tracking scheme is that it is
severely restrictive by construction since the new crack plane normal Ncrk might eventually
be fully determined by the previous crack geometry. This might lead to non-uniqueness because
it requires that all four cut points Xcpi are located on a plane which is uniquely determined by
three of these cut points. Provided that this restriction is not violated, however, the algorithm
generates perfectly C0-continuous discontinuity surfaces at extremely low computational cost.
Typical examples in which the local tracking scheme has been applied successful are planar or
slightly kinked discontinuity surfaces because otherwise the mentioned restriction occurs.
Remark 5.3.4 (Computational cost) For the discussion of the implementational effort, we
recall again the dynamic list of crack tip elements contains ntip entries. Moreover, each tetra-
hedral element has four neighboring elements which are identified and stored in the mentioned
neighbor list at the initialization of the mesh. The computational effort of this algorithm is thus,
remarkably small. In fact, it is restricted to looping over the four neighboring elements of all
elements in the cracked element list.
5.3.4. Non-local tracking
An alternative strategy that successfully circumvents the limitations of the local track-
ing scheme has been introduced by GASSER & HOLZAPFEL [72], see also GASSER [69]
and FEIST & HOFSTETTER [63]. It essentially consists of two steps. The predictor step
is applied to compute the normal vector Nσmax and the point Xcrk. Clearly, the crack
propagation direction can be computed either from the chosen common Nσmax or from
the average failure criterion N˜
σmax
. Indeed, for many situations, the newly calculated
element crack surface does not match the previously existing discontinuity. In many
cases it is yet geometrically impossible to close a crack surface if the element has been
approached by cracks from different sides. Therefore, a corrector step is introduced
to close the existing crack surface as continuously as possible. During the corrector
step, the current crack plane normal Nσmax of the chosen failure criterion is changed
with accounting for additional information of the neighboring elements. In general the
complete existing crack surface is represented by a total number of ncrk crack surface
points. These are all of the ncp element-wise intersection points X
cp
i of the particular
element discontinuities and the element edges. As such, they represent the element-
wise corners of the involved triangular or quadrilateral discontinuity planes. We fur-
ther define that their position vectors Xcpi for i = 1..ncrk are given relative to a global
CARTESIAN coordinate system {X, Y, Z} with the orthonormal base vectors Ec1, Ec2, Ec3,
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Figure 5.4.: Non-local tracking: Normal averaging sphere around the center point X̂
c
introducing the set
I c of nc crack points cp within the sphere. Element-wise crack surface defined through local tangential
vectors T̂
c
X̂ and T̂
c
Ŷ.
see figure 5.4. Thereby, the superscript c has been added to avoid a mix-up with the
GREEN-LAGRANGE strain tensor. We then, again, introduce a sphere with the radius
Rc around the single point Xcrk of the currently analyzed element. Its radius Rc can
just be chosen equivalent to the sphere’s radius Rσ from the computation of the aver-
age stress tensor but this is not imperative. For the sake of clarity let us introduce the
following set I c of all intersection points Xcpi within this latter sphere.
I c = {i ∈ {1, .., ncrk} | Rcpi < Rc} with nc = card (I c) (5.8)
Here, Rcpi =
∣∣Xcpi − Xcrk∣∣ obviously denotes the distance of the i−th crack intersection
point from the current element center Xcrk. The set of points I c is essential for the
following smoothing strategy. It forms a point cloud with the center point X̂
c
.
X̂
c
=
1
nc ∑i∈I c
Xcpi (5.9)
The orientation of this point cloud is given through a second local CARTESIAN coor-
dinate system {X̂, Ŷ, Ẑ} which is characterized by a second set of orthonormal bases
vectors Ê
c
1, Ê
c
2, Ê
c
3. These orthonormal base vectors are the principal axes of the point
cloud I c which are characterized in terms of the covariance tensor Σc.
Σc = ∑
i∈I c
[
Xcpi − X̂
c]⊗ [Xcpi − X̂c] (5.10)
The second set of base vectors Ê
c
1, Ê
c
2, Ê
c
3 then follows straightforwardly from the corre-
sponding eigenvalue decomposition.
Σc =
3
∑
i=1
λΣ
c
i Ê
c
i ⊗ Ê
c
i (5.11)
Next, we compute the corner points X̂
cp
i = X
cp
i − X̂
c
related to the center point X̂
c
and transform the components of the respective corner points
[
X̂
cp
i
]
from the global
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coordinate system {X, Y, Z} into the local coordinate system {X̂, Ŷ, Ẑ}with the help of
the following orthogonal transformation tensor Qc.
Qc =
3
∑
i=1
Ê
c
i ⊗ Eci (5.12)
The main idea of the corrector step is now to assume that the crack surface can be
represented by either a linear or a quadratic function in the local coordinate system.
Ẑc =
{
a0 + a1 X̂ + a2 Ŷ linear
a0 + a1 X̂ + a2 Ŷ + a3 X̂2 + a4 Ŷ2 + a5 X̂Ŷ quadratic
(5.13)
The j = 0, .., 5 coefficients a j in the local coordinate system follow then from solving
the corresponding least square’s problem. Thereby, Ẑi are the particular component
of the local corner point X̂
cp
i in the Ê
c
3 direction, whereas X̂i and Ŷi are the respective
components in Ê
c
1 and Ê
c
2 direction.
Φc(a j) = ∑
i∈I c
[
Ẑi − Ẑc(a j; X̂i, Ŷi)
]2 → min (5.14)
Its solution introduces the following symmetric system of linear equations for both
cases, the linear and the quadratic approach.
∑
i∈I c

1 X̂i Ŷi X̂2i Ŷ
2
i X̂iŶi
X̂2i X̂iŶi X̂
3
i X̂iŶ
2
i X̂
2
i Ŷi
Ŷ2i X̂
2
i Ŷi Ŷ
3
i X̂iŶ
2
i
X̂4i X̂
2
i Ŷ
2
i X̂
3
i Ŷi
Ŷ4i X̂iŶ
3
i
X̂2i Ŷ
2
i


a0
a1
a2
a3
a4
a5
 = ∑i∈I c

Ẑi
X̂iẐi
ŶiẐi
X̂2i Ẑi
Ŷ2i Ẑi
X̂iŶiẐi

(5.15)
By construction, this element crack surface fits the existing corner points X̂
cp
i of the
triangular and quadrilateral crack planes in a least-square sense. The coefficients a j
uniquely determine a smooth parametric representation of the crack surface and there-
fore, we obtain the following two tangent vectors at an arbitrary point on the crack
surface since the axis Ẑ is always perpendicular to that surface.
T̂
c
X̂ = Ê
c
1 +
∂Ẑ
∂X̂
Ê
c
3 and T̂
c
Ŷ = Ê
c
2 +
∂Ẑ
∂Ŷ
Ê
c
3 (5.16)
With these tangent vectors T̂
c
X̂ and T̂
c
Ŷ, we compute the local representation of the de-
sired crack plane normal Ncrk as the following vector product.
Ncrk = T̂
c
X̂ × T̂
c
Ŷ (5.17)
Then, we transform the components of the desired crack plane normal vector
[
Ncrk
]
from the local coordinate system {X̂, Ŷ, Ẑ} into the desired global coordinate system
{X, Y, Z} with the help of the mentioned orthogonal transformation tensor Qc. Note
that in case of a linear surface description the resulting normal vector Ncrk is patch-wise
constant. In case of a quadratic surface description this vector would be evaluated at
the local element connection point X̂
crk
.
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Validation and implementation comments
Remark 5.3.5 (Continuity) Please note that although the failure surface is fitted in a least
squares sense for each element, the overall surface representation might eventually be non-
continuous, i.e., by construction, the discontinuity surface Ncrk is only C−1-continuous. The
smoothing radius Rc takes the interpretation of a weighting parameter between the maximum
principal stress direction Nσmax on the one hand and the existing crack kinematics Xcpi on the
other hand.
Remark 5.3.6 (Computational Cost) Concerning the computational cost, we recall that all
ntip crack tip elements are stored in a dynamic crack tip list. For each crack tip element, we
need to evaluate the point set I c within the corresponding sphere of radius Rc. Technically, this
set can be calculated and stored once when the mesh is initialized. Then, at each step, a 3× 3
(respective 6× 6) system needs to be solved for each of the ntip elements. The computational
effort is thus larger than for the previous local tracking algorithm but yet significantly smaller
than for the global tracking algorithm to be discussed in the next section. However, from our
personal experience, the non-local tracking algorithm is rather cumbersome and the complexity
of its implementation is relatively high.
Remark 5.3.7 (Crack deviation angle) Additionally, for computational reasons, it proves
reasonable to ensure that the crack plane normals Ncrk between neighboring elements do not
exceed a critical crack deviation angle in the same manner as for the average stress computation.
This restriction is obviously of purely algorithmic nature but it can be used successfully to avoid
spurious zig-zag type crack surfaces.
Remark 5.3.8 (Non-local Averaging) As for every non-local averaging scheme, the quality
of the averaging procedure strongly relies on the number of crack points nc within the averaging
set I c. Clearly, a minimum amount of points is essential for the solution of the least squares
problem which in turn crucially influences the quality of the crack tracking algorithm itself.
Especially at the onset of cracking, when the number of averaging points is rather limited, it
seems reasonable to turn off the averaging mechanism and only switch it on when a sufficiently
large number of data points nc is available.
5.3.5. Global tracking
To ensure a unique C0-continuous representation of the discontinuity in crack propa-
gation problems, OLIVER et al. [152, 153] have proposed a robust and yet very elegant
strategy that can be incorporated into commercial finite element codes in a remark-
ably efficient fashion. Their initial idea has been adopted successfully to simulate
discrete fracture, as far as we now, by CHAVEZ [57], DUMSTORFF & MESCHKE [55],
CERVERA & CHIUMENTI [32] and FEIST & HOFFSTETTER [62, 61]. The key feature
of OLIVER’S global tracking algorithm is to provide iso-surfaces Iφ which in the dis-
crete setting take the interpretation of element-wise planar iso-patches. These patches
can be described by a function φ(X) whose level contours (or level sets), i.e., the col-
lection of all patches of φ(X) = φIφ = const, define the corresponding iso-surface
Iφ = {X ∈ B0 |φ(X) = φIφ}. A particular iso-surface of constant value, e.g., the sur-
face of level zero φ(X) = 0, is then the kinematic representation of the discrete failure
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Figure 5.5.: Global tracking: Boundary value problem of body B0 with external boundary ∂B0 on which
either DIRICHLET boundary conditions φ = φ¯ or NEUMANN boundary conditions J · N = J¯ can be
prescribed.
surface, see, e.g., figure 5.5. Conceptually speaking, the ultimate goal of the algorithm
is to find the scalar field φ(X) whose level surfaces are envelopes of the patches de-
fined by the following vectors T crk2 and T
crk
3 , tangential to the propagating discontinuity
plane. Thus, we use the remaining eigenvectors of the chosen principal stress based
crack propagation criterion as the crack tangent vectors. In detail, we have ordered
the eigenvalues of either the usual or the average principle stress based criterion as
λσmax > λσ2 > λσ3 . The two remaining spatial eigenvectors, tcrk2 = nσ2 and tcrk3 = nσ3 ,
related to the mentioned second and third eigenvector span the crack plane in the spa-
tial configuration. Accordingly, we use their following referential counterparts as the
required material tangent vectors.
T crk2 =
F−1 · tcrk2∣∣F−1 · tcrk2 ∣∣ and T crk3 = F
−1 · tcrk3∣∣F−1 · tcrk3 ∣∣ (5.18)
Clearly, just like in the previous non-local tracking strategy of section 5.3.4, these tan-
gents to the discontinuity surface, here represented in the global coordinate system,
obviously obey the orthogonality condition T crk2 · Ncrk = 0 and T crk3 · Ncrk = 0, or rather
Ncrk = T crk2 × T crk3 . More importantly, by construction, these patches are always orthog-
onal to the gradient of the iso-surface φ(X), thus T crk2 · ∇Xφ = 0 and T crk3 · ∇Xφ = 0.
The multiplication of these conditions with T crk2 and T
crk
2 , respectively, motivates the
introduction of a the following referential flux vector.
J = [ T crk2 ⊗ T crk2 + T crk3 ⊗ T crk3 ] · ∇Xφ (5.19)
A reinterpretation of the above considerations in terms of the classical field equations
defines an equilibrium condition as the vanishing divergence of this referential flux
vector J.
DivJ = 0 ∀X ∈ B0 (5.20)
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Moreover, it motivates a constitutive equation with the flux being a linear function of
the gradient of ∇Xφ.
J = D · ∇Xφ ∀ X ∈ B0 (5.21)
The particular format for the mentioned anisotropic constitutive tensor D
D = T crk2 ⊗ T crk2 + T crk3 ⊗ T crk3 (5.22)
ensures that the flux is restricted to the {T crk2 , T crk3 }-plane, i.e. it is always a weighted
linear combination of the tangent vectors T crk2 and T
crk
3 . Accordingly, the problem of
finding iso-surfaces Iφ is obviously a classical boundary value problem in terms of
the field φ(X) characterized through an anisotropic LAPLACE type equation. Thus,
the referential boundary ∂B0 can be subdivided into the disjoint parts ∂B0 = ∂Bφ0 ∪
∂B J0 with ∂Bφ0 ∩ ∂B J0 = ∅ on which either DIRICHLET boundary conditions φ = φ¯ or
NEUMANN boundary conditions J · N = J¯ can be prescribed, see again figure 5.5. We
typically assume a flux-free boundary and apply homogeneous NEUMANN boundary
conditions J · N = J¯ = 0. Moreover, the DIRICHLET boundary conditions for the
global tracking problem are of great importance for the desired failure simulation and
therefore, we will discuss this issue more detailed later on in this chapter.
Remark 5.3.9 (Referential flux formulation) We have defined a referential flux vector J
which constitutively depends on the pull-back of the spatial principal stress directions. Clearly,
it is also possible to define a spatial flux vector which directly depends on the principal stress di-
rections of the respective CAUCHY stress tensor. Then, we can perform a pull-back of the spatial
flux vector and we have likewise to solve a crack tracking problem. For the latter recomputed
experiments of brittle failure in concrete this makes no difference due to the emerging small
deformations setting. However, for future work, it may be of interest to evaluate the differences
for a large deformation example like the later presented computations of faulting rocks.
Discretization
First of all, the detailed elaborated elastic bulk problem and cohesive interface prob-
lem are inherently strongly coupled. Both however, are only weakly coupled to the
mentioned crack tracking problem. In detail, we apply the elaborated, simultaneously
solving of the elastic bulk and the cohesive interface problem and then we solve the
following crack tracking problem in a post processing step. Therefore, as a prerequi-
site for a finite element formulation we perform a multiplication with an admissible
test function δφ ∈ H10 . Then, by integrating over the domain B0 and including the
NEUMANN boundary conditions J · N = J¯, the equilibrium equation (5.20) is cast into
the following referential weak form.
δWφ0 =
∫
B0
∇Xδφ · D · ∇XφdV −
∫
∂B J0
δφ J¯ dA = 0 (5.23)
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Similar to the deformation problem, we then apply the following standard linear inter-
polation of the iso-surfacesφ, the test function δφ and their gradients.
φ =
nen
∑
i=1
Niφi δφ =
nen
∑
i=1
Ni δφi
∇Xφ =
nen
∑
i=1
∇XNiφi ∇Xδφ =
nen
∑
i=1
∇XNi δφi
(5.24)
With these approximations at hand, we assemble all elements of the structure as sym-
bolized by the assembly operator
nel
A
e=1
. Subsequently, we express the whole referential
discretization of the elaborated global tracking problem in the following virtual work
format.
δWφ0 =
nel
A
e=1
δφi
[ ∫
B0
∇XNi · D · ∇XN jφ j dV −
∫
∂B J0
Ni J¯ dA
]
= 0 (5.25)
Obviously, this latter format provides the following linear system of equation
∑
nnp
J=1 KI JφJ = FI to solve for the crack tracking problem.
RintI = R
ext
I
RintI =
nel
A
e=1
∫
B0
∇XNI · D · ∇XNJ φJ dV =
nnp
∑
J=1
KI JφJ
RextI =
nel
A
e=1
∫
∂B J0
NI J¯ dA = FI
(5.26)
Here, nnp are the total number of element nodes. Furthermore, the linear interpolation
of φ(X) implies that the discrete iso-surfaces Iφ take an element-wise planar repre-
sentation, just like the failure surfaces in the local and non-local tracking schemes of
sections 5.3.3 and 5.3.4. Clearly, once the mentioned discrete global linear system of
equations is solved for the unknown field φ, the desired normal to the discontinuity
surface Ncrk follows from a straightforward post-processing procedure on the element
level.
Boundary conditions
Next, we focus on the important issue of imposing boundary conditions for the addi-
tional field of unknownsφ. To guarantee the invertibility of the required system matrix
the level of the iso-surfaces φ has to be prescribed at least at two initial points. How-
ever, fixing more than two points is likewise possible and accordingly, the physical
interpretation, the understanding and the appropriate choice of DIRICHLET boundary
conditions are the most essential ingredients of the global crack tracking scheme to en-
sure physically meaningful solutions. Therefore, we try to give the following overview
of possible boundary conditions based on JA¨GER et al. [101]. Prior to the overview,
we emphasize that the set of boundary nodes for the linear crack tracking problem
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Figure 5.6.: Different types of crack onset boundary conditions for global tracking algorithms, clarified
by means of the particular imposed values φ = φ¯ and the respective crack onset.
increases during ongoing crack propagation to ensure the kinematical continuity of
the crack tracking problem. This implies that we have to update the set of boundary
conditions continuously during ongoing crack propagation. To this end, we add the
actualφ values of the considered cracked elements at iteration step n to the set of fixed
boundary conditions φ¯φ at iteration step n + 1 and solve the mentioned linear system
of equations for the free φ f values, symbolized in the following static condensation
scheme with index f .[
Kφφ Kφ f
K fφ K f f
] [
φ¯nφ
φn+1f
]
=
[
Rn+1φ
Rn+1f
]
(5.27)
This static condensation scheme once more clarifies that we further have to define ini-
tial boundary conditions to determine the crack onset during a fracture simulation.
As advertised, we categorize the choice of possible initial boundary conditions in the
sequel.
Mesh-dependent initial boundary conditions
The simplest way to define initial boundary conditions is to fix the φ values for the
nodal values of a crack tip or the notch. In the case of tetrahedral elements, we thus
have fixed at least three element nodes which are in fact enough to ensure that the
linear system of equations for the global tracking field is solvable. Note that only the
slope of the chosen start values, or the gradient of the respective field of start values, is
important. If, e.g., the crack should start in the middle of the element, the chosen start
values will be set to φ¯initialφ = ±α, where α can be chosen arbitrarily. Theoretically, the
crack surface value φ = const. that characterizes the crack surface can also be chosen
arbitrarily, although we typically suggest φ = const. = 0. Mesh-dependent bound-
ary conditions are extremely useful in case of a single crack and with relatively simple
meshes, as we will illustrate later in the chapter about the representative numerical ex-
amples. The fundamental drawback of mesh-dependent boundary conditions is that
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they have to be adapted for each discretization to ensure crack onsets at the same geo-
metric positions.
Geometry-based initial boundary conditions
To avoid the modifications of the boundary conditions for each mesh, we recommend
a definition of the boundary conditions based on the geometry. This then allows to
predetermine and fix the start values for the entire geometry. This procedure ensures
that both, the onset of crack and the boundary conditions are the same for all different
meshes. The first situation is extremely helpful for more demanding geometries. The
latter issue is crucial to ensure symmetric initial boundary conditions in the case of
more than one single crack, which we will also document later within this work with a
representative numerical example. Moreover, similar to the previous class of boundary
conditions, we can choose the crack surface value arbitrarily asφ = const.
Root-element onset boundary conditions
Finally, a promising technique is the determination of crack onsets during crack prop-
agation, see, e.g., OLIVER [152] or FEIST & HOFSTETTER [61]. This strategy allows the
description of multiple crack propagation without having to pre-define particular ini-
tial boundary conditions for each crack surface. At detection of failure, we first check
the minimal and maximal computed values of the crack tracking field for the consid-
ered element. Next, we check if a root element exists within this range. If so, we take
the stored φ = const. value for this root element. Otherwise we introduce a new root
element and assign the φ = const. value to the particular element center point. This
procedure uniquely ensures C0-continuity, for all possible crack surfaces and is more
general than the one reported by ourselves, JA¨GER et al. [99], where root elements are
predefined. Although this approach seems to be the most general one, an essential
drawback remains: By using finite elements as the root of crack propagation, it is obvi-
ous that the number of cracks will inherently depend on the number of elements. This
disadvantage, however, can only be avoided by describing the complete crack surface
independent of the finite element mesh.
Validation and implementation comments
Remark 5.3.10 (Continuity) Since the global tracking algorithm introduces the discrete crack
in terms of the scalar iso-surface value φ on the global level, its failure surface representation
is inherently C0-continuous, however, at the price of having to solve an additional global sys-
tem of equations. This global continuous kinematic description has some advantages over the
traditional approaches because it inherently avoids an ill-posedness of the stiffness matrix in a
relatively simple manner. In detail, the ill-posedness of the stiffness matrix usually occurs if the
crack surface strikes the vicinity of a element node and the resulting crack surface becomes very
small. In the present approach based on a C0-continuous scalar valued tracking function, how-
ever, we are able to control the minimum edge-length of the support of a node, i.e., all element
edges connected to the considered node, by simply modifying theφ value of the concerned node.
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In particular theφ value is modified if the minimal edge length is less than 0.5% which turned
out to provide reasonable results.
Remark 5.3.11 (Computational Cost) The global tracking algorithm essentially relies on
the assembly and solution of an additional global system of equations with one degree of free-
dom per node. In addition, a neighbor list needs to be initialized ab initio to evaluate average
crack tip element values. The total computational cost of this algorithm is therefore the highest
of all implemented algorithms discussed yet within this chapter. However, it should be empha-
sized that the global crack tracking algorithm is also the most flexible and most stable of all
presented algorithms. Note that due to its modular nature, its implementation in commercial
finite element codes is rather straightforward.
Remark 5.3.12 (Invertibility of the anisotropy tensor) Next, we take into account the
invertibilty of the anisotropy tensor D. For solving the discrete system of equations (5.27),
the global system matrix K needs to be inverted. Since the anisotropy tensor D introduced in
equation 5.22 is rank deficient, we apply slight perturbations ε as D = T crk2 ⊗ T crk2 + T crk3 ⊗
T crk3 +εI to ensure that the overall system is solvable. For the sake of completeness we mention
that we usually choose ε = 10−4.
Remark 5.3.13 (Integration into commercial finite element codes) Although this al-
gorithm has been termed global tracking algorithm it involves only local modifications on the
element level. It is extremely attractive from a practical point of view since the scalar-valued
global degrees of freedom φ can be treated as the temperature in FOURIER’s heat conduction
or as the concentration in FICK’ian diffusion in any standard commercial finite element pro-
gram. Moreover, the algorithm is in principle able to handle multiple cracking. Due to its
computational simplicity, it is extremely robust, stable and highly efficient.
5.3.6. Level set method
This method is presented for the sake of completeness since it has been applied suc-
cessfully for the tracking of crack paths in linear elastic fracture mechanics in a two
and a fully three-dimensional setting, compare, e.g., BELYTSCHKO et al. [19], CHESSA
& BELYTSCHKO [33], STOLARSKA et al [192], BORDAS & MORAN [25], MOE¨S et al.
[134], GRAVOUIL et al. [80] or SUKUMAR et al. [193]. This means that the further elab-
oration of the level set approach is only of theoretical nature. The level set method
is usually used for the description of moving interfaces, a historic review and com-
plete description can be found, e.g., SETHIAN [178]. The main idea of this concept in
the framework of fracture simulations is the time-dependent EULERIAN description
of the moving and evolving crack placements XΓ(t) ∈ B0 within the fixed reference
configuration by two level set functions. The orientation of the crack surface is like as
in the former global tracking algorithm given by a referential scalar valued function
φ(XΓ(t), t) whose level contours Iφ = {XΓ ∈ B0|φ(XΓ(t), t) = const. ≡ 0} repre-
sent the crack surface. Thereby, the zero iso-surface is chosen to be the kinematical
representation of the crack surface. Additionally, the crack front is given by a fur-
ther zero level contour of the so called crack front level set function χ(XΓ(t), t) with
Iχ = {XΓ ∈ B0| χ(XΓ(t), t) = const. ≡ 0}. Hence, the complete description of the
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Figure 5.7.: Crack path description with level set functions and illustration of the inherent accompanying
coordinate system with crack front velocity.
moving and evolving crack surface within the considered referential body B0 is given
by the following expressions, compare also figure 5.7.
XΓs ∈ Iφ crack surface φ(XΓ(t), t) ≡ 0 χ(XΓ(t), t) < 0
XΓf ∈ Iφ ∩ Iχ crack front φ(XΓ(t), t) ≡ 0 χ(XΓ(t), t) ≡ 0
(5.28)
We emphasize that the crack front XΓf ∈ XΓ is given by the intersection of the zero
iso-surfaces of the two level set functions φ and χ, whereas the existing crack surface
XΓs ∈ XΓ is given for the zero iso-surface of the crack surface level set φ and nega-
tive crack front level set values χ. Clearly, the crack surface level set φ is usually not
required for χ > 0. However, for necessary crack extensions or crack front updates
within a numerical fracture simulation the level set φ has to be defined in a certain
region in front of the crack front, that means, for χ > 0. This latter region in front of
the crack front is called level set sub-domain Iupd. It is further important that the two
level set functions have to be orthogonal functions, i.e., ∇XΓφ · ∇XΓχ = 0. Therefore,
by ensuring that the level sets are orthogonal functions, the current crack front is al-
ways uniquely defined because it is impossible that the two level set functions provide
the same tangent plane. Clearly, the following definition of an accompanying coor-
dinate system of placements XΓ of the complete current crack is useful, especially for
placements of the current crack front XΓf .
Nφ =
∇XΓφ∣∣∇XΓφ∣∣ unit crack surface normal vector
Nχ =
∇XΓχ∣∣∇XΓχ∣∣ unit crack front normal vector
T t = Nφ × Nχ unit crack front tangent vector
(5.29)
93
5. Crack path tracking strategies
Now, the key ingredient of the level set approach is the following definition of the
crack front velocity V Γf in the {Nφ, Nχ}-plane, see again figure 5.7.
V Γf = V
φ Nφ +Vχ Nχ (5.30)
If it is possible to compute such a crack front velocity V Γf by means of a possible fracture
criterion, the evolution equation for the moving crack front can be formulated.
Remark 5.3.14 (Crack front velocity) We mention that in STOLARSKA et al. [192], MOE¨S
et al. [134] and GRAVOUIL et al. [80], a PARIS law is applied, whereby the rate of crack growth
is connected to the load cycles and the load cycles itself were interpreted as a time like variable.
For these linear elastic fracture approaches, the amount of the crack front velocity can be deter-
mined by the PARIS law, whereas the direction of the crack front velocity is given by a usual
linear elastic crack propagation criterion, i.e., based on the computation of stress intensity fac-
tors via path-independent integrals, see, e.g., GOSZ et al. [77, 78], HUBER et al. [95], or
SUKUMAR et al. [194]. Up to now, we have not concentrated on finding a criterion which
provides the crack front velocity in a complete non-linear framework. However, if this will
eventually be possible in the future, this approach provides a great development potential, es-
pecially considering the inclusion of the partially cracked elements where knowledge about the
crack front is required, compare section 3.4.4. Due to its potential and for the sake of complete-
ness this approach is included in the comparison of crack path tracking approaches. For the
following description of this approach we assume therefore that the current crack front velocity
is known.
Assuming that the crack front velocity is given, the evolution equation for the level set
function is given by so called HAMILTON-JACOBI equations, compare, e.g., SETHIAN
[178] or BURCHARD et al. [29]. Since [•](XΓ (t), t) = const. ≡ 0 is required for a general
level set function, the material time derivative needs to vanish, Dt[•] = ∂t[•](X , t) = 0,
which provides the following general equations for the complete crack placements XΓ .
∂φ
∂t
+∇XΓφ ·
∂XΓ
∂t
= 0 ∀ XΓ ∈ B0
∂χ
∂t
+∇XΓχ ·
∂XΓ
∂t
= 0 ∀ XΓ ∈ B0
(5.31)
In the latter equation (5.31), Dt XΓ describes the material time derivative of the crack
placements in the reference configuration and can be likewise expressed in the accom-
panying coordinate system. However, its is obvious that usually only the crack front
velocity Dt XΓf can be determined by crack propagation criteria. Accordingly, the evo-
lution equations for the complete crack placements XΓ are reduced to the evolution
equation for the current crack front placements XΓf . Thus, regarding the accompanying
coordinate system, compare again figure 5.7, the material time derivative of the crack
front placement is given as Dt XΓf =
∂XΓf
∂t
= Vφ Nφ +Vχ Nχ +Vt T t. Exploiting the or-
thogonality of the accompanying base vectors, ∇XΓf φ · Dt X
Γ
f =
∣∣∇XΓf φ∣∣Vφ and ∇XΓf χ ·
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Dt XΓf =
∣∣∇XΓf χ∣∣Vχ leads to a simplified projected formulation of the HAMILTON-
JACOBI equations for the crack front placements.
∂φ
∂t
+
∣∣∇XΓf φ∣∣Vφ = 0 ∀XΓf ∈ B0
∂χ
∂t
+
∣∣∇XΓf χ∣∣Vχ = 0 ∀XΓf ∈ B0
(5.32)
Clearly, by knowing the crack front velocity, the level set approach requires generally
the solution of the latter HAMILTON-JACOBI equations of the crack front. Accordingly,
a numerical solution procedure with finite elements and explicit time integration is
usually applied which can be subdivided in the following four essential steps.
1. Level set initialization and re-initialization
At first, a crack surface must be initialized for a fracture simulation. This is com-
parable to the formulation of boundary conditions for the global tracking field,
see, section 5.3.5. However, in contrast to the global tracking problem, where
the gradient of the additional field can be chosen arbitrarily, it is more suitable
to ensure that the amount of the particular gradients of the level set functions
becomes one,
∣∣∇XΓf φ∣∣ = 1 and ∣∣∇XΓf χ∣∣ = 1, respectively. If this can be ensured,
compare remark 5.3.15 for the possibilities, the considered level set function is
called a signed distance function. The signed distance function then provides the
current distance of the actual crack front to a certain point in the fixed reference
configuration. Accordingly, this initialization has to be performed for the initial
level set values and additionally, has to be repeated prior to each update step
which is called re-initialization.
2. Orthogonal crack extension
The level set functions are approximated with the usual finite element shape
functions, compare remark 5.3.16. Since this level set values are only available in
the level set sub-domain of the former time or iteration step, the next step within
the level set approach is the temporary orthogonal extension of the current crack
in the level set sub-domain of the actual time or iteration step. In detail, the level
set values of the current crack tip elements are interpolated. Subsequently, the
temporary level set values φtmp and χtmp of the remaining elements within Iupd
are computed with claiming ∇XΓ [•]tmp · ∇XΓf φ = 0 and ∇XΓ [•]
tmp · ∇XΓf χ = 0, for
each of the considered temporary level set functions φtmp and χtmp. This is a vir-
tual crack extension along orthogonal lines of the current crack front, obviously,
it always ensures ∇XΓφtmp · ∇XΓχtmp = 0. A possible numerical procedure for the
realization of this requirement is given in remark 5.3.17.
3. Velocity formulation, orthogonal extension and modification
As mentioned, the velocity is assumed to be known at the current crack front
placements. However, for the update of the temporary level set values φtmp and
χtmp the velocity is needed in the whole level set sub-domain Iupd. Therefore,
it is suitable to formulate the velocity itself with higher dimensional functions.
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This means that the vector components Vφ and Vχ are assumed to be given by
two scalar valued velocity fields, approximated in the same manner as level set
functions for the crack itself. Now, we can apply the same procedure as for
the temporary crack level set values. In detail, the velocity fields of the cur-
rent crack tip elements are interpolated and afterwards orthogonally extended
to the remaining nodes within Iupd. Thereby, we claim ∇XΓ [•] · ∇XΓφtmp = 0 and∇XΓ [•] · ∇XΓχtmp = 0, respectively, for each of the extended velocities Vφ,tmp and
Vχ,tmp. Accordingly, the velocity fields are extended along orthogonal lines from
the current interface. Therefore, the numerical solution procedure is comparable
to the former orthogonal extension of the crack level set values which is explained
in remark 5.3.17. We mention that this orthogonal velocity update matches the
given velocity of the crack front and it would move the temporary crack level set
functions while preserving the signed distance property, compare, e.g., SETHIAN
[178] or ADELSTEINER & SETHIAN [1] for more details. However, within a frac-
ture simulation, we have to ensure that the existing crack surface level set values,
theφ values for χ < 0, are frozen during the level set update. This means that we
can take Vχ,upd = Vχ,tmp as the update velocity since it evolves the crack, however,
we have to modify the temporary crack surface velocity Vφ,tmp. In detail, we can
compute the value of the crack level set where the crack front is assumed to be
at the end of the current time step, χmod = Vχ ∆t, compare remark 5.3.16 for the
time step computation. Now, with the use of the HEAVISIDE function, we adopt
the velocity modification of GRAVOUIL et al. [80] and compute the updated crack
surface velocity as Vφ,upd = H(χ)Vφ,tmp χ
χmod
. This modification ensures that the
crack surface velocity Vφ,upd becomes zero for χ < 0, that means, for the exist-
ing crack surface. Furthermore, it linearly increases the crack surface velocity
field Vφ,upd between the current crack front and the χmod = Vχ∆t value, where
the front is expected to be at the end of the level set update. Clearly, Vχ must
be greater than zero because otherwise, the crack cannot grow and the updated
crack surface velocity will impose a discontinuity in the update crack level sets.
4. Level set update The first update of the level set function regards the crack sur-
face level set function φupd because this function governs the change in the crack
orientation. All prerequisites are performed, that means, the temporary crack
level set values φtmp and the updated velocity Vφ,upd are available at each finite
element node within the level set sub-domain Iupd. Thus, the main equation
(5.32a) can be solved which provides the updated values φupd. Next, the crack
front level set is updated. Accordingly, equation (5.32b) is solved to steady state
based on the temporary values χtmp and the updated velocity Vχ,upd. The re-
sult are updated crack front values χtmp which describe a crack extension in the
interface direction. Therefore, after the crack surface level set is updated, a re-
initialization of both level set functions as well as an orthogonalization of the
χupd values with respect to the further computed φupd values is performed. This
ensures that ∇XΓφupd · ∇XΓχupd = 0 is never violated.
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Remark 5.3.15 (Signed distance functions) Level set functions are called signed distance
functions if their gradients with respect to the associated space variable provides one,∣∣∇XΓ [•]∣∣ = 1. There are different possibilities to accomplish this requirement. A simple ad
hoc approach would require the computation of the distance in the particular gradient direction
between the current zero level set value and each finite element node within the set Iupd. This
is also referred to as the closest point description and often used in a two-dimensional level
set framework, see, e.g., VENTURA et al. [201, 202] for a vector level set description. An-
other possibility is solving the eikonal equation ,
∣∣∇XΓ [•]∣∣ = 1, with the so called fast marching
method, see, e.g., SUKUMAR [193] or SETHIAN [179, 178]. Finally, also the solution of an
additional partial differential equation Dt [•] = sign[•]
[
1−∇XΓ [•] = 0
]
, for each of the level
set functions, ensures the property of a signed distance function because steady state is reached
for the time variable if
∣∣∇XΓ [•]∣∣ = 1 holds. Thereby, sign[•] denotes the signum function and
the time within this equation is always a supporting pseudo time which is not connected to the
mechanical problem. A more detailed elaboration can be found likewise in PENG [157], CECIL
& MARTHALER [31], GRAVOUIL [80] or SETHIAN [178].
Remark 5.3.16 (Time and space discretization) For the solution of the mentioned
HAMILTON-JACOBI equations a numerical solution with finite elements is usually applied
in the related literature. In this manner, the unknown level set values are discretized with the
usual finite element shape functions within the level set sub-domain Iupd, i.e., [•]el(X , t) =
∑neni Ni(X) [•]i(t). Furthermore, in MOE¨S et al. [134] and GRAVOUIL et al. [80] an explicit
time integration procedure is recommended. In this case, a critical time step ∆t has to be de-
termined to ensure the COURANT-FRIEDRICHS-LEWY (CFL) condition. In detail, the critical
time step for the crack level sets is determined as ∆t = min{Lel0, j/
∣∣VΓf ∣∣}. Here, Lel0, j being
the referential finite element length of the smallest finite element within the level set update
domain, to ensure that the crack moves at least through this considered element. It is notice-
able that within fully dynamic fracture simulation and level sets, the time of the crack level set
equations corresponds to the physical time of the problem, whereas for the sake of quasi-static
fracture simulations, with the help of the PARIS law, the time becomes a pseudo time since the
rate of crack growth is computed depending on a quasi-static problem.
Remark 5.3.17 (Level set orthogonalization) For the orthogonal extension of the crack
level sets and the velocity fields and additionally, to ensure the orthogonality between the crack
level set functions after the update process, an orthogonalization is required. In GRAVOUIL
et. [80], DUFLOT [51], PENG et al. [157] and BURCHARD et al. [29], an orthogonalization
process based on a further additional HAMILTON-JACOBI equation is recommended. This
approach can be used for any of the required orthogonalizations. In general, we assume that
the gradient of the desired scalar valued function ∇XΓ [•] should be orthogonal to the gradient
of a further scalar valued function, e.g., α. Thus, Dt[•] + sign(α)
∇XΓα∣∣∇XΓα∣∣ · ∇XΓ [•] = 0,
ensures the orthogonality because if this equation is brought to steady state,∇XΓα ·∇XΓ [•] = 0.
Thereby, the sign function ensures that the [•] values are only changed with keeping the desired
zero level set value constant. Obviously, as for the initialization and re-initialization, the time
for this auxiliary equation is always a pseudo time like variable.
97
5. Crack path tracking strategies
Validation and implementation
Remark 5.3.18 (Continuity) Due to the failure surface representation with scalar valued
level set functions and its suitable approximations with the usual C0-continuous finite element
shape functions, the failure surface approximation is C0-continuous.
Remark 5.3.19 (Computational cost) Since the presentation of the level set method is of
rather theoretical nature, we can only comment on the expected computational effort. In the au-
thor’s view, the computation of the finite element nodes within the chosen level set sub-domain
Iupd is comparable to the computation of the integration points within the averaging sphere
for the non-local crack path tracking, compare remark 5.3.6. Furthermore, the initialization
and re-initialization and the presented orthogonalization processes require the solution of the
presented HAMILTON-JACOBI equations. This seems to be a lot of effort, however, the chosen
solution procedure for the implementation can be used for all HAMILTON-JACOBI equations
by substituting the particular HAMILTONIAN, compare, e.g., SETHIAN [178]. Thus, the com-
putational effort ultimatively depends on the size of the level set domain Iupd but it is less than
the one for the global tracking algorithm. In contrast, the implementational effort is comparable
to the one of the non-local tracking scheme. This means that the implementation of the four
steps until the level set update is reached is more complex than the modular global tracking.
However, by applying this approach the position of the crack front is additionally provided.
5.3.7. Discussion and comparison
With neglecting the average stress criterion as a crack path tracking algorithm, five con-
ceptually different strategies for the algorithmic treatment of three-dimensional failure
phenomena have been discussed. All five schemes are essentially based on a purely
deformation based HANSBO-type finite element interpolation of the discrete failure
surface. Although they apply a discretization that is slightly different from the one
applied in classical extended finite element schemes, the five different crack tracking
strategies underlying the four algorithms could equally well be combined with the
extended finite element method as such. Table 5.2 summarizes the outcome of the
comparative analysis in terms of computational cost, generality and crack surface con-
tinuity.
tracking crack plane normal crack surface continuity
fixed prescribed - a priori known - C−1/C0 +
local neighbor dependent + planar/slightly kinked - C0 +
non-local non-locally averaged - slightly curved + C−1 −
global unknown dof ∈ B0 - arbitrarily shaped + C0 +
level sets unknown dof ∈ Iupd ◦ arbitrarily shaped + C0 +
Table 5.2.: Comparison of fixed, local, non-local, global crack tracking scheme and level sets in terms
of computational cost, generality and crack surface continuity.
First of all, we would like to state that four of the five strategies have been applied
successfully to produce mesh-independent results, i.e., provided the underlying dis-
cretization is sufficiently fine, the algorithmic response does not become more brittle
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with increased mesh refinement. As expected, the fixed crack tracking turned out to
be the computationally cheapest and most robust technique to capture discrete fail-
ure. It is able to capture C0-continuous planar and curved crack paths provided that
the failure surface is known a priori. For problem classes with predefined weak ma-
terial interfaces, joints or welding zones, the fixed tracking strategy should, of course,
be the method of choice. For problem classes in which the propagating discontinuity
surface is not known a priori but rather a part of the solution itself either the local, the
non-local, level sets, or the global crack tracking strategy can be applied. Ideally, the
failure surface should then be a function of the stress state, e.g., the crack plane normal
could be chosen as the eigenvector related to the largest eigenvalue of either the local
or the non-local CAUCHY stress. For two-dimensional crack propagation phenomena,
a purely stress driven crack propagation criterion seems to be the natural choice since
it renders a unique smooth crack surface. In that sense, the local crack tracking algo-
rithm can be interpreted as the three-dimensional counterpart of most existing two-
dimensional crack propagation schemes. The crack is treated locally as an extension
of the existing crack surface on the element level. Starting from the crack intersection
points of the neighboring element, the crack propagates smoothly based on the princi-
pal stress direction with slight adjustments based on the neighboring crack points. It
is quite obvious that this local crack tracking strategy always produces C0-continuous
failure surfaces at extremely low computational cost. Unfortunately, however, these
surfaces might eventually be over-constrained in the case of too many pre-existing
neighbor crack points. Accordingly, the failure surface typically hardly deviates from
a planar or slightly kinked crack path and the structural stiffness would be severely
overestimated. In summary, if the failure surface is expected to be rather planar or
only slightly kinked, we would advise to use the stable, cheap and robust local crack
tracking scheme.
In all other cases, a non-local or global tracking scheme should be applied. To be able
to predict failure surfaces of arbitrary shape, the discrete failure surface introduced on
the element level essentially needs to incorporate information of the surrounding el-
ements. Within a finite element setting, there are two fundamentally different ways
to carry information of a certain neighborhood to the element or rather the integra-
tion point level. The first method smoothes the failure surface in a least squares sense
based on the non-locally averaged information within a certain neighborhood. This
method is local in the sense that it does not introduce additional global degrees of free-
dom. Accordingly, however, the generated failure surfaces might show slight jumps
at the inter-element boundaries. The non-local crack tracking scheme might be com-
putationally cheaper than the global one since it does not rely on the solution of an
additional system of equations. Nevertheless, its underlying algorithmic changes are
quite cumbersome and integration into commercial finite element codes would require
sophisticated modifications on the integration point level, on the element level and on
the system level. An alternative strategy that is somewhat more tailored to the notion
of finite elements is the global crack tracking scheme. At the expense of introducing
an additional scalar-valued field of unknowns and having to invert the related system
matrix, the global tracking scheme is the only one that really combines advantages of
all the previous schemes. It is robust and stable, it is able to reliably capture smooth,
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curved, arbitrarily shaped C0-continuous failure surfaces and it is straightforwardly
integrable into commercial finite element codes. The level set method is at first glance
comparable with the global tracking due to the equal description of the crack surface
with a scalar valued function. However, within the level set method the crack surface
is only computed within a domain around the current crack front. In contrast to the
global tracking algorithm the level set method provides the position about the current
crack front, however, this approach requires the current crack front velocity. Finally,
we are convinced that the description of the crack surface with scalar valued level set
functions is the method of choice within finite element fracture simulations. Thereby,
the global crack tracking strategy is the most general of all analyzed schemes in the
notation of finite elements. However, both latter approaches, the global tracking as
well as the level set approach are applicable in all cases where the failure surface is not
known a priori and not necessarily expected to be planar.
5.4. Numerical Examples
A comprehensive series of numerical benchmark tests for all four schemes has been
performed but only two illustrative benchmarks will be presented within this chapter.
In detail, a rectangular block is subjected to different load cases to provide a planar and
a curved crack path situation based on our works, compare JA¨GER et al. [102, 100].
5.4.1. Rectangular block under tension - straight crack
The pictured rectangular block has a square cross section of 1[mm2] and a height of
height 2[mm], compare figure 5.8. The block is fixed on the bottom and loaded by 60
incremental displacement steps of 0.01[mm] until a deformation of 0.6[mm] is reached.
Failure is initialized on one side of the specimen. The material parameters for the bulk
are λ = 576.90[N/mm2] andµ = 384.60[N/mm2]which is equal to E = 1000[N/mm2]
and ν = 0.3[-]. We use the exponential softening relation and the interface param-
eters are G f = 100[N/mm] and ft = 200[N/mm2] as well as Et = 0[N/mm2] and
Ec = 200000[N/mm2] for the tangential direction and the contact stiffness, respec-
tively. In order to compare the described tracking algorithms the computations are
carried out with two structured meshes consisting of 4410 (1024 nodes) and 10501
(2662 nodes) elements. For the crack path tracking algorithms we apply the average
stress computations for all presented algorithms, with Rσ = 2 Lel0 for the averaging
sphere. The radius of the sphere for the non-local tracking algorithm is chosen as
Rc = 2 Lel0 . Furthermore, we have chosen mesh-dependent boundary conditions for
the global tracking problem. In detail, we have fixed the upper and lower values of the
crack onset element to φ¯ = ±1. Subsequently, we discuss the computational results.
As soon as the critical stress state is reached, the crack propagates through the speci-
men perpendicular to the loading direction as expected. The complete separation of
the two emerging blocks is slowed down by the applied cohesive tractions. This means
that an initially elastic behavior can be observed before the critical load is reached. Af-
terwards, the load decreases exponentially with increasing crack opening, compare the
load displacement response and the series of deformation snapshots in figure 5.8.
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Figure 5.8.: Top: geometry [mm], loading and load displacement response F[N] versus u[mm]. Center:
Discretization with 4410 elements and iso-lines with zero iso-surface illustration for global tracking algo-
rithm. Bottom: Deformed configuration with plotted stress σz [N/mm2] in loading direction for imposed
displacements u = 0.05[mm], u = 0.3[mm] and u = 0.6[mm].
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The results are in good agreement with MERGHEIM [125] and MERGHEIM et al. [128],
where this example is computed with the fixed tracking algorithm. Obviously, the so-
lutions are mesh-independent, the curves of the different computations feature nearly
the same values regarding the chosen visualization accuracy for the load displacement
response. Furthermore, the structural response is independent of the applied track-
ing algorithm for this simple straight crack example. Nevertheless, this equivalence
holds only for the load displacement response relation and not for the smoothness of
the crack surface. Here, the fixed tracking, the local tracking and the global track-
ing provide a totally smooth crack surface, whereas the crack surface computed only
with average stresses exhibits jumps at the element boundaries which become smaller
when applying the non-local tracking algorithm. Thereby, for the non-local tracking
algorithm only a linear approximation of the crack surface is applied. Figure 5.8 also
illustrates the iso-lines on the outer boundary and the computed iso-surface of the
global tracking algorithm. Finally, this example has shown that a straight crack can be
computed without a tracking algorithm by the computation with the average stress cri-
terion. However, this holds only for structured meshes where the explained problems
with the jumps at the inter-element boundaries can be inherently avoided by carefully
mesh construction. The next example will highlight that this is only possible for spe-
cial cases. Furthermore, this example has shown that all of the presented tracking
algorithms are able to capture this simplest case of a straight crack.
5.4.2. Rectangular block under tension - curved crack
Next, we discuss the computation of a curved crack through the rectangular block.
The complete setup, that means, the geometry, the material parameters, the tracking
parameters and the discretization are equal to the former example with a straight crack.
Only the loading conditions differ, the incremental displacement of 0.01[mm] is only
applied on the edge of the crack initialization side to construct a curved crack situa-
tion, see figure 5.9. It is noticeable that for the computation of this example with the
non-local tracking strategy an initial crack surface is needed, compare remark 5.3.8.
Accordingly, we have fixed the crack plane normal for the first row of initially cracked
elements. This is further done for all applied methods for the sake of comparison. Sub-
sequently, we discuss the results for the different tracking algorithms. We emphasize
that a computation using only average stresses is no longer possible since the jumps
at the inter-element boundaries lead to the mentioned problems during the classifica-
tion of the additional nodes, compare remark 5.3.1. Furthermore, the limit of the local
crack criterion is met after the crack has propagated two thirds of the specimen, i.e.,
the intersection points of the adjacent elements no longer lie within one plane. Thus,
the example is completely computed for the fixed tracking, the non-local tracking and
the global tracking algorithm, compare figure 5.10. Thereby, for the fixed tracking al-
gorithm we use an imposed parabolic crack path to re-produce the results of the other
two approaches. For the non-local tracking strategy, we further observe jumps at the
inter-element edges, however, less small due to the applied smoothing. This allows
us the computation for the presented discretization, however, we cannot exclude that
the same restriction as for the average stresses will occur for other meshes with mesh
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Figure 5.9.: Top: geometry [mm], loading and load displacement response F[N] versus u[mm]. Cen-
ter: Plot series of iso-lines for global tracking algorithm for imposed displacements u = 0.1[mm],
u = 0.2[mm], u = 0.6[mm] and zero iso-surface illustration.
refinement. For the global tracking algorithm we have again used mesh-dependent
initial conditions, the values for the crack surface function are set to φ¯ = ±10 for the
crack onset element. The crack path is inherently C0-continuous and is illustrated by
means of the iso-lines at the outer boundary and the referential iso-surface, compare
figure 5.9. The load displacement curves for the three applied algorithms are depicted
in figure 5.9. It is important to note that this example is only a benchmark construction
for a curved crack situation. Clearly, this example has again no physical background.
Therefore, also the load displacement response is rather of theoretical nature. In detail,
we observe a loading drop until the maximum displacement is reached. This occurs
when the block reaches equilibrium after it completely breaks into two parts. The load
displacement response is comparable for the different tracking approaches, that means,
the results are identical for the presented strategies. Accordingly, this benchmark has
suitably illustrated the ability to capture a curved crack for the different crack path
tracking algorithms.
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Figure 5.10.: Contour plot series for stress σz [N/mm2] in loading direction for imposed displacements
u = 0.1[mm], u = 0.2[mm], u = 0.6[mm] and the different crack path tracking algorithms.
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6.1. Motivation
Brittle or quasi-brittle fracture is characterized by an abrupt collapse of the considered
material or structure. This characteristic behavior takes place when a material reaches
the limit of its strength and no plastic deformation can be observed prior to failure. This
kind of failure ranges from materials like shattered glasses or ceramics over concrete
to faults formed in the crust of the earth. It has recently drawn increasing attention in
the context of safety and reliability of concrete buildings, bridges, storage containers,
and other engineering structures subjected to high impact loading or explosion.
Many experimental results as well as comparative computations are available for brit-
tle fracture in concrete, see, e.g., GA´LVEZ et al. [68, 67] et al., GEERS et al. [76] or SAN-
CHO et al. [170, 172, 171]. Therefore, we firstly verify our finite element tool to capture
the failure behavior in this engineering material. This part is mainly based on JA¨GER et
al. [101]. We emphasize that this concrete examples could actually be computed with a
geometrically linear small strain formulation. However, these examples are tailored to
address the following aims: (i) to validate the proposed finite element tool in terms of
well-documented experimental benchmark problems, (ii) to compare the algorithmic
performance in relation to existing algorithms in the literature, and (iii) to illustrate
the choice of boundary conditions for the additional field of the chosen global tracking
problem.
Afterwards we focus on the modeling of brittle fracture in folding rocks, which obvi-
ously requires the chosen geometric non-linear formulation. Since we found no pre-
vious numerical studies of this issue, we have designed our own benchmark problem
for the modeling of brittle failure in folding rocks, compare JA¨GER et al. [99]. Thereby,
we account for multiple crack surfaces and accordingly, we again discuss the required
boundary conditions for the crack tracking field with multiple fracture simulations.
6.2. Brittle concrete fracture
The numerical treatment of tensile dominated brittle fracture of concrete has been un-
der extensive research interest in the past decade, see, e.g., GEERS et al. [76], RUIZ et
al. [168], OLIVER et al. [152], GASSER [69], FEIST & HOFSTETTER [63, 62] or SANCHO
et al. [170, 172, 171]. Here, tensile dominated failure refers to degradation phenomena
in which the tensile failure patterns can be regarded as dominant over shear failure
which, in turn, is common in metallic materials. As a first approximation to this so
called mixed mode failure, fracture parameters for the opening case (mode I) can be
used if the shear to tension ratio is moderately small. As soon as the shear stress be-
comes dominant, shear friction and aggregate interlocking can no longer be neglected.
Tensile failure of concrete involves progressive microscopic cracking, debonding and
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Figure 6.1.: Left: Geometrical dimensions [mm] and applied loading. Right: Load displacement re-
sponse F[kN] versus u[mm].
other complex irreversible processes of internal damage. The associated softening
can coalesce into a discontinuity that separates the material. To verify that the pre-
sented discrete crack concept combined with an appropriate cohesive zone model can
reflect these phenomena, we perform the following computations based on the well-
documented experimental data.
6.2.1. L-shaped Panel
The first example is an L-shaped concrete panel. The geometry and the loading con-
ditions can be found in figure 6.1 on the left. This geometry was elaborated exper-
imentally by WINKLER et al. [208, 209]. Comparative discrete failure simulations
of this benchmark problem can be found, e.g., in DUMSTORFF & MESCHKE [55], or
DUMSTORFF [54], however, their analysis is restricted to a two-dimensional setting.
Furthermore, a computation based on a damage formulation can be found in, e.g.,
HUND [96]. The domain is discretized with three different meshes. One structured
mesh with 12969 (2886 nodes) tetrahedral elements and two unstructured meshes
with 25600 (6237 nodes) and 32261 (6472 nodes) tetrahedral elements, respectively.
The chosen bulk material parameters are E = 25850[N/mm2] and ν = 0.18[-]. We
use the direct exponential traction separation formulation with G f = 0.065[N/mm]
and ft = 2.7[N/mm2]. The contact stiffness is chosen as Ec = 200000[N/mm2]. The
load is applied incrementally through displacement control, i.e., the upper left row of
nodes is displaced by u = 0.02[mm] in 40 load steps each. The corresponding load
displacement curves and the reference solution of the experimental investigation are
displayed in figure 6.1 right. For the boundary conditions of the global tracking prob-
lem we choose the mesh dependent case. That implies that we define the onset of crack
propagation in the top element of the bottom margin for the discretization with 32261
elements. We choose the boundary conditions to φ¯ = ±100, compare figure 6.2 on the
right hand side of the top. Clearly, we have to modify the boundary conditions for
the other two meshes, to ensure the same initial crack onset conditions for each of the
three cases. In detail, we fix the value of 100 on the upper side of the element and com-
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Figure 6.2.: Top: Potential crack surface and iso-surfaces for an imposed displacement of u = 0.8[mm].
Bottom: Contour plot of stress distribution σzz [N/mm2] in loading direction for imposed displacements
u = 0.2[mm] and u = 0.4[mm].
pute the lower value with regard to the known crack starting position. The solution
is truly mesh independent and in remarkably good agreement with the experimental
reference curve, compare figure 6.1. Figure 6.2 on the right hand side shows the stress
distribution plotted on the deformed configuration. The displayed analysis is based
on the discretization with 32261 linear tetrahedral elements and shows the results of
load steps 10 and 20, i.e., at an applied deformation of u = 0.2[mm] and u = 0.4[mm],
respectively. By means of the iso-lines on the outer boundary of the L-shaped panel,
figure 6.2 also shows how the crack propagates smoothly to the right edge of the speci-
men as the load is increased. Additionally, figure 6.2 displays the crack surface, or
rather the zero iso-surface, for an imposed displacement of u = 0.08[mm].
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Figure 6.3.: Left: Geometrical dimensions [mm] and applied loading. Right: Load displacement re-
sponse Fz [kN] versus uz [mm].
In summary, this example of the cracked L-shaped panel shows that the numerical
method is able to capture brittle fracture of a single crack surface in a realistic way. The
computational simulation matches the experimental findings. The results of the finer
meshes are truly mesh independent. For examples with simple geometries, such as
the L-shape, the first type of boundary conditions for the additional field proves to be
straightforward and extremely useful.
6.2.2. Anchor pull-out test
The second example treats the pull-out of a steel anchor embedded in a cylindrical con-
crete block. The geometrical dimensions of the problem with its loading and bound-
ary conditions are displayed in figure 6.3, for one quarter of the block. The geom-
etry as well as the following material parameters, E = 30000[N/mm2], ν = 0.2[-],
ft = 3[N/mm2] and G f = 0.106[N/mm] are chosen similar to those in GASSER &
HOLZAPFEL [71], AREIAS & BELYTSCHKO [4], RABCZUK et al. [161] or FEIST & HOF-
STETTER [62]. Further numerical investigations of anchor bolts as well as comparisons
with experiments can be found in, e.g. ELFGREN et al. [58], BOCCA [22] or VERVUURT
et al. [203]. Within this computation, the steel anchor is not explicitly modeled. Instead
an incremental vertical displacement of uz = 0.01[mm] is imposed in 60 load steps, un-
til the final displacement of uz = 0.6[mm] is reached. Note that for a regular mesh, the
considered problem is axis-symmetric and can as well treated with a computation es-
pecially for axis-symmetric conditions, compare, e.g., DE BORST [41] or ELFGREN et al.
[58]. Since the focus of this chapter is the investigation of our three-dimensional algo-
rithm, we explore the pull-out test in a fully three-dimensional setting. Because of the
rather complicated geometry, we apply the second category of defined boundary con-
ditions. Accordingly, we pre-define the initial boundary conditions for the entire area
which is in contact with the surface of the steel disc. In detail, we set the nodal values
of the upper edge of this part to φ¯ = 20 whereas the nodal values of the bottom are
set to φ¯ = −30. Additionally, we compute all nodal values of the intermediate nodes
keeping in mind the favored crack onset. Hence, we can ensure that the crack onset and
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Figure 6.4.: Top: Potential crack surface and iso-surfaces for an imposed displacement of u = 0.6[mm].
Bottom: Contour plot of stress distribution σzz [N/mm2] in loading direction for imposed displacements
u = 0.25[mm] and u = 0.6[mm].
the boundary conditions are equal for various different meshes. To explore the mesh
independency of our algorithm, we use two unstructured meshes containing of 14281
(3175 nodes) and 44976( 9486 nodes) elements, respectively. The corresponding load
displacement curves are shown in figure 6.3, where the two computations are com-
pared with the results from the literature, see GASSER & HOLZAPFEL [71]. Note that
the load displacement curves are only displayed until a displacement of u = 0.4[mm],
for the sake of comparison. The reaction force is linear until the maxim load is reached.
Afterwards, we observe a short decrease of the load for both meshes until a re-increase
can be noticed for the finer mesh. This occurs since the crack starts from the onset at
the steel disc and propagates further to the inside edge of the counterpressure ring,
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Figure 6.5.: Left: Geometrical dimensions [mm] and applied loading. Right: Load displacement re-
sponse Ft [kN] versus δt [mm].
compare figure 6.4, where the iso-lines and the detailed zero iso-surface are depicted.
Then, because of the tensile failure criterion, the maximal reaction force is observed
prior the crack runs below the counterpressure ring. This means that mentioned re-
increase occurs due to the fact that the failure behavior switches from tensile/shear
to compression/shear behavior which cannot yet be captured with the presented nu-
merical framework. It is obvious that the first mesh is too coarse to capture the failure
behavior precisely: The peak load is over-estimated and accordingly, the re-increasing
of the load occurs later. The reaction force of the finer mesh, however, shows the same
linear slope as in the comparison literature and the load exhibits the characteristic re-
increase reported in GASSER & HOLZAPFEL [71]. Finally, figure 6.4 also shows the
stress distribution plotted on the deformed configuration. The displayed analysis is
based on the discretization with 44976 linear tetrahedral elements and shows the re-
sults of load steps 25 and 60, i.e., at an applied deformation of u = 0.25[mm] and
u = 0.6[mm], respectively.
In summary this example of the pull-out test documents that the proposed algorithmic
tool set is able to capture brittle failure in more complex geometries. The results of
the simulation agree nicely with the results documented in the literature. For complex
geometries such as the pull-out test, however, the second type of boundary conditions
seems to be the appropriate choice to capture the documented failure behavior appro-
priately.
6.2.3. Nooru-Mohamed test
The third example is a tension-shear test which has been performed experimentally
by NOORU-MOHAMED [143]. From the documented experiments we choose the speci-
men with size 200x200x50[mm] and loading protocol 4b as illustrated in figure 6.5. In
this test, a double notched specimen is first loaded by a shear force Fs = 10[kN] on the
upper left frame b, whereas frame a is fixed in loading direction. The applied shear
force leads to a relative shear displacement δs. Afterwards, the specimen is loaded by
an imposed tensile displacement ut on the upper left frame while keeping the shear
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force constant at Fs = 10[kN]. The imposed tensile displacement induces a tensile
load Ft whereas, for the results, this tensile load is plotted versus the depicted rela-
tive displacement δt, see again figure 6.5. It is obvious that keeping the shear load
constant leads to a further increase in shear displacement during tensile loading. Due
to this loading protocol, the principal stresses rotate during loading and result in two
curvilinear cracks starting from the opposite notches. This example is thus an excel-
lent test platform for our algorithm to simulate more than one crack. For the pre-
sented simulations we use two unstructured meshes consisting of 14681 (3101 nodes)
and 35176 (7007 nodes) elements, respectively. The material parameters are chosen
as E = 30.000[N/mm2], ν = 0.2[-], ft = 3[N/mm2] and G f = 0.11[N/mm], simi-
lar to those in NOORU-MOHAMED [143] and MESCHKE & DUMSTORFF [130]. Again,
we use the direct exponential traction formulation in opening direction and the contact
stiffness is chosen to Ec = 200000[N/mm2]. Further comparative discrete failure simu-
lations of this benchmark problem can be found, e.g., in MANZOLI et al. [116], OLIVER
et al. [152], GASSER & HOLZAPFEL [72] or FEIST & HOFSTETTER [61]. We emphasize
that to ensure the mentioned loading protocol we couple the degrees of freedom in
the shear direction to apply the constant shear force. Then we use 320 displacement
controlled load steps of ut = 0.001[mm].
This example is well suited to demonstrate the importance of boundary conditions
for the crack tracking problem in the context of defining symmetric initial conditions.
Obviously, if we want to achieve a symmetric solution for the crack tracking problem
and for the mechanical problem, we have to begin with a symmetric setup. Accord-
ingly, the mesh dependent boundary conditions previously used in the literature are
not useful. We thus choose to apply the initial boundary conditions on the geome-
try. In detail, we pre-define the particular areas of the notches starting with φ¯ = −50
on the outside and ending with φ¯ = 5 on the inner side of the particular area intro-
ducing symmetric initial boundary conditions as displayed in figure 6.6 on the right
hand side of the top. The onset of crack propagation occurs on the notches as imposed.
Thereby, the cracks will propagate under 45◦ as long as the shear load is applied. Af-
terwards, with increasing tensile loading, the cracks rotate, compare again figure 6.6,
in which both the iso-lines and the zero-iso-surface are displayed. The crack path is in
remarkably good qualitative agreement with the crack pattern of the experiments, see
NOORU-MOHAMED [143]. The reaction force is mesh independent but the peak load
is slightly overestimated compared to the experiment. However, this is also the case
for the comparison numerical analyses of MESCHKE & DUMSTORFF in two dimensions
and GASSER & HOLZAPFEL in three dimensions, whereas the latter simulation is in
closest agreement with the experiments. The over-estimation of the peak can be ex-
plained by the following considerations: First, the fracture energy G f = 0.11[N/m] is
not experimentally determined in the original work of NOORU-MOHAMED [143]. Its
value is only estimated for the numerical simulations in the corresponding literature.
We therefore assume that the fracture energy could be overestimated itself. Second,
the used exponential cohesive model could have over-estimated the peak load because
only tractions normal to the interface are considered. This is a first approach reasonable
for tensile-dominated failure. For the present mixed-mode example, which is domi-
nated by shear failure, especially at the onset of cracking, we should also account for
111
6. Representative numerical examples
Figure 6.6.: Top: Potential crack surface and iso-surfaces for an imposed displacement of ut =
0.28[mm] (δt = 0.0922[mm]). Bottom: Contour plot of stress distribution σ11 [N/mm2] for imposed dis-
placements ut = 0.025[mm] (δt = 0.0247[mm]) and ut = 0.28[mm] (δt = 0.0922[mm]).
tangential tractions. Third, we have used relatively uniform meshes without mesh re-
finement at the notches. Finally, figure 6.6 shows the principal stress distribution of
the deformed configuration. The displayed analysis is based on the discretization with
35176 elements and shows the results of imposed displacements of ut = 0.025[mm]
(δt = 0.0247[mm]) and ut = 0.28[mm] (δt = 0.0922[mm]), whereby the displacement
is scaled with factor 25.
In summary, the simulation of the NOORU-MOHAMED test demonstrates the potential
of the proposed tool set to model multiple curved cracks. The results of the computa-
tional simulation agree qualitatively and quantitatively with experimental findings as
well as with computational results achieved with alternative simulation tools.
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Figure 6.7.: Left: Geometrical dimensions [mm] and applied loading. Right: Load displacement re-
sponse F[kN] versus opening displacement cmod[mm].
6.2.4. Brokenshire test
The next examples is a torsion fracture test, taken from the experimental work of BRO-
KENSHIRE [26]. We chose the notched prismatic specimen with geometric dimensions
450x100x100[mm] under torsion loading, compare figure 6.7. This example is espe-
cially chosen since it exhibits a crack surface which cannot be simplified for a modeling
into two dimensions. In addition, this example is used to demonstrate the functional-
ity of the rational traction separation relation to accurately capture softening behav-
ior in brittle materials. We emphasize that we have performed a lot of computations
with different discretizations until we end up with a mesh which is suitable to cap-
ture the emerging crack surface and, additionally, is comparative to the experimental
pattern and provide a mesh independent response. The final mesh consists of 26868
tetrahedral elements containing of (5964 nodes). Thereby, we have applied a mesh
resolution in the middle of the specimen to capture the emerging crack surface more
accurately. The material parameters are chosen as E = 34.900[N/mm2], ν = 0.2[-],
ft = 2.3[N/mm2] and G f = 0.08[N/mm], similar to those in the comparative analysis
of GASSER & HOLZAPFEL [72], JEFFERSON et al. [103] or GU¨RSES [82]. The contact
stiffness is chosen to Ec = 203.000[N/mm2]. We perform one computation with the
exponential traction separation law and four computations m = {3, 20, 7, 5} with the
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Figure 6.8.: Top: Potential crack surface and iso-surfaces for an imposed displacement u = 0.25[mm]
(cmod = 0.0211[mm]). Bottom: Contour plot of stress distribution σ11 [N/mm2] for imposed displace-
ments u = 0.25[mm] (cmod = 0.0211[mm]) and u = 0.5[mm] (cmod = 0.0682[mm]).
direct rational formulation, see figure 6.7. The boundary conditions for the additional
field are applied directly on the notch to φ¯ = ±10, see figure 6.8. This means that we
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chose mesh dependent boundary conditions. For the applied DIRICHLET boundary
conditions, we assume the steel loading construction to be rigid. By further assuming
an imposed angle of rotation with respect to the center of rotation, we can compute
the corresponding imposed displacements for the boundary of the left end-place of the
specimen. Then, with ensuring the determinateness of the structure through restrict-
ing the imposed displacements to the end-planes of the specimen, we can straightfor-
wardly compute the corresponding load F. The load F is then depicted with respect
to the crack mouth opening displacement cmod, i.e. the relative displacements normal
to the notch. Figure 6.7 further shows this load-cmod relation compared with the com-
parative computations and the experimental data. The reaction force computed with
the exponential traction separation relation is in relatively good agreement with the
experimental data with a kind of accuracy similar to the foregoing concrete examples.
In detail, the peak-load is slightly overestimated and the corresponding softening be-
havior differs until an opening displacement cmod = 0.22 is reached. In contrast the
rational traction separation allows for capturing the softening behavior more detailed
with only a few iterations for the numerical parameter m. Finally, figure 6.8 shows the
corresponding failure surface and two snapshots of the principal stress distribution of
the deformed configuration. One can see that the failure surface is in excellent agree-
ment with the experimental failure pattern.
In summary, the simulation of the BROKENSHIRE test demonstrates nicely the capacity
of the presented algorithm to capture complicated curved crack surfaces with appro-
priate engineering accuracy. Furthermore, the ability of the rational traction separation
to capture softening behavior in a detailed fashion is illustrated.
6.2.5. Validation
We have illustrated the computational capacity of the presented modular algorithmic
tool for modeling brittle fracture in concrete. The results are in relatively good agree-
ment with either the experimental data or the results form the related literature, es-
pecially with the use of the rational traction separation formulation. In summary, the
examples have demonstrated that our novel finite element tool is able to characterize
the formation of arbitrarily shaped failure surfaces in engineering applications. Based
on the validation of chapter 5 we have decided to focus on the global tracking problem
for the computation of the failure surfaces. Since this approach is relatively novel, it
still faces a number of difficulties which we have also tried to address by means of the
presented examples. Similar to most multifield problems which are not directly linked
to first principles, the formulation of boundary conditions for the additional field re-
quires a closer look. Therefore, according to our classification of boundary conditions
in subsection 5.3.5, the examples clarify the advantage of using either mesh dependent
or geometry based boundary conditions in case of one or two arising crack surfaces.
The remaining case of multiple crack propagation will be discussed in the following
section.
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Figure 6.9.: Folded sandstone layers embedded in shale, south-west Portugal. Wedge-shaped dila-
tional fractures filled with quartz are visible at the outer part of the fold hinge. Pictures by S.M. SCHMAL-
HOLZ taken from JA¨GER et al. [99].
6.3. Brittle fracture during folding of rocks
Folds are very common structures in nature and occur on many scales, from millime-
ter to hundreds of kilometers, see, e.g., BIOT [21], TURCOTTE & SCHUBERT [198] or
SCHMALHOLZ et al. [175]. The folds discussed in this section are the result of fold-
ing, or buckling, which is a mechanical instability that arises during the layer-parallel
compression of mechanically strong layers or plates, see, e.g., BIOT [21]. Rock units can
also be bent without buckling which is sometimes termed forced folding, see, e.g. COS-
GROVE & AMEEN [38]. However, this mechanism is not discussed within this study.
Especially folded rocks of the upper crust, such as sandstones and limestones, often ex-
hibit fractures and fracture sets with specific orientations relative to the fold geometry,
see figure 6.9. The temporal and spatial relationship between folding and fracturing
is of great importance for geologists because studying the fold-fracture relationships
improves the understanding of their formation mechanism and allows predicting frac-
ture orientations and fracture densities in natural folded rocks, compare, e.g., CLOOS
[36], HANCOCK [84] or BERGBAUER & POLLARD [20]. These predictions are particu-
larly important for industrial applications such as groundwater and hydrocarbon flow
because fractures control the permeability of rock units, see, e.g., MCQUILLAN [119] or
BERGBAUER & POLLARD [20]. Usually, there are several fracture sets with different ori-
entations around folded upper crustal rocks and it is often difficult to determine which
fracture sets are related to the folding and which are not. Therefore, a main question
for field geologists studying fold-fracture relationships is to determine if the fractures
in the folded rocks have formed before, during or after folding. Fractures that formed
before folding are not related to the characteristic stress field caused by folding but
may have introduced some anisotropy in the folded rocks, see, e.g., MCQUILLAN [119]
or BERGBAUER & POLLARD [20]. Fractures that formed after folding during for exam-
ple the uplift and exhumation of the folded rocks may have orientations completely
unrelated to the stress field during folding. However, fractures that formed during
folding are expected to show orientations that are related to the stress field caused by
116
6.3. Brittle fracture during folding of rocks
folding. The fracture orientations that form during folding can be predicted for simple
folding scenarios, see, e.g., PRICE & COSGROVE [158]. For example, the two most com-
mon dilational fracture sets related to folding are expected to be both perpendicular to
the bedding but either parallel or orthogonal to the fold axes, see, e.g., PRICE & COS-
GROVE [158] or compare figure 6.9. This means that there are two fundamental types
of fractures: dilational fractures (also termed extension fractures or joints) and shear
fractures (also termed faults). Both fracture types can be generated during folding.
Within this section, the development of fractures during folding of an elastic plate is
numerically simulated in three dimensions. As mentioned before, no previous nu-
merical studies exist for this problem. Accordingly, a relatively simple model setup
is chosen here based on the following simplifications: (i) the folded plate is free and
not embedded in a mechanically weaker medium, (ii) the rheology is purely elastic,
(iii) the plate is initially homogeneous and isotropic and no initial fractures exist, and
(iv) only dilational fractures are considered using the elaborated Rankine criterion for
brittle materials.
Although the fold-fracture relationship is important for geologists, there are no numer-
ical models that satisfactorily simulate simultaneous fractures during folding of elastic
rocks. One reason presumably is that while folding of an elastic plate is relatively easy
to model numerically, fracturing is not.
The main aims of this study are therefore: i) to use the presented finite element tool to
simulate the simultaneous processes of fracturing and folding in a self consistent way,
(ii) to quantify the temporal evolution of dilational fractures during folding, (iii) to
quantify the spatial orientation of fractures during folding, (iv) to quantify the impact
of layer-parallel shearing, or rather wrenching, on the temporal and spatial formation
of fractures, (v) to quantify the impact of fractures on the fold amplification, and (vi)
to present a first numerical study for folding controlled fracturing which can be elabo-
rated for more sophisticated practical geological applications in the future.
6.3.1. Model for simultaneous fracturing and folding
All numerical simulations in this manuscript are based on the unified benchmark prob-
lem of a single plate with dimensions L = 10[m], B = 5[m] and H = 1[m]. To
trigger a geometric instability, we initialize the plate with a sinusoidal deformation
uinitz = uinit sin( pi X/L ) where uinit = 0.1[m] as illustrated in figure 6.10. We discretize
the folding plate with 39360 elements introducing a total number of 23814 degrees of
freedom.
In geodynamic modeling, the folding plate is typically embedded in a weaker medium.
For simplicity, however, we assume that the plate is free to move in the thickness direc-
tion. This is a valid end-member case if the folding rock layer is mechanically signifi-
cantly stronger than the embedding rocks. On the lower left and right edge, however,
the plate is supported vertically. We thus apply homogeneous Dirichlet boundary con-
ditions uz = 0 in thickness direction as indicated in figure 6.10. Plate folding is initiated
through displacement driven in-plane compression and superposed shear on the en-
tire left and right side of the plate. To elaborate the impact of layer-parallel shearing
on the temporal and spatial formation of fractures, we define seven individual load
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Figure 6.10.: Benchmark problem of single-layered folding plate - Geometry and spatial dimensions.
cases. Each load case is characterized through the same amount of in-plane compres-
sion ux = ± 0.01[m] while the in-plane shear uy is varied systematically. Table 6.1
summarizes load cases I to VII classified in terms of the shear-to-compression ratio
uy : ux.
load case I II III IV V VI VII
in-plane compression ux 0.01 0.01 0.01 0.01 0.01 0.01 0.01
in-plane shear uy 0 0.0025 0.005 0.01 0.02 0.03 0.04
shear : compression ratio uy : ux 0 1/4 1/2 1 2 3 4
Table 6.1.: Definition of load cases I to VII in terms of the shear-to-compression ratio uy : ux.
Since we allow multiple cracking, we choose root elements for the failure surface ini-
tialization, compare section 5.3.5. However, to avoid a dependence of the number of
emerging cracks on the discretization, i.e., on the number of finite elements, we intro-
duce root elements at predefined locations. These root elements are activated as soon
as the Rankine criterion is violated locally. We introduce potential crack root elements
on the top of the plate (Z = H) in the middle element (Y = L/4) of every other row
(X =const). By doing so, we allow multiple crack propagation on the one hand and
ensure continuity of the potential crack paths on the other hand. For the sake of com-
pleteness, we choose to apply Dirichlet initial boundary conditions of φ¯ = ±100 at the
upper left and upper right edge to be able to solve the crack tracking problem, compare
also figure 6.12 on the left. Initially, the plate rheology is purely elastic, it is homoge-
neous and no initial fracture exists. For the elastic material parameters of the plate,
we choose λ = 2 · 1010[Pa] and µ = 2 · 1010[Pa], corresponding to Young’s modulus
E = 5 · 1010[Pa] and Poisson’s ratio to ν = 0.25. These are suitable parameters to de-
scribe sandstone or limestone, see, e.g. [198]. For the rupture stress we assume a value
of ft = 0.25 · 1010[Pa]. The interface contact stiffness is chosen to Ec = 5 · 1010[Pa]. This
particular choice of the interface stiffness had been found reasonable during various
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Figure 6.11.: Chronological order of the emerging cracks displayed for their potential crack surfaces.
different case studies of this folding problem.
Remark 6.3.1 (Fracture energy and cohesive resistance) Since we have no experimen-
tal observations on the fracture energy of rocks, we refrain from using a cohesive traction sepa-
ration law. At a first glance this is unusual since this obviously provides unbounded crack tip
stresses with mesh refinement. However for this example this is a suitable assumption for a first
feasibility study due to the following facts: i) The root elements are bulk elements without any
notch or predefined crack. Accordingly the stresses which leads to the root element activation
are bounded bulk stresses. ii) We will see later that the different emerging cracks will stop until
the upper part of the plate exhibits compression stresses. Usually, with mesh resolution at the
corresponding crack tip, we ever observe a small tensile dominated stress zone which further
influences the considered crack to propagate. That means, if we chose the element size small
enough to account for the real transition between tensile and compression, we obviously have
to account the cohesive tractions. Otherwise the crack is unable to stop because of the occurring
crack tip singularity. However, our finite element tool is restricted to the number of degrees
of freedom describing the presented mesh of the plate. Therefore we can refrain from using a
cohesive traction separation law since as a first basic computation which further accelerates the
complete simulation remarkably.
6.3.2. Temporal evolution of dilatational fractures during folding
To elaborate aim (ii), we observe the temporal sequence of emerging cracks during a
computation cycle. We identify a total of seven emerging cracks for load cases I to V,
and nine cracks for load cases VI and VII. The chronological order of emerging cracks
is illustrated in figure 6.11. The analyzed crack initiation sequence corresponds to an
imposed maximum in-plane compression displacement of ux = ±0.7[m] on each side.
Surprisingly, the temporal order of emerging cracks is identical in all seven load cases.
Table 6.2 summarizes the amount of compression ux at crack initiation for each of the
seven cracks based on the numbers introduced in figure 6.11. Obviously, the com-
pression deformation intervals ux between the emerging cracks decrease with increas-
ing shear deformation uy. As the shear-to-compression ratio increases, we observe a
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load case I II III IV V VI VII
shear : compression ratio 0 1/4 1/2 1 2 3 4
ux @ crack 1 0.28 0.28 0.28 0.27 0.25 0.23 0.22
ux @ crack 2 0.29 0.29 0.29 0.28 0.26 0.24 0.22
ux @ crack 3 0.30 0.30 0.29 0.29 0.27 0.24 0.22
ux @ crack 4 0.33 0.33 0.33 0.33 0.29 0.26 0.22
ux @ crack 5 0.35 0.35 0.34 0.33 0.30 0.26 0.23
ux @ crack 6 0.53 0.53 0.54 0.49 0.38 0.29 0.26
ux @ crack 7 0.59 0.58 0.57 0.51 0.38 0.29 0.26
Table 6.2.: Imposed compression displacement ux [m] at crack initiation for all seven cracks 1 to 7 and
all load cases I to VII.
smooth transition from plain tensile failure in load case I to a shear dominated failure
in load case VII. For the plain compression case I, we observe the first crack initiation
in the tensile zone right in the middle of the upper plate surface, see crack number 1
in figure 6.11. After this crack initiation, the stress state is partially relaxed and the
maximum tensile stress gradually moves from the center to the left and to the right.
Next, a set of cracks, numbered 2 and 3 in figure 6.11, is initiated left and right to the
first crack. Theoretically, these two cracks should emerge simultaneously because of
the symmetric geometry of the problem setup. Due to our particular structured tri-
angular discretization, however, the mesh is biased such that crack 2 on the right is
initiated slightly before crack 3 on the left. Crack sets 4 and 5 and then sets 6 and 7
evolve in a similar way. If now, shear is applied in addition to compression, the load
increment between the onsets of cracking decreases remarkably. In the extreme case
VII with a shear-to-compression ratio of uy : ux = 4, all seven cracks emerge almost
simultaneously. This example nicely illustrates the remarkable influence of the shear-
to-compression ratio, or rather of the stress state in the plate, on the dominant failure
mechanism and thus on the chronological evolution of failure surfaces. In addition to
load case I II III IV V VI VII
shear-to-compression ratio 0 1/4 1/2 1 2 3 4
Xorig @ crack 1 5.00 5.00 4.99 5.00 5.00 4.99 5.01
Xorig @ crack 2 5.52 5.51 5.51 5.51 5.50 5.48 5.49
Xorig @ crack 3 4.49 4.49 4.49 4.49 4.49 4.50 4.53
Xorig @ crack 4 6.04 6.04 6.03 6.03 6.00 6.00 5.98
Xorig @ crack 5 3.96 3.96 3.97 3.98 3.99 4.00 4.06
Xorig @ crack 6 6.58 6.58 6.58 6.56 6.51 6.49 6.45
Xorig @ crack 7 3.41 3.41 3.41 3.42 3.47 3.51 3.58
Xorigmax − Xorigmin 3.17 3.17 3.17 3.14 3.04 2.98 2.88
Table 6.3.: Crack origin positions Xorig [m] at crack initialization for all seven cracks 1 to 7 and all load
cases I to VII.
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Figure 6.12.: Crack tracking problem: Iso-surfaces representing potential crack directions. Left: Load
case I for entire range of φ¯ values with Dirichlet boundary conditions φ¯ = ±100 on left and right bound-
ary. Right: Representation of root φ iso-surfaces corresponding to cracks 1 to 7.
the temporal sequence of emerging cracks, it is interesting to analyze the spatial origin
xorig of the emerging cracks. Recall that we prescribe the potential location of the crack
root, however, we do not know where exactly the crack will emerge. The final location
of all crack origins is a quantitative measure for the plate failure in the form of damage.
Table 6.3 displays the widths of the damaged zone Xorigmax−Xorigmin for all seven load cases,
which, for our particular problem, is equal to the distance between the origin of crack
6 and 7. Here, we have defined the X-width of the projection of the cracked area onto
the original X, Y-plane in the reference configuration as a qualitative measure for the
damaged area. For load case I it takes a maximum width of 3.17[m] decreasing to a
damage zone width of 2.88[m] for load case VII.
6.3.3. Spatial orientation of fractures during folding
Next we address point (iii), i.e., the spatial orientation of the failure surfaces during
folding. At first we can use the potential crack iso-surfaces visible at the outer bound-
ary as illustrated in figure 6.12 for load case I. The cracks clearly trace the direction
perpendicular to the principal Cauchy stress as determined through the Rankine crite-
rion. For the displayed plain compression case, discrete failure surfaces are introduced
element-wise in the direction orthogonal to the maximum principle stress direction,
i.e., perpendicular to the compression axis.
6.3.4. Impact of layer-parallel shearing on formation of fractures
In addition to the qualitative iso-surfaces of the previous subsection, we quantify frac-
ture in terms of the crack deviation angle for the emerging cracks. This angle is mea-
sured in reference to our fixed coordinate system and thereby address question iv), i.e.,
the impact of layer-parallel shearing on the temporal and spatial formation of fracture.
In detail, we use the two endpoints of each emerging crack to compute its actual length
and its orientation with respect to the fixed Y-axis, see figure 6.13. The measured an-
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Figure 6.13.: Measurement of the crack deviation angle α.
load case I II III VI V VI VII
shear : compression ratio 0 1/4 1/2 1 2 3 4
α @ crack 1 0.0 1.6 3.4 5.2 8.5 11.6 51.7
α @ crack 2 0.0 1.7 3.2 4.0 8.0 11.5 51.4
α @ crack 3 0.0 0.4 2.2 4.1 8.0 11.4 50.8
α @ crack 4 0.0 1.6 2.4 5.2 8.8 16.5 63.9
α @ crack 5 0.0 1.5 2.1 4.1 8.9 13.8 50.4
α @ crack 6 0.0 2.7 4.5 8.8 16.3 26.1 54.2
α @ crack 7 0.0 3.6 5.5 8.6 12.4 20.8 49.6
averageα 0.0 1.9 3.3 5.7 10.1 15.9 53.1
Table 6.4.: Crack deviation angle α [◦] for for all seven cracks 1 to 7 and all load cases I to VII.
gles are summarized in table 6.4. For load case I, i.e., the case of pure compression, the
crack deviation angle with respect to the Y-axis is zero. The principal stress is parallel
to the X-axis and the crack is oriented perpendicular to the loading axis. As the shear-
to-compression ratio is increased from uy : ux = 0 to 4, the average crack deviation
angleα increases gradually. To clarify the influence of imposed shear displacement on
the spatial formation of fracture, we display this relation for each of the cracks I to VII
and for the average crack deviation angle α in figure 6.14. Remarkably, the average
crack deviation angle increases linearly fromα = 0.0o for load case I of plain compres-
sion to α = 15.9o for load case VI at a shear-to-compression ratio of uy : ux = 3. For
higher shear-to-compression ratios, however, the crack deviation angle increases non-
linearly. At a shear-to-compression ratio of uy : ux = 4, the average crack deviation
angle is measured to α = 53.1o. At crack initiation, tensile stresses dominate the fail-
ure mode for the first six load cases. For load case I, failure occurs under pure tension
while for load cases II to VI, shear stresses are superposed in addition. For load case
VII, however, shear stresses clearly dominate the failure mechanism. It is interesting
that the relation between the crack deviation angle and the shear-to-compression ratio
is linear, as long as the dominant deformation mode during crack formation is folding
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Figure 6.14.: Crack deviation angle α [◦] vs shear-to-compression ratio. Top: For all seven cracks 1 to 7
for all load cases I to VII. Bottom: Average crack deviation angle for all load cases I to VII.
due to the compression.
6.3.5. Impact of fractures on fold amplification
According to our list of aims, we finally address item (v) and quantify the impact of
fractures on fold amplification. To illustrate the evolution and development of folding,
figure 6.15 displays a typical time sequence of folding for load case I of pure compres-
sion. For this load scenario, all cracks form perpendicular to the loading direction.
Clearly, the Cauchy stress and the amplification, i.e., the maximum out-of-plane defor-
mation, increase upon increased compression. In addition, figure 6.16 shows a snap-
shot for load cases II to VII for the stage at which all seven cracks have developed, com-
pare table 6.2. On the one hand figure 6.16 nicely illustrates the crack deviation angles
for the different load cases. On the other hand it clearly displays that the amplification
decreases with increasing shear-to-compression ratio. The depicted folding patterns
provide a clear explanation of the decrease in amplification. For plain compression in
load case I, the plate buckles in one direction and one single fold forms as triggered
by the initial sinusoidal deformation. For increased shear-to-compression ratios, how-
ever, the fold tends to rotate away from the compression axis. For the final load cases
VII at a shear-to-compression ratio of uy : ux = 4, the formation of two smaller folds
123
6. Representative numerical examples
Figure 6.15.: Normal component of Cauchy stressσxx [Pa] in direction of compression displayed for load
case I at different load stages ux [m].
can be observed. These, of course, are smaller in amplification than the single fold in
the previous load cases. The multifold buckling of load case VII is an extremely com-
plex failure phenomenon the simulation of which is computationally challenging. For
this load case, maximum tensile stresses are not only restricted to the top of the plate
and potential crack root elements should also be introduced on the plate bottom. It is
thus not surprising that for load case VII, the algorithm fails to capture a further load
increase.
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Figure 6.16.: Cauchy stressσ11 [Pa] displayed for load cases II to VII at final load stage ux [m] with seven
cracks.
To further quantify the amplification, we analyze the amplification compression rela-
tion for all seven load cases I to VII. To this end, we plot the maximum out of plane dis-
placement uz[m] at the top center point of the plate versus the prescribed compressive
displacement ux[m] in figure 6.17, top. For all seven load cases, the amplification uz in-
creases linearly with increasing prescribed compression ux until a critical compression
of ux = 0.1[m]. Above this critical compression, the amplification-compression behav-
ior becomes non-linear and differs significantly for the different load cases. For the
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Figure 6.17.: Top: Amplification compression relation uz [m] vs ux [m]. Bottom left: Compressive force
displacement relation Fx [MN] vs ux [m]. Bottom right: Compressive force amplification relation Force
Fx [MN] vs uz [m].
sake of comparison, we compute a purely elastic plate without allowing for fracture to
quantify the overall influence of failure. Intuitively, one would expect this undamaged
plate to display the smallest amplification. Surprisingly, load cases V and VII, however,
show a smaller amplification than the elastic reference case. For the load cases V-VII
with a shear-to-compression ratio larger than one, we observe a rotation of the plate’s
cross section. This rotation is associated with an increase of bending resistance in the
out-of-plane direction, despite emerging fracture. In addition, load case VII is associ-
ated with the transition to a multiple buckling mode which is initiated at an imposed
compression of 0.27m. This folding mode transition associated with the corresponding
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computational difficulties is the reason why we have limited our analysis to a maxi-
mum shear-to-compression ratio of uy : ux = 4.
Figure 6.17, gives further insight into the different folding modes associated with the
seven load cases. We illustrate the compressive force Fx[MN] versus the compressive
displacement ux[m] in figure 6.17, center, and the compressive force Fx[MN] versus
the amplification uz[m] in figure 6.17, bottom, respectively. As expected, the undam-
aged elastic plate of the reference solution shows the highest load carry capacity and
its load-displacement relation is monotonically increasing. All plates with emerging
fracture show a decreasing load after the limit load is reached. This limit load, how-
ever, crucially depends on the shear-to-compression ratio. In accordance with figure
6.16, load cases I, II and III with a shear-to-compression ratio below one display an al-
most identical compression dominated single fold buckling. Accordingly, their force-
compression and force-amplification curves are nearly identical. With an increasing
shear-to-compression ratio, the overall response becomes more brittle. Remarkably,
the limit load under load case VII with a shear-to-compression ratio of uy : ux = 4 is
about 20% smaller than the limit load for the plain compression case with uy : ux = 0.
Subjected to load case VII, the plate shows a pronounced drop in load-carrying capac-
ity after the limit load is reached. This drastic loss of load-carrying capacity associated
with the complex multifold failure mechanism could possibly explain the failure of the
suggested computational algorithm at even larger shear-compression ratios.
6.3.6. Validation
For the first time, we have presented a computational analysis for the simulation of
folding-induced fracturing of geological rock layers in a self consistent way. To elabo-
rate the features of the suggested algorithm, we have defined a unique three
-dimensional model problem of plate folding (or plate buckling). With this model
setup, we analyze brittle tensile failure governed by the traditional principle stress
based Rankine criterion. In contrast to classical model problems for quasi-brittle mate-
rials such as concrete or rock, loading is not applied in the form of tension or bending.
Here, we apply a pure displacement driven layer-parallel compression and superpose
a gradually varying amount of in-plane shear to systematically study the influence of
the stress state on the failure mode. For our particular model problem, brittle failure in
the tensile regime of the plate is a mere result of folding or rather buckling, a geometric
instability that requires a kinematically exact characterization of large deformations.
The two most common fracture sets related to folding are both perpendicular to the
bedding but either parallel or orthogonal to the fold axes, see, e.g., PRICE & COSGROVE
[158]. Since both of these fractures open orthogonally to the least principle stress direc-
tion, they cannot form simultaneously. In this study only fractures with an orientation
sub-parallel to the fold axes emerge. Branching and intersecting cracks are not con-
sidered within the present framework. For the present finite element based fracture
algorithm, the failure mode is primarily controlled by the principle stress based Rank-
ine failure criterion, the choice of boundary conditions and the magnitude of the failure
stress.
In the present study, the elastic plate is free to buckle and not embedded in a mechan-
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ically weaker medium. An embedding medium changes the stress magnitude and
distribution within the folding layer and may therefore influence the mode of fractur-
ing. However, most probably, the first order results provided by this study will not
change dramatically due to an embedding medium.
A component of layer-parallel shearing, or wrenching, results in a systematic variation
of the fracture orientation. The results show that above a certain shear-to-compression
ratio, shear fractures originate first and not dilational fractures. This shear dominant
regime is governed by multiple folding and high crack deviation angles. Below the
critical shear-to-compression ratio, however, the crack deviation angle varies linearly
with the shear-to-compression ratio. Within this linear regime, the crack deviation an-
gle, i.e., the deviation in orientation of dilational fractures from the fold axis, may be
used in the field to estimate the action and magnitude of wrenching during folding.
The fracturing during folding changes the effective mechanical properties of the plate,
in particular the plate becomes weaker at the outer hinge area and the flexural rigidity
becomes smaller at the fold hinge. This weakening would cause an increased amplifi-
cation for layer-parallel shortening under a constant compression force.
Within this thesis, we suggest a non-linear coupled finite element based algorithm to
simulate brittle fracture in folding rocks. An alternative method to study simultane-
ous folding and fracturing is the discrete element method, see, e.g., HARDY & FINCH
[88]. Here the folding rock is assumed to consist of multiple particles ab initio. To
simulate discrete element based folding and fracturing with an acceptable numerical
resolution, however, requires a significantly higher computational effort than using fi-
nite elements. Another drawback of discrete element methods is that most established
failure criteria based on laboratory rock deformation experiments such as the Rank-
ine criterion are expressed in terms of stress tensor components. These are difficult to
define within the discrete element method. Accordingly, the suggested finite element
algorithm is believed to provide a stable, robust, efficient and powerful analysis tool
to study the complex failure phenomena in brittle fracture and folding. The proposed
framework can be used to generate individual tables of crack deviation angles versus
shear-to-compression ratios for various types of rocks. These tables can potentially be
applied in the field to improve the understanding of the evolution and structural de-
velopment of complex failure patterns in natural rocks. Since these fractures severely
influence the permeability of geological structures, this understanding is of crucial im-
portance for industrial applications such as groundwater and hydrocarbon flow.
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7.1. Summary
Within this thesis we present a novel approach towards the modeling of strong discon-
tinuities in a three dimensional finite element framework for large deformations. This
novel finite element framework is modularly constructed containing three essential
parts: (i) the bulk problem, ii) the cohesive interface problem and iii) the crack tracking
problem.
Within this modular design, chapter 2 (Continuous solid mechanics) treats the behavior
of the bulk problem (i). It includes the overall description of the continuous kine-
matics, the required balance equations, the constitutive setting and the finite element
formulation with its corresponding discretization and required solution strategy for
the emerging highly non-linear equations.
Subsequently, we discuss the modeling of strong discontinuities within finite element
discretization schemes in chapter 3 (Discontinuous solid mechanics). Starting with an ex-
tension of the continuous kinematics to the discontinuous situation, we discuss the
phantom-node discretization scheme based on the works of HANSBO & HANSBO.
Thereby, in addition to a comparison with the extended finite element method (XFEM),
importance is attached to the technical details for the adaptive introduction of the re-
quired discontinuous elements: The splitting of finite elements, the numerical integra-
tion, the visualization and the formulation of geometrical correct crack tip elements.
In chapter 4 (The cohesive crack concept), we consider the treatment of cohesive process
zones and the associated treatment of cohesive tractions. By applying this approach
we are able to merge all irreversible, crack propagation accompanying, failure mecha-
nisms into an arbitrary traction separation relation. Additionally, this concept ensures
bounded crack tip stresses and allows the use of stress-based failure criteria for the
determination of crack growth. In summary, the use of the discontinuous elements in
conjunction with cohesive traction separation allows the mesh-independent computa-
tion of crack propagation along pre-defined crack paths. Therefore, this combination
is defined as the interface problem (ii) and represents the next building block in the
modular design of this thesis.
The description and the computation of the evolving crack surface, based on the ac-
tual status of a considered specimen is the key issue of chapter 5 (Crack path tracking
strategies). In contrast to the two-dimensional case, where tracking the path in a C0-
continuous way is straightforward, three-dimensional crack path tracking requires ad-
ditional strategies. We discuss the currently available approaches regarding this issue
and further compare the approaches by means of usual quality measures. In the modu-
lar design of this thesis these algorithms represent the last main part which is classified
as the crack tracking problem (iii).
Finally chapter 6 (Representative numerical examples) verifies the finite element
tool by comparisons of the computational results which experiments and benchmarks
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of engineering fracture problems in concrete. Afterwards the finite element tool is ap-
plied to model folding induced fracture of geological structures.
7.2. Future work
Due to its modular nature, recall that the finite element tool is subdivided in the bulk
problem (i), the interface problem (ii) and the crack tracking problem (iii) the proposed
tool shows a great development potential:
• In-elastic bulk materials. Other kinds of materials can be treated by simply
modifying the constitutive equations for the bulk problem (i). Especially ac-
counting of inelastic bulk behavior in the pre-failure regime by means of the
presented discretization scheme will be of great interest regarding ductile ma-
terials. Studies on strong discontinuities with plasticity can be found, e.g. in
OLIVER et al. [149]. Here the strong discontinuity is introduced as the collapse
of a weak-discontinuity governed by a bifurcation analysis of the underlying
plasticity model. Recently there are further contributions on the modeling of
large deformation plasticity with discrete failure models, see, e.g., MEDIAVILLA
[121, 120, 122] for two-dimensional simulations or KHOEI [108] for the three-
dimensional case.
• Dynamic crack propagation. Time dependent problems can be treated through
a straight forward extension of the bulk problem. In particular, high impact fail-
ure and explosion of engineering structures can be simulated by adding transient
terms, see, e.g., RUIZ et al. [168] for a time-dependent simulation of the brazilian
test on concrete cylinders. Additionally, the transient terms enhance the possi-
bilities for the choice of different time dependent bulk materials, see, e.g., SONG
et al. [184] for a two-dimensional elasto-viscoplastic analyses of the KALTHOFF-
WINKLER experiment. Adding time-dependence requires relatively small imple-
mentation modifications, depending on the chosen time-integration scheme. To
save computational time, recent attempts on modeling the extended finite ele-
ment method (XFEM) with explicit-time integration schemes can be found, e.g.,
in CHESSA [33], MENOUILLARD et al. [124]. We emphasize that the presented dis-
cretization scheme based on the purely deformation degrees of freedom seems to
be more suited for explicit time integration, see, e.g. RABCZUK et al. [161].
• Post-peak behavior. Whereas the bulk problem treats the material behavior
in the pre-failure regime, the corresponding post-peak behavior is represented
through the interface problem (ii). Accordingly, dependent on the chosen type
of material a suited cohesive traction separation relation can be developed to ac-
count for the softening response. Since this suggested framework relies on only
very few material parameters and the examples have demonstrated that their fit
is straightforward, cohesive laws seem to be ideally suited to incorporate a par-
ticular post peak-behavior in a phenomenological sense.
• Material forces. Concerning the crack tracking problem (iii) the consideration of
the behavior of other kind of material requires corresponding crack propagation
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criteria. A very promising and general technique is the computation of material
or configurational forces, see, e.g., DENZER [46], DENZER et al. [47] or STEIN-
MANN [189], [189]. However, the accurate computation of material forces within
propagating fracture simulations requires an adequate re-solution of the finite
element mesh at the crack tip or crack front, see, e.g., HEINTZ [89], FAGERSTRO¨M
[60] or CONSTANZO [39]. Furthermore, the crack propagation direction has to be
determined based on the material force vectors. This is elegantly realized with
r-apdative crack propagation algorithms since these approaches feature nodes
directly at the crack tip or crack front. Accordingly, the crack propagation direc-
tion is given directly by a material force vector at this considered node, see, e.g.,
MIEHE & GU¨RSES [131] or GU¨RSES [82]. However, for inelastic materials this gen-
erates the same technical problems for the internal variables like usual remeshing
approaches. Applying this concept of material forces within a crack propagation
simulation by means of the presented phantom node approach requires the de-
termination of the crack propagation direction by means of the nodal material
forces of the considered discontinuous element. Clearly, the connection of the
material force method with one of the available crack path tracking algorithms is
the first required future task, whereas the other part concerns the accuracy of the
nodal material forces within the presented discontinuous element. We are cur-
rently exploring the potential of the proposed algorithm of generalizations along
these lines.
• Stress and strain accuracy. To increase the accuracy of the stress or strain com-
putations on the considered crack tip or front (iii), hierarchical homogenization
techniques are a proper choice, see, e.g., MERGHEIM [126], HUND [96], or WYART
et al. [211]. Applying these techniques, a certain sub-structure is taken from the
considered specimen. This sub-structure is refined on a scale of 1 : 1 and then
individually computed by means of boundary conditions depending on the com-
putation of the complete specimen.
• Multi-scale computations. A further possible future task is to incorporate the
underlying microstructure of the material. For micro-structures with dimensions
much smaller than the considered global structure first order homogenization
schemes can be applied. For microstructures for which scale separation is not
valid a length scale information is needed and second order homogenization
techniques can be applied. These homogenization techniques are suitable to
demonstrate the influence of the underlying microstructure on the crack prop-
agation problem, see, e.g., MEIER [123]. This can be used either for the mod-
eling of the bulk material (i) or for the determination of the cohesive fracture
parameters (ii), see, e.g., HIRSCHBERGER [92]. However, the computational effort
increases considerably which may suggest the use of parallel computing. In sum-
mary, applying these techniques is desirable but up to now not straightforward
for three-dimensional crack propagation analysis in engineering structures.
• Crack branching and intersection. A desirable extension of the present work is
the treatment of branching or intersecting cracks during multiple crack propa-
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gation simulation. Within two-dimensional computations of the extended finite
element method this is elaborated by, e.g., DAUX et al. [40], ZI et al. [216] or BU-
DYN et al. [28]. For tree-dimensional applications within the present discretiza-
tion scheme, the modeling of crack branching is possible, however, requires even
more additional degrees of freedom than a single discontinuity. Broadly speak-
ing, for a single crack surface, branching into two surfaces, the element degrees
of freedom have at least to be tripled.
• Discontinuities in biomechanics. Regarding other engineering applications one
main field of interest is the modeling of failure in biological materials. Within
this field the presented approach can be used, e.g., to model the consequences of
cutting processes during surgeries. Alternatively the propagation of arterial dis-
sections can be treated, see, e.g., GASSER [73] or the modeling of biofilm growth
can be considered, see, e.g., DUDDU [50].
• Discontinuities in geophysics. An interesting field which requires the modeling
of discontinuities within a large deformation setting and many of the aforemen-
tioned technical future extensions is the modeling of fracture processes in geo-
physics. Based on our feasibility study on folding rocks we further summarize
certain model-specific options. The folding model requires the embedment into
a weaker incompressible medium. The stress accuracy at the crack tip has to be
increased for what the hierarchical homogenization seems to a suitable proce-
dure. In addition the mechanics of the crack onset have to be studied intensively
to avoid spacing, i.e., the arising number of cracks with mesh-resolution. Here
the use of strain softening constitutive equations in the pre-failure regime with
a corresponding bifurcation analysis seems to be a promising approach. A cou-
pled normal and tangential interface law could be another possible extension that
would be relevant in many geophysic problems. In addition it would be inter-
esting to account for the influence of fracture zones on the permeability of rocks.
Recent attempts for capturing fracture mechanics with hydromechanics can be
found, e.g., in JOX & MESCHKE[107]. Finally, it would be desirable to account
for the influence of the temperature on fractures to accurately describe rock for-
mation processes. For recent works in thermoelastic fracture mechanics we refer,
e.g., to DUFLOT [52].
In summary the field of three-dimensional modeling of discrete failure is relatively
new and wide open to many exiting applications. In this thesis, we have classified
and compared existing schemes and designed a new modular three-component algo-
rithm. We have demonstrated its potential to model brittle failure in cohesive frictional
materials and we have illustrated new promising future applications.
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A. Notation
Throughout this thesis all scalar quantities are denoted by standard (non-bold) sym-
bols, e.g.,α. All vector and tensor components are denoted with [•]i,..,l and their related
base vectors are orthonormal unit vectors ei,..,l. Thereby, vectors and tensors of second
order are labeled with bold symbols. It should be emphasized that there is no differ-
ence in the notation of these quantities. Consequently, it follows from the context if we
consider a vector or a tensor of second order. However, for the sake of clarity of this
notation overview, we have chosen a and b as a placeholder for vectors and A and B
as a placeholder for tensors of second order. Tensors of third order are denoted with
bold symbols and an overset three, e.g.,
3
A, and tensors of fourth order are labeled with
a special font-type, e.g., A.
In the following the notation is illustrated and the frequently used calculation rules are
briefly summarized. Subsequently, the used notation for tensor analysis is presented
with some particular derivatives which are frequently used, especially for lineariza-
tion.
• Tensor notation
a = [a]
a = [a]i ei
A = [A]i j ei ⊗ e j
3
A = [A]i jk ei ⊗ e j ⊗ ek
A = [A]i jkl ei ⊗ e j ⊗ ek ⊗ el
(A.1)
• Kronecker symbol
δi j =
{
1 for i = j
0 for i 6= j (A.2)
• Permutation symbol
i jk =

+1 for {i jk} even permutation of {1, 2, 3}
−1 for {i jk} odd permutation of {1, 2, 3}
0 for else
(A.3)
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• Tensor contractions
single contractions double contractions
a = a · b = [a]i [b] j
a = A · b = [A]i j [b] j ei
A = A · B = [A]ik [b]k j ei ⊗ e j
a = A : B = [A]i j [B]i j
a =
3
A : B = [
3
A]i jk [B] jk ei
A = A : B = [A]i jkl [B]kl ei ⊗ e j
(A.4)
• Dyadic products
standard non-standard
a⊗ b = [a]i [b] j ei ⊗ e j
A⊗ B = [A]i j [B]kl ei ⊗ e j ⊗ ek ⊗ el
A⊗ B = [A]ik [B] jl ei ⊗ e j ⊗ ek ⊗ el
A⊗ B = [A]il [B] jk ei ⊗ e j ⊗ ek ⊗ el
(A.5)
• Special tensors
second order unit tensor fourth order unit tensor
I = δi j ei ⊗ e j I = δik δ jl ei ⊗ e j ⊗ ek ⊗ el (A.6)
transpose tensor inverse tensor
At = [A] ji ei ⊗ e j = [A]i j e j ⊗ ei A · A−1 = A−1 · A = I
symmetric tensor skew-symmetric tensor
Asym =
1
2
[
A+ At
]
Askw =
1
2
[
A− At]
jump term third order permutation tensor
[[a]] = a+ − a− 3e = i jk ei ⊗ e j ⊗ ek
• Invariants of second order tensors
IA = A : I = tr(A)
IIA =
1
2
[
[A : I]2 − A2 : I
]
=
1
2
[
tr2(A)− tr(A2)]
IIIA = det(A)
(A.7)
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• Tensor analysis
gradient divergence
∇x a(x) = ∂a(x)∂x = [a(x)],i ei
∇x a(x) = ∂a(x)∂x = [a(x)]i, j ei ⊗ e j
diva(x) = ∇xa(x) : I = [a(x)]i,i
divA(x) = ∇xA(x) : I = [A(x)]i j, j ei
(A.8)
transformation formulas
div[a A] = a divA+ A · ∇x a
div[a · A] = adivA+ A : ∇x a
(A.9)
integral theorems∫
∂B
a nda =
∫
B
∇x a dV∫
∂B
a · nda =
∫
B
divadV∫
∂B
A · nda =
∫
B
divAdV∫
∂B
a× A · nda =
∫
B
[a× divA+∇x a× A]dV
(A.10)
derivatives of second order tensors derivatives of invariants
∂A
A
= I⊗ I
∂At
A
= I⊗ I
∂A−1
A
= −A−1⊗ A−t
∂A−t
A
= −A−t⊗ A−1
∂IA
∂A
= I
∂IIA
∂A
= tr(A)I − At
∂IIIA
∂A
= det(A) A−1
(A.11)
further derivatives
∂|a|
∂a
=
a
|a|
∂
∂a
[
1
|a|
]
= − a|a|3
(A.12)
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