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Compressed sensing has shown great potential to speed up 
magnetic resonance imaging (MRI) assuming the image is 
sparse and compressible in a transform domain. 
Conventional methods typically use a pre-defined 
sparsifying transform such as wavelets or finite difference, 
which sometimes does not lead to a sufficient sparse 
representation. In this paper, we design a patch-based 
nonlocal operator (PANO) to model the sparsity between 
image patches. The linearity of PANO allows us to establish 
a general formulation to reconstruct magnetic resonance 
image from undersampled data and provides feasibility to 
incorporate prior information learnt from guide images. To 
demonstrate the feasibility and performance of PANO, 
learning similarities from multi-modal images are presented 
to significantly improve the reconstructed images over 
conventional redundant wavelets in terms of visual quality 
and reconstruction errors. 
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Magnetic resonance imaging (MRI) is widely used in the 
clinical diagnosis but limited by its data acquisition speed. 
Compressed sensing MRI (CS-MRI) has shown promising 
results to speed up the imaging assuming magnetic 
resonance (MR) images are sparse/highly compressible in a 
certain transform domain [1]. Typical transforms used in 
CS-MRI are wavelets, which is optimal for piece-smooth 
features, and finite difference, which is optimal for piece-
wise constant features.  Allowing the transform to sparsely 
represent other image features, contourlets [2] and high 
order total variation [3] are previously introduced in to MR 
image reconstruction. These transforms could be combined 
to further improve the reconstruction [1, 4].  
A sparsifying transform or dictionaries learnt from 
undersampled data or prior images have shown great 
potential to reduce the reconstruction error. For example, 
dictionaries could be learnt from fully sampled image [5] or 
undersampled data [6]. If a guide image, indicating some 
image features of target image to be reconstructed, is 
available, the pixel sorting information [7, 8], geometric 
information [9] or the relationship between guide and target 
images can also be modeled [10] to improve the 
reconstruction. 
Recently, the nonlocal processing has been introduced for 
MRI reconstruction to make use of the similarity of image 
patches [11-14]. Differences between neighboring patches 
are penalized. The sparsity originated from the similarity of 
image patches was exploited to reconstruct images from 
undersampled Fourier measurements in [15, 16]. It has been 
shown that edges are better preserved for these methods. 
However, MR image are reconstructed following an 
algorithm without a rigorous reconstruction model, which 
makes it hard to trade the data consistency and sparsity, as 
well as incorporate other prior information. 
In this paper, we first establish a general patch-based 
nonlocal operator (PANO) to model the sparsity between 
image patches. The linearity of PANO allows us to establish 
a general reconstruction formulation and tradeoff between 
the sparsity of patches and the data consistency. Using 
PANO in formulation also provides the flexibility to 
incorporate other knowledge, e.g. prior information from a 
guide image, into the reconstruction. To demonstrate the 
feasibility of PANO, learning similarities from multi-modal 
images are presented to significantly improve the 
reconstructed images in terms of visual quality and 
reconstruction errors. 
 
2. PATCH-BASED NONLOCAL OPERATOR 
 
In this section, the linear operator PANO will be defined 
and undersampled MR image reconstruction will be 
presented.  
 
2.1 Definition of PANO 
 
Patch grouping is shown in Fig. 1. For a given image 
N∈x  , we first decompose it into patches with fixed size 




i ∈b   is expressed as i i=b P x . The jv  group of 
image patches is denoted as 
jv i
R b  where { }1, ,j Qv i i=   
stores the index of patches. Let 3DΨ  be a 3D transform, we 
define the nonlocal operator PANO as 
3 jj D v i
=A Ψ R P .                  (1) 
If only one patch is available in a group, 3DΨ  is reduced to 
a 2D sparsifying transform, e.g. discrete cosine transform or 
Haar wavelet transform.  
 
Fig.1. Group image patches. (a) An image with 6×6 pixels, (b) 
four groups of patches, (c) the patch and group dimension. 
 
An optimal grouping is expected to produce sparse 
coefficients 
j j=α A x .                        (2) 
The adjoint operator TjA  is 3j
T T T T
j i v D=A P R Ψ  and it satisfies 
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if 3DΨ is an orthogonal transform. no  is a counter indicating 
the times of the nth pixel are grouped and  c  is the overlap 
factor if overlapping patches are used [9]. Therefore, an 











= x O A α .             (4) 
Given the definition of PANO, we are now able to 
establish a general reconstruction formulation. 
 




Assuming that jα  is sparse, we propose to reconstruct the 
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 A x promotes the sparsity and the term 
2
2
− Uy F x  enforces the data consistency. λ  trades the 
sparsity with the data consistency.  =UF UF means that a 
undersampling operator M N×∈U   multiplies on a unitary 
Fourier transform N N×∈F  [1-9]. 
To solve the problem in Eq. (5), we use the variable 
splitting and quadratic penalty technique proposed in [17] 
because of its advantage in handling the 1  norm-based 
optimization with image patches [5, 9]. Details are omitted 
here due to the limited space.  
 
2.3 Choice of grouping 
 
In this paper, similar patches are grouped to produce sparse 
coefficients since it shows great potentials to improve the 
MR image reconstruction [15, 16].  
Fig. 2(a) illustrates how to group similar patches. For a 
search region Ω  and the reference patch T , we measure 
the similarity between the reference patch and a candidate 
patch using the 2  norm distance. 1Q −  candidates with the 
   
(a)                                         (b) 
            
(c)                                           (d) 
Fig.2.  Illustration of the similar patches found via block matching 
and the sparsity results in. (a) A search region Ω  with 
39 39D D× = ×  and the reference patch T  with 8 8L L× = × , (b) 
16Q =  similar patches found by the 2  norm distance measure 
with patch size 8L = , (c) 3D array stacked from the similar 
patches, and (d) curves for decay of pixel values, 2D and 3D 
wavelet coefficients.  
smallest distance are selected as similar patches. This 
process is called block matching [18]. Since the available 
search region can be as large as the entire image, the similar 
patches are not limited to a local region. Thus, the similarity 
is nonlocal. 
Performing the 3D Haar wavelet transform on this group, 
spares coefficients are produced due to the similarity of 
these patches. An example is shown in Fig. 2. 15 similar 
patches and the reference patch are grouped in Fig. 2(c). Fig. 
2(d) shows that 3D Haar wavelet coefficients of the 3D 
array decay much faster than the coefficients of 2D Haar 
wavelet and the pixel values of these patches. This 
observation implies that 3D Haar wavelets can provide 





To demonstrate the feasibility of PANO, two examples, 
which learn similarities from an intermediate image or 
another modal image, will be presented in this section. The 
flowchart of the reconstruction is shown in Fig.3.  
 
 
Fig.3. Flowchart of PANO-based undersampled magnetic 
resonance image reconstruction. 
  
The multi-modal MR images shown in Fig. 4 are T1 and 
T2 weighted MR images [19]. These images are with 1mm3 
voxel resolution and 8 bit quantization from the Brainweb 
phantom [20]. Undersampling is simulated by acquiring 
partial phase encodings as shown in Fig. 4(b). The realistic 
multi-modal MR images shown in Fig. 5 are T1 and T2 
weighted MR images, which are acquired from a healthy 
volunteer at a 1.5T Philips MRI scanner with sequence 
parameters (T1-weighted image: TR/TE=1700/390ms; T2-
weighted image: TR/TE=3000/800ms, both images are with 
230×230 mm field of view, 5 mm slice thickness). 
Undersampling is simulated by acquiring partial phase 
encodings as shown in Fig. 5(b). 
To evaluate the reconstruction error, we use the relative 
2  norm error (RLNE) [9] defined as 
( )
2 2
ˆ ˆ /e = −x x x x                              (6) 
to measure the difference of reconstructed image x̂  and 
fully sampled image x .  
Parameters of PANO are D×D=39×39, L×L=8×8, 
and Q=8. The regularization parameter isλ=106 for PANO 
and shift-invariant wavelets (SIDWT) used as sparsifying 
transform in conventional CS-MRI method. SIDWT is 
chosen since it outperforms the original CS-MRI [1] and is 
with fast computation.  
The programs run on dual core 2.2 GHz CPU laptop with 
3 GB RAM. The proposed method requires 4 minutes to 
reconstruct one image for a given similarity. 
 
3.1 Learn similarities from an intermediate image 
 
The guide image is pre-reconstructed using shift-invariant 
Haar wavelets [9]. Comparing Fig. 4(c) with Fig. 4(d), 
PANO significantly remove the artifacts and reduce the 
reconstruction error by learning similarities from the images. 
However, some are still presented in the tagged place of Fig. 
4(d) when PANO is used. 
 
Fig.4. Reconstructed images on simulated data. (a) Fully sampled 
T2-image, (b) undersampling pattern with 25% data sampled, (c) 
reconstructed image using shift-invariant wavelets with four 
decomposition levels, (d) reconstructed using PANO with (c) as 
the guide image, (e) fully sampled T1-image,  (d) reconstructed 
using PANO with (e) as the guide image. The reconstruction error 
RLNEs of (c), (d) and (f) are 0.18, 0.092, and 0.070.  
 
3.2 Learn similarities from another modal image 
 
For diagnosis, multi-modal MR images may be acquired. 
Due to the correlated features between these images, it is 
possible to incorporate information from one modal image 
into another modal image.  
Assuming that a full T1 weighted image shown in Fig. 
1(e) is available, similarities can also be learnt from it then 
feed it into PANO as prior information. For the given 
sampling pattern in Fig. 4(b), learning the similarities from 
this T1 image outperforms learning the similarities from 
conventional CS-MRI reconstruction since better visual 
quality and lower reconstruction error are achieved 
comparing Fig. 4(f) with Fig. 4(d). The same observation is 
found for realistic MRI data as shown in Fig. 5.  
 
 
Fig.5. Reconstructed images on in vivo data. (a) Fully sampled T2-
image, (b) undersampling pattern with 35% data sampled, (c) 
reconstructed image using shift-invariant wavelets with four 
decomposition levels, (d) reconstructed using PANO with (c) as 
the guide image, (e) fully sampled T1-image,  (d) reconstructed 
using PANO with (e) as the guide image. The reconstruction error 




A patch-based nonlocal operator (PANO) is established to 
model the linear representation of image patches. By 
learning the similarities from guide images, undersampled 
magnetic resonance image reconstruction using PANO 
significantly improves the reconstructed images. Learning 
similarities from another full modal image outperforms 
learning similarities from undersampled data for the given 
examples. Further investigation on the proposed method 
with in vivo data is undergoing. More details on PANO-
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