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diagnosis and monitoring of brain function is crucial to provide ad-
equate healthcare to patients suffering from cerebral pathologies and injuries.
Unfortunately, most existing monitoring methods are either invasive, not
accurate enough, or limited by the restricted accessibility of the brain and, hence,
need to be improved. Moreover, there are still many cerebral pathologies that
cannot be monitored because the relevant metrics can simply not be measured.
Technologies such as computer algorithms might be used to improve the accur-
acy of non-invasive assessments methods, whereas computational models that
mimic physiological processes of the human bodymight be used to estimate clinical
metrics by using and combining information that can be measured at other more
accessible locations in the body.
In this thesis we have developed two new technologies to improve the non-
invasive assessment of two different cerebral pathologies. In Part I of this thesis
(Chapters 2 and 3) we address the non-invasive assessment of elevated intracranial
pressure (ICP) bymeans of the optic nerve sheath diameter (ONSD) and develop an
automated algorithm to obtain operator-independent metrics, whereas in Part II
(Chapters 4 and 5) we focus on improving the estimation of patient-specific bound-
ary conditions for cerebral aneurysm rupture risk models by using a 1D pulse wave
propagation model (PWPM) to simulate pressure and flow waveforms that can
often not be measured.
Non-invasive ICP assessment using the ONSD
Intracranial pressure assessment plays a crucial role in monitoring patients suf-
fering from traumatic brain injury. Since existing ICP measurement techniques
are very invasive, other ways to estimate ICP have been explored. The diameter
of the optic nerve sheath (ONS) has proven to be a promising surrogate marker
for ICP because the optic nerve sheath expands when ICP increases[1, 2] and its
diameter can be measured from B-mode ultrasound images obtained by means of
transorbital insonation. However, ONSD cut-off values for the detection of elevated
ICP vary between studies[3–5], which hampers its clinical applicability.
In Chapter 2 we performed a review of the current literature on manual ONSD
assessment methodologies to identify differences in ONSD assessment method-
ologies that could potentially cause the discrepancies in ONSD threshold values.
Our review not only showed differences in the characteristic appearances of the
B-mode ultrasound images, but also in the placement of the ultrasound markers
used to denote the ONSD. Most importantly, the differences in ultrasound marker
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placement resulted in different ONSD values that also had varying sensitivities
to changes in ICP. The chapter is concluded with a set of guidelines as a first step
towards standardization of manual ONSD assessment to reduce the variations in
ONSD values due to methodological differences
In Chapter 3 we took the standardization of ONSD assessment a step further
by developing a fully automatic algorithm that is capable of segmenting the ONSD
from B-mode ultrasound images. We demonstrated that the algorithm not only
removed the intra- and interobserver variability associated with manual ONSD
assessment, but also resulted in ONSD values that were comparable to the manual
ONSD assessment performed by two experts. Using the presented algorithm, the
variation within ONSD values decreases, which in turn, reduces the discrepancies
within the ONSD threshold values and might lead to an improved stratification
between patients with normal and elevated ICP.
Estimation of cerebral boundary conditions
The risk of aneurysm rupture has to be carefully balanced against the risk of com-
plications associated with interventions. Computational fluid dynamics (CFD)
models have proven to be capable of simulating rupture risk indices that can aid
in clinical decision-making[6]. However, the accuracy of rupture risk indices is
highly dependent on the boundary conditions (BCs) applied to the CFD simula-
tions. Unfortunately, it is often not possible to measure patient-specific BCs within
the clinical setting. As an alternative, BCs can be simulated using 1D pulse wave
propagation models[7]. However, simulated BCs and corresponding rupture risk
indices most likely depend on the input parameters and model assumptions of the
PWPM. Therefore, the effects of the model input parameters and model assump-
tions on the BCs and rupture risk indices have to be investigated.
In Chapter 4 we investigated the influence of inter-subject variations in our
PWPM input parameters on simulated BCs and corresponding rupture risk indices
that were derived from 3D cerebral aneurysm simulations. Our results showed
that the inter-subject variations of the input parameters can lead to uncertainties
within the rupture risk indices that are of the same order as the difference between
ruptured and non-ruptured aneurysms and might therefore lead to misdiagnoses.
These results highlight the importance of accurate and patient-specific BCs and the
development of frameworks that can simulate these patient-specific BCs.
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In Chapter 5 we investigated the effect of the often discussed static pressure-
coupling assumption at bifurcations[8] on our pressure and flowwaveforms sim-
ulated with the PWPM. Although our results showed that changing the pressure-
coupling hardly altered the 1D pressure and flow waveforms, it might be that
pressure-coupling becomes importantwhen thePWPM isadjusted tomatch patient-
specific hemodynamic situations. Using the framework presented in Chapters 4
and 5 the effects of model assumptions and model input parameters on (possible)
clinical metrics can be evaluated and used to optimize and individualize computer
models that mimic physiological processes of the human body.
This thesis is concluded with a General Discussion (Chapter 6) where the
results and main findings of the different chapters are put into a broader perspective.
Moreover, the limitations of our research are discussed and we elaborate on how
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1.1 Focus of this thesis
I
this thesis we aim to develop and evaluate technologies to improve non-
invasive assessment of cerebral pathologies. Specifically, we evaluate: 1) the use
of automatic segmentation algorithms to assess the optic nerve sheath diameter
as surrogate marker for elevated intracranial pressure, and 2) the use of a pulse
wave propagation model for the definition of proper boundary conditions for three-
dimensional rupture risk prediction models of cerebral aneurysms.
This chapter startswithdescribing theanatomyof the brain, and theproduction and
function of cerebrospinal fluid (CSF), followed by adescription of the cerebral blood
supply and its regulation required to maintain cerebral functions. Thereafter, the
clinical backgroundsandexistingdiagnosticandprognosticmethodsare introduced
for both patients with traumatic brain injury and patients with cerebral aneurysms.
Finally, the rationale and the specific objectives addressed in this thesis are given.
1.2 Clinical background
1.2.1 Brain anatomy and cerebrospinal fluid
The human brain is encapsulated by threemeningeal layers and the skull. The three
meningeal layers from inside to outside are the pia mater, the arachnoid mater,
and the dura mater[1, 2]. The subarachnoid space, located between the pia and
the arachnoid mater, contains CSF. The CSF acts as a shock absorber, allows for
distribution and regulation of nutrients and waste products between the neurons,
and plays an important role in maintaining cerebral blood flow[1, 3]. CSF is pro-
duced at the choroid plexus inside the brain ventricles. From here, it passes into
the subarachnoid space around the brain and spinal cord via the median and lateral
apertures[3]. Finally, it is absorbed into the rigid sinuses via arachnoid granula-
tions[1, 2]. These sinuses then drain the CSF into veins that return the blood to the
heart. The total volume of the brain (∼1700 ml) is enclosed by the skull and consists
of the following components: brain tissue (∼1400 ml), blood (∼150 ml), and CSF
(∼150 ml)[3]. The total intracranial pressure (ICP) inside the skull normally lies
between 10 and 15 mmHg[3, 4].
A continuously regulated ICP is crucial for adequate brain perfusion as the perfu-
sion is driven by the cerebral perfusion pressure (CPP), i.e. the pressure difference
between the arterial blood pressure and the ICP[4]. In the healthy situation a
compensatory mechanism, known as the Monro-Kellie doctrine, ensures an ap-
proximately constant ICP by compensating a volume increase in one of the three
aforementioned components with an equal volume decrease in one or more of the
other components[4]. For example, an abnormal bleeding increases the blood
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1volume within the skull which will be compensated by an increased CSF drainage
via the dural sinuses or shifting of CSF into the spinal subarachnoid space[2].
1.2.2 Cerebral vasculature and blood flow regulation
The human brain is responsible for almost 20 % of the body’s total oxygen and
glucose consumption, although its weight is only 2 % of the total body mass[1].
Disruption of blood flow and oxygen supply to the brain leads to unconsciousness
within seconds and to irreversible brain damage within minutes because glucose
and oxygen cannot be stored in the brain. To allow a continuous supply of blood
the cerebral circulation and the regulation of cerebral blood flow are crucial. The
brain has two important mechanisms to maintain adequate blood and nutrient
supply to all areas of the brain at all time: i.e. 1) collateral blood flow pathways,
and 2) blood flow regulation.
The brain is provided with 750 ml of blood per minute (approximately 15 % of the
cardiac output)[5, 6] via two sets of arteries, i.e. the left and right internal carotid
arteries (ICA) and the left and right vertebral arteries. The latter onesmerge into the
basilar artery (BA). At the base of the brain the ICAs and BA merge into a ring-like
structure called the Circle of Willis, which is the largest example of a collateral
pathway in the brain. It divides the blood over the anterior, middle, and posterior
parts of the brain via the anterior, middle, and posterior cerebral arteries. After the
blood passes the capillary beds, where oxygen, carbon dioxide, nutrients, and waste
products are exchanged, it is drained into rigid sinuses via collapsible cerebral veins.
Together with the absorbed CSF it is then returned to the heart via the internal
jugular veins.
The amount and distribution of blood across different regions of the brain is actively
regulated by changing vascular resistances. This allows for an increase in blood
flow to specific areas of the brain when the demand is increased (neuro-vascular
coupling andmetabolic regulation). Furthermore, it ensures that the cerebral blood
flow remains constant when blood pressure increases or drops (myogenic regula-
tion)[7]. Changes in vascular resistances can be achieved by rapid vasoconstriction
or vasodilation due to contraction or relaxation of smooth muscles cells (SMC)
primarily located in the arteriolarwalls. When the demand of blood rises, arteriolar
vasodilation will lead to a reduction of vascular resistance which allows the blood
flow to rise. An increase of the (perfusion) pressure, on the other hand, will induce
vasoconstriction to keep the flow at a constant level. Finally, a sudden decrease in
blood pressure, which would result in a reduced blood flow to the brain, can be
compensated by a quick enlargement of the arteriolar radii.
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1.3 Traumatic brain injury
1.3.1 Hemodynamic changes in traumatic brain injury
Brain swelling and edema can occur in patients suffering from traumatic brain
injury (TBI)[8, 9] due to for example, a blow to the head. When this increase in
volume cannot be compensated for by reducing the volume of blood or CSF, ICP
increases[9]. Assuming the systemic blood pressure remains the same, the CPP
will decrease which reduces the perfusion of the brain[8]. If ICP increases even
further, the venous side of the circulation will collapse significantly which impairs
the outflow of blood from the intracranial space. This will drive the ICP even higher
and at some point the perfusion of the cerebral tissue will stop completely. To
ensure sufficient perfusion and prevent irreversible tissue damage in TBI patients,
it is crucial to normalize their ICP[10].
1.3.2 Non-invasive assessment of intracranial pressure
Intracranial pressure assessment is important because it represents the severity
of the brain injury[4, 9]. Moreover, continuous or frequent monitoring of the ICP
allows clinicians to evaluate the effectiveness of their treatment[9]. Unfortunately,
performing ICPmeasurementswithin the brain is challenging as the craniummakes
it almost inaccessible. Consequently, the ICP can only be measured by drilling
a hole in the skull and placing a drain or a pressure sensor in respectively, the
ventricles or the brain parenchym[4, 6]. It goeswithout saying that such a procedure
is highly invasive and comes with a large risk of complications. To prevent this
risk of complications and to obtain more information about the hemodynamic
status inside the brain, there is an unmet need for new and preferably non-invasive
assessment methods.
Although ICP cannot be measured directly without entering the skull, the optic
nerve sheath diameter (ONSD) can be used as a non-invasive surrogate marker of
ICP[11–14]. The sheath surrounding the optic nerve contains CSF that is connected
to the CSF surrounding the brain. As a consequence, the diameter of the optic
nerve sheath enlarges when the ICP increases. The ONSD can be estimated on
transocular ultrasound B-mode images. Current clinical practice is to manually
assess ONSD from these images using ultrasound callipers. By linking these ONSD
measurements to invasively measured ICP values, regression models can be created
that can be used to estimate the ICP non-invasively. Unfortunately, ONSD cut-off
values for the diagnosis of increased ICP are inconsistent between studies[15–17],
which hampers the implementation of ONSD as a possible non-invasive bedside
monitoring tool for ICP. Likely sources of these discrepancies are: 1) differences
in ONSD assessment methodologies between centres, and 2) the manual ONSD
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1assessment which might result in considerably inter- and intraobserver variability.
Standardization of ONSD assessment methodologies and the development of an
automaticONSDassessment algorithmcould overcome both problemsand possibly
reduce the inconsistency in ONSD cut-off values.
1.4 Cerebral aneurysms
1.4.1 Hemodynamic changes in cerebral aneurysm
In patients suffering from cerebral aneurysms weak spots in the arterial walls bulge
due to forces delivered by the blood flow and associated pressure pulses. As a
consequence of this dilation, the aneurysm wall becomes thinner which can cause
thewall to becomeevenweaker. When stresses in thevessel wall exceed the strength
of the wall, rupture will occur. Though the initial widening of the blood vessel
can remain asymptomatic and, hence, go unrecognized by the patient, a ruptured
aneurysm puts the patient in an acute and a potentially life-threatening situation.
Not only will blood leak out of the vessel thereby jeopardizing the blood supply
to the brain, but the presence of blood in the subarachnoid space can also cause
inflammation, edema, delayed cerebral ischemia, and stroke. Because preventive
treatment of an aneurysm by coiling or stenting is also not without danger, the risk
of the intervention has to be assessed and weighed against the risk of rupture[18].
1.4.2 Non-invasive assessment of aneurysm rupture risk
To assess whether a patient with an aneurysm has to be treated, the aneurysm
rupture risk has to be determined. Unfortunately, this rupture risk cannot be
measured directly. Although non-invasive morphological metrics such as the
diameter[19–22], have been correlated with aneurysm rupture risk, none of these
can accurately stratify aneurysm rupture risk. Therefore, researchers have started
focussing on hemodynamic factors, such as wall shear stress (WSS), that affect
aneurysm growth and rupture[19, 20, 23–25]. Computational Fluid Dynamics
(CFD) models have the ability to simulate the hemodynamics in and around the
aneurysm and are therefore often used to calculate hemodynamic metrics related
to aneurysm rupture in order to approximate the aneurysm rupture risk. These
CFD simulations require knowledge of the following two characteristics: 1) the
geometry of the aneurysm, and 2) proper boundary conditions (BCs). Though
the 3D geometry of the aneurysm and the surrounding vessels can be obtained
using 3DRA or CTA[26], the BCs for the 3D domain can often not be measured in
vivo. In this absence of patient-specific boundary conditions the best alternative
is the simulation of BCs using 1D pulse wave propagation models (PWPM)[27].
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However, pressure and flow waveforms not only vary between patients, but also
within patients due to for example, daily activities. Boundary conditions for 3D
models must resemble these patients’ waveforms closely in order to obtain accurate
predictions of flow waveforms in and around the aneurysm[28]. The inter- and
intrasubject variabilities must therefore be incorporated in the PWPM by setting
model parameters to patient-specific values. Unfortunately, measuring these values
in patients is not always possible, and if possible, it is time consuming. However, it
might not be necessary to make the whole model patient-specific because not all
model parameters might be equally important for the estimation of correct BCs.
Uncertainty and sensitivity quantification needs to be performed to find out which
model parameters should be set to patient-specific values and therefore require
patient-specific measurements.
1.5 Aims and Thesis outline
Current non-invasive approaches for themonitoring of the two cerebral pathologies
described above are promising but cannot yet compete with current gold standards
for clinical monitoring and decision-making.
The aim of this thesis is to develop and evaluate new technologies to
improve the existing non-invasive monitoring and decision-making
approaches.
This thesis is structured in two parts. Part I (Chapters 2 and 3) deals with improv-
ing the assessment of optic nerve sheath diameter as non-invasive surrogate for
intracranial pressure. Part II (Chapters 4 and 5) evaluates boundary conditions
for CFD simulations of cerebral aneurysms that are estimated by a 1D pulse wave
propagation model.
1.5.1 Part I: Non-invasive ICP assessment using the ONSD
In Chapter 2 a review of the literature on ONSD assessment is performed to obtain
insight in thedifferentONSDassessmentmethodologies used in clinical centres and
research facilities. We investigate if discrepancies in assessmentmethodologies lead
to different ONSD values, and if themethods vary in sensitivity to changes in ICP. In
Chapter 3 the obtained insights are used to develop an automatic ONSD algorithm.
The performance of the algorithm is quantified by comparing algorithm-derived
ONSD values with manually-derived ONSD values.
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11.5.2 Part II: Estimation of cerebral boundary conditions
In Chapter 4we assess the influence of inter-subject variations on wall shear stress
indices of cerebral aneurysms. Hereto, we create a set of cerebral BCs by introducing
population-based variations in systemic properties of our1D PWPM. Next, we apply
these BCs to 3D-CFD simulations of an aneurysm from which we calculate the cor-
responding aneurysm rupture indices. We then evaluate the effect of the variations
in the input parameters on the BCs using uncertainty quantification. Moreover, we
attribute the contribution of each individual parameter and its interactions with
other parameters to the total uncertainty using sensitivity analysis. This allows
us to identify parameters that should be set to patient-specific values in order to
estimate proper boundary conditions for rupture risk assessment models.
The accuracy of our BCs also depends on the validity of the model assumptions of
our PWPM, and there is debate on the correct pressure continuity assumption at
bifurcations. Some researchers choose to ignore the extra pressure losses caused by
the creation of vortices at bifurcations and assume continuity of the total pressure
(p+ 12ρu
2)[29–31]. Others, including ourselves, model only continuity of static pres-
sure because they assume that both the change in dynamic pressure ( 12ρu
2), caused
by the deceleration of blood, and the additional pressure loss can be neglected.
They support this assumption by addressing the fact that these two terms are much
smaller than the static pressure and that they have an opposite effect on the pressure
drop[32, 33]. However, it remains unclear whether these assumptions still hold in
arterial networks with a large number of consecutive bifurcations such as in the
cerebral vasculature[34]. In Chapter 5, we therefore develop a new bifurcation
element that allows extending our 1D model with these two missing pressure terms.
Using this model, we assess the influence on pressure and flow waveforms when
using continuity of static pressure instead of total pressure.
Finally, the thesis is closed in Chapter 6 with a general discussion where the main
findings of the different chapters will be discussed and put in a broader perspective.
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Abstract
Variations in systemic properties of the arterial tree, such as ageing-induced vessel
stiffness, can alter the shape of pressure and flowwaveforms. As a consequence, the
hemodynamics around a cerebral aneurysm change, and therefore also the corres-
ponding in- and outlet boundary conditions (BCs) used for 3Dcalculations of hemo-
dynamic indices. In this study, we investigated the effects of variations in systemic
properties on wall shear stress (WSS) indices of a cerebral aneurysm. We created a
virtual patient database by varying systemic properties within physiological ranges.
BCs for 3D-CFD simulations were derived using a pulse wave propagation model
for each realisation of the virtual database. WSS indices were derived from the 3D
simulations and their variabilities quantified. Variations in BCs, caused by changes
in systemic properties, yielded variabilities in the WSS indices that were of the
same order of magnitude as differences in theseWSS indices between ruptured and
unruptured aneurysms. Sensitivity analysis showed that the systemic properties
impacted both in- and outlet BCs simultaneously and altered the WSS indices. We
conclude that the influence of variations in patient-specific systemic properties
on WSS indices should be evaluated when using WSS indices in multidisciplinary
rupture risk prediction models.




the impact of cerebral aneurysm rupture against the risk of
treatment is a dilemma for clinicians. Therefore, various studies have
attempted to find indicators of aneurysm rupture risk. Although, patient
factors[1], morphological parameters[2–5] and hemodynamic indices derived from
computational fluid dynamics (CFD) simulations[2, 3, 6–8], showed to be correlated
with aneurysm rupture risk, none of these risk indicators can accurately stratify
aneurysm rupture risk independently. As advised by guidelines[9], researchers
therefore started to combine patient- and aneurysm featureswith the hemodynamic
metrics[10–12] in, for example, regression models. Such multidisciplinary models
have shown promising results in predicting rupture risk[13, 14]. However, the ac-
curacy of the rupture prediction might be compromised by uncertainties present
within the risk indicators used. This is especially true for the hemodynamic indices
that result from CFD simulations because they are intrinsically compromised by
uncertainties due to amongst others, aneurysm segmentation and inaccurate in-
and outlet boundary conditions (BCs). The effect of inlet BCs on rupture risk pre-
diction has already been shown by, for example, Sarrami-Foroushani et al. [15]. In
their study, they found that variations in inlet BCs changed the rupture outcome
predictions of their logistic regression model (using both morphological and hemo-
dynamic indices as regressors) in approximately 20 % of the cases. Though BCs are
largely patient-specific and dependent on the physiological envelope of the patient
(e.g. daily activity), the assessment of patient-specific in- and outlet BCs is rarely
performed in clinical practice and even impossible in a significant number of cases.
Consequently, most researchers resort to typical (patient-generic) inlet conditions
and scale, for example, the resulting hemodynamic indices to the wall shear stress
at the inlet to minimize patient differences in BCs when comparing results. At
the outlet often non-physiological BCs are chosen that are uncorrelated with the
inlet BCs and do not take into account the differences in waveforms that might
result from differences in the peripheral and systemic vasculature of the patient[16].
Marzo et al. [16] have shown that patient-generic 1Dpulsewave propagationmodels
(PWPM) that simulate the pressure and flow at the in- and outlets[17], are the best
alternative in the absence of patient-specific BCs. PWPMs have been validated
against clinical measurements[18], and have been used to investigate the neces-
sity of patient-specific modeling[16, 17, 19, 20]. Using a PWPM to assess the BCs
automatically results in correlated in- and outlet BCs while simultaneously con-
sidering the systemic and peripheral vasculature even when the aneurysm domain
contains more than one outlet[21]. An additional advantage of using a PWPM is the
possibility to examine the effect of intra- and inter-subject variations in systemic
vascular properties like aortic inflow and ageing-induced vessel stiffness, on the in-
66 | C 4
and outlet BCs[22]. In this study, we aim to investigate the role of such variations
in systemic properties on four commonly used Wall Shear Stress (WSS) indices
calculated with 3D-CFD. Specifically, we examine the influence of mean arterial
pressure, mean aortic inflow, total arterial compliance, mean cerebral blood flow,
and age-related vessel stiffness and radius changes. Hereto, we created a virtual
database of sets of systemic properties. BCs for 3D-CFD simulations were derived
for each virtual patient using a PWPM and WSS indices were calculated from the
CFD results. Global variance-based sensitivity analysis[23] was performed to assess,
how variation in each systemic property impacts the variation within the WSS
indices. Our approach might help to identify systemic properties that can improve
the aneurysm rupture risk predictions done by multidisciplinary models.
Figure 4.1: Overview of the methodology used to quantify the effect of changes in systemic properties
on wall shear stress rupture risk indices of an aneurysm. A virtual database is created by varying five
systemic properties within their physiological ranges. 1D pulse wave propagation model simulations are
performed for each realisation of the virtual database, and pressure and flow waveforms are extracted at
locations corresponding to the in- and outlets of the 3D aneurysm domain and used to fit boundary
conditions for the 3D-CFD simulations. Four commonly usedwall shear stress indices are then computed
from the CFD simulations. Global variance-based sensitivity analysis is performed to quantify the
contribution of each of the systemic properties to the variance present within the wall shear stress
indices.
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Table 4.1: Baseline values and ranges of the systemic properties used to generate the virtual database.
Description Symbol Unit Baseline Range
Mean arterial pressure p̄a 10
3 Pa 11.7 9.33–14 [26–28]
Mean aortic inflow q̄ao 10
−5 m3 s−1 8.33 6.67–10.0 [22, 29, 30]
Total arterial compliance Ct 10
−9 m3 Pa−1 11.2 7.5–15 [31]
Mean cerebral blood flow q̄c 10
−5 m3 s−1 1.17 1–1.33 [32]
Age index iage - 0 0–1
4.2 Materials and Methods
In this section we describe our approach following the outline as depicted in Fig-
ure 4.1. First, we elaborate on the systemic propertieswhichwere varied to create the
virtual database. Next, we describe the PWPM and the way the systemic properties
are incorporated in the model. Subsequently, we present details of the 3D-CFD
simulations and introduce the WSS indices. Finally, we discuss the sensitivity
analysis.
4.2.1 Virtual patient database
A virtual patient database was created that consisted of multiple realisations of
different values for mean (time-averaged) arterial pressure p̄a (Pa), mean aortic
inflow q̄ao (m
3 s−1), total arterial compliance CT (m
3 Pa−1), mean cerebral blood
flow q̄c (m
3 s−1), and vascular age index iage (−). We refer the reader to Method
section B for implementation details. The systemic properties p̄a, q̄ao, q̄c and CT
were used to assess the outflow BCs for the 1D model. In addition, q̄ao was used
to scale the inflowwaveform prescribed at the inlet of the 1D domain. Moreover,
the vascular age index iage was used to mimic the effect of increasing arterial
wall radii and stiffnesses with age from approximately 25 to 70 years[24]. The
systemic properties were uniformly sampled within physiological ranges using the
lowdiscrepancy Sobol sequence[25] via the built-inMatlab function sobolset. Based
on an a priori estimation (see Section 4.2.5) a database of 363 samples was created.
Each sample from the virtual database represents one virtual patient. Baseline
values and corresponding ranges of the systemic properties are listed in Table 4.1
and Table 4.2. Details about the implementation of these parameters into the
model will be elaborated in the next section.
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Table 4.2: Changes of the vessel radii and stiffness (Young’s Modulus) corresponding to changes in age
index
Description Symbol Change in %
Radius (proximal vessels)* rprox 0-30 [26, 33]
Radius (distal vessels)** rdist 0-20 [27, 34]
Youngs Modulus (proximal vessels) Eprox 0-625 [24]
Youngs Modulus (distal vessels) Edist 0-250 [24]
* The aortic vessels are considered proximal
** All vessels except the aortic vessels are considered distal
4.2.2 Pulse Wave Propagation Model
The arterial domain of the 1D PWPM consisted of the aorta, the main arteries
of the arms, and the brain vasculature with a complete Circle of Willis. Details
about the arterial domain such as vessel radii and Young’s moduli, can be found
in Mulder et al. [17]. The arterial domain was divided in elements. Each element
represented the local relation between pressure, flow, and vessel cross-sectional
area[35]. The 1Dwave propagation equations of mass and momentum conservation
were obtained by integrating the incompressible Navier-Stokes equations over the
cross-sectional area of the blood vessel, hereby assuming only flow in axial direction.
The thin-walled tube formulation was used to describe the pressure-area relation,
hereby assuming elastic behavior of the wall. Truncated vessels were closed using
0D three-element windkessel models that consisted of two resistancesR1 and R2,
and a complianceC, which mimic the effect of the peripheral impedance distal to











withNt the total numberof vesselswithin thecorresponding bodycompartmentand
a0,t the vessel radius of the t
th vessel[17]. Total peripheral resistance of the PWPM,
RT, was calculated using input parameters p̄a and q̄ao, according to RT = p̄a/q̄ao.
The parameter qfrac denotes the flow fraction of the total cardiac output towards
the body part. The cerebral flow fraction was calculated using mean cerebral blood
flow q̄c, i.e. qfrac,b = q̄c/q̄ao, whereas flow fractions towards each arm were set to
5% of the cardiac output[18, 36, 37]. The remaining flow was assigned to the lower
body, i.e. descending aorta.
The windkessel resistances R1,t and R2,t,for each truncated vessel were calculated
using Rp,t = R1,t + R2,t. To minimise non-physiological reflections for high fre-
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quencies, the resistance R1,t was chosen as the characteristic impedance of the
corresponding branch t. The compliance of the peripheral beds, C0D, was calcu-
lated as the difference between the total compliance of the human body and the
compliance of the 1D domain. This compliance C0D, was distributed according
to Cp,t = C0D ∗ RT/Rp,t[17]. Lastly, a generic aortic flow waveform with a cycle
time of 1s was prescribed at the aorta[38]. This waveform was scaled using the
corresponding q̄ao.
4.2.3 3D Simulation
The 3D computational domain of the aneurysm (Figure 4.2) was taken from Mulder
et al. [17]. The 3D domain consisted of a section of the right internal carotid artery
(ICA) that splits into the right middle cerebral artery (MCA) and right anterior
cerebral artery (ACA). In addition, the right posterior communicating artery (PCoA)
branched off from the right ICA before the bifurcation. The aneurysm was located
at the tip of the bifurcation of the ICA, MCA, and ACA.
We used an in-house finite element method (TFEM[39]) to solve the Navier-Stokes
equations for an incompressible Newtonian fluid. Time discretization was achieved
with a second order backward difference scheme. Blood density and viscosity were
set to ρ = 1050 kgm−3 and η = 3.5 · 10−3 Pa s, respectively. The computational do-
main was meshed using quadratic tetrahedral Taylor-Hood elements. In addition,
we used the streamline upwind technique[40], to stabilize our simulations. This
technique, made it possible to use larger elements and timesteps, which reduced
our computational time tremendously. The mesh density was approximately 56 ele-
ments per mm3. A mesh convergence study showed stable and mesh-independent
results for the chosen mesh density. Vessel walls were assumed to be rigid and a
no-slip boundary condition was imposed. ICA flow waveforms calculated with the
PWPM were applied at the inlet of the 3D mesh. Local output impedances were
calculated using 1D outlet pressure and flow waveforms obtained from the PWPM.
These impedances were used to fit windkessels for each 3D outlet. Hereto, R1,
R2, and C were chosen such that the windkessels’ impedance spectra amplitudes
resembled the load impedances as close as possible. The obtained boundary condi-
tions were used to perform 3D-CFD simulations for every single realisation of the
virtual database.
4.2.4 Wall shear stress-based rupture risk indices
Four commonly used WSS indices were computed from the CFD simulations using
MATLAB R2015a (The MathWorks, Inc., Natick, Massachusetts, United States).
First, we calculated the maximum value of the time-averaged WSS magnitude




Right side Right side 
Figure 4.2: Anterior (left) and posterior view (right) of the surface mesh. The cerebral aneurysm is
located at the bifurcation of the right internal carotid artery (ICA) into the right anterior cerebral
artery (ACA) and right middle cerebral artery (MCA). In the posterior view (right) the right posterior
communicating artery (PCoA) is visible[17].


















∥∥∥~τ(~Ω, t)∥∥∥ dt, (4.3)
the time-averaged WSS magnitude, ‖..‖ the l2norm, cycle time T (s), and ~Ω the
vector containing the spatial coordinates of the aneurysm wall.
Normalised maximum time-averaged WSS magnitude τ∗avg,max, was computed by
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Furthermore, the maximum value of the oscillatory shear index (OSI) was





















Finally, the percentage aneurysm area with a low (<0.5 Pa) time-averaged WSS,
cA,low, was calculated. The 95
th percentile intervals of the WSS indices were used
to calculate the coefficient of variation, i.e. Cv =
σ
µ , with σ an µ the 2.5%–97.5%
percentile range and 50% percentile, respectively. This coefficient was used to
quantify the effect of variations in systemic properties on the WSS indices and to
allow comparison with literature.
Lambert azimuthal equal-area projections were used to visualise the spatial dis-
tributions of τavg,max and ios,max on the aneurysm dome. This projection method
maps the entire aneurysm dome to a tangent 2D plane so that all areas on the dome
are accurately represented in size on the 2D projection (Figure 4.3). We plotted
the spatial distributions of the median values of both τavg,max and OSI . These
distributions were determined by calculating the median value over all simulations
for every point on the aneurysmdome. Wealso visualised local variations of τavg,max
and ios,max. Variations were determined by taking τavg,max and ios,max values of
all simulations and calculating the ranges of the 95th percentile interval for every
point on the aneurysm surface.
4.2.5 Uncertainty quantification and sensitivity analysis
A global variance-based sensitivity analysis[41] was performed to apportion each
fraction of the total variance present within the WSS indices to the individual
contribution of each single systemic properties (main effect) or their contributions
in combination with other systemic properties (interaction effects)[42]. The dir-
ect contribution of each parameter Xi to the total output variance is quantified
by the main Sobol sensitivity index Si, which represents the expected reduction
in output variance that results if parameter Xi would have been known exactly.
The contribution of all fractions of the total variance involving parameter Xi, is
quantified by the total Sobol sensitivity index ST. The total index resembles the
expected output variance that remains in case all parameters exceptXi would have
been known exactly. To estimate the sensitivity indices, the adaptive generalised
















Figure 4.3: Left: detail of the intracranial aneurysm. At the bottom the coordinate system for the
equal-area mapping is shown. The O denotes the origin of the system of axis and is placed at the inlet.
The grey rings are equally spaced along the normal direction of the central axis The light grey ring
with triangles corresponds with the aneurysm neck. Right: Lambert azimuthal equal-area plot of the
aneurysm surface. The right plot is obtained by looking into the aneurysm from the inlet along the
central axis, and unfolding the aneurysm in a circular manner.
polynomial chaos expansion (agPCE) method (described byQuicken et al. [23]) was
used. The agPCE method was used to expand the output Y into a set of orthogonal













Here, Φe are the orthogonal multivariate Legendre polynomials and ce the ex-
pansion coefficients which were estimated using least squares regression. The
parameter Yi denotes one of the fourWSS indices (model outputs), and ~X denotes
the five systemic properties (model input parameters). Furthermore, Np indicates
the total number of included polynomials. The polynomial expansionwas construc-
ted by adaptively adding or removing polynomials. Polynomials that significantly
increased the proportion of the output variance that could be explained by themeta-
model R2 > ε1 were included, whereas polynomials that did significantly decrease
this proportionR2 < ε2 were removed. After each adaptive step the leave-one-out
cross-validation coefficient (Q2) was calculated to evaluate the model’s predictive
power (Quicken et al. [23]). Once the meta-model was of sufficient quality (high
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R2/Q2), the main and total Sobol sensitivity indices could be derived analytically
from the constructed meta-model.
The agPCE framework was executed multiple times with different settings
for ε1, ε2, Q
2
trgt, zmax, and jmax in order to find the meta-model with the highest
possibleQ2. The thresholds ε1 and ε2 were varied as follows: ε1 = [0.001;0.05]∗(1−
Q2trgt) and ε2 = [0.05;2]∗ε1, in which Q2trgt was set to either 0.99 or 0.999. In
addition, the “low rank” truncation scheme was applied. This scheme only allowed
polynomials with a maximum polynomial order, zmax and a maximum interaction
order jmax, to be included in the meta-model[43]. Based on zmax and jmax of 6 and
2, respectively, we estimated that 363 simulations would be needed to fit the meta-
models’ coefficients. However, because the agPCE method is capable of removing
non-significant polynomials, it is possible that higher order polynomials and/or
interaction terms can be included instead. Therefore, we decided to vary zmax and
jmax between 1 and 6, and 1 and 5, respectively. Construction of a meta-model was
terminated when either Q2trgt was reached or when expansion coefficients could
not be calculated due to an insufficient number of model evaluations. Using the
above-mentioned settings, a large set of meta-models was constructed and the
meta-model with the highestQ2 was selected as final model. Meta-models were
constructed for each WSS indices on the dataset of 363 CFD simulations that were
performed prior to the sensitivity analysis (Figure 4.1).
4.3 Results
4.3.1 Virtual patient database
PWPM simulations for each realisation of the virtual database resulted in different
pressure and flowwaveforms within the 1D vascular domain. The 95th percentile
intervals of the waveforms obtained at locations corresponding with the aneurysm
in- and outlets are depicted in Figure 4.4 and Figure 4.5, respectively. As can be
seen from these figures, the virtual database allowed us to create a large variety of
different waveforms with varying mean, peak and diastolic values. Compared to
characteristic points in ICA waveforms defined by Ford et al. [44], our M0, H0, M2,
and P3 peaks show similar timings and normalized flow (see Table 4.3). Although
our normalized flow of P1 is correct, the timing of P1 occurs almost twice as late.
In addition, our ICA waveforms do neither show an M1 nor a P2 characteristic peak.
Finally, our mean ICA flow curve has a mean and peak value of 4.62 and 7.22 ml s−1.






Figure 4.4: The different inflow signals obtained with the pulse wave propagation model for all realiza-
tions of the virtual database. The light gray area indicates the 95th percentile interval of all realizations
while the median waveform is presented in black. Three different realizations are shown in gray.
Figure 4.5: Pressure and flowwaveforms of the aneurysm outlets obtained with the pulse wave propaga-
tion model for all realizations of the virtual database. The light gray area indicates the 95th percentile
interval of all realizations while the median waveform is presented in black. Three different realizations
are shown in gray. ACA: anterior cerebral artery, MCA: middle cerebral artery, PCoA: posterior commu-
nicating artery. The mean flows of the median waveforms are 2.01, 2.87, and 0.26 ml s−1, for the right
ACA, MCA, and PCoA, respectively.
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Table 4.3: Characteristic points of the ICA flow curves
Timing [ms]* Normalized Flow [-]
Mean (SD) Mean (SD)
PWPM Ford et al. [44] PWPM Ford et al. [44]
M0 -51 (4.1) -61 (7) 0.64 (0.05) 0.68 (0.05)
H0 0 (0) 0 (0) 1.1 (0.06) 1.18 (0.07)
P1 116 (12) 45 (4) 1.56 (0.09) 1.66 (0.16)
M1 X 141 (20) X 1.20 (0.09)
P2 X 187 (25) X 1.22 (0.10)
M2 249 (37) 280 (21) 1.03 (0.14) 0.94 (0.08)
P3 298 (43) 350 (8) 1.18 (0.12) 1.09 (0.04)
* Timings are with respect to H0.
4.3.2 3D-CFD simulations
The 95th percentile intervals of the WSS indices are shown in Table 4.4. The cor-
responding coefficients of variation are 17 %, 18 %, and 11 % for τavg,max, τ
∗
avg,max,
and ios,max, respectively. The 14 % variability found in cA,low is of the same order of
magnitude.
Spatial distributions of the median value and the local variation (quantified by
the 95th percentile interval) of τavg,max are shown in Figure 4.6A and Figure 4.6B,
respectively. Large median τavg,max is present close to the ostium at the right side
of the aneurysm. Local variations in τavg,max are visible along the right side of
the aneurysm, from the ostium up to the top of the aneurysm. Locally τavg,max
can vary as much as 3.4 Pa. Similarly, the distributions of median values and the
local variation of the OSI are shown in Figure 4.6C and Figure 4.6D, respectively.
Figure 4.6C shows an OSI pattern with large values located at the front and to some
extent the right midsection of the aneurysm. These regions with high OSI values
are located around the regions containing high τavg,max. In contrast, low values
of OSI are found in regions with highτavg,max. Local variations in OSI are present
mostly at the front side of the aneurysm but some variation is also visible at the
right and left midsection of the aneurysm (Figure 4.6D). Despite the fact that most
of the variations are small, variations can be as high as 0.37 [-].
4.3.3 Sensitivity analysis
The results of the sensitivity analysis are summarized in Table 4.5. Meta-models
with Q2 > 0.98 could be constructed for all WSS indices except ios,max. For this
WSS index the meta-model had aQ2 of 0.85. Convergence checks of the sensitivity
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Table 4.4: Percentiles of the wall shear stress indices for all realizations of the virtual database
Percentiles
Output of interest Unit 2.50 % 50 % 97.5 %
τavg,max Pa 7.07 8.5 10.1
τ∗avg,max - 15 16.8 19.2
ios,max - 0.39 0.44 0.49
CA,low % 73 81 87
indices showed convergence for all WSS indices except ios,max. In addition, all
constructed meta-models had an R2 larger than 0.89. Table 4.5 also shows the
main and total sensitivity indices for all WSS indices. Main sensitivity indices
(S) for mean aortic inflow q̄ao were larger than 0.89 for all WSS indices except
ios,max (S = 0.69). The age index iage, shows a direct contribution of 5 % (S =
0.05) to the variance in τ∗avg,max. In addition, iage attributed 7 % to the total output
variance present within ios,max (S = 0.07). The main sensitivity indices for the
other systemic properties were all smaller than 5 %.
The differences between total and main sensitivity indices showed that all
systemic properties were involved in interactions with other parameters (ST–S >
0). If a parameter is involved in interaction, it means that its effect on the WSS
indices is depending on the value of another parameter. When these interactions
were also considered the relevance of some systemic properties changed quite a
bit. For example, q̄ao and iage were involved in interactions that contributed to
82 % (ST = 0.82) and 14 % (ST = 0.14) of the output variance present within
ios,max, respectively, whereas on their own they only contributed to 69 % and 7 %,
respectively. Nevertheless, even when interactions were taken into account, the
mean aortic inflow q̄ao remained by far the parameter with the largest contribution
to the variance present within the WSS indices.
4.4 Discussion
In this study, we aimed to quantify the effect of variations in systemic properties on
wall shear stress indices derived from 3D-CFD simulations of a cerebral aneurysm.
Moreover, we assessed which of the systemic properties had the largest effect on
the variability of the calculated wall shear stress-based risk indices.
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Figure 4.6: Lambert azimuthal equal area-plots of spatial distributions. Panel A and C show the
spatial distributions for the median values of respectively, the maximum time-averaged wall shear
stress magnitude τavg,max and the maximum oscillatory shear index ios,max. Local variations of both
parameters are shown in Panel B and D. These variations are quantified by the rangeof the 95th percentile
interval.
4.4.1 Major Findings
Variations within the physiological ranges of mean arterial pressure, mean aortic
inflow, total arterial compliance, mean cerebral blood flow„ and ageing-induced
increase in radii and Young’s moduli were applied to the PWPM. These variations
resulted in variabilities in the WSS indices ranging between 11 % and 18 % (coeffi-
cients of variations). The 14 % variability in percentage area with low time-averaged
wall shear stress magnitude, cA,low, found in our study is of the same order of mag-
nitude as the difference between ruptured and unruptured aneurysms as found
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Table 4.5: The Main and Total Sobol sensitivity indices S and ST for all wall shear stress indices (rows)
for each of the five systemic properties (columns). In addition, theR2 and Q2 of the meta-models are





p̄a q̄ao CT q̄c iage R
2 Q2
τavg,max
S 0.0086 0.9515 0.0004 0.0161 0.0208 0.998 0.997
ST 0.0096 0.9535 0.0009 0.0164 0.0228
τ∗avg,max
S 0.0067 0.8929 0.015 0.0153 0.0513 0.985 0.981
ST 0.0106 0.9086 0.0193 0.0202 0.0626
ios,max
S 0.0355 0.6931 0.0117 0.0251 0.0753 0.897 0.849
ST 0.0876 0.8232 0.0697 0.0747 0.1401
CA,low
S 0.0055 0.9414 0.0031 0.0139 0.0197 0.987 0.983
ST 0.0104 0.9552 0.0115 0.0171 0.0257
Sensitivity indices larger than 5 % are shown in bold.
by Jou et al. [45] and Zhang et al. [46], 16 % and 13.6 %, respectively. However,
the difference of 28 %, as found by, Xiang et al. [12], is much larger. Moreover, a
study of Qiu et al. [47] found a difference of 4.9 % and 25 % for narrow-neck and
wide-neck aneurysms, respectively. The variability in cA,low due to variations in
systemic properties found in this study is at least equal to a large portion of the
variability between ruptured and unruptured aneurysms. Therefore, it might be
possible that the uncertainties within thisWSS index can lead to erroneous rupture
predictions when this WSS index is used in multidisciplinary rupture prediction
models. The effect of variations in systemic properties on this WSS index should
therefore be taken into account.
Compared to other studies[15, 48–50], our variabilities in WSS indices are mostly
within the same order of magnitude, but our experimental design was significantly
different. First of all, previous studies only changed inflow BCs, whereas we in-
duced changes in both in- and outflow BCs. We induced these changes by varying
physiological systemic properties instead of changing the waveforms directly. This
allowed us not only to assess the effect of variations in waveforms on the variability
in the WSS indices, but also to identify physiological systemic properties respons-
ible for this effect. Moreover, we did apply a global sensitivity analysis and not a
local one. This made it possible to assess not only the direct effects, but also the
interaction effects between multiple systemic properties. The interaction effects for
the systemic properties indicate that the effects of variations in these parameters
on the WSS indices, are depending on the values of other systemic properties. So,
in order to assess the “full” influence of certain parameters on the WSS indices, it is
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necessary to take into account the variability of other input parameters at the same
time. In order to do so, global sensitivity analysis is indispensable.
Although at first thought one might expect the amount of flow towards the an-
eurysm to be the most important factor for aneurysm rupture, our sensitivity
analysis showed that mean aortic inflow q̄ao and not mean cerebral flow q̄c was the
systemic property most accountable for the variability in ourWSS indices. How-
ever, it is important to note that an increase in q̄ao does not simply increase blood
flow throughout the whole arterial 1D domain. To elucidate this, we will further
elaborate on the way we implemented mean aortic inflow q̄ao and mean cerebral
flow q̄c in the PWPM. To assess Rp, mean arterial pressure p̄ao was used. When
p̄ao is not changed, an increase in q̄ao will result in a decrease of total peripheral
resistance. Given p̄ao and the pre-set amount of cerebral blood q̄c, the peripheral
resistance of the brain compartment does not change as Rp,brain = p̄ao/q̄c. As
a consequence, the extra inflow will be directed towards the body. Besides the
increased body inflow, the altered body windkessel resistances result in different
reflections which transform pressure and flowwaveforms. These altered waveforms
travel towards the brain and result in different pressure and flow waveforms in the
aneurysm in- and outlets. Because these waveforms are used to fit the windkessel
parameters, different BCs are obtained, which in turn lead to different values for
the WSS indices.
In contrast, increasing q̄c does lead to a reduced cerebral peripheral resistance, once
again, assuming constant mean blood pressure. As a consequence, the adjusted
cerebral resistances yield different pressure and flow reflections. Because of the
increased inflow and the altered cerebral windkessel resistances, different pressure
and flowwaveforms arise in the aneurysm in- and outlet vessels leading to different
WSS indices. Despite the fact that changing q̄c and q̄ao both influence pressure and
flowwaveforms, our sensitivity analysis showed that theWSS indices aremuchmore
affected by variations in waveforms caused by changes in systemic body properties
(q̄ao) than by variations caused by changes in systemic brain properties (q̄c).
Our CFD simulation-derived WSS and OSI patterns are comparable to previous
studies[16, 51, 52]. Our spatial distributions showed high median WSS close to the
ostium on the right side of the aneurysm. This WSS distribution is caused by a flow
jet entering the aneurysm. Because of the orientation of the aneurysm with respect
to the ICA, this jet hits the aneurysm wall on the right side. This region of high
WSS corresponds roughly with the bleb visible on the right side of the aneurysm
(Figure 4.3). Previous studies also showed that regions exposing these blebs were
related to regions of elevated WSS[51–53]. Sometimes the development of these
blebs was even initiated by the flow jet[51, 52]. The local variations in WSS, visible
in the region of the jet’s impact location, indicate that the impact location of the
jet differs slightly between simulations.
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High OSI values were found around regions with high time-averaged WSS
(around the impact location of the jet) and can be explained by dissipation of the
jet. The high OSI along the front side of the aneurysm arises because blood flow
leaves the aneurysmalong the frontwall of the aneurysm. Large local OSI variations
indicate that the way the jet dissipates, and the way blood leaves the aneurysm, is
highly influenced by variations in in- and outlet waveforms caused by variations in
systemic properties.
4.4.2 Limitations and Future work
Assessing proper boundary conditions for 3D aneurysm models by using a pulse
wave propagation model has been applied in several studies[16, 17]. We believe that
combining a well-established PWPM with physiological parameter ranges gives a
good indication of the possible variation in WSS indices
In analogy with Mulder et al. [54], we compared our ICA flows with ICA flow char-
acteristics defined by Ford et al. [44]. In general, our ICA characteristics show great
similarities with the ones presented by Ford et al. [44] All characteristics, except
the timing of the first systolic peak P1, show similar values. Our P1 peak appears
almost twice as late. In addition, similarly as Mulder et al. [54] we observed no P2
and M1 peak. These similar findings with Mulder et al. [54]. are most likely caused
because we use the same 1D geometry as Mulder et al. [54]. The “late timing” of our
P1 peak, in combinationwith the fact that our flowwaveform looks rather similar to
our ICA pressures, indicates that our distal vasculature might be to “stiff”. However,
the true reason behind this large timing of the P1 peak is something that has to be
investigated in future research.
Although we varied our input parameters within their physiological ranges, we
have to keep in mind that there are more sources of uncertainty that can contrib-
ute to the uncertainty within WSS indices. For example, other parameters of the
PWPM, besides the one varied here, could alter the BCs as well. In addition, there
are factors/mechanisms that are not yet included in the PWPM. For example, the
model does not contain regulatory mechanisms, such as cerebral autoregulation
or the baroreflex. Such mechanisms regulate flow distributions and pressures by
changing vessel diameter, peripheral resistances, heartrate, and stroke volume. In
turn, the shape of pressure and flow waveforms will most likely change. As a result,
different BCs for the CFD simulations are obtained which might change the WSS
indices. Although, we did not include such mechanisms in this study, they can be
added to the PWPM.
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Furthermore, we did only analyze one aneurysm geometry and we did not
include thevariabilitydue tomeasurementand segmentationerrorsof theaneurysm
geometry. Although adding a proper uncertainty to the parameterization of 3D
geometries is challenging[55], previous research has shown that segmentation of
the parent artery and the aneurysm can influence the flow fields obtained with
CFD[56–58]. In addition, even imagingwithdifferentmodalities can lead tochanges
in mean WSS of up to 34 %[59]. For the above reasons, these uncertainties should
be included in future work. Taking into account sources of uncertainty, such as
the ones described above, the variability within the WSS indices would most likely
become larger. However, our approach could give us insight in which of these
sources of uncertainty have an important effect on the variability within the WSS
indices.
In contrast to other studies[16, 60], we did not normalize the WSS with respect to
the aneurysm inflow orWSS in the parent artery. However, our aim was to assess
the effect of different BCs on the WSS indices, and scaling the WSS indices would
only cover the influence of the systemic properties.
We used a global variance-based sensitivity method, which are considered the
best available practice for sensitivity analysis[61]. Although only the meta-model
of τavg,max reached the pre-set Q
2
trgt, the sensitivity indices of all WSS indices,
except ios,max showed convergence. Although it is possible that the contributions
of the different systemic properties may change slightly if we would construct new
meta-models using more model outputs, we do not expect this to change our final
conclusions because of the very dominant influence of the parameter q̄ao.
4.5 Conclusion
We created a methodology that allows quantification of variabilities in aneurysm
wall shear stress indices that result from variations in systemic properties. Estim-
ated variabilities in WSS indices were of the same order of magnitude as differences
in these WSS indices between ruptured and unruptured aneurysms. Because vari-
ations in systemic properties influence both in- and outlet BCs at the same time, we
conclude that patient-specific systemic properties and their effect on in- and outlet
BCs, should be taken into account when using WSS indices in multidisciplinary
aneurysm rupture models. Hereto, uncertainty and sensitivity quantification is
indispensable.
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Pressure Losses at Bifurcations
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Huberts, W. 0D lumped approach to incorporate the dynamic part of the pressure at
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Abstract
A benchmark study by Boileau et al. [1]. tested six commonly used numerical
schemes for 1D wave propagation, for their ability to capture the main features of
pressure, flow, and area waveforms in large arteries. While all numerical schemes
showed good agreement in pressure and flow waveforms for smaller arterial net-
works, the Simplified Trapezium-rule Method (STM) proposed by Kroon et al. [2]
showed an overestimation for the systolic pressure of 1 % in proximal regions and an
underestimation of 3 % in distal regions in comparison with the five other schemes
when using a larger arterial network, published as the ADAN56 model. The authors
attributed this difference to the neglection of thedynamic part of the pressure at ves-
sel junctions. Carson et al. [3] resolved these differences by proposing two methods
to implement the dynamic part of the pressure in the STM scheme. In the present
study, an alternative method is introduced extending the work by Kroon et al. [2]
This alternative method consists of a new 0D element which is placed at vessel junc-
tions. The strengthof this newelement is theeaseof implementation and its flexible
couplingwith other elements, without introducing additional degrees of freedomor
the need of a penalty function. This new approach is compared to five other numer-
ical schemeswhich already have the dynamic part of the pressure incorporated. The
newmethod shows excellent agreementwith these schemes for theADAN56 model.




dimensional (1D) network models have extensively been used to in-
vestigate blood pressure and blood flowwave propagation phenomena in
arteries and veins[4–6]. These so-called pulse wave propagation models
allow the assessment of the effects of vascular disease on the pressure and flow
waveforms, wave reflections, and the relation between central and peripheral pres-
sures. The ease of use and the relatively low costs make 1D models also attractive
for vascular intervention planning[7] or for estimating boundary conditions for
higher dimensional models[8].
These 1D network models consist of connected elements that locally describe the
relation between pressure, area, and flow. The pressure and flow relations are
based on the 1D mass and momentum equations[9]. At terminal branches, the
1D network is often truncated with, for example, 0D windkessel elements[7] or
structured outflow trees[10]. To solve the governing equations derived from 0D
and 1D models, different mathematical formulations and corresponding numer-
ical methods have been proposed. These methods vary from each other by using
different formulations of the 1D equations and different constitutive laws to relate
area and pressure. In addition, they differ with respect to the velocity profiles used
to estimate the friction and convective terms, choice in boundary conditions, the
way of coupling at junctions, and the numerical schemes[11].
Recently, Boileau et al. [1] compared six numerical schemes that are commonly used
for 1D arterial blood flow modeling to investigate the effect of different numerical
implementations on the pressure and flow waveforms in several benchmark prob-
lems while using the same velocity profile, boundary conditions and constitutive
laws[1]. The numerical schemes considered were: Locally Conservative Galerkin[12]
(LCG), Discontinuous Galerkin[13] (DCG), Galerkin Least-Squares Finite Element
Method[14] (FEM), Finite Volume Method[15] (FVM), MacCormack Finite Differ-
enceMethod[16] (McC) and the Simplified Trapezoidal Rule Method[2] (STM). The
results showed good agreement among all numerical schemes for six benchmark
problems (i.e.: a reflection free tube, a tube mimicking the common carotid artery,
the upper thoraric aorta, an aortic bifurcation, and experimental arterial networks
with 37 and 56 of the larger arteries, published as the ADAN56 model). It was
concluded that all schemes are able to solve nonlinear 1D equations and to capture
the main features of pulse wave propagation. However, for the ADAN56 model,
noticeable discrepancies were obtained when using the STM in comparison to the
other numerical schemes. While the STM showed to be able to solve the system
of equations within minutes[1, 2], systolic pressure was overestimated at proximal
locations by 1 % (i.e. 2 mmHg) and underestimated by 3 % at distal locations (i.e.
4 mmHg). Boileau et al. [1] hypothesized that these differences were caused by the
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anatomical configuration of the ADAN56 model, which makes the model more
sensitive to the coupling strategy at junctions. They also hypothesized that the
discrepancies found in the STM model, were the result of neglecting the dynamic
part of the pressure ( 12ρu
2) at junctions[1]. Carson et al. [3] demonstrated that
adding the dynamic pressure at junctions to the STM model indeed eliminated the
differences found by Boileau et al. [1].
Carson et al. [3] proposed two methods to constrain the conservation of dynamic
pressure at vessel junctions: Lagrange multipliers and a penalty method. Des-
pite the fact that these correction methods showed good results, there are some
downsides to these methods. Because the Lagrange multiplier method introduces
additional degrees of freedom to the solution vector, the matrix needs to be expan-
ded, which requires a more extensive storage[17]. For the penalty method, on the
other hand, it is difficult to choose the required penalty parameter, the so-called
penalty number[3]. A high penalty number is needed to enforce the dynamic pres-
sure constraints, however, if the penalty number is too high, the global matrix
becomes ill-conditioned with respect to inversion[17].
The aim of this study is to develop a new element that, on the one hand, is in line
with the approach by Kroon et al. [2] and on the other hand, straightforwardly
implements the dynamic part of the pressure in the STM model. The approach is
based on the fact that 0D and 1D elements are cast in the same form. This results in
a simplified numerical scheme, inwhich pressure is the only state variable. After the
pressures are calculated on nodal level, the flow can be calculated on element level.
This approach allows for flexible coupling between 0D and 1D elements, without
the need for additional degrees of freedom or penalty functions. To demonstrate
our simplified numerical scheme we benchmarked our implementations with the
ADAN56 geometry presented by Boileau et al. [1].
5.2 Materials and Methods
5.2.1 1D network model
In this section, first, we describe the 1D computational domain (ADAN56) that con-
sists of connected 1D arterial elements and is closed with three-elementwindkessel
elements at truncating parts. At vascular junctions, a new 0D element is introduced
(Figure 5.1). Secondly, we present the assembly of the equations for all different
elements. In addition, the numerical method used to solve the scheme is explained.
Finally, the simulations performed and their analysis are described.
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Figure 5.1: The implementation of the 0D junction element in a simple bifurcation geometry.
1D computational domain
Because Boileau et al. [1], showed only discrepancies for the STM method in the
ADAN56 geometry, we chose to use the ADAN56 model as well. The ADAN56
model contains 56 large vessels of the human arterial system. It originates at the
aortic arch and is truncated at the internal carotid, the tibial, and the radial arteries.
Furthermore, it is truncated at major organs, such as the kidneys, liver and lungs.
For details on parameters and arterial tree data, the reader is referred to Boileau
et al. [1], which also contains supplementary data containing the results of the six
numerical schemes.
1D arterial element
Each arterial element was modeled as a deformable tube, representing a blood
vessel whose mechanical properties are described as a function of the axial co-
ordinate z. In large arteries, the relation between pressure p (Pa), flow q (m3 s−1)
and cross sectional area A (m2) can be modeled using the conservation of mass,
the momentum balance equation, and a constitutive law. Here the area is a func-
tion of the pressure which in turn is a function of the axial location z, and time
t, i.e. A = A(p(z, t)). We further assumed the vessel wall to be impermeable and
the blood to be an incompressible Newtonian fluid. Subsequently, by integrating
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where t describes time, ρ is the blood density, ∂A∂p is the partial derivative of area
to pressure and f is the frictional force per unit length. Following the approach
of Boileau et al. [1], a flat velocity profile was used for the approximation of the
advection term, which resulted in a Stokes-layer related thickness of δs = 0. Again
following Boileau et al. [1], the frictional force per unit length f is given by:
f = −2(ζ + 2)µπ q
A
, (5.3)
where µ is the dynamic viscosity and ζ is a given constant for a specific velocity
profile. For a derivation of Equation 5.3, the reader is referred to Hughes et al. [18]
and Sherwin et al. [19]. For the friction force, the velocity profile order ζ was set to
2 by Boileau et al. [1], which corresponds to a parabolic profile. This mismatch in
velocity profiles between the approximation of the advection term and the frictional
force can be resolved by using the approximate velocity profile function proposed
by Bessems et al. [9], which also captures the possible phase difference between
the viscous boundary layer and the central core. However, the approach by Boileau
et al. [1] was maintained to be able to compare the results.
The relationship between pressure and area, which accounts for the fluid structure
interaction of the system, is described as[1, 20]:








with pext the external pressure, pd thediastolic pressure andAd thediastolic area. In
this study pext and pd were set to 0 and 10 kPa, respectively[1]. Here, the parameter






withE and h the Young’s modulus and wall thickness, respectively. Using Equation
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Figure 5.2: Discretization of 1D line element with pi and qi the nodal pressure and flow, respectively.
5.2.2 Numerical implementation
First, the momentum and mass equation of each element were spatially integrated
along the vessel axis using the trapezium rule. Thereafter, a second order backward
difference scheme was applied to step forward in time. Third, both nodal flows
were defined inwards (Figure 5.2). After performing these three steps we arrive at








































are the nodal point pressures and flows, respectively.
MatrixKe is the elementmatrix and fe is the element right-hand side. Furthermore,
qci denotes the conventional flow definition and qi denotes the inwards defined
flows as proposed by Kroon et al. [2], see Figure 5.2. For details of the derivation,











For each simulation, inflow was imposed at the root of the network model, i.e.
the ascending aorta. An inflow signal based on the work of Murgo et al. [21] was
implemented using a truncated Fourier series of the signal. This is the same inflow
signal as used by Boileau et al. [1], and is provided by them in their supplementary
material.
At the terminal branches, three-element windkessel elements were modeled[22]. A
windkessel element simulates the effect of the peripheral impedance. It consists of
a resistorR1 in series with both a resistorR2 and a complianceC as shown in Figure
5.3. The resistance R1 is equal to the characteristic impedance of the terminal
branch, minimizing wave reflections for high frequencies[22]. In addition, it holds
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Figure 5.3: Discretization of 0D windkessel with pi and qi the nodal pressure and flow, respectively. R1
is the characteristic impedance, R2 the peripheral resistance andC the peripheral compliance.
thatR1 +R2 = Rp, whereRp is the peripheral resistance which is defined by the
ratio between the mean arterial pressure and the mean flow through that specific
part of the body. Finally, C mimics the peripheral compliance. The windkessel














For each subelement of the windkessel element, again two nodal point pressures
and two nodal point flows with inward-directing flow were defined (Figure 5.3).
The extravascular pressure (p4) and the venous pressure (p3) were both taken at 0
Pa. Using the same approach as for a 1D line element, the windkessel element can










At vessel junctions, three 1D arterial elements need to be connected. Since the
element flows are defined inwards in the original STM model presented by Kroon
et al. [2], the assumption that the
∑
qi = 0, is automatically satisfied. Consequently
the nodal pressures are coupled directly without the need for additional coupling
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equations, resulting in a shared node at junctions, as can be seen in Figure 5.1. This
continuity of static pressure between the three branches is expressed by:
p1 = p2 = p3. (5.11)
However, to be able to compare the STM model to the other five numerical schemes,
continuity of total pressure is required at vessel junctions. Therefore, the dynamic




ρu21 = p2 +
1
2




where u is the mean blood velocity, ρ the blood density, and p and 12ρu
2 are the
static and dynamic components of pressure, respectively. Here p̂ = p + 12ρu
2 is
called the total pressure. The continuity of total pressure can be described by a
pressure loss or gain, which results from the difference in mean velocity between
branches at junctions:




p1 − p3 =
1
2
ρ(u23 − u21), (5.13)




To implement these additional pressure differences (losses or gains), a 0D element
was introduced and implemented at junctions as shown in Figure 5.1. This 0D
junction element is presented inmoredetail in Figure 5.4. Todefine the 0D junction
element, we denoted one branch as the reference vessel. In this study, the reference
vessel carries the total flow entering the element (in case of a bifurcating flow) or
leaving the element (in case of amerging flow). However, an arbitrary branch can be
chosen. We then assumed that there are no additional pressure differences over the
reference vessel, leading to the pressure in the reference vessel being approximately
equal to the pressure at the central node p4. To prevent an extra pressure drop from
occurring, this component was modeled as a small resistance with J = 1 kgm−4 s−1.
The value of J = 1 kgm−4 s−1 was chosen such that this value is much smaller than
the Poiseuille resistance of the reference vessel. For the other two branches, the
pressure differences caused by the addition of the dynamic pressure were defined
with respect to the reference vessel:
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Figure 5.4: junction element











with qi and Ai the flow rate and area of the i
th branch, respectively. Now, each
component Ji of this junction element relates the pressure of the central node p4
to the external pressure nodes p1, p2, and p3 of the three branches.
After linearization of Equation 5.14 using the Newton-Raphson method we





















, i = 1, 2, 3, (5.15)
where superscript t is the approximation of the previous timestep and t+∆t the










i i = 1, 2, 3, (5.16)
with gi the last two terms of the right-hand side of Equation 5.15.
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i , i=1,2,3, (5.17)
with f ti =
gti
Ji







































where qci once gain denotes the conventional notation and qi the notation as presen-
ted by Kroon et al. [2].
Similarly, component J2 and J3 were cast into the same form. By assembling the




0 0 − 1J1
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with−q4−q5−q6 = 0 due to conservation of mass. Finally, the 0D junction element
(defined by Equation 5.19) was cast into the same form as the 1D line elements









5.2.5 Assembling all elements and Numerical method
Noticing that the element matrices, i.e. Equations 5.8, 5.10, and 5.20, were all cast
in the same form, assembly of the large system of equations involved summation of
all 1D element equations and 0D element equations. The assembly process is here
demonstrated for two line elements in series. Consider Element 1 with pressure
nodes p1 and p2 and flows q1 and q2, and Element 2 with pressure nodes p2 and p3
and flows q3 and q4, respectively. The two elementmatrices of the two line elements
defined by Equation 5.7, can be assembled to the following system:
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where the superscripts of Ki and fi represent the elements they belong to. Con-
servation of mass requires the outflow of element 1 (q2) to be equal to the inflow
of element 2 (q3), resulting in −q2 + q3 = 0. Therefore, the internal node in this
example has value of 0 and only the flows q1 and q4 (boundary conditions) are
unknown. At the inlet of the arterial tree, the nodal flow was prescribed and for
terminal nodes a constant pressure was prescribed (essential boundary condition),
resulting in only one degree of freedom for every node. The final assembled matrix
containing the 1D line, 0D windkessel and 0D junction elements is given by:
Ktpt+∆t = f t + qex,t+∆t (5.22)
The system was solved using the second order backward difference scheme for
time discretization, with a timestep of 0.5 ms and element size of 0.5 cm[2]. The
finite element package SEPRAN (version 0610) was used to solve the system, while
Matlab R2016b (The MathWorks, Inc, Natick, Massachusetts) was used for pre- and
postprocessing. After calculation of pressures and flows, the simulation proceeded
to the next timestep. The process was repeated until cardiac cycle timewas reached.
At this point, the nodal point maximum relative root-mean-squared norm of both
pressure and flow, denoted εp and εq respectively, were calculated compared to
the previous cardiac cycle. Each simulation was run for 10 cycles, resulting in a
convergence norm ε < 10−3.
The following simulations were run for the ADAN56 benchmark case: 1) The ori-
ginal STM method (STM) 2) STM + new 0D junction element (STM-J) 3) the Finite
Element Method scheme (FEM) presented in Boileau et al. [1]. The other four
schemes shown in Boileau et al. [1] that already have continuity of total pressure
at vessel junctions gave consistent results with the FEM method and are therefore
not shown. The results of the five other benchmark cases are not shown as the
STM scheme already showed good agreement compared to the other methods, even
without the addition of the dynamic part of the pressure, and because these cases
were hardly effected by the addition of the new 0D junction element, as expected.
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First, flow rate and pressurewaveforms are shown for theAortic Arch I, the Right
Internal Carotid, the Right Renal and the Right Anterior Tibial. These locations
were chosen to show the effect of adding the dynamic pressure when moving more
distal from the heart, both upwards and downwards. We then calculate a variety
of ”errors” that are calculated to compare the results using the FEM as the golden
standard: ERMSp and ERMSq are the root mean square relative error in pressure and
flow, EMAXp and EMAXq are the maximum relative errors in pressure and flow, ESY Sp
and ESY Sq are the errors in systolic pressure and flow and EDIASp and EDIASq are














































with valuen themaximumnumberof timestepswithin onecardiac cycle. Finally, we
show the propagation of the systolic, diastolic, and mean pressure along the aorta,
because this captures the general physiological features of pulse wave propagation.
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5.3 Results
Figure 5 shows the flow rate and pressure waveforms of the four different positions
in the ADAN56 network. Though in each panel of Figure 5 the waveforms as
derived by STM, STM-J and FEM are plotted, the latter two signals can often not be
discriminated, indicating their good agreement. This good agreement can also be
seen when looking at the errors in Table 5.1. In the original STM model the root
mean square relative errors ERMS ranged from 0.51 % to 4.10 %, while with the
extended STM-J model the root mean square relative errors ERMS have a fourfold
reduction and range from 0.12 % to 0.67 %. Furthermore, the systolic- and diastolic
pressureare in betteragreement for the STM-Jmodel, witha fourfold error reduction
in the Aortic Arch I. This error reduction increases for more distal vessels, as seen
for the Right Anterior Tibial, where the relative systolic error decreases tenfold.
(a) Pressure in Aortic Arch I (b) Flow Rate in Aortic Arch I
(c) Pressure in Right Internal Carotid (d) Flow Rate in Right Internal Carotid
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(e) Pressure in Right Renal (f) Flow Rate in Right Renal
(g) Pressure in Right Anterior Tibial (h) Flow Rate in Right Anterior Tibial
Figure 5.5: Pressure and flow rate waveforms, comparing the Finite Element Method (FEM), Simplified







Table 5.1: Relative error with respect to the Finite Element method at the midpoint of the vessels in percent.
Arterial Method ERMSp EMAXp ESY Sp EDIASp ERMSq EMAXq ESY Sq EDIASq
(%) (%) (%) (%) (%) (%) (%) (%)
Aortic Arch I STM 0.83 1.87 1.14 0.50 0.51 1.94 -0.17 0.34
STM-J 0.25 0.55 -0.16 -0.34 0.12 0.41 0.13 1.38
Right Internal Carotid STM 0.89 2.35 -1.00 0.13 1.98 6.41 -1.51 -3.11
STM-J 0.27 0.69 -0.38 -0.49 0.56 2.23 0.82 6.90
Right Renal STM 1.11 3.09 -2.31 0.39 2.25 6.90 -6.35 -0.47
STM-J 0.24 0.63 -0.29 -0.44 0.41 1.57 -0.33 -0.74
Right Anterior Tibial STM 3.39 6.95 -3.44 -1.90 4.10 12.54 -10.02 -11.13
STM-J 0.67 2.99 -0.47 -0.94 0.64 2.68 -1.04 -7.16
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Figure 5.6: Systolic, mean, and diastolic pressure along the aorta for the Finite Element Method (FEM),
the Simplified trapezium Method (STM) and the Simplified Trapezium Method with new Junction
element (STM-J).
Figure 5.6 shows the propagation of the systolic, mean and diastolic pressure
along the aorta. While the STM shows an overestimation of 1 % of the systolic
pressure in the beginning of the aorta and an underestimation of 3 % when moving
more distally, the new STM-J model resolves this error for the systolic pressure. This
can be seen by a relative error that is lower than 0.5 % when comparing the systolic
pressure of the STM-J model along the aorta with the systolic pressure of the FEM
model.
5.4 Discussion
The aim of this study was to introduce a new 0D junction element to incorporate
the dynamic part of the pressure in the already existing STM model proposed by
Kroon et al. [2]. Using the new coupling strategy described in Section 5.2, the
total pressure (p+ 12ρu
2) was constrained at vessel junctions without the need of
expanding the global matrix with Lagrange multipliers or introducing a penalty
function as previously published by Carson et al. [3]. After implementing the new
0D junction element the pressure and flow waveforms showed good agreement
with the results of the five other numerical schemes described by Boileau et al.
[1] (see Figure 5) that already had incorporated dynamic pressure at vessel junctions.
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By following the inward-directed flow approach as described by Kroon et al. [2]
we showed the flexibility of the STM model and the relative ease of implementing a
new element. By casting every element in the same form as in Equation 5.22 and
defining flow inwards at element level, no extra coupling equations were needed
between elements, and computational speed and efficiency were maintained. This
approach was recently also used by Qureshi et al. [23] who modeled the pulmon-
ary and venous circulation. Moreover, this approach can also easily be used to
implement other vascular concepts with nonlinear pressure-flow rate relations,
such as a stenosis, a heart pump or the calf muscle pump function[5]. Although
we demonstrated the ease of adding the dynamic part of the pressure to the STM
method, onemight argue the importance of adding thedynamic part. The influence
of pressure losses at junctions becomes of more importance when the magnitude
of the blood flow velocity is increased. Mynard et al. [24] estimated a pressure loss
of 1 mmHg (∼ 0.5 kPa) after three typical diverging or converging junctions under
resting circumstances with a maximum velocity of 0.5 m s−1. During exercise, with
a maximum aortic blood flow velocity of 2.0 m s−1, they estimated a pressure loss
of 17 mmHg (∼ 2.3 kPa ) after three junctions. This dependence on blood flow
velocity and number of junctions is even larger in the pulmonary arterial and the
venous network, which consists of many generations of junctions[23].
Mynard et al. [24] showed that both methods of coupling (with or without the
dynamic part) did not result in a reliable estimation of the pressure at junctions
comparedwith 3Dsimulationsand that neithermethod could be judged asgenerally
superior to the other. While conservation of dynamic pressure will affect the
pressure losses at vascular junctions, an extra energy dissipation, that depends on
the junction geometry and flow conditions, is also present. This dissipation may
counterbalance the pressure losses from the addition of the dynamic part of the




com) is caused by a change of direction
of flow and will result in an extra pressure loss due to the formation of vortices at
the entrance region of a bifurcation[23]. Therefore, Equation 5.13 should be written
as:
p1 − p2 =
1
2




with ucom the velocity in the common branch and K1,2 a constant that is de-
pendent on the junction geometry and flow conditions. Mynard et al. [24] proposed
a method for estimating the constant K1,2 and thus the calculation of the extra
pressure losses at junctions. Although not modeled in the current 0D junction ele-
ment, this extra pressure loss can easily be added to the current element following
the approach proposed in this article.
Though the current 0D junction element only connects three line elements, it can
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easily be expanded to junctions with more than three branches. However, because
these junctions with more than three branches are mostly found in smaller vessels,
the assumptions that are made for 1D modeling of the larger blood vessels, e.g.
Newtonian fluid, possibly no longer hold[9]. Extending the junction element to
more branches therefore has to be done with care.
Choosing the right coupling strategy is shown to be important on the wave
propagation. The possible addition of dynamic part of the pressure ( 12ρu
2) and the




com)) must be evaluated for every application. While
for simple bifurcations the differences between coupling strategies are negligible,
these differences become larger for arterial networks with an increasing number
of generations and with increasing blood velocity[1, 24]. However, the influence
of the pressure coupling can be much smaller compared to changes by choosing a
different velocity profile, a different boundary inflow, a different constitutive law
or the implementation of visco-elastic wall behaviour[25]. Because Newtonian
fluid is assumed in most 1D schemes (including ours), blood rheology effects
including blood shear-thinning are neglected[26]. Since we were only interested
in implementing a dynamic pressure element and comparing this with already
existing models, the lack of such a rheology model is not of importance for our
study. Moreover, the geometry used in our study consists of vessels of a large calibre,
where blood shear thinning is not as important, because of high shear regions[26].
Although it is possible to make the model more complex or less complex[25–27], it
is very important to evaluate model choices, such as the inclusion of rheology or
visco-elastic wall behaviour, depending on the models application.
5.5 Conclusion
The implementation of a 0D junction element in the Simplified Trapezium rule
Method enabled incorporation of the dynamic part of the pressure at vessel junc-
tions. Using the approach by Kroon et al. [2], flexible coupling between 0D and 1D
elements is possible and nonlinear pressure-flow equations can be easily incorpor-
ated. The extended STM model shows good agreement with the five other schemes
shown by Boileau et al. [1], while maintaining computational speed and efficiency.
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Appendix
5.A 1D Line Element Equations
First of all, recall the momentum equation (Equation 5.2):
∂q
∂t
















f = −2(ζ + 2)µπ q
A
. (5.33)






























To discretize and linearize this 1D momentum equation (Equation 5.35) and the
conservation of mass equation (Equation 5.1), the vessels are first divided into







whereNe is the number of elements.
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The trapezium rule is then used to spatially integrate both the conservation of
mass and the momentum equation from node 1 to node 2. Note that the flows
are here defined conventionally meaning that both flows within the element are
directed from node 1 to node 2. The integration over the element domain e, using





























































Here ∆ze is the element length and the superscript c denotes the use of the
conventional definition of flows. Note: at this point thus different from the defin-



















































T contain nodal point pressures and flows of
the element, respectively. We now apply a second-order backward differentiation
scheme for the time derivatives with timestep∆t. Now we can rewrite Equation






































































































Next, we make a switch to the discretization as depicted in Figure 5.2, where both
flows are defined inwards, that is q1 = q
c
1 and q2 = −qc2. Now we can rewrite



























After separation of matrix Ge from flow column q
t+∆t
e
, the 1D line element
equations finally read:
[−G−1e Fe]pt+∆te = q
t+∆t
e
+ [−G−1e he]. (5.45)









5.B 0D Windkessel Element Equations
The three elements in Figure 5.3 are described by two resistors and one compli-
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= [p1, p2, p3, p4]
T , and q
e
= [q1, q2 + q3 + q5, q4, q6]
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The linearization of Equation 5.14 is performed using the Newton-Raphson
method. This method is used to step forward in time and uses the current timestep
to estimate the pressure of the next timestep. At timestep t, Equation 5.14 gives:















The right-handside can than be written as a function with variable qi, which results
in:
pti − pt4 = f(qti). (5.56)
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with ∆t the timestep. We now want to apply the Newton-Raphson method for the












here, the higher order terms are omitted.
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6.1 Motivation and aim
P
measurements of the brain is crucial for the diagnosis of cereb-
ral pathologies and the assessment of injury severity[1, 2]. Moreover, con-
tinuous monitoring allows clinicians to evaluate the effect of their treatment
strategies[2]. Unfortunately, most existing methods are either invasive or limited
by the restricted accessibility of the brain. Some promising non-invasive methods
for cerebral monitoring have been developed but they cannot yet match the cur-
rent gold standards used for monitoring and decision-making and, hence, need
improvement. In this thesis we aimed to improve the non-invasive assessment of
two cerebral pathologies by developing two new technologies.
In the first part, our goal was to evaluate the current optic nerve sheath diameter
(ONSD) assessment methodologies as well as to develop an algorithm for automatic
estimation of the ONSD. The latter should eliminate the large inter- and intra-
observer variabilities that are present in current manual assessment approaches
and that hamper the ONSD as a non-invasive surrogate marker for the detection of
elevated intracranial pressure (ICP).
In the second part, our objective was to improve the estimation of boundary con-
ditions (BCs) for 3D hemodynamic aneurysm rupture risk simulations using a 1D
pulse wave propagation model (PWPM). Such hemodynamic rupture risk models
can assist in clinical decision-making but are dependent on proper boundary con-
ditions. However, BCs for these simulations can often not be measured in clinical
practice and using PWPMs to estimate them is currently the best available alternat-
ive[3, 4]. We evaluated which aspects of the PWPM affect the estimation of the BCs
and evaluated how these aspects influenced the corresponding 3D model-based
rupture risk indices.
6.2 Part I: Non-invasive ICP assessment using the ONSD
6.2.1 Major findings and clinical considerations
Our literature review in Chapter 2 revealed poor reporting of, and large differences
in ONSD assessment methodologies. Especially variations in placement of the
ultrasound markers used to delineate the optic nerve sheath were found, which res-
ulted in differences in ONSD values that could be as large as 1.2 mm. Furthermore,
we observed that the various methods had different sensitivities to changes in ICP
resulting in discrepancies in ONSD values up to 0.6 mm. These inconsistencies in
ONSD assessment methodologies hamper the full potential of the ONSD as a non-
invasive surrogate marker for elevated ICP[5, 6] because they result in differences
in ONSD values that are of the same order of magnitude as the difference in ONSD
G D | 117
6
values between patients with normal and elevated ICP as shown in Chapter 2 and
literature[7–9]. In Chapter 2, we therefore composed a set of recommendations for
ONSD assessment as a first step to decrease the observer variability in measured
ONSD values caused by differences in ultrasound marker placement. However,
the true impact of these recommendations on the reduction in ONSD variability
depends on operator compliance.
In Chapter 3 we developed an automated algorithm that was able to automatically
determine ONSD values from B-mode ultrasound images. The ONSD values ob-
tained with the algorithmwere comparable to ONSD values determined by medical
experts but had noobservervariability because the algorithm requires nouser-input.
Moreover, the mean differences in ONSD values between the algorithm and the
experts were found to be approximately 0.1 mm and thus significantly smaller than
the 1 mm difference observed between patients with normal and elevated ICP. In
summary, we developed an algorithm that is clinically accurate and comparable to
another fully automatic ONSD algorithm[10]. However, in contrast to the existing
algorithm, our algorithm is also applicable to images without a clear distinction
between the retrobulbar fat and the hyperechoic bands and to images that do not
have hyperechoic bands at all. Our algorithm therefore provides a new solution to
eliminate variabilities in ONSD values caused by manual assessment of the ONSD
and can be used to obtain more accurate ONSD threshold values in future clinical
studies.
Despite the fact that our algorithm solves the problemof discrepancies in ONSD val-
ues due to manual ONSD estimation, there are more aspects that can compromise
the accuracy of the cut-off values for ICP estimation and that have to be investigated,
i.e. the quality and characteristic appearances of the ultrasound images, and the
ICP measurements. Ultrasound images do not only depend on the occurrence of
image artefacts or physiological aspects of the patient that is imaged, but also on
the skill and experience of the operator. Moreover, differences in probe placement
or even incorrect imaging of the optic nerve can result in an altered depiction of the
optic nerve and its sheath, leading to inconsistencies in the corresponding ONSD
assessment. It is therefore crucial that the image acquisition is standardized. Inac-
curacies within the invasive ICP measurements due to drift, improper calibration,
or incorrect placement of the measurement devices will also affect the assessment
of accurate ONSD threshold-values. It is therefore also important to improve the
ICP measurements.
In order to obtain more consistent ONSD cut-off values and to make automated
ONSD algorithms more widely applicable in the clinical settings, it is important
to investigate to what extend the variabilities in optic nerve sonography and ICP
measurements can be improved by the development of standardized measurement
protocols, before we further improve the automated assessment of the optic nerve
sheath diameter.
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6.2.2 Limitations and Future work
The automated segmentation algorithm we developed has some limitations. First
of all, the segmentation is performed offline instead of on the ultrasound machine
itself, which might hold back the deployment of the automatic segmentation in
standard clinical practice. It is therefore important to incorporate our algorithm in
the software of ultrasound scanners to increase the feasibility of the algorithm in
the clinical setting.
Moreover, our algorithm has problems handling poor quality images, whereas the
experts are able to extrapolate the sheath outline over large regions in case of a
non-obvious distinction between retrobulbar fat and hyperechoic bands. However,
it remains an open question how accurate such (manual) extrapolations are because
our results showed differences in ONSD estimations between the two observers.
In order to develop segmentation algorithms that match the ”extrapolation and
segmentation capabilities” of the human brain, the ”segmentation rules” of the
brain, as developed through evolution, need to be mimicked. However, identifica-
tion of these advanced ”rules” is not easy and implementing all these rules in an
algorithm might be even harder. Machine-learning algorithms might be useful
here[11] as they do not require a full definition of the ”extrapolation-rules”. By
feeding machine-learning algorithms with annotated data, in our case B-mode
ultrasound imageswhere thedelineation of theoptic nerve sheath is alreadymarked
by experts, one can let the computer figure out its own ”rules” that are needed to
match the expert segmentation. However, also machine-learning has some draw-
backs. First of all, a machine-learning algorithm is only as good as the data it is
trainedwith. Therefore, a large amount of good quality ultrasound images is needed
to train the machine-learning algorithm. These images should be representative of
the ultrasound images that are encountered within the field of optic nerve sheath
sonography and there should be consensus about the ”true” annotation of the optic
nerve sheath within these images. Second of all, we have no idea which image
features the computer utilizes in order to segment the outline of the optic nerve
sheath because the computermakes up its own rules behind the scenes. This makes
it more difficult to ”change” the rules of the machine-learning if the algorithm
needs to be adapted to images with different characteristics. Nevertheless, whether
we want to reduce the variability in ONSD measurements by either improving the
accuracy of manual segmentations, of automated segmentation algorithms, or of
machine-learning segmentation algorithms, it is crucial to improve the quality and
consistency of the ultrasound images.
Another limitation of ourwork is thatwedid not validatewhether the automatically-
derived ONSD values correlate better with invasively measured ICP than the
manually-derived ONSD values and whether the algorithm indeed improves the
accuracy of ONSD as a non-invasive surrogate marker for elevated ICP. As men-
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tioned earlier, the assessment of accurate ONSD cut-off values for the detection
of elevated ICP depends on the uncertainties within the ONSD and ICP values.
If the reduction in the ONSD variability by means of automatic assessment does
not prove to be sufficient for accurate ONSD cut-off values, we should focus on
reducing the discrepancies in optic nerve sonography and ICP measurements.
But even if we manage to reduce all the measurements variabilities, it remains to be
seen if the ONSD can, without a doubt, be used as a non-invasive surrogate marker
for patient-specific ICP predictions and replace the current invasive ICP monitoring.
Humans come in different shapes and sizes and the diameter of the optic nerve
and the surrounding sheath are most likely also subject to inter-subject variability.
This inter-subject variability will subvert the discriminative power of the ONSD,
especially in borderline cases. As a consequence, it might well be that the ONSD
on its own cannot be used to estimate the exact ICP of a patient but can only be
used to monitor increasing or decreasing ICP trends within a patient. To correct for
the effect of inter-subject variability and to increase the discriminative power of
the ONSD it might therefore be useful to combine the current ONSD assessment
with other related metrics such as optic nerve sheath pulsatility[12] or the eyeball
transverse diameter[13–16].
6.3 Part II: Estimation of cerebral boundary conditions
6.3.1 Major findings and clinical considerations
Hemodynamic aneurysm models can aid in the clinical decision-making because
they can provide hemodynamic indices[17, 18] that give additional information
about the aneurysm rupture risk compared to morphological metrics alone[17, 19].
However, simulating accurate rupture risk is only possible when patient-specific
boundary conditions (BCs) are available[3, 17, 20–22]. In Chapter 4 we showed that
a pulse wave propagation model (PWPM) might be a suitable approach to estimate
BCs for 3D aneurysm rupture risk models when no patient-specific measurements
are available, a finding that is in accordance with[3, 4]. However, one should always
consider that the BCs are approximations and are thus affected by model uncertain-
ties that will propagate into the uncertainty of the rupture risk indices. We showed
that population-based variations in macro-vascular properties of the PWPM can
change the BCs and corresponding rupture risk indices with an order of magnitude
similar to differences between ruptured and unruptured aneurysms. It is therefore
crucial to adapt the PWPM to patient-specific conditions.
However, making the whole PWPM patient-specific is practically impossible. Luck-
ily, it is not necessary to set all model parameters to patient-specifically measured
values because not all model parameters have the same effect on the boundary
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conditions. Using our uncertainty quantification (UQ) and sensitivity analysis (SA)
approach it is not only possible to quantify the uncertainty in outputs of interest
resulting from the uncertainty in each model parameter, but also to identify model
parameters that contribute significantly to the variation in the output metrics, not
just on their own but also in combination with other parameters (interactions).
Identification of such influential parameters tells us which variables should be
measured patient-specifically and which might be set to population-based values.
This enables us to create a patient-specific PWPM that can assess the patient-specific
BCs needed for personalized rupture risk assessment. Moreover, it allows clinicians
and researchers to focus on measuring these parameters in clinic or finding new
and better ways to measure these parameters if needed.
However, the estimation of accurate patient-specific BCs using our PWPM does
not only depend on the accuracy of model input parameters but also on model
assumptions. Model assumptions determine how well the model can describe the
true underlying physiological mechanisms, known as model discrepancy. Similarly
as with the variations in 1D model parameters, model assumptions can influence
pressure and flow BCs. In Chapter 5 we investigated one model assumption that is
debated in literature, i.e. the static pressure-coupling at bifurcations[23]. Changing
our pressure-coupling increased the systolic pressure in the proximal arteries of
our model by 1 % and decreased the systolic pressures in the distal arteries by 3
%. Although these findings indicate that the BCs obtained from our 1D model
are hardly having any bias due to our pressure-coupling assumption, it might be
possible that the effect becomes significant when we adjust our model to match
the physiological envelop of a patient in order to simulate patient-specific BCs.
Nevertheless, using our UQ & SA approach we can also identify important model
assumptions and use this information to personalize our PWPM and the simulated
BCs even further.
Although we have developed all the tools needed to personalize our PWPM, our
framework cannot yet be used to perform patient-specific simulations within the
clinical setting because we still need to determine which model parameters and
assumptions are crucial for the assessment of patient-specific BCs and personalized
aneurysm rupture risk indices, and becausewe did not yet validate if our framework
is feasible within the clinical setting.
In order to bring computer models into the clinic, the optimal trade-off between
the model’s complexity and the (clinical) data required to calibrate (personalize)
the model has to be found. Sometimes the parameters needed for the calibration
can simply not be measured in patients due to technological or ethical limitations,
other times the measurements are just not feasible within the clinical work flow. As
a result, model assumptions have to be made which can lead to model discrepan-
cies and thus to model output errors that can prevent the estimation of accurate
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diagnostic metrics. However, it is also possible that the required measurements
are already part of the standard patient care but that the quality of the available
clinical data is not good enough for model calibration. In the clinical setting it is
often no problem when measurements contain a measurement error because data
are frequently only used to monitor trends within a patient. However, these errors
can be disastrous for the correct modeling of physiological mechanisms.
Besides the trade-off between model complexity and model input data, it is also
important that the simulated model output metrics are clinically useful. Computer
models can be used to calculate a wide variety of metrics but these will only benefit
clinical decision-making if they have an added value for diagnosing or monitoring
patients.
In order to adjust computational models and the quality and availability of the clin-
ical data to one another, an iterative and multidisciplinary[24] approach is needed
to allow engineers and clinicians to learn from each other and to complement each
other using their own specific knowledge. Only this way the full potential of our
model (and models in general) can be brought into the clinical setting and thereby
benefit clinicians and patients due to their diagnostic abilities.
6.3.2 Limitations and Future work
Theoutcomeof the uncertainty quantificationdepends on a correct definition of the
input uncertainty ranges, something that can be difficult to define. We based the
uncertainty of our 1D PWPM parameters on physiological population ranges found
in literature. In addition, we incorporated a physiological relation between some
parameters using age. Nevertheless, it is possible that we carried out simulations
with non-physiological combinations of parameters. This could potentially lead
to parameter contributions that deviate from the truth giving us an incorrect idea
of the importance of parameters. However, by comparing the model response, e.g.
systemic pressures or reflections at bifurcations, with known physiological values,
the non-physiological simulations could be detected[25]. Non-physiologically com-
binations can also occur when we set certain model parameters to patient-specific
values while keeping others at population-based values. To prevent incorrect risk
predictions, it is important to detect such non-physiological combinations by ana-
lyzing the model responses.
Another limitation is the fact that we evaluated the influence of only a few model
parameters and only one model assumption on our pressure and flowwaveforms.
Moreover, we did not take into account the model assumptions of the 3D rupture
risk model and the uncertainties that might arise from the imaging and segment-
ation of the aneurysm geometry. The influence of these additional uncertainties
could possibly be crucial for the simulation of personalized rupture risk indices
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and should therefore be investigated in future work. Despite the fact that we only
investigated the influence and validity of a fewmodel input uncertainties andmodel
discrepancies, the pressure and flowwaveforms of our virtual database showed good
agreementwith the simulated waveforms of Mulder et al. [26] and the physiological
waveforms reported in Ford et al. [27]. Moreover, our 3D simulations showed results
according to literature for both the simulated 3D flow patterns[3, 28, 29] as well as
for the aneurysm rupture risk indices[17, 20, 30, 31].
As mentioned above, the development of models that can perform patient-specific
predictions requires the correct choice of model input parameters and model as-
sumptions. However, it is not always possible to include all the physiological
processes that are needed for patient-specific simulations in a computer model, as
somemechanisms are not completely understood and can therefore not be captured
in physical equations. In such cases it might be necessary to resort to hybrid model-
ing techniques where the initial physiological simulation model is combined with
other predictive methodologies, e.g. the unknown mechanism might be captured
in a phenomenological model such as a multi-variate regression models.
It might be evident that more improvement steps are needed before our frame-
work can be fully incorporated within the clinical settings. Though this requires a
tremendous amount of work, these steps are necessary to develop patient-specific
PWPMs that can assess the boundary conditions for 3D hemodynamic aneurysm
rupture risk models to allow aneurysm rupture risk assessment in all cases where
no measured patient-specific pressure and flowwaveforms are available. However,
this does not imply that PWPMs cannot be useful until we resolved all the above
mentioned issues. Until then, PWPM can already be used to obtain new insights
about disease or to find new metrics for the diagnosis of pathologies (see the next
section).
6.4 Technologies in the clinical setting
In this thesis we demonstrated the application of technologies to improve existing
non-invasive methods for the diagnosis and monitoring of cerebral pathologies.
First of all, we showed the ability of image segmentation algorithms to segment
ONSD from ultrasound B-mode images without any user input, hereby reducing
the observer variability. While our algorithm showed great potential to segment
ONSD from ultrasound B-mode images, it can also be used to segment the ONSD
from Computed Tomography (CT) images. Performing CT scans when TBI patients
are submitted to the hospital to assess the severity of the brain injury is standard
clinical care in most hospitals. Extending the CT assessment with an automatic
ONSD detection could give a first indication of the ICP while also having visual
information about the state of the brain.
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However, we are not the only ones who successfully implemented an algorithm for
the segmentation of medical images. Others have, for example, used automated
algorithms for the segmentation of brain tumours[32] or carotid plaques[33]. In gen-
eral, segmentation algorithms have the potential to increase the precision of manual
segmentations, which could result in a better risk stratification or monitoring of
patients. In addition, segmentation algorithms relieve clinicians from this time
consuming task which leaves themwith more time to practice other patient-related
care. Moreover, automated analysis of medical images can be done on servers 24
hours a day, seven days a week. As a result more images can be processed, thereby
allowing monitoring, diagnosis, and treatment planning of more patients.
In our work we also presented a framework in which PWPMs can be used to
simulate patient-specific BCs for cerebral aneurysm rupture risk models. Besides
the generation of BCs for other models, our PWPM model can also be used for risk
stratification on its own as long as we can capture the underlying physiological
mechanisms in our model. Researchers have already explored the feasibility of
using PWPMs to assess the ICP[34, 35]. Although these models showed prom-
ising results, capturing the complete hemodynamic brain circulation including
the cerebrospinal fluid and obtaining the correct parameter settings for patient-
specific ICP predictions is not easy. To overcome this problem, the latest trend is
data-augmentation[34, 36], a technique where model simulations and measure-
ment data are combined in an advanced way in order to obtain better predictions.
Wang et al. [34] showed how a PWPM in combination with cerebral blood flow and
arterial blood pressure measurements, can be used to obtain better ICP predictions.
Although computer models combined with data-augmention have shown good ICP
predictions with an average error smaller than 5 mmHg[34, 36], the accuracy of the
model predictions is often limited by the quality and consistency of the clinical
measurement data.
Pulse wave propagation model can also be used to perform in silico trials to obtain
insight into possible mechanisms behind certain pathologies or to find new metrics
that could potentially be used to monitor/diagnose patients. By manipulation of
model parameters or equations we can turn the ”healthy” model into a ”diseased”
model. Using physiological ranges of healthy people and diseased patients the
model input parameters can be adjusted and used to construct a virtual (patient)
database. Comparison of the results obtained with the ”healthy” and the ”diseased”
models with physiological changes observed in patients, allows us to develop new
hypotheses about pathological mechanisms or to find new possible metrics that can
then be further investigated in patients. In addition, we can investigate longitudinal
changes by including adaptation/remodeling in our model. In a study of Melis et al.
[37], small vessel disease was simulated by adjusting the radii and stiffnesses of the
distal cerebral vessels in a PWPM. Next, changes in simulated waveforms of the
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proximal vessels were quantified by introducing new metrics that could possibly be
used to diagnose patients with small vessel disease. The next step in their research
would be to validate the discriminative power of these metrics by measuring them
in small vessel disease patients and comparing themwith values obtained in healthy
controls.
Besides for monitoring or the diagnosis of diseases, PWPMs can also be used to sup-
port the surgeon with intervention planning. Treatment scenarios can be modeled
and evaluated using patient data, thereby giving the surgeon advise on the possible
best treatment option for the patient. An example is the surgical planning of vascu-
lar access in hemodialysis patients[38]. By feeding the PWPM with patient-specific
flow and diameter data the PWPM model can predict the best location for the
construction of the vascular access, hereby assisting the surgeon in his decision.
We also illustrated how 3D-CFD models can be used to simulate complex flow
patterns to derive rupture risk indices for cerebral aneurysms. However, CFD simu-
lations are not limited to vascular applications such as the assessment of the risk of
aneurysm rupture or aortic dissections[39]. They can, for example, also be used to
simulate the air flow out of the lungs and assess the risk of the spread of infectious
diseases to another person[40, 41], which is an application that is, at this moment,
very topical and very important.
From our discussion above it is clear that technologies have great potential to im-
proveclinicalmonitoring anddecision-makingwhen theeffectof limitations, model
assumptions, and model input uncertainties are taken into account. However, from
the technologies developed in Part I and Part II it becomes clear that it is crucial
to improve the quality of the clinical data that feed these technologies. In order
for technologies and clinicians to better complement each other, it is important
that engineers and clinicians cooperate and provide each other with continuous
feedback.
G D | 125
6
6.5 Conclusion
The monitoring and diagnosis of cerebral pathologies is crucial to prevent brain
damage and even death in patients. Current monitoring options are limited and
often invasive. Although non-invasive approaches are promising, they cannot yet
match the current invasive gold standards.
In this thesis we aimed to use technologies to improve 1) the use of the optic nerve
sheath diameter as a non-invasive assessment technique to assess intracranial pres-
sure, and 2) the estimation of boundary conditions for cerebral aneurysm risk
simulations using a pulse wave propagation model.
In the first part, we revealed inconsistencies in current ONSD assessment meth-
odologies that hamper the full potential of the ONSD as a non-invasive surrogate
marker for elevated ICP. To resolve the problem of inter- and intraobserver vari-
abilities associated with manual ONSD assessment, we developed an automated
algorithm to segment the ONSD from B-mode ultrasound images of sufficient
quality. In addition, we proposed a set of guidelines to improve the quality of
ultrasound image acquisition. These guidelines could be a first step towards the
standardization of optic nerve sonography.
In the second part, we showed that 1D PWPMs can be used to simulate BCs for
aneurysm rupture risk models but that model input uncertainty and model dis-
crepancies affect the BCs and corresponding aneurysm rupture risk indices. Our
technology provides the tools needed to take into account the effects of input-
and model uncertainties and allows the construction of a patient-specific PWPM
which can be used to estimate patient-specific BCs that are crucial for accurate
hemodynamic aneurysm rupture risk prediction.
Based on this work it is evident that technologies can improve current non-invasive
monitoring techniques. Nevertheless, more technological development and more
accurate measurement data are needed before patients can fully benefit from such
technologies. Hereto, a multidisciplinary approach is needed.
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vascular pathologies can have a major impact on a patient’s quality
of life or even result in the death of the patient. Therefore, early diagnosis
and adequate monitoring of cerebral diseases is very important. However,
performing measurements on the brain is challenging because the accessibility of
the brain is limited by the skull and opening the skull is very invasive. To obtain
crucial information about the status of the brain and the pathology, new and
preferably non-invasive measurement techniques are being developed. Although
new non-invasive techniques show promising results, these techniques are often
not good enough to be deployed within the clinical setting and, hence, need to
be improved. Moreover, risk stratification of some cerebral diseases can not be
performed because the associated metrics can not yet be measured. In these
cases it might be possible to estimate the diagnostic metrics by using information
measured at other locations within the body. Technological advances, such as
computer models, can potentially play an important role in the improvement and
development of the non-invasivemonitoring and assessmentmethods of the future.
In this thesis we showed how technologies can be used to improve the non-invasive
assessment of intracranial pressure in patients suffering from traumatic brain injury
(Chapters 2 and 3) or to improve the non-invasive assessment of aneurysm rupture
risk in patients suffering from cerebral aneurysms (Chapters 4 and 5).
8.7 Clinical and Societal relevance
In Part I we aimed to improve the assessment of the optic nerve sheath diameter
(ONSD) for the detection of elevated intracranial pressure (ICP). The work per-
formed in Chapter 2 highlights the influence of measurement inaccuracies on
ONSD values which includes the sensitivity of these ONSD values to changes in
ICP. Our work makes clinicians (and researchers) aware of the possible intra- and
interobserver variabilities present within manual ONSD measurements as well as
their corresponding influence on risk stratification. By exposing the discrepancies
in manual assessment methods that cause the uncertainties in ONSD threshold
values, we show the importance of standardization by methodological guidelines
and the need to comply to such guidelines. Our set of ONSD assessment guidelines
proposed in Chapter 2 is a first step towards standardization of ONSD assessment.
Only by standardized assessment methods we can ensure good quality measure-
ments and achieve accurate discriminative clinical metrics, not only for pathologies




The completely automated ONSD algorithm, presented in Chapter 3, does
not only relieve clinicians from the task of manually assessing the ONSD, but also
improves the accuracy of ONSD assessment as it overcomes the intra- and interob-
server variability associated with manual ONSD assessment. Our algorithm can
easily be applied within the clinical settings because it is applicable to B-mode ul-
trasound images that are already regularly used to image the optic nerve sheath and
because our algorithm requires no additional knowledge or effort from clinicians.
In addition, our presented technology can be incorporated fairly easy within the
clinical setting by implementing our algorithm on ultrasound scanners. Moreover,
our algorithm will be published in journals associated with the field making it
widely available and, hence, increasing the number of patients that can benefit
from our work even further. Although further research should be performed to
validate if the automatic ONSD assessment indeed results in more accurate ONSD
cut-off values for thedetectionof patientswith elevated ICP, sucha non-invasive ICP
assessment brings multiple benefits for both society and patients. First of all, the
physiological burden on these already critically-ill traumatic brain injury patients
is greatly reduced because the very invasive ICP sensors become redundant. In
addition, the hospitalization cost of these patients might be reduced as patients can
be treated more effectively. Moreover, non-invasive methods allow ICP monitoring
in non-comatose patients normally not subjected to ICP measurements because of
its invasive nature, e.g. children with hydrocephalus, also improving clinical care
for such patient groups.
In Part IIweexplored the feasibility of a pulsewavepropagationmodel (PWPM)
for the estimation of patient-specific boundary conditions for cerebral aneurysm
rupture risk models. Most clinical treatments are based on their effectiveness
within patient populations. However, these treatments might not be as effective
for every individual patient within this population. Individualized treatments
would be the pinnacle of clinical practice but require assessment of the multi-
factorial physiological status of every individual patient. Unfortunately, current
measurement methods are not capable of measuring and taking into account all
the relevant factors needed for an accurate and detailed assessment of the patient’s
status. Moreover, even with improved measurement techniques it might still not
be possible to directly measure every relevant parameter/process within the human
body. In such cases it might be possible to estimate these metrics by using informa-
tion from other locations within the body. Our PWPM that mimics physiological
processes of the human body by combining physical laws and physiological know-
ledge can be used to simulate these unmeasurable variables using patient data that
can be measured at other locations in the human body. This allows for the dia-
gnosis and monitoring of cerebral pathologies that would otherwise not be possible.
Moreover, these models can also be used to simulate the effect of certain treatment
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options[1] and any possible changeswithin the patients, hereby aiding in the clinical
decision-making. Finally, such computer models might be used to link many of
these aspects together, hereby creating amore complete picture of the physiological
state of the patient, which allows for a more patient-specific treatment.
In order to simulate patient-specific diagnostic metrics it is important that com-
puter models describe the relevant patient characteristics as closely as possible.
Unfortunately, not all model settings can be measured patient-specifically due to
for example, technical or ethical limitations. In addition, not all the processes
within the human body can be captured within physical equations because some
processes will never be completely understood. Therefore, researchers need to deal
with the fact that some model parameters have to be set to population-based values
and that some processes have to be simplified using model assumptions. Using the
framework presented in Chapters 4 and 5 one can determine the uncertainties
within the simulation outputs resulting from the errors present in the model input
parameters. Moreover, it enables one to pinpoint those model parameters and
model assumptions that have a large influence on the model outputs and should
therefore resemble the true patient-specific situation as closely as possible. Iden-
tification of such important parameters allows researchers to focus their efforts
on measuring these variables more accurately or on developing new technologies
that can be used to perform accurate measurements of the necessary parameters
within patients. Therefore, our framework contributes to the efficient development
of patient-specific models.
Although frameworks for patient-specific aneurysm rupture risk have already been
developed[2, 3], complete frameworks that can capture the total physiological
state of a patient and assess patient-specific treatment methods are still far from
bedside application. In order to incorporate such frameworks into daily clinical
practice, a multi-disciplinary collaboration between engineers and clinicians is
needed. Hereto, it is important that both clinicians and researchers are aware of
the existence and possibilities of the tools and computermodels as described in this
thesis. The methods presented in this thesis are or will be published in scientific
journals and are therefore available for other investigators who are interested in cre-
ating model-based frameworks that can support patient-specific decision-making.
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