Abstract. This paper addresses the problem of real time face recognition in unconstrained environments from the analysis of low quality video frames. It focuses in particular on finding an effective and fast to compute (that is, sparse) representation of faces, starting from classical Local Binary Patterns (LBPs). The two contributions of the paper are a new formulation of Group LASSO for structured feature selection (MCGroup LASSO) to cope directly with multi-class settings, and a face recognition pipeline based on a representation derived from MC-GrpLASSO. We present an extensive experimental analysis on two benchmark datasets, MOBO and Choke Point, and on a more complex dataset acquired inhouse over a large temporal span. We compare our results with state-ofthe-art approaches and show the superiority of our method in terms of both performances and sparseness of the obtained solution.
Introduction
With the diffusion of video-surveillance systems on one side and mobile devices equipped with video cameras on the other side, it is more and more common to address the problem of recognizing faces in video frames acquired in cluttered and unconstrained environments. These settings pose many challenges: low-quality images, relatively small faces, motion blur, variable lighting conditions, subjects in non standard poses. Moreover, these domains usually call for real-time performances, thus the computational efficiency of the methods plays a key role.
In this paper we present an efficient face recognition method, which learns a very sparse face representation from data by means of structured regularized feature selection. We are interested in unconstrained settings where people are free to move as they like and are captured by conventional video-surveillance cameras or by mobile devices. We start from an overcomplete description of face images based on Local Binary Patterns (LBP) [1, 2] , which have been shown effective for analyzing textures and patterns in low quality images. LBPs are computed at different scales and aspect ratios, then are subject to a feature selection step. In this way, not only we obtain an effective face representation, but we also improve the computational efficiency of face recognition at run time. With this aim, we propose a new formulation of the Group LASSO functional [3] -we call MC-GrpLASSO -to cope directly with a multi-class setting while capturing the block-structure of LBP. The new formulation allows us to select groups of features that simultaneously discriminate among all the identities. On top of this, we build a modular and efficient face recognition pipeline, analyzing a face image and associating with it one among N previously learnt identities.
Many works in the literature cope with the problem of selecting features in the face recognition domain. Often feature selection is based on Adaboost: in [1] the authors start off computing an overcomplete set of LBP histograms computed in different regions of face images. Then, they use Adaboost to select the most significant features. The work in [4] , instead, introduces the JensenShannon Boosting (JSBoost) algorithm, a modification of AdaBoost based on the Jensen-Shannon (JS) divergence, that is shown to provide a more appropriate measure of distance between examples belonging to two different classes. In [5] , the authors consider Gabor features to extend Adaboost by incorporating mutual information. They achieve a lower training error rate with respect to the standard implementation. The Gabor features are also adopted in [6] , where Real Adaboost is introduced to perform the selection wavelets. A genetic based approach is proposed in [7] , where the selection of the LBP regions is based on Genetic & Evolutionary Computing (GEC). Many works look for identity-based descriptions [8, 9] and are thus more specifically tailored for the face authentication problem. Here we focus on finding a universal description, common to all identities, with an advantage in terms of scalability. To this purpose our method is specifically designed for multi-class settings. Few works in the literature are, up to now, devoted to multi-class feature selection, in particular for face recognition. We mention [10] which extends Recursive Feature Elimination (RFE) to the multi-class case.
The remainder of the paper is organized as follows. Sec. 2 describes the multiclass feature selection method we propose, while Sec. 3 focuses on the entire face recognition pipeline. The experimental analysis on the different datasets is detailed on Sec. 4, while Sec. 5 is left to a final discussion.
Regularized multi-class feature selection
In this section we describe the multi-class feature selection method we propose. Let us first formulate the feature selection problem: given a training set (x i , y i ), i = 1, . . . , n, with
which is a collection of atoms or features, we consider a generalized linear formulation of the input-output relationship
or, in matrix form Φβ = y, where Φ is the feature matrix defined as Φ ij = φ j (x i ) of size n × p, y ∈ {−1, +1} n×1 is the output vector, and β ∈ IR p×1 is the vector of weights. The goal of feature selection is to find a sparse β which approximates well the input-output relationship.
Group LASSO. It is an extension of LASSO [11] to select groups of features, rather than considering each feature independently [3] . In several application domains, in fact, a prior on the structure of each input datum is available, and may be profitably inserted in the feature selection step. It can be formulated as a regularized minimization problem:
where g = 1, . . . , G is an index referring to a feature group, while I g ⊆ [1...p] is the set containing the positions in the input datum of the features of group g. The first term of the functional is a data fidelity term while the second one is a penalty term which enforces the selection of features in groups. The regularization parameter τ can be tuned to obtain solutions with a different level of sparsity.
Multi-class Group LASSO. We now re-write the functional (2) to deal with the simultaneous selection of groups of meaningful features for a multi-class problem. Let us consider N binary problems Φβ c = y c , c = 1 . . . N . Similarly to above, Φ is the features matrix of size n × p, y c ∈ {−1, +1} n×1 is the output vector, containing 1 in correspondence of examples of class i and -1 elsewhere. Finally, β c ∈ IR p×1 is the weight vector for the class c. We formulate the MultiClass Group LASSO (MC-GrpLASSO) as follows:
Y is a n × N matrix composed as [y 1 y 2 . . . y N ], and, similarly, B is a p × N such that B = [β 1 β 2 . . . β N ]. F refers to the Frobenius norm. In this case sparsity enforces the selection of features in groups common to all the N classes. Roughly speaking, the method selects the features that best discriminate among all the N classes simultaneously.
The proposed pipeline
In this section we describe our approach to face recognition. We assume we have in input a training set {x i } n i=1 of n face images of N different identities. We first represent each image according to an appropriate dictionary of features based on Local Binary Patterns (LBP). Then, we apply MC-GrpLASSO to obtain a set of features groups meaningful for all the N classes. Finally, we train a multi-class classifier on the training set of images represented with the selected groups only. This allows us to obtain, at run time, a very fast representation and classification of each face image. Construction of the feature matrix. In this work we adopt an overcomplete dictionary of Local Binary Pattern (LBP) descriptors, whose effectiveness in face recognition is well known. Similarly to [1] , we consider a grid of overlapping regions having different scale and aspect ratio (faces images are all rescaled to the size 40×40 pixels). We then extract uniform 8-bits LBPs [12] and quantize their values with 59-bins histograms, accordingly to the original work. Figure 1 describes how to obtain the feature vector in a simplified situation, with no overlapping regions. The final overcomplete description consists of 841 LBPs, thus each training image x i is described by 841 × 59 = 49, 619 features (which is also the number of columns in the features matrix Φ). For numerical reasons matrix Φ needs to be normalized so that each column has mean 0 and variance 1.
Multi-class feature selection. We specialize the functional (3) to our case by grouping the features according to the image region they are associated with (see Figure 1 ). To find a solution to the optimization problem we adopt an iterative scheme as in [13] specialized for the multi-class case as follows:
where σ is the iteration step size, which we set proportional to the highest eigenvalue of matrix Φ ⊤ Φ, to achieve an optimal convergence to the solution of (3) [13] . S is the soft-thresholding operator that acts on all features of a group Recognition. Once we have found a sparse and meaningful representation for our multi-class problem, we train a multi-class classifier based on SVM and a Winner-Takes-All strategy [14] . Notice that it would have been possible to classify data directly via the solution of the MC-GrpLASSO, but the performance obtained with SVMs are usually higher because of the well known shrinkage effect of the weights of LASSO methods [15] . Thus, we train N One-vs-All binary SVM classifiers where each image x i is represented by mapping it on the sub-set of selected regions, by a projector π(x i ) = {φ j (x i )|B j,· = 0}. Given the binary classifier of class c, the negative examples are randomly sampled from all the classes j, j = . . . N , j = c.
For a new datum x, the resulting global classifier is then formulated as a combination of the N discriminant functions h 1 · · · , h N of the binary classifiers as h(x) = arg max
Experimental analysis
In this section we present the experimental evaluations of the proposed pipeline, with particular emphasis on representation (feature selection) and recognition.
Datasets. The analysis is performed on three different datasets: two public benchmarks -MOBO [16] and Choke Point [17] -and a in-house dataset, R309. The MOBO dataset consists of low-resolution videos of 20 subjects, while they perform 4 different actions. It is characterized by small variations in the lighting condition and subject poses. The Choke Point dataset is characterized by a higher variability of image quality, appearance and lighting conditions. It includes videos of 29 subjects walking through two portals, acquired by an array of three cameras. The R309 dataset (see Fig. 2 ) is a collection of indoor videos acquired in unconstrained conditions: the pose and the behavior of the volunteers are entirely unconstrained and very natural. The recordings have been made under various lighting conditions and in two very different environments. R309 includes 12 people with an average of 1200 frames for each identity acquired over a period of time of 7 months. It thus allows us to evaluate the robustness of the methods with respect to variations occurring over time. Experimental protocol. Each dataset has been divided in training, validation, and test, in the proportions specified later for each dataset. The validation set is used for tuning the parameters of the classifiers (that is, the regularized parameter of each SVM). The results reported in the tables have been obtained on the test set.
Assessment of the selected features. The solution of the functional (3) is a weight matrix B with a degree of sparsity that depends on τ . The choice of the parameter is carried out on the validation set and guided by the aim of obtaining a sparse solution producing a high recognition rate. The matrix has a characteristic structure as the one shown in Fig. 3 (left) : MC-GrpLASSO selects groups meaningful for all classes, producing a stripe structure (the selected groups have non-zero weights along all the classes). It is interesting to compare the structure of this matrix with the one derived by a 1vsALL architecture. In this case we solve N binary structured feature selection problems as in Eq. (2) obtaining N solutions β i , i = 1, . . . , N . Fig. 3 (right) shows a matrix obtained by combining the N solutions (one per column). Notice how the β i do not relate to one another. With a 1vsALL approach we need to find a way to combine the N β i s; classical choices are intersection (keep groups selected by all binary problems) and union (keep groups selected by at least one problem). In this case parameter tuning becomes more complex: we need to choose an appropriate τ for each binary problem, while controlling the cardinality and the performances of the overall problem. In particular, in the case of intersection, it is often the case that the overall solution is empty; in this case a voting rule may be adopted. Fig. 4 highlights the features selected by MC-GrpLASSO (bottom) and 1vsALL with union (top). The two representations achieve similar performances (see Table  1 ), but MC-GrpLASSO does it with less than 1/4 of the regions needed by the 1vsALL method.
Finally, Fig. 5 gives a qualitative impression of the kind of features produced by our method, as it compares the 10 most meaningful features selected by different approaches to multi-class regularized feature selection: MCGroup LASSO, 1vsALL with union, and LASSO. The latter have been obtained by reformulating the N class problem with a simpler binary problem of unstructured features [9, 8] Face recognition assessment. On the MOBO dataset we consider a training set of 50 examples per identity, extracted from a pool of 5 videos (#training set = 1000). The validation set is collected following the same strategy on 5 other videos. The remaining videos are used to build the test set, made of 200 examples per subject (#test set = 4000). Table 1 reports the recognition performances we obtained starting from LBP features with different feature selection approaches. The goal is to achieve comparable or better performances with a sparser representation. MC-GrpLASSO achieves very good performances with a remarkably small representation. On the Choke Point dataset we adopt the data groups and the protocol as proposed in [17] . In this paper the authors propose a video-based face recognition based on selecting the most meaningful faces in a video and then using those images to perform the recognition phase. Images are represented by Multi-Region Histograms (MRH) [18] and LBP [2] . Tab. 2 summarizes our results and also includes the best performances reported in [17] , although the nature of the results is different. Tab. 3 shows how the overall performances on the R309 dataset are Table 2 : Comparative analysis on the Choke Point dataset (as in [17] ) .
METHOD
REC. RATE MRH + MSM on image subsets [17] 86.7% LBP + MSM on image subsets [17] 75.8% LBP + LASSO [8] 93.1% LBP + MC-GrpLASSO 96.9% significantly lower than for the other datasets, due to a consistent variability on the subjects appearances since acquisitions have been made on a temporal span of months. In any case our approach shows better performances than the others. Finally, Fig 6 reports the recognition results on the three dataset as a function of the selected regions. Notice how the results are quite stable with respect to this parameter.
Discussion
This paper presented an efficient face recognition method based on a compact and effective face representation derived by regularized structured feature selection. Starting from an overcomplete description of face images made of Local Binary Patterns (LBPs), we applied feature selection to select the discriminative information for the problem, and obtain a lower dimensional description. In particular, we proposed a new formulation of Group LASSO -the MC-GrpLASSO -to directly cope with a multi-class setting and exploiting the block-structure of features. Unlike previous approaches, the new formulation allows us to select groups that simultaneously discriminate among all the identities. We presented an extensive experimental analysis, both on benchmark datasets and on a complex set of data acquired in-house. The experimental analysis showed that our method outperforms other state-of-art approaches on all the three datasets. The future work will focus on two different aspects. On one hand, we will extend the pipeline from the standpoint of the description, by exploiting the temporal information we have available from the use of videos. On the other, the method we designed will be integrated on a prototype system for supporting blind users. It will be embedded on a device wore by the users, to help them in recognizing known people.
