ABSTRACT Due to the complexity of scientific experiments, existing methods for capturing the provenance information from the scientific workflows (SWFs) face high programming overhead and code errors. In addition, the coarse-grained nature of the SWF provenance implies the loss of internal details of the workflow processes, which can lead to incomplete or inaccurate data dependencies and dependency differentiation problems. The diversity in scientific fields also reveals the limited versatility of the SWF provenance models. In this context, we propose a content-rich and fine-grained SWF provenance model (CF-PROV). This model provides normative transformations and documentation declarations for the multi-field SWFs, reducing the programming overhead and increasing the versatility. Our method of dividing the workflow provenance into data provenance and process provenance and our formal description of data deduction at the field level enrich the provenance information and transform the coarse-grained workflow provenance into a fine-grained provenance. Finally, the experiments on the model compression ratio and model generation time in multiple scientific fields demonstrate the versatility and rationality of the CF-PROV.
I. INTRODUCTION
The explosion of information in various scientific fields has led scientists to formulate complex experimental processes for the collection and analysis of scientific data. These processes may produce many final and intermediate data products, invisibly increasing the amount of information that scientists need to process. Consequently, significant effort is required to manage data and record provenance information. Scientists often use scientific workflows (SWFs) to accomplish the above task [1] - [5] . Such workflows not only support the automated execution of repetitive experiments but also capture complex analytical processes at various levels of detail and systematically capture provenance information for derived data products [6] . This provenance information typically includes the processing steps used to derive the data products, the input data provided to each step, and the output data generated by each step, and this information is
The associate editor coordinating the review of this manuscript and approving it for publication was Maurizio Tucci. critical for determining the quality and authorship of data and enabling the storage, copying, and verification of the results. Moreover, the provenance information is an important aspect of the experimental process that makes it easier for scientists to understand, replicate and validate scientific results [7] - [9] .
Therefore, provenance in SFWs is becoming an increasingly important concern, as reflected in many workshops and literature publications [10] , [11] . Existing studies have suggested multiple approaches for generating provenance information, which can be broadly divided into two categories [12] : prospective provenance and retrospective provenance. Prospective provenance captures the specifications of a scientific task or SFW, corresponding to steps in the workflow that must be followed when generating data products or experimental results, while retrospective provenance captures steps that have already been performed and information on the execution environment used to derive a particular data product. For example, when there is no opportunity to insert tracing code into an application's source code, the detailed log files generated during task execution can instead be used to capture retrospective provenance information. Both provenance approaches reflect the dependencies between data products and the processes through which products are generated. This dependency information captures the series of steps that -together with the input data and parameters -lead to the creation of data products.
Regardless of the method used, whether through instrumentation, logging or refactoring, a provenance record needs to be constructed. Record construction may include writing code to define a standard format (such as XML, RDF or text) for generating provenance records [13] , [14] . It is also possible to use tools to generate in-memory representations of provenance information. However, writing generation and serialization code is an error-prone process because it requires adding internal operations to an application, and then, all the features of both the model and the formatting must be processed. Although tool libraries can alleviate this difficulty, due to the wide variety of experiments performed in various scientific fields, such tool libraries must necessarily be produced in multiple versions. Consequently, engineers are likely to be unfamiliar with the internal details of all such libraries, and this unfamiliarity increases the probability of coding errors. This is especially true in large projects, in which the programming overhead makes it very difficult to generate and update provenance information in a timely fashion [15] . Moreover, when using methods that store the input and output of each step and then using this information to infer the dependencies between the data and the workflow steps, incomplete or even inaccurate data and dependencies may be inferred [16] . This is also a problem inherent to SWFs themselves [17] , [18] because a workflow is a coarsegrained provenance method. The structure of a database controls which tables, rows, and cells may be referenced to construct a specific query, thereby affecting the query results, whereas the workflow steps are treated as ''black boxes'', and the workflow does not ''know'' the internal execution details involved in each step. For example, workflow steps are often not sufficiently detailed (e.g., they may call multiple encapsulated algorithms), or a workflow step may generate files without specifying the source of their content. This ''black box'' nature of workflow steps results in loss of detail, making it impossible to extract appropriate metadata, such as which algorithm to use, and it can lead to dependency differentiation problems -that is, situations in which the dependencies between data cannot be determined. In addition, scientific research is divided into many different fields, and each field has its own unique provenance methods; consequently, achieving complete versatility among these different fields is impossible, and the reusability of relevant methods is low. Thus, for a given SWF in a given domain, when different data are to be used as input, the workflow must be redefined accordingly, which means that the provenance of the workflow also needs to be modified.
To address these problems and challenges, we propose CF-PROV, a content-rich and fine-grained SWF provenance model with the following characteristics:
• Users can directly sketch the shapes of provenance models based on the topologies of the SWFs without having to include complex code in their applications, which reduces the development overhead. CF-PROV specifies the conversion of SWFs into provenance information.
• CF-PROV is a cross-field model. By using graphical and document-based representations as well as formal expressions, CF-PROV makes it possible to make minor modifications during reuse. This capability is especially important when abstracting scientific experiments in various fields.
• Because the model implementation is divided into the model topology and a binding data set, CF-PROV can be applied to systems in which the SWFs and databases are combined. Moreover, by classifying provenance into data provenance and process provenance, CF-PROV can generate more abundant provenance information than is possible with other methods. Finally, applying data deduction at the field level makes CF-PROV a finegrained provenance model. The remainder of this paper is organized as follows. Section II describes the research status of SWF provenance. Section III describes a scenario considered in our previous research that can be used to illustrate the application of CF-PROV. The logical and physical representations as well as the generation process of CF-PROV are discussed in Section IV. Section V presents an experimental evaluation of CF-PROV, which demonstrates its advantages. Finally, Section VI concludes the paper and offers suggestions for future work.
II. RELATED WORKS
The SWF provenance mechanism is designed to meet the needs of scientific experiments. Efforts to address topics such as experimental reproducibility, process debugging, data security, and association mining all require provenance support. Thus, the management of provenance has increasingly become a core function of SWF management systems and has even become an important indicator for distinguishing SWFs from general business workflows [19] .
An easy way to generate provenance information is to modify the application, which requires provenance generation code to be inserted into the source code. Inserting such code is a labor-intensive operation because it not only requires constant debugging of the application code to maintain adequate performance but also requires engineers to have domain expertise [20] . From a software engineering point of view, both of these requirements are problematic. Another approach is to adapt traditional logging techniques for provenance management. Various logging tools and system tracing technologies are already in use in various environments, some of which even record provenance at the operating system kernel level [21] , [22] . SWFs use a combination of code tracing and log tracing, making it easy to detect and capture provenance information through system APIs. This approach is similar to an integrated development environment because VOLUME 7, 2019 it allows users to create workflows and execute them while preserving provenance information in raw logs.
With recent technological advancements, unlike the approaches described above, emerging methods allow users to capture provenance information using different tools. YesWorkflow [23] provides a set of special annotation specifications with which scientists can annotate their scripts. These annotations reveal the dependencies between primary experimental modules and the data flow, enabling the construction and querying of provenance information for scientific results. Because this type of method encodes key information into the data product, it avoids the aforementioned difficulties that arise when modifying an application's source code. This approach is completely complementary to the CF-PROV proposed in this paper. Most of the URI patterns used can be applied to identify variables in our model and generate provenance information documents. Such documents also use a series of annotations to regulate provenance information.
Based on the available provenance methods, many provenance models have been developed, such as the time-andvalue centric provenance model [24] , the Open Provenance Model [25] , the Provenir model [26] , the PrInt model [27] , etc. These models all support some form of provenance generation, and many models provide methods for capturing potential sources and annotations. Although these models differ in many respects, including the use of different structures and storage strategies, they all share certain basic information: process and data dependencies. In fact, some studies have investigated issues of interoperability among provenance models, and their findings suggest that different provenance models can be integrated [28] . In addition, scientific research often spans many fields, which poses a challenge because SWFs designed for specific fields often use specialized provenance models. As the need for interoperability between different systems has increased, the use of universal provenance models has increasingly become the preferred choice in provenance systems. OPM and PROV are two widely used universal provenance models. The entity-relation design concept of OPM is adopted in many provenance models, including PROV, while PROV can express some relationships and concepts that cannot be represented in OPM. The CF-PROV proposed in this paper extends the related concepts of nodes and edges based on the entity-relation design concept, and its formal expressions are updated in accordance with specific model application scenarios, enabling it to better capture and express provenance information for SWFs. Compared with other models, this type of extension enriches the provenance information that the model can generate; thus, it can be characterized as a content-rich provenance model.
Recently, Curcin et al. [29] proposed the concept of a template, which they regard as a higher-level abstraction of provenance. Their proposed template specifies the ''basic concept unit that can be recorded in the provenance source library'', which simplifies model construction. Similar to our proposed CF-PROV, their template also uses graph modeling, but the nodes in their template represent concepts, whereas the nodes in CF-PROV represent entities. Sun et al. [30] proposed the Typed Provenance Model, which combines provenance graphs with graph-transformation techniques such as node deletion and insertion, enabling the generation of provenance-oriented views to meet given access and control requirements. The Typed Provenance Model is an example of provenance graph reshaping. In contrast, full graph reshaping is not performed in our proposed CF-PROV; instead, it supports incremental updates to the constructed graph.
Regarding the representation of provenance information, most SWFs use directed acyclic graphs (DAGs) for their representations, but a few systems (such as GridFlow [31] ) use Petri nets. Petri nets have a solid mathematical foundation and a superior modeling ability, and they can be described in terms of formal expressions, while the intuitive nature of DAGs simplifies the process and makes it easy to understand. The CF-PROV approach relies on DAG representation, but it includes an additional series of descriptors to indicate and describe the provenance information. To enhance the expressiveness of provenance information, most workflow systems implement a series of process definition languages [32] , which are usually based on data flow models or control flow models and have different expressive capabilities. For example, the DAX language used in the Pegasus system [33] for distributed computing environments uses a data flow model that does not provide flow control structures such as iterations and branches. In contrast, BPEL [34] , which is based on a control flow model, provides a variety of control flow structures, such as parallelism, loops, conditions, and branches. These types of control flow structures cannot be represented in a data-flow-based language; consequently, fault handling can only be implemented as an internal functionality of an SWF. To overcome this lack of a process control mechanism based on a data flow model, we designed a control method into the CF-PROV provenance model: although parallel and iterative structures are not explicitly provided, additional parameters can be added to the document-based representation of the provenance information to represent the number of iterations or parallel structures, which function as ''invisible'' control flow information.
Regarding the problem of the coarse-grained nature of SFW provenance, the study in [35] focuses on three existing concepts, namely, the ''why'', ''how'', and ''where'' provenance in databases, and compares them according to their applications. The study in [36] recommends using white-box data streams to handle activities, tracking which data are processed and which data are obtained, while [37] implements a more accurate ''why'' provenance in a non-materialized way (such as recording the data dependencies between internal attributes rather than the relationships between entire records). The above studies have yielded promising results with regard to data provenance, but research on provenance between workflow steps is relatively rare, and much of the existing work does not explicitly reflect this provenance information. CF-PROV divides the workflow provenance into data provenance and process provenance. In the provenance diagram, the data flow and the step flow are constructed to reflect the dependencies between the data and the driving relationships between the steps. In addition, a fieldlevel description of the data is deeply ingrained in the data deduction and representations of CF-PROV, enabling users to formulate detailed and exhaustive provenance queries based on the provenance graphs and documents.
III. APPLICATION SCENARIO FOR CF-PROV
As a way of providing motivations for provenance, we outline an application scenario exploiting provenance (Section IV presents a description of CF-PROV that is based on this application scenario), which serves as an illustration to intuitively convey the concept of CF-PROV.
Since the existing scientific data management systems usually focus on a single field and the interaction pattern of each subsystem is complex, and the heterogeneity and multisource of scientific big data (SBD), resulting in a wide variety of databases, scientific devices and functional areas, make the incompatibility and conflict between system modules inevitable. So in our previous research, a multi-domain and sub-role oriented architecture for managing scientific big data was proposed [38] . Through integrating multiple databases, third-party systems and related tools, this architecture realizes both the storage and the sharing of multi-domain and multitype SBD. Particularly, this architecture is divided into four independent functional areas and corresponding roles are designed, which enhances the decoupling and extensibility of the architecture. As shown in Fig. 1 , these four areas are the Storage and Access Area (SAA), the Analysis Function Area (AFA), the Query Function Area (QFA), and the Basic Service Function Area (BSFA). SAA is responsible for storing various types of SBD to solve the heterogeneous problem; AFA is composed of different scientific experimental tools, which are responsible for carrying out scientific experiments in various fields; the data in SAA and experiments in AFA can be queried and visualized in QFA; BSFA provides related functions to the above areas to maintain the operation of the entire architecture.
The AFA in the above architecture also integrates a SWF framework [39] for conducting experiments and exploring scientific discoveries from the perspective of the entire life cycle of scientific data. This SWF provides a general framework for multiple fields, showing a series of information such as data flow and information flow in scientific experiments. The hierarchical structure of this SWF makes its underlying and internal aspects transparent, eliminating the inconsistencies between scientific data and methods across different fields. This SWF also takes different forms for different users; these different forms have different degrees of freedom and give users different permissions. This means that the provenance information of this SWF is highly abundant, and if this information is not properly expressed, internal details will be lost. CF-PROV enriches and preserves the provenance information extracted from this SWF in a fine-grained way. Fig. 2 shows an example of the above SWF. The SWF topology in the ''Running Service Layer'' determines the representation of CF-PROV (described in Sections IV-A and IV-B), and the SWF information stored in the ''Data Resource Layer'', VOLUME 7, 2019 FIGURE 2. An example of the presented SWF. In the ''Running Service Layer'', data ''A'', processed by ''step 1'', generates ''info 1''; data ''B'', extracted from ''info 1'', is processed by ''step 2'' to generate ''info 2''; and data ''C'', extracted from ''info 2'', is the result of this workflow. which consists of databases and logs, determines the content of the binding data sets in the generation process (described in Section IV-C). Section V presents an evaluation that is based on representations and binding data sets from different scientific fields.
IV. SCIENTIFIC WORKFLOW DRIVEN PROVENANCE MODEL
Our goal is to enrich SWF provenance information in a fine-grained way, including how to represent and generate such provenance information. Therefore, we illustrate our provenance model by using the workflow presented in the previous section as an example, demonstrating the logical representation, physical representation, and generation process of CF-PROV.
A. LOGICAL REPRESENTATION OF CF-PROV BASED ON THE PROVENANCE GRAPH
The logical representation of CF-PROV involves transforming the topology of an SWF into a corresponding provenance graph, using a series of descriptors to illustrate the workflow elements.
The provenance graph in Fig. 3 is such a transformation of the SWF example given in the previous section, with corresponding abstractions (abstract symbols and descriptions). It captures the following provenance information for the workflow: the workflow is initiated by a user or agent, and it includes a series of execution steps. Each step consumes some input data and generates some output data. A set of input or output data is modeled as an ''Entity'' (indicated by an ellipse in Fig. 3 and labeled ''consumed'' or ''produced'').
Each execution step of the workflow is modeled as an ''Activity'' (represented by a solid black line with a hollow circle at the beginning and a solid arrow at the end, labeled ''parent'' or ''performer'' in Fig. 3 ). The user who initiated this workflow is modeled as an ''Agent'' (represented by a quad in Fig. 3 and labeled ''agent''). There are certain relationships between these nodes and lines: output data are derived from input data (the relationship ''Derived'', indicated by a red dotted arrow, stands for ''the output was derived from the input''); the input data are used by an execution step (the relationship ''Used''), and the execution step produces the output data (the relationship ''Generated''). Each execution step of the workflow is driven by the previous execution step (the relationship ''Started'', indicated by a blue dashed arrow, represents that ''the performer was started by the parent''), and the entire workflow is associated with the user (the relationship ''Associated'', indicated by a green arrow, represents that ''the SWF was associated with the agent'').
Each entity has certain necessary attributes, including a type, label, URI, and owner. A URI is the ''identity card'' of the data in the system and is unique; the owner corresponds to one of the four roles into which the architecture is abstracted and encapsulated, as discussed in Section 3.1. By distinguishing the owner in the provenance information, we can observe the participation of different roles in this workflow and provenance model and understand the content of scientific experiments in more detail. In addition to the attributes of an entity, each activity also has two time attributes, startTime and endTime, because time is an important component of provenance: it represents the creation and extinction of entities and the states of activities. Attributes can be added according to the needs of different fields, highlighting the versatility and cross-field characteristics of the provenance model. Moreover, we note that the relationships are expressed in the past tense to emphasize that the purpose of provenance is to describe actions that occurred in the past (this is the opposite of workflow specification, which involves procedures to be executed in the future).
The entire provenance graph presents the input and output data and the execution steps of the workflow and displays the key information of each entity and activity. In addition, the relationships between entities are indicated by red dotted lines, and the relationships between activities are indicated by blue dotted lines. This ''red and blue'' representation clearly shows the relationships between the data and the relationships between the steps. Compared to the typical representation with the data and steps interleaved, this representation clearly divides the provenance into data provenance and process provenance, which enriches the provenance information and gives scientists a more detailed understanding of the composition and content of scientific experiments. Moreover, because the model is incrementally updated, when a large number of scientific experimental workflows are represented, this representation clearly shows the flows of data (red data flows) and the flows of steps (blue process flows) in the system. We can formally define provenance graph as follows:
Definition 1 (Provenance Graph): A provenance graph PG is a quadruple (E(PG), A(PG), ϕ PG , ω PG ) consisting of entities and activities, where E(PG) = {e 1 , e 2 , · · · , e m } is the nonempty entity set of PG; A(PG) = {a 1 , a 2 , · · · , a n } is the finite activity set of PG; ϕ PG (a o ) = e i , e j is a mapping from the activity set A to ordered pairs of entities from the entity set E, where e i is the initial entity of a o and e j is the terminal entity of a o ; and ω PG (e o ) = a i , a j is a mapping from the entity set E to ordered pairs of activities from the activity set A, where a i is the left-join activity of e o and a j is the right-join activity of e o .
Given a definition of PG, the topology of this provenance graph can be reproduced from E(PG), A(PG) and ϕ PG , The data provenance in the PG consists of the elements of ϕ PG in reverse order, and the process provenance in the PG consists of the elements of ω PG in reverse order. Fig. 3 shows a purely graphical illustration, while Fig. 4 shows a representation of the above provenance graph in the form of a normative document. Each node and relationship in the provenance graph are represented by this specification document: all names that appear after the namespace ''var'' are treated as variables (e.g., the entities, activities, and agent in Fig. 3 correspond to the variables in Fig. 4) , and the notation ''${}'' means that the identifier in parentheses represents a specific value. Note that some variables are not shown in Fig. 4 for simplicity and legibility.
B. PHYSICAL REPRESENTATION OF CF-PROV BASED ON THE PROVENANCE DOCUMENT
The provenance document in Fig. 4 depicts the workflow information containing the activity ''performer'' created by the agent. A typical workflow consists of multiple steps. Each step and its corresponding data information can be found in the provenance model.
In Fig. 3 , the provenance document is displayed in a box labeled ''cluster''; similarly, in Fig. 4 , we can see that a series of descriptors appear in the construct ''cluster'' that have the same variable names as those in the PG. A ''cluster'' is a construct of a provenance model that allows the provenance information of a workflow to be expressed in the form of a document. Specifically, by combining such packaging with the provenance model, the attributes of the model can be expressed in a standardized way, allowing model expansions or updates to be documented by the provenance itself. The provenance document is defined as follows:
Definition 2 (Provenance Document): A provenance document PD is a two-tuple cluster (µ, terms), where µ is the unique identifier of PD and terms = {term1, term2, · · · , term8} is a collection of variables and expressions that represent the specification and syntax dimensions of CF-PROV.
As shown in Table 1 , the terms are divided into 8 types. term1 − term3 are all unit expressions that define an entity, activity or agent, respectively, and each has a mandatory name, µ. The differences among the three lie in the parameter set following µ. An agent generally is not followed by parameters, whereas an entity or activity is followed by parameters; an entity must have three parameters, namely, type, label and owner, whereas an activity additionally requires startTime and endTime parameters.
The next terms are the relationships between nodes and edges. term4 and term5 are the simplest binary relations; they represent the relationship between the agent and the provenance model and the relationship between output data and input data, respectively. For each of term6 − term8, a set of parameters is provided to enrich the binary relationship. Their required parameters differ as follows: term6 requires the first element's startTime parameter, term7 requires the first element's startTime parameter and the second element's name parameter, and term8 requires the second element's endTime parameter and the first element's name parameter. In addition, the parameter set can be expanded to include additional information. A parameter set consists of key-value pairs, and the number and order of key-value paurs are not restricted.
Each value in a parameter set can be one of the usual primitive types and consists of two elements: the external representation of the parameter, rendered as a string, and its type. For example, the value of the parameter consumed_name is ''{''type'': ''String'', ''value'': ''dhb_1''}'', which means that the external representation of this parameter is ''dhb_1'' and its type is String. If the value of a parameter is 45, then its external representation is ''45'' and its type is Integer.
The meanings of all the variables in the model documentation are shown in Table 2 , where T, L, O, ST, and ET are attribute abbreviations that represent type, label, owner, startTime, and endTime attributes, respectively. Here, µ is the identifying name used when defining the unit expression, usually a URI; α and β represent the influencer and influencee, respectively, in a binary relationship; and k and v are the key and its value, respectively, in a key-value pair describing a parameter. These variables act as placeholders in the provenance model. These placeholders are replaced with specific values during the model extension or documentation process, and these names are mapped to specific values based on the key-value pairs of the parameters. This mapping is useful for documenting, formalizing, and describing data relationships. The formal description in the PD specifies the relationships between input data and output data in the provenance information, which is essentially equivalent to the process of data deduction. This is also reflected in the red dotted lines connecting the entities in the PG. According to the logical and physical representations of CF-PROV as described above, the relationships between data can be divided into four types: update, transform, aggregate, and decompose. These four relationships are self, one-to-one, one-to-many, and manyto-one relationships, respectively, and a many-to-many relationship can be described as some combination of these four relationships. In addition, these data deduction relationships persist deep into the inner bodies of the data entities, that is, at the field level. Thus, compared with the representations produced by other provenance methods, this is a more finegrained representation.
Definition 3 (Update): An update relationship indicates a change of the data entity itself and refers to the addition, deletion or alteration of data content. It should be noted that an update action is performed without destroying the overall structure of the data entity, that is, it does not involve the addition or deletion of any field: the two entities before and after an update are the same entity. Given an entity E whose attribute set is Attrs = {attr 1 , attr 2 , · · · , attr N }, for any attr ∈ Attrs,
In this formula, E and E represent the same entity, and the information that is updated is only the content of this entity, not its structure. The set in ''{}'' consists of the attributes that need to be updated and their new values, and conditions can be provided in ''[]'' to specify the update scope.
Definition 4 (Transform): A transform relationship refers to the processing of a single data entity via an algorithm such that the overall structure of the original entity is destroyed (this can involve the addition or deletion of fields or a change in the data file format) and a new entity is generated. Given an entity A and an attribute set {attr 1 , attr 2 , · · · , attr N },
In this formula, ± represents the addition of a new attribute or the deletion of an existing attribute. When no set operation exists in this formula, A and B represent two different formats (such as table and graph).
Definition 5 (Aggregate): An aggregation relationship refers to the relationship between multiple data entities processed by an algorithm to form a single new data entity. The generation of this relationship requires the designation of a principal entity, which represents that the processing is done based on this entity. The entities included in ''{}'' are auxiliary entities, representing that these entities only contribute to the process. The formula is as follows:
In the first equation, the principle entity is A, the auxiliary entities are B and C. The second equation shows that the current deduction cannot determine which entity is the subject.
Definition 6 (Decompose):
The processing of a data entity by an algorithm may result in multiple outputs through either the decomposition of the original entity or the generation of multiple new entities. The formula is as follows:
When op = +, this means that A is a superposition of B and C; when op = ∪, this means that B and C are a decomposition of A, i.e., B ∪ C = A, and there is no restriction on whether the entities on the left side of the equation intersect; when op = −, this means that A is contained in B, or A can be extracted from B. Of course, the attributes involved in the formula can be listed in the form of a set.
C. GENERATION PROCESS OF CF-PROV
The generation process of CF-PROV -from data acquisition to the generation of a specific provenance graph and document -is described first. Then, we explain the input and output VOLUME 7, 2019 FIGURE 5. The process by which CF-PROV generates extended graphs and extended documents based on SWF topologies and binding data sets, consisting of ''acquisition layer'', ''input layer'', ''extension layer'', and ''output layer. '' of the extended model, which is the core of the generation process. Fig. 5 shows the overall generation process of CF-PROV, which is divided into four steps: (1) The application extracts the relevant data used in the SWF, which are stored in the acquisition layer, through APIs and generates a binding data set in the form of key-value pairs, which is one of the constituent elements of the input layer. (2) The shape information of the SWF, which is also stored in the acquisition layer, is mapped to the model topology, that is, the logical representation and physical representation of CF-PROV, which is another component of the input layer. It should be noted that the provenance graph and provenance document in the model topology do not carry any data information. (3) The binding data set and model topology in the input layer are imported into the extension layer, which fills the values of the variables in the binding data set into the placeholders with the same names of variables in the provenance graph and provenance document, thereby generates the extended model. (4) Finally, the extended model outputs the filled provenance graph and provenance document, which carry the SWF provenance information, to the output layer.
The SWF shape information in the acquisition layer is used to generate the model topology, while the data stored in the acquisition layer can be used to generate the binding data set in many ways. An application may use logs to record information when the workflow is executed, or it may read the values of the corresponding fields directly from the database. The generation of the model topology and the binding data set may be interleaved, and the execution time is determined by the provenance requirements of the system.
The input layer consists of two elements: a binding data set, in the form of key-value pairs as a carrier of the provenance information, and a model topology, represented by a PG and a PD without specific values. The relevant content of the model topology was covered in Sections 4.1 and 4.2. The binding data set comprises the SWF data that the model needs to use when filling the values of variables into the PG and PD. Fig. 6 shows the SWF data required for the extension process of CF-PROV; the corresponding conversion is performed to generate the binding data set. The binding data set is formatted in a JSON structure that contains a dictionary of various variables mapped to one or more values. For example, in Fig. 3 , there are two input data and two output data; thus, two ''consumed'' variables and two ''produced'' variables appear in the JSON document, all of which have universally unique identifiers (UUIDs) with unique values. There are also two activities, corresponding to ''performer'' and ''parent'', which are also uniquely identified by UUIDs. For the attributes of each entity and activity, the JSON document must specify their types. For example, the attributes ''consumed_name'' and ''produced_name'' are of the type String, the attribute ''endTime'' is of the type Date, and the attribute ''id'' of the variable ''agent'' represents the user's id in the database.
In the extension layer, the model fills the values of variables in the binding data set into the placeholders with the same names of variables in the PG and PD. The extended model generated by combining the binding data set with the model topology contains fine-grained and content-rich provenance information for the SWF.
The outputs of the extended model, i.e., the contents of the output layer, are a PG and a PD that contain specific values obtained by combining the model topology with the binding data set. These outputs, which are called the extended PG and the extended PD, respectively, capture specific provenance information and constitute the final CF-PROV representation presented to users.
The extended PG formed by combining the model topology with the binding data set is shown in Fig. 7 , and the extended PD, in which the variables have been replaced with specific values, is shown in Fig. 8 .
V. QUANTITATIVE EVALUATION
In our proposed provenance model, the workflow topology determines the shape of the PG and the basic template of the PD, while the binding data set containing the workflow information stored in the database determines the content of the provenance graph and document. The combination of these two items yields the extended provenance model. Because the binding data set does not include any topological information, it can be stored more compactly than the extended model can. In the first part of this section, we compare the sizes of the binding data sets and extended PDs in different application areas. We observe that on average, the size of the binding data set is approximately 40% of the size of the extended PD. This storage saving is useful in reducing communication and storage costs. In addition, applications typically need to submit only their binding data sets to a library; then, these data sets can be merged into PGs and PDs VOLUME 7, 2019 FIGURE 8. Extended provenance document output by CF-PROV, which is the document-based representation of the extended provenance graph shown in Fig. 7 .
formed according to SWF topologies as needed. Forming the extended provenance model in this way instead of submitting it greatly reduces the communication and storage overhead of the system. Similarly, users can also save only binding data sets and then form extended provenance graphs and documents as needed.
The above savings in communication and storage require extending the model when necessary by using the binding data set; however, the experiments in the second part of this section demonstrate that the cost of extending the provenance model is also actually quite small. Under average conditions, considering all application scenarios, extending the provenance model to generate an extended document requires 19.023 ms, and generating a binding data set requires 1.603 ms. This means that each core can construct approximately 53 extended documents or 624 JSON files in one second.
For quantitative assessment, we consider application scenarios in the four scientific fields of astronomy, physics, biology, and computer science. Each field is divided into multiple research directions (3, 3, 1 and 2 respectively). Table 3 lists the number of binding data sets considered for each field and the number of corresponding provenance models. It can be seen that for each research direction in a scientific field, we need only configure the model, and we do not need to modify the model according to the changes in the binding data sets. This capability reflects the versatility and cross-field characteristics of the model. An experimental evaluation of model size and generation time is performed in the following experimental environment: a Windows 10 64-bit operating system, an Intel Core i5 2.5 GHz CPU, 8 GB of RAM and a 1 TB hard disk. We use the following process to prepare test data: The binding data sets are serialized into the JSON format, as shown in Fig. 6 . The provenance documents are serialized into the TXT format, as shown in Fig. 4 , based on the topologies of the workflows in the different fields. The placeholders are replaced with different values depending on the binding data sets, and the variables are replaced with URIs.
After preparing the test data, we use the following method to generate Fig. 9 which shows the compression ratio of each provenance model in each scientific field: 1) An extended provenance model is generated using the extended algorithm for each binding data set and corresponding model topology.
2) The compression ratio is calculated by dividing the size of each binding data set (JSON file) by the size of the corresponding extended PD (TXT file). 3) A box plot is created based on the compression ratio, as shown in Fig. 9 , where the x-axis enumerates the research directions in each scientific field and the y-axis indicates the corresponding compression ratio. The x-axis in Fig. 9 lists the research directions grouped according to their scientific fields, and the y-axis shows the model compression ratio corresponding to each research direction. The closer the compression ratio is to 1, the closer the size of the binding data set is to the size of the extended PD, and the smaller the compression ratio is, the more efficient the representation of the binding data set is. For each model, the box plot shows the relevant statistics for the compression ratio: median, first quartile, third quartile, maximum, minimum, and a reasonable range for this set of compression ratios. For example, the MD Search model in the field of physics has the smallest compression ratio on average, while the Event Type model in the same field has the largest range of compression values (0.07 − 0.96) because the experiments in this field generate a large number of parameters with different levels of susceptibility to missing information. In the fields of astronomy and computer science, the compression ratio typically remains between 0.23 and 0.61, and almost no extreme values appear. The biology field has a lower model compression ratio than others because the number of strings in the extended document is small; thus, the size of the recorded binding data set does not surpass the size of the document recording the workflow topology.
The compression ratio for each model is less than 1. Table 4 provides statistical information on the model compression ratios for each field shown in Fig. 9 . On average, the compression ratio is approximately 40%. We use a similar process to experimentally evaluate the amounts of time required to generate extended PDs and binding data sets.
1) An extended PD is generated using the extension algorithm for each binding data set and corresponding model topology and the generation time in each case is calculated to form a time series. 2) Statistics such as the mean, variance and median are calculated for the generated time series corresponding to the extended PDs for each field.
3) The file size of each extended PD is standardized, and the average file size is calculated for each field. Obviously, the larger the topological structure of a workflow is, the longer it takes to generate an extended model. Similarly, the larger the binding data set is, the longer it takes to generate the extended model. Thus, to ensure that the generation time would be meaningful, we also calculate the average size of the binding data sets. It should be noted that this experiment measures only the time required for model extension, which does not include the time required to read the binding data set or the time required to read the model topology. Table 5 summarizes the generation times and extended document sizes for the extended provenance models in the various scientific fields. Table 6 summarizes the generation times and document sizes for the binding data sets in the various scientific fields. Although the time required to generate the document increases as the data set size increases, the average time required for extended PD generation is only 19.023 ms: in other words, 53 extended PDs of approximately 5404.381 bytes in size can be generated in one second. The average time required for binding data set generation is 1.603 ms, meaning that our approach is capable of generating 624 JSON files of 1867.412 bytes in size in one second. These results show that the cost of extending the provenance model is quite small. Because our provenance model captures a wealth of information, the resulting extended PD is relatively large, further illustrating that CF-PROV is completely processable and feasible. We find that for both extended PDs and binding data sets, the generation time is the largest in the field of computer science. Similarly, the average extended document size, binding data set size and compression ratio are also the largest in this field. These findings also indicates that the larger the compression ratio is, the longer the model extension takes. The extended provenance model generation time in the biology field is the smallest because the compression ratio tends to be lower in this field than in the other fields, as seen in Fig. 9 . In contrast, the generation time in the field of physics shows a large amount of variability because this field has the widest range of compression ratio values and the variable values are subject to diverse conditions.
VI. CONCLUSION
For workflow-oriented provenance mechanisms, the problem of easily and correctly obtaining detailed provenance information and ensuring the versatility of acquisition methods is commonly encountered in scientific fields. To solve this problem, we propose CF-PROV, a provenance model consisting of three parts: (1) The model provides mechanisms for workflow-oriented normative transformation and document declaration. The former maps the workflow to a provenance model and divides the provenance into data provenance and step provenance to enrich the provenance information, while the latter specifies the provenance format to be generated and populated with a series of variables. (2) A binding data set consisting of key-value pairs in JSON format associates the variables in the document with the specific information of the workflow. (3) Finally, an extended model is jointly generated from the above two items, and an extended PG and extended PD are created by replacing all variables in the graph and document with their corresponding values in the binding data set. Notably, the normative and grammatical dimensions of CF-PROV are formally expressed, and the data deduction relationships extend deep into the field level, reflecting the relationships among the data contained in the model in a highly granular manner.
Our quantitative evaluation experiments show that the use of binding data sets can reduce the communication and storage costs of the system because the average size of the binding data set is only 40% of that of the corresponding extended PD. At the same time, an evaluation of the extended PD generation times shows that the cost of extending the provenance model is very small: the average time required to generate an extended PD is only 19.023 ms. This result demonstrates that the model extension approach is completely processable and feasible. Our experiments are based on multiple scientific fields, the diversity of the investigated models and the number of models required for each field fully reflect the versatility and cross-field characteristics of CF-PROV.
In summary, CF-PROV offers the following contributions:
• Maintaining a number of provenance template libraries relevant to multiple scientific fields is possible and allows scientists to incrementally update these models.
For example, one model element can correspond to an update of multiple field nouns.
• As a fine-grained provenance model, CF-PROV includes richer provenance information than other models do; moreover, CF-PROV penetrates deeper into the internal information of SFWs and their associated data.
The information contained at this deep level can better reflect the characteristics of scientific experiments (enabling better understanding, modification, reconstruction, etc.) and allowing better performance to be achieved with regard to the core aspects of scientific reproduction.
• The provenance model can be implemented entirely by the scientists who are most familiar with the experimental process. A software engineer is needed only to complete the development of the underlying functions, which are transparent to the scientists. This approach helps to reduce the workload of both parties to a certain extent. Much future work remains to be undertaken with regard to CF-PROV. A scientist who generates large amounts of provenance information based on CF-PROV needs only to store the binding data set and the base model generated from the workflow topology. This capability makes it possible to build provenance libraries to store these binding data sets and model topology. Then, a library can be used to generate specific provenance information as needed rather than to store the final large size files in document form, thereby reducing the system's storage and communication overhead. The version of the workflow provenance model can be maintained using specific code to dynamically adapt to new provenance information. In addition, while provenance queries are usually constructed using a graph query language, in CF-PROV, the provenance information is contained in the model topology, binding data set, extended PG and extended PD; consequently, we can use the above static features to develop a new query approach that can be used to optimize the provenance graph queries. Finally, theoretical work can be performed to further study the meaning of the CF-PROV provenance graph. For example, we could use algebraic operations to deepen the provenance graph representation and improve data deduction.
