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a b s t r a c t
Real life queueing network problems are often very complicated and are usually solved
only through approximations. It is therefore very important to justify these approximations
and estimate the resulting error. In this work, we approximate the characteristics of the
model [M2/G2/1→ ·/G/1/1] tandem queue, with non-preemptive priority, by those of
the classical model [M/G/1→ ·/G/1/1] tandem queue, when the arrival intensity of the
priority stream is sufficiently small. This classical queueing network is simpler and more
exploitable. Using the strong stability approach, we obtain explicit upper bounds for the
error of the approximation. From these theoretical results, we develop an algorithmwhich
allows us to verify the approximation conditions and provide the error made. Finally,
numerical examples and simulation studies are presented to illustrate the efficiency of the
proposed algorithm.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Tandem queues of [M/G/1→ ·/G/1] type with priority are good models for different fragments of communication
systems and networks. These queues could play an important role in the validation of different decomposition algorithms
designed for investigatingmore general queueing networks. Their investigation is therefore interesting theoretically as well
as with respect to practical applications (see [1] and references therein).
When modeling real-life problems using queueing networks, we often replace the complex real-life network with
another one which is close to it in some sense, but simpler in structure and/or components. It is therefore very important
to justify these approximations and estimate the underlying error, where the stability problem often arises. The intuitive
meaning of network stability is that the system performs well under a reasonable workload, i.e. the queue’s length does not
grow linearly with time and does not oscillate widely. Thus, stability of a queueing network is a basic indicator of its proper
design. There is no general criterion for studying this behavior; in particular, it is known that the necessary condition ‘‘every
station has traffic intensity less than one’’ is not sufficient [2]. This has led to the study of necessary and sufficient conditions
for network stability.
The actual needs in practical applications require quantitative estimations in addition to the qualitative analysis
(stability). Like many other stochastic models, queueing networks can be entirely described by Markov chains. We say that
the queueing network is stable if the underlying Markov chain is stable. This leads to the necessity of obtaining quantitative
stability estimates for the Markov chain, i.e. estimates of the magnitude of possible changes on the characteristics under
given parameters of perturbation. This is known as ‘‘perturbation analysis’’ in the literature. Since the pioneering work of
Schweitzer [3], several papers have been devoted to the perturbation bounds of Markov chains (see for example [4] and
references therein).
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In the early 1980’s, a quantitative method for studying the stability of stochastic systems, called the ‘‘strong stability
method’’ or ‘‘method of operators’’, was developed [5,6]. This method, based on the disturbance of a linear operator, is
applicable to all stochasticmodels of operations researchwhich can be described by a homogenousMarkov chain. In addition
to the qualitative assertion of continuity, thismethod allows us to obtain quantitative estimates for the speed of convergence
and to stability. Unlike other methods, we suppose that the disturbance of the transition kernel is relatively small measured
by an appropriate norm of operators. Such a strict condition allows us to obtain better estimates for the characteristics
of the perturbed chain with an exact computation of the constants. For particular cases of practical applications of the
method for single queueing systems, we refer the reader to [7–16]. There is an alternative method for computing bounds on
perturbations of Markov chains closer to the strong stability approach which is the series expansion approach for Markov
chains [17–20]. This approach requires numerical computation of the deviationmatrix, which limits the approach toMarkov
chains with finite state space.
Recently, there has been an increased interest for tandem queues with blocking due to their wide applicability [21,22].
In this paper, we focus on a two tandem queue with priority and no intermediate buffer [M2/G2/1→ ./G/1/1] where
two types of customers arrive at the system according to Poisson processes. The lack of buffer between stations may cause
blocking: a customer finishing his service at the first station cannot move to the second station if the last is busy, therefore
the first station cannot start serving other customers until there is service completion at the second station. The considered
priorities are non-preemptive, which means that a low priority unit in service cannot be interrupted when a high priority
unit arrives.We propose to replace this tandem queue by themuch simpler one [M/G/1→ ./G/1/1]. For this, we prove the
stability conditions and obtain quantitative stability estimates with an exact computation of the constants via the strong
stability approach. To our knowledge, except for the work of [13] where the author only obtained the qualitative assertion
of the strong stability, the theorems presented in this paper are the first results on strong stability for queueing networks.
The paper is organized as follows. Our notations are introduced in Section 2, followedby a presentation of ourmain results
in Sections 3–6. Backgroundmaterial will be provided in the Appendix. To be precise, in Section 3, we present the considered
models and define their underlyingMarkov chains and transition kernels. After perturbing the priority stream, we prove the
v-strong stability of the considered real model in Section 4. In Section 5, we obtain the strong stability inequalities. Section 6
is devoted to a numerical application where an algorithm is developed, and where the efficiency of our proposed approach
is evaluated by some numerical examples. We conclude in Section 7 and give possible directions for further research.
2. Notation
In this section, we introduce the necessary notations adapted to our case, that of a homogeneous discrete Markov chain.
For a general framework see [6].
Consider the measurable space (N,B(N)), where B(N) is the Borel field of the natural numbers that is equipped with
the discrete topology.
LetM = {µj} be the space of finite measures onB(N) and η = {f (j)} the space of bounded measurable functions on N.
We associate to each transition operator P the linear mappings:
(µP)k =
−
i≥0
µiPik
(Pf )(k) =
−
i≥0
f (i)Pki.
We introduce onM the class of norms of the form:
‖µ‖υ =
−
j≥0
υ(j)|µj|,
where v is an arbitrary measurable function (not necessary finite) bounded from below by a positive constant. This norm
induces in the space η the norm:
‖f ‖υ = sup
k≥0
|f (k)|
υ(k)
.
Let us considerB, the space of bounded linear operators on the space {µ ∈M : ‖µ‖υ <∞}, with norm:
‖P‖υ = sup
k≥0
1
υ(k)
−
j≥0
υ(j)|Pkj|.
3. Description of the models
3.1. The nominal model [M/G/1→ ./G/1/1]
We consider a two tandem queue [M/G/1→ ./G/1/1] (the nominal model) and assume a Poisson distributed input. The
arriving calls are served first at server 1 and then at server 2. When a customer completes his service at server 1, he either
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goes to server 2, if it is free, or stays at server 1 and blocks further service there until the second server becomes free. Each
customer spends some time being served at the first server and then possibly some time waiting for the second server to
become free (blocking time). The combined time that the customer stays at the first server can be interpreted as his actual
service time there, so that the queue at server 1 behaves like a single-server queue with a general service time distribution
and an inputwith a Poisson distribution. The analysis is complicated by the fact that a customerwho arriveswhen the queue
is empty may experience a lower degree of blocking, because the second server may have become free at the time of his
arrival. For the analysis of the sequential-server problem see [23,24].
Assume that n customers arrive at the first server with a Poisson distribution. If the first server is busy or blocked, the
arriving customer joins a queue and waits there for the first server. Let us consider the service times, in both servers as
independent random variables identically distributed with probability distributions C(x) and D(x). Let T (1)n and T
(2)
n be the
service times of the nth customer in the servers. Let xn be the time that the nth customer spends in the first server. This
includes the actual service time at the first server and the waiting time, if any, needed for the second server to become free.
• Suppose that there is a queue when the nth customer arrives. Obviously, the time that the nth customer spends in the
first server is Tn = max(T (1)n , T (2)n−1), so the probability distribution of Tn is defined by:
H(x) = P [Tn ≤ x] = P

T (1)n ≤ x, T (2)n−1 ≤ x

= C(x)D(x),
and its Laplace–Stieltjes transform is given by:
φ(s) =
∫ ∞
0
e−sxdH(x).
• Suppose that when the (n− 1)th customer enters to the second server, the queue is empty. The first server is idle until
the nth customer arrives. In this case, the time that the nth customer spends in the first server is:
Tn = max

T (1)n , T
(2)
n − S

,
where S is the time between the instant that the (n− 1)th customer enters to the second server and the instant that the
nth customer arrives at the first server.
The probability distribution of Tn is in this case defined by:
H(x, t) = P

T (1)n ≤ x, T (2)n−1 − S ≤ x

= C(x)D(x+ t).
Then, the combined time of the nth customer which arrives when the queue is empty depends on the length of the
idle time S of the first server. The S probability density function is given by f (t) = λe−λt ; therefore we can obtain the
Laplace–Stieltjes transform of the combined time distribution by the formula:
φ(s) =
∫ ∞
0
λe−λtd
∫ ∞
0
e−sxdH(x, t)

.
3.2. The perturbed model [M2/G2/1→ ./G/1/1] with non-preemptive priority
We now consider the priority sequential-server model [M2/G2/1→ ./G/1/1] (the perturbed model). In this model,
the sever presents a mechanical device which prevents the server from being interrupted until completion. We therefore
consider the non-preemptive priority. A higher-priority customer waits and obtains service immediately after the
completion of the current lower-priority service (including blocking time if any) at the first server. Let there be two classes
of priorities, where we suppose that an arriving customer with a smaller number indicates a higher priority. The customer
are served in order of priority and within each priority class, in order of arrival. It is also assumed that the input is a Poisson
process with parameter λk, k = 1, 2 for the two types of priority customers. For k = 1, 2, let the service time for these
two types of priority customers at the first server be positive random variables mutually independents, with distribution
function Ck(x) and density functions ck(x). The service time distribution at the second server D(x) is assumed to be the same
for all types of customers, with density function d(x). This assumption makes the analysis easier, otherwise, we will have
to determine the joint probability function of the queue sizes for the two priority classes which requires the solution of a
multi-dimensional generating function [25,26].
Let the sum of the Poisson-process parameters be expressed as follows:
=
2−
k=1
λk.
Each input is a Poisson process with parameter λ1 = θλ respectively λ2 = λ: therefore the sum is also a Poisson process.
In the previously defined non-preemptive service discipline, the service time of a customer cannot be interrupted.
Consequently, the presence of a low-priority customer can affect the waiting time of a high-priority customer. For example,
if a low-priority customer is being served when a high-priority customer arrives, the high-priority customermust wait until
service completion of the lower-priority customer at the first server before service initialization. Customers of low priority
receive immediate service when no customer of higher priority is waiting.
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Let pk be the probability that a customer of priority k, k = 1, 2 arrives,
pk = λk
Λ
, k = 1, 2, (1)
and let Xk(t) be the number of customers, having a priority class equal to k and present in the system at the instant t . The
state of the [M2/G2/1→ ./G/1/1] model is completely described by the process X(t) =

X1(t), X2(t); t ≥ 0. Typically, it
is impossible to compute the stationary distribution of the process X(t) directly, which stems from the fact that X(t) fails to
be a Markov process. However, when one considers the Markov chain embedded at the service completions, tn, of the first
station, then this constitutes a discrete time Markov chain, which will be denoted by Xn =

X (1)n , X
(2)
n

n≥0
. The transition
kernel of this embedded Markov chain is given in the following lemma.
Lemma 1. The bi-dimensional sequence

X (1)n , X
(2)
n

n≥0
is a Markov chain, which is defined by the transition probabilities
Pk,l(i, j, θ) expressed as follows:
∫ ∞
0

(λθx)i−k+1
(i− k+ 1)!

(λx)j−l
(j− l)!

e−λ(θ+1)xd [C1(x)D(x)] , if k ≠ 0, l ≥ 0, i ≥ k− 1, j ≥ l;∫ ∞
0

(λθx)i
i!

(λx)j−l+1
(j− l+ 1)!

e−λ(1+θ)x
[∫ ∞
0
λe−λtd (C2(x)D(x+ t)) dt
]
, if k = 0, l ≠ 0, i ≥ 0, j ≥ l− 1;
θ
1+ θ
∫ ∞
0

(λθx)i
i!

(λx)j
j!

e−λ(1+θ)x
[∫ ∞
0
λe−λtd (C1(x)D(x+ t)) dt
]
+ 1
1+ θ
∫ ∞
0

(λθx)i
i!

(λx)j
j!

e−λ(1+θ)x
[∫ ∞
0
λe−λtd (C2(x)D(x+ t)) dt
]
, if k = 0, l = 0, i ≥ 0, j ≥ 0;
0, otherwise.
Proof. It is clear that Pk,l(i, j, θ) = P{X1n+1 = i, X2n+1 = j/X1n = k, X2n = l}. Let A1n+1 (respectively A2n+1) be the random
variable which represents the number of the customers of high-priority (respectively of low-priority) who arrive during the
service of the (n+ 1)th customer.
There are three mutually exclusive events that we need consider in order to compute the transition probabilities
Pk,l(i, j, θ):
Case 1: (X1n ≠ 0,X2n ≥ 0)
In this case, the instant tn is the end of a high-priority customer service and the (n + 1)th customer is of high-priority.
So, the double chain (X1n+1, X
2
n+1)will be expressed as follows:
X1n+1 = X1n + A1n+1 − 1; X2n+1 = X2n + A2n+1.
It is easy to obtain:
Pk,l(i, j, θ) =
∫ ∞
0

(λθx)i−k+1
(i− k+ 1)!

(λx)j−l
(j− l)!

e−λ(θ+1)xd [C1(x)D(x)] .
Case 2: (X1n = 0,X2n ≠ 0)
Here, tn corresponds to the end of a low-priority customer service and the next service is also of low-priority. We have
X1n+1 = A1n+1; X2n+1 = X2n + A2n+1 − 1,
which leads to:
Pk,l(i, j, θ) =
∫ ∞
0

(λθx)i
i !

(λx)j−l+1
(j− l+ 1)!

e−λ(1+θ)x
[∫ ∞
0
λe−λtd

C2(x)D(x+ t)

dt
]
.
Case 3: (X1n = 0,X2n = 0)
The instant tn can represent the end of a customer service of any priority. Similarly, the (n+ 1)th customer can be of any
priority.
According to (1), the probability that the (n + 1)th arriving customer is of high-priority (respectively low-priority) is
given by:

θ
θ+1
 
respectively
 1
θ+1

.We have:
X1n+1 = A1n+1, X2n+1 = A2n+1,
giving us
Pk,l(i, j, θ) =

θ
1+ θ

Q1 +

1
1+ θ

Q2,
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where
Q1 =
∫ ∞
0

(λθx)i
i!

(λx)j
j!

e−λ(1+θ)x
[∫ ∞
0
λe−λtd

C1(x)D(x+ t)

dt
]
,
Q2 =
∫ ∞
0

(λθx)i
i!

(λx)j
j!

e−λ(1+θ)x
[∫ ∞
0
λe−λtd

C2(x)D(x+ t)

dt
]
. 
If we suppose that θ tends to zero, then the part of the tandem queue related to the priority customers can be interpreted
as a perturbation of the network [M/G/1→ ./G/1/1] modeling the tandem queue of non-priority customers.
The transition probabilities Pk,l(i, j, 0) of the Markov chain

X
(1)
n , X
(2)
n

n≥0
describing the state of the nominal model
[M/G/1→ ./G/1/1] are defined by:
Pk,l(i, j, 0) =

∫ ∞
0

(λx)j−l
(j− l)!

e−λxd [C1(x)D(x)] , if k ≠ 0, l ≥ 0, i = k− 1, j ≥ l;∫ ∞
0

(λx)j−l+1
(j− l+ 1)!

e−λx
[∫ ∞
0
λe−λtd (C2(x)D(x+ t)) dt
]
, if k = 0, l ≠ 0, i = 0, j ≥ l− 1;∫ ∞
0

(λx)j
j!

e−λx
[∫ ∞
0
λe−λtd (C2(x)D(x+ t)) dt
]
, if k = 0, l = 0, i = 0, j ≥ 0;
0, otherwise.
4. Strong stability of the nominal model
The main aim of this paper is to determine the domain within which the nominal model [M/G/1→ ./G/1/1] tandem
queue (without priority) is strongly v-stable after a small perturbation, i.e. after taking into account the priority of the
customers.
Definition 2. We say that the Markov chain X with transition kernel P verifying ‖P‖υ < ∞ and invariant measure π is
strongly υ-stable, if every stochastic transition kernelP in some neighborhood {P : ‖P−P‖υ < ϵ} admits a unique invariant
measureπ verifying ‖π − π‖υ tends to zero as ‖P − P‖υ tends to zero uniformly in this neighborhood.
Lemma 3. Suppose that in the tandem queue [M/G/1→ ./G/1/1], the following assumptions hold:
1. ρ = λ  +∞0 xd (C2(x)D(x)) < 1 (stability condition);
2. ψ2(λ− λβ) <∞ (Cramér Condition).
Then, there exists β > 1 such that:
γ = ψ2(λ− λβ)
β
< 1, where ψ2(λ− λβ) =
∫ +∞
0
e−λ(1−β)xd

C2(x)D(x)

.
Proof. We consider the function:
Υ (β) = ψ2(λ− λβ).
Υ is continuously differentiable in [1, a], with:
Υ ′(β) = λ
∫ +∞
0
xe(λβ−λ)xdx (C2(x)D(x)) ,
Υ ′′(β) = λ2
∫ +∞
0
x2e(λβ−λ)tdx (C2(x)D(x)) ,
then, Υ is strictly convex in [1, a]. We define the function:
Ω(β) = Υ (β)
β
= 1
β
∫ +∞
0
e(λβ−λ)xdx (C2(x)D(x)) .
For β = 1, we haveΩ(1) = ψ2(0) = 1 and for 1 < β < a, we obtain:
Ω ′(β) = λβψ2(λ− λβ)− ψ2(λ− λβ)
β2
.
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If β = 1, we have from the Cramér condition:
Ω ′(1) = λψ ′2(0)− ψ2(0) = λ
∫ ∞
0
xd (C2(x)D(x))− ψ2(0) < 0.
So, in the neighborhood of 1,Ω is decreasing. Then, ∃β > 1 such asΩ(β) < Ω(1)⇒ Ω(β) < 1, it means:
∃β > 1, such as λ = ψ2(λ− λβ)
β
< 1. 
The adaptation of Theorem 7 to our nominal model allows us to obtain its v-stability, which is stated in the following
theorem.
Theorem 4. Suppose that in the tandem queue [M/G/1→ ./G/1/1], the assumptions of Lemma 3 hold and
β0 = sup{β : ψ2(λ− λβ) < β}. (2)
Then, for all β such that 1 < β < β0, the embedded Markov chain

X
(1)
n , X
(2)
n

n≥0
is strongly v-stable relative to the weight
function v(i, j) = δiβ j, where δ =  +∞0 e−λ(1−β)xdC1(x)D(x)/γ .
Proof. To prove the strong v-stability of the embedded Markov chain

X
(1)
n , X
(2)
n

n≥0
, it is sufficient to consider the weight
function v, the measure α and the measurable function h, whose definitions are:
v : N× N −→ R∗+,
(i, j) −→ V (i, j) = δi × β j; with δ > 1, β > 1,
h : N× N −→ R,
(k, l) −→ 1{k=0, l=0}
we denote fi(x) =
 +∞
0 λe
−λt d
dx

Ci(x)D(x+ t)

dt with i = 1, 2. Then
α : N× N −→ R+
(i, j) −→ P0,0(i, j, 0) =

∫ +∞
0
(λx)j
j! e
−λxf2(x)dx, if i = 0;
0, if i ≠ 0.
In the following, we check conditions 1–4 of Theorem 7.
1. We verify the first condition. It is easy to see that:
• αI =
−
i≥0
−
j≥0
α({i}, {j}) =
−
j≥0
∫ +∞
0
e−λx
(λx)j
j! f2(x)dx = 1.
• πh =
−
k≥0
−
l≥0
π klh(k, l) = π00 > 0.
• αh =
−
k≥0
−
l≥0
α({k}, {l})h(k, l) = P0,0(0, 0, 0) > 0.
2. The taboo kernel T is nonnegative. Indeed,
Tkl(i, j) = Pkl(i, j, 0)− h(k, l) ◦ α({i}, {j}).
We need to distinguish two cases:
1st case: (k = 0, l = 0)
T00(i, j) = P00(i, j, 0)− P00(i, j, 0) = 0.
2nd case: (k = 0, l ≠ 0) or (k ≠ 0, l ≥ 0)
Tkl(i, j) = Pkl(i, j, 0)− 0 = Pkl(i, j, 0) ≥ 0.
We conclude that
Tkl(i, j) ≥ 0, ∀k, l, i, j ∈ N.
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3. We now verify the third condition of Theorem 7. We start with:
Tv(k, l) =
−
i≥0
−
j≥0
Tkl(i, j)v(i, j) =
−
i≥0
−
j≥0
δiβ jTkl(i, j),
and see that three cases arise:
1st case: (k = 0, l = 0)
Tv(k, l) = Tv(0, 0) =
−
i≥0
−
j≥0
δiβ jT00(i, j) = 0 ≤ δ0β0γ , ∀γ > 0. (3)
2nd case: (k = 0, l ≠ 0)
Tv(k, l) =
−
i≥0
−
j≥l−1
δiβ jT0l(i, j) =
−
i=0
−
j≥l−1
δiβ jP0l(i, j, 0),
= β l−1
∫ +∞
0
e−λ(1−β)xd (C2(x)D(x)) ,
= β l

ψ2(λ− λβ)
β

, (4)
where ψ2(λ− λβ) =
 +∞
0 e
−λ(1−β)xd

C2(x)D(x)

.
3rd case: (k ≠ 0, l ≥ 0)
Tv(k, l) =
−
i≥0
−
j≥0
Tkl(i, j)v(i, j) =
−
j≥l
Tkl(k− 1, j)v(k− 1, j),
=
−
j≥l
δk−1β jPk,l(k− 1, j, 0) = λk−1
−
j≥l
β jPkl(k− 1, j, 0),
= δk−1β l
∫ +∞
0
e−(λ−λβ)xd(C1(x)D(x)),
= δkβ l

ψ1(λ− λβ)
δ

, (5)
where ψ1(λ− λβ) =
 +∞
0 e
−λ(1−β)xd (C1(x)D(x)).
From (3)–(5), condition 3 of Theorem 7 will be verified if the following system holds:
ψ2(λ− λβ) ≤ γ β,
ψ1(λ− λβ) ≤ γ δ.
Letting
γ = ψ2(λ− λβ)
β
and δ = ψ1(λ− λβ)
γ
. (6)
Lemma 3 implies γ < 1. We thus obtain:
∃ γ = ψ2(λ− λβ)
β
< 1 such that Tv(k, l) < γ v(k, l); ∀ k, l ∈ N.
4. We finally verify that ‖P‖v < +∞. Obviously,
T = P− h ◦ α ⇒ P = T+ h ◦ α ⇒ ‖P‖v ≤ ‖T‖v + ‖h‖v · ‖α‖v,
and we have:
‖T‖v = sup
k≥0
sup
l≥0
1
δkβ l
−
i≥0
−
j≥0
δiβ jTkl(i, j) ≤ sup
k≥0
sup
l≥0
1
δkβ l
γ δkβ l ≤ γ ,
‖α‖v =
−
i≥0
−
j≥0
δiβ j |p00(0, j, 0)| =
−
j≥0
β j
∫ +∞
0
(λx)j
j! e
−λxf2(x)dx,
=
∫ +∞
0
e−(λ−λβ)xf2(x)dx < +∞,
‖h‖v = sup
k≥0
sup
l≥0
1
δkβ l
= 1,
which leads to ‖P‖v ≤ γ +
 +∞
0 e
−(λ−λβ)xf2(x)dx < +∞. 
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5. The v-strong stability inequalities
Essential for our bound on the deviation between the stationary distributions π and π is a bound on the deviation of the
transition kernel P from P. This bound is provided in the following subsection.
5.1. Deviation of the transition kernel
We would like to bound the deviation of the transition kernel ‖∆‖v defined by
‖∆‖v = ‖P− P‖v = sup
k≥0
sup
l≥0
1
δkβ l
−
i≥0
−
j≥0
δiβ j |∆kl(i, j, θ)| ,
where,
|∆kl(i, j, θ)| = |Pkl(i, j, θ)− Pkl(i, j, 0)| .
This can be accomplished by treating the three following cases:
Before, we denote Ekl =∑i≥0∑j≥0 δiβ j |∆kl(i, j, θ)| .
1st case: (k = 0, l = 0): It is easy to see that for i = 0, we have:
|∆00(0, j, θ)| = |P00(0, j, θ)− P00(0, j, 0)|,
=
 θ1+ θ
∫ ∞
0
(λx)j
j! e
−λ(1+θ)xf1(x)dx+
∫ ∞
0
(λx)j
j! e
−λx

e−λθx
1+ θ − 1

f2(x)dx
 ,
≤ θ
1+ θ
∫ ∞
0
(λx)j
j! e
−λ(1+θ)xf1(x)dx+
∫ ∞
0
(λx)j
j! e
−λx

1− e
−λθx
1+ θ

f2(x)dx.
For i ≠ 0, we get:
|∆00(i, j, θ)| = |P00(i, j, θ)− P00(i, j, 0)|,
= θ
1+ θ
∫ ∞
0
(λθx)i
i!
(λx)j
j! e
−λ(1+θ)xf1(x)dx+ 11+ θ
∫ ∞
0
(λθx)i
i!
(λx)j
j! e
−λ(1+θ)xf2(x)dx.
The expression Ekl =∑i≥0 δi∑j≥0 β j|∆kl(i, j, θ)|, becomes, for k = 0, l = 0
E00 =
−
i≥0
−
j≥0
δiβ j|∆00(i, j, θ)| =
−
j≥0
β j|∆00(0, j, θ)| +
−
i≥1
δi
−
j≥0
β j|∆00(i, j, θ)|,
≤ θ
1+ θ
∫ ∞
0
e
−

λ(1+θ)−λβ

x
f1(x)dx+
∫ ∞
0
e−(λ−λβ)x

1− e
−λθx
1+ θ

f2(x)dx
≤ φ2(λ− λβ)+ 11+ θ φ2(λθ + λ− λβ − λδθ)−

1
1+ θ + 1

φ2(λθ + λ− λβ)
+ θ
1+ θ φ1(λθ + λ− λβ − λθδ). (7)
2nd case: (k = 0, l ≠ 0): For i = 0, we have:
|∆0l(0, j, θ)| = |P0l(0, j, θ)− P0l(0, j, 0)|,
=
∫ ∞
0
(λx)j−l+1
(j− l+ 1)!e
−λx 1− e−λθx d (C2(x)D(x)) .
If i ≠ 0, we obtain:
|∆0l(i, j, θ)| = |P0l(i, j, θ)− P0l(i, j, 0)|,
=
∫ ∞
0

(λθx)i
i!

(λx)j−l+1
(j− l+ 1)!

e−λ(1+θ)xd (C2(x)D(x)) .
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Thus
E0l = sup
l≥0
1
β l
−
i≥0
−
j≥0
δiβ j|∆0l(i, j, θ)|
= sup
l≥0
1
β l
−
j≥l−1
β j|∆0l(0, j, θ)| +
−
i>0
δi
−
j≥l−1
β j|∆0l(i, j, θ)|

= 1
β

ψ2(λ− λβ)+ ψ2(λ+ λθ − λβ − λδθ)− 2ψ2(λ+ λθ − λβ)

. (8)
3rd case: (k ≠ 0, l ≥ 0): for i = k− 1, we have:
|∆kl(k− 1, j, θ)| = |Pkl(k− 1, j, θ)− Pkl(k− 1, j, 0)|
=
∫ ∞
0

(λx)j−l
(j− l)!

e−λx

1− e−λθx d (C1(x)D(x)) .
For i ≠ k− 1, we have:
|∆kl(i, j, θ)| = |Pkl(i, j, θ)− Pkl(i, j, 0)|,
=
∫ ∞
0

(λθx)i−k+1
(i− k+ 1)!

(λx)j−l
(j− l)!

e−λ(1+θ)xd (C1(x)D(x)) .
Therefore,
Ekl = sup
k>0
sup
l≥0
1
δkβ l
−
i≥k−1
−
j≥l
δiβ j|∆kl(i, j, θ)|
= sup
k>0
sup
l≥0
1
δkβ l
−
j≥l
δk−1β j|∆kl(k− 1, j, θ)| +
−
i>k−1
−
j≥l
δiβ j|∆kl(i, j, θ)|

= 1
δ

ψ1(λ+ λθ − λθδ − λβ)+ ψ1(λ− λβ)− 2ψ1(λ+ λθ − λβ)

. (9)
Choosing the greatest estimation obtained in (7)–(9), and letting:
Θ = sup{E00, E0l, Ekl}, (10)
we obtain:
‖∆‖v ≤ Θ.
5.2. Deviation of the stationary distribution
In the following lemma we will identify the range for β that leads to a finite v-norm of the stationary distribution π .
Lemma 5. The stationary distribution of the nominal model π is bounded. We have
‖π‖v ≤ βπ00

γ
1− γ

= ϖ, (11)
where
π00 = 1+ λψ
′
1(0)+ θλφ′1(0)
1+ λψ ′1(0)+ θλψ ′2(0)− λφ′1(0)− θλφ′1(0)
.
Proof. By Theorem 8 provided in the Appendix,
‖π‖v ≤ (αv)(1− γ )−1(πh).
We also have:
αv =
−
k≥0
−
l≥0
α({k}, {l})v(k, l) =
−
l≥0
β l
∫ +∞
0
(λx)l
l! e
−λxf2(x)dx,
=
∫ +∞
0
e−(λ−λβ)xf2(x)dx = ψ2(λ− λβ) = βγ
πh =
−
k≥0
−
l≥0
π klh(k, l) = π00
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where
π00 = P [the queue is empty]
= 1+ λψ
′
1(0)+ θλφ′1(0)
1+ λψ ′1(0)+ θλψ ′2(0)− λφ′1(0)− θλφ′1(0)
, with
φi(s) =
∫ ∞
0
λe−λtdt
∫ ∞
0
e−sxd[Ci(x)D(x+ t)], ψi(s) =
∫ ∞
0
e−sxd[Ci(x)D(x)].
Finally, we obtain:
‖π‖v ≤ βγπ00(1− γ )−1 = ϖ. 
Theorem 6. Let π andπ be the respective stationary distributions of the embeddedMarkov chains in [M/G/1→ ./M/1/1] and
[M2/G2/1→ ./M/1/1] with non-preemptive priority. Provided that the conditions of Lemma 3 hold, then for all 1 < β < β0
and under the conditionΘ < (1− γ )/(1+ϖ), we have the following estimate:
‖π − π‖v ≤ Θϖ (1+ϖ)1− γ − (1+ϖ)Θ = AE(β), (12)
where β0, γ ,Θ , andϖ defined in (2), (6), (10) and (11), respectively.
Proof. Since β ∈]1, β0[ already impliesϖ <∞ and γ < 1, then Lemmas 5 and 3 apply. 
6. Numerical application
6.1. The algorithm Stab.Prior.algo.
Themain idea of this algorithm is to compute the optimal values for the v-norm parameter β whichminimize the bound
‖π − π‖v .
Algorithm: ‘‘STAB.PRIOR.ALGO."
Step 0: BEGIN.
Step 1: Define the input parameters: λ, θ , C1(.), C2(.), D(.) and the precision required to evaluate the made error ε.
Step 2: Check the stability and Cramér conditions of the nominal model:
If ρ = λ ∞0 xdC2(x)D(x) < 1 and ∞0 eaxd(C2(x)D(x)) < +∞, go to step 3.
Otherwise, go to step 10 (‘‘Instable model").
Step 3: Compute the deviation between the operators of the nominal and perturbed models:
Θ = sup{Eoo, Eol, Ekl}.
Step 4: Compute β0 such that:
β0 = sup{β : γ < 1}.
Step 5: Determine βmin = min{β : 1 < β < β0 andΘ < 1−ϕ(β)1+ϖ }.
Step 6: Determine βmax = max{β : 1 < β < β0 andΘ < 1−ϕ(β)1+ϖ }.
Step 7:
If: βmin > βmax, go to step 10 (‘‘Insufficient approximation conditions").
Otherwise, ‘‘the approximation is valid in [βmin, βmax]".
Step 8: Determine the optimal value βopt which minimizes the error:
Emin = min{AE(β), β ∈ [βmin, βmax]},
with: AE(β) = Θϖ(1+ϖ)
1− γ − (1+ϖ)Θ .
Step 9: Compute our Algorithmic Error (AE) at the optimal value of β: AE(βopt).
Step 10: END.
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Table 1
Algorithmic and simulated errors: exponential service case.
θ βopt ‖π − π‖v |π f − π f |
AE SE AE SE
0.5 1.9281 0.063160 0.052531 0.035391 0.029435
0.25 1.9231 0.030140 0.025923 0.016956 0.014583
0.15 1.5282 0.015610 0.004525 0.013541 0.003925
0.1 1.5205 0.007511 0.003321 0.006594 0.002916
0.05 1.5198 0.005173 0.002255 0.004546 0.001982
0.01 1.5192 0.001001 0.000712 0.000881 0.000626
0.005 1.5190 0.000707 0.000621 0.000622 0.000546
0.001 1.5189 0.000559 0.000389 0.000492 0.000342
0.0005 1.5188 0.000230 0.000230 0.000202 0.000202
0.0001 1.5178 0.000110 0.000173 0.000097 0.000153
0.00001 1.5102 0.000020 0.000073 0.000018 0.000065
Table 2
Algorithmic and simulated errors: Erlang-2 service case.
θ βopt ‖π − π‖v |π f − π f |
AE SE AE SE
0.5 2.5502 0.229745 0.123401 0.128734 0.069146
0.25 2.0432 0.042611 0.010982 0.023971 0.006178
0.15 1.9281 0.009391 0.005368 0.008146 0.004656
0.1 1.9274 0.008986 0.004512 0.007889 0.003961
0.05 1.9272 0.008739 0.004323 0.007681 0.003799
0.01 1.9267 0.003332 0.003151 0.002931 0.002772
0.005 1.9255 0.001432 0.000987 0.001260 0.000869
0.001 1.9234 0.001027 0.000742 0.000904 0.000653
0.0005 1.9232 0.000987 0.000561 0.000869 0.000494
0.0001 1.9231 0.000675 0.000213 0.000595 0.000188
0.00001 1.9230 0.000065 0.000021 0.000058 0.000019
6.2. Numerical validation
In order to compare the algorithmic results of the strong stability method against the simulated ones, we implement our
algorithm (Stab. Prior.algo.) and our simulator for two concrete examples. For the simulation of the error we used discrete
event simulation and developed the program in a Matlab environment which implements the following steps:
• Simulate the stationary distribution of the [M/G/1→ ./G/1/1] model;
• Simulate the stationary distribution of the [M2/G2/1→ ./G/1/1]with non-preemptive priority model;• Compute the Simulated Error (SE).
To validate our simulator, we considered the mean number of customers in the network. The application of the Student test
provided the following confidence interval [0.550281; 0.560519]with signification level α = 0.05.
We considered two numerical applications. In the first application, the service law of both service stations is distributed
according to the exponential laws with identical parameters µ1 = µ2 = 3 for the two priority classes service time in the
first station and ν = 3.5 in the second server. In the second application, we considered Erlang-2 service law for both service
stations with parameters µ1 = 2, µ2 = 3 and ν = 3. The arrival rate λ, the simulation time T and the precision ε are
respectively fixed to: 0.2, 20 0000 and 10−6.
To illustrate the utility of our perturbation bound AE given in (12) for predicting the performance perturbations, we
translated this bound to bounds for individual performance measures f . Indeed, under the conditions of Theorem 6 and for
any characteristic function f verifing that ‖f ‖v <∞, we have:
|π f − π f | ≤ ‖f ‖v‖π − π‖v.
Particularly, if we are interested in the effect of perturbing the priority stream in the considered network queue on themean
queue length, we take f (k) = k as the identical mapping and obtain:
‖f ‖v = 1ln(β)β
− 1ln(β) .
The numerical results for various values of the perturbation parameter θ are summarized in Tables 1–2.
Comparing our expected approximation error against the simulated error, in both considered cases, it is easy to observe
that the simulated error on the stationary distribution (respectively on the mean queue length) is significantly smaller than
the strong stability method one (see Tables 1 and 2). This means that the numerical error is actually the real error that we
canmake when switching from the perturbedmodel to the nominal one. Besides, the values of both errors (algorithmic and
numeric) tend to coincide in the neighborhood θ = 0.
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7. Conclusion and further research
In this paper, we used the strong stability approach to establish the stability domain within which the approximation
of the two models [M/G/1→ ./G/1/1] and [M2/G2/1→ ./G/1/1] with preemptive priority is possible. We also obtained
upper bounds for the expected errors. The obtained results in this work allow us to have an idea about the efficiency of
the strong stability approach in the analysis of queueing networks. This could be used as a general framework for future
extensions to more general queueing networks to formally support and quantify the effect of perturbations.
It should be noted that the essential technique to prove the strong stability is constructing a function v, which is similar
to constructing a drift condition to prove the geometric ergodicity [27]. The strong stability was shown equivalent to
v-uniformly geometric ergodicity (equivalent to geometric ergodicity) for Markov chains, see [6]. It could be interesting
to exploit the relation between the two approaches to obtain better perturbation bounds. In fact, one could significantly
improve numerically the ‘‘optimality’’ of the v-norm by considering it a v-geometric ergodicity. In this case, the goal would
be to find the optimal parameter β of the v-norm verifying the following relation:
‖Pn −Π‖v ≤ β ϱn, n = 0, 1, 2, . . .
withΠ = Iπ being the ergodic projector of the nominal model, and β , ϱ constants smaller than 1. This would however be
difficult to realize in an infinite state space, like the particular system we considered in this paper.
Appendix. Strong stability criterion
Using the notations of Section 2, the following theorem provides necessary and sufficient conditions for the strong
stability of a homogeneous Markov chain.
Theorem 7 ([5]). The Markov chain X with the transition kernel P and invariant measure π is strongly v-stable with respect
to the norm ‖.‖v if and only if there exists a measure α and a nonnegative measurable function h on N such that the following
conditions hold:
1. πα > 0, αI = 1, αh > 0.
2. The operator T = P− h ◦ α is a nonnegative,
3. ∃ ρ < 1 such that Tv(k) ≤ ρv(k) for all k ∈ N,
4. ‖P‖ <∞
where ◦ denotes the convolution between a measure and a function, and I is the function identically equal to 1.
The following theorem (see Theorem 5.1 in [6]) allows us to obtain a numerical estimation of the stationary distribution
deviation of a strongly stable Markov chain.
Theorem 8. Let X be a Markov chain satisfying conditions 1–4 of Theorem 7. If ν is the invariant measure of an operator Q,
then, for ‖∆‖v < C−1(1− ρ), we have the estimate:
‖ν − π‖v ≤ ‖∆‖v{π}vC(1− ρ − C‖∆‖v)−1,
where:∆ = Q− P, C = 1+ ‖I‖v‖π‖v , and ‖π‖v ≤ (αv)(1− ρ)−1(πh).
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