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Andreas Stein and Andrea Barth
Abstract The Richards’ equation is a model for flow of water in unsaturated soils.
The coefficients of this (nonlinear) partial differential equation describe the perme-
ability of the medium. Insufficient or uncertain measurements are commonly mod-
eled by random coefficients. For flows in heterogeneous\fractured\porous media,
the coefficients are modeled as discontinuous random fields, where the interfaces
along the stochastic discontinuities represent transitions in the media. More pre-
cisely, the random coefficient is given by the sum of a (continuous) Gaussian ran-
dom field and a (discontinuous) jump part. In this work moments of the solution to
the random partial differential equation are calculated using a path-wise numerical
approximation combinedwith multilevelMonte Carlo sampling. The discontinuities
dictate the spatial discretization, which leads to a stochastic grid. Hence, the refine-
ment parameter and problem-dependent constants in the error analysis are random
variables and we derive (optimal) a-priori convergence rates in a mean-square sense.
Key words: Adaptive multilevel Monte Carlo method, flow in heterogeneous me-
dia, fractured media, porous media, jump-diffusion coefficient, non-continuous ran-
dom fields, parabolic equation, advection-diffusion equation
1 Introduction
We consider a linear (diffusion-dominated) advection-diffusion equation with ran-
dom Le´vy fields as coefficients. Adopting the term from stochastic analysis, by a
Le´vy field we mean a random field which is built from a (continuous) Gaussian ran-
dom field and a (discontinuous) jump part (following a certain jumpmeasure). In the
last decade various ways to approximate the distribution or moments of the solution
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to a random equation were introduced. Next to classical Monte Carlo methods, their
multilevel variants and further variance reduction techniques have been applied. Due
to their low regularity constraints, multilevel Monte Carlo techniques have been suc-
cessfully applied to various problems, for instance in the context of elliptic random
PDEs in [1, 3, 8, 22, 16, 5] to just name a few. These sampling approaches differ
fundamentally from Polynomial-Chaos-based methods. The latter suffer from high
regularity assumptions. While in the case of continuous fields these algorithms can
outperform sampling strategies, approaches – like stochastic Galerkin methods – are
less promising in our discontinuous setting. In fact, it is even an open problem to
define them for Le´vy fields. While Richards’ equation formulated as a deterministic
interface problem was considered in numerous publications (see [10, 13] and the
references therein), there is up-to-date no stochastic formulation.
After introducing the necessary basic notation, in this paper we show in Section 2
existence and uniqueness of a path-wise weak solution to the random advection-
diffusion equation and prove an energy estimate which allows for a moment esti-
mate. Next to space- and time-discretizations, the Le´vy field has to be approximated,
resulting in an approximated path-wise weak solution. In Section 3 we show conver-
gence of this approximated path-wise weak solution, before we introduce an adap-
tive (path-wise) Galerkin approximation. Only if the discretization is adapted to the
random discontinuities can we expect full convergence rates. As the main result of
this article, we prove the optimal error estimate of the spatial discretization in the L2-
norm. To this end, we utilize the corresponding results with respect to the H1-norm
from [6] and consider the parabolic dual problem. Finally, we combine the adaptive
spatial discretization with a suitable time stepping method to obtain a fully discrete
path-wise scheme. The path-wise approximations are used in Section 4 to estimate
quantities of interest using a (coupled) multilevel Monte Carlo method. Naturally,
the optimal sample numbers on each level depend on the sample-dependent conver-
gence rate. The term coupled refers to a simplified version of Multifidelity Monte
Carlo sampling (see [20]) that reuses samples across levels and is preferred when
sampling from a certain distribution is computationally expensive. In Section 5, a
numerical example confirms our theoretical results from Section 3 and shows that
the adaptive sampling strategy vastly outperforms a multilevel Monte Carlo estima-
tor with a standard Finite Element discretization in space.
2 Parabolic Problems with Random Discontinuous Coefficients
Let (Ω ,A ,P) be a complete probability space, T = [0,T ] be a time interval for
some T > 0 and D⊂ Rd , d ∈ N, be a bounded, open and convex Lipschitz domain.
We consider the linear, random initial-boundary value problem
∂tu(ω ,x, t)+ [Lu](ω ,x, t) = f (ω ,x, t) in Ω ×D×T,
u(ω ,x,0) = u0(ω ,x) in Ω ×D×{0},
u(ω ,x, t) = 0 on Ω × ∂D×T,
(1)
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where f : Ω ×D×T → R is a random source function and u0 : Ω ×D denotes
the initial condition of the above PDE. Furthermore, L is the second order partial
differential operator given by
[Lu](ω ,x, t) =−∇ · (a(ω ,x)∇u(ω ,x, t))+ b(ω ,x)1T∇u(ω ,x, t) (2)
for (ω ,x, t) ∈ Ω ×D×T with ∇ operating on the second argument of u. In Eq. (2),
we set 1 := (1, . . . ,1)T ∈Rn, such that 1T∇u= ∑ni=1 ∂xiu, and consider
• a stochastic jump-diffusion coefficient a : Ω ×D→ R and
• a random discontinuous convection term b : Ω ×D→R coupled to a.
Throughout this article, we denote by C a generic positive constant which may
change from one line to the next. Whenever helpful, the dependence ofC on certain
parameters is made explicit. To obtain a path-wise variational formulation, we use
the standard Sobolev space Hs(D) with norm ‖ · ‖Hs(D) for any s ∈ R>0, see for
instance [2, 12]. Since D has a Lipschitz boundary, for s ∈ (1/2,3/2), the existence
of a bounded, linear trace operator γ :Hs(D)→Hs−1/2(∂D) is ensured by the trace
theorem, see [11]. We only consider homogeneousDirichlet boundary conditions on
∂D, hence we may treat γ independently of ω ∈ Ω and define the suitable solution
space V as
V := H10 (D) = {v ∈H1(D)| γv≡ 0},
equipped with the H1(D)-norm ‖v‖V := ‖v‖H1(D). With H := L2(D), we work on
the Gelfand triplet V ⊂ H ⊂ V ′ = H−1(D), where V ′ denotes the topological dual
ofV , i.e. the space of all bounded, linear functionals onV . In the variational version
of Problem (1), ∂tu denotes the weak time derivative of u. Throughout this article,
we may as well consider ∂tu as derivative in a strong sense (also with regard to its
approximation at the end of Section 3) as we will always assume sufficient tempo-
ral regularity. As the coefficients a and b are random functions, any solution u to
Problem (1) is a time-dependent V -valued random variable. To investigate the reg-
ularity of the solution u with respect to T and the underlying probability measure
P on Ω , we need to introduce the corresponding Lebesgue-Bochner spaces. To this
end, let p ∈ [1,∞) and(X,‖ · ‖X) be an arbitrary Banach space. For Y ∈ {T,Ω}, the
Lebesgue-Bochner space Lp(Y ;X) is defined as
Lp(Y ;X) := {ϕ : Y →X is strongly measurable and ‖ϕ‖Lp(Y ;X) <+∞},
with the norms
‖ϕ‖Lp(Y ;X) :=

(∫
T
‖ϕ(t)‖p
X
dt
)1/p
for Y = T,
E(‖ϕ‖p)1/p =
(∫
Ω ‖ϕ(ω)‖pXdP(dω)
)1/p
for Y = Ω .
.
The bilinear form associated to L is introduced to derive a weak formulation of
the initial-boundary value problem (1). For fixed ω ∈ Ω and t ∈ T, multiplying
Eq. (1) with a test function v ∈V and integrating by parts yields
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V ′〈∂tu(ω , ·, t),v〉V +Bω(u(ω , ·, t),v) = V ′〈 f (ω , ·, t),v〉V . (3)
The bilinear form Bω :V ×V → R is given by
Bω(u,v) =
∫
D
a(ω ,x)∇u(x) ·∇v(x)+ b(ω ,x)1T∇u(x)v(x)dx,
and V ′〈·, ·〉V denotes the (V ′,V )-duality pairing.
Definition 1. For fixed ω ∈ Ω , the path-wise weak solution to Problem (1) is a
function u(ω , ·, ·) ∈ L2(T;V ) with ∂tu(ω , ·, ·) ∈ L2(T;V ′) such that, for t ∈ T,
V ′〈∂tu(ω , ·, t),v〉V +Bω(u(ω , ·, t),v) = V ′〈 f (ω , ·, t),v〉V , for all v ∈V
and u(ω , ·,0) = u0(ω , ·). Furthermore, we define the path-wise energy norm by
‖u(ω , ·, ·)‖∗,t :=
(
‖u(ω , ·, t)‖2H +
∫ t
0
∫
D
∇u(ω ,x,z) ·∇u(ω ,x,z)dxdz
)1/2
=
(
‖u(ω , ·, t)‖2H + ‖‖∇u(ω ,x,z)‖2‖2L2([0,t];H)
)1/2
,
(4)
where ‖ · ‖2 is the Euclidean norm on Rn.
To represent the (uncertain) permeability in a subsurface flow model, we use the
random jump coefficients a,b from the elliptic/parabolic problems in [5, 6]. The
diffusion coefficient is then given by a (spatial) Gaussian random field with additive
discontinuities on random areas of D. Its specific structure may be utilized to model
the hydraulic conductivity within heterogeneous and/or fractured media and thus a
is considered time-independent. The advection term in this model is driven by the
same random field and inherits the same discontinuous structure as the diffusion,
hence we consider the coefficient b as a linear mapping of a.
Definition 2. The jump-diffusion coefficient a is defined as
a : Ω ×D→ R>0, (ω ,x) 7→ a(x)+Φ(W (ω ,x))+P(ω ,x),
where
• a ∈C1(D;R≥0) is non-negative, continuous, and bounded.
• Φ ∈C1(R;R>0) is a continuously differentiable, positive mapping.
• W ∈ L2(Ω ;H) is a (zero-mean) Gaussian random field associated to a non-
negative, symmetric trace class operator Q :H → H.
• T : Ω → B(D), ω 7→ {T1, . . . ,Tτ} is a random partition of D, i.e. the Ti are
disjoint open subsets of D with D =
⋃τ
i=1T i, and B(D) denotes the Borel-
σ -algebra on D. The number of elements in T , τ , is a random variable on
(Ω ,A ,P), i.e. τ : Ω →N.
• (Pi, i ∈ N) is a sequence of non-negative random variables on (Ω ,A ,P) and
MLMC for Discontinuous Advection-Diffusion Problems 5
P : Ω ×D→R≥0, (ω ,x) 7→
τ(ω)
∑
i=1
1{Ti}(x)Pi(ω).
The sequence (Pi, i ∈N) is independent of τ (but not necessarily i.i.d.).
Based on a, the jump-advection coefficient b is given for b1 ∈R, b2 > 0 by
b : Ω ×D→R, (ω ,x) 7→min(max(b1a(ω ,x),−b2),b2).
The definition of the random partition T above is rather general and does not
yet assume any structure on the discontinuities. A more specific class of random
partitions is considered in our numerical experiment in Section 5. We assumed in
Definition 2 that τ and the Pi are independent due to technical reasons, i.e. to control
for a possible sampling bias in Pi, see [5, Theorem 3.11]. On a further note, we do
not require stochastic independence ofW and P. In general, our aim is to estimate
moments of a quantity of interest (QoI)Ψ(ω) := ψ(u(ω , ·, ·)) of the weak solution,
where ψ : L2(T;V ) → R is a deterministic functional. To ensure existence and a
certain regularity of u, and therefore ofΨ , we fix the following set of assumptions.
Assumption 1.
1. Let η1 ≥ η2 ≥ ·· · ≥ 0 denote the eigenvalues of Q in descending order and
(ei, i ∈ N) ⊂ H be the corresponding eigenfunctions. The ei are continuously
differentiable on D and there exist constants α,β ,Ce,Cη > 0 such that 2α ≤ β
and for any i ∈ N
‖ei‖L∞(D) ≤ 1, max
j=1,...,d
‖∂x jei‖L∞(D) ≤Ceiα and
∞
∑
i=1
ηii
β ≤Cη <+∞.
2. Furthermore, the mapping Φ as in Definition 2 and its derivative are bounded
by
φ1 exp(φ2|w|)≥Φ(w)≥ φ1 exp(−φ2|w|), | d
dx
Φ(w)| ≤ φ3 exp(φ4|w|), w∈R,
where φ1, . . . ,φ4 > 0 are arbitrary constants.
3. For some p> 2, f ,∂t f ∈ Lp(Ω ;L2(T;H)),u0 ∈ Lp(Ω ;H20 (D)∩V ) and u0 and f
are stochastically independent of T .
4. The partition elements Ti are almost surely convex polygons with piecewise lin-
ear boundary and E(τq)< ∞ for all q ∈ [1,∞).
5. The sequence (Pi, i ∈ N) consists of nonnegative and bounded random variables
Pi ∈ [0,P] for some P> 0.
6. The functional ψ is Lipschitz continuous on L2(T;H), i.e. there exists Cψ > 0
such that
|ψ(v)−ψ(w)| ≤Cψ‖v−w‖L2(T;H) ∀v,u ∈ L2(T;H).
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Remark 1. The above assumptions are natural and cannot be relaxed significantly
to derive the results in Section 3. The condition 2α ≤ β implies thatW has almost
surely Lipschitz continuous paths on D, thus a is piecewise Lipschitz continuous.
This is, together with Assumption 1 (4.), in turn necessary to derive the error esti-
mates of orders O(hℓ) and O(h
2
ℓ) in Theorem 3 and Theorem 4, respectively. As
hℓ denotes the Finite Element (FE) refinement parameter, these are the optimal con-
vergence rates for linear FE with respect to the corresponding norms. If any of this
assumptions were violated, however, we would loose the full order of convergence.
For instance, if β/2α < 1, we would only obtain an error of approximate order
O(h
β/2α
ℓ ) in Theorem 3, see [6] for a detailed discussion. The remaining points in
Assumption 1 are necessary to ensure that all estimates hold in the mean-square
sense, i.e. the second moments of all estimates exist and can be bounded with re-
spect to hℓ.
We have the following estimate on a and its piecewise Lipschitz norm.
Lemma 1. [6, Lemma 3.4] Let Assumption 1 hold and define a−(ω) := infx∈D a(ω ,x)
and a+(ω) := supx∈D a(ω ,x). Then, for any q ∈ [1,∞)
1/a−, a+, max
i=1,...,τ
d
∑
j=1
‖∂x ja‖L∞(Ti) ∈ Lq(Ω ;R).
Theorem 1. Under Assumption 1 there exists almost surely a unique path-wise weak
solution u(ω , ·, ·) ∈ L2(T;V ) to Problem (1) satisfying the energy estimate
sup
t∈T
‖u(ω , ·, ·)‖2∗,t ≤C/a−(ω)
(
‖u0(ω , ·)‖2H + ‖ f (ω , ·, ·)‖2L2(T ;H)
)
< ∞. (5)
In addition, for any r ∈ [1, p) (with p as in Ass. 1), u is bounded in expectation by
E
(
sup
t∈T
‖u‖r∗,t
)1/r
≤C‖1/a−‖Lq˜(Ω ;R)
(
‖u0‖Lp(Ω ;H)+ ‖ f‖Lp(Ω ;L2(T;V ′))
)
< ∞. (6)
with C =C(r) and q˜ := (1/r− 1/p)−1. Furthermore, it holdsΨ ∈ Lr(Ω ;R).
Proof. The estimates in Ineq. (5) and (6) follow from [6, Theorem 3.5]. To show that
Ψ ∈ Lr(Ω ;R), we use Assumption 1 to see that ψ fulfills the linear growth condition
|ψ(v)| ≤ C(1+ ‖v‖L2(T;H)) for some deterministic constant C = C(ψ) > 0 and all
v ∈ L2(T;H). Hence, we have
E(Ψ r)≤ E
(
Cr(1+ ‖u‖L2(T;V ))r
)
≤Cr2r−1
(
1+E
(
sup
t∈T
‖u‖r∗,t
))
< ∞.
⊓⊔
MLMC for Discontinuous Advection-Diffusion Problems 7
3 Numerical Approximation of the Solution
In general, the (exact) weak solution u to Problem (1) is out of reach and we have
to find tractable approximations of u to apply Monte Carlo algorithms for the esti-
mation of E(Ψ). A common approach is to use a FE discretization of V combined
with a time marching scheme to sample path-wise approximations of u. For this,
however, it is necessary to evaluate a and b at certain points in D. This is in general
infeasible, since the Gaussian fieldW usually involves an infinite series and/or the
jump heights Pi might not be sampled without bias. The latter issue may arise if Pi
has non-standard law, e.g. the generalized inverse Gaussian distribution, for more
details we refer to [5, 6]. We may circumvent this issue by constructing suitable
approximations of a and b, for instance by truncated Karhunen-Loe`ve expansions
([7, 9]), circulant embedding methods ([18, 23]) or Fourier inversion techniques for
the sampling of Pi ([4, 5]). Hence, we obtain a modified problem with approximated
coefficients which may then be discretized in the spatial and temporal domain. To
increase the order of convergence in the spatial discretization, we introduce a FE
scheme in the second part of this section where we choose the FE grids adaptively
with respect to the discontinuities in each sample of a and b. Under mild assump-
tions on the coefficients we then derive errors on the semi- and fully discrete approx-
imations of u.
3.1 Approximated Diffusion Coefficients
As discussed above, there are several methods available to obtain tractable approxi-
mations of the diffusion coefficient a, thus we consider a rather general setting here.
For some ε > 0, let aε :Ω ×D→R>0 be an arbitrary approximation of the diffusion
coefficient and let (according to Definition 2)
bε : Ω ×D→R, (ω ,x) 7→min(max(b1aε(ω ,x),−b2),b2),
be the canonical approximation of b. Substituting aε and bε into Problem (1) yields
∂tuε(ω ,x, t)+ [Lεuε ](ω ,x, t) = f (ω ,x, t) in Ω ×D× (0,T ],
uε(ω ,x,0) = u0(ω ,x) in Ω ×D×{0}
uε(ω ,x) = 0 on Ω × ∂D,
(7)
where the approximated second order differential operator Lε is given by
[Lεu](ω ,x, t) =−∇ · (aε(ω ,x)∇u(ω ,x, t))+ bε(ω ,x)1T∇u(ω ,x, t).
The path-wise variational formulation of Eq. (7) is then (analogous to Eq. (3))
given by: For almost all ω ∈Ω with given f (ω , ·, ·), find uε(ω , ·, ·) ∈ L2(T;V ) with
∂tu(ω , ·, ·) ∈ L2(T;V ′) such that, for t ∈ T,
8 Andreas Stein and Andrea Barth
V ′〈∂tuε(ω , ·, t),v〉V +Bε,ω(uε(ω , ·, t),v) = Fω,t(v), (8)
holds for all v ∈V with respect to the approximated bilinear form
Bε,ω(v,w) :=
∫
D
aε(ω ,x)∇v(x) ·∇w(x)+ bε(ω ,x)1T∇v(x)w(x)dx, v,w ∈V.
The following assumption guarantees existence and uniqueness of uε and allows
us to bound u− uε in a mean-square sense.
Assumption 2. Let Assumption 1 hold and let aε : Ω ×D→R>0 be an approxima-
tion of a for some fixed ε > 0. Define aε,−(ω) := infx∈D aε(ω ,x) and aε,+(ω) :=
supx∈D aε(ω ,x). Assume that for some s > (1/2− 1/p)−1 and any q ∈ [1,∞), there
are constants Ci > 0, for i= 1, . . . ,4, independent of ε , such that
• ‖a− aε‖Ls(Ω ;L∞(D)) ≤C1ε ,
• ‖1/aε,−‖Lq(Ω ;R) ≤C2‖1/a−‖Lq(Ω ;R) < ∞,
• ‖aε,+‖Lq(Ω ;R) ≤C3‖a+‖Lq(Ω ;R) < ∞ and
• ‖ max
i=1,...,τ
∑dj=1‖∂x jaε‖L∞(Ti)‖Lq(Ω ;R) ≤C4‖ max
i=1,...,τ
∑dj=1 ‖∂x ja‖L∞(Ti)‖Lq(Ω ;R) < ∞.
At this point we remark that Assumption 2 is natural and essentially states that
aε has the same regularity as a. Furthermore, the moments of a− aε are controlled
by the parameter ε and we may achieve an arbitrary good approximation by choos-
ing ε sufficiently small. This holds for instance (with C2 = C3 = C4 = 1) if W is
approximated by a truncated Karhunen-Loe`ve expansion (see [5, 6]) or if aε stems
from linear interpolation of discrete sample points ofW as we explain in Section 5.
Theorem 2. Let Assumption 2 hold and let uε be the weak solution to Problem (7).
Then, the root-mean-squared approximation error is bounded by
E
(
sup
t∈T
‖u(·, ·, t)− uε(·, ·, t)‖2∗,t
)1/2
≤Cε.
Proof. By Theorem 1, we have existence of unique solutions u and uε to Eqs. (3)
resp. (8) almost surely. Thus, we obtain the variational problem: Find u− uε such
that
V ′〈∂t(u(ω , ·, t)− uε(ω , ·, t)),v〉V +Bω(u(ω , ·, t)− uε(ω , ·, t),v) = V ′〈 f˜ (ω , ·, t),v〉V
for all t ∈ T and v ∈V with initial condition (u−uε)(·, ·,0)≡ 0 and right hand side
f˜ (ω , ·, t) := ∇ · ((aε − a)(ω , ·)∇uε(ω , ·, t))+ (bε − b)(ω , ·)1T∇uε(ω , ·, t) ∈V ′.
By Ho¨lder’s inequality it holds
‖ f˜ (ω , ·, ·)‖L2(T;V ′) ≤ ‖(a− aε)(ω , ·)‖L∞(D)‖‖∇u(ω , ·, ·)‖2‖L2(T;H)
+ ‖(b− bε)(ω , ·)‖L∞(D)‖1T∇u(ω , ·, ·)‖L2(T;H)
≤C(1+ |b1|)‖(a− aε)(ω , ·)‖L∞(D)‖‖∇u(ω , ·, ·)‖2‖L2(T;H),
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which yields using Assumption 2 and Theorem 1
‖ f˜ (ω , ·, ·)‖Lp1 (Ω ;L2(T;V ′)) ≤C(1+ |b1|)‖(a− aε)‖Ls(Ω ;L∞(D))E
(
sup
t∈T
‖u‖r∗,t
)1/r
≤Cε
for r ∈ ((1/2−1/s)−1, p) and p1 := (1/s+1/r)−1> 2. We may now use Theorem 1
with q= (1/2− 1/p1)−1 to estimate u− uε via
E
(
sup
t∈T
‖u− uε‖2∗,t
)1/2
≤C‖1/a−‖Lq(Ω ;R)‖ f˜‖Lp1 (Ω ;L2(T;V ′)) ≤Cε.
⊓⊔
3.2 Semi-Discretization by Adaptive Finite Elements
Given a suitable approximation aε of the diffusion coefficient, we discretize the
(approximate) solution uε in the spatial domain. As a first step, we replace the
(infinite-dimensional) solution space V by a sequence V = (Vℓ, ℓ ∈ N0) of finite
dimensional subspaces Vℓ ⊂ V . In general, Vℓ are standard FE spaces of piecewise
linear functions with respect to some given triangulation Kℓ of D and hℓ represents
the maximum diameter of Kℓ. For simplicity, we now assume that the domain D is
polyhedral (and thus especially convex Lipschitz as in Section 2) to avoid approxi-
mation errors by the triangulation at the boundary ∂D. As indicated in [5, 6] using
standard FE spaces will not yield the full order of convergence with respect to hℓ
due to the discontinuities in aε and bε . Thus, we follow the same approach as in [5]
for Problem (8) and utilize path-dependentmeshes to match the interfaces generated
by the jump-diffusion and -advection coefficients. As this entails changing varying
approximation spaces Vℓ with each sample of aε resp. bε , we have to formulate a
semi-discrete version of problem (8) with respect to ω ∈ Ω :
Given a fixed ω ∈ Ω and ℓ ∈ N0, we consider a (stochastic) finite dimensional
subspace Vℓ(ω) ⊂ V with sample-dependent basis {v1(ω), . . . ,vdℓ(ω)} ⊂ V and
stochastic dimension dℓ = dℓ(ω)∈N. For a given random partitionT (ω) = (Ti, i=
1 . . . ,τ(ω)) of convex polygons on D, we choose a triangulation Kℓ(ω) such that
T (ω)⊂ Kℓ(ω) and hℓ(ω) := max
K∈Kℓ(ω)
diam(K)≤ hℓ for ℓ ∈ N0,
holds almost surely. The inclusion T (ω)⊂Kℓ(ω) states that the triangles in Kℓ(ω)
are chosen to match and fully cover the polygonal partition elements in T (ω). Fur-
thermore, (hℓ, ℓ∈N0) is a sequence of positive, deterministic refinement thresholds,
decreasing monotonically to zero. This guarantees that hℓ(ω)→ 0 for ℓ→∞ almost
surely, although the absolute speed of convergence varies for each ω . We assume
that the minimal interior angle ϑℓ(ω) within Kℓ(ω) is bounded below by some
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ϑ > 0:
inf
ℓ∈N0
ϑℓ(ω)≥ ϑ > 0 almost surely.
For given {v1(ω), . . . ,vdℓ(ω)}, the semi-discrete version of the variational formula-
tion (8) is then to find uε,ℓ(ω , ·, t) ∈Vℓ(ω) such that for t ∈ T and vℓ(ω) ∈Vℓ(ω)
V ′〈∂tuε,ℓ(ω , ·, t),vℓ(ω)〉V +Bε,ω(uε,ℓ(ω , ·, t),vℓ(ω)) = V ′〈 f (ω , ·, t),vℓ(ω)〉V ,
uε,ℓ(ω , ·,0) = u0,ℓ(ω , ·),
(9)
where u0,ℓ(ω , ·) ∈ Vℓ(ω) is a suitable approximation of u0(ω , ·), for instance the
nodal interpolation of u0 in Vℓ(ω). The function uε,ℓ(ω , ·, t) may be expanded as
uε,ℓ(ω , ·, t) =
dℓ(ω)
∑
j=1
c j(ω , t)v j(ω),
where the coefficients c1(ω , t), . . . ,cdℓ(ω , t) ∈ R depend on (ω , t) ∈ Ω ×T and the
respective coefficient (column-)vector is c(ω , t) := (c1(ω , t), . . . ,cdℓ(ω , t))
T . With
this, the semi-discrete variational problem in the (stochastic) finite dimensional
space Vℓ(ω) is equivalent to solving the system of ordinary differential equations
d
dt
c(ω , t)+A(ω)c(ω , t) = F(ω , t), t ∈ T (10)
for c with stochastic stiffness matrix (A(ω)) jk = Bε,ω (v j(ω),vk(ω)) and time-
dependent load vector (F(ω , t)) j = V ′〈 f (ω , ·, t),v j(ω)〉V for j,k ∈ {1, . . . ,dℓ(ω)}.
The following result gives an error estimate in the energy norm for uε − uε,ℓ.
Theorem 3. [6, Theorem 4.5] Let Assumption 2 hold, let uε,ℓ be the semi-discrete
adaptive approximation of uε as in Eq. (9) and let the initial data approximation
satisfy ‖(u0− uℓ,0)(ω , ·)‖H ≤ C‖u0(ω , ·)‖Vhℓ almost surely for all ℓ ∈ N0. Then,
there holds almost surely the path-wise estimate
sup
t∈T
‖(uε − uε,ℓ)(ω , ·, ·)‖∗,t ≤C/(aε,−(ω))1/2
(
‖ f (ω , ·, ·)‖L2(T;H)+ ‖u0(ω , ·)‖V
)
hℓ
and, for any r ∈ [1, p) (with p as in Ass 1), the expected energy estimate
E(sup
t∈T
‖uε − uε,ℓ‖r∗,t)1/r ≤C(‖ f‖Lp(Ω ;L2(T;H))+ ‖u0‖Lp(Ω ;V ))hℓ.
The above statement gives a bound on the error in the L2(T;V )-norm. The functional
Ψ however is defined on L2(T;H), thus it is favorable to derive an error bound with
respect to the weaker L2(T;H)-norm.
Theorem 4. Let Assumption 2 hold and let the initial data approximation satisfy
‖(u0− uℓ,0)(ω , ·)‖H ≤C‖u0(ω , ·)‖H2(D)h
2
ℓ almost surely. Then, there holds
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E(‖uε − uℓ,ε‖2L2(T;H))1/2 ≤Ch
2
ℓ .
Proof. For fixed ω , we consider the path-wise parabolic dual problem to find
w(ω , ·, ·) ∈ L2(T;V ) with ∂tw(ω , ·, ·) ∈ L2(T;V ′) such that, for t ∈ T,
V ′〈∂tw(ω , ·, t),v〉V +Bε,ω(w(ω , ·, t),v) = V ′〈g(ω , ·, t),v〉V , for all v ∈V, (11)
where w(ω , ·,0) = w0(ω , ·) := 0 and g(ω , ·, t) := (uε −uε,ℓ)(ω , ·,T − t) ∈V almost
surely for any t ∈ T by Theorem 1. Hence, we may test against v = g(ω , ·, t) in
Eq. (11) to obtain
‖g(ω , ·, t)‖2H = V ′〈∂tw(ω , ·, t),g(ω , ·, t)〉V +Bε,ω(w(ω , ·, t),g(ω , ·, t)). (12)
Furthermore, for any vℓ(ω) ∈Vℓ(ω) it holds by Eqs. (8),(9)
V ′〈∂t(uε − uε,ℓ)(ω , ·, t),vℓ(ω)〉V =−Bε,ω((uε − uε,ℓ)(ω , ·, t),vℓ(ω)) (13)
and thus
Bε,ω(g(ω , ·, t),w(ω , ·, t)) = V ′〈∂tg(ω , ·, t),vℓ(ω)−w(ω , ·, t)+w(ω , ·, t)〉V
+Bε,ω(g(ω , ·, t),w(ω , ·, t)− vℓ(ω)),
(14)
where we have used the that ∂tg(ω , ·, t) =−(∂tuε − ∂tuε,ℓ)(ω , ·,T − t) by the chain
rule. Substituting Eq. (14) in Eq. (12) and integrating over T yields
‖g(ω , ·, ·)‖2
L2(T;H) =
∫ T
0
V ′〈∂tw(ω , ·, t),g(ω , ·, t)〉V +V ′〈∂tg(ω , ·, t),w(ω , ·, t)〉V dt
+
∫ T
0
V ′〈∂tg(ω , ·, t),vℓ(ω)−w(ω , ·, t)〉Vdt
+
∫ T
0
Bε,ω (g(ω , ·, t),w(ω , ·, t)− vℓ(ω))dt
=: I+ II+ III.
Integration by parts and the path-wise energy estimate in Theorem 1 yield for I
I = (w(ω , ·,T ),g(ω , ·,T ))H − (w0(ω , ·),g(ω , ·,0))H
≤ ‖w(ω , ·,T )‖H‖u0(ω , ·)− u0,ℓ(ω , ·)‖H
≤C 1
aε,−(ω)
‖g(ω , ·, ·)‖L2(T;H)‖u0(ω , ·)‖H2(D)h
2
ℓ ,
where we have used ‖(u0− uℓ,0)(ω , ·)‖H ≤C‖u0(ω , ·)‖H2(D)h
2
ℓ in the last step. To
bound the second term, we choose vℓ = vℓ(ω , ·, t) to be the semi-discrete FE approx-
imation of w(ω , ·, t) in Vℓ(ω). Since w0 ≡ 0, there is no approximation error in the
initial condition and with the path-wise estimate from Theorem 3 it follows that
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II ≤ ‖∂tg(ω , ·, ·)‖L2(T;V ′)‖vℓ(ω , ·, ·)−w(ω , ·, ·)‖L2(T;V )
≤C 1
(aε,−(ω))1/2
‖∂tg(ω , ·, ·)‖L2(T;V ′)‖g(ω , ·, ·)‖L2(T;H)hℓ.
From Eq. (13) and Theorem 3 we also see that
‖∂tg(ω , ·, ·)‖L2(T;V ′) ≤C
aε,+(ω)
(aε,−(ω))1/2
(
‖ f (ω , ·, ·)‖L2(T;H)+ ‖u0(ω , ·)‖V
)
hℓ
and thus
II ≤Caε,+(ω)/aε,−(ω)
(
‖ f (ω , ·, ·)‖L2(T;H)+ ‖u0(ω , ·)‖V
)
‖g(ω , ·, ·)‖L2(T;H)h
2
ℓ .
Similarly, we bound the last term again with Theorem 3 via
III ≤Caε,+(ω)‖g(ω , ·, ·)‖L2(T;V )‖vℓ(ω , ·, ·)−w(ω , ·, ·)‖L2(T;V )
≤Caε,+(ω)/aε,−(ω)
(
‖ f (ω , ·, ·)‖L2(T;H)+ ‖(u0(ω , ·)‖V
)
‖g(ω , ·, ·)‖L2(T;H)h
2
ℓ .
The estimates on I− III now show that
‖g(ω , ·, ·)‖L2(T;H) ≤Caε,+(ω)/aε,−(ω)
(
‖ f (ω , ·, ·)‖L2(T;H)+ ‖(u0(ω , ·)‖H2(D)
)
h
2
ℓ .
and the claim follows by Assumption 2 and Ho¨lder’s inequality. ⊓⊔
Remark 2. We remark that the additional condition on the initial data approximation
in Theorem 4 is fulfilled if u0 has almost surely continuous paths and uℓ,0 is chosen
as the path-wise nodal interpolation with respect to the adaptive FE basis.
3.3 Fully Discrete Pathwise Approximation
For a fully discrete formulation of Problem (9), we consider a time grid 0 = t0 <
t1 < · · · < tn = T in T for some n ∈ N and assume the grid is equidistant with fixed
time step ∆ t := ti− ti−1 > 0. The temporal derivative at ti is approximated by the
backward difference
∂tuε,ℓ(ω , ·, ti) = (uε,ℓ(ω , ·, ti)− uε,ℓ(ω , ·, ti−1))/∆ t, i= 1, . . . ,n.
We emphasize again that in our model problem the weak and strong temporal deriva-
tive uε,ℓ coincide due to the temporal regularity of the solution. Hence, the backward
difference as an approximation scheme in a strong sense is justified. This yields
the fully discrete problem to find (u
(i)
ε,ℓ(ω , ·), i = 0, . . . ,n) ⊂ Vℓ(ω) such that for all
vℓ(ω) ∈Vℓ(ω) and i= 1, . . . ,n
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((u
(i)
ε,ℓ− u
(i−1)
ε,ℓ )(ω , ·),vℓ(ω))H
∆ t
+Bε,ω(u
(i)
ε,ℓ(ω , ·),vℓ(ω)) = V ′〈 f (ω , ·, ti),vℓ(ω)〉V ,
u
(0)
ε,ℓ(ω , ·) = u0,ℓ(ω , ·).
The fully discrete solution is given by
u
(i)
ε,ℓ(ω , ·) =
dℓ(ω)
∑
j=1
ci, j(ω)v j(ω), i= 1, . . . ,n,
where the coefficient vector ci(ω) = (ci,1(ω), . . . ,ci,dℓ(ω))) solves the linear system
of equations
(M+∆ tA(ω))ci(ω) = ∆ tF(ω , ti)+Mci−1(ω)
in every discrete point in time ti, where A and F are as in Eq. (10). The mass matrix
is given by (M) jk := (v j(ω),vk(ω))H and c0 consists of the basis coefficients of
u0,ℓ ∈Vℓ(ω) with respect to {v1(ω), . . . ,vdℓ(ω)}. We extend the discrete solution to
the whole temporal domain by the linear interpolation
uε,ℓ(·, ·, t) := (u(i)ε,ℓ− u
(i−1)
ε,ℓ )
(t− ti−1)
∆ t
+ u
(i−1)
ε,ℓ , t ∈ [ti−1, ti], i= 1, . . . ,n.
Theorem 5. [6, Theorem 4.11] Let Assumption 2 hold, let (u
(i)
ε,ℓ, i = 0, . . . ,n) be the
fully discrete adaptive approximation of uN,ε , and let uε,ℓ be the linear interpolation
of (u
(i)
ε,ℓ, i= 0, . . . ,n) in T. Then, for C > 0 independent of ε,hℓ and ∆ t, it holds
E(sup
t∈T
‖uε,ℓ− uε,ℓ‖2∗,t)1/2 ≤C∆ t.
The final corollary on the overall approximation error is now an immediate conse-
quence of Theorems 2, 4 and 5 and the Lipschitz condition on ψ .
Corollary 1. Let Assumption 2 hold and let the initial data approximation satisfy
‖(u0− uℓ,0)(ω , ·)‖H ≤C‖u0(ω , ·)‖H2(D)h
2
ℓ almost surely. The (fully) approximated
QoI is defined byΨε,ℓ,∆ t := ψ(uε,ℓ). Then, there holds the error bound
E(|Ψ −Ψε,ℓ,∆ t|2)1/2 ≤C(ε + h2ℓ +∆ t).
Given a sequence of discretization tresholds hℓ > 0 for ℓ ∈N0, one should adjust
ε and ∆ t such that h
2
ℓ ≃ ε ≃ ∆ t to achieve an error equilibrium. Hence, we denote
the adjusted parameters on level ℓ by εℓ and ∆ tℓ and assume that all errors are equili-
brated in the sense that ch
2
ℓ ≤ εℓ,∆ tℓ ≤Ch
2
ℓ holds for constants c,C> 0 independent
of ℓ. We further defineΨℓ :=Ψεℓ,ℓ,∆ tℓ = ψ(uεℓ,ℓ) and obtain with Corollary 1
E((Ψ −Ψℓ)2)1/2 ≤Ch2ℓ . (15)
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4 Estimation of Moments by Multilevel Monte Carlo Methods
As we are able to generate samples fromΨℓ = ψ(uεℓ,ℓ) and control for the discretiza-
tion error in each sample, we may estimate the expectation E(Ψ ) by Monte Carlo
methods. For convenience, we restrict ourselves to the estimation of E(Ψ ), but we
note that all results from this section are valid when estimating higher moments
of Ψ , given that u ∈ Lr(Ω ;L2(T;V )) for sufficiently high r (cf. Theorem 1). Our
focus is on multilevel Monte Carlo (MLMC) estimators, since they are easily imple-
mented, do not requiremuch regularity ofΨ and are significantly more efficient than
standard Monte Carlo estimators. The main idea of the MLMC estimation has been
developed in [21] and later been rediscovered and popularized in [14]. In this sec-
tion, we briefly recall the MLMC method and then show how we achieve a desired
error rate by adjusting the number of samples on each level to the discretization bias.
We also suggest a modification of the MLMC algorithm to increase computational
efficiency before we verify our results in Section 5.
Let L ∈N be a fixed (maximum) discretization level and assume that the approx-
imation parameters on each level ℓ = 0, . . . ,L satisfy h
2
ℓ ≃ εℓ ≃ ∆ tℓ (see Section 3).
This yields a sequenceΨ0, . . . ,ΨL of approximatedQoIs, hence theMLMC estimator
of E(ΨL) is given by
EL(ΨL) =
L
∑
ℓ=0
1
Mℓ
Mℓ
∑
i=1
Ψ
(i,ℓ)
ℓ −Ψ
(i,ℓ)
ℓ−1 , (16)
where we have set Ψ−1 := 0. Above, (Ψ
(i,ℓ)
ℓ −Ψ
(i,ℓ)
ℓ−1 , i ∈ N) is a sequence of inde-
pendent copies of Ψℓ−Ψℓ−1 and Mℓ ∈ N denotes the number of samples on each
level. To achieve a desired target root mean-squared error (RMSE), this estimator
requires less computational effort than the standard Monte Carlo approach under
certain assumptions. This, by now, classical result was proven in [14, Theorem 3.1]
for functionals of stochastic differential equations. The proof is rather general and
may readily be transferred to other applications, for instance the estimation of func-
tionals or moments of random PDEs, see [3, 15].
Theorem 6. Let Assumption 2 hold and let hℓ−1 ≤C1hℓ for some C1 > 0 for all ℓ ∈
N0. For L∈N and given refinement parameters h0 > · · ·> hL > 0 choose ∆ tℓ,εℓ > 0
such that εℓ,∆ tℓ ≤ C2h2ℓ holds for fixed C2 > 0 and ℓ = 0, . . . ,L. Furthermore, let
(ρℓ, ℓ = 1, . . . ,L) ∈ (0,1)L be a set of positive weights such that ∑Lℓ=1ρℓ =Cρ , with
a constant Cρ > 0 independent of L, and set
M−10 :=
⌈
h
4
L
⌉
and M−1ℓ =
⌈
h
4
L
h
4
ℓ
ρ−2ℓ
⌉
for ℓ= 1, . . . ,L.
Then, there is a C > 0, independent of L, such that
‖E(Ψ)−EL(ΨL)‖L2(Ω ;R) ≤Ch
2
L.
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Proof. As all error contributions εℓ,∆ tℓ are adjusted to hℓ, we obtain by triangle
inequality and Eq. (15)
‖E(Ψ)−EL(ΨL)‖L2(Ω ;R) ≤ ‖E(Ψ)−E(ΨL)‖L2(Ω ;R)+ ‖E(ΨL)−EL(ΨL)‖L2(Ω ;R)
≤ ‖Ψ −ΨL‖L2(Ω ;R)
+ ‖
L
∑
ℓ=0
E(Ψℓ−Ψℓ−1)− 1
Mℓ
Mℓ
∑
i=1
(Ψ
(i,ℓ)
ℓ −Ψ
(i,ℓ)
ℓ−1 )‖L2(Ω ;R)
≤Ch2L+
L
∑
ℓ=0
1√
Mℓ
‖Ψℓ−Ψℓ−1‖L2(Ω ;R).
At this point we emphasize that we did not use the independence of Ψ
(i,ℓ)
ℓ −Ψ
(i,ℓ)
ℓ−1
across the levels ℓ= 1, . . . ,L in the last inequality. We note that
‖Ψℓ−Ψℓ−1‖L2(Ω ;R) ≤ ‖Ψ −Ψℓ‖L2(Ω ;R)+ ‖Ψ −Ψℓ−1‖L2(Ω ;R) ≤C(1+C1)h
2
ℓ
for ℓ≥ 1 and hence
‖E(Ψ)−EL(ΨL)‖L2(Ω ;R) ≤Ch
2
L+ ‖Ψ0‖L2(Ω ;R)h
2
L+C(1+C1)h
2
L
L
∑
ℓ=1
ρℓ ≤Ch2L.
⊓⊔
We remark that Cρ > 0 may act as a normalizing constant if MLMC estimators
based on different discretization techniques are compared, an example is provided
in Section 5. To conclude this section, we briefly present a modified MLMCmethod
to accelerate the estimation of E(ΨL). In the definition of the MLMC estimator from
Eq. (16), the terms in the second sum are independent copies of the correctionsΨℓ−
Ψℓ−1. Hence, one has to generate a total of Mℓ+Mℓ+1 samples of Ψℓ for each ℓ =
0, . . . ,L (where we have set ML+1 := 0). This effort may be reduced if we “recycle”
the already available samples and generate the differencesΨ
(i,ℓ)
ℓ −Ψ
(i,ℓ)
ℓ−1 andΨ
(i,ℓ)
ℓ+1 −
Ψ
(i,ℓ)
ℓ based on the same realizationΨ
(i,ℓ)
ℓ . That is, we drop the second superscript ℓ
above and arrive at the coupled MLMC estimator
ELC(ΨL) :=
L
∑
ℓ=0
1
Mℓ
Mℓ
∑
i=1
Ψ
(i)
ℓ −Ψ
(i)
ℓ−1. (17)
Instead ofMℓ+Mℓ+1 realizations ofΨℓ, the coupled MLMC estimator requires only
Mℓ samples ofΨℓ. The copiesΨ
(i)
ℓ are still independent in i, but not anymore across
all levels ℓ for a fixed index i. Clearly, E(ELC(ΨL)) = E(ΨL), and it holds
lim
L→+∞
E(ELC(ΨL)) = lim
L→+∞
E(EL(ΨL)) = lim
L→+∞
E(ΨL) = E(u).
The introduced modification is a simplified version of theMultifidelity Monte Carlo
estimator (see [20]), where the weighting coefficients for all level correctionsΨℓ−
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Ψℓ−1 are set equal to one. An estimator similar to (17) with coupled correction terms
has also been introduced in the context of SDEs in [24]. As we mentioned in the
proof of Theorem 6, independence of the sampled differencesΨℓ−Ψℓ−1 across ℓ is
not required for the error estimate, thus, the asymptotic order of convergence also
holds for the coupled estimator. To compare RMSEs of the estimators from Eq. (16)
and (17), we calculate
Var(ELC(ΨL)) = Var
( L
∑
ℓ=0
Mℓ
∑
i=Mℓ+1+1
ℓ
∑
k=0
Ψ
(i)
k −Ψ (i)k−1
Mk
)
=
L
∑
ℓ=0
(Mℓ−Mℓ+1)Var
(
ℓ
∑
k=0
Ψk−Ψk−1
Mk
)
=
L
∑
ℓ=0
(Mℓ−Mℓ+1)
( ℓ
∑
k=0
Vk
M2k
+ 2
ℓ
∑
k=0
k−1
∑
j=0
C j,k
M jMk
)
=
L
∑
k=0
(
Vk
M2
k
+ 2
k−1
∑
j=0
C j,k
M jMk
) L
∑
ℓ=k
(Mℓ−Mℓ+1)
= Var(EL(ΨL))+ 2
L
∑
k=0
k−1
∑
j=0
C j,k
M j
,
whereVk :=Var(Ψk−Ψk−1) andC j,k :=Cov(Ψj−Ψj−1,Ψk−Ψk−1). Hence, the cou-
pled estimator introduces a higher RMSE if the correctionsΨℓ−Ψℓ−1 are positively
correlated across the levels. In this case, we trade in variance for simulation time
and the ratio of this trade-off is problem-dependent and hard to assess in advance.
5 Numerical Results
For our numerical experiment we consider D = (0,1)2 with T = 1, initial data
u0(x1,x2) =
1
10
sin(pix1)sin(pix2), source term f ≡ 1 and set a¯ ≡ 0. The covariance
operator Q ofW is given by the by theMate´rn covariance function
[Qϕ ](y) :=
∫
D
σ2
21−ν
Γ (ν)
(√
2ν
‖x− y‖2
χ
)ν
Kν
(√
2ν
‖x− y‖2
χ
)
ϕ(x)dx, ϕ ∈ H,
with smoothness parameter ν > 0, variance σ2 > 0 and correlation length χ > 0.
Above, Γ denotes the Gamma function, ‖ ·‖2 is the Euclidean norm in R2 and Kν is
the modified Bessel function of the second kind with ν degrees of freedom. We set
the covariance parameters as ν = 1.5,σ = 0.5 and χ = 0.1, hence Assumption 1 is
fulfilled, see [17]. To approximate the Gaussian field, we use the circulant embed-
ding method from [18] to draw samples ofW at a grid of discrete points in D and
then use linear interpolation to obtain an extension to D. We choose a maximum
distance of ε > 0 for the grid points and denote the corresponding approximation by
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Wε . Furthermore, we set Φ(·) = exp(·) and observe that for any s ∈ [1,∞)
‖Φ(W )−Φ(Wε)‖Ls(Ω ;L∞(D)) ≤CE
(( d
∑
j=1
‖∂x jΦ(W )‖L∞(D)ε
)s)1/s ≤Cε
holds by the path-wise Lipschitz regularity ofW and Lemma 1 (cf. Assumption 2).
For the discontinuous random field P, we denote by U (c1,c2) the uniform dis-
tribution on the interval (c1,c2)⊂ R, sample four i.i.d. U (0.2,0.8)-distributed ran-
dom variablesU1, . . . ,U4 and assign one Ui to each side of the square ∂D. We then
connect the points on two opposing edges by a straight line to obtain a random par-
tition T consisting of τ = 4 convex quadrangles. Finally, we assign independent
jump heights P1,P2 ∼ U (0,1),P3 ∼ U (5,6) and P4 ∼ U (10,11) to the partition
elements, such that two adjacent elements do not have the same jump distribution.
This guarantees rather steep discontinuities across the interfaces in T , see Figure 1.
We do not need any approximation procedure for P and obtain aε := exp(Wε)+P.
Clearly, aε satisfies Assumption 2 and we define bε :=max(−2aε ,−5). The QoI is
given by
Ψ(u) :=
∫
D
u(x)exp(−0.25‖(0.25,0.75)− x‖22)dx.
For the adaptive FE approach, we set the refinement parameters to h
(a)
ℓ =
1
4
2−ℓ/2
for ℓ ∈ N0 and choose ε(a)ℓ = ∆ t
(a)
ℓ = (h
(a)
ℓ )
2. We also consider a non-adaptive FE
method with fixed and deterministic triangulations on D. For given approximation
parameters ε,h
(na)
ℓ and ∆ t in the non-adaptive setting, we may not expect a better
error bound than
E(|Ψ −Ψε,ℓ,∆ t |2)1/2 ≤C(ε + h(na)ℓ +∆ t)
in Corollary 1. This is due to the fact that the standard FE method for elliptic
problems with discontinuous coefficients does not converge at a better rate than
O((h
(na)
)1/2) in the V -norm, see [5, Remark 4.2]. Thus, if we consider again the
dual problem as in Theorem 4, we may not expect a better rate than O(h
(na)
)
with respect to the H-norm. We choose the non-adaptive FE grid with diameter
h
(na)
ℓ :=
1
4
2−ℓ and set accordingly ε(na)ℓ = ∆ t
(na)
ℓ = h
(na)
ℓ . In both FE methods, we
use the midpoint rule on each triangle to approximate the entries of the stiffness ma-
trix. The resulting quadrature error is of order O(h
2
ℓ) with respect to the H-norm in
the adaptive case and hence does not dominate the overall approximation error, see
[19, Section 2]. For non-adaptive FE, no a-priori estimate on the quadrature error is
possible due to the discontinuities in a and b, but our results suggest that this bias
also in line with the overall approximation error. As εℓ−1 = 2εℓ, the circulant em-
bedding grids (to sampleWε ) are nested and we may achieve the MLMC coupling
for the by first generating the discrete set of points on level ℓ and then taking the
appropriate subset of points for level ℓ− 1.
In the adaptive MLMC algorithm, we choose the number of samples via
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(M
(a)
0 )
−1 :=
⌈
(h
(a)
L )
4
⌉
and (M
(a)
ℓ )
−1 =
⌈
1
4
(h
(a)
L )
4
(h
(a)
ℓ )
4
( (ℓ+ 1)−1.001
∑Lk=1(k+ 1)
−1.001
)−2⌉
for ℓ= 1, . . . ,L, whereas, we choose
(M
(na)
0 )
−1 :=
⌈
(h
(na)
L )
2
⌉
and (M
(na)
ℓ )
−1 =
⌈
(h
(na)
L )
2
(h
(na)
ℓ )
2
( (ℓ+ 1)−1.001
∑Lk=1(k+ 1)
−1.001
)−2⌉
in the non-adaptive MLMC approach. Basically, we choose 1/Mℓ proportional to
Vℓ = Var(Ψℓ−Ψℓ−1) on each level and thus distribute the errors equally across all
levels. Another possibility would be to distribute the computational effort equally
(see [15]), which requires estimates on the cost of a single sample on each level.
The sequence (ℓ−c, ℓ ∈ N) decreases rapidly for c > 1 and sums up to ζ (c) < ∞,
where ζ (·) is the Riemann ζ -function. Hence, the above choice of ρi ensures that
only a few expensive samples on high levels are necessary and, due to the uniform
bound ∑Lℓ=1ρℓ < ζ (c), it is well suited to compare estimators for a varying choice
of L. In terms of Theorem 6, we have chosen Cρ = 2 for the number of samples
in the adaptive method, whereas Cρ = 1 for non-adaptive FE. Similar calculations
as in Theorem 6 show that this choice leads to ‖Ψ −EL(ΨL)‖L2(Ω ,R) ≤ C(2−2−L)
in either case, where the constant C is the same for adaptive and non-adaptive FE.
Hence, Cρ is merely a normalizing constant and the above choice of Mℓ ensures
that both approaches produce a comparable error for fixed L. Finally, we calculate a
reference QoIΨre f := E
L(ΨL) with L= 7 and the adaptive method and estimate the
relative RMSE ‖Ψre f −EL(ΨL)‖L2(Ω ,R)/Ψre f for L = 0, . . . ,5 based on 50 indepen-
dent samples of EL(ΨL) for the adaptive and non-adaptive MLMC algorithm. For
each approach, we use adaptive/non-adaptive FE combined with a standard/coupled
MLMC estimator, thus we compare a total of four algorithms regarding their error
decay and efficiency.
Figure 1 confirms our theoretical results from Section 3, i.e. the adaptive spa-
tial discretization yields rate O(h
2
ℓ) compared to O(hℓ) in the non-adaptive setting.
Hence, we are able to choose coarser spatial grids in the first approach which en-
tails a better time-to-error ratio for both adaptive methods. While the adaptive FE
grids have to be generated new for each sample, the L+ 1 deterministic grids for
the non-adaptive FE method are generated and stored before the Monte Carlo Loop.
However, as we see from the time-to-error plot, the extra work of renewing the FE
meshes for each sample in the adaptive method is more than compensated by the
increased order of convergence. The computational cost of the adaptive MLMC es-
timators are (roughly) inversely proportional to the squared errors, which is the best
possible results one may achieve with MLMC, see [15] and the references therein.
To conclude, we remark that the coupled MLMC estimator yields a slight gain in ef-
ficiency if combinedwith non-adaptive FE, whereas it produces similar results when
using the adaptive discretization. We emphasize that there are scenarios where the
coupled estimator outperforms standard MLMC and, on the other hand, there are ex-
amples were coupling performs worse due to high correlation terms C j,k (for both,
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Fig. 1 Top: Sample of the diffusion coefficient with adaptive FE grid (left) and FE solution at
T = 1 (right). Bottom: RMSE vs. refinement (left) and RMSE vs. simulation time (right).
we refer to numerical examples in [5].) Hence, even though it performs similar to
standard MLMC, it makes sense to consider the coupled estimator in our scenario.
As we have mentioned at the end of Section 4, this behavior may not be expected
a-priori.
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