The current paper proposes an approach to accommodate flexible spatial dependency structures in discrete choice models in general, and in unordered multinomial choice models in particular. The approach is applied to examine teenagers' participation in social and recreational activity episodes, a subject of considerable interest in the transportation, sociology, psychology, and adolescence development fields. The sample for the analysis is drawn from the 2000 San Francisco Bay Area Travel Survey (BATS) as well as other supplementary data sources. The analysis considers the effects of a variety of built environment and demographic variables on teenagers' activity behavior.
INTRODUCTION
Spatial dependence is inherent in many aspects of human decision-making, with the choice decisions of one individual being affected by those of other individuals who are proximal in space. This interrelationship in decision-making may be a consequence of several reasons, including diffusion effects, social interaction effects, or unobserved location-related influences (see Jones and Bullen, 1994, and Miller, 1999) . The importance of such spatial dependence effects has been recognized for several decades now in a variety of disciplines, including geography, urban planning, economics, political science, and transportation to name just a few (see Páez, 2007 and Franzese and Hays, 2008 for recent reviews). However, much of the work explicitly recognizing such dependence in modeling human decision-making directly, or as an aggregation of decisions across several individuals residing in a "neighborhood", has been confined to situations where the variable of interest is continuous (see, for instance, Cho and Rudolph, 2007 , Boarnet et al., 2005 , Messner and Anselin, 2004 . On the other hand, many choice decisions in the context of activity-travel analysis and several other fields are inherently discrete, and can be strongly influenced by spatial considerations.
In this regard, the current study contributes to the area of spatial analysis in discrete choice modeling by developing a flexible econometric modeling approach that accounts for spatial dependence in an unordered multinomial choice model setting.
The application context of the study is teenagers' participation in social and recreational episodes. Specifically, a choice model is used to model teenagers' participation in social, physically inactive recreation, and physically active recreation episodes (the precise definitions of these activity purposes are provided later). A flexible spatial error dependence in participation propensities in these activity purposes is generated across teenagers based on the proximity of their residences.
Such dependencies may be the result of unobserved residential urban form factors (such as good bicycle and walk path continuity) that may increase participation tendencies in specific activities, or diffusion and social interaction effects between proximally located teenagers so that unobserved lifestyle perspectives (such as physically active lifestyle attitudes) that affect activity participation decisions become correlated. We accommodate spatial error correlation through a copula structure that does not pre-impose any dependence structure. For instance, for a given (say positive) spatial correlation, the traditional multivariate normal dependence structure imposes the assumption that proximally located teenagers may have a simultaneously low propensity for physically active recreational participation or a simultaneously high propensity for physically active recreational participation. However, the multivariate normal dependence structure does not allow asymmetric dependence structures, such as would be the case if proximally located teenagers have a simultaneously high propensity for physically active recreational participation but not necessarily a simultaneously low propensity for physical activity participation. That is, unobserved factors that increase physical activity propensity may diffuse more among teenagers than unobserved factors that decrease physical activity propensity. Such a spatial correlation pattern can only be reflected through the use of a copula dependence structure that has strong right tail dependence (strong correlation at high values) but weak left tail dependence (weak correlation at low values). Our approach allows the comparison of such an asymmetric dependency structure with the symmetric multivariate normal (or Gaussian) dependency structure.
Teenagers' participation in social and recreational activity episodes, the application focus of this paper, is an important area of study in several fields, including child development, public health, and transportation. In the child development field, many studies have established the positive role that out-of-home social-recreational activity participation plays in children's self-development in the context of social skills, self-esteem, identity exploration, sense of responsibility, and understanding of fairness concepts (see, for instance, Darling, 2005, and Campbell, 2007) . This is particularly so during adolescence due to the rapid emotional and physical personality developments at this life stage (Fredricks and Eccles, 2008) . In fact, as indicated by Sanchez-Samper and Knight (2009) , "adolescence is a time of physical, emotional, and psychological maturation as well as a period of searching for independence and experimentation". However, along with the potentially substantial mental/physical growth and independence that adolescents experience, this is also a period when individuals are prone to gravitate toward health-risky behaviors such as drug use, tobacco use, and unprotected sex (see Tiggemann, 2001 , and Lerner and Steinberg, 2004) . Such behaviors can be controlled and reduced by motivating adolescents to participate in social-recreational activities that provide a vehicle to develop healthy and communicative relationships with peers and adults (see Eccles and Gootman, 2002) . Focusing on the factors that influence participation in socialrecreational activities as a way to reduce health-risky behaviors among adolescents is also consistent with a "positive youth development" (PYD) paradigm approach to address challenges during the adolescence period (as opposed to much child development research that focuses almost exclusively on intervention programs to restrain risky behaviors; see Larson, 2000 , who initiated research on the PYD paradigm).
Teenagers' participation in social-recreational activities has also been an important area of research in the public health field. In addition to the mental health issues that overlap with the child development literature, the participation of teenagers in physically active recreational pursuits has interested public health researchers for some time now. The current paper contributes to this research area, particularly because we differentiate between physically active and physically inactive recreation activities within the category of recreational activities. As is now well established in the public health literature, sedentary (or physically inactive) life styles are associated with obesity, heart disease, diabetes, high blood pressure, and several forms of cancer and mental health diseases (see, for instance, Nelson and Gordon-Larsen, 2006 , Centers for Disease Control and Prevention (CDC), 2006 , and Ornelas et al., 2007 . On the other hand, physical activity increases cardiovascular fitness, enhances agility and strength, reduces the need for medical attention, and contributes to improved mental health, and decreases depression and anxiety.
1 But despite the negative physical health consequences of sedentary lifestyles and the positive benefits of an active lifestyle, about a third of teenagers do not engage in adequate physical activity for health, and this low-level of physical activity participation is particularly acute among older teenagers and teenage girls (CDC, 2010).
The study of teenagers' out-of-home social-recreational activity participation is not just relevant to the child development and public health fields. Analyzing and modeling activity-travel patterns of children, and teenagers in particular, has started to attract increasing attention in the activity-based travel demand modeling field since children's/teenagers' activities inherently influence, and are influenced by, adults' activity-travel patterns (see, for instance, McDonald, 2005 , Sener et al., 2008 , Stefan and Hunt, 2006 . Adults (especially parents) spend a considerable amount of time escorting children and teenagers to out-of-home activities, and participating with children in joint social-recreational activities (Reisner, 2003 , McGuckin and Nakamoto, 2004 , and Sener and Bhat, 2007 . The weekday focus of the current study is particularly important because of the increased amount of adults' activity episodes and trips attributable to children's/teenagers' afterschool social-recreational activity participation (Reisner, 2003) . Indeed, studies in the literature have pointed out that children as young as 6-8 years start developing their own identities and 1 The statements here are not intended to imply that all sedentary activities are unhealthy activities. As discussed earlier, participation in social-recreational activities (regardless of physical activity levels) can be helpful in a youth's overall personal development.
individualities, and social needs (see Stefan and Hunt, 2006 , CDC, 2005 , Eccles, 1999 . They then interact with their parents and other adults to facilitate these activity-travel needs. Also, the consideration of children's activity-travel patterns is important in its own right because these patterns contribute directly to travel demand. For instance, using data from the 2002 Child Development Supplement to the Panel Study of Income Dynamics, Paleti et al. (2011) found that a significant percentage of teenagers (about 35% in the US) do not return home immediately after school, and the majority of activities pursued by these teenagers at the out-of-home location are social-recreational in nature.
The rest of this paper is structured as follows. The next section presents the structure of the copula-based spatial multinomial unordered response model and discusses the (composite marginal likelihood) estimation approach employed in the current paper. Section 3 presents description of the data source and sample formation procedures used in the empirical context of our study. Section 4 presents the empirical analysis results. The final section summarizes the important findings and concludes the paper. 
MODEL FORMULATION
Then, the equation system in Equation (1) can be written as: 
With the IID error distribution across alternatives for the error terms, the implied marginal
teenagers and i is the index for the type of social-recreational activity chosen for participation at each episode choice instance. we can write the probability of choice of observation unit q for alternative i (i = 1, 2, …, I -1) as: ). The dependence in errors across observation units for each alternative can arise through spatial dependency effects, as we postulated earlier in this paper. In this case, the random terms qi h (q = 1, 2, …, Q, i = 1, 2, …, I -1) with the pre-specified parametric marginal distributions (.) qi G are no more independent across observations q for each i. In the current paper, we tie the qi h random terms together across observations q for each i (i = 1, 2, …, I -1) using a copula, which is a device or function that generates a stochastic dependence relationship (i.e., a multivariate distribution) among random variables with pre-specified marginals (see Bhat and Eluru, 2009 for a detailed discussion of copulas). The power of the copula approach is that it disassociates the marginal distributions of random variables from the dependence structure. Let θ C be the Q-dimensional copula considered for each alternative i, with θ being a parametric vector of the copula referred to as the dependence parameter vector. 4 Then by Sklar's (1973) 
Several different multivariate copulas exist in the literature, though there are only a limited number of these that can allow for differential dependence intensities among pairs of variables. In the context of spatial dependence, one expects such differential dependence intensities between observational units q based on spatial proximity. Three types of flexible multivariate copulas that are well suited for spatial dependence are the Gaussian, Farlie-Gumbel-Morgenstein (FGM), and the Generalized Gumbel Copula recently proposed by Bhat (2009) . Of these, the first two copulas are radically symmetric and assume the property of asymptotic independence. The third copula, on the other hand, allows asymmetric and extreme tail dependence (i.e., the dependence is higher in the right tail than in the left tail). It also allows only for positive dependence. To write these copula forms, consider the Q-dimensional copula θ C of uniformly distributed random variables U 1 , U 2 , U 3 ,
. Then, the three copula structures are as follows.
Multivariate Gaussian Copula
where Q Φ is the Q-dimensional standard normal cumulative distribution function (CDF) with zero mean and a correlation matrix whose off-diagonal elements are captured in the vector θ , and
1 − Φ is the inverse of the univariate standard normal CDF. In the context of Equation (5), 
where qk θ is the dependence parameter between q U and k U (-1 ≤ qk θ ≤ 1), qk θ = kq θ for all q and k.
The FGM copula has a simple analytic form and allows for either negative or positive dependence.
Like the Gaussian copula, it also imposes the assumptions of asymptotic independence and radial symmetry in dependence structure (see Bhat and Sener, 2009 terms as well as the dissimilarity parameter ρ . This generalized version of the Gumbel copula, which is based on a cumulative multivariate extreme-value distribution, allows different dependence parameters between each variable pair q U and k U (see Bhat, 2009) . Independence is achieved in the GG copula when ρ =1 in Equation (8).
A couple of parameterizations are in order before proceeding to estimation. First, we parameterize q σ in Equation (4) as
where q w includes variables specific to pre-defined "neighborhoods" or other groupings of observational units and individual related factors, and λ is a corresponding coefficient vector to be estimated. If all elements of the vector λ 
where qk s is a vector of variables (taking on non-negative values) that influences the level of spatial dependence between observational units q and k choosing the same alternative, and ς is a corresponding set of parameters to be estimated. The functional form above ensures that -1 ≤ qk θ ≤ 1, as required in the FGM and Gaussian copulas (see Equations (6) and (7)). Further, in a spatial context, we expect observational units in close proximity to have similar preferences, because of which we impose the '+' sign in front of the expression in Equation (9). Note that the functional form of Equation (9) can accommodate various (and multiple) forms of spatial dependence through the appropriate consideration of variables in the vector qk s (see Bhat et al., 2010 for a more detailed discussion of the reasons that motivate the functional form in Equation (9)). In particular, the dependence form nests the typical spatial dependence patterns used in the extant literature as special cases, including dependence based on (1) whether observational units are in the same "neighborhood" or in contiguous "neighborhoods" (obtained by including a single variable in the qk s vector that takes a value of 1 if q and k are in the same predefined "neighborhood" or in contiguous "neighborhoods", and 0 otherwise), (2) For the generalized Gumbel copula of Equation (8) 
The above form can include general forms of dependence based on the specification of qk s . The dependence is strictly positive in the Generalized Gumbel Copula.
Estimation Approach
Without loss of generality, assume that the first 1 Q of the Q observational units in the data select alternative 1, the next 1 1 + Q to 2 Q observational units select alternative 2, and so on. The likelihood function for the spatially correlated unordered MNL model may then be written using Equations (2) and (5) as: 
Note that, as explained earlier, the alternatives i = 1, 2, …, I are collectively exhaustive, and so the choice of alternative I for the last 1 ) 1 (
to Q observational units is equivalent to the non-choice of the first (I -1) alternatives. This is reflected in the multiple inequality conditions for each of these last observations within the second { } parenthesis in Equation (11 
where ) (
for all q = 1, 2, …, Q. Even in this simple binary case, the likelihood function is very difficult to estimate, though Bhat and Sener (2009) and Bhat et al. (2010) have recently proposed computationally feasible and practical approaches to do so. 7 In the more general unordered case of Equation (11), the likelihood function is all but impossible to evaluate using simulation methods, because the qi h terms are correlated across individuals for each i. In the current paper, we use a composite marginal likelihood (CML) approach that is gaining attention in the statistics field, though there has been little coverage of the method in econometrics and related fields (see Varin, 2008 and Bhat et al., 2010 for recent reviews of this method).
The CML Approach
The CML approach is a useful inference approach when it is difficult or infeasible to evaluate the full information likelihood function, but when it is possible to compute the marginal likelihoods of subsets of the data. In this case, the analyst can form a pseudo-likelihood function by compounding the marginal likelihoods for the subsets. The resulting composite score function is a linear combination of legitimate likelihood score functions, and it is unbiased. This translates to the consistency and asymptotic normality of the CML estimator under usual regularity assumptions (Cox and Reid, 2004, Molenberghs and Verbeke, 2005, page 191) . While there is a theoretical efficiency loss associated with the CML estimator relative to the full maximum likelihood estimator, this efficiency loss has been shown to be small in practice (see Henderson and Shimakura, 2003, and Lele, 2006 ).
In the current paper, we adopt a two-step CML procedure to develop a simple pseudolikelihood function. First, we construct a first-level composite likelihood by taking the product of marginal likelihoods corresponding to the subset of observations that choose each of the alternatives
, and the marginal likelihood of the observations that choose the final alternative.
Thus, the composite likelihood is written as: 
The composite likelihood function above enables the explicit consideration of dependence across the qi h terms for each alternative i = 1, 2, …, I -1, which originates from the use of an appropriate copula. At the same time, it is very difficult to evaluate the joint probability of the second parenthesis term in Equation (11) for the final alternative, and thus we construct the composite marginal likelihood function using the marginal probability for each observation choosing the final alternative (note the independence in choice probabilities across observations in the final row of Equation 13).
The Pairwise Marginal Likelihood Inference Approach
The composite likelihood function of Equation (13) is still difficult to evaluate, especially for the Gaussian copula, which will entail the evaluation of (I -1) multidimensional integrals (the first being of 1 Q dimensions, the second being of 1 2 Q Q − dimensions, and so on). So, we further simplify the function in a second step to use a pairwise marginal likelihood estimation approach, which corresponds to a CML approach based on bivariate margins. In the process of doing so, we also introduce two weight terms 
The above function can be maximized to obtain estimates of the relevant parameters. The
, obtained by maximizing the function in Equation (16) with respect to the vector γ , is asymptotically normal distributed with asymptotic mean γ and variance matrix given by the inverse of Godambe's (1960) sandwich information matrix (see Zhao and Joe, 2005, and Bhat et al., 2010) . To conserve on space, we do not provide details in the current paper for the estimator of the variance matrix, but the procedure is essentially the same as that in Bhat (2011) . 
DATA SOURCES AND SAMPLE FORMATION
In the current study, we examine the out-of-home weekday activity participation of teenagers in social, physically inactive recreational, and physically active recreational activities. The analysis is undertaken at an episode level, with the dependent variable being the type of activity (from among social, physically inactive recreation, and physically active recreation) participated in during each out-of-home episode.
The Primary Data Source
The 
The Secondary Data Source
In addition to the BATS survey, several other secondary Geographic Information System (GIS) data layers of highways, local roadways, bicycle facilities, businesses, and land-use/demographics were used to obtain spatial variables and neighborhood physical environment variables characterizing the 3) Regional accessibility measures, which include Hansen-type (Fotheringham, 1983) natural recreational centers such as parks and gardens, and (e) restaurants and eat-out places.
Note that the 'presence of an activity center' was defined by a dummy variable, which takes the value of one if there exist at least one (relevant) activity center, and zero otherwise.
7)
Zonal transportation network measures, including highway and local roadway density (miles of highway facilities and local roadway facilities, respectively, per square mile), bikeway density (miles of bikeway facilities per square mile), street block density (number of blocks per square mile), and transit accessibility (number of zones connected by transit within 30 minutes).
8) Spatial dependence variables, characterizing the spatial dependence based on the residences of each pair of teenagers (these are the elements of the s qk vector in Equation (9) and Equation (10) of Section 2.1). These include (1) whether or not two teenagers reside in the same TAZ, (2) whether or not two teenagers reside in contiguous TAZs, (3) the boundary length of the shared border between the residence zones of two teenagers, and (4) several functional forms of the Euclidean distance ("crowfly" distance) between the residence TAZ activity centroids of the two teenagers, such as inverse of distance and square of inverse of distance. 
Sample Formation
The sample used for the current analysis is confined to a single weekday of 897 teenagers from 897 different households residing in nine Counties (Alameda, Contra Costa, San Francisco, San Mateo, Santa Clara, Solano, Napa, Sonoma, and Marin) of the San Francisco Bay Area. Since the empirical context of the paper is the social-recreational activity participation of teenagers, only individuals aged 13 to 19 years were considered in the analysis. Further, all activity episodes in which teenagers participated were classified by purpose, location (as out-of-home and in-home), and day of week, and only the weekday out-of-home social-recreational activity episodes were chosen for this study.
The recreational activity episodes were further classified into physically active or physically inactive episodes, based on the activity type classification and the type of participation location. 10 That is, an episode designated as "recreation" activity by a respondent and pursued at a fitness center (such as working out at the gym) or pursued outdoors (such as walking/running/bicycling around the neighborhood "without any specific destination") is labeled as physically active. On the other hand, an episode designated as "recreation" activity by a respondent and pursued at a movie theater is labeled as physically inactive. The distribution of the number of social/recreational activity episodes in the sample is as follows: (1) social (30%), (2) physically inactive recreation (44.3%), and (3) physically active recreation (25.7%).
EMPIRICAL ANALYSIS

Model Specification
The model specification included variables falling into one of three broad categories:
(1) Individual characteristics, including age, sex, race, driver's license holding, and physical disability status.
(2) Household characteristics, including number of adults, number of children, household composition and family structure, household income, dwelling type, whether the house is owned or rented, and parents' activity participation characteristics.
(3) Physical environment variables, including seasonal variables as well as the neighborhood physical environment variables related to the residential neighborhood of teenagers (as discussed in Section 3.2). A final summary statistic that may be of interest. The Euclidean distance (in miles) between the residence locations of teenagers varies from a minimum of 0.120 miles to a maximum of 151.46 miles with a mean value of 37.34 miles.
Model Selection
Three different nesting structure specifications of the three alternatives were considered to examine the possible presence of common unobserved effects in the utilities across alternatives for each teenager (for example, to test if a teenager who is more likely to participate in social activity episodes is also more likely to participate in physically inactive recreation episodes). These nesting structures considered in our specifications were either inconsistent with utility maximization or were not statistically superior to the simple multinomial logit model. Hence, we used the simple MNL model in the analysis. The optimal distance for selecting pairwise terms for inclusion in the composite likelihood was set based on minimizing the trace of the variance-covariance matrix of parameters. Specifically, we computed the trace of the variance matrix of parameters for various distance thresholds (that is, the threshold distance used to compute the qk ω terms in Equation (15) Among the three copula models (the FGM, the Gaussian, and the Generalized Gumbel), the Generalized Gumbel (GG) copula model (which we will refer to as the GGMNL model) turned out to be the preferred one based on Varin and Vidoni's (2005) composite likelihood information criterion. The implication in the current empirical context is that radially symmetric dependence patterns (such as those implied by the Gaussian and FGM copulas) may not be appropriate to capture spatial dependence in the types of activity episodes that teenagers participate in. Specifically, the dependence in unobserved components across teenagers in the propensity to participate in socialrecreational episodes is strong at the right tail, but not at the left tail. That is, teenagers in close proximity (in terms of residence) tend to have uniformly high activity levels (tighter clustering of data points at the high end of the social-recreational utility spectrum), but there is lesser clustering of teenagers in close residential proximity toward the low activity levels (the low end of the socialrecreational utility spectrum).
As we will show later in Section 4.4, the t-statistics on the heteroscedasticity and spatial dependence parameter estimates in the GGMNL model are highly statistically significant, indicating the statistically significant presence of heteroscedasticity and spatial effects. Furthermore, the results also show that the IHMNL and IMNL models provide less efficient estimates. In particular, the average of the trace of the covariance matrix of parameter estimates is 0.00136 for the GGMNL model, 0.00321 for the IHMNL model, and 0.00377 for the IMNL model, indicating the higher standard errors (by about 157%) from the IHMNL and IMNL models relative to the preferred GGMNL model. Overall, the recognition of spatial dependence (and heteroscedasticity) leads to substantially improved estimates of estimator efficiency. In fact, the results also indicate that the use of the IMNL model can potentially lead to inaccurate estimates regarding the effects of variables, as we discuss further in Section 4.5.
Estimation Results
To conserve on space, we only present the results for the best unordered response model (that is, GGMNL model). Table 2 presents the estimation results for this GGMNL model. The coefficients in the table provide the effects of variables on the latent propensity of teenagers to participate in social activities (first main column), physically inactive recreation activities (second main column), and physically active recreation activities (third main column). In instances where the coefficients on a variable for one or more alternatives are excluded, the omitted alternative category or categories form the base.
The coefficients on the alternative specific constants in Table 2 do not have substantive interpretations. They capture generic tendencies to participate in different activity alternatives as well as accommodate the range of continuous independent variables in the model.
Individual Characteristics
The effects of individual characteristics indicate that, among teenagers, females are less likely than males to participate in inactive and active recreation activities, and more likely than males to participate in social activities. Further, among recreational activities, the results show that females are particularly less likely to participate in physically active recreation compared to their male peers.
These results are consistent with several previous studies, including King et al., 2007 and Trolano et al., 2008 . For instance, King et al. (2007 found that girls are likely to participate more intensively, and have a higher enjoyment, in social and self-improvement activities, while boys are more likely to participate, and have a higher enjoyment, in physically active recreation activities. Of course, the reasons for such sex-related differences need to be studied in much more depth to understand the influence of environmental and societal expectations/norms on such stereotypical inclinations.
The race-related effects suggest that Hispanic teenagers are less predisposed (relative to their peers of Caucasian, African, Asian, and other racial descents) to engage in inactive recreation, while
Asian teenagers are more predisposed toward social activities. Part-time students have a higher propensity (relative to full-time students and non-students) to participate in recreational activities rather than social activities. However, the above race and part-time student effects should be viewed with some caution because of the relatively small sizes of these groups in the sample. Finally, the results indicate that teenagers with a driver's license are more likely to participate in social activities than in recreational activities. This is perhaps a reflection of the freedom to drive to social activity opportunities that may be far away from one's own residential neighborhood (such as a party at a friend's place who lives far away). However, we also noticed that this variable serves as a proxy for age-related effects (in fact, when we introduced a dummy variable for age greater than 16 years, the statistical significance of the driver's license coefficient dropped; however, because of multicollinearity problems, the age-related effect was not statistically significant). Earlier studies have also suggested that, as children get older, they gravitate more toward unstructured social activities rather than structured sports activities and unstructured free play (see Sallis et al., 2000, and .
Household Characteristics
The household-related variable effects show the higher propensity among teenagers living in nuclear family households (i.e., households with both parents living with the teenager) to participate in outof-home active and inactive recreational activities rather than social activities. This may be a reflection of the increased time availability of adults in nuclear family households to engage in joint recreational activities with children, though the result needs further exploration (for instance, the result may also be a reflection of teenagers with divorced parents spending time visiting the parent with whom they do not live, leading to the higher social activity participation and reduced recreation participation of such teenagers compared to teenagers in nuclear families).
The results corresponding to the household income variable point to the positive effect of higher socio-economic status on social and inactive recreational activity participation. This may be due to financial constraints in low income households, which hamper the ability to partake in social/inactive recreation (for example, going to the movies entails an admission fee). However, the results do suggest that income does not appear to be an economic factor in participation in active recreation. This is somewhat surprising, given that earlier transportation and public health studies (see Loukaitou-Sideris, 2004 and Day, 2006) have indicated that adults from low income households partake less in active recreation, both in terms of walking/bicycling around their neighborhoods (potentially because of poor non-motorized mode infrastructure and safety/security concerns) as well as in terms of physical activity at gyms and health clubs (potentially because of the financial cost).
Whether the difference in the finding in this paper and those of earlier papers is because of the segment of the population studied (teenagers as opposed to adults), or due to our focus on the San
Francisco Bay area with its relatively rich mixed land-use and non-motorized mode infrastructure (that may provide better opportunities for inexpensive active recreation opportunities such as walking and bicycling around the neighborhood), or some other factors is an issue that needs further exploration.
The effect of the number of motorized vehicles in Table 2 indicates a tendency of teenagers from households with several motorized vehicles to participate more in inactive recreation than in social or active recreation episodes. Finally, in the category of household variables, the physical activity levels of parents positively influences the physical activity levels of teenagers (for the purpose of this research, we designate a parent as participating in physically active recreation if the parent pursues one or more active recreation episodes on the survey day). As emphasized in the literature (see, for instance, see Davis et al., 2007 and Sener et al., 2010) , this is because teenagers (and children) explicitly model their parent's physical activity participation (or physically active lifestyle). Further, the joint recreational activity participation of parents and teenagers can significantly lead to an increased level of physical activity for both teenagers and their parents.
These results suggest the importance of family-oriented educational campaigns to increase awareness regarding the benefits of a physically active lifestyle. For instance, middle school and high schools may want to consider organizing information sessions on health and physical activity for parents of students in their schools, rather than confining health-related instruction to students.
Physical Environment Variables
The first variable among the physical environment variables corresponds to seasonal effects. As one would expect, teenagers are less likely to participate in physically active recreational pursuits during the winter months, presumably because the weather conditions may discourage outdoor physical activity during the cold winter months relative to the other times of the year (see also Tucker and Gilliland, 2007 and Sener et al., 2010 for a similar finding). 11 The lower physical activity participation of teenagers in active out-of-home activities during winter should be carefully examined by policy makers to increase (and balance) physical activity participation throughout the year. One possible consideration is to provide more indoor activity opportunity centers at affordable cost and close to residential neighborhoods.
The next set of variables highlights the importance of the residential location and built environment variables. Of course, the effects of this set of variables should be viewed with some caution since we have not considered potential residential self-selection effects. That is, it is possible that highly physically active families self-select themselves into zones with built environment measures that support their active lifestyles (see Guo, 2007, and Eluru, 2009 for methodologies to accommodate such self-selection effects). With that caveat, the results show that accessibility to schools has a significant and positive effect on recreational activity participation (both physically inactive and active). This is probably a reflection of the location flexibility motivating and increasing teenager's recreational activity participation. That is, teenagers going to schools within close proximity of their residences are less dependent on their parents (or on other adult household members) for transportation to/from schools, and can walk/bicycle to school for recreational activity participation. Also, as indicated recently by Paleti et al. (2011) children's activity-travel patterns is the role school plays as a significant location for out-of-home organized and recreation activity participation. Thus, it is not at all surprising that school accessibility has a strong positive influence on recreation activity participation. One should also note that school accessibility, while promoting the physically active/inactive recreational activity participation at school, can also lead to an increase in the physical activity levels of children due to active transportation (though this is not a subject of our study). Next, the presence of physical activity opportunity centers in a zone increases the active recreation among teenagers residing in the zone, suggesting the importance of providing more such centers in close proximity of residences and/or developing attractive, accessible and affordable physically active recreation programs at neighborhood youth community centers. Teenagers living in residential areas with a high bicycle facility density (as measured by miles of bicycle lanes per square mile in the residential TAZ) have a higher likelihood to partake in physically active recreation and social activities rather than physically inactive recreational activities, suggesting the potential benefits of dense, mixed land-use, walkable and bikeable neighborhoods for the promotion of socially vibrant and physically active life styles (see also Krizek et al., 2004, and Sener, 2009 ). The results also indicate the increased likelihood to participate in physically inactive recreation with good transit accessibility.
Finally, teenagers residing in dense and urban environments are more likely to engage in social activities, and less likely to pursue recreational activities, relative to teenagers in less dense and non-urban environments. This result needs to be explored and acted upon further, since a healthy balance in both social activity participation (to build identity and healthy relationships with peers) and physically active recreation (to enhance mental and physical state of the mind and body) is important for the development of teenagers.
Heteroscedasticity and Spatial Dependency
This section presents the parameter estimates characterizing heteroscedasticity and spatial dependence in the teenager's social-recreational activity participation model.
Heteroscedasticity
As discussed in Section 2.1, the model formulated in the current paper allows the incorporation of heteroscedasticity among individuals through the λ vector embedded in )
We examined the effect of several variables in the q w vector, and those that turned out to be statistically significant are presented in Table 2 under the label of "(Spatial) heteroscedasticity variables" corresponding to the λ vector. The results indicate a tighter variation (i.e., less spread) in the social-recreational activity propensity of teenagers in nuclear families relative to teenagers in other family types. This effect, in conjunction with the direct positive effect of nuclear families on recreational activity participation, suggests a uniformly higher propensity of teenagers in nuclear family households to participate in recreational activities. Further, the results also indicate a much tighter variation in the propensity of social-recreational activity participation on Fridays compared to other days of the week, and among teenagers residing in zones with out-of-home recreational activity centers relative to teenagers in zones with no out-of-home recreational activity centers.
Spatial Dependence Effects
As indicated in Section 4.2, the GGMNL model provided the best fit to capture spatial dependence The above discussion highlights that the spatial dependence effect is very highly statistically significant, and needs to be accommodated. The IMNL model completely ignores these spatial dependencies, while the proposed copula model (GGMNL) explicitly considers both spatial dependency and (spatial) heteroscedasticity. The result, as indicated earlier, is that the IMNL model provides less efficient estimates, which can have implications regarding inferences associated with the effects of variables. Further, as we discuss in the next section, the IMNL model also provides inconsistent elasticity effects.
Aggregate-Level Elasticity Effects
The parameters on the exogenous variables in Table 2 do not directly provide the magnitude of the effects of variables in the choice probabilities of each episode type. To address this issue, we compute the aggregate-level "elasticity effects" of variables.
To compute an aggregate-level "elasticity" of an ordinal exogenous variable (such as the number of household vehicles), we increase the value of the ordinal variable by 1 unit for each individual and obtain the relative change in expected aggregate shares. Thus, the "elasticities" for the ordinal exogenous variables can be viewed as the relative change in expected aggregate shares due to an increase of 1 unit in the ordinal variable across all individuals. To compute an aggregatelevel "elasticity" of a dummy exogenous variable (such as whether a teenager is female, is in a nuclear family, or is Asian), we change the value of the variable to one for the subsample of observations for which the variable takes a value of zero and to zero for the subsample of observations for which the variable takes a value of one. We then sum the shifts in expected aggregate shares in the two subsamples after reversing the sign of the shifts in the second subsample and compute an effective proportional change in expected aggregate shares in the entire sample due to a change in the dummy variable from 0 to 1. Finally, the aggregate-level "arc" elasticity effect of a continuous exogenous variable (such as bicycle facility density) is obtained by increasing the value of the corresponding variable by 10% for each individual in the sample, and computing a percentage change in the expected aggregate shares of each activity type. While the aggregate level elasticity effects are not strictly comparable across the three different types of independent variables (dummy, ordinal, and continuous), they do provide order of magnitude effects.
The elasticity effects by variable category for both the (aspatial) IMNL model and the proposed GGMNL model are presented in Table 3 . The results reveal that parent's physical activity participation constitutes the most important factor positively influencing teenagers' physical activity participation level. This result highlights the importance of increasing the awareness of the health benefits of active recreation among parents, which would have a direct influence on teenager's physical activity participation. In addition, being a part-time student is also found to have a substantial positive impact on teenagers' recreational activity participation levels (both physically active and physically inactive). This may be because part-time students, relative to their full-time peers, may have more time to spend in after-school activities (such as music courses, arts-crafts, or coached sports) pursued at (school-) clubs on weekdays. If so, the results suggest that an effective component of a successful PYD program, as discussed in Section 3.1., would be to provide more opportunities for teenagers to participate in flexible, yet organized, recreational activities to help them discover their talents, strengths and full potential. Of course, the findings and recommendations with regard to part-time students should be viewed with caution, given the small fraction of teenagers in the sample who are part-time students. Another important result from the table is the strong gender differences in different types of activity participation. Specifically, the results show that females are much more likely than males to participate in social activities, and much less likely to partake in active recreation activities. These gender stereotype differences require careful further examination. Furthermore, the results also indicate the lower likelihood of active recreation during the winter season compared to other seasons, perhaps emphasizing the importance of public health policies aimed at providing (more) indoor active recreation opportunities (although this lower winter season physical activity pattern may also simply be a reflection of the sluggish winter "mood" of individuals and/or related to the holiday period associated with the winter season). Again, the finding and recommendation regarding seasons should be viewed with some caution given the small sample size of households in the sample interviewed in the winter season.
There are also differences in the elasticity effects between the aspatial IMNL model and the spatial GGMNL model. This, in conjunction with the better data fit of the spatial model, points to the inconsistent elasticity effects from the IMNL model. For instance, while the IMNL model indicates a positive effect of being in a nuclear family on teenagers' active recreation activity, the GGMNL model indicates a mild negative effect on active recreation activity. There are also quite substantial differences in the effects of the physical environment variables between the aspatial and spatial models (see, for example, the differential effects of the "winter" dummy variable, the "presence of physically active recreation centers", the "logarithm of household population density in zone", and the "urban" residence variables). It is also important to note that the IMNL model fails to capture the impact of two of the variables (the "presence of out-of-home recreational activity centers" variable and the "Friday" dummy variable) on social-recreational activity participation, while these variables have relatively high effects in the GGMNL model, especially on the active recreation category. Overall, ignoring spatial effects, when present, and using the IMNL model, can lead to inconsistent parameter estimates, which may result in unreliable policy evaluations.
SUMMARY AND CONCLUSIONS
The current paper proposes an approach to accommodate flexible spatial dependency structures in discrete choice models in general, and in unordered multinomial choice models in particular.
Specifically, we combine a copula-based formulation for spatial dependence in an unordered multinomial response model with a pseudo-likelihood estimation technique based on a composite marginal likelihood (CML) inference approach. While the copula approach provides a flexible structure for incorporating spatial dependence (that do not impose any restrictive assumption on the dependency structure), the proposed CML estimation approach leads to a simple and practical approach, which is applicable to data sets of any size and does not require any simulation machinery.
The proposed copula-CML model is applied to examine teenagers' participation in socialrecreational activity purposes, a subject of considerable interest in the adolescence development, public health, and transportation fields. The data for the analysis is drawn from the 2000 San Francisco Bay Area Survey. A flexible spatial error dependence in participation propensities in the activity purposes is generated across teenagers based on the proximity of their residences. Such dependencies may be the result of unobserved residential urban form effects and/or diffusion and social interaction effects between proximally located teenagers, so that unobserved lifestyle perspectives (such as physically active lifestyle attitudes) that affect activity participation decisions become correlated. Several copula model forms were tested to capture the spatial error dependencies across teenagers during the empirical specification, from which the Generalized Gumbel (GG) copula formulation emerged as the best specification (that is, provided the best data fit). This implies that teenagers in close proximity (in terms of residence) tend to have uniformly high activity levels (tighter clustering of data points at the high end of the social-recreational utility spectrum), but there is lesser clustering of teenagers in close residential proximity toward the low activity levels (low end of the social-recreational utility spectrum). The variable effects indicate that parents' physical activity participation constitutes the most important factor influencing teenagers' physical activity participation levels, suggesting that one of the most effective ways to increase active recreation among teenagers would be to direct physical activity benefit-related information and education campaigns toward parents, perhaps at special physical education sessions at schools for parents of teenagers studying there. In addition, part-time student status, gender, and seasonal effects are also important determinants of teenagers' social-recreational activity participation. 
