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Abstract 
	
This descriptive correlation study sought to learn the relationships, if any, between a 
person’s concern for privacy and their acceptance of technology, in conjunction with the 
control factors of the Big Five personality factors. The study employed a modified Concern 
for Information Privacy (CFIP) scale and a modified Technology Acceptance Model (TAM) 
approach in conjunction with the Big Five personality factors using a 51-question survey. 
 The study surveyed students at Eastern Michigan University in Ypsilanti, Michigan, 
who were enrolled in the College of Technology. The results indicated that there was a 
significant positive relationship between the CFIP and the TAM. The research further 
indicated that certain demographic factors such as gender, undergraduate versus graduate 
student status, and classification did not have any significant relationship with respect to the 
CFIP and the TAM. Other demographics, such as age, also failed to demonstrate a strong 
relationship; however, it did suggest that age was possibly negatively correlated with the 
CFIP, but the significance was (p = .053) for that negative relationship. Additionally, the Big 
Five personality factors as control factors only had a limited effect, with openness to 
experience and extroversion showing some slight positive effect with respect to the CFIP and 
the TAM relationships. 
 The findings and results of this research allow for a better understanding about who is 
or is not concerned with personal privacy issues and allows for possible alternate methods of 
identifying those with the least concern for privacy in terms of their acceptance of 
technology. 
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Chapter I: Introduction 
  Some claim that we no longer have any privacy and that our personal privacy is dead 
(Rambam, 2008). However, when computer technology was in its infancy, at least as 
compared to today with what computers can do and the role they play in our lives, privacy 
was always an issue. The privacy concerns and claims being made today have existed for 
some time. Sun Microsystems chief executive Scott McNealy is famous for his 1999 quote: 
“You have zero privacy anyway. Get over it” (Popkin, 2010, p. 1). And, not to be outdone, 
ten years later in 2009, Google chief executive Eric Schmidt stated in a CNBC interview, 
“[i]f you have something that you don’t want anyone to know, maybe you shouldn’t be doing 
it in the first place” (Popkin, 2010, p. 1). This notion that privacy is dead is, again, hardly 
new. In the 1960s, some said mainframe computers made privacy dead, and articles in Time 
magazine in 1997 and again in 2013 made the same point: privacy is dead (Amerding, 2016). 
As the president and CEO of the International Association of Privacy Professionals (IAPP), 
J. Trevor Hughes, has noted, privacy is not dead but rather is subject to a longstanding 
process where the boundaries are renegotiated by society (Amerding, 2016). 
 The idea that there is a diminishing expectation of privacy in current society is one 
that has some supporters. Are they right? Do we really perceive that we have less privacy 
now than in the past? And finally, how do our concerns about privacy relate to our 
acceptance of technology? What other factors may also have an effect on this? 
 College students, who are adept at using the Internet and technology, may be 
especially susceptible and lax when it comes to their own privacy, even when they may have 
concerns about privacy. With new tools available on the Internet such as social networking, 
including Facebook™, Twitter™, Instagram™, and Snapchat™, people are making personal 
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information available, information that may later surface and cause them harm. That harm 
can take the form of identity theft, loss of employment opportunities, negative effects on 
relationships, or personal embarrassment, just to name a few. With college students being 
perhaps especially susceptible, they are an ideal group to study their concerns about privacy 
and how that relates to their acceptance of technology. 
Statement of the Problem 
 The acceptance of technology contrasted against concerns about privacy among 
college students in a technology program is not known. This lack of understanding is a 
problem since people may not have all the information necessary to properly manage and 
protect their privacy, perhaps in part due to their own acceptance of technology. 
Additionally, there is a lack of research in understanding the relationship that 
acceptance of technology has with privacy concerns. If that relationship were better 
understood, the importance of privacy issues might be able to better protected, with being 
better able to identify who may need information or training on why privacy matters.  
Objective of the Research (Purpose of the Study) 
 The purpose of this research is to determine and measure the understanding and 
concerns related to privacy of students who are enrolled in the College of Technology at 
Eastern Michigan University and, more specifically, how their concerns relate to their 
acceptance of technology, with the use of the Big Five personality factors as a control factor.   
Research Questions 
 Research Question #1: What is the relationship between a person’s concern for 
privacy and their acceptance of technology? 
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 Research Question #2: What is the relationship between a person’s concern for 
privacy and their gender? 
 Research Question #3: What is the relationship between a person’s acceptance of 
technology and their gender? 
 Research Question #4: What is the relationship between a person’s age and their 
concern for privacy? 
 Research Question #5: What is the relationship between a person’s age and their 
acceptance of technology? 
 Research Question #6: What is the relationship between the level of education (the 
degree they are working on) and a person’s concern for privacy? 
 Research Question #7: What is the relationship between the level of education (the 
degree they are working on) and a person’s acceptance of technology? 
 Research Question #8: What is the relationship between the program of study and 
their concern for privacy? 
 Research Question #9: What is the relationship between the program of study and 
their acceptance of technology?  
 Research Question #10: What is the relationship, while controlling for the openness 
to experience personality factor, between the concern for privacy and acceptance of 
technology? 
 Research Question #11: What is the relationship, while controlling for the 
extraversion personality factor, between the concern for privacy and acceptance of 
technology? 
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 Research Question #12: What is the relationship, while controlling for the 
agreeableness personality factor, between the concern for privacy and acceptance of 
technology? 
 Research Question #13: What is the relationship, while controlling for the 
neuroticism personality factor, between the concern for privacy and acceptance of 
technology? 
 Research Question #14: What is the relationship, while controlling for the 
conscientiousness personality factor, between the concern for privacy and acceptance of 
technology? 
Justification and Significance 
 This research is important as it will provide an improved understanding of the 
personal privacy beliefs of the target audience and also allow for a deeper understanding of 
how those beliefs correlate to the acceptance of technology. Knowing how, if at all, attitudes 
and beliefs correlate with one’s acceptance of technology may better help those who educate 
users of technology about the dangers of personal privacy breaches and related concerns. 
Statement of Research Questions 
 The general nature of the questions focused on those areas related to one’s concern 
for privacy from an adaptation of the Concern for Information Privacy (CFIP) scale, as 
related to their acceptance of technology, from an adaptation of the Technology Acceptance 
Model (TAM). Additionally, the Big Five personality factors were used as a control factor in 
this descriptive study of college students at one particular institution, Eastern Michigan 
University. The goal of the research is to determine what, if any, correlations exist between 
one’s concern for information privacy and their acceptance of technology.   This proposal 
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was approved by the dissertation committee (See Appendix A), and approval was granted to 
conduct a survey on human subjects (See Appendix B). 
Limitations, Delimitations, and Assumptions 
 This study will be limited to students from one particular educational institution, 
Eastern Michigan University (EMU), enrolled in a program of study within the College of 
Technology. Although the results of this study may be applicable to a wider group of people, 
the study itself only involves students, both undergraduate and graduate, from EMU. Since 
this study does use people from a limited population, the results may be skewed in favor of 
the traits and attributes of a technology student and not necessarily applicable to the 
population as a whole. 
 It was assumed that the participants in this study were truthful in their responses, that 
they understood the exercise and questions being posed to them, and that they understood the 
English language well enough to read and understand the questions being posed to them.  
 This study made use of the Concern for Information Privacy (CFIP) scale and the 
Technology Acceptance Model (TAM), both of which have been validated and studied for 
many years by a wide range of researchers, as well as the well-accepted Big Five personality 
factors as control factors. It is assumed that each instrument does in fact measure what it 
intends to measure, as each has been widely validated and used over many years. 
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Chapter II: Review of the Literature 
Purpose of Chapter 
 This section will review the literature surrounding privacy and give some context to 
what privacy is and how this concept touches all members of society in their lives. More 
specifically, the following areas will be addressed: 
1) a definition of privacy; 
2) the importance of privacy; 
3) the benefits of privacy; 
4) the legal implications of privacy, including court decisions and statutes; 
5) a description of privacy concerns; 
6) appropriate measurement techniques of privacy; 
7) a description of technology acceptance; 
8) how to measure technology acceptance; 
9) a description of the Big Five personality factors; and 
10)  how to measure the Big Five personality factors. 
Privacy 
Privacy is an elusive and difficult concept to define. It means different things to 
different people, and the breadth and scope of what it can encompass can be quite large, not 
to mention the context in which the concept is being discussed.  
Magi (2011) reported that a WorldCat database search of the descriptor “privacy” 
came back with over 15,000 books, and books themselves are only a small part of the 
available literature on this topic. Indeed, the term “privacy” does not have a single definition 
(Magi, 2011). 
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 According to Kemp (2007), “Privacy is a difficult notion to define” (p. 58). However, 
because people define the word in varying ways, one starting point to clarify the term is with 
a dictionary definition. For example, Merriam Webster defines privacy as “the state of being 
alone,” “away from other people,” and “away from public attention” (Merriam-Webster 
Dictionary, 2016). Similarly, the Oxford Dictionary describes privacy as “being free from 
being observed or disturbed by other people,” as well as “away from public attention” 
(Oxford Dictionary, 2016). Interestingly, both definitions describe being away from others 
and out of the public realm. These dictionary definitions are very common interpretations of 
the word and suggest the word privacy has a strong physical space aspect of being alone or in 
the presence of others (Kustron, 2015).   
According to Solove (2008), “Privacy, however, is a concept in disarray. Nobody can 
articulate what it means” (p. 1). Although privacy does not have a single definition, some 
definitional aspects of privacy have emerged over the years, including many that are legal in 
nature. In 1890, in the Harvard Law Review, Samuel Warren and Louis Brandeis noted that 
the law recognized a right to privacy and defined it as the right “to be let alone” (as cited in 
Magi, 2011; see also Rauhofer, 2008). Seventy years later, in the California Law Review, 
Prosser (1960) wrote an article where he identified four torts (i.e., civil wrongs) related to 
privacy or, as he termed it, the right to be let alone: (a) intrusion upon a person’s seclusion, 
solitude, or private affairs; (b) public disclosure of embarrassing facts; (c) publicity that 
places a person in a false light; and (d) appropriation of a person’s name or likeness for the 
advantage of another (as cited in Magi, 2011). A tort, in the legal sense, is a recognized cause 
of action where someone has the legal right to bring a suit against another.   
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Legal scholars have expanded the range of definitions and categories that society now 
recognizes as relevant into six general types of privacy definitions. Those are (a) the right to 
be left alone; (b) the ability to limit access to the self by others; (c) secrecy or concealment of 
certain matters; (d) the ability to control information about oneself; (e) the protection of one’s 
personhood, individuality, and dignity; and (f) control over one’s intimate relationships or 
aspects of life (Magi, 2011). 
 With the advent of the Internet of Things (IoT), new privacy concerns have emerged. 
These devices and the IoT, “refers to the connection of everyday objects (e.g, TVs, 
appliances, and exercise equipment) to the Internet. It enables the real-time monitoring and 
vast collection of data about property, people, plants and animals” (Maras, 2015, p. 99). The 
various devices that are now connected to the Internet and part of the IoT “enable the storage, 
analysis, monitoring, and sharing of vast quantities of data with other networked devices,” 
and the privacy of users “is threatened because of their limited control and choice over the 
collection, retention, and distribution of their data” (Maras, 2015, p. 99). With so many 
devices connected, the number of access points to an online home, office, or user increases 
exponentially. These devices can often collect vast amounts of data about individuals, and 
when they are not properly secured, which is often the case, the risks of having a substantial 
privacy breach are significant. Additionally, there currently is an inadequate legal framework 
to mitigate existing IoT vulnerabilities (Maras, 2015). 
 When discussing privacy, there is a need to explore its importance. Amongst 
librarians, the issue of privacy has been important for quite some time, as evidenced by the 
American Library Association’s (ALA) adoption of a code of ethics as early as 1939 (Magi, 
2011). Retaining privacy “enables library users to pursue any topic or question of interest and 
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to read and view information without fearing judgment, surveillance, punishment, or 
ostracism” (Magi, 2011, p. 187). Within the library context, many people have cautioned that 
a lack of privacy, when library users feel they are being watched, can have a chilling effect 
on those people accessing and reading library materials and can lead to self-censorship 
(Magi, 2011). In his article, “A Taxonomy of Privacy,” Daniel Solove (2006) classified and 
organized the negative issues associated with privacy or a lack thereof: (a) information 
collection, including surveillance and interrogation; (b) information processing, including 
aggregation, identification, insecurity, secondary use and exclusion; (c) information 
dissemination, including breach of confidentiality, disclosure, exposure, increased 
accessibility, blackmail, appropriation and distortion; and (d) invasion, including intrusion, 
and decisional interference (as cited in Magi, 2011). Indeed, the issue of privacy erosion is 
not always dramatic or acute but rather creeps up on members of society: “In many instances, 
privacy is threatened not by singular egregious acts but by a slow series of relatively minor 
acts, which gradually begin to add up” (Solove, 2007, p. 769). This slow erosion of privacy 
also seems to be a global issue and was noted by one author as occurring in the United 
Kingdom without anyone noticing (Hencke, 2011). 
 Privacy is important for other reasons as well. It has been learned that it is unhealthy 
to have a lack of privacy. Research has determined that employees who are under regular 
surveillance with a computer (monitoring of their e-mails, web surfing, etc.) or similar type 
of workplace surveillance tend to have health problems (Dossey, 2003). These employees, 
compared to those who are not monitored, have increased levels of depression, tension, and 
anxiety. They also tend to have decreased levels of productivity (Dossey, 2003). Monitored 
employees, not knowing exactly when they are being specifically monitored, tend to be less 
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spontaneous and more guarded. This leads to increased formality in their communications, 
including e-mail, which can then be less efficient (Dossey, 2003). 
 Privacy can provide many benefits. Those benefits can be categorized into three 
broad areas: (a) benefits to the individual; (b) benefits to personal relationships; and (c) 
benefits to society (Magi, 2011). In these broad categories, Magi (2011) identified fourteen 
different, specific reasons why privacy matters. Inside the category of individual benefits, 
concepts such as preventing an overreach into our social interactions and providing a chance 
to relax and concentrate are included. The idea of having some solitude can allow for 
relaxation, concentration, and freedom from inhibition (Magi, 2011). Other ideas that appear 
within the list of fourteen include freedom of choice: the idea that if people do not have 
privacy with regard to any of their actions or decisions, if these actions or decisions are all 
recorded against them by name forever, they begin to lose the ability to make free choices. In 
other words, an individual’s private life really becomes a public spectacle, and people take on 
a life of celebrity (Magi, 2011). Magi’s complete list of all fourteen reasons is below: 
Benefits to the individual: 
1) Privacy protects from overreach of social interactions and provides opportunity 
for relaxation and concentration. 
2) Privacy affirms self-ownership and the ability to be a moral agent. 
3) Privacy prevents intrinsic loss of freedom of choice. 
4) Privacy allows freedom from self-censorship and anticipatory conformity and 
allows people to explore their “rough draft” ideas. 
5) Privacy helps prevent sorting of people into categories that can lead to lost 
opportunities and deeper inequalities.  
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6) Privacy prevents being misjudged out of context. 
7) Privacy provides a physical space in which an individual can control the artifacts 
that support the narrative of her/his life. 
8) Privacy preserves the chance to make a fresh start. 
Benefits to personal relationships: 
9) Privacy allows individuals to be authentic and to play appropriate roles in various 
contexts. 
10) Privacy supports intimacy and the building of relationships. 
Benefits to society: 
11) Privacy supports the common good. 
12) Privacy protects from power the imbalance between individuals and 
government/organizations. 
13) Privacy supports democracy, political activity, and service. 
14) Privacy provides space in society for disagreement. 
(Magi, 2011) 
Privacy also allows people the ability to achieve “individual goals of self-realization” 
(Solove, 2008, p. 79). It is “valuable because it is a means to lessening the personal tensions 
which are built into the conduct of social relations” (Solove, 2008, p. 79). 
Another concept identified in the list of fourteen is the notion that privacy prevents 
the sorting of people in society into categories, which are sometimes incomplete, without 
context, or just wrong. This sorting can lead to “lost opportunities, deeper inequalities, 
destabilized political action, and victimization by error, oversimplification, and 
decontextualization” (Magi, 2011, p. 195). With the use of very powerful and sophisticated 
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computers and the push to always cut costs, this sorting of data takes on a life of its own. 
 Along these same lines, Oscar Gandy notes that this type of information could be 
used to predict future behavior of a person, not based on their actual behavior but on 
computer-identified traits, characteristics, and other pieces of data, whether correct, incorrect, 
complete or incomplete (Gandy, 1993). This sort of behavior prediction may remind some of 
the 2002 movie titled The Minority Report, based on a 1956 book with the same title, where a 
person’s future criminal behavior was predicted by three mutants, connected in a computer 
type of device, and pre-emptive action was taken based upon the predictions. The only 
problem was that this mutant/computer arrangement was often incorrect. This analogy has 
not gone unnoticed by other authors as well, with at least one other scholar also making the 
connection between this topic and the movie (Rauhofer, 2008). Judith Rauhofer (2008) did 
take note of some problems with this crime prediction technique and the vast databases of 
private information available to the government. The first is the obvious: it is wrong, perhaps 
even oftentimes. More disturbing is that such an approach of placing people into “suspected 
categories” in advance of any criminal activity may cause large groups of people to 
disassociate themselves from society, from values, and from accepted methods of protest and 
turn to less accepted methods leading to complete alienation (Rauhofer, 2008). 
 Other concepts identified in the list of fourteen include the privacy benefits of not 
being misjudged out of context; for example, if you were once diagnosed with an 
embarrassing disease, people may assume certain things about you if that information were 
not private (Magi, 2011). For example, if a divorce annulment was based on a claim that the 
husband gave the wife herpes, that public record could be quite embarrassing. Along those 
same lines, privacy can support the common good as well, where people may not be inclined 
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to see a health professional for certain diseases where there are no assurances of privacy 
(Magi, 2011). Healthcare professionals need to adapt to the changing world of technology 
while still respecting patient privacy and protecting confidential information (Carter-
Langford, 2010). In response to patient privacy concerns, Congress enacted the Health 
Insurance Portability and Accountability Act (HIPAA), primarily codified at Title 42 USC § 
300gg and 29 USC § 1181 et seq., and 42 USC 1320d et seq., Title 45 of the Code of Federal 
Regulations (CFR) in §146, 160, 162 and 164. This provides that certain covered entities, 
such as doctors, nurses, pharmacies, health insurance companies, and other licensed 
healthcare providers, must maintain certain confidentiality over personally identifiable health 
records and information to third parties. 
 Privacy can also restore some balance of power between the government and the 
people. Where there is no or little privacy, the government or those with other power in 
society tend to use information and surveillance in a way to benefit them. Gillom (2001) 
noted that “the government’s proudest surveillance programs are aimed at finding fraud 
rather than in finding hungry children, needy families, or unmet health need[s]” (as cited in 
Magi, 2011, p. 204). 
 This government surveillance can take many forms, including the use of cameras in 
public areas, and is not limited to just the United States. For example, as of 2011, the City of 
Chicago has 15,000 cameras, and in London there are 500,000 cameras (Eriksson, 2011). The 
idea that people have complete privacy in Britain, at least according to one author, is a 
dangerous myth, and privacy in Britain has been abolished (Hencke, 2011). The illusion of 
being able to create a risk-free society, of being able to prevent and stop the next terrorist 
plane crash, has led to a greater acceptance of governmental and private intrusion into our 
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privacy (Rauhofer, 2008). The research is clear that extensive invasions of privacy, a great 
number of public closed circuit television cameras, and similar intrusions have little if any 
effect on preventing crime (Rauhofer, 2008). These tools, however, have been shown to be 
successful, in some cases, for solving the crime after the fact (Rauhofer, 2008). 
 Many people, especially young people, in today’s world sometimes operate in a 
manner that could suggest that privacy is not important; while at the same time, powerful 
people from the corporate world are claiming that privacy is dead (Magi, 2011). Some refer 
to our privacy as being, if not dead, then on life support (Meeks, 1999). Although many 
people today share more of their information, especially the younger demographic of 
workers, and there is a decrease in the anonymity of publicly available information on the 
Internet, privacy is still important, especially in certain areas, such as confidential medical 
information (Carter-Langford, 2010). 
 One of the methods of communication that so many rely upon is e-mail, and many 
treat it as secure. However, what many people don’t think about is who may later, even years 
later, see that e-mail or how might that disclosure happen. Emails sent to a government 
agency, even if forwarded by someone else after it is sent to them, are generally public record 
and available for public consumption and inspection via FOIA (the Freedom of Information 
Act; Meeks, 1999.) E-mails that are sent to or from a company computer are normally 
subject to inspection by that employer, anytime they like (Meeks, 1999). How many people 
think about that when they e-mail a friend using their work account? 
 Some do propose that we should not resist the erosion of privacy but rather embrace 
it, since embracing this erosion may lead to more acceptable social behavior.  However, 
types of personal privacy that deal with our medical records, location privacy, and other very 
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private matters may not be something that we want disclosed (Eriksson, 2011). One author 
suggests that we should make public facts such as whether you’re “an alcoholic, a neat freak, 
in debt to your ears, battling hair loss, having an affair with the neighbor’s wife, or 
something equally shocking…” (Eriksson, 2011, p. 82). Despite this proposition, it would 
seem that most agree that there is a need for privacy, even in social media, and although it 
may change form, we are not likely to abandon either privacy or tools such as social media 
(Boyd, 2010). Within the medical field, one theme is repeated over and over again: 
“Research and market experience tell us that privacy remains a core value and a vital right” 
(Carter-Langford, 2010, p. 54). 
 Privacy can be infringed in many of the ways already discussed. However, more 
recently, attention has been drawn to secret government infringement by the National 
Security Agency-(NSA). “Most people have never heard of the NSA. It is a secretive agency 
created in 1952 by President Truman to decipher encrypted foreign communications” 
(Solove, 2008, p. 81). Nicknamed Crypto City, it is located in Maryland, with its own special 
exit off the expressway limited to its own personnel (Solove, 2011). It has also recently come 
to light that the NSA apparently has obtained citizen phone records from many of the major 
cellular phone companies (Solove, 2011).  These records appear to have been obtained 
without a warrant; however, no one seems to know for sure since the details have been kept 
secret; “Although many of the NSA’s activities still remain shrouded in secrecy, the short of 
it is that the NSA was engaging in extensive surveillance and scooping up enormous 
quantities of data—all with hardly any judicial oversight” (Solove, 2011, p. 82). More 
recently, the NSA has been accused of intercepting the cell phone communications of an ally 
of the United States, German Chancellor Angela Merkel. The scope and breadth of the NSA 
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surveillance seems to be widespread as more and more news reports come out and leaks from 
people such as Edward Snowden reveal more details. In fact, in November 2015, the NSA 
announced that it would stop bulk collection of telephone metadata (Treyz, 2015).  
In looking at the various amendments noted to be applicable to privacy-based 
interests, it is interesting and important to see that there is no express right to privacy 
specifically listed in the United States Constitution. However, many of the privacy rights that 
do exist are derived or implied from the language of various amendments, and each can be 
briefly summarized as follows: 
First Amendment: Protects against Congress making any law with respect to the 
establishment of religion or any law prohibiting the free exercise thereof; protections against 
an abridgment of the freedom of speech or the press; protections for the right of the people to 
peaceably assemble and petition the government for a redress of grievances. 
Third Amendment: Protects against the Federal Government quartering a soldier in 
any house in a time of peace, without the consent of the owner, nor in a time of war except in 
a manner prescribed by law. 
Fourth Amendment: Protects the people against the Federal Government and states 
that the “right of the people to be secure in their persons, houses, papers, and effects, against 
unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but 
upon probable cause, supported by Oath or affirmation, and particularly describing the place 
to be searched, and the persons or things to be seized.” 
Fifth Amendment: Protects the people from the Federal Government from a number 
of items, the most applicable to this discussion being the protection from being “compelled in 
any criminal case to be a witness against himself, nor be deprived of life, liberty, or property, 
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without due process of law; nor shall private property be taken for public use, without just 
compensation.” 
Ninth Amendment: “The enumeration of the Constitution, of certain rights, shall not 
be construed to deny or disparage others retained by the people.”   
Fourteenth Amendment: This Amendment has several provisions, the most relevant 
of which, for the privacy discussion, revolve around the Due Process Clause and the use of 
this Amendment to incorporate many of the Bill of Rights to the States. 
Most or all of the provisions of the First, Fourth, and Fifth Amendments have been 
specifically incorporated to the states through the Fourteenth Amendment on a case-by-case 
basis. Notably, the Third Amendment has not been before the Court and has not been 
incorporated to the states, while the Ninth Amendment is viewed less as a provision on its 
own providing independent additional protections and more as one to reduce expansion of 
federal power and to be read in relation to the Fourteenth Amendment (Marceau, 1973).  
The United States Supreme Court had recognized an individual, personal right to 
privacy under the Fourth Amendment of the U.S. Constitution in 1967, when it decided Katz 
v United States, 389 U.S. 347 (1967). Prior to Katz, the Supreme Court had generally looked 
at Fourth Amendment rights with respect to a place or location and not necessarily from the 
reasonable expectation of privacy of the individual person (Olmstead v United States, 227 
U.S. 438, 1928). Under Katz, the Court looks at whether the person has a subjective 
expectation of privacy that society is prepared to recognize as reasonable. This individual 
perspective of privacy, under the Fourth Amendment to the United States Constitution, has 
been with the United States ever since. This is an important concept to keep in mind: the 
standard for Fourth Amendment protection from a governmental search requires, inter alia, 
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an objective expectation of privacy that society holds as reasonable. If people in society now 
say and agree that they do not have any reasonable expectations with respect to their privacy, 
then this poses an interesting logical extension of that statement: Without any reasonable 
expectations of privacy, do we have any Fourth Amendment protections from the 
government?  
Although the Fourth Amendment to the U.S. Constitution is often cited with regard to 
privacy arguments against the government, it is not the only argument that has been 
advanced. Under the Fourteenth Amendment due process clause, the U.S. Supreme Court, in 
Roe v Wade, 410 U.S. 113 (1973), held that the due process clause includes the right of a 
woman to determine whether or not to bear her child or terminate the pregnancy with an 
abortion. Prior to Roe, the Court held in Griswold v Connecticut, 381 U.S. 479 (1965) that 
the Constitution protects the right of marital privacy against state restrictions on a couple’s 
ability to be counseled in the use of contraceptives. Although the word privacy is not found 
in the Constitution, the various protections found in the Bill of Rights create penumbras, or 
zones, that establish this right to privacy. The Court noted in Griswold that when taken 
together, the First, Third, Fourth, and Ninth Amendments do create this right to privacy in 
marital relations. Since the Connecticut statute conflicted with the exercise of this privacy 
right, it was declared null and void. The Fifth Amendment also has ties to privacy, in that it 
protects against self-incrimination in a criminal case, although the right is generally limited 
to testimonial based incriminating statements. The Fourteenth Amendment’s Due Process 
Clause has been held to protect the intimate sexual conduct of two gay men, in Lawrence v 
Texas, 539 U.S. 558 (2003). In Lawrence, it was the Due Process Clause that protected this 
private conduct inside their home, in the exercise of their liberty.  
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Other cases have discussed privacy rights, including many other early cases. In Meyer 
v Nebraska, 262 U.S. 390 (1923), the Court broadly defined the word liberty in the 
Fourteenth Amendment to include a right to privacy as it related to a parental choice 
regarding educating their children. This case related to the trial, prosecution, and conviction 
of a teacher for instructing a 10-year-old child how to speak the German language, in 
contradiction to a state law. Because the child being taught the German language had not yet 
passed the eighth grade, this violated the statute. The Court struck down this prohibition as 
being unconstitutional.  
 More recently, the Supreme Court held that government use of global positioning 
systems (GPS) devices on a criminal suspects vehicle is a search and requires a search 
warrant (See United States v Jones, 132 S.Ct. 945 (2012). What is perhaps most unique about 
Jones, however, is how the case has breathed life back into the notion of physical trespass 
privacy rights under the Fourth Amendment, a legal theory that originally came about from 
Olmstead v United States, 227 U.S. 438 (1928) and was thought by most to have been 
overruled completely by Katz (Kemp, 2007). Now with Jones we have privacy rights under 
the Fourth Amendment, both under a physical trespass to chattels (personal property) theory 
for areas specified in the Fourth Amendment as well as our personal privacy rights under 
Katz, thereby expanding our notion of privacy and protection, at least as it relates to the 
Fourth Amendment. In other words, we still have the reasonable expectation of privacy test 
under Katz, as well as privacy rights granted under Jones against physical trespass to those 
areas protected and specified in the Fourth Amendment (persons, houses, papers, and 
effects). In Jones, the Court did not do a traditional Katz reasonable expectation of privacy 
analysis when making its decision but rather held that the intrusion was an unconstitutional 
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physical trespass by the government when they physically placed a tracker on the “effect(s)” 
of Mr. Jones, that being the car he was driving (his girlfriend’s car). It was that physical 
intrusion and trespass that necessitated a search warrant. 
 The United States Supreme Court took an opportunity to extend the new holding in 
Jones in 2013 when it decided the case of Florida v Jardines, 569 U.S. 1 (2013). In Jardines, 
the police had received an anonymous, unsubstantiated tip about illegal activity occurring at 
a particular residence. The police responded to that location, in order to do a “knock and 
talk.” This is a procedure whereby the police are permitted to make a consensual encounter 
with a person, typically at their home, and engage them in conversation in a voluntary 
manner. In this case, the police did respond to the residence, and with them they brought 
their police canine dog. The canine dog was trained in, among other things, the detection of 
illegal drugs. When the police were at the front door and knocked, they received no answer. 
However, the police dog was also there and had indicated to its police handler that there was 
the presence of illegal drug odor coming from inside the residence via the front door. Based 
on this, the police were able to obtain a search warrant and came back to the home to make 
the search for illegal drugs, which they did find inside the house. The defendant in this case 
challenged the use of this police canine within the curtilage of his home (at his front door). 
The United States Supreme Court took note of the fact that the police were lawfully engaged 
in the investigation of the anonymous tip they received when they went to the front door of 
the house, and the Court affirmed once again that the police, just like anyone else, can walk 
up to the front door of a house, knock or ring to door bell, wait a brief period of time for a 
response, and then depart if no response is received. However, in this case the police also 
brought with them a highly trained police canine. Ultimately, the Court held, under these 
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facts, that it was a violation of the Fourth Amendment to bring the police canine into the 
curtilage of the home, including to the front door of a residence. The Court noted that people 
do expect, and perhaps even implicitly consent to, all people, police included, coming to their 
front doors for a variety of purposes. Those may include the delivery of packages, door-to-
door salespersons, religious groups spreading their messages, or even the police who wish to 
attempt to engage you in a consensual encounter procedure such as a “knock and talk.” 
However, that consent or level of expectation that we give to others for this purpose is quite 
limited in scope and duration. People do not consent to nor expect, for example, that the 
person coming to the door will also bring a shovel and dig up their front yard, or stay at the 
door for an extended period of time, or bring with them highly specialized pieces of 
technology to scan or analyze their residence, such as thermal cameras or trained police 
canine dogs. Therefore, the Court in Jardines held that the use of the police dog in this 
manner under these facts was a violation of the Fourth Amendment, that it violated the 
holding in Jones, and that the police physically trespassed into the curtilage of the residence 
with the police canine dog. This is yet another example of where the law in the United States 
is, at least in some contexts, providing ever-greater protections to its citizens at a time when 
the existence of privacy is otherwise being questioned. 
 However, such a viewpoint of privacy is not universal outside of the United States. In 
the United Kingdom, for example, it was not until post-1991 that some limited individual 
right to privacy (in tort law) was recognized, and then only in a limited manner due to 
specific legislation (Rauhofer, 2008). 
 Despite the fact that some do say that our privacy is dead or greatly diminished, 
legislation may suggest otherwise. For example, in Michigan the Mich. Comp. Laws § 
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27.271, et seq. (2012), known as the Internet Privacy Protection Act, contains a general 
prohibition against educational institutions and employers from asking students, applicants, 
or employees for their usernames or passwords, or to require the student or employee to 
allow the observation of their social media and related sites. Prior to this legislation passing, 
there was nothing prohibiting an employer from demanding usernames and passwords, and it 
was not uncommon for some employers to ask applicants or current employees for their 
usernames and passwords, to see if there was anything objectionable in their social media. 
This legislation does not, however, restrict the ability of an employer from viewing public 
domain material or from investigating specific allegations of misconduct.  
Although there have been some court decisions, as noted, that help to protect privacy, 
it is no secret that most governmental intrusions are typically upheld when challenged in 
court. The importance of the Fourth Amendment to Americans and all of the amendments 
that have implied privacy protections should be obvious; regrettably, that is not always the 
case. For those who do not care about privacy or believe that the government should have 
more intrusive powers, one author put the issue quite well when he said: 
“If you really want privacy,” some argue, “just keep your data to yourself.”  
So, don’t use a credit card. Don’t have cable. Don’t use the Internet. Don’t use 
the phone. Don’t have a bank account. Don’t have insurance. Don’t go to the 
hospital. Don’t have a job. Don’t rent an apartment. Don’t subscribe to any 
magazines or newspapers. Don’t do anything that creates a record. In other 
words, go live as a hermit in a cabin on a mountaintop. That’s where the 
Fourth Amendment still protects you. (Solove, 2011, p. 110) 
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 Whether privacy is dead is really in the eye of the beholder and depends on whom 
you ask. While there are many opinions regarding privacy, there is a need for research and 
inquiry to go beyond the opinions. With college students being perhaps particularly 
susceptible to privacy intrusions due to their heightened use of the Internet, social media, and 
other related tools, they are an ideal group to study. These people are, as a group, more apt to 
use technology than the population at large and are more likely to share, either intentionally 
or inadvertently, certain aspects of their privacy. 
Concern for Information Privacy (CFIP) 
On the issue of privacy and measuring privacy, researchers Smith, Milberg, and 
Burke (1996), developed the Concern for Information Privacy scale, or CFIP. It is a 15-
question survey that has been in use since its inception in 1996 to measure privacy concerns 
by individuals. This construct has been validated by Smith as well as other researchers 
(Stewart & Segars, 2002). The CFIP “measures the primary dimensions of individuals’ 
concerns about organizational informational privacy practices” (Stewart & Segars, 2002, p. 
36). The CFIP contains four dimensions related to a concern for information privacy: 
collection, errors, secondary use, and unauthorized access to information (Stewart & Segars, 
2002). According to Stewart & Segars (2002), “[t]he instrument suggests that individuals 
with a high concern for information privacy perceive that: (1) too much data are collected, 
(2) much of the data is inaccurate, (3) corporations use personal information for undisclosed 
purposes, and (4) corporations fail to protect access to personal information” (p. 36). These 
four dimensions provide a framework that helps to explain a person’s concern for 
information privacy, in a construct that allows for developing and testing in research (Stewart 
& Segars, 2002). The dimension of collection relates to the perception of the quantity of data 
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being collected. Secondary use relates to using collected data for alternative non-authorized 
uses by the collecting entity. Unauthorized access relates to providing the collected 
information to external third-party entities without proper consent, and errors relates to a 
perception that data will be captured inaccurately or changed where it is no longer accurate 
(Korzaan & Boswell, 2008). The CFIP allows for researchers to test theories regarding links 
with respect to these information-based practices, as well as perceptions related to practices 
surrounding information (Smith, Milberg, & Burke, 1996). The CFIP has been recognized by 
different researchers as being viewed as one instrument with an overall single first-order 
factor (Smith, Milberg, & Burke, 1996) and by others as perhaps having a higher validity 
when viewed as its four separate dimensions, each one of which has a single first-order factor 
(Stewart & Segars, 2002). This dissertation will examine the data collected with those 
differing aspects in mind.   
Technology Acceptance Model (TAM) 
Technology acceptance is a measure of the perceived ease of use and perceived 
usefulness with regard to technology systems’ use (Legris, Ingham, & Collerette, 2003). One 
instrument that was designed to measure one’s acceptance of technology is the Technology 
Acceptance Model, or TAM. In its original development and testing, it was a 28-question 
survey and contained 14 questions for each of the two constructs. It was first proposed by 
Fred Davis, “to explain the potential user’s behavioral intention to use a technological 
innovation” (King & He, 2006, p. 740). The TAM constructs look at perceived usefulness 
and perceived ease of use with respect to one’s acceptance of technology (Davis, 1989). With 
regard to the TAM, Davis had set out to better pursue a measure for predicting and 
explaining use of technology (Davis, 1989). The TAM was developed after extensive 
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research by Davis, where he initially conducted a pre-test to look for any inconsistencies in 
the instrument related to validity of the content. A pilot study was then also conducted to 
check for validity, and a final instrument was created that contained 6 questions for each 
construct, or 12 questions total (Davis, 1989). The TAM has been replicated by other 
researchers who have been able to validate its measurement scales (Adams, Nelson, & Todd, 
1992). Other researchers have also concluded that the TAM is a “valid and robust model that 
has been widely used” and even noted that it may have wider applicability (King & He, 2006, 
p. 740). For the purposes of this study, the original TAM, which has been widely studied and 
validated, was used. This version of the TAM is the most widely validated, best met the 
needs of this study with respect to its overall content and structure, and is attached in its 
original form in Appendix C. 
 The results of the CFIP and the TAM in this study were also contrasted against the 
Big Five personality factors to determine what relationship they would have in terms of being 
control factors. This application of additional factors against the CFIP has been recognized 
by other researchers as a potential useful explanation or alternate reason for some of the 
results that are obtained (Stewart & Segars, 2002). In addition, other researchers have 
recently seen the value in looking at the influence of personality traits on information privacy 
behaviors (Korzaan & Boswell, 2008).   
Big Five Personality Factors 
To assess personality, the five-factor model, or the Big Five (sometimes referred to as 
the BFF, or Big Five Factors), was used. This is the most widely used taxonomy of 
personality traits in psychology (DeYoung, Quilty, Peterson, & Gray, 2014). The Big Five 
has its origins as a theoretical model by McCrae and Costa (McCrae & Costa, 2003), as 
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found in their second edition book Personality in Adulthood. The five factors are openness to 
experience, extraversion, agreeableness, neuroticism, and conscientiousness.   
The five factors are used to describe human personality and psyche. The label of 
openness to experience generally includes culture, intellect, and imagination (DeYoung, 
Quilty, Peterson, & Gray, 2014). Openness to experience can take on many other terms 
including intellect, as already noted, and tends to reflect a “willingness to experience new 
things or to consider new or different ideas” (Korzaan & Boswell, 2008, p. 17). The concept 
of extraversion relates to a personality trait measured by an individual’s approach to dealing 
with their environment (Korzaan & Boswell, 2008). Agreeableness relates to “being trusting, 
sympathetic, straightforward, and selfless” and is categorized with a higher degree of trust in 
other people and by other people (Korzaan & Boswell, 2008, p. 16).  Conscientiousness is 
defined as “rational, ordered, and informed,” while neuroticism  “encompasses both anger 
and anxiety” along with being “nervous, high strung and tense” (Korzaan & Boswell, 2008, 
p. 16).   
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Chapter III:  Research Methodology 
Purpose of Chapter 
 This chapter will describe the research methodology. The areas to be addressed 
include the following: 
A. Research Method 
B. Research Design 
C. Research Population and Sample 
D. Research Data Collection 
E. Research Data Analysis 
Methodology 
 This research is a descriptive study involving two primary models. Those models are 
an adaptation of the CFIP (Concern for Information Privacy) and an adaptation of the TAM 
(Technology Acceptance Model), along with the Big Five personality factors as a control 
factor, and other background questions that were offered to College of Technology students 
at EMU.   
Research Design 
 This research used a descriptive research design, making use of an electronic survey 
instrument through the SurveyMonkey® online product. The researcher worked with EMU 
to have the survey sent via email to all 2,115 College of Technology students. The wide 
variety of majors that are part of the College of Technology are described later in this study. 
The survey included the adaptation of the CFIP (Concern for Information Privacy) and the 
adaptation of the TAM (Technology Acceptance Model), along with the Big Five personality 
factors as a control factor, and other background questions in the survey. Collection and 
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description of this information are the basis for this study. The overall dissertation study was 
approved by the dissertation committee, and that approval is found in Appendix A. 
Population and Sample 
 The survey sought to involve as many participants as possible from the College of 
Technology (COT) at Eastern Michigan University (EMU). The selection of this specified 
group allowed for a large enough sample size to collect adequate data to be properly 
analyzed. The population for this study are all students at EMU in the College of 
Technology, and the sample size was the number of students from EMU in the COT that 
responded, which was 127 responses to the survey in whole or part, of which 105 were 
usable for this study, for reasons discussed herein. There were 2,115 students enrolled in the 
COT program who were invited to participate, which included 1,736 undergraduate students 
and 379 graduate students. The researcher had hoped for a 25% response rate, which would 
have provided an estimated sample size of 528; however, the actual received sample size of 
127, with 105 usable surveys, was adequate for this research and equated to a 6% response 
rate with 127 surveys received, or a 5% response rate when counting the 105 usable surveys 
(n = 105). 
 As previously mentioned, the survey resulted in 127 responses that were completed in 
whole or part, which resulted in 105 usable surveys. One of the surveys was eliminated 
because the participant indicated that they were not a student at EMU, and since the study 
was intended to study a specific population at EMU, that participants’ survey was taken out 
of the data set. The remaining 21 surveys that were eliminated from the data pool were all 
incomplete, the vast majority of them having answered only one or two of the initial 
demographic questions and nothing more, and none of them were close to being substantially 
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completed. This left the researcher with 105 surveys, all of which had been 100% completed.  
 General background data on each survey participant were collected, and data on age 
are found in Table 1 and Figure 1, and gender in Table 2 and Figure 2.  Some highlights of 
the data collected include the following: 
Table 1. Summary of Age Data 
 AGE  PERCENT n-Value 
18-25  38.1%  n = 40 
 26-33  14.2%  n = 15 
 34-40  16.2%  n = 17 
 41-48  18.1%  n = 19 
 49-56  10.5%  n = 11 
 57-64  1.9%  n = 2 
 65-72  1.0%  n = 1 
 
Table 2. Gender Summary 
 Male  63.8%  n = 67 
 Female 36.2%  n = 38 
  
As seen by the data, roughly two thirds of the respondents were male (63.8%) and 
roughly one third female (36.2%; see Table 2).  
Table 3. Classification Status Summary (How Far Along in Their Program of Study) 
 0–20% Complete 2.9% 
 21–40% Complete 5.7% 
 41–59% Complete 6.7% 
 60–79% Complete 16.2% 
 80–99% Complete 61.0% 
 100% Complete 7.6% 
 
About 3/4 of the respondents were 60% or more completed with their degree (84.8%), 
with 68.6% being 80% or more completed (see Table 3 and Figure 3). 
Table 4. Current Status at EMU Summary 
 61.0%  Undergraduate Student 
 23.8%  Graduate Student—Master’s Program 
 15.2%  Graduate Student—Ph.D. Program  
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Roughly two thirds of the respondents were undergraduate students (61.0%) and 
about one third were graduate students (39.0%) either enrolled in a master’s program 
(23.8%) or in a Ph.D. program (15.2%; see Table 4 and Figure 4). 
In terms of age, there was a fairly wide dispersion. Just over one third of all 
respondents (38.1%) were 25 years of age or under. Approximately, the next one third fell 
within ages 26–40 (30.4%), being about evenly split between the ranges of 26–33 (14.2%) 
and 34–40 (16.2%). Looking at everyone age 48 and below captures the bulk of participants 
(86.6%). The actual age of the participant was captured for the actual data analysis as 
reported by the survey taker, with the complete data set charted in Table 1. Table 1 provides 
a complete listing of the actual ages provided by the surveys.  
More specific data related to individual programs of study are included in Tables 5–7, 
although much of the data showed a fairly wide dispersion with a very small number of 
people within each program of study and a higher concentration of information assurance 
students. 
The Pilot Study 
	
 Prior to the survey being distributed to the target group, it was pilot-tested in EMU 
class UNIV101L3, an undergraduate class of first-term freshmen students, titled 
“Introduction to the University.” There were 18 students enrolled in the course, and they 
were offered 5 extra credit points if they voluntarily chose to take the survey and provide 
feedback to the researcher. The pilot test was conducted from November 2 to November 7, 
2015, and included the survey in Survey Monkey® format for the pilot students to use. There 
were a total of 12 students who clicked on the link for the pilot test survey, and 11 of those 
actually took the survey. (The 12th student did not answer any questions and spent only 1:07 
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minutes in the survey instrument). Of the 11 students who did provide feedback, their 
declared majors ranged from undeclared major, general studies (3), to mechanical 
engineering technology (2), athletic training education (1), computer science (2), nursing (1), 
environmental science (1), and aviation flight tech (1). 
These 11 students also provided feedback to the researcher by way of email. The vast 
majority of the students found the survey easy to read, understandable, and clear. One pilot 
student suggested some clarification in the instructions regarding being a student and also 
being an employee/working; since he did both, he was not sure how to answer the questions 
(from a student perspective or from an employee perspective). The survey instructions had a 
minor adjustment made to instruct the participants to answer the questions under the role they 
most identify with, either a student or an employee, if they are doing both at the time of the 
survey. Another student also thought that the phrase “no matter how much it costs” in the 
question might have suggested a bias. That language was changed in the questions to “even 
where the cost is significant.” 
 The time it took the 11 pilot participants to complete the survey ranged from 1:07 
(low) to 54:52 (high) minutes; most were completed within a time frame of 4:34 minutes to 
16:22 minutes. Including the high and low (all 12 surveys, including the one that was started 
but never finished), the average time to complete the survey was 13:13 minutes. If the 
incomplete survey were taken out, as well as the one with an abnormally high time, the 
average time to complete was 10:17 minutes. 
Human Subjects Approval 
Since the researcher was using surveys of human beings, this study was submitted to 
the EMU Human Subjects Review Committee and was classified as exempt. As part of that 
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process, the researcher completed a Request for Human Subjects Approval Form, and the 
approval to conduct the research is attached in Appendix B. 
Data Collection Methods 
 The survey was developed by the researcher and was reviewed and approved by the 
dissertation committee, which includes subject-matter experts in these areas. The survey is 
found in Appendix D. The informed consent for the participants is found in Appendix E.  
The survey instrument was an adaptation of both the CFIP and the TAM, with most 
adaptations being made to adjust for modern language and relevance, as well as one minor 
adjustment for clarity, as noted from the pilot testing. The instrument asked questions related 
to personal privacy beliefs and acceptance of technology as well as questions related to the 
Big Five personality factors as control factors and some basic background information. In 
terms of adaptations, where the original instrument asked about e-mail, the CFIP-related 
questions were modified to ask about the Internet, in an effort to update the relevance of the 
questions being asked.       
With respect to the TAM, three TAM–Ease of Use questions were worded with an 
inverse relationship to the acceptance of technology, as compared to the remaining questions 
on the TAM. Those were Questions 30, 31, and 32. When using the SPSS software for the 
analysis of the data, those specific questions were re-coded in order to allow for proper 
analysis of the data (with an inverse coding of the responses). 
 The survey instrument used a Likert scale (1–5 scale) for all the questions, except 
where some of the background questions required a longer format. The instrument collected 
the responses in a format that could be readily converted to a numerical response for analysis. 
In addition to privacy-related questions, the survey also collected background and 
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biographical information related to gender, age, and education, so that an analysis could be 
conducted to determine if there were any relevant correlations. Although the survey 
instrument was administered electronically, it used a format similar to that used for mailed 
questionnaires. The data were analyzed using SPSS version 24, a standard statistical software 
package. 
 The privacy questions were taken and adapted from the CFIP that was developed in 
1996 by Smith, Milberg, and Burke and has been validated by other researchers (Stewart & 
Segars, 2002), as well as the technology acceptance questions that were taken and adapted 
from the TAM developed by Fred Davis (1989). To assess personality as a control factor, the 
five-factor model, or the Big Five, was used. This is the most widely used taxonomy of 
personality traits in psychology (DeYoung, Quilty, Peterson, & Gray, 2014). In addition to 
the questions posed, standard demographic information was also collected relating to years of 
education, program of study, how far along they were with their program of study 
(classification status), age, and gender.  They were asked to rate their response on a Likert 
scale of 1–5 with the following defined scale for most questions: 
 1 = Strongly Disagree 
 2 = Disagree 
 3 = Neither Agree nor Disagree 
 4 = Agree 
 5 = Strongly Agree 
The survey instrument that was administered is attached in Appendix D. 
 In order to maintain confidentiality, the survey information did not contain the names 
of the participants. In addition, no Internet protocol (IP) addresses were collected, and other 
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similar privacy protection measures were taken by the researcher to help ensure that no 
personally identifiable information was collected. By allowing the participants to remain 
anonymous, it was hoped that they were more honest with their responses and willing to 
participate.   
Data Analysis 
 For each of the research questions, the data related to each question was analyzed 
using several different methods. For each research question listed below, the method of 
analysis is detailed. 
 Research Question #1: What is the relationship between a person’s concern for 
privacy and their acceptance of technology? This question was analyzed using a correlation 
analysis in SPSS.   
  Research Question #2: What is the relationship between a person’s concern for 
privacy and their gender? This research question was analyzed with a comparison of the 
means and the p-value. 
Research Question #3: What is the relationship between a person’s acceptance of 
technology and their gender? This research question was analyzed with a comparison of the 
means and the p-value. 
Research Question #4: What is the relationship between a person’s age and their 
concern for privacy? To examine this relationship, a correlation analysis was performed. 
Research Question #5: What is the relationship between a person’s age and their 
acceptance of technology? To examine this relationship, a correlation analysis was 
performed. 
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Research Question #6: What is the relationship between level of education (the 
degree a participant is working on: undergraduate or graduate) and a person’s concern for 
privacy? For this question, the CFIP of the two groups of students was compared 
(undergraduate compared with graduate students) using a comparison of the means. 
Research Question #7: What is the relationship between the level of education (the 
degree they are working on: undergraduate or graduate) and a person’s acceptance of 
technology? For this question, the undergraduate students (n = 64) and the graduate students 
(Ph.D. and master’s combined, n = 41) TAM were compared to each other using a 
comparison of the means. 
Research Question #8: What is the relationship between a person’s program of study 
and their concern for privacy? For this research question, a comparison of the means was 
used. 
Research Question #9: What is the relationship between a person’s program of study 
and their acceptance of technology? For this research questions, a comparison of the means 
was used.   
Research Question #10: What is the relationship between the CFIP and the TAM 
when openness to experience is modeled as a control factor? This question was analyzed 
using partial correlation analysis. 
Research Question #11: What is the relationship between the CFIP and the TAM 
when extraversion is modeled as a control factor? This question was analyzed using partial 
correlation analysis. 
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Research Question #12: What is the relationship between the CFIP and the TAM 
when agreeableness is modeled as a control factor? This question was analyzed using partial 
correlation analysis. 
Research Question #13: What is the relationship between the CFIP and the TAM 
when neuroticism is modeled as a control factor? This question was analyzed using partial 
correlation analysis. 
Research Question #14: What is the relationship between the CFIP and the TAM 
when conscientiousness is modeled as a control factor? This question was analyzed using 
partial correlation analysis. 
Personnel 
 Only the researcher was needed to conduct the research and study, along with the 
help and guidance of the committee and EMU staff in sending out the survey. In addition to 
the researcher, there was great support from the researchers’ chairperson, Dr. Dan Fields, and 
other committee members, Dr. Al Bellamy, Konnie Kustron, JD, and Dr. Zenia Bahorski.  
Resources 
 The materials needed were limited to the researcher’s own personal computer, the 
researcher’s related software, and the work space allocated in the researcher’s private 
residence where he spent countless hours analyzing the data and completing this research. 
Budget 
 The monetary costs to this research project were incidental and minimal. There were 
certain limited costs for electricity to power the researcher’s home computer and costs 
associated with the SurveyMonkey® product, toner for the printer, and paper.    
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Timeline 
 Winter 2010:  Admission to EMU/Begin Course Work and Classes 
Fall 2013: Completed the majority of the literature review 
 Fall 2013: Completed the last of the coursework on the Program of Study 
 Winter 2015: Prepared and had the dissertation proposal approved 
 Fall 2015:  Obtained Human Subjects Approval 
 Fall 2015: Completed the draft surveys/Administered pilot to a class 
 Fall 2015: Administered the surveys 
 Winter 2016: Analyzed the data; completed the dissertation 
 Fall 2016: Presented and defended the dissertation  
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Chapter IV: Data Analysis 
Overview of the Data from the CFIP and Subscales of the CFIP 
The CFIP “measures the primary dimensions of individuals’ concerns about 
organizational informational privacy practices” (Stewart & Segars, 2002, p. 36). In this 
study, the CFIP overall had a mean score of 24.1143, a median score of 24.0000, and a 
standard deviation of 5.51974. All statistics recorded below are quoted as indicated by the 
SPSS data output.  The participants answered this section of the survey with a minimum 
score of 15 and a maximum score of 43. The CFIP used in this study had 15 questions 
(items), with a choice of 5 answer selections: “strongly agree,” “agree,” “neither agree nor 
disagree,” “disagree” or “strongly disagree.” For data analysis purposes, each selection was 
given a numerical value in SPSS that was as follows: 
 Strongly Agree  1 
 Agree    2 
 Neither Agree or Disagree 3 
 Disagree   4 
 Strongly Disagree  5 
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the CFIP’s 15 questions on the instrument would have a higher 
concern for information privacy (15 questions x 1 = a minimum of 15; if the person answered 
every CFIP question and if they indicated they strongly agreed to every question, they would 
have had a 15.0. In this survey, all 105 usable surveys had a response to every CFIP question 
from every participant). Conversely, a higher numerical value would indicate a lower 
concern for information privacy. 
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The overall mean of 24.1143 and the overall median of 24.0000 would indicate that, 
on average, the participants had a high concern for information privacy. This equates to an 
average answer of 1.61 for the CFIP overall, or roughly in between “agree” and “strongly 
agree,” indicating a series of answers that were high with respect to their concern for 
information privacy. The CFIP overall data also had a fairly normal bell-shaped curve on the 
histogram (see Table 8–9 and Figure 5). 
The dimension of collection relates to the perception of the quantity of data being 
collected (Korzaan & Boswell, 2008). The subscale of CFIP-Collection overall had a mean 
score of 7.6476, a median score of 8.0000, and a standard deviation of 2.75953. The 
participants answered this section of the survey with a minimum score of 4 and a maximum 
score of 14. The subscale CFIP-Collection used in this study had four questions, with a 
choice of five answer selections, ranging from “strongly agree” (1) to “strongly disagree” (5).  
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the CFIP-Collection’s four questions on the instrument would 
have a higher concern for information privacy within this subscale. Conversely, a higher 
numerical value would indicate a lower concern for information privacy. The overall mean of 
7.6476 and the overall median of 8.0000 would indicate that, on average, the participants had 
scored fairly high on CFIP-Collection. A total of 803 for the CFIP and 105 participants is an 
average (mean) of 7.6476 for each participant for the CFIP-Collection portion of the 
instrument. This equates to an average answer of 1.91 for the CFIP-Collection, or roughly an 
“agree,” indicating that participants scored fairly high with respect to CFIP-Collection (see 
Tables 10-11 and Figure 6). 
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Unauthorized access relates to providing the collected information to external third-
party entities without proper consent (Korzaan & Boswell, 2008). The subscale of CFIP-
Unauthorized Access overall had a mean score of 3.9333, a median score of 3.0000, and a 
standard deviation of 1.34641. The participants answered this section of the survey with a 
minimum score of 3 and a maximum score of 9. The CFIP-Unauthorized Access used in this 
study had three questions, with a choice of five answer selections ranging from “strongly 
agree” (1) to “strongly disagree” (5).   
With the coding of the data, this numerical value assigned to each selection means 
that a person achieving a lower numerical scoring on the three CFIP-Unauthorized Access 
questions on the instrument would have a higher concern for information privacy. 
Conversely, a higher numerical value would indicate a lower concern for information 
privacy. The overall mean (average) of 3.9333 and the overall median of 3.0000 would 
indicate that, on average, the participants had scored highly on the subscale CFIP-
Unauthorized Access. This equates to an average answer of 1.31 for the CFIP-Unauthorized 
Access, or roughly between “agree” and “strongly agree” (closer to “strongly agree”), 
indicating a series of answers that were fairly high on the concern for information privacy 
with respect to CFIP-Unauthorized Access (see Tables 12-13 and Figure 7). 
Errors relates to a perception that data will be captured inaccurately or changed 
where it is no longer accurate (Korzaan & Boswell, 2008). The subscale of CFIP-Errors 
overall had a mean score of 7.4857, a median score of 8.0000, and a standard deviation of 
2.74603. The participants answered this section of the survey with a minimum score of 4 and 
a maximum score of 20. The CFIP-Errors used in this study had four questions, with a choice 
of five answer selections ranging from “strongly agree” (1) to “strongly disagree” (5).   
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This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the CFIP-Errors four questions on the instrument would have a 
higher concern for information privacy. Conversely, a higher numerical value would indicate 
a lower concern for information privacy. The overall mean (average) of 7.4857 and the 
overall median of 8.0000 would indicate that, on average, the participants had scored highly 
on the subscale CFIP-Errors. This equates to an average answer of 1.87 for the CFIP-Errors, 
or roughly an “agree,” indicating a series of answers that were high on the concern for 
information privacy with respect to the CFIP-Errors subscale (see Tables 14-15 and Figure 
8). 
Secondary use relates to using collected data for alternative non-authorized uses by 
the collecting entity (Korzaan & Boswell, 2008). The subscale of CFIP-Secondary Use 
overall had a mean score of 5.0476, a median score of 4.0000, and a standard deviation of 
1.70057. The participants answered this section of the survey with a minimum score of 4 and 
a maximum score of 12. The CFIP-Secondary Use used in this study had four questions, with 
a choice of five answer selections ranging from “strongly agree” (1) to “strongly disagree” 
(5). This numerical value assigned behind each selection means that a person achieving a 
lower numerical scoring on the CFIP-Secondary Use four questions on the instrument would 
have a higher concern for information privacy. Conversely, a higher numerical value would 
indicate a lower concern for information privacy. 
The overall mean (average) of 5.0476 and the overall median of 4.0000 would 
indicate that, on average, the participants scored highly on CFIP-Secondary Use. This 
equates to an average answer of 1.26 for the subscale CFIP-Secondary Use, or roughly 
between “agree” and “strongly agree” (almost a “strongly agree”), indicating a series of 
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answers that were high on the concern for information privacy with respect to the CFIP-
Secondary Use subscale (see Tables 16-17 and Figure 9). 
Overview of the Data from the TAM and Subscales of the TAM 
Technology acceptance is a measure of the perceived ease of use and perceived 
usefulness with regard to technology systems’ use (Legris, Ingham, & Collerette, 2003). One 
instrument that was designed to measure one’s acceptance of technology is the Technology 
Acceptance Model, or TAM. It was first proposed by Fred Davis, “to explain the potential 
user’s behavioral intention to use a technological innovation” (King & He, 2006, p. 740).  
The TAM had an overall mean of 20.7619 and a median of 20.0000, with a standard 
deviation of 5.67471 (see Table 18). The participants answered this section of the survey 
with a minimum score of 14 and a maximum score of 41. The TAM used in this study had 14 
questions (items), with a choice of five answer selections ranging from “strongly agree” (1) 
to “strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the TAM’s 14 questions on the instrument would have a higher 
acceptance of technology. In this survey, all 105 usable surveys had a response to every 
TAM question from every participant. Conversely, a higher numerical value would indicate a 
lower acceptance of technology.  
The overall mean (average) of 20.7619 and a median of 20.0000 would indicate that, 
on average, the participants had a high acceptance of technology. This equates to an average 
answer of 1.48 for the TAM overall, or roughly in between “agree” and “strongly agree,” 
indicating a series of answers that were high with respect to the acceptance of technology 
(see Table 19 and Figure 10). 
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The TAM usefulness construct looks at perceived usefulness of technology with 
respect to one’s acceptance of technology (Davis, 1989). The TAM subscale of “usefulness” 
had an overall mean of 9.1048 and a median of 7.0000, with a standard deviation of 3.10992 
(see Table 20). The participants answered this section of the survey with a minimum score of 
7 and a maximum score of 19. The TAM-Usefulness subscale used in this study had seven 
questions, with a choice of five answer selections ranging from “strongly agree” (1) to 
“strongly disagree” (5).   
This numerical value assigned each selection means that a person achieving a lower 
numerical scoring on the TAM’s seven questions on the instrument would have a higher 
acceptance of technology with respect to the subscale TAM-Usefulness. In this survey, all 
105 usable surveys had a response to every TAM-Usefulness question from every 
participant. Conversely, a higher numerical value would indicate a lower acceptance of 
technology.   
The overall mean of 9.1048 and a median of 7.0000 would indicate that the 
participants scored highly on the TAM-Usefulness subscale. This equates to an average 
answer of 1.30 for the subscale TAM-Usefulness, or roughly in between “agree” and 
“strongly agree,” indicating a series of answers that were fairly high with respect to the 
TAM-Usefulness subscale (see Table 21 and Figure 11). 
The TAM ease of use construct looks at perceived ease of use of technology with 
respect to one’s acceptance of technology (Davis, 1989). The TAM subscale of “ease of use” 
had an overall mean of 11.6571 and a median of 12.0000, with a standard deviation of 
3.90962 (see Table 22). The participants answered this section of the survey with a minimum 
score of 7 and a maximum score of 23. The TAM-Ease of Use subscale used in this study 
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had 7 questions, with a choice of 5 answer selections ranging from “strongly agree” (1) to 
“strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the TAM’s seven questions on the instrument would have a 
higher acceptance of technology with respect to the TAM-Ease of Use subscale. In this 
survey, all 105 usable surveys had a response to every TAM-Ease of Use question from 
every participant. Conversely, a higher numerical value would indicate a lower acceptance of 
technology with respect to the TAM-Ease of Use subscale. 
The overall mean (average) of 11.6571 and a median of 12.0000 would indicate that, 
on average, the participants had scored highly with respect to the TAM-Ease of Use subscale. 
This equates to an average answer of 1.67 for the subscale TAM-Ease of Use, or roughly in 
between “agree” and “strongly agree,” indicating a series of answers that were high with 
respect to the TAM-Ease of Use-acceptance of technology (see Table 23 and Figure 12). 
Overview of the Data from the Big Five Control Factors 
The control factor of openness to experience had a mean score of 5.5524, a median 
score of 5.0000, and a standard deviation of 1.78660 (see Table 24). The participants 
answered this section of the survey with a minimum score of 3 and a maximum score of 12. 
This control factor had three questions, with a choice of five answer selections ranging from 
“strongly agree” (1) to “strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the control factor questions on the instrument would have a 
stronger relationship for the question and dimension being presented. In this survey, all 105 
usable surveys had a response to every control factor question from every participant. 
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Conversely, a higher numerical value would indicate a lower value or relationship for the 
control factor being measured. 
The overall mean (average) of 5.5524 and the overall median of 5.0000 would 
indicate that, on average, the participants had scored higher within the dimension of openness 
to experience. This equates to an average answer of 1.85 for each participant for all three 
questions in this dimension overall, or roughly in between “agree” and “strongly agree,” 
indicating a series of answers that were high for this dimension (see Table 25 and Figure 13).  
The control factor of extraversion had a mean score of 8.2571, a median score of 
8.0000, and a standard deviation of 2.16630 (see Table 26). The participants answered this 
section of the survey with a minimum score of 3 and a maximum score of 14. This control 
factor had three questions, with a choice of five answer selections ranging from “strongly 
agree” (1) to “strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the control factor questions on the instrument would have a 
stronger relationship for the question and dimension being presented. In this survey, all 105 
usable surveys had a response to every control factor question from every participant. 
Conversely, a higher numerical value would indicate a lower value or relationship for the 
control factor being measured.   
The overall mean (average) of 8.2571 and a median of 8.0000 would indicate that, on 
average, the participants had a neutral (middle of the road) value within the dimension of 
extraversion. This equates to an average answer of 2.75 for this dimension overall, or roughly 
in between “agree” and “neither agree nor disagree,” indicating a series of answers that were 
roughly neutral for this dimension (see Table 27 and Figure 14). 
	46	
	
The control factor of agreeableness had a mean (average) of 6.1714, a median of 
6.0000, and a standard deviation of 1.81053 (see Table 28). The participants answered this 
section of the survey with a minimum score of 3 and a maximum score of 11. This control 
factor had three questions, with a choice of five answer selections ranging from “strongly 
agree” (1) to “strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the control factor questions on the instrument would have a 
stronger relationship for the question and dimension being presented. In this survey, all 105 
usable surveys had a response to every control factor question from every participant. 
Conversely, a higher numerical value would indicate a lower value or relationship for the 
control factor being measured.   
The overall mean (average) of 6.1714 and a median of 6.0000 would indicate that 
participants had a high score for the dimension of agreeableness. This equates to an average 
answer of 2.06 for this dimension overall, or roughly an “agree,” indicating a series of 
answers that were fairly high for this dimension (see Table 29 and Figure 15). 
The control factor of neuroticism had a mean (average) of 10.4571, a median of 
10.0000, and a standard deviation of 1.81053 (see Table 30). The participants answered this 
section of the survey with a minimum score of 6 and a maximum score of 15. This control 
factor had three questions, with a choice of five answer selections ranging from “strongly 
agree” (1) to “strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the control factor questions on the instrument would have a 
stronger relationship for the question and dimension being presented. In this survey, all 105 
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usable surveys had a response to every control factor question from every participant. 
Conversely, a higher numerical value would indicate a lower value or relationship for the 
control factor being measured.   
The overall mean (average) of 10.4571 and a median of 10.0000 would indicate that 
the participants had scored lower within the dimension of neuroticism. This equates to an 
average answer of 3.49 for this dimension overall, or roughly between “neither agree nor 
disagree” and “disagree,” indicating a series of answers that were fairly low for this 
dimension (see Table 31 and Figure 16).  
The control factor of conscientiousness had a mean (average) of 6.0000, a median of 
6.0000, and a standard deviation of 1.88618 (see Table 32). The participants answered this 
section of the survey with a minimum score of 3 and a maximum score of 12. This control 
factor had three questions, with a choice of five answer selections ranging from “strongly 
agree” (1) to “strongly disagree” (5).   
This numerical value assigned to each selection means that a person achieving a 
lower numerical scoring on the control factor questions on the instrument would have a 
stronger relationship for the question and dimension being presented. In this survey, all 105 
usable surveys had a response to every control factor question from every participant. 
Conversely, a higher numerical value would indicate a lower value or relationship for the 
control factor being measured.   
The overall mean of 6.0000 and a median of 6.0000 would indicate that, on average, 
the participants had a stronger value within the dimension of conscientiousness. This equates 
to an average answer of 2.00 for this dimension overall, or equal to an “agree,” indicating a 
series of answers that were fairly high for this dimension (see Table 33 and Figure 17). 
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An increase in the relationship with the control factors notes the interactive effect, 
and a decrease denotes the spurious relationship. 
Cronbach’s Alpha-Scale Reliability T-Test 
 The Cronbach’s alpha test is a measure of scale reliability and internal consistency, 
and alpha is a coefficient of reliability and consistency. With a higher alpha, the items are 
probably measuring the same concept or set of concepts. A high alpha is not an indication of 
whether a scale is unidimensional; for that, a factor analysis can be used. For most purposes, 
a Cronbach alpha of .70 or higher is considered to be sufficiently reliable. Where the alpha 
coefficient is at the .70 or higher, the questions have relatively high internal consistency. 
Where the coefficient is less than .50, this is normally considered unacceptable. Where the 
coefficient is .65 to .69, this is also normally also considered to be reliable. Anything that 
is .50 to .65 is probably reliable (Using and interpreting Cronbachs alpha, 2016).    
 The Cronbach alpha for the scales and subscales is included in Table 34.   
Table 34. Cronbach alpha summary 
CFIP-Overall:    .810  Highly Reliable 
CFIP-Collection:   .827  Highly Reliable 
CFIP-Unauthorized Access:  .792  Highly Reliable 
CFIP-Errors:    .901  Highly Reliable 
CFIP-Secondary Use:   .760  Highly Reliable 
 
 
TAM-Overall:    .845  Highly Reliable  
TAM-Usefulness:   .883  Highly Reliable 
TAM-Ease of Use:   .817  Highly Reliable 
 
 
Openness to Experience:  .612  Probably Reliable 
Extraversion:    .673  Reliable 
Agreeableness    .607  Probably Reliable 
Neuroticism    .615  Probably Reliable 
Conscientiousness   .553  Barely Reliable 
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 Analysis. 
The Cronbach alpha was high for the CFIP overall and within all of its subscales. 
This was also true of the TAM and its subscales. These elements indicate a very high overall 
reliability with the CFIP and TAM and each of their subscales. 
 With respect to the Big Five personality factors, their Cronbach alpha was not quite 
as strong, with none of them at or over the .70 threshold that is normally used to indicate a 
high level of reliability. However, the Cronbach alpha for each of the five personality factors 
were above the .50 unacceptable level, and most of the five personality factors (except 
conscientiousness) were .60 or higher, still indicating an acceptable Cronbach alpha. 
Although not as strong on the Cronbach alpha as the TAM and CFIP, the Big Five 
personality factors did have a minimally acceptable Cronbach alpha.  
Factor Analysis: CFIP 
A factor analysis is a technique in statistics that is used to find relationships and 
patterns among scale items. Exploratory factor analysis is a technique that can check for unit 
dimensionality and can provide evidence that a scale or subscale is unidimensional. As noted 
in the prior section, the alpha was minimally acceptable (above a .50) in all cases, and in 
several of the scales or subscales it was high or very high.  
Factors were determined by eigenvalues that were greater than 1. A varimax rotation 
was also used. Additionally, the scree plot of the factors showed a distinct elbow in the chart 
after the four components were identified in the factor analysis, at around the point where the 
eigenvalues were just above 1.0. 
 When a factor analysis of the CFIP was conducted, there were four distinct 
components that were found, labeled Components 1–4 in the SPSS output. Those outputs and 
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charts are found in Table 35 and Figure 18. This would suggest that the CFIP is not 
unidimensional but rather consists of four dimensions, which is how it was designed and how 
it was used in this research. 
 With the initial eigenvalues, Component 1 had a total of 4.355, with a 29.036 % of 
variance and a cumulative 29.036%. With the rotation sums of squared loadings, the total 
was a 3.162, with a 21.077% of variance and a 21.077% cumulative percentage. Component 
1 aligned with the subscale of CFIP-Errors with all four CFIP-Errors items loading into this 
factor. The scores in the rotated component matrix were .768, .931, .867, and .923, all 
indicating a very high placement into this component above all others. 
 With the initial eigenvalues, Component 2 had a total of 3.090 with a 20.601% of 
variance and a cumulative 49.637%. With the rotation sums of squared loadings, the total 
was a 2.711, with an 18.074% of variance and a 39.151% cumulative. Component 2 aligned 
with the subscale of CFIP-Collection, with all four of the CFIP-Collection items loading into 
this factor. The scores in the rotated component matrix of .801, .746, .826, and .759 all 
indicated a very high placement into this component above all others. 
 With the initial eigenvalues, Component 3 had a total of 1.825, with a 12.164% of 
variance and a cumulative 61.801%. With the rotation sums of squared loadings, the total 
was a 2.441, with a 16.273% of variance and a 55.424 cumulative. Component 3 aligned with 
the subscale of CFIP-Secondary Use, with all four of the CFIP-Secondary Use items loading 
into this factor. The scores in the rotated component matrix of .735, .803, .653, and .821 
indicated a very high placement into this component above all others. 
 With the initial eigenvalues, Component 4 had a total of 1.301, with an 8.674% of 
variance and a cumulative 70.474%. With the rotation sums of squared loadings, the total 
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was a 2.258, with a 15.051% of variance and a 70.474 cumulative. Component 4 aligned with 
the CFIP-Unauthorized Access subscale, with all 3 of the CFIP-Unauthorized Access items 
loading into this factor. The scores within the rotated component matrix were .678, .896, 
and .748, indicating a very placement into this component above all others. 
 Analysis. 
With respect to the CFIP, the factor analysis confirmed that the subscales within the 
CFIP itself were highly correlated together in a manner consistent with how the CFIP was 
originally designed and subdivided and how it was also used in this study.   
Factor Analysis: TAM (Four Factors) 
When a factor analysis of the TAM was conducted, in looking at eigenvalues that 
were greater than 1.0, there were four distinct components that were found, labeled 
Components 1–4 in the SPSS output. Those outputs and charts are found in Table 36. This 
would suggest that the TAM is not unidimensional but rather has more than one dimension, 
which is the way it was designed. The TAM was designed to have two dimensions. 
 The scree plot of the factors showed a distinct elbow in the chart after the four 
components were identified in the factor analysis, at around the point where the eigenvalues 
were just above 1.0. 
 With the initial eigenvalues, Component 1 had a total of 5.169, with a 36.924% of 
variance and a cumulative 36.924%. With the rotation sums of squared loadings, the total 
was a 3.681, with a 26.290% of variance and a 26.290% cumulative. Component 1 aligned 
with part of the subscale of TAM-Usefulness with five of the seven TAM-Usefulness items 
loading into this factor.  
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The scores in the rotated component matrix were .759, .840, .819, .855, and .846, all 
indicating a very high placement into this factor loading above all others. This component 
was similar in nature to Component 4. Component 1 items also generally had high loadings 
for Component 4. This indicates that although the TAM was designed with two main 
subscales, this loading of four subscales in the factor analysis may not really be four distinct 
dimensions, as noted later, where the researcher performed a factor analysis with a two-
component forced factor analysis. 
 With the initial eigenvalues, Component 2 had a total of 2.664, with a 19.028% of 
variance and a cumulative 55.952%. With the rotation sums of squared loadings, the total 
was a 2.531, with an 18.077% of variance and a 44.367% cumulative. Component 2 aligned 
with the subscale of TAM-Ease of Use, with four items loading into this factor. This factor 
loading consisted of four of the seven TAM-Ease of Use categories. The loading in this 
rotated component matrix were .641, .681, .843, and .871. The remaining three items that are 
part of the TAM-Ease of Use also had a high loading close to Component 2. Component 2 
items also generally had high loadings for Component 3. This indicated that although the 
TAM was designed with two main subscales, the placement of four subscales in this loading 
of the factor analysis may not really be four distinct components, as noted later where the 
researcher performed a factor analysis with a two-component forced factor analysis. 
 With the initial eigenvalues, Component 3 had a total of 1.397 with a 9.981% of 
variance and a cumulative 65.934%. With the rotation sums of squared loadings, the total 
was a 2.350, with a 16.787% of variance and a 61.153% cumulative. Component 3 aligned 
with the subscale of TAM-Ease of Use, with three items loading into this factor. These three 
items are part of the seven items in the subscale TAM-Ease of Use. The scores in in this 
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rotated component matrix were .781, .861 and .800. The remaining four items that are part of 
the TAM-Ease of Use also had a high loading close to Component 3. Component 3 items 
also generally had high loadings for Component 2 and was similar in nature to Component 2, 
which indicated that although the TAM was designed with two main subscales, this 
placement of four subscales in the factor analysis may not really be four distinct components, 
as noted later where the researcher performed a factor analysis with a two-component forced 
factor analysis. 
 With the initial eigenvalues, Component 4 had a total of 1.028 with a 7.342% of 
variance and a cumulative 73.276%. With the rotation sums of squared loadings, the total 
was a 1.697, with a 12.123% of variance and a 73.276% cumulative. Component 4 aligned 
with the TAM-Usefulness, with two items loading of the 7 TAM-Usefulness subscale items. 
The scores within the rotated component matrix were .833 and .803. The remaining five 
items that are part of the TAM-Usefulness also had a high loading close to Component 4. 
Component 4 items also generally had high loadings for Component 1, which was similar in 
nature to Component 1, indicating that although the TAM was designed with two main 
subscales, this loading of 4 subscales in the factor analysis may not really be four distinct 
components, as noted later where the researcher performed a factor analysis with a two-
component forced factor analysis (see Table 36 and Figure 19). 
Table 36.  Summary Chart of the Factor Analysis-TAM (Four Factor) 
TAM Item #  Component 1 Component 2 Component 3 Component 4 
1   .211  .007  -.119  .833 
2   .304  .042  .234  .803 
3   .759  .081  .108  .108 
4   .840  .118  .100  -.023 
5   .819  .167  .043  .196 
6   .855  .123  .018  .143 
7   .846  .175  .018  .242 
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8   .028  .141  .781  -.070 
9   .085  .223  .861  .025 
10   .030  .150  .800  .152 
11   .082  .843  .034  .057 
12   .083  .871  .142  .055 
13   .260  .641  .393  -.033 
14   .231  .681  .298  -.018 
    
 Analysis. 
Although the factor analysis did produce four components instead of the two that the 
TAM was originally designed with, upon closer analysis there were some strong similarities 
between the components such that they could be paired together. To test this, a forced two-
factor analysis was conducted. 
Factor Analysis: TAM (Forced Two Factor) 
When the factor analysis was conducted for the TAM, it produced four dimensions or 
components. However, it was noted by the researcher that there did appear to be high 
loadings, in general, between Components 1 and 4 or between Components 2 and 3. The 
researcher was also aware that the TAM was originally designed with two dimensions, and 
therefore, a factor analysis of the TAM with a forced two-factor analysis was conducted. 
When a factor analysis of the TAM was conducted in a manner that forced only two 
factors to be present, also in looking at eigenvalues that were greater than 1.0, there were two 
distinct components or dimensions that were found, labeled Components 1 and 2 in the SPSS 
output. Those outputs and charts are found in Table 37 and Figure 20. This suggests that the 
TAM is not unidimensional (which is how it was designed: to have two dimensions.) The 
scree plot of the factors showed a distinct elbow in the chart after four components were 
identified in the factor analysis, at around the point where the eigenvalues were just above 
1.0; however, the first two are distinct just prior to that point. 
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 With the initial eigenvalues, Component 1 had a total of 5.169, with a 36.924% of 
variance and a cumulative 36.924%. With the rotation sums of squared loadings, the total 
was a 4.278 with a 30.556% of variance and a 30.556% cumulative. Component 1 aligned 
with part of the subscale of TAM-Usefulness, with all seven items falling into this placement. 
This accounted for all of the seven items in the TAM-Usefulness subscale. The scores in the 
rotated component matrix were .578, .620, .873, .731, .820, .827, and .869, with most 
indicating a high placement into this component and all indicating a placement here above all 
others. This forced two-component factor analysis does show that the seven TAM-Usefulness 
items had high loadings in this component. 
With the initial eigenvalues, Component 2 had a total of 2.664, with a 19.028% of 
variance and a cumulative 55.952%. With the rotation sums of squared loadings, the total 
was a 3.555 with a 25.396% of variance and a 55.952% cumulative. Component 2 aligned 
with the subscale of TAM-Ease of Use, with all seven items falling into this placement. This 
accounted for all of the seven items in the TAM-Ease of Use subscale. The scores in the 
rotated component matrix were .660, .770, .663, .611, .708, .742, and .700, most indicating a 
high placement into this component and all indicating a placement here above all others. This 
forced two-component factor analysis does show that the seven TAM-Ease of Use items all 
aligned within the same component, with high loadings in the component. 
Analysis. 
Although the initial factor analysis of the TAM produced four separate components, a 
closer look and analysis of the four components indicated that each of the two sets of 
components had similarities. When a forced two-factor analysis was conducted, these similar 
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groupings of components came together in a manner consistent with the original TAM and 
aligned with the TAM’s originally designed two-dimensions. 
Factor Analysis: Big Five Personality Factors 
When a factor analysis of the Big Five personality factors was conducted also looking 
at eigenvalues that were greater than 1.0, there were five distinct components that were 
found, labeled Components 1–5 in the SPSS output. Those outputs and charts are found in 
Table 38 and Figure 21. The scree plot of the factors showed a distinct elbow in the chart 
after five components were identified in the factor analysis, at around the point where the 
eigenvalues were just above 1.0. 
 With the initial eigenvalues, Component 1 had a total of 3.317, with a 22.113% of 
variance and a cumulative 22.113%. With the rotation sums of squared loadings, the total 
was a 2.077 with a 13.847% of variance and a 13.847% cumulative. Component 1 aligned 
with part of the subscale of extraversion of the Big Five personality, with all three items 
aligning into this component. The scores in the rotated component matrix were .724, .807, 
and .691, indicating a placement into this component above all others. This factor analysis 
does show that the three extraversion items all aligned within the same component. 
With the initial eigenvalues, Component 2 had a total of 2.078, with a 13.851% of 
variance and a cumulative 35.965%. With the rotation sums of squared loadings, the total 
was a 2.002, with a 13.348% of variance and a 27.195% cumulative. Component 2 aligned 
with the subscale of “openness to experience” of the Big Five personality with all three items 
aligning into this component. The scores in the rotated component matrix were .744, .590, 
and .715, indicating a placement into this component above all others. This factor analysis 
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does show that the three “openness to experience” items all aligned within the same 
component. 
With the initial eigenvalues, Component 3 had a total of 1.672, with an 11.145% of 
variance and a cumulative 47.110%. With the rotation sums of squared loadings, the total 
was a 1.846 with a 12.305% of variance and a 39.501% cumulative. Component 3 aligned 
with the subscale of “agreeableness” of the Big Five personality with all three items aligning 
into this placement. The scores in the rotated component matrix were .630, .789, and .665, 
indicating a placement in this component above all others. This component factor analysis 
does show that the three “agreeableness” items all aligned within the same component. 
With the initial eigenvalues, Component 4 had a total of 1.269, with 8.457% of 
variance and a cumulative 55.567%. With the rotation sums of squared loadings, the total 
was a 1.803 with a 12.021% of variance and a 51.522% cumulative. Component 4 aligned 
with the subscale of conscientiousness of the Big Five personality with all three items 
aligning into this component. The scores in the rotated component matrix were .525, .700, 
and .767, indicating a placement into this component above all others. This component factor 
analysis does show that the three conscientiousness items all aligned within the same 
component. 
With the initial eigenvalues, Component 5 had a total of 1.101, with a 7.338% of 
variance and a cumulative 62.905%. With the rotation sums of squared loadings, the total 
was a 1.707, with a 11.383% of variance and a 62.905% cumulative. Component 5 aligned 
with the subscale of neuroticism of the Big Five personality with all three items aligning into 
this component. The scores in the rotated component matrix were .501, .757, and .823, 
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indicating a placement into this component above all others. This component factor analysis 
does show that the three neuroticism items all aligned within the same component. 
Analysis. 
The factor analysis of the Big Five personality items demonstrates that with the 
questions asked for each of the Big Five, they had a strong positive correlation within their 
defined component, showing support that the dimensions within each subscale were 
correlated. 
The actual research questions and response data for all of the questions are found at 
Table 39-82. 
Analysis of Data and Research Questions 
Research Question 1: What is the relationship between a person’s concern for 
privacy and their acceptance of technology?  
This question was analyzed using a correlation analysis. There was a significant 
positive correlation between the CFIP overall and the TAM overall, with a Pearson 
Correlation (r = .197) and a (2-tailed) level of significance (p = 0.044). A positive Pearson 
Correlation (r-value) indicates a positive relationship (as opposed to a negative or inverse 
relationship), and the higher the Pearson Correlation, the stronger the relationship. In 
determining whether the relationship is significant, a .050 level was used for the p-value, 
where anything at .050 or less is significant (see Table 83). 
Individually, between the subscales there were also some significant correlations (see 
Table 84). 
Within the CFIP itself, there was a significant correlation between the Unauthorized 
Access and Collection subscales. There was a Pearson Correlation of (r = .462; indicating 
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direction and strength) with a (2-tailed) level of significance of (p = .000), which was 
significant. 
 CFIP Secondary Use and CFIP Collection had a Pearson Correlation of (r = .229) and 
a significance of (p = .019; 2-tailed), indicating that the relationship was significant.   
CFIP Secondary Use and Unauthorized Access had a Pearson Correlation of (r 
= .308) and a significance of (p = .001; 2-tailed), indicating that the relationship was 
significant.   
CFIP Secondary Use and CFIP Errors had a Pearson Correlation of (r = .298) and a 
significance of (p = .002; 2-tailed), indicating that the relationship was significant. 
 Within the TAM itself, there was a significant correlation between the subscales of 
“ease of use” and “usefulness,” with a Pearson Correlation of (r = .301) and a significance of 
(p = .002; 2-tailed), indicating that the relationship was significant. 
 Analysis. 
There was a significant positive correlation between the CFIP and the TAM (r = .197; 
p = .044). Additionally, when the subscales are broken out, there are some very strong 
correlations among the CFIP subscales: between the CFIP-Unauthorized Access and CFIP-
Collection (r = .462; p = .000); the CFIP-Secondary Use and CFIP-Collection (r = .229; p 
= .019); the CFIP-Secondary Use and CFIP-Unauthorized Access (r = .308; p = .001); and 
the CFIP-Secondary Use and CFIP-Errors (r = .298; p = .002). Specifically, CFIP-Secondary 
use was positively correlated with almost all other subscales of the CFIP. Within the TAM, 
the two subscales were also positively correlated (r = .301; p = .002). Therefore, the TAM 
was internally strongly correlated, the CFIP between many of its four subscales is also 
strongly correlated, and the two instruments compared to each other as a whole are strongly 
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correlated (r = .197; p = .044). As a person’s acceptance of technology rises, so too does their 
concern for information privacy. 
 Research Questions #2 & 3: What is the relationship between a person’s concern 
for privacy and their gender? What is the relationship between a person’s acceptance of 
technology and their gender?  
This research question was analyzed with a comparison of the means and a look at the 
standard deviation of each. 
CFIP.  
When comparing the CFIP means by gender groups, a significant difference between 
males and females was not found. The males had a mean of 24.6269 and the females had a 
mean of 23.2105, resulting in significance (2-tailed; p = .208) with 103 degrees of freedom. 
Standard deviation for males was 6.02479, and for females it was 4.42449. Overall, there was 
a 3.387 F score with a significance of .069 on Levene’s test for equality of variances (greater 
than .050), indicating that we can rely upon the variability of the conditions being about the 
same. The t value was 1.267, and the significance was (p = .208), well below the .050 
significance threshold, indicating that there was no significant difference between how males 
and females answered the CFIP (see Table 85). 
TAM. 
When comparing gender groups on the TAM, there was not a significant difference 
between males and females. Males carried a TAM mean of 21.1940, and females carried a 
20.0000. Standard deviation for males was 6.29391 and for females was 4.34959.  As with 
the CFIP, the standard deviation in the TAM had males with a larger spread of scores. With 
respect to the TAM, there was an issue with the Levene’s test for equality of variances, in 
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that we had a 5.232 F score with a significance level of .024, indicating that the variability in 
our conditions are not the same (since it is below .050). SPSS does compensate for this 
condition and provides results where there are inequalities of variances. There was a t value 
of 1.144, with a significance of (p = .255; 2-tailed) and df = (98.882). Since here also, the 
significance (p-value) was greater than .050, there was no significance (see Table 85). 
Analysis.  
There is no significant difference in terms of how a person answered the TAM or the 
CFIP in relation to their gender. In other words, gender did not play a significant role in the 
responses on either instrument. As is noted in the limitations section of this study, caution 
should be used with this result as it may be a product of the sample, as all students in the 
sample were enrolled in the College of Technology at Eastern Michigan University and may 
not represent the population as a whole. 
 Research Questions #4 & 5: What is the relationship between a person’s age and 
their concern for privacy? What is the relationship between a person’s age and their 
acceptance of technology?  
To examine this relationship, a correlation analysis was done. There seemed to be a 
trend toward a negative relationship between age and the CFIP Pearson Correlation (r = 
-.190), but the correlation was not significant, with a 2-tailed significance of (p = .053). This 
inverse relationship was just outside the .050 significance threshold. Seemingly, people who 
are younger may have a greater concern for information privacy, if the significance had been 
at or under .050. This may warrant further research (see Table 86 and Figure 22). 
 With respect to the TAM, there was no significant relationship between age and the 
TAM. There was a Pearson Correlation of (r = .003) with a (2-tailed) significance of (p 
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= .977), indicating that the relationship was not significant. This could be related to the fact 
that all of the participants were in the College of Technology at EMU and not from a broader 
and more diverse population (see Table 87 and Figure 23). 
 Analysis.  
This may suggest a trend for lower concern for information privacy as the person’s 
age increases; however, that relationship was not that strong. As is noted in the limitations 
section of this study, caution should be used with this result as it may be a product of the 
sample, as all students in the sample were enrolled in the College of Technology at Eastern 
Michigan University and may not represent the population as a whole. 
 Research Question #6: What is the relationship between level of education (the 
degree a participant is working on: undergraduate or graduate) and a person’s concern 
for privacy?  
For this question, the CFIP of the two groups, undergraduate students and graduate 
students, was compared, using a comparison of the means. In this case, there were 64 
undergraduate students and 41 graduate students (see Table 88). The undergraduate 
participants had a mean of 23.8125, and the graduate participants had a mean of 24.5854, 
with an F of 5.062 and a significance of .027 on the Levene’s test for equality of variances. 
Since this indicates that the variability in our conditions is not about the same under the 
Levene’s test (since the significance is less than a .050), we used the test coefficients where 
SPSS had compensated for the inequality of variance (see Table 88). The result was a t of 
-.738 with (99.330) degrees of freedom (df), with a significance (2-tailed) of (p = .462), 
indicating that there is no significant difference between graduate students and undergraduate 
students with respect to the CFIP.  
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Analysis. 
When comparing the responses of the undergraduate and the graduate students, there 
was no significant difference (p = .462). There was a less than ideal distribution of the data, 
as indicated from the Levene’s Test; however, even when compensating for this, there was 
still no appreciable level of significance. In other words, whether the student was an 
undergraduate student or a graduate student, this did not materially affect their responses on 
the CFIP. 
 Research Question #7: What is the relationship between the level of education 
(the degree they are working on: graduate or undergraduate) and a person’s 
acceptance of technology?  
For this question, the undergraduate students (n = 64) and the graduate students 
(master’s and Ph.D. combined, n = 41) TAM were compared, using a comparison of the 
means (see Table 88). The undergrads had a mean of 20.6875, and the graduate students had 
a mean of 20.8780. They had an F of .002 and a significance of .960 on the Levene’s test for 
equality of variances, which indicates that the variability in our conditions are about the same 
(since it is above .050 this study is using), and there is an equality of variance, with a t of 
-.167 with (103) degrees of freedom. A significance (2-tailed) of (p = .868) also indicates that 
there is no significant difference between the undergraduate students and graduate students 
with respect to the TAM. 
Analysis. 
When comparing the responses of the undergraduate and the graduate students, there 
was no significant difference (p = .868). In other words, whether the student was an 
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undergraduate student or a graduate student did not materially affect their responses on the 
TAM. 
Research Question #8: What is the relationship between the program of study 
and their concern for privacy?  
For this research question, a comparison of the means was used. The total number of 
surveys that were usable that were collected in this study totaled 105 (n = 105). This was a 
smaller number than the researcher had hoped to collect for this study, and although this 
number was adequate for most of the analyses in this study, it did not lend itself to 
widespread useful analysis with respect to both the program of study and  the CFIP. For the 
vast majority of the programs of study, there were very few responses received for each one 
(small “n” value), which does not allow for meaningful analysis of data or for any 
conclusions to be drawn. The full list of each program of study for undergraduate students, 
master’s degree students, and Ph.D. students are listed in Table 5–7. 
Although there were an inadequate number of responses to do an adequate analysis 
with respect to all the programs of study and the related data, there were some majors where 
there were enough respondents to perform at least some minimal level of analysis. As the 
data and analysis will show, with many having a small sample size, the strength of the 
conclusions and data leaves much to be desired and could be an area for future research 
where the sample size is larger. For purposes of this study, the researcher analyzed only data 
where there were at least five surveys in a given program of study (n = 5 or greater) and 
where there were at least two or more majors within each level (undergraduate, master’s, or 
Ph.D.) that had at least five responses in order to maintain at least some sample size that may 
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lead to potentially useful results, with the understanding that the small sample size may 
weaken the strength of the analysis and conclusions. 
The CFIP overall had a mean of 24.1143 with a standard deviation of 5.51974.  When 
the CFIP was limited to the seven undergraduate programs of study that had a survey 
response rate of five or more, the mean (average) was 24.0000, with a standard deviation of 
6.21194. When the CFIP was limited to the three graduate programs of study that had a 
survey response rate of five or more, the mean was a 24.9167, with a standard deviation of 
4.12802. The chart below notes these data as they relate to programs of study below. Since 
the data were coded for SPSS with the number 1 being “strongly agree,” 2 for “agree,” and 
so on, such that the lower the mean, the greater the concern for information privacy. Taking a 
look first at the undergraduate programs of study (UG), followed by from graduate programs 
of study (GP), the data regarding the mean and the CFIP where at least five or more 
responses were indicated, are as noted below. Within the Ph.D. students there was no more 
than one individual program of study that met this criteria of n = 5 or more, and therefore, 
there were no others within that group to compare to. Therefore, only undergraduate and 
graduate were included in the analysis. 
Table 89. Program of Study Summary with respect to the CFIP  
Program Of Study (POS)    (n = value)  Mean  sd  
UG-Apparels, Textiles and Merchandising   (6)  23.5000 6.8920  
UG-Computer Engineering Technology   (5)  23.2000 6.4187  
UG-Information Assurance     (16)  20.8125 4.2773  
UG-Mechanical Engineering Technology   (6)  28.6667 8.0166  
UG-Product Design and Development   (5)  26.8000 3.7013  
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UG-Simulation, Animation and Gaming   (7)  25.5714 6.5283  
UG-Technology Management    (7)  24.7143 7.0878  
TOTAL UG (ABOVE 7 POS)    (52)  24.0000 6.21194 
GP-Engineering Management    (6)  26.5000 2.2583  
GP-Information Assurance     (5)  26.4000 5.4589  
GP-Technology Studies     (13)  23.6154 4.0934  
TOTAL GRAD (ABOVE 3 POS)   (24)  24.9167 4.12802 
 The various groups noted above, where there were five or more responses (n = 5 or 
greater) and where there were at least two programs of study (POS) within each level 
(undergraduate, master’s, or Ph.D.), were also compared for significance using a one-way 
ANOVA. In looking at the CFIP and the undergraduate students in the seven programs of 
study as noted above, there was an F = 1.668, (p = .151), with df = 6. There was no overall 
level of significance between the programs of study and the CFIP for the analyzed 
undergraduate programs of study. When analyzing the graduate students for the three 
programs of study, there was an F = 1.459, (p = .255), with df = 2. There was no significant 
difference with the CFIP and the analyzed graduate programs of study. 
Analysis. 
Given the very low numbers of students within each program of study, it is difficult 
and perhaps irresponsible to draw any conclusions about the strength of the data or any 
information flowing from them. The number of participants is simply too low to place a lot 
of confidence in the data as they relate to the research question of how the program of study 
relates to the CFIP. With that noted, it is interesting to see, however, that the program of 
study did not appear to have any significant relationship to a person’s concern for 
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information privacy. Since this study was limited to College of Technology students at EMU, 
there may be a different level of variation between students who are all in a college of 
technology as opposed to students across a wide range of diverse colleges and programs of 
study. This is an area that could warrant further study with a larger group of survey 
participants. 
 Research Question #9: What is the relationship between the program of study 
and their acceptance of technology?  
For this research question, a comparison of the means was used. The total number of 
usable surveys that were collected in this study was 105. This was a smaller number than the 
researcher had hoped to collect, and although this number was adequate for most of the 
analyses in this study, the number of responses did not lend itself to useful analysis with 
respect to the program of study as compared to the TAM. For the vast majority of the 
programs of study, there were very small numbers of responses received for each one (small 
“n” value), which does not allow for meaningful analysis of data. The full list of each 
program of study for undergraduate, master’s, and Ph.D. students are listed in Table 90. 
Although there were an inadequate number of responses to do an adequate analysis 
with respect to all of the programs of study and the related data, there were some majors 
where there were enough respondents to perform at least a minimal level of analysis with 
respect to each other in terms of comparing their means as between one other, as it related to 
the TAM. As the data and analysis will show, with many having a small sample size, the 
strength of the conclusions and data leaves much to be desired and could be an area for future 
research with larger sample sizes. For purposes of this study, the researcher analyzed data 
only where there were at least five surveys in a given program of study (n = 5 or greater) in 
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order to maintain a sample size that may lead to useful results, with the understanding that 
the small sample size may weaken the strength of analysis. 
 The TAM overall had a mean of 20.7619 with a standard deviation of 5.67471. When 
the seven undergraduate programs of study were analyzed alone, they had a mean of 20.1154 
with a standard deviation of 5.51879. When the three graduate programs of study were 
analyzed alone, they had a mean of 21.2917 with a standard deviation of 6.51740. The chart 
below notes these data as they relate to programs of study. Since the data were coded for 
SPSS with the number 1 being “strongly agree” and 2 for “agree,” the lower the mean, the 
greater the acceptance of technology is. Taking a look first at the undergraduate programs of 
study (UG) followed by graduate programs of study (GP), the data regarding the mean and 
the TAM were as noted below. Within the Ph.D. responses, there was only one program of 
study that presented with five or more surveys; therefore, there was not any other Ph.D. 
grouping to compare them to. Only undergraduate and master’s programs were included in 
the analysis. The full SPSS charts of data are listed at Table 90. 
Table 90.  Summary of Program of Study with respect to the TAM 
Program Of Study (POS) and    (n = value) Mean  sd  
UG-Apparels, Textiles and Merchandising   (6)  23.5000 6.0909  
UG-Computer Engineering Technology   (5)  21.4000 4.92950 
UG-Information Assurance     (16)  18.6875 3.85951 
UG-Mechanical Engineering Technology   (6)  21.6667 6.77249 
UG-Product Design and Development   (5)  17.2000 3.96232 
UG-Simulation, Animation and Gaming   (7)  21.5714 8.18244 
UG-Technology Management    (7)  18.8571 5.17779 
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TOTAL UG (of above 7 POS):    (52)  20.1154 5.51879 
GP-Engineering Management    (6)  25.6667 9.9129  
GP-Information Assurance     (5)  18.2000 3.03315 
GP-Technology Studies     (13)  20.4615 4.80651 
TOTAL GRAD (of above 3 POS)    (24)  21.2917 6.51740 
The various groups noted above, where there were five or more responses (n = 5 or 
greater) and where there were at least two programs of study (POS) within each level 
(undergraduate, master’s, or Ph.D.), were also compared for significance using a one-way 
ANOVA. In looking at the TAM and the undergraduate students in these seven programs of 
study, there was an F = 1.061, (p = .400), and df = 6. There was no overall level of 
significance between the programs of study and the TAM for the analyzed undergraduate 
data. When analyzing the graduate students for the three programs of study, there was an F = 
2.237, (p = .132), and df = 2. There was no significant difference with the TAM and the 
analyzed programs of study. 
 Analysis. 
Given the very low numbers of students within each program of study, it is difficult 
and perhaps irresponsible to draw any conclusions about the strength of the data or any 
information derived from them. The number of participants is simply too low to place much 
confidence in the data as they relate to the research question of how the program of study 
relates to the TAM. With that noted, it is interesting to see that  however limited the strength 
of the data may be, that the program of study did not appear to have any strong relationship 
to a person’s acceptance of technology. There may also be a different level of variation 
between students who are all in a college of technology as opposed to comparing students 
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across a wide range of diverse colleges and programs of study. This is an area that could 
warrant further study, with a larger group of survey participants. 
 Research Question #10: What is the relationship between the CFIP and the 
TAM when openness to experience is modeled as a control factor?  
This question was analyzed using partial correlation analysis. Previously, a Pearson 
Correlation of (r = .197) and 2-tailed significance of (p = .044) between the overall CFIP and 
TAM was observed in Research Question 1 (see Table 91). The relationship between the 
CFIP and the TAM was analyzed while also considering openness to experience as a possible 
control factor. When openness to experience was included, we see that the control factor 
increases the already significant correlation to a Pearson Correlation (r = .205) with a 
significance (2-tailed; p = .037), with an interactive effect when controlling for openness to 
experience (see Table 91). 
With respect to the CFIP alone and the openness to experience personality factor, 
there was a Pearson Correlation of (r = -.003), with a significance of (2-tailed; p = .979), 
indicating that although there was a negative or inverse relationship, that relationship was not 
significant in terms of the CFIP taken alone and the control factor of openness to experience 
(which may actually be a mediator in this case). 
With respect to the TAM alone and the openness to experience personality factor, 
there was a Pearson Correlation of (r = .261) with a significance of (2-tailed; p = .007), 
indicating that there was a signification correlation between the TAM and the openness to 
experience personality factor. This shows that the relationship with the TAM drives the 
moderation. 
	71	
	
Analysis.  
The control factor of openness to experience and the CFIP/TAM is slightly 
significant, indicating that when controlling for this personality factor, the level of 
significance between the CFIP and the TAM does increase slightly from a Pearson 
Correlation of (r = .197 to a r = .205), with a 2-tailed level of significance that indicated it 
was significant in both cases, with a (p = .044 to a p = .037). This would suggest that if we do 
use this control factor, we might be able to slightly increase the strength of the relationship 
between the TAM and the CFIP. The CFIP itself has no significant correlation with this 
personality factor, whereas the TAM itself has a very strong correlation with the factor and 
may therefore drive the moderation. However, with respect to how this personality factor 
affects the relationship between the TAM and the CFIP, it has only a slight affect in 
increasing the strength of the relationship.  
 Research Question #11: What is the relationship between the CFIP and the 
TAM when extraversion is modeled as a control factor?  
This question was analyzed using partial correlation analysis. Previously a Pearson 
Correlation (r = .197) and 2-tailed significance (p = .044) between the overall CFIP and 
TAM was observed in Research Question 1. The relationship between the CFIP and the 
TAM was analyzed while also considering extraversion as a possible control factor. When 
we add extraversion, we see that control factor has an interactive effect (increases the already 
significant correlation) with a Pearson Correlation (r = .200) and a significance (2-tailed; p 
= .041), which is greater when controlling for extraversion (see Table 92). 
With respect to the CFIP alone and the extraversion personality factor, there was a 
Pearson Correlation of (r = -.027), with a significance (2-tailed; p = .781), indicating that 
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although there was a negative or inverse relationship, that relationship was not significant, in 
terms of the CFIP taken alone and the control factor of extraversion (which may actually be a 
mediator in this case). 
With respect to the TAM alone and the extraversion personality factor, there was a 
Pearson Correlation (r = .091) with a significance (2-tailed; p = .356), also indicating that 
there is no significant correlation between the TAM and the personality factor of 
extraversion. 
Analysis. 
The control factor of extraversion and the CFIP/TAM did make a slight difference in 
the strength of the relationship, indicating that when controlling for this personality factor, 
the strength of the relationship between the CFIP and the TAM does increase slightly (from a 
r = .197 to a r = .200 Pearson Correlation) with an interactive effect, while still significant 
with a p = .044 to a p = .041.) This would suggest that if we do use this control factor, we can 
have a slight increase the strength of this relationship with an interactive effect between the 
TAM and the CFIP, although the level of the increase is rather small. 
 Research Question #12: What is the relationship between the CFIP and the 
TAM when agreeableness is modeled as a control factor?  
This question was analyzed using partial correlation analysis. Previously a Pearson 
Correlation (r = .197) and 2-tailed significance (p = .044) between the overall CFIP and 
TAM was observed in Research Question 1. Next the relationship between the CFIP and the 
TAM was analyzed while also considering agreeableness as a possible control factor. When 
we add agreeableness, we see that control factor does not increase the CFIP/TAM correlation 
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and has a Pearson Correlation (r = .191) with a significance (2-tailed; p = .052), with this 
relationship not being significant (see Table 93). 
With respect to the CFIP alone and the agreeableness personality factor, there was a 
Pearson Correlation of (r = .050) with a significance (2-tailed; p = .613), with this 
relationship not being significant. 
With respect to the TAM alone and the agreeableness personality factor, there was a 
Pearson Correlation of (r = .207) with an interactive effect with a significance (2-tailed; p 
= .034), indicating that the relationship was significant. 
Analysis. 
The control factor of agreeableness with respect to the CFIP and TAM was not 
significant. Additionally, the relationship with the control factor and the CFIP taken alone is 
not significant. However, the relationship with the control factor of agreeableness and the 
TAM, taken alone, was significant, with a (p = .034) and the Pearson Correlation of (r 
= .207) and its interactive effect. The relationship with the TAM may drive the moderation.  
 Research Question #13: What is the relationship between the CFIP and the 
TAM when neuroticism is modeled as a control factor?  
This question was analyzed using partial correlation analysis. Previously a Pearson 
Correlation (r = .197) and 2-tailed significance (p = .044) between the overall CFIP and 
TAM was observed in Research Question 1. Next the relationship between the CFIP and the 
TAM was analyzed while also considering neuroticism as a possible control factor. When we 
add neuroticism, we see that control factor has a minimal change to the CFIP/TAM 
correlation with a Pearson Correlation (r = .200) and interactive effect with a significance (2-
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tailed; p = .042), with this relationship being significant, but with having the r-value change 
from a (r = .197) to a (r = .200; see Table 94). 
With respect to the CFIP alone and the neuroticism personality factor, there was a 
Pearson Correlation of (r = .002), with a significance (2-tailed; p = .984), with this 
relationship not being significant. 
With respect to the TAM alone and the neuroticism personality factor, there was a 
Pearson Correlation of (r = -.152), with a significance (2-tailed; p = .122), indicating a 
negative inverse relationship; however, that relationship was not significant. 
Analysis. 
This personality factor of neuroticism did not have any significant material effect on 
the relationship between the CFIP and the TAM, changing the Pearson Correlation (r = .197 
to a r = .200), with both relationships having a level of significance.   
Additionally, the relationships between this personality factor and the CFIP alone, or 
the TAM alone, did not have a level of significance. In other words, this personality factor 
did not change the strength of the relationship on the studied group with respect to either the 
TAM or CFIP taken individually. 
Given these results, the personality factor of neuroticism as a control factor did not 
have a significant effect on the results. 
Research Question #14: What is the relationship between the CFIP and the 
TAM when conscientiousness is modeled as a control factor?  
This question was analyzed using partial correlation analysis. Previously a Pearson 
Correlation (r = .197) and 2-tailed significance (p = .044) between the overall CFIP and 
TAM was observed in Research Question 1. Next the relationship between the CFIP and the 
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TAM was analyzed while also considering conscientiousness as a possible control factor. 
When we add conscientiousness, we see that control factor has a minimal change to the 
CFIP/TAM correlation with a Pearson Correlation (r = .186) with a significance (2-tailed; p 
= .059), with this relationship not being significant (see Table 95). 
With respect to the CFIP alone and the conscientiousness personality factor, there 
was a Pearson Correlation of (r = -.132) with a significance (2-tailed; p = .179), with this 
relationship not being significant. 
With respect to the TAM alone and the conscientiousness personality factor, there 
was a Pearson Correlation of (r = -.103) with a significance (2-tailed; p = .294), with this 
relationship not being significant. 
Analysis.  
Inclusion of this personality factor with respect to the TAM and CFIP was not 
significant. Additionally, this personality factor was not significant with respect to the CFIP 
or the TAM individually.  
 Subscales of TAM and CFIP with respect to control factors.  
In addition to the specific research questions posed above, the researcher also 
analyzed the data with respect to any correlations between the subscales within the CFIP 
(four subscales, which are collection, unauthorized access, errors and secondary use) and the 
TAM (two subscales, which are usefulness and ease of use). 
The correlations among the four subscales of the CFIP and the two subscales of the 
TAM, with the control factors of the Big Five personality factors, are addressed below and 
also listed in the tables as noted below. 
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Openness to experience control factor.  
When analyzing the correlations between the four CFIP and the two TAM subscales 
and controlling for the control factor of openness of experience, the following significant 
correlations are found; how they compare in significance where there was no control factor is 
as follows: 
Table 96.  CFIP and TAM with openness to experience control factor summary 
Categories:      r (p) Mod r(p) W/O   
CFIP-Unauthorized Access à CFIP-Collection .476 (.000) .470 (.000)  
CFIP-Secondary Use à CFIP- Collection  .247 (.011) .229 (.019)  
CFIP-Collection à TAM-Ease of Use  .235 (.016) .188 (.054)  
CFIP-Secondary Use à CFIP-Unauthorized Access .307 (.001) .308 (.001)  
CFIP-Secondary Use à CFIP- Errors  .246 (.012) .246 (.011)  
TAM-Ease of Use à TAM-Usefulness  .282 (.004) .298 (.002)  
 The control factor of openness of experience did have an impact on the correlation 
between CFIP-Collection and TAM-Ease of Use in some relationships (increasing the 
strength of the relationship) as noted in the chart, where the level of significance was set 
equal to or less than (p = .050; see also Table 96). 
Extraversion control factor.  
When analyzing the correlations between the four CFIP and the two TAM subscales 
and controlling for the control factor of extraversion, the following significant correlations 
are found; how they compare in significance where there was no control factor is as follows: 
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Table 97.  CFIP and TAM with extraversion control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .470 (.000) .470 (.000)  
CFIP-Secondary Use à CFIP-Collection  .229 (.020) .229(.019)  
CFIP-Unauthorized Access à CFIP-Errors  .196 (.046) .191 (.051)  
CFIP-Errors à CFIP-Secondary Use   .247 (.011) .246 (.011)  
TAM-Usefulness à CFIP-Errors   .125 (.205) .128 (.193)  
CFIP-Unauthorized Access à CFIP-Secondary Use .308 (.001) .308 (.001)  
TAM-Usefulness à TAM-Ease of Use  .204 (.002) .298 (.002)  
 The control factor of extraversion did not play a significant role in modifying the 
relationships in most cases where the level of significance was set equal to or less than (p 
= .050), with the notable exception of TAM-Usefulness to TAM-Ease of use, where the r-
value (Pearson) decreased from a (r = .298) to a (r = .204), indicating a spurious relationship, 
while maintaining a significance of (p = .002; see Table 97). 
Agreeableness control factor.  
When analyzing the correlations between the four CFIP and the two TAM subscales 
and controlling for the control factor of agreeableness, the following significant correlations 
are found; how they compare in significance where there was no control factor is as follows: 
Table 98.  CFIP and TAM with agreeableness control factor summary 
Categories:      r (p) Mod r(p) W/O  
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CFIP-Collection à CFIP-Unauthorized Access .475 (.000) .470 (.000)  
CFIP-Collection à CFIP-Secondary Use  .228 (.020) .229 (.019)  
CFIP-Errors à CFIP-Unauthorized Access  .201 (.041) .191 (.051)   
CFIP-Errors à CFIP-Secondary Use   .242 (.013) .246 (.011)  
CFIP-Secondary Use à CFIP-Unauthorized Access .317 (.001) .308 (.001)  
TAM-Ease of Use à CFIP-Unauthorized Access .201 (.041) .180 (.066)  
TAM-Usefulness à TAM-Ease of Use  .278 (.004) .298 (.002)  
 The control factor of agreeableness did alter the strength of the relationship (r-
value/Pearson) in some of the cases where the significance was set equal to or under (p 
= .050). In most cases, as noted above in the chart, the strength of the r-value (Pearson) 
either remained the same or became stronger, with the notable exception of the TAM-
Usefulness à TAM-Ease of Use relationship, changing from a (r = .298) to a (r = .278), 
indicating a spurious relationship (see also Table 98). 
Neuroticism control factor.  
When analyzing the correlations between the four CFIP and the two TAM subscales 
and controlling for the control factor of neuroticism, the following significant correlations are 
found; how they compare in significance where there was no control factor is as follows: 
Table 99.  CFIP and TAM with neuroticism control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .469 (.000) .470 (.000)  
CFIP-Collection à CFIP-Secondary Use  .230 (.019) .229 (.019)  
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CFIP-Collection à TAM-Ease of Use  .200 (.042) .188 (.054)  
CFIP-Secondary Use à CFIP-Unauthorized Access .309 (.001) .308 (.001)  
CFIP Secondary Use à CFIP-Errors   .246 (.012) .246 (.011)  
TAM-Usefulness à TAM-Ease of Use  .312 (.001) .298 (.002)  
The control factor of neuroticism did not play a significant role in modifying most 
correlations where the significance was set equal or less than (p = .050), with the notable 
exception of the CFIP-Collection to TAM-Ease of Use, which increased the strength of the 
relationship from (r = .188) to (r = .200), although with the control factor the (p = .042), 
without the control factor a (p = .054). However, TAM-Usefulness to TAM-Ease of Use 
increased the strength of the relationship, with p-values well under the .050 threshold (see 
also Table 99). 
Conscientiousness control factor.  
When analyzing the correlations between the four CFIP and the two TAM subscales 
and controlling for the control factor of conscientiousness, the following significant 
correlations are found; how they compare in significance where there was no control factor is 
as follows: 
Table 100.  CFIP and TAM with conscientiousness control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .461 (.000) .470 (.000)  
CFIP-Collection à CFIP-Secondary Use  .219 (.026) .229 (.019)  
CFIP-Secondary Use à CFIP-Unauthorized Access .297 (.002) .308 (.001)  
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CFIP-Secondary Use à CFIP-Errors   .247 (.012) .246 (.011)  
TAM-Usefulness à TAM-Ease of Use  .294 (.002) .298 (.002)  
It is clear in this case that the control factor of conscientiousness did not play a 
significant role in modifying most correlations where the significance (p-value) was set at (p 
= .050) or lower. To the extent that there was an impact, it was slight, and in most cases 
resulted in a slightly weaker Pearson (r-value) with a spurious relationship (see also 100). 
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Chapter V: Discussion and Implications of the Study 
 This research examined the relationship between a person’s concern for privacy and 
their acceptance of technology. In addition, this study considered the relationship between 
demographic factors, such as age and gender, and educational factors, such as the degree 
level and classification status (how far along the student was), as well as privacy and 
technology, and included the Big Five personality factors as control factors of such 
relationships.     
 With respect to the CFIP, a factor analysis confirmed that the subscales within the 
CFIP itself were highly correlated in a manner consistent with how the CFIP was originally 
designed and subdivided and how it was also used in this study.   
The same could not be said about the TAM—at least initially, when a factor analysis 
was conducted. The initial factor analysis determined that there were four factors, or 
dimensions, within the TAM in this study. Each one of these dimensions, or components, had 
a portion of the items contained within. The first component, Component 1, had generally 
high loadings also in Component 4. This indicated that although the TAM was designed with 
two main subscales, this loading of four subscales in the factor analysis might not really be 
four distinct dimensions or components. The researcher, as noted later, performed a factor 
analysis with a two-component forced factor analysis. The second dimension or component, 
Component 2, also generally had high loadings for another component, that being 
Component 3. This indicated that although the TAM was designed with two main subscales, 
this placement of 4 subscales in this loading of the factor analysis might not really be four 
distinct components. Component 3 items also generally had high loadings for Component 2, 
indicating that Component 3 was similar in nature to Component 2. Component 4 items also 
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generally had high loadings within Component 1, indicating that Component 4 was similar in 
nature to Component 1. Given this initial finding of four factors, and seeing the similarities 
of how they were loaded, the researcher conducted a forced two-factor factor analysis. 
Although the initial factor analysis of the TAM produced four separate components, a closer 
look and analysis of these components indicated that each of the two sets of components had 
similarities. When a forced two-factor analysis was conducted, these similar groupings of 
components came together in a manner consistent with the original TAM and aligned with 
the TAM’s originally designed two dimensions. 
 In terms of the implications of this study and with respect to the CFIP and the TAM, a 
positively correlated relationship was significant between the two instruments: as one’s 
concern for privacy increased, so too did their acceptance of technology. There was a 
significant positive correlation between the CFIP and the TAM (r = .197) and (p = .044). 
Additionally, when the subscales are parsed out, there are some very strong correlations 
among the CFIP subscales: between the CFIP-Unauthorized Access and CFIP-Collection (r 
= .462) and (p = .000); CFIP-Secondary Use and CFIP-Collection (r = .229) and (p = .019); 
CFIP-Secondary Use and CFIP-Unauthorized Access (r = .308) and (p = .001); and CFIP-
Secondary Use and CFIP-Errors (r = .298) and (p = .002). Specifically, CFIP-Secondary Use 
was positively correlated with almost all other subscales of the CFIP. Within the TAM, the 
two subscales were also positively correlated (r = .301) and (p = .002). Therefore, the TAM 
is internally strongly correlated, the CFIP between many of its four subscales was also 
strongly correlated, and the two instruments as compared to each other as a whole were 
strongly correlated (r = .197) and (p = .044). As a person’s acceptance of technology rises, 
so too does their concern for information privacy. This finding may be good news in that it 
	83	
	
may allow for some privacy education efforts to be targeted at those whose acceptance of 
technology may be lower, and, consequently, it may then also reach those who have a lower 
concern for privacy. 
 In respect to some demographic traits, the researcher studied 105 EMU College of 
Technology student surveys. The first demographic trait that was studied was gender, which 
showed no significant difference in terms of how a person answered the TAM or the CFIP. In 
other words, gender did not play a significant role in the responses on either instrument. As is 
noted in the limitations section of this study, caution should be used with this result as it may 
be a product of the sample, as all students in the sample were enrolled in the College of 
Technology at Eastern Michigan University and may not represent the population as a whole. 
 The next demographic trait that was studied was age. There was no significance (p 
= .977) with respect to a person’s age and their responses on the TAM. There was only a 
slightly negative significance in the correlation (p = .053) with respect to the CFIP and the 
age of the participant. This would suggest that there might be a slight trend for less concern 
for privacy as a person’s age increases; however, that relationship was not within the 
accepted level of significance, falling just outside of that significance threshold. As is noted 
in the limitations section of this study, caution should be used with this result as it may be a 
product of the sample, as all students in the sample were enrolled in the College of 
Technology at Eastern Michigan University and may not represent the population as a whole.  
As noted, with respect to age, there was a trend for the CFIP that indicated that concern for 
information privacy may increase as age decreases. Societally, this may pose a problem, 
since those who are older may have this reduced concern for privacy, and yet, this same 
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group may also be the most vulnerable to privacy attacks and other related computer and 
financial crimes. With respect to age, there was no correlation with the TAM.   
 The next demographic studied was whether the student was an undergraduate student 
or a graduate student (master’s and Ph.D. combined). Taking a look at just the CFIP, when 
comparing the responses of the undergraduate and the graduate students, the results were not 
significant (p = .462). There was a less-than-ideal distribution of the data, as indicated from 
the Levene’s Test; however, even when compensating for this, there was still no appreciable 
level of significance. In other words, whether the student was an undergraduate student or a 
graduate student did not materially affect their responses on the CFIP. Taking a look at just 
the TAM, when comparing the responses of the undergraduate and the graduate students, the 
results were not significant (p = .868). In other words, whether the student was an 
undergraduate student or a graduate student did not materially affect their responses on the 
TAM. 
Overall, it can be said that there was no significant relationship with these 
demographic factors with respect to the CFIP or TAM, indicating that they may not be useful 
variables—at least with the group that was studied, except, perhaps, with the possible 
relationship with age as discussed herein.   
The next aspect that was studied was the program of study as it related to the CFIP.  
Given the very low numbers of students within each program of study, it was difficult and is 
perhaps irresponsible to draw any sweeping conclusions about the strength of the data or any 
information flowing from it. The number of participants was simply too low to place a lot of 
confidence in the data as they relate to the research question of how the program of study 
relates to the CFIP. With that noted, it was interesting to see, however, with the limited 
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available data, that the program of study did not appear to have any significant relationship to 
a person’s concern for information privacy. Since this study was limited to College of 
Technology students at EMU, there may be a different level of variation among students who 
are all in a college of technology as opposed to students across a wide range of diverse 
colleges and programs of study. This is an area that could warrant further study with a larger 
group of survey participants. This program of study aspect was also studied with respect to 
the TAM. Given the very low numbers of students within each program of study, it is 
difficult and perhaps irresponsible to draw any conclusions about the strength of the data or 
any information derived from them. The number of participants was simply too low to place 
much confidence in the data as they related to the research question of how the program of 
study related to the TAM. With that noted, it was interesting to see, however limited the 
strength of the data may be, that the program of study did not appear to have any strong 
relationship to a person’s acceptance of technology. There may also be a different level of 
variation between students who are all in a college of technology as opposed to comparing 
students across a wide range of diverse colleges and programs of study. This is an area that 
could warrant further study with a larger group of survey participants. With respect to the 
program of study of the participant, there was very limited data to make any strong 
conclusions in this area. However, the available data with respect to the programs of study 
did not show a relationship that was significant between the programs of study with respect 
to the CFIP or the TAM.   
 With respect to the Big Five personality factors as a control factor and the CFIP, this 
study found no significant correlation between the CFIP as a whole and any of the 
personality factors. Other researchers have had consistent results finding no relationship with 
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respect to the factors of conscientiousness and extraversion while finding a relationship with 
agreeableness, a relationship not found in this study (Korzaan & Boswell, 2008).  
The control factor of openness to experience and the CFIP/TAM does increase the 
strength of the relationship, indicating that when controlling for this personality factor, the 
strength of the relationship between the CFIP and the TAM does increase slightly from a 
Pearson Correlation of (r = .197) to (r = .205), with a 2-tailed level of significance that 
indicated it was significant in both cases, with a (p = .044) that adjusted to a (p = .037). This 
would suggest that if we do use this control factor, we may be able to slightly increase the 
strength of the relationship between the TAM and the CFIP. The CFIP itself has no 
significant correlation with this personality factor, whereas the TAM itself has a strong 
correlation with the factor and may therefore drive the moderation. However, with respect to 
how this personality factor affects the relationship between the TAM and the CFIP, it has 
only a slight effect in increasing the strength of the relationship. 
The control factor of extraversion and the CFIP/TAM made a slight difference in the 
strength of the relationship, indicating that when controlling for this personality factor, the 
strength of the relationship between the CFIP and the TAM does increase slightly from a (r 
= .197) to a (r = .200) interactive effect (Pearson Correlation), while still significant from a 
(p = .044) to a (p = .041). This suggests that if we do use this control factor, we can have a 
slight increase in the strength of this relationship between the TAM and the CFIP, although 
the level of the interactive effect/increase is rather small. 
The control factor of agreeableness with respect to the CFIP and TAM was not 
significant. Additionally, the relationship with the control factor and the CFIP taken alone 
was not significant. However, the relationship with the control factor of agreeableness and 
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the TAM, taken alone, was significant, with a (p = .034) and a Pearson Correlation (r 
= .207).  The relationship with the TAM may drive the change. 
The personality factor of neuroticism did not have any significant material effect on 
the relationship between the CFIP and the TAM, changing the Pearson Correlation (r = .197) 
to a (r = .200), with both relationships having a level of significance of (r = .042.). 
Additionally, the relationships between this personality factor and the CFIP alone, or the 
TAM alone, did not have a level of significance. In other words, this personality factor did 
not change the strength of the relationship on the studied group with respect to either the 
TAM or CFIP taken individually. Given these results, the personality factor of neuroticism as 
a control factor did not have a significant effect on the results. 
The personality factor of conscientiousness did not have significance with respect to 
the CFIP and TAM, the CFIP alone, or the TAM alone. All of the significance (2-tailed) 
values were outside a level considered to be significant.  
When taking the TAM and CFIP together and moderating for the personality factors, 
there is an overall positive benefit to that relationship, even if it is slight, in terms of mostly 
strengthening the relationship. The two main factors were openness to experience and 
extraversion, with a positive impact, albeit slight. 
When breaking out the subscales, there was, in some cases, a stronger effect with the 
personality factor as a control factor. 
With regard to the CFIP and TAM subscales and the control factors of the Big Five 
personality factors, there were a few trends that did develop. First, the control factors of 
conscientiousness and extraversion played a small, if any, role in changing the strength of the 
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relationship (in the r-value/Pearson), with the notable exception that extraversion did change 
the TAM-Ease of Use and TAM-Usefulness relationship strength, making it weaker.   
Second, the control factor of openness to experience either had no effect or had a 
positive effect, depending on the subscale, in increasing the relationship with respect to the 
subscales that carried a minimum significance of (p = .050). This would suggest that making 
use of the control factor of openness to experience can be useful in making the relationship 
greater, at least with respect to the CFIP-Collection à CFIP-Secondary Use (r = .229; p 
= .019) to a (r = .247; p = .011), although it reduced the strength of the relationship between 
the TAM-Usefulness à TAM-Ease of Use, but roughly the same amount (r = .298; p = .002) 
to a (r = .282; p = .004). However, even with these two notable relationships, overall, the 
control factor of openness to experience may not be that relevant given its limited application 
within these two narrow subscales the negative effect within the TAM, depending on what 
specific aspect is being analyzed. 
The control factor of agreeableness had a positive effect in increasing the strength of 
the relationship in two of the subscales (CFIP-Errors à CFIP-Unauthorized Access: (r 
= .191; p = .051) to (r = .201; p = .041) and TAM-Ease of Use à CFIP-Unauthorized 
Access: (r = .180; p = .066) to (r = .201; p = .041); however, in both of these cases the p-
value was above a .050 significance level before the control factor was applied. There was a 
decrease in the strength of the relationship in TAM-Usefulness à TAM-Ease of Use (r 
= .298; p = .022) to a (r = .278; p = .004). In the other subscales it had little or no 
appreciable effect on the strength of the relationship. This would suggest that making use of 
the control factor of agreeableness can have a positive effect in increasing the strength of the 
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relationship, at least for at least some of the subscales within the CFIP itself, while having the 
effect of a decrease of strength between the TAM subscales. 
The control factor of neuroticism was not a significant control factor for most of the 
correlations where there was a (p = .050) significance or greater, with the exception of the 
relationship between CFIP-Collection à TAM-Ease of Use, where there was an interactive 
effect (increase in the strength of the relationship) from a (r = .188; p = .054) to (r = .200; p 
= .042), as well as an increase with TAM-Usefulness à TAM-Ease of Use (r = .298; p 
= .002) to (r = .312; p = .001). This would suggest that making use of this control factor, at 
least with respect to the subscales noted, could help to increase the interactive effect (strength 
of that relationship).  
Taken as a whole, there was not any one control factor that had widespread 
applicability with respect numerous subscales, such that it can be said that making use of the 
control factors definitely would increase the strength of the relationships on any widespread 
basis. 
 It is important to also note that with respect to the Big Five personality factors in this 
study, the Cronbach Alpha was not as strong as it could have been, although it was above any 
unacceptable threshold. In that light, the findings related to the Big Five personality factors 
should also be considered in that context. 
 Although the demographics that were analyzed as part of this study did not provide 
any significant relationships, this study did show that there was indeed a positive relationship 
between the acceptance of technology and a concern for information privacy. Additionally, 
the control factors of openness to experience and extraversion did increase the relationship 
between the CFIP and TAM overall, albeit slight, and this relationship may have some value 
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when trying to identify groups that may need more education on information privacy. 
Knowing that acceptance of technology is also positively correlated with concern for 
information privacy may also help with targeting information about privacy to groups of 
people who have a lower acceptance of technology, as they would likely be the groups who 
are least concerned about privacy when perhaps they should be more concerned since they 
may be least likely to appreciate the risks involved. 
 There is also room for future research in this area. The inverse relationship with age 
between the CFIP and the TAM, although just outside the normal ranges of significance (p 
= .053), does indicate that there may be a relationship that could be revealed in other studies. 
The issue of privacy is complicated, and other aspects of privacy and what affects those 
beliefs is also an area that is ripe for further research and exploration.  
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Appendix D: Survey Administered to Students 
 
Instructions:  For each question please select the response that best answers the question.  If 
you are not currently employed, please answer the question as it relates to your experience at 
Eastern Michigan University (in other words- if you are a student who is not employed, your 
“employment” or “job” is your student status at EMU, and your “employer” is EMU with 
you as a student).  For your major, if you have not selected your major, or you are unsure, or 
you have more than one major—please select one ONE major/program of study that you 
most closely identify with.  If you are under 18 years of age, please do NOT take this 
survey—this study has not been approved for use by persons under 18 years of age. 
 
1) Which selection below best describes your current status at EMU? 
 A) Undergraduate Student 
 B) Graduate Student: Masters Program 
 C) Graduate Student: Ph.D. Program 
 D) I am a student but not classified as undergrad or graduate school 
 E) I am not a student at EMU 
2) Which selection below best describes how far along you are in your program of 
study? Please select the option which most closely approximates what you have completed so 
far in terms of credits earned as compared to total credits needed for your program of study.  
For example, if your program of study requires 120 credit hours, and you have completed 24 
credit hours, and are currently enrolled in courses totaling 12 credit hours this semester, but 
have not yet completed those courses, then you have only completed 24/120 credit hours, or 
20% total. 
 A)  20% complete  
 B)  40% complete 
 C)  60% complete 
	100	
	
 D)  80% complete 
 E) 100% complete 
3) My Undergraduate program of study is most closely described as: 
 A)  Undergraduate-Apparel, Textiles & Merchandising 
 B) Undergraduate- Applied Technology 
 C) Undergraduate- Aviation Flight Management 
 D) Undergraduate- Aviation Flight Technology 
 E) Undergraduate- Business, Management, Marketing and Technology 
 F) Undergraduate- Communication Technology 
 G) Undergraduate- Computer Aided Design 
 H) Undergraduate- Computer Engineering Technology 
 I) Undergraduate- Construction Management 
 J) Undergraduate- Distribution Operation & Technical Sales 
 K) Undergraduate- Electronic Engineering Technology 
 L) Undergraduate- Hotel and Restaurant Management 
 M) Undergraduate- Information Assurance  
 N) Undergraduate- Interior Design 
 O) Undergraduate- Legal Assistant (Paralegal) 
 P) Undergraduate- Manufacturing Engineering Technology 
 Q) Undergraduate- Mechanical Engineering Technology 
 R) Undergraduate- Military Science and Leadership 
 S) Undergraduate- Network and Information Technology Administration  
 T) Undergraduate- Polymers and Coatings Technology  
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 U) Undergraduate- Product Design & Development 
 V) Undergraduate- Simulation, Animation and Gaming 
 W) Undergraduate- Technology and Design Education 
 X) Undergraduate- Technology Management 
 Y) I am not enrolled in an Undergraduate program 
 Z) Undergraduate Program not listed  
4) My Graduate Program of Study is most closely described as (if Ph.D. please check 
“not enrolled” at end of list—the next question will ask about Ph.D.): 
 A) Graduate Program- Apparel, Textiles & Merchandising 
 B) Graduate Program- Computer Aided Engineering 
 C) Graduate Program- Construction Management 
 D) Graduate Program- Engineering Management 
 E) Graduate Program- Hotel Restaurant Management  
 F) Graduate Program- Information Assurance 
 G) Graduate Program- Interior Design 
 H) Graduate Program- Polymers and Coatings 
 I) Graduate Program- Quality Management 
 J) Graduate Program- Technology Studies 
 K) Graduate Program- not listed  
 L) I am not enrolled in a Graduate Program 
5) If you are enrolled in a Ph.D. in Technology please indicate which selection best 
describes your concentration: 
 A) I am not enrolled in the Ph.D. program 
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 B) Construction 
 C) Engineering Management 
 D) Geographic Information Technology 
 E) Information Assurance 
 F) Interior Design 
 G) Polymers and Coatings 
 H) Quality Management 
 I) Technology and Education 
 J) Technology Management 
 K) Technology Studies 
 L) Textiles 
 M) Concentration not listed   
6) The gender that I most closely identify with is: 
 A) Male 
 B) Female 
 C) Something other than Male or Female 
7) My age is: 
 Enter Age: ________ 
8) It usually bothers me when companies ask me for personal information (CFIP-
Collection) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
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 D) Disagree 
 E) Strongly Disagree 
9) When companies ask me for personal information, I sometimes think twice before 
providing it. (CFIP-Collection) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
10) It bothers me to give personal information to so many people. (CFIP-Collection) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
11) I am concerned that companies are collecting too much personal information about 
me. (CFIP-Collection) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
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12) Companies should devote more time and effort to preventing unauthorized access to 
personal information. (CFIP-Unauthorized Access) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
13) Computer databases that contain personal information should be protected from 
unauthorized access-even where the cost is significant. (CFIP-Unauthorized Access) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
14) Companies should take more steps to make sure that unauthorized people cannot 
access personal information in their computers. (CFIP-Unauthorized Access) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
15) All the personal information in computer databases should be double-checked for 
accuracy- even where the cost is significant. (CFIP-Errors) 
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 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
16) Companies should take more steps to make sure that personal information in their 
files is accurate. (CFIP-Errors) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
17) Companies should have better procedures to correct errors in personal information. 
(CFIP-Errors) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
18) Companies should devote more time and effort to verifying the accuracy of the 
personal information in their databases. (CFIP-Errors) 
 A) Strongly Agree 
 B) Agree 
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 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
19) Companies should not use personal information for any purpose unless it has been 
authorized by the individuals who provide the information. (CFIP-Secondary Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
20) When people give personal information to a company for some reason, the company 
should never use the information for any other purpose. (CFIP-Secondary Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
21) Companies should never sell the personal information in their computer databases to 
other companies. (CFIP-Secondary Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
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 E) Strongly Disagree 
22) Companies should never share personal information with other companies unless it 
has been authorized by the individuals who provided the information. (CFIP-Secondary Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
23) My job/school would be difficult to perform without Internet Access (TAM 
Usefulness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
24) Using the Internet gives me greater control over my work/school (TAM-Usefulness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
25) Using the Internet improves my job/school performance (TAM-Usefulness) 
 A) Strongly Agree 
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 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
26) Using the Internet saves me time at my job/school (TAM-Usefulness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
27) The Internet enables me to accomplish tasks more quickly at my job/school (TAM-
Usefulness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
28) Using the Internet enhances my effectiveness on the job/school (TAM-Usefulness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
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29) Overall, I find the Internet useful in my job/school (TAM-Usefulness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
30) I often become confused when I use the Internet at my job/school (TAM-Ease of Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
31) I make errors frequently when using the Internet at my job/school (TAM-Ease of 
Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
32) Interacting through the Internet is often frustrating at my job/school (TAM-Ease of 
Use) 
 A) Strongly Agree 
 B) Agree 
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 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
33) I find it easy to get the Internet to do what I want it to do at my job/school (TAM-
Ease of Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
34) I find it easy to use the Internet in my job/school (TAM-Ease of Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
35) It is easy for me to remember how to perform tasks using the Internet in my 
job/school (TAM-Ease of Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
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36) Overall, I find the Internet easy to use in my job/school (TAM-Ease of Use) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
 
37) I have a vivid imagination (Openness to Experience) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
 
38) I am quick to understand things (Openness to Experience) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
39) I spend time reflecting on things (Openness to Experience) 
 A) Strongly Agree 
 B) Agree 
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 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
40) I am the life of the party (Extraversion) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
41) I don’t mind being the center of attention (Extraversion) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
42) I feel comfortable around people (Extraversion) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
43) I am interested in people (Agreeableness) 
 A) Strongly Agree 
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 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
44) I sympathize with others’ feelings (Agreeableness)  
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
45) I make people feel at ease (Agreeableness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
46) I am easily disturbed (Neuroticism) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
47) I change my mood a lot (Neuroticism) 
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 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
48) I get stressed out easily (Neuroticism)  
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
49) I pay attention to details (Conscientiousness)  
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
50) I like order (Conscientiousness) 
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
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51) I follow a schedule (Conscientiousness)  
 A) Strongly Agree 
 B) Agree 
 C) Neither Agree or Disagree 
 D) Disagree 
 E) Strongly Disagree 
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Appendix E:  Research Participation Letter and Informed Consent 
Dear Student,   
Hello!  My name is Keith Wuotinen, and I am a Ph.D. candidate at Eastern Michigan 
University.  As part of my Ph.D. candidacy process, I need to gather data related to the topic 
of privacy.  I need your help!  If you are willing to take just a few minutes out of your day to 
help a fellow student who is also in the College of Technology at EMU, I would greatly 
appreciate it. 
 
You have been selected by Eastern Michigan University to complete a research survey about 
topics that are relevant to you and your peers. There is no direct benefit in your participation 
but your input is valued. Data collected from this project will be used by the researcher to 
analyze correlations in the data for a dissertation. 
 
The survey is voluntary and will take you approximately 10-15 minutes to complete. Please 
be assured that your answers are anonymous. No individual response to the survey will ever 
be identified in any report. All data will be compiled in the aggregate, and no individual 
respondents will be identified. There is no known risk involved with your participation. Your 
input is valued and I hope you will respond. There is no penalty for not participating, and you 
may discontinue the study at any time without penalty or impact on the benefits you receive 
from EMU. The data is secured data center off---campus, and not related to Eastern Michigan 
University. 
 
By clicking on the link below, you are indicating your consent to participate in this project. 
 
<Insert Link Here> 
 
Thank you for your participation in this survey. 
 
Sincerely, 
 
Keith Wuotinen 
 
This research protocol and informed consent document has been reviewed and approved by 
the Eastern Michigan University Human Research Review Committee for use from date to 
date. If you have any questions about the approval process, please contact the Director of the 
Graduate School (734.487.0042, human.subjects@emich.edu). 
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Informed Consent 
 
Purpose and duration of the research: 
This research will be conducted during one semester (Fall 2015).  The study will search for 
the relationships between privacy beliefs, ones acceptance of technology, and personality 
factors. 
 
Subjects participation and duration: 
You are asked to complete a survey which will likely take about 10 minutes. 
 
Risks or discomforts: 
There are no known or anticipated risks to taking this survey.  You may decline to participate 
in this study at any time.  You may also choose to not begin the study at any time. 
 
Benefits of this research: 
You will not receive any direct benefit for your participation in this research.  The outcome 
of the research will be to analyze the relationships between privacy beliefs, acceptance of 
technology and some personality factors.  This may lead to a better understanding of privacy 
beliefs as they related to the other studied areas. 
 
Dissemination of Research Results: 
The results of this research will the presented at Easter Michigan University in the form of a 
written dissertation.  The survey tool that is being used to carry out the survey is 
SurveyMonkey®, and all information collected will be stored by SurveyMonkey® and by the 
researcher.  
 
Confidentiality: 
Your responses will be kept confidential and your name or email address is not being 
requested at any point during the survey.  The researcher will not be taking any steps to try 
and identify you. 
 
Voluntary Participation: 
Your participation is completely voluntary.  You can choose to not participate, or even if you 
do choose to begin participation, you may discontinue your participation at any time.  There 
is no penalty or loss of any benefit if you choose to not participate or choose to discontinue 
your participation at any time. 
 
Statement of Consent: 
I have read the above provided information about the research study and the content and 
meaning of this research was explained to me.  By selecting ‘yes’ I agree to participate in this 
survey.  If you do not wish to participate in this survey, then please exit the survey. 
 
Contact Information: 
If you have any questions or concerns regarding this study, survey or this consent form, 
please contact: 
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Researcher: 
Keith Wuotinen 
Ph.D. Student at the College of Technology, Eastern Michigan University 
kwuotine@emich.edu  
 
Advisor: 
Dr. Daniel Fields 
Professor at the College of Technology, Eastern Michigan University  
dfields@emich.edu 
734-487-2040 
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Appendix F: Tables and Figures 
Table 1 
Age of the Participants: frequency chart 
 
My age is:
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 2 0
2 1
2 2
2 3
2 4
2 5
2 6
2 7
2 8
2 9
3 0
3 1
3 2
3 3
3 4
3 5
3 6
3 7
3 8
3 9
4 0
4 1
4 2
4 3
4 4
4 5
4 6
4 7
4 8
5 0
5 1
5 2
5 3
5 4
5 5
5 6
5 9
6 5.7 5.7 5.7
1 4 13.3 13.3 19.0
7 6.7 6.7 25.7
7 6.7 6.7 32.4
5 4.8 4.8 37.1
1 1.0 1.0 38.1
2 1.9 1.9 40.0
3 2.9 2.9 42.9
1 1.0 1.0 43.8
1 1.0 1.0 44.8
3 2.9 2.9 47.6
1 1.0 1.0 48.6
3 2.9 2.9 51.4
1 1.0 1.0 52.4
1 1.0 1.0 53.3
2 1.9 1.9 55.2
2 1.9 1.9 57.1
1 1.0 1.0 58.1
5 4.8 4.8 62.9
2 1.9 1.9 64.8
4 3.8 3.8 68.6
1 1.0 1.0 69.5
1 1.0 1.0 70.5
1 1.0 1.0 71.4
1 1.0 1.0 72.4
5 4.8 4.8 77.1
4 3.8 3.8 81.0
1 1.0 1.0 81.9
5 4.8 4.8 86.7
1 1.0 1.0 87.6
2 1.9 1.9 89.5
1 1.0 1.0 90.5
2 1.9 1.9 92.4
2 1.9 1.9 94.3
1 1.0 1.0 95.2
2 1.9 1.9 97.1
1 1.0 1.0 98.1
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Figure 1:  Histogram reflecting the distribution of the age of the participants 
 
 
 
 
My age is:
Frequency Percent Valid Percent
Cumulative 
Percent
6 0
6 9
Total
1 1.0 1.0 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
age2
80.0060.0040.0020.00
Fr
eq
ue
nc
y
3 0
2 0
1 0
0
Histogram
Mean = 34.23 
Std. Dev. = 12.369 
N = 105
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Table 2 
Gender of the Participants 
 
Gender Summary: 
 Male  63.8%  n = 67 
 Female 36.2%  n = 38 
 
 
Figure 2: Histogram reflecting the data on the gender of the participants. The bar on the left 
represents male and the bar on the right female. 
 
The gender that I most closely identify with is:
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Male
Female
Total
6 7 63.8 63.8 63.8
3 8 36.2 36.2 100.0
105 100.0 100.0
 
The gender that I most closely identify with is:
2.502.001.501.00.50
Fr
eq
ue
nc
y
100
8 0
6 0
4 0
2 0
0
Histogram
Mean = 1.36 
Std. Dev. = .483 
N = 105
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Table 3 
Classification Status of the Participants 
Chart reflecting the frequency within each band of completion for the participants 
 
Classification Status Summary (How Far Along in Their Program of Study): 
 0–20% Complete 2.9% 
 21–40% Complete 5.7% 
 41–59% Complete 6.7% 
 60–79% Complete 16.2% 
 80–99% Complete 61.0% 
 100% Complete 7.6% 
 
 
Which selection below best describes how far along you are in 
your program of study?  Please select the option which most 
closely approximates what you have completed so far in terms 
of credits earned as compared to total credits needed for your 
program o
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 0-20% complete
21-40% complete
41-59% complete
60-79% complete
80-99% complete
100% completed
Total
3 2.9 2.9 2.9
6 5.7 5.7 8.6
7 6.7 6.7 15.2
1 7 16.2 16.2 31.4
6 4 61.0 61.0 92.4
8 7.6 7.6 100.0
105 100.0 100.0
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Figure 3: Histogram reflecting the distribution of data related to the classification status, or 
how far along, each participant was. 
  
Which selection below best describes how far 
along you are in your program of study?  Please 
select the option which most closely approximates 
what you have completed so far in terms of 
credits earned as compared to total credits 
needed for your program o
6.004.002.00.00
Fr
eq
ue
nc
y
6 0
4 0
2 0
0
Histogram
Mean = 4.50 
Std. Dev. = 1.11 
N = 105
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Table 4 
Undergraduate or Graduate Status of the Participants 
 
Current Status at EMU Summary: 
 61.0%  Undergraduate Student 
 23.8%  Graduate Student—Master’s Program 
 15.2%  Graduate Student—Ph.D. Program  
 
Figure 4: Histogram reflecting the participants’ status at EMU. From left to right- 
undergraduate, graduate, and Ph.D. student 
Which selection below best describes your current status at EMU?
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Undergraduate Student
Graduate Student- 
Masters Program
Graduate Student- Ph.D. 
Program
Total
6 4 61.0 61.0 61.0
2 5 23.8 23.8 84.8
1 6 15.2 15.2 100.0
105 100.0 100.0
 
Which selection below best describes your current 
status at EMU?
3.503.002.502.001.501.00.50
Fr
eq
ue
nc
y
6 0
4 0
2 0
0
Histogram
Mean = 1.54 
Std. Dev. = .747 
N = 105
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Table 5 
Program of Study for Undergraduate Student Participants 
 
My main Undergraduate Program of Study is most closely 
described as: (select one)
Frequency Percent Valid Percent
Cumulative 
Percent
Valid I am not enrolled in an 
Undergraduate Program 
of Study
Undergraduate- Apparel, 
Textiles & Merchandising
Undergraduate- Applied 
Technology 
Undergraduate- Aviation 
Flight Management
Undergraduate- Aviation 
Flight Technology
Undergraduate- 
Business, Management, 
Marketing and Technolog
Undergraduate- 
Communication 
Technology
Undergraduate- 
Computer Aided Design
Undergraduate- 
Computer Engineering 
Technology
Undergraduate- 
Electronic Engineering 
Technology
Undergraduate- Hotel 
and Restaurant 
Management
Undergraduate- 
Information Assurance
Undergraduate- Interior 
Design
Undergraduate- Legal 
Assistant (Paralegal)
Undergraduate- 
Mechanical Engineering 
Technology
Undergraduate- Polymers 
and Coatings Technology
2 2 21.0 21.0 21.0
6 5.7 5.7 26.7
2 1.9 1.9 28.6
2 1.9 1.9 30.5
3 2.9 2.9 33.3
2 1.9 1.9 35.2
2 1.9 1.9 37.1
1 1.0 1.0 38.1
5 4.8 4.8 42.9
4 3.8 3.8 46.7
3 2.9 2.9 49.5
1 6 15.2 15.2 64.8
2 1.9 1.9 66.7
1 1.0 1.0 67.6
6 5.7 5.7 73.3
1 1.0 1.0 74.3
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My main Undergraduate Program of Study is most closely 
described as: (select one)
Frequency Percent Valid Percent
Cumulative 
Percent
Undergraduate- Product 
Design & Development
Undergraduate- 
Simulation, Animation and 
Gaming
Undergraduate- 
Technology and Design 
Education
Undergraduate- 
Technology Management
Undergraduate- Program 
of Study is Not Listed
Total
5 4.8 4.8 79.0
7 6.7 6.7 85.7
1 1.0 1.0 86.7
7 6.7 6.7 93.3
7 6.7 6.7 100.0
105 100.0 100.0
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Table 6 
Program of Study for Master’s Degree Student Participants 
 
 
 
 
 
 
 
My Graduate Program of Study is most closely described as (Note: 
If Ph.D. in Technology please check 'not listed'- the next question 
will ask about Ph.D.)
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Graduate Program- I am 
Not enrolled in a 
Graduate Program
Graduate Program- 
Apparel, Textiles & 
Merchandising
Graduate Program- 
Computer Aided 
Engineering
Graduate Program- 
Engineering Management
Graduate Program- Hotel 
Restaurant Management 
Graduate Program- 
Information Assurance
Graduate Program- 
Interior Design
Graduate Program- 
Polymers and Coatings
Graduate Program- 
Quality Management
Graduate Program- 
Technology Studies 
Graduate Program- My 
Program of Study is Not 
Listed
Total
6 0 57.1 57.1 57.1
2 1.9 1.9 59.0
2 1.9 1.9 61.0
6 5.7 5.7 66.7
3 2.9 2.9 69.5
5 4.8 4.8 74.3
1 1.0 1.0 75.2
1 1.0 1.0 76.2
1 1.0 1.0 77.1
1 3 12.4 12.4 89.5
1 1 10.5 10.5 100.0
105 100.0 100.0
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Table 7 
Program of Study for Ph.D. Student Participants 
 
  
If you are enrolled in a Ph.D. in Technology, please indicate which 
selection best describes your concentration:
Frequency Percent Valid Percent
Cumulative 
Percent
Valid I am not enrolled in the 
Ph.D. program
Ph.D.- Engineering 
Management
Ph.D.- Geographic 
Information Technology
Ph.D.- Information 
Assurance
Ph.D.- Polymers and 
Coatings
Ph.D.- Quality 
Management
Ph.D.- Technology 
Management
Ph.D.- Technology 
Studies
Ph.D.- Concentration is 
not listed
Total
8 8 83.8 83.8 83.8
1 1.0 1.0 84.8
2 1.9 1.9 86.7
1 1.0 1.0 87.6
1 1.0 1.0 88.6
1 1.0 1.0 89.5
5 4.8 4.8 94.3
1 1.0 1.0 95.2
5 4.8 4.8 100.0
105 100.0 100.0
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Table 8 
CFIP Overall: Statistics 
 
  
Statistics
CFIPOverall
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
24.1143
24.0000
25.00
5.51974
30.468
28.00
15.00
43.00
2532.00
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Table 9 
CFIP Overall: Frequency and Histogram 
 
 
CFIPOverall
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 15.00
16.00
17.00
18.00
19.00
20.00
21.00
22.00
23.00
24.00
25.00
26.00
27.00
28.00
29.00
30.00
31.00
32.00
33.00
34.00
35.00
43.00
Total
8 7.6 7.6 7.6
2 1.9 1.9 9.5
1 1.0 1.0 10.5
6 5.7 5.7 16.2
5 4.8 4.8 21.0
9 8.6 8.6 29.5
6 5.7 5.7 35.2
5 4.8 4.8 40.0
8 7.6 7.6 47.6
3 2.9 2.9 50.5
1 1 10.5 10.5 61.0
8 7.6 7.6 68.6
6 5.7 5.7 74.3
6 5.7 5.7 80.0
4 3.8 3.8 83.8
1 1.0 1.0 84.8
6 5.7 5.7 90.5
2 1.9 1.9 92.4
4 3.8 3.8 96.2
1 1.0 1.0 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Figure 5: Histogram reflecting the overall CFIP scores for all participants 
  
CFIPOverall
50.0040.0030.0020.0010.00
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y
2 0
1 5
1 0
5
0
Histogram
Mean = 24.11 
Std. Dev. = 5.52 
N = 105
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Table 10 
CFIP: Collection Statistics 
 
  
Statistics
CFIPCollection
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
7.6476
8.0000
8.00
2.75953
7.615
10.00
4.00
14.00
803.00
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Table 11 
CFIP: Collection Frequency and Histogram 
Frequency table related to subscale of CFIP collection 
 
 
Figure 6: Histogram related to the subscale of collection within the CFIP 
  
CFIPCollection
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
12.00
13.00
14.00
Total
1 7 16.2 16.2 16.2
1 2 11.4 11.4 27.6
9 8.6 8.6 36.2
1 2 11.4 11.4 47.6
2 0 19.0 19.0 66.7
1 3 12.4 12.4 79.0
6 5.7 5.7 84.8
3 2.9 2.9 87.6
5 4.8 4.8 92.4
5 4.8 4.8 97.1
3 2.9 2.9 100.0
105 100.0 100.0
 
CFIPCollection
14.0012.0010.008.006.004.002.00
Fr
eq
ue
nc
y
2 0
1 5
1 0
5
0
Histogram
Mean = 7.65 
Std. Dev. = 2.76 
N = 105
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Table 12 
CFIP: Unauthorized Access Statistics 
Statistics related to the subscale of unauthorized access within the CFIP 
 
  
Statistics
CFIPUnauthorizedAccess
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
3.9333
3.0000
3.00
1.34641
1.813
6.00
3.00
9.00
413.00
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Table 13 
CFIP: Unauthorized Access Frequency and Histogram 
Frequency table of the subscale of unauthorized access within the CFIP 
 
 
Figure 7: Histogram of the subscale unauthorized access within the CFIP 
 
CFIPUnauthorizedAccess
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 3.00
4.00
5.00
6.00
7.00
9.00
Total
6 1 58.1 58.1 58.1
1 7 16.2 16.2 74.3
7 6.7 6.7 81.0
1 5 14.3 14.3 95.2
4 3.8 3.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
CFIPUnauthorizedAccess
10.008.006.004.002.00
Fr
eq
ue
nc
y
6 0
4 0
2 0
0
Histogram
Mean = 3.93 
Std. Dev. = 1.346 
N = 105
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Table 14 
CFIP: Errors Statistics 
 
  
Statistics
CFIPErrors
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
7.4857
8.0000
8.00
2.74603
7.541
16.00
4.00
20.00
786.00
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Table 15 
CFIP: Errors Frequency and Histogram 
Frequency chart of the subscale errors within the CFIP 
 
 
Figure 8: Histogram of the subscale of errors within the CFIP 
CFIPErrors
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
12.00
20.00
Total
2 2 21.0 21.0 21.0
7 6.7 6.7 27.6
8 7.6 7.6 35.2
1 2 11.4 11.4 46.7
2 6 24.8 24.8 71.4
7 6.7 6.7 78.1
9 8.6 8.6 86.7
6 5.7 5.7 92.4
7 6.7 6.7 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
CFIPErrors
20.0015.0010.005.00
Fr
eq
ue
nc
y
3 0
2 0
1 0
0
Histogram
Mean = 7.49 
Std. Dev. = 2.746 
N = 105
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Table 16 
CFIP: Secondary Use Statistics 
 
  
Statistics
CFIPSecondaryUse
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
5.0476
4.0000
4.00
1.70057
2.892
8.00
4.00
12.00
530.00
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Table 17 
CFIP: Secondary Use Frequency and Histogram 
Frequency chart for the subscale secondary use within the CFIP 
 
 
Figure 9: Histogram of the subscale secondary use for the CFIP 
 
CFIPSecondaryUse
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 4.00
5.00
6.00
7.00
8.00
9.00
12.00
Total
6 8 64.8 64.8 64.8
2 1.9 1.9 66.7
1 7 16.2 16.2 82.9
8 7.6 7.6 90.5
6 5.7 5.7 96.2
2 1.9 1.9 98.1
2 1.9 1.9 100.0
105 100.0 100.0
 
CFIPSecondaryUse
12.5010.007.505.002.50
Fr
eq
ue
nc
y
6 0
4 0
2 0
0
Histogram
Mean = 5.05 
Std. Dev. = 1.701 
N = 105
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Table 18 
TAM Overall: Statistics 
 
 
 
 
 
 
 
 
  
Statistics
TAMOverall
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
20.7619
20.0000
14.00
5.67471
32.202
27.00
14.00
41.00
2180.00
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Table 19 
TAM Overall: Frequency and Histogram 
Frequency table for the TAM overall for the participants 
 
TAMOverall
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 14.00
15.00
16.00
17.00
18.00
19.00
20.00
21.00
22.00
23.00
24.00
25.00
26.00
27.00
28.00
29.00
31.00
35.00
37.00
41.00
Total
1 5 14.3 14.3 14.3
9 8.6 8.6 22.9
4 3.8 3.8 26.7
7 6.7 6.7 33.3
8 7.6 7.6 41.0
6 5.7 5.7 46.7
5 4.8 4.8 51.4
1 2 11.4 11.4 62.9
6 5.7 5.7 68.6
3 2.9 2.9 71.4
3 2.9 2.9 74.3
4 3.8 3.8 78.1
6 5.7 5.7 83.8
6 5.7 5.7 89.5
4 3.8 3.8 93.3
1 1.0 1.0 94.3
2 1.9 1.9 96.2
2 1.9 1.9 98.1
1 1.0 1.0 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Figure 10: Histogram for the TAM overall for all participants 
 
  
TAMOverall
50.0040.0030.0020.0010.00
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0
Histogram
Mean = 20.76 
Std. Dev. = 5.675 
N = 105
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Table 20 
TAM: Usefulness Statistics 
 
  
Statistics
TAMUsefulness
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
9.1048
7.0000
7.00
3.10992
9.672
12.00
7.00
19.00
956.00
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Table 21 
TAM: Usefulness Frequency and Histogram 
Frequency table for the subscale of usefulness for the TAM 
 
 
Figure 11: Histogram for the subscale of usefulness within the TAM 
TAMUsefulness
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 7.00
8.00
9.00
10.00
11.00
12.00
13.00
14.00
15.00
16.00
18.00
19.00
Total
5 7 54.3 54.3 54.3
1 0 9.5 9.5 63.8
6 5.7 5.7 69.5
4 3.8 3.8 73.3
7 6.7 6.7 80.0
3 2.9 2.9 82.9
3 2.9 2.9 85.7
7 6.7 6.7 92.4
3 2.9 2.9 95.2
2 1.9 1.9 97.1
1 1.0 1.0 98.1
2 1.9 1.9 100.0
105 100.0 100.0
 
TAMUsefulness
20.0017.5015.0012.5010.007.50
Fr
eq
ue
nc
y
6 0
5 0
4 0
3 0
2 0
1 0
0
Histogram
Mean = 9.10 
Std. Dev. = 3.11 
N = 105
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Table 22 
TAM: Ease of Use Statistics 
 
  
Statistics
TAMEaseOfUse
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
11.6571
12.0000
7.00
3.90962
15.285
16.00
7.00
23.00
1224.00
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Table 23 
TAM: Ease of Use Frequency and Histogram 
Frequency table for the subscale ease of use within the TAM 
 
 
Figure 12: Histogram for the subscale ease of use within the TAM 
TAMEaseOfUse
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 7.00
8.00
9.00
10.00
11.00
12.00
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
21.00
23.00
Total
2 1 20.0 20.0 20.0
1 2 11.4 11.4 31.4
4 3.8 3.8 35.2
1 0 9.5 9.5 44.8
5 4.8 4.8 49.5
9 8.6 8.6 58.1
9 8.6 8.6 66.7
1 4 13.3 13.3 80.0
3 2.9 2.9 82.9
5 4.8 4.8 87.6
3 2.9 2.9 90.5
4 3.8 3.8 94.3
3 2.9 2.9 97.1
1 1.0 1.0 98.1
1 1.0 1.0 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
TAMEaseOfUse
25.0020.0015.0010.005.00
Fr
eq
ue
nc
y
2 5
2 0
1 5
1 0
5
0
Histogram
Mean = 11.66 
Std. Dev. = 3.91 
N = 105
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Table 24 
Control Factor: Openness to Experience Statistics 
 
 
 
 
 
 
 
 
 
 
  
Statistics
MODERATEOpennessExperience
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
5.5524
5.0000
5.00
1.78660
3.192
9.00
3.00
12.00
583.00
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Table 25 
Control Factor: Openness to Experience Frequency and Histogram 
Frequency table for openness to experience 
 
 
Figure 13: Histogram for openness to experience 
MODERATEOpennessExperience
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 3.00
4.00
5.00
6.00
7.00
8.00
9.00
11.00
12.00
Total
1 5 14.3 14.3 14.3
1 5 14.3 14.3 28.6
2 5 23.8 23.8 52.4
1 9 18.1 18.1 70.5
1 8 17.1 17.1 87.6
9 8.6 8.6 96.2
2 1.9 1.9 98.1
1 1.0 1.0 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
MODERATEOpennessExperience
12.5010.007.505.002.50
Fr
eq
ue
nc
y
2 5
2 0
1 5
1 0
5
0
Histogram
Mean = 5.55 
Std. Dev. = 1.787 
N = 105
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Table 26 
Control Factor: Extraversion Statistics 
 
  
Statistics
MODERATEExtraversion
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
8.2571
8.0000
9.00
2.16630
4.693
11.00
3.00
14.00
867.00
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Table 27 
Control Factor: Extraversion Frequency and Histogram 
Frequency table for the control factor of extraversion 
 
 
Figure 14: Histogram for the control factor of extraversion 
MODERATEExtraversion
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 3.00
4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
12.00
13.00
14.00
Total
4 3.8 3.8 3.8
1 1.0 1.0 4.8
5 4.8 4.8 9.5
1 2 11.4 11.4 21.0
1 1 10.5 10.5 31.4
2 1 20.0 20.0 51.4
2 3 21.9 21.9 73.3
1 6 15.2 15.2 88.6
6 5.7 5.7 94.3
3 2.9 2.9 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
MODERATEExtraversion
14.0012.0010.008.006.004.002.00
Fr
eq
ue
nc
y
2 5
2 0
1 5
1 0
5
0
Histogram
Mean = 8.26 
Std. Dev. = 2.166 
N = 105
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Table 28 
Control Factor: Agreeableness Statistics 
 
  
Statistics
MODERATEAgreeableness
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
6.1714
6.0000
6.00
1.81053
3.278
8.00
3.00
11.00
648.00
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Table 29 
Control Factor: Agreeableness Frequency and Histogram 
Frequency table for the control factor of agreeableness 
 
 
Figure 15: Histogram for the control factor of agreeableness 
 
MODERATEAgreeableness
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 3.00
4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
Total
7 6.7 6.7 6.7
1 2 11.4 11.4 18.1
1 8 17.1 17.1 35.2
3 1 29.5 29.5 64.8
1 1 10.5 10.5 75.2
1 2 11.4 11.4 86.7
1 1 10.5 10.5 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
MODERATEAgreeableness
12.0010.008.006.004.002.00
Fr
eq
ue
nc
y
4 0
3 0
2 0
1 0
0
Histogram
Mean = 6.17 
Std. Dev. = 1.811 
N = 105
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Table 30 
Control Factor: Neuroticism Statistics 
 
  
Statistics
MODERATENeuroticism
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
10.4571
10.0000
10.00 a
2.26184
5.116
9.00
6.00
15.00
1098.00
Multiple modes exist. The smallest value is showna.
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Table 31 
Control Factor: Neuroticism Frequency and Histogram 
Frequency table for the control factor of neuroticism 
 
 
Figure 16: Histogram for the control factor of neuroticism 
MODERATENeuroticism
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 6.00
7.00
8.00
9.00
10.00
11.00
12.00
13.00
14.00
15.00
Total
4 3.8 3.8 3.8
5 4.8 4.8 8.6
1 3 12.4 12.4 21.0
1 6 15.2 15.2 36.2
1 7 16.2 16.2 52.4
1 7 16.2 16.2 68.6
1 0 9.5 9.5 78.1
1 2 11.4 11.4 89.5
7 6.7 6.7 96.2
4 3.8 3.8 100.0
105 100.0 100.0
 
MODERATENeuroticism
15.0012.5010.007.505.00
Fr
eq
ue
nc
y
2 0
1 5
1 0
5
0
Histogram
Mean = 10.46 
Std. Dev. = 2.262 
N = 105
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Table 32 
Control Factor: Conscientiousness Statistics 
	
  
Statistics
MODERATEConscientiousness
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
6.0000
6.0000
6.00a
1.88618
3.558
9.00
3.00
12.00
630.00
Multiple modes exist. The smallest value is showna.
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Table 33 
Control Factor: Conscientiousness Frequency and Histogram 
Frequency table for the control factor of conscientiousness 
	
	
Figure 17: Histogram for the control factor of conscientiousness 
	
MODERATEConscientiousness
Frequency Percent Valid Percent
Cumulative 
Percent
Valid 3.00
4.00
5.00
6.00
7.00
8.00
9.00
10.00
11.00
12.00
Total
9 8.6 8.6 8.6
1 5 14.3 14.3 22.9
1 8 17.1 17.1 40.0
2 3 21.9 21.9 61.9
2 3 21.9 21.9 83.8
9 8.6 8.6 92.4
2 1.9 1.9 94.3
3 2.9 2.9 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
MODERATEConscientiousness
12.5010.007.505.002.50
Fr
eq
ue
nc
y
2 5
2 0
1 5
1 0
5
0
Histogram
Mean = 6.00 
Std. Dev. = 1.886 
N = 105
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Table 34 
Cronbach’s Alpha 
CFIP Overall: 
 
CFIP Collection: 
 
CFIP Unauthorized Access: 
 
CFIP Errors: 
 
 
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.810 1 5
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.827 4
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.792 3
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.901 4
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CFIP Secondary Use: 
 
TAM Overall: 
 
TAM Usefulness: 
 
TAM Ease of Use: 
 
Big Five Personality Factors: 
Openness to Experience: 
Reliability Statistics
Cronbach's 
Alpha N of Items
.760 4
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.845 1 4
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.883 7
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.817 7
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Extraversion: 
 
Agreeableness: 
 
Neuroticism: 
 
Conscientiousness: 
 
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.612 3
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.673 3
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.607 3
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.615 3
 
Reliability Statistics
Cronbach's 
Alpha N of Items
.553 3
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Cronbach alpha summary: 
CFIP-Overall:    .810  Highly Reliable 
CFIP-Collection:   .827  Highly Reliable 
CFIP-Unauthorized Access:  .792  Highly Reliable 
CFIP-Errors:    .901  Highly Reliable 
CFIP-Secondary Use:   .760  Highly Reliable 
 
 
TAM-Overall:    .845  Highly Reliable  
TAM-Usefulness:   .883  Highly Reliable 
TAM-Ease of Use:   .817  Highly Reliable 
 
 
Openness to Experience:  .612  Probably Reliable 
Extraversion:    .673  Reliable 
Agreeableness    .607  Probably Reliable 
Neuroticism    .615  Probably Reliable 
Conscientiousness   .553  Barely Reliable 
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Table 35 
CFIP Factor Analysis and Scree Plot 
 
 
Figure 18: Scree plot for the CFIP factor analysis 
 
Total Variance Explained
Component
Initial Eigenvalues Rotation Sums of Squared Loadings
Total % of Variance Cumulative % Total % of Variance Cumulative %
1
2
3
4
5
6
7
8
9
1 0
1 1
1 2
1 3
1 4
1 5
4.355 29.036 29.036 3.162 21.077 21.077
3.090 20.601 49.637 2.711 18.074 39.151
1.825 12.164 61.801 2.441 16.273 55.424
1.301 8.674 70.474 2.258 15.051 70.474
.855 5.703 76.177
.666 4.437 80.615
.614 4.093 84.708
.453 3.019 87.727
.402 2.683 90.410
.344 2.291 92.701
.337 2.249 94.950
.244 1.627 96.578
.227 1.510 98.088
.153 1.019 99.106
.134 .894 100.000
Extraction Method: Principal Component Analysis.
 
Component Number
1 51 41 31 21 11 0987654321
Ei
ge
nv
al
ue
5
4
3
2
1
0
Scree Plot
 
	162	
	
Principal component analysis with varimax rotation for the CFIP factor analysis 
 
Rotated Component Matrix a
Component
1 2 3 4
It usually bothers me 
when companies ask me 
for personal information
When companies ask me 
for personal information, I 
sometimes think twice 
before providing it
It bothers me to give 
personal information to 
so many people
I am concerned that 
companies are collecting 
too much personal 
information about me
Companies should devote 
more time and effort to 
preventing unauthorized 
access to personal 
information
Computer databases that 
contain personal 
information should be 
protected from 
unauthorized 
access- even where the 
cost is significant.
Companies should take 
more steps to make sure 
that unauthorized people 
cannot access personal 
information in their 
computers
All the personal 
information in computer 
databases should be 
double-checked for 
accuracy- even where the 
cost is significant.
Companies should take 
more steps to make sure 
that personal information 
in their files is accurate
.056 .801 .068 .130
- .097 .746 - .084 .294
- .017 .826 .122 .031
- .039 .759 .201 .286
.127 .314 .142 .678
.019 .105 .041 .869
.133 .311 .147 .748
.768 - .044 - .002 .267
.931 - .040 .131 .032
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Rotated Component Matrix a
Component
1 2 3 4
Companies should have 
better procedures to 
correct errors in personal 
information
Companies should devote 
more time and effort to 
verifying the accuracy of 
the personal information 
in their databases
Companies should not 
use personal information 
for any purpose unless it 
has been authorized by 
the individuals who 
provide the information
When people give 
personal information to a 
company for some 
reason, the company 
should never use the 
information for any other 
purpose
Companies should never 
sell the personal 
information in their 
computer databases to 
other companies
Companies should never 
share personal 
information with other 
companies unless it has 
been authorized by the 
individuals who provided 
the information
.867 .029 .129 .005
.923 - .009 .104 - .001
.150 .058 .735 .333
.127 .035 .803 .276
.119 .201 .653 - .188
- .001 .025 .821 .027
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 5 iterations.a.
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Component transformation matrix for the CFIP factor analysis  
 
  
Component Transformation Matrix
Component 1 2 3 4
1
2
3
4
.474 .510 .492 .523
.787 - .566 .075 - .233
- .352 - .287 .865 - .214
.177 .581 .069 - .791
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization.
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Table 36 
TAM-Factor Analysis (Four Factor) 
Principal component analysis with varimax rotation for the TAM factor analysis 
 
Summary Chart of the Factor Analysis-TAM (Four Factor) 
TAM Item #  Component 1 Component 2 Component 3 Component 4 
1   .211  .007  -.119  .833 
2   .304  .042  .234  .803 
3   .759  .081  .108  .108 
4   .840  .118  .100  -.023 
5   .819  .167  .043  .196 
6   .855  .123  .018  .143 
7   .846  .175  .018  .242 
8   .028  .141  .781  -.070 
9   .085  .223  .861  .025 
10   .030  .150  .800  .152 
11   .082  .843  .034  .057 
12   .083  .871  .142  .055 
13   .260  .641  .393  -.033 
14   .231  .681  .298  -.018 
 
Total Variance Explained
Component
Initial Eigenvalues Rotation Sums of Squared Loadings
Total % of Variance Cumulative % Total % of Variance Cumulative %
1
2
3
4
5
6
7
8
9
1 0
1 1
1 2
1 3
1 4
5.169 36.924 36.924 3.681 26.290 26.290
2.664 19.028 55.952 2.531 18.077 44.367
1.397 9.981 65.934 2.350 16.787 61.153
1.028 7.342 73.276 1.697 12.123 73.276
.712 5.086 78.362
.551 3.938 82.300
.442 3.159 85.460
.419 2.991 88.451
.389 2.780 91.230
.337 2.406 93.636
.312 2.231 95.867
.250 1.783 97.650
.182 1.298 98.947
.147 1.053 100.000
Extraction Method: Principal Component Analysis.
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Figure 19: Scree plot for the TAM factor analysis 
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Rotated component matrix for the TAM factor analysis 
 
Rotated Component Matrix a
Component
1 2 3 4
My job/school would be 
difficult to perform 
without Internet Access
Using the Internet gives 
me greater control over 
my work/school
Using the Internet 
improves my job/school 
performance
Using the Internet saves 
me time at my job/school
The Internet enables me 
to accomplish tasks more 
quickly at my job/school
Using the Internet 
enhances my 
effectiveness on the 
job/school
Overall, I find the Internet 
useful in my job/school
I often become confused 
when I use the Internet at 
my job/school
I make errors frequently 
when using the Internet at 
my job/school
Interacting through the 
Internet is often 
frustrating at my 
job/school
I find it easy to get the 
Internet to do what I want 
it to do at my job/school
I find it easy to use the 
Internet in my job/school
.211 .007 - .119 .833
.304 .042 .234 .803
.759 .081 .108 .452
.840 .118 .100 - .023
.819 .167 .043 .196
.855 .123 .018 .143
.846 .175 .018 .242
.028 .141 .781 - .070
.085 .223 .861 .025
.030 .150 .800 .152
.082 .843 .034 .057
.083 .871 .142 .055
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Component transformation matrix for the TAM factor analysis 
 
 
  
Rotated Component Matrix a
Component
1 2 3 4
It is easy for me to 
remember how to 
perform tasks using the 
Internet in my job/school
Overall, I find the Internet 
easy to use in my 
job/school
.260 .641 .393 - .033
.231 .681 .298 - .018
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 6 iterations.a.
 
Component Transformation Matrix
Component 1 2 3 4
1
2
3
4
.740 .472 .358 .320
- .485 .517 .620 - .337
- .098 - .623 .663 .403
- .457 .348 - .219 .789
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization.
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Table 37 
TAM Factor Analysis (Two Factor) 
Factor analysis for the TAM using a forced 2-factor method, with principal component 
analysis and varimax rotation. 
 
Total Variance Explained
Component
Initial Eigenvalues Rotation Sums of Squared Loadings
Total % of Variance Cumulative % Total % of Variance Cumulative %
1
2
3
4
5
6
7
8
9
1 0
1 1
1 2
1 3
1 4
5.169 36.924 36.924 4.278 30.556 30.556
2.664 19.028 55.952 3.555 25.396 55.952
1.397 9.981 65.934
1.028 7.342 73.276
.712 5.086 78.362
.551 3.938 82.300
.442 3.159 85.460
.419 2.991 88.451
.389 2.780 91.230
.337 2.406 93.636
.312 2.231 95.867
.250 1.783 97.650
.182 1.298 98.947
.147 1.053 100.000
Extraction Method: Principal Component Analysis.
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Figure 20: Scree plot for the forced 2-factor TAM factor analysis 
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Rotated component matrix for the forced 2-factor TAM factor analysis  
 
 
Rotated Component Matrix a
Component
1 2
My job/school would be 
difficult to perform 
without Internet Access
Using the Internet gives 
me greater control over 
my work/school
Using the Internet 
improves my job/school 
performance
Using the Internet saves 
me time at my job/school
The Internet enables me 
to accomplish tasks more 
quickly at my job/school
Using the Internet 
enhances my 
effectiveness on the 
job/school
Overall, I find the Internet 
useful in my job/school
I often become confused 
when I use the Internet at 
my job/school
I make errors frequently 
when using the Internet at 
my job/school
Interacting through the 
Internet is often 
frustrating at my 
job/school
I find it easy to get the 
Internet to do what I want 
it to do at my job/school
I find it easy to use the 
Internet in my job/school
.578 - .135
.620 .148
.873 .137
.731 .199
.820 .174
.827 .131
.869 .160
- .062 .660
.031 .770
.041 .663
.155 .611
.148 .708
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Component transformation matrix for the forced 2-factor TAM factor analysis 
 
 
  
Rotated Component Matrix a
Component
1 2
It is easy for me to 
remember how to 
perform tasks using the 
Internet in my job/school
Overall, I find the Internet 
easy to use in my 
job/school
.227 .742
.219 .700
Extraction Method: Principal Component 
Analysis. 
 Rotation Method: Varimax with Kaiser 
Normalization.
Rotation converged in 3 iterations.a.
 
Component 
Transformation Matrix
Component 1 2
1
2
.803 .597
- .597 .803
Extraction Method: Principal 
Component Analysis.  
 Rotation Method: Varimax with 
Kaiser Normalization.
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Table 38 
Factor Analysis: Big 5 Personality Control Factors 
Principal component analysis with varimax rotation for the big five personality control 
factors  
 
Total Variance Explained
Component
Initial Eigenvalues Rotation Sums of Squared Loadings
Total % of Variance Cumulative % Total % of Variance Cumulative %
1
2
3
4
5
6
7
8
9
1 0
1 1
1 2
1 3
1 4
1 5
3.317 22.113 22.113 2.077 13.847 13.847
2.078 13.851 35.965 2.002 13.348 27.195
1.672 11.145 47.110 1.846 12.305 39.501
1.269 8.457 55.567 1.803 12.021 51.522
1.101 7.338 62.905 1.707 11.383 62.905
.897 5.979 68.884
.840 5.600 74.484
.726 4.839 79.324
.633 4.218 83.541
.605 4.030 87.571
.494 3.292 90.864
.419 2.791 93.654
.397 2.645 96.299
.298 1.989 98.288
.257 1.712 100.000
Extraction Method: Principal Component Analysis.
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Figure 21: Scree plot for the big five personality control factors factor analysis  
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The rotated component matrix for the big five personality control factors 
 
Component transformation matrix for the big five personality control factors 
 
Rotated Component Matrix a
Component
1 2 3 4 5
I have a vivid imagination
I am quick to understand 
things
I spend time reflecting on 
things
I am the life of the party
I don't mind being the 
center of attention 
I feel comfortable around 
people
I am interested in people
I sympathize with others' 
feelings
I make people feel at 
ease
I am easily disturbed 
I change my mood a lot
I get stressed out easily
I pay attention to details
I like order
I follow a schedule
.019 .744 .187 - .211 .075
.298 .590 .027 - .083 - .284
- .059 .715 .084 - .003 - .118
.724 .103 .009 .257 .035
.807 - .088 - .180 .017 .037
.691 .135 .374 .163 - .154
.457 .206 .630 .039 .022
- .136 .008 .789 - .122 - .099
.026 .294 .665 .343 - .146
.160 - .307 - .178 - .355 .501
- .011 .138 - .341 .101 .757
- .078 - .207 .127 - .187 .823
.180 .459 .032 .525 .137
.128 - .192 - .026 .700 - .057
.149 - .140 .062 .767 - .166
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.a
Rotation converged in 6 iterations.a.
 
Component Transformation Matrix
Component 1 2 3 4 5
1
2
3
4
5
.472 .492 .484 .390 - .386
.606 - .455 - .359 .499 .216
.458 .440 - .032 - .450 .627
.123 - .561 .769 - .196 .202
- .429 .207 .212 .599 .609
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization.
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Table 39 
Responses to Question 8 
 
 
Table 40 
Responses to Question 9 
	
It usually bothers me when companies ask me for personal 
information
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
1 9 18.1 18.1 18.1
3 9 37.1 37.1 55.2
3 4 32.4 32.4 87.6
1 3 12.4 12.4 100.0
105 100.0 100.0
 
When companies ask me for personal information, I sometimes 
think twice before providing it
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
4 8 45.7 45.7 45.7
4 5 42.9 42.9 88.6
5 4.8 4.8 93.3
7 6.7 6.7 100.0
105 100.0 100.0
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Table 41 
Responses to Question 10 
 
 
Table 42 
Responses to Question 11 
	
It bothers me to give personal information to so many people
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
5 0 47.6 47.6 47.6
4 4 41.9 41.9 89.5
9 8.6 8.6 98.1
2 1.9 1.9 100.0
105 100.0 100.0
 
I am concerned that companies are collecting too much personal 
information about me
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
4 2 40.0 40.0 40.0
4 0 38.1 38.1 78.1
1 6 15.2 15.2 93.3
7 6.7 6.7 100.0
105 100.0 100.0
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Table 43 
Responses to Question 12 
 
Table 44 
Responses to Question 13 
 
 
Table 45 
Responses to Question 14 
 
Companies should devote more time and effort to preventing 
unauthorized access to personal information
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Total
6 9 65.7 65.7 65.7
3 3 31.4 31.4 97.1
3 2.9 2.9 100.0
105 100.0 100.0
 
Computer databases that contain personal information should be 
protected from unauthorized access- even where the cost is 
significant.
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Total
8 1 77.1 77.1 77.1
1 9 18.1 18.1 95.2
5 4.8 4.8 100.0
105 100.0 100.0
 
Companies should take more steps to make sure that unauthorized 
people cannot access personal information in their computers
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Total
7 8 74.3 74.3 74.3
2 4 22.9 22.9 97.1
3 2.9 2.9 100.0
105 100.0 100.0
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Table 46 
Responses to Question 15 
 
Table 47 
Responses to Question 16 
 
All the personal information in computer databases should be 
double-checked for accuracy- even where the cost is significant.
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
3 8 36.2 36.2 36.2
4 8 45.7 45.7 81.9
1 5 14.3 14.3 96.2
3 2.9 2.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
Companies should take more steps to make sure that personal 
information in their files is accurate
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Strongly Disagree
Total
3 4 32.4 32.4 32.4
5 5 52.4 52.4 84.8
1 5 14.3 14.3 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
	180	
	
Table 48 
Responses to Question 17 
 
Table 49 
Responses to Question 18 
 
Companies should have better procedures to correct errors in 
personal information
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Strongly Disagree
Total
4 1 39.0 39.0 39.0
4 3 41.0 41.0 80.0
2 0 19.0 19.0 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
Companies should devote more time and effort to verifying the 
accuracy of the personal information in their databases
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Strongly Disagree
Total
3 0 28.6 28.6 28.6
5 3 50.5 50.5 79.0
2 1 20.0 20.0 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Table 50 
Responses to Question 19 
 
 
Table 51 
Responses to Question 20 
 
 
Companies should not use personal information for any purpose 
unless it has been authorized by the individuals who provide the 
information
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
8 2 78.1 78.1 78.1
1 9 18.1 18.1 96.2
3 2.9 2.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
When people give personal information to a company for some 
reason, the company should never use the information for any 
other purpose
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Strongly Disagree
Total
7 4 70.5 70.5 70.5
2 6 24.8 24.8 95.2
4 3.8 3.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Table 52 
Responses to Question 21 
 
Table 53 
Responses to Question 22 
 
 
Table 54 
Responses to Question 23 
 
Companies should never sell the personal information in their 
computer databases to other companies
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
8 6 81.9 81.9 81.9
1 4 13.3 13.3 95.2
3 2.9 2.9 98.1
2 1.9 1.9 100.0
105 100.0 100.0
 
Companies should never share personal information with 
other companies unless it has been authorized by the 
individuals who provided the information
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Total
8 7 82.9 82.9 82.9
1 8 17.1 17.1 100.0
105 100.0 100.0
 
My job/school would be difficult to perform without Internet 
Access
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
8 8 83.8 83.8 83.8
1 3 12.4 12.4 96.2
2 1.9 1.9 98.1
2 1.9 1.9 100.0
105 100.0 100.0
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Table 55 
Responses to Question 24 
 
Table 56 
Responses to Question 25 
 
 
Table 57 
Responses to Question 26 
 
Using the Internet gives me greater control over my work/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
7 8 74.3 74.3 74.3
2 2 21.0 21.0 95.2
4 3.8 3.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
Using the Internet improves my job/school performance
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
7 7 73.3 73.3 73.3
1 9 18.1 18.1 91.4
7 6.7 6.7 98.1
2 1.9 1.9 100.0
105 100.0 100.0
 
Using the Internet saves me time at my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
8 0 76.2 76.2 76.2
2 2 21.0 21.0 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Table 58 
Responses to Question 27 
 
Table 59 
Responses to Question 28 
 
 
Table 60 
Responses to Question 29 
 
The Internet enables me to accomplish tasks more quickly at my 
job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
7 7 73.3 73.3 73.3
2 5 23.8 23.8 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
Using the Internet enhances my effectiveness on the job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
7 1 67.6 67.6 67.6
2 9 27.6 27.6 95.2
4 3.8 3.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
Overall, I find the Internet useful in my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Total
8 1 77.1 77.1 77.1
2 3 21.9 21.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Table 61 
Responses to Question 30 
 
Table 62 
Responses to Question 31 
	
I often become confused when I use the Internet at my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
1 1.0 1.0 1.0
1 1.0 1.0 1.9
5 4.8 4.8 6.7
4 4 41.9 41.9 48.6
5 4 51.4 51.4 100.0
105 100.0 100.0
 
I make errors frequently when using the Internet at my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
2 1.9 1.9 1.9
8 7.6 7.6 9.5
4 5 42.9 42.9 52.4
5 0 47.6 47.6 100.0
105 100.0 100.0
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Table 63 
Responses to Question 32 
 
 
Table 64 
Responses to Question 33 
 
Interacting through the Internet is often frustrating at my 
job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
3 2.9 2.9 2.9
9 8.6 8.6 11.4
1 0 9.5 9.5 21.0
3 9 37.1 37.1 58.1
4 4 41.9 41.9 100.0
105 100.0 100.0
 
I find it easy to get the Internet to do what I want it to do at my 
job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
4 7 44.8 44.8 44.8
4 6 43.8 43.8 88.6
6 5.7 5.7 94.3
3 2.9 2.9 97.1
3 2.9 2.9 100.0
105 100.0 100.0
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Table 65 
Responses to Question 34 
	
Table 66 
Responses to Question 35 
 
Table 67 
Responses to Question 36 
 
I find it easy to use the Internet in my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
5 7 54.3 54.3 54.3
3 7 35.2 35.2 89.5
8 7.6 7.6 97.1
2 1.9 1.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
It is easy for me to remember how to perform tasks using the 
Internet in my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
5 3 50.5 50.5 50.5
3 6 34.3 34.3 84.8
1 3 12.4 12.4 97.1
3 2.9 2.9 100.0
105 100.0 100.0
 
Overall, I find the Internet easy to use in my job/school
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Total
6 0 57.1 57.1 57.1
4 0 38.1 38.1 95.2
5 4.8 4.8 100.0
105 100.0 100.0
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Table 68 
Responses to Question 37 
	
Table 69 
Responses to Question 38 
 
Table 70 
Responses to Question 39 
 
I have a vivid imagination
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
3 8 36.2 36.2 36.2
4 2 40.0 40.0 76.2
2 0 19.0 19.0 95.2
4 3.8 3.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
I am quick to understand things
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
3 7 35.2 35.2 35.2
5 6 53.3 53.3 88.6
1 1 10.5 10.5 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
I spend time reflecting on things
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
3 9 37.1 37.1 37.1
4 7 44.8 44.8 81.9
1 5 14.3 14.3 96.2
4 3.8 3.8 100.0
105 100.0 100.0
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Table 71 
Responses to Question 40 
	
Table 72 
Responses to Question 41 
 
 
I am the life of the party
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
5 4.8 4.8 4.8
1 7 16.2 16.2 21.0
5 1 48.6 48.6 69.5
2 6 24.8 24.8 94.3
6 5.7 5.7 100.0
105 100.0 100.0
 
I don't mind being the center of attention 
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
6 5.7 5.7 5.7
3 0 28.6 28.6 34.3
3 5 33.3 33.3 67.6
2 7 25.7 25.7 93.3
7 6.7 6.7 100.0
105 100.0 100.0
 
	190	
	
Table 73 
Responses to Question 42 
 
Table 74 
Responses to Question 43 
	
I feel comfortable around people
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
2 1 20.0 20.0 20.0
5 4 51.4 51.4 71.4
2 3 21.9 21.9 93.3
6 5.7 5.7 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
I am interested in people
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
2 3 21.9 21.9 21.9
5 3 50.5 50.5 72.4
2 0 19.0 19.0 91.4
7 6.7 6.7 98.1
2 1.9 1.9 100.0
105 100.0 100.0
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Table 75 
Responses to Question 44 
 
 
Table 76 
Responses to Question 45 
 
I sympathize with others' feelings
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
2 6 24.8 24.8 24.8
6 2 59.0 59.0 83.8
1 2 11.4 11.4 95.2
4 3.8 3.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
 
I make people feel at ease
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
2 4 22.9 22.9 22.9
5 4 51.4 51.4 74.3
2 6 24.8 24.8 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Table 77 
Responses to Question 46 
	
Table 78 
Responses to Question 47 
 
Table 79 
Responses to Question 48 
 
I am easily disturbed 
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
1 0 9.5 9.5 9.5
3 7 35.2 35.2 44.8
4 1 39.0 39.0 83.8
1 7 16.2 16.2 100.0
105 100.0 100.0
 
I change my mood a lot
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
3 2.9 2.9 2.9
1 1 10.5 10.5 13.3
3 6 34.3 34.3 47.6
3 9 37.1 37.1 84.8
1 6 15.2 15.2 100.0
105 100.0 100.0
 
I get stressed out easily
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
5 4.8 4.8 4.8
2 5 23.8 23.8 28.6
2 3 21.9 21.9 50.5
3 5 33.3 33.3 83.8
1 7 16.2 16.2 100.0
105 100.0 100.0
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Table 80 
Responses to Question 49 
	
Table 81 
Responses to Question 50 
 
 
I pay attention to details
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Total
4 1 39.0 39.0 39.0
4 9 46.7 46.7 85.7
1 0 9.5 9.5 95.2
5 4.8 4.8 100.0
105 100.0 100.0
 
I like order
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
2 8 26.7 26.7 26.7
5 4 51.4 51.4 78.1
1 9 18.1 18.1 96.2
3 2.9 2.9 99.0
1 1.0 1.0 100.0
105 100.0 100.0
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Table 82 
Responses to Question 51 
 
  
I follow a schedule
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Strongly Agree
Agree
Neither Agree or 
Disagree
Disagree
Strongly Disagree
Total
2 4 22.9 22.9 22.9
4 9 46.7 46.7 69.5
2 3 21.9 21.9 91.4
5 4.8 4.8 96.2
4 3.8 3.8 100.0
105 100.0 100.0
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Table 83 
Correlation Between the CFIP and the TAM: Research Question 1 
 
 
 
 
 
 
Correlations
CFIPOverall TAMOverall
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
1 .197*
.044
105 105
.197* 1
.044
105 105
Correlation is significant at the 0.05 level (2-tailed).*. 
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Table 84 
Correlations Between Subscales of the CFIP and Subscales of the TAM:  
Research Question 1 
 
 
Correlations
CFIPCollection
CFIPUnauthoriz
edAccess CFIPErrors
CFIPCollection Pearson Correlation
Sig. (2-tailed)
N
CFIPUnauthorizedAccess Pearson Correlation
Sig. (2-tailed)
N
CFIPErrors Pearson Correlation
Sig. (2-tailed)
N
CFIPSecondaryUse Pearson Correlation
Sig. (2-tailed)
N
TAMUsefulness Pearson Correlation
Sig. (2-tailed)
N
TAMEaseOfUse Pearson Correlation
Sig. (2-tailed)
N
1 .470* * - .010
.000 .918
105 105 105
.470* * 1 .191
.000 .051
105 105 105
- .010 .191 1
.918 .051
105 105 105
.229* .308* * .246*
.019 .001 .011
105 105 105
.058 .015 .128
.556 .876 .193
105 105 105
.188 .180 - .037
.054 .066 .706
105 105 105
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Correlations
CFIPSecondary
Use
TAMUsefulnes
s
TAMEaseOfUs
e
CFIPCollection Pearson Correlation
Sig. (2-tailed)
N
CFIPUnauthorizedAccess Pearson Correlation
Sig. (2-tailed)
N
CFIPErrors Pearson Correlation
Sig. (2-tailed)
N
CFIPSecondaryUse Pearson Correlation
Sig. (2-tailed)
N
TAMUsefulness Pearson Correlation
Sig. (2-tailed)
N
TAMEaseOfUse Pearson Correlation
Sig. (2-tailed)
N
.229* .058 .188
.019 .556 .054
105 105 105
.308* * .015 .180
.001 .876 .066
105 105 105
.246* .128 - .037
.011 .193 .706
105 105 105
1 .139 .180
.157 .066
105 105 105
.139 1 .298* *
.157 .002
105 105 105
.180 .298* * 1
.066 .002
105 105 105
Correlation is significant at the 0.01 level (2-tailed).**. 
Correlation is significant at the 0.05 level (2-tailed).*. 
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Table 85 
Correlation Between Gender and the CFIP and TAM: Research Questions 2-3 
 
   
 
Independent Samples Test
Levene's Test for Equality of 
Variances
   
F Sig.
CFIPOverall Equal variances assumed
Equal variances not 
assumed
TAMOverall Equal variances assumed
Equal variances not 
assumed
3.387 .069
5.232 .024
  
    
 
   
  
   
  
   
  
    
    
  
   
  
   
 
  
        
  
   
  
   
Independent Samples Test
t-test for Equality of Means
Sig. (2-tailed)
Mean 
Difference
Std. Error 
Difference
CFIPOverall Equal variances assumed
Equal variances not 
assumed
TAMOverall Equal variances assumed
Equal variances not 
assumed
.208 1.41634 1.11769
.172 1.41634 1.02807
.302 1.19403 1.15201
.255 1.19403 1.04360
  
    
    
  
   
 
   
 
  
     t-test for Equality of
Means
t df
  
   
  
   
1.267 103
1.378 96.137
1.036 103
1.144 98.882
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Independent Samples Test
t-test for Equality of Means
95% Confidence Interval of the
Difference
Lower Upper
CFIPOverall Equal variances assumed
Equal variances not 
assumed
TAMOverall Equal variances assumed
Equal variances not 
assumed
-.80034 3.63302
- .62432 3.45700
-1.09070 3.47876
- .87674 3.26480
 
Group Statistics
The gender that I most 
closely identify with is: N Mean Std. Deviation
Std. Error 
Mean
CFIPOverall Male
Female
TAMOverall Male
Female
6 7 24.6269 6.02479 .73604
3 8 23.2105 4.42449 .71775
6 7 21.1940 6.29391 .76892
3 8 20.0000 4.34959 .70560
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Table 86 
Correlation Between Age and the CFIP: Research Question 4 
 
 
Figure 22: Scatterplot of age and the CFIP overall 
 
Correlations
age2 CFIPOverall
age2 Pearson Correlation
Sig. (2-tailed)
N
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
1 - .190
.053
105 105
- .190 1
.053
105 105
 
age2
70.0060.0050.0040.0030.0020.00
CF
IP
Ov
er
al
l
45.00
40.00
35.00
30.00
25.00
20.00
15.00
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Table 87 
Correlation Between Age and the TAM: Research Question 5 
 
 
Figure 23: Scatterplot between age and the TAM 
Correlations
age2 TAMOverall
age2 Pearson Correlation
Sig. (2-tailed)
N
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
1 .003
.977
105 105
.003 1
.977
105 105
 
age2
70.0060.0050.0040.0030.0020.00
TA
M
O
ve
ra
ll
40.00
30.00
20.00
10.00
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Table 88 
Analysis of CFIP, TAM, and Level of Student: Research Questions 6-7 
 
 
 
GradCombined
Frequency Percent Valid Percent
Cumulative 
Percent
Valid Undergrad
GradCombined
Total
6 4 61.0 61.0 61.0
4 1 39.0 39.0 100.0
105 100.0 100.0
 
Independent Samples Test
Levene's Test for Equality of 
Variances
   
F Sig.
CFIPOverall Equal variances assumed
Equal variances not 
assumed
TAMOverall Equal variances assumed
Equal variances not 
assumed
5.062 .027
.002 .960
  
    
 
   
  
   
  
   
  
    
    
  
   
  
   
 
  
        
  
   
  
   
Independent Samples Test
t-test for Equality of Means
Sig. (2-tailed)
Mean 
Difference
Std. Error 
Difference
CFIPOverall Equal variances assumed
Equal variances not 
assumed
TAMOverall Equal variances assumed
Equal variances not 
assumed
.487 - .77287 1.10689
.462 - .77287 1.04662
.868 - .19055 1.14050
.869 - .19055 1.15345
  
    
    
  
   
  
   
 
  
     t-test for Equality of
Means
t df
  
   
  
   
- . 698 103
- .738 99.330
- .167 103
- .165 82.194
  
    
 
   
  
   
 
   
  
    
    
  
   
  
   
 
	203	
	
 
 
  
  
        
  
   
  
   
  
    
 
   
  
   
  
   
Independent Samples Test
t-test for Equality of Means
95% Confidence Interval of the
Difference
Lower Upper
CFIPOverall Equal variances assumed
Equal variances not 
assumed
TAMOverall Equal variances assumed
Equal variances not 
assumed
-2.96812 1.42239
-2.84951 1.30377
-2.45246 2.07137
-2.48506 2.10396
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Table 89 
Comparison of CFIP and Program of Study: Research Question 8 
	
1 = Undergraduate-Apparels, Textiles and Merchandising 
2 = Undergraduate-Computer Engineering Technology  
3 = Undergraduate-Information Assurance 
4 = Undergraduate-Mechanical Engineering Technology 
5 = Undergraduate-Product Design and Development 
6 = Undergraduate-Simulation, Animation and Gaming 
7 = Undergraduate-Technology Management	
	
Undergraduate ANOVA: 
	
Descriptives
CFIPOverall
N Mean Std. Deviation Std. Error
95% Confidence Interval for 
Mean
MinimumLower Bound Upper Bound
1.00
2.00
3.00
4.00
5.00
6.00
7.00
Total
6 23.5000 6.89202 2.81366 16.2673 30.7327 15.00
5 23.2000 6.41872 2.87054 15.2301 31.1699 15.00
1 6 20.8125 4.27736 1.06934 18.5333 23.0917 15.00
6 28.6667 8.01665 3.27278 20.2537 37.0796 20.00
5 26.8000 3.70135 1.65529 22.2042 31.3958 22.00
7 25.5714 6.52833 2.46748 19.5337 31.6091 18.00
7 24.7143 7.08788 2.67897 18.1591 31.2695 15.00
5 2 24.0000 6.21194 .86144 22.2706 25.7294 15.00
 
ANOVA
CFIPOverall
Sum of 
Squares df Mean Square F Sig.
Between Groups
Within Groups
Total
357.986 6 59.664 1.668 .151
1610.014 4 5 35.778
1968.000 5 1
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1 = Graduate Program-Engineering Management 
2 = Graduate Program-Information Assurance 
3 = Graduate Program-Technology Studies 
	
Graduate ANOVA: 
	
CFIP overall Mean and overall statistics regarding the CFIP 
 
Descriptives
CFIPOverall
N Mean Std. Deviation Std. Error
95% Confidence Interval for 
Mean
MinimumLower Bound Upper Bound
1.00
2.00
3.00
Total
6 26.5000 2.25832 .92195 24.1300 28.8700 25.00
5 26.4000 5.45894 2.44131 19.6218 33.1782 20.00
1 3 23.6154 4.09346 1.13532 21.1417 26.0890 15.00
2 4 24.9167 4.13802 .84467 23.1693 26.6640 15.00
 
ANOVA
CFIPOverall
Sum of 
Squares df Mean Square F Sig.
Between Groups
Within Groups
Total
48.056 2 24.028 1.459 .255
345.777 2 1 16.466
393.833 2 3
 
Statistics
CFIPOverall
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
24.1143
24.0000
25.00
5.51974
30.468
28.00
15.00
43.00
2532.00
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Program of Study Summary with respect to the CFIP  
Program Of Study (POS)    (n = value)  Mean  sd  
UG-Apparels, Textiles and Merchandising   (6)  23.5000 6.8920  
UG-Computer Engineering Technology   (5)  23.2000 6.4187  
UG-Information Assurance     (16)  20.8125 4.2773  
UG-Mechanical Engineering Technology   (6)  28.6667 8.0166  
UG-Product Design and Development   (5)  26.8000 3.7013  
UG-Simulation, Animation and Gaming   (7)  25.5714 6.5283  
UG-Technology Management    (7)  24.7143 7.0878  
TOTAL UG (ABOVE 7 POS)    (52)  24.0000 6.21194 
GP-Engineering Management    (6)  26.5000 2.2583  
GP-Information Assurance     (5)  26.4000 5.4589  
GP-Technology Studies     (13)  23.6154 4.0934  
TOTAL GRAD (ABOVE 3 POS)   (24)  24.9167 4.12802 
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Table 90 
Comparison of TAM and Program of Study: Research Question 9 
TAM with seven (7) Undergraduate Programs of Study with at least 5 or more responses 
 
1 = Undergraduate-Apparels, Textiles and Merchandising 
2 = Undergraduate-Computer Engineering Technology  
3 = Undergraduate-Information Assurance 
4 = Undergraduate-Mechanical Engineering Technology 
5 = Undergraduate-Product Design and Development 
6 = Undergraduate-Simulation, Animation and Gaming 
7 = Undergraduate-Technology Management	
 
TAM-Level of significance between the means with respect to the undergraduate programs 
of study. 
 
Descriptives
TAMOverall
N Mean Std. Deviation Std. Error
95% Confidence Interval for 
Mean
MinimumLower Bound Upper Bound
1.00
2.00
3.00
4.00
5.00
6.00
7.00
Total
6 23.5000 6.09098 2.48663 17.1079 29.8921 15.00
5 21.4000 4.92950 2.20454 15.2792 27.5208 16.00
1 6 18.6875 3.85951 .96488 16.6309 20.7441 14.00
6 21.6667 6.77249 2.76486 14.5594 28.7740 14.00
5 17.2000 3.96232 1.77200 12.2801 22.1199 14.00
7 21.5714 8.18244 3.09267 14.0039 29.1389 14.00
7 18.8571 5.17779 1.95702 14.0685 23.6458 14.00
5 2 20.1154 5.51879 .76532 18.5789 21.6518 14.00
 
ANOVA
TAMOverall
Sum of 
Squares df Mean Square F Sig.
Between Groups
Within Groups
Total
192.465 6 32.078 1.061 .400
1360.842 4 5 30.241
1553.308 5 1
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TAM-with three graduate programs of study with at least 5 or more responses 
 
1 = Graduate Program-Engineering Management 
2 = Graduate Program-Information Assurance 
3 = Graduate Program-Technology Studies 
 
TAM with three (3) Graduate Programs of Study with at least 5 or more responses. 
 
TAM-overall Mean and overall statistics regarding the TAM	
Descriptives
TAMOverall
N Mean Std. Deviation Std. Error
95% Confidence Interval for 
Mean
MinimumLower Bound Upper Bound
1.00
2.00
3.00
Total
6 25.6667 9.91295 4.04695 15.2637 36.0697 16.00
5 18.2000 3.03315 1.35647 14.4338 21.9662 14.00
1 3 20.4615 4.80651 1.33309 17.5570 23.3661 14.00
2 4 21.2917 6.51740 1.33036 18.5396 24.0437 14.00
 
ANOVA
TAMOverall
Sum of 
Squares df Mean Square F Sig.
Between Groups
Within Groups
Total
171.594 2 85.797 2.237 .132
805.364 2 1 38.351
976.958 2 3
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Summary of Program of Study with respect to the TAM 
Program Of Study (POS) and    (n = value) Mean  sd  
UG-Apparels, Textiles and Merchandising   (6)  23.5000 6.0909  
UG-Computer Engineering Technology   (5)  21.4000 4.92950 
UG-Information Assurance     (16)  18.6875 3.85951 
UG-Mechanical Engineering Technology   (6)  21.6667 6.77249 
UG-Product Design and Development   (5)  17.2000 3.96232 
UG-Simulation, Animation and Gaming   (7)  21.5714 8.18244 
UG-Technology Management    (7)  18.8571 5.17779 
TOTAL UG (of above 7 POS):    (52)  20.1154 5.51879 
GP-Engineering Management    (6)  25.6667 9.9129  
GP-Information Assurance     (5)  18.2000 3.03315 
GP-Technology Studies     (13)  20.4615 4.80651 
TOTAL GRAD (of above 3 POS)    (24)  21.2917 6.51740 
 
  
Statistics
TAMOverall
N Valid
Missing
Mean
Median
Mode
Std. Deviation
Variance
Range
Minimum
Maximum
Sum
105
0
20.7619
20.0000
14.00
5.67471
32.202
27.00
14.00
41.00
2180.00
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Table 91 
The TAM and CFIP with Control Factor Openness to Experience Correlation: Research 
Question 10 
 
 
 
  
Correlations
Control Variables CFIPOverall TAMOverall
MODERATEOpennessExp
erience
CFIPOverall Correlation
Significance (2-tailed)
df
TAMOverall Correlation
Significance (2-tailed)
df
1.000 .205
. .037
0 102
.205 1.000
.037 .
102 0
 
Correlations
CFIPOverall
MODERATEOp
ennessExperie
nce
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEOpennessExp
erience
Pearson Correlation
Sig. (2-tailed)
N
1 - .003
.979
105 105
- .003 1
.979
105 105
 
Correlations
TAMOverall
MODERATEOp
ennessExperie
nce
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEOpennessExp
erience
Pearson Correlation
Sig. (2-tailed)
N
1 .261* *
.007
105 105
.261* * 1
.007
105 105
Correlation is significant at the 0.01 level (2-tailed).**. 
 
	211	
	
Table 92 
The TAM and CFIP with Control Factor Extraversion Correlation: Research Question 11 
 
 
 
 
Correlations
Control Variables CFIPOverall TAMOverall
MODERATEExtraversion CFIPOverall Correlation
Significance (2-tailed)
df
TAMOverall Correlation
Significance (2-tailed)
df
1.000 .200
. .041
0 102
.200 1.000
.041 .
102 0
 
Correlations
CFIPOverall
MODERATEExt
raversion
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEExtraversion Pearson Correlation
Sig. (2-tailed)
N
1 - .027
.781
105 105
- .027 1
.781
105 105
 
Correlations
TAMOverall
MODERATEExt
raversion
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEExtraversion Pearson Correlation
Sig. (2-tailed)
N
1 .091
.356
105 105
.091 1
.356
105 105
 
	212	
	
Table 93 
The TAM and CFIP with Control Factor Agreeableness Correlation: Research Question 12 
 
 
 
 
  
Correlations
Control Variables CFIPOverall TAMOverall
MODERATEAgreeablenes
s
CFIPOverall Correlation
Significance (2-tailed)
df
TAMOverall Correlation
Significance (2-tailed)
df
1.000 .191
. .052
0 102
.191 1.000
.052 .
102 0
 
Correlations
CFIPOverall
MODERATEAgr
eeableness
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEAgreeablenes
s
Pearson Correlation
Sig. (2-tailed)
N
1 .050
.613
105 105
.050 1
.613
105 105
 
Correlations
TAMOverall
MODERATEAgr
eeableness
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEAgreeablenes
s
Pearson Correlation
Sig. (2-tailed)
N
1 .207*
.034
105 105
.207* 1
.034
105 105
Correlation is significant at the 0.05 level (2-tailed).*. 
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Table 94 
The TAM and CFIP with Control Factor Neuroticism Correlation: Research Question 13 
 
 
 
Correlations
Control Variables CFIPOverall TAMOverall
MODERATENeuroticism CFIPOverall Correlation
Significance (2-tailed)
df
TAMOverall Correlation
Significance (2-tailed)
df
1.000 .200
. .042
0 102
.200 1.000
.042 .
102 0
 
Correlations
CFIPOverall
MODERATENe
uroticism
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATENeuroticism Pearson Correlation
Sig. (2-tailed)
N
1 .002
.984
105 105
.002 1
.984
105 105
 
Correlations
TAMOverall
MODERATENe
uroticism
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATENeuroticism Pearson Correlation
Sig. (2-tailed)
N
1 - .152
.122
105 105
- .152 1
.122
105 105
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Table 95 
The TAM and CFIP with Control Factor Conscientiousness Correlation: Research Question 
14 
 
 
 
  
Correlations
Control Variables CFIPOverall TAMOverall
MODERATEConscientious
ness
CFIPOverall Correlation
Significance (2-tailed)
df
TAMOverall Correlation
Significance (2-tailed)
df
1.000 .186
. .059
0 102
.186 1.000
.059 .
102 0
 
Correlations
CFIPOverall
MODERATECo
nscientiousnes
s
CFIPOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEConscientious
ness
Pearson Correlation
Sig. (2-tailed)
N
1 - .132
.179
105 105
- .132 1
.179
105 105
 
Correlations
TAMOverall
MODERATECo
nscientiousnes
s
TAMOverall Pearson Correlation
Sig. (2-tailed)
N
MODERATEConscientious
ness
Pearson Correlation
Sig. (2-tailed)
N
1 - .103
.294
105 105
- .103 1
.294
105 105
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Table 96 
The TAM and CFIP Subscales with Control Factor Openness to Experience 
 (combined table pictured first- individual columns in full size follows) 
 
 
Correlations
Control Variables CFIPCollection
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.476
.000
102
- .008
.936
102
.247
.011
102
.071
.475
102
.235
.016
102
 
 
CFIPUnauthoriz
edAccess
 
 
 
 
 
 
.476
.000
102
1.000
.
0
.190
.053
102
.307
.002
102
.013
.898
102
.180
.067
102
 
 CFIPErrors
 
 
 
 
 
 
- . 008
.936
102
.190
.053
102
1.000
.
0
.246
.012
102
.127
.200
102
- .045
.651
102
 
 
CFIPSecondary
Use
 
 
 
 
 
 
.247
.011
102
.307
.002
102
.246
.012
102
1.000
.
0
.128
.196
102
.150
.127
102
 
 
TAMUsefulnes
s
 
 
 
 
 
 
.071
.475
102
.013
.898
102
.127
.200
102
.128
.196
102
1.000
.
0
.282
.004
102
 
 
TAMEaseOfUs
e
 
 
 
 
 
 
.235
.016
102
.180
.067
102
- .045
.651
102
.150
.127
102
.282
.004
102
1.000
.
0
 
Correlations
Control Variables CFIPCollection
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.476
.000
102
- .008
.936
102
.247
.011
102
.071
.475
102
.235
.016
102
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Correlations
Control Variables
CFIPUnauthoriz
edAccess
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.476
.000
102
1.000
.
0
.190
.053
102
.307
.002
102
.013
.898
102
.180
.067
102
 
Correlations
Control Variables CFIPErrors
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
- .008
.936
102
.190
.053
102
1.000
.
0
.246
.012
102
.127
.200
102
- .045
.651
102
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Correlations
Control Variables
CFIPSecondary
Use
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.247
.011
102
.307
.002
102
.246
.012
102
1.000
.
0
.128
.196
102
.150
.127
102
 
Correlations
Control Variables
TAMUsefulnes
s
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.071
.475
102
.013
.898
102
.127
.200
102
.128
.196
102
1.000
.
0
.282
.004
102
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CFIP and TAM with openness to experience control factor summary: 
Categories:      r (p) Mod r(p) W/O   
CFIP-Unauthorized Access à CFIP-Collection .476 (.000) .470 (.000)  
CFIP-Secondary Use à CFIP- Collection  .247 (.011) .229 (.019)  
CFIP-Collection à TAM-Ease of Use  .235 (.016) .188 (.054)  
CFIP-Secondary Use à CFIP-Unauthorized Access .307 (.001) .308 (.001)  
CFIP-Secondary Use à CFIP- Errors  .246 (.012) .246 (.011)  
TAM-Ease of Use à TAM-Usefulness  .282 (.004) .298 (.002)  
 
  
Correlations
Control Variables
TAMEaseOfUs
e
MODERATEOpennessExp
erience
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.235
.016
102
.180
.067
102
- .045
.651
102
.150
.127
102
.282
.004
102
1.000
.
0
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Table 97 
The TAM and CFIP Subscales with Control Factor Extraversion 
 (combined table pictured first- individual columns in full size follows) 
 
 
 
Correlations
Control Variables CFIPCollection
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.470
.000
102
- .009
.924
102
.229
.020
102
.060
.542
102
.190
.054
102
 
 
CFIPUnauthoriz
edAccess
 
 
 
 
 
 
.470
.000
102
1.000
.
0
.196
.046
102
.308
.001
102
.026
.792
102
.188
.056
102
 
 CFIPErrors
 
 
 
 
 
 
- . 009
.924
102
.196
.046
102
1.000
.
0
.247
.011
102
.125
.205
102
- .039
.693
102
 
 
CFIPSecondary
Use
 
 
 
 
 
 
.229
.020
102
.308
.001
102
.247
.011
102
1.000
.
0
.142
.151
102
.182
.065
102
 
 
TAMUsefulnes
s
 
 
 
 
 
 
.060
.542
102
.026
.792
102
.125
.205
102
.142
.151
102
1.000
.
0
.294
.002
102
 
 
TAMEaseOfUs
e
 
 
 
 
 
 
.190
.054
102
.188
.056
102
- .039
.693
102
.182
.065
102
.294
.002
102
1.000
.
0
 
Correlations
Control Variables CFIPCollection
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.470
.000
102
- .009
.924
102
.229
.020
102
.060
.542
102
.190
.054
102
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Correlations
Control Variables
CFIPUnauthoriz
edAccess
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.470
.000
102
1.000
.
0
.196
.046
102
.308
.001
102
.026
.792
102
.188
.056
102
 
Correlations
Control Variables CFIPErrors
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
- .009
.924
102
.196
.046
102
1.000
.
0
.247
.011
102
.125
.205
102
- .039
.693
102
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Correlations
Control Variables
CFIPSecondary
Use
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.229
.020
102
.308
.001
102
.247
.011
102
1.000
.
0
.142
.151
102
.182
.065
102
 
Correlations
Control Variables
TAMUsefulnes
s
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.060
.542
102
.026
.792
102
.125
.205
102
.142
.151
102
1.000
.
0
.294
.002
102
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CFIP and TAM with extraversion control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .470 (.000) .470 (.000)  
CFIP-Secondary Use à CFIP-Collection  .229 (.020) .229(.019)  
CFIP-Unauthorized Access à CFIP-Errors  .196 (.046) .191 (.051)  
CFIP-Errors à CFIP-Secondary Use   .247 (.011) .246 (.011)  
TAM-Usefulness à CFIP-Errors   .125 (.205) .128 (.193)  
CFIP-Unauthorized Access à CFIP-Secondary Use .308 (.001) .308 (.001)  
TAM-Usefulness à TAM-Ease of Use  .204 (.002) .298 (.002)  
  
Correlations
Control Variables
TAMEaseOfUs
e
MODERATEExtraversion CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.190
.054
102
.188
.056
102
- .039
.693
102
.182
.065
102
.294
.002
102
1.000
.
0
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Table 98 
The TAM and CFIP Subscales with Control Factor Agreeableness 
 (combined table pictured first- individual columns in full size follows) 
 
 
Correlations
Control Variables CFIPCollection
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.475
.000
102
- .012
.901
102
.228
.020
102
.055
.581
102
.187
.058
102
 
 
CFIPUnauthoriz
edAccess
 
 
 
 
 
 
.475
.000
102
1.000
.
0
.201
.041
102
.317
.001
102
.032
.749
102
.201
.041
102
 
 CFIPErrors
 
 
 
 
 
 
- . 012
.901
102
.201
.041
102
1.000
.
0
.242
.013
102
.117
.238
102
- .052
.598
102
 
 
CFIPSecondary
Use
 
 
 
 
 
 
.228
.020
102
.317
.001
102
.242
.013
102
1.000
.
0
.130
.187
102
.172
.081
102
 
 
TAMUsefulnes
s
 
 
 
 
 
 
.055
.581
102
.032
.749
102
.117
.238
102
.130
.187
102
1.000
.
0
.278
.004
102
 
 CFIPCollection
 
 
 
 
 
 
1.000
.
0
.475
.000
102
- .012
.901
102
.228
.020
102
.055
.581
102
.187
.058
102
 
Correlations
Control Variables CFIPCollection
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.475
.000
102
- .012
.901
102
.228
.020
102
.055
.581
102
.187
.058
102
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Correlations
Control Variables
CFIPUnauthoriz
edAccess
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.475
.000
102
1.000
.
0
.201
.041
102
.317
.001
102
.032
.749
102
.201
.041
102
 
Correlations
Control Variables CFIPErrors
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
- .012
.901
102
.201
.041
102
1.000
.
0
.242
.013
102
.117
.238
102
- .052
.598
102
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Correlations
Control Variables
CFIPSecondary
Use
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.228
.020
102
.317
.001
102
.242
.013
102
1.000
.
0
.130
.187
102
.172
.081
102
 
Correlations
Control Variables
TAMUsefulnes
s
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.055
.581
102
.032
.749
102
.117
.238
102
.130
.187
102
1.000
.
0
.278
.004
102
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CFIP and TAM with agreeableness control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .475 (.000) .470 (.000)  
CFIP-Collection à CFIP-Secondary Use  .228 (.020) .229 (.019)  
CFIP-Errors à CFIP-Unauthorized Access  .201 (.041) .191 (.051)   
CFIP-Errors à CFIP-Secondary Use   .242 (.013) .246 (.011)  
CFIP-Secondary Use à CFIP-Unauthorized Access .317 (.001) .308 (.001)  
TAM-Ease of Use à CFIP-Unauthorized Access .201 (.041) .180 (.066)  
TAM-Usefulness à TAM-Ease of Use  .278 (.004) .298 (.002)  
  
Correlations
Control Variables
TAMEaseOfUs
e
MODERATEAgreeablenes
s
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.187
.058
102
.201
.041
102
- .052
.598
102
.172
.081
102
.278
.004
102
1.000
.
0
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Table 99 
The TAM and CFIP Subscales with Control Factor Neuroticism 
 (combined table pictured first- individual columns in full size follows) 
 
 
 
Correlations
Control Variables CFIPCollection
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.469
.000
102
- .010
.920
102
.230
.019
102
.058
.561
102
.200
.042
102
 
 
CFIPUnauthoriz
edAccess
 
 
 
 
 
 
.469
.000
102
1.000
.
0
.191
.052
102
.309
.001
102
.015
.880
102
.192
.051
102
 
 CFIPErrors
 
 
 
 
 
 
- . 010
.920
102
.191
.052
102
1.000
.
0
.246
.012
102
.128
.195
102
- .041
.682
102
 
 
CFIPSecondary
Use
 
 
 
 
 
 
.230
.019
102
.309
.001
102
.246
.012
102
1.000
.
0
.140
.156
102
.176
.074
102
 
 
TAMUsefulnes
s
 
 
 
 
 
 
.058
.561
102
.015
.880
102
.128
.195
102
.140
.156
102
1.000
.
0
.312
.001
102
 
 
TAMEaseOfUs
e
 
 
 
 
 
 
.200
.042
102
.192
.051
102
- .041
.682
102
.176
.074
102
.312
.001
102
1.000
.
0
 
Correlations
Control Variables CFIPCollection
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.469
.000
102
- .010
.920
102
.230
.019
102
.058
.561
102
.200
.042
102
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Correlations
Control Variables
CFIPUnauthoriz
edAccess
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.469
.000
102
1.000
.
0
.191
.052
102
.309
.001
102
.015
.880
102
.192
.051
102
 
Correlations
Control Variables CFIPErrors
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
- .010
.920
102
.191
.052
102
1.000
.
0
.246
.012
102
.128
.195
102
- .041
.682
102
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Correlations
Control Variables
CFIPSecondary
Use
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.230
.019
102
.309
.001
102
.246
.012
102
1.000
.
0
.140
.156
102
.176
.074
102
 
Correlations
Control Variables
TAMUsefulnes
s
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.058
.561
102
.015
.880
102
.128
.195
102
.140
.156
102
1.000
.
0
.312
.001
102
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CFIP and TAM with neuroticism control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .469 (.000) .470 (.000)  
CFIP-Collection à CFIP-Secondary Use  .230 (.019) .229 (.019)  
CFIP-Collection à TAM-Ease of Use  .200 (.042) .188 (.054)  
CFIP-Secondary Use à CFIP-Unauthorized Access .309 (.001) .308 (.001)  
CFIP Secondary Use à CFIP-Errors   .246 (.012) .246 (.011)  
TAM-Usefulness à TAM-Ease of Use  .312 (.001) .298 (.002)  
 
  
Correlations
Control Variables
TAMEaseOfUs
e
MODERATENeuroticism CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.200
.042
102
.192
.051
102
- .041
.682
102
.176
.074
102
.312
.001
102
1.000
.
0
 
	231	
	
Table 100 
The TAM and CFIP Subscales with Control Factor Conscientiousness 
 (combined table pictured first- individual columns in full size follows) 
 
 
Correlations
Control Variables CFIPCollection
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.461
.000
102
- .012
.907
102
.219
.026
102
.051
.610
102
.179
.069
102
 
 
CFIPUnauthoriz
edAccess
 
 
 
 
 
 
.461
.000
102
1.000
.
0
.191
.052
102
.297
.002
102
.006
.949
102
.169
.086
102
 
 CFIPErrors
 
 
 
 
 
 
- . 012
.907
102
.191
.052
102
1.000
.
0
.247
.012
102
.128
.197
102
- .038
.698
102
 
 
CFIPSecondary
Use
 
 
 
 
 
 
.219
.026
102
.297
.002
102
.247
.012
102
1.000
.
0
.133
.179
102
.172
.082
102
 
 
TAMUsefulnes
s
 
 
 
 
 
 
.051
.610
102
.006
.949
102
.128
.197
102
.133
.179
102
1.000
.
0
.294
.002
102
 
 
TAMEaseOfUs
e
 
 
 
 
 
 
.179
.069
102
.169
.086
102
- .038
.698
102
.172
.082
102
.294
.002
102
1.000
.
0
 
Correlations
Control Variables CFIPCollection
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
1.000
.
0
.461
.000
102
- .012
.907
102
.219
.026
102
.051
.610
102
.179
.069
102
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Correlations
Control Variables
CFIPUnauthoriz
edAccess
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.461
.000
102
1.000
.
0
.191
.052
102
.297
.002
102
.006
.949
102
.169
.086
102
 
Correlations
Control Variables CFIPErrors
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
- .012
.907
102
.191
.052
102
1.000
.
0
.247
.012
102
.128
.197
102
- .038
.698
102
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Correlations
Control Variables
CFIPSecondary
Use
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.219
.026
102
.297
.002
102
.247
.012
102
1.000
.
0
.133
.179
102
.172
.082
102
 
Correlations
Control Variables
TAMUsefulnes
s
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.051
.610
102
.006
.949
102
.128
.197
102
.133
.179
102
1.000
.
0
.294
.002
102
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CFIP and TAM with conscientiousness control factor summary 
Categories:      r (p) Mod r(p) W/O  
CFIP-Collection à CFIP-Unauthorized Access .461 (.000) .470 (.000)  
CFIP-Collection à CFIP-Secondary Use  .219 (.026) .229 (.019)  
CFIP-Secondary Use à CFIP-Unauthorized Access .297 (.002) .308 (.001)  
CFIP-Secondary Use à CFIP-Errors   .247 (.012) .246 (.011)  
TAM-Usefulness à TAM-Ease of Use  .294 (.002) .298 (.002)  
 
 
 
Correlations
Control Variables
TAMEaseOfUs
e
MODERATEConscientious
ness
CFIPCollection Correlation
Significance (2-tailed)
df
CFIPUnauthorizedAccess Correlation
Significance (2-tailed)
df
CFIPErrors Correlation
Significance (2-tailed)
df
CFIPSecondaryUse Correlation
Significance (2-tailed)
df
TAMUsefulness Correlation
Significance (2-tailed)
df
TAMEaseOfUse Correlation
Significance (2-tailed)
df
.179
.069
102
.169
.086
102
- .038
.698
102
.172
.082
102
.294
.002
102
1.000
.
0
 
