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1. Introduction
Consider the quasilinear elliptic equation
−pu + V (x)|u|p−2u = f (x,u), x ∈RN , (1)
where pu := div(|∇u|p−2∇u), p ∈ (1,+∞), while V :RN →R and f :RN ×R→R, N  1, are given
measurable functions.
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3626 A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–3657Equations of this form are ubiquitous in many areas of Mathematical Physics like nonrelativistic
quantum mechanics, ﬁeld theory, nonlinear optics, superﬂuidity [14,17,18,60,64], continuum mechan-
ics [8,28,36] etc. The prototypical example is provided by the equation
−ε2u + V (x)u = a(x)|u|q−2u, x ∈RN , (2)
which arises when one seeks standing wave solutions of the celebrated nonlinear Schrödinger equation
ih¯
∂ψ
∂t
= − h¯
2
2m
ψ + W (x)ψ − a(x)|ψ |q−2ψ, (x, t) ∈RN ×R, (3)
i.e. solutions of the form
ψ(x, t) = exp(−iE t/h¯)u(x), E ∈R, (4)
where i = √−1, h¯ is Planck’s constant, m is a positive number, W (·) is a real-valued potential and
q > 2. Such solutions have an important physical interpretation since they correspond to stable quan-
tum states with energy E . In particular, the behavior of the wave function ψ(x, t) as h¯ → 0 is of
central interest since it formally links Quantum with Classical Mechanics. The special case of (3) in
which a(x) is a constant function and q = 4 is the well-known Gross–Pitaevskii equation which de-
scribes the Bose–Einstein condensation [49]. Clearly, (4) satisﬁes (3) if and only if u(x) solves (2) with
ε2 = h¯2/2m and V (x) = W (x) −E .
From a different perspective, one is led to an equation of the type (1) (with p = 2) when searching
for travelling wave solutions of the nonlinear Klein–Gordon equation
ϕtt − ϕ = g
(|ϕ|)ϕ, (x, t) ∈RN ×R,
i.e. solutions of the form ϕ(x, t) = u(x− ct) where c is a given vector in RN with |c| < 1 [60].
Eq. (2) has been studied extensively under various hypotheses on the potentials V (·) and a(·).
Much of the impetus for these studies seems to have originated from the pioneering paper [35] by
Floer and Weinstein in which the one-dimensional case (N = 1) with a cubic nonlinearity (q = 4)
was studied by assuming that V (·) is a bounded potential having a single non-degenerate minimum
point x0 while infR V > 0 and a(·) is a positive constant. As a matter of fact, based on a Lyapounov–
Schmidt reduction technique, it was shown there that (2) admits, for ε > 0 suﬃciently small, a family
of spike-like solutions which in the semiclassical limit (i.e. as ε ↓ 0) concentrate around x0; see also
[46,47]. The extension of this important result to higher dimensions with 2< q < 2∗ := 2NN−2 and V (·)
having a ﬁnite set of non-degenerate critical points was achieved in [48] while this last hypothesis
was eventually removed in [27]; for complementary results obtained by perturbation or variational
methods see [2,54], as well as the recent monograph [5]. At the same time, the existence of a positive
ground state solution (i.e. least-action solution) of (2) for any ε > 0 was established in [29] under
the assumptions: V (x) ≡ 1, lim|x|→+∞ a(x) = infRN a  0 and q ∈ (2,2∗); moreover, a radial solution
was obtained if a(·) is radially symmetric and 0 a(|x|) C(1 + |x|)α with α ∈ [0, (N − 1)(q − 2)/2)
while, as proved in [39], no such solutions exist if N  3, a ∈ C0,1(RN ) and a(|x|)|x|−(N−1)(q−2)/2 is
nondecreasing.
Regarding now the class of bounded potentials V (·) > 0 and a(·) > 0 having positive limits at in-
ﬁnity one should consult the classic works [40,11,12] where the existence issue is handled within the
realm of the concentration-compactness method. For further results concerning this case the inter-
ested reader is also refered to [4,23].
The case of an unbounded potential V (·) as |x| → +∞ (still under the assumption infRN V > 0)
was studied in [13,54] when a(·) ≡ 1 and q ∈ (2,2∗). Furthermore, the situation in which both V (·)
and a(·) are unbounded as |x| → +∞ was investigated in [57], as well as in [56].
A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–3657 3627On the other hand, the analytical treatment of (2) inherits more delicate features when
lim inf|x|→+∞ V (x) = 0. Early results in this direction were obtained in [45] (see also [55]) but a more
systematic study was actually initiated in [3] and thereafter complemented in [6,7]. Most notably, it
was proved in [3] that if V (·) and a(·) are positive, smooth and satisfy the conditions
C1
(1+ |x|)θ  V (x) C2, 0< a(x)
C3
(1+ |x|)α , x ∈R
N , N  3, (5)
where 0 < θ < 2 and α > 0 then (2) admits, for any ε > 0, a positive ground state solution which is
also a bound state (i.e. u ∈ W 1,2(RN )) provided σ < q < 2∗ , where
σ :=
{
2∗ − 4α
θ(N−2) when 0< α < θ,
1 otherwise.
Note that the case of radially symmetric potentials V (·) satisfying condition (5) with 0  θ <
2(N − 1)(q − 2)/(q + 2) while a(·) ≡ 1 was previously studied in [59] by means of a non-variational
approach employing the associated parabolic problem. For several other related results we refer
to [15,16,22,41,44,70,71]. The supercritical case q > 2∗ with a(·) ≡ 1 and V (·) decaying to zero
at inﬁnity was investigated in [26] where it is shown that a continuum of positive solutions ex-
ists for any ε > 0. In addition, the so-called critical frequency case (i.e. when lim inf|x|→+∞ V (x) >
infRN V = 0) with a(·) ≡ 1 was studied (for small ε > 0) in [19–21] and in [10,32] for compactly
supported V (·).
A functional framework in the radially symmetric setting which enables the uniﬁed treatment, as
well as the generalization of several of the aforementioned results when V (·) and/or a(·) are either
unbounded or vanishing at inﬁnity was presented in [62]; it was then further developed in [61,63] to
incorporate also quasilinear equations of the form
−div(ρ(|x|)|∇u|p−2∇u)+ V (|x|)|u|p−2u = a(|x|)|u|q−2u, p > 1, x ∈RN .
In particular, it was shown in [62] that if V (·) and a(·) are radially symmetric then stronger results
than those obtained in [3,57] hold true for Eq. (2); in fact, a radial ground state solution exists for a
wider range of the exponent q.
Finally, the effects of singular potentials (e.g. V (x) = C |x|−p) and/or critical nonlinearities f (x,u)
have also been an important topic dealt with in the literature surrounding Eq. (1). As a sample of
relevant references we cite [30,33,58,66] (when p = 2) and [1,34,50,72] (when p > 1).
In striking contrast to the rich variety of the aforementioned studies, however, very little seems to
be known if the right-hand side of (2) is replaced by the competitive interplay of two nonlinearities;
for instance, as in
−ε2u + V (x)u = a(x)|u|q−2u − b(x)|u|s−2u, x ∈RN , (6)
where the potentials V (·), a(·) and b(·) 
≡ 0 are, say, non-negative. Actually, to the best of the author’s
knowledge, the only papers in the literature which address such an issue are [17,24,32,60,69]. To be
precise, the autonomous version of (6) where all potentials are positive constants was ﬁrst treated
(for any ε > 0) in [60] and thereafter in [17]. On the other hand, the situation in which 0< infRN V 
supRN V < +∞ while a(·) and b(·) are bounded (with a(x) > 0 but b(x) allowed to change sign)
was studied for small ε > 0 and 2 < s < q < 2∗ in [24,69] and very recently in [32] for compactly
supported V (·). Further, it is mentioned in [59] that the parabolic approach developed there can
also be used to prove existence of solutions for (6) when V (·), a(·), b(·) are radially symmetric,
bounded and locally Hölder continuous (with V (·) possibly decaying to zero at inﬁnity, a(x) C > 0
and b(x) 0) while 2< s < q 2∗ − 2/(N − 2).
3628 A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–3657In light of the above, our aim in the present work is to examine the existence and non-existence
of nontrivial (i.e. 
= 0) weak solutions of the quasilinear scalar ﬁeld equation
−pu + V (x)|u|p−2u = a(x)|u|q−2u − b(x)|u|s−2u, x ∈RN , (7)
under the structural conditions:
(Σ0) 1< p < N , 1< q < p∗ , 1< s < p∗ (q 
= p, s), where p∗ := NpN−p .
(Σ1) V : RN → R is continuous, non-negative and its vanishing set Z := {x ∈ RN : V (x) = 0} is
bounded.
(Σ2) a :RN →R is continuous and Ω+a := {x ∈RN : a(x) > 0} 
= ∅.
(Σ3) b :RN →R is continuous, non-negative and b(·) 
≡ 0.
More speciﬁcally, we are interested in studying Eq. (7) in the context of potentials which, on the
one hand, are not necessarily radial, and on the other, they can be unbounded or decaying to zero
as |x| → +∞. To carry out this objective we employ Pohozaev’s ﬁbering method [51,52] in conjunc-
tion with appropriate embedding theorems involving weighted spaces which allow us to exploit in a
uniﬁed and eﬃcient manner the asymptotic behavior of V (·), a(·) and b(·). In particular, we extend
or complement several results that have been obtained in the semilinear case (p = 2) when b(·) ≡ 0
while V (·) and a(·) have power-like radial growth or decay at inﬁnity; see [3,6,7,56,59,62,63,71]. Fur-
thermore, we manage to single out in a direct and rather transparent way all the essential factors
(algebraic and/or functional-analytic) which affect the nontrivial solvability of (7). As it turns out
from the analysis, these factors are: (i) the relative ordering of the exponents p, q, s; (ii) the asymp-
totic behavior of V (·), a(·) and b(·) at inﬁnity; (iii) the size of the supports of a+(·) and b(·); and
(iv) the “magnitude” of the auxiliary potential Q (x) := a+(x)−1/qb(x)1/s . Actually, when q < min{p, s}
or q > max{p, s} then the existence of a non-negative ground state can be proved without imposing
any restrictions on the size of suppa+ and suppb or on the magnitude of Q (·) (cf. Theorem 8). By
contrast, when q lies between p and s the situation is very different since now the conditions under
which nontrivial solutions exist, depend heavily on the “strength” of interaction induced by the two
competing nonlinearities on the right-hand side of (7). As a matter of fact, existence of a non-negative
solution (which, however, may not be a ground state) can again be established under further hypothe-
ses ensuring “weak” interaction (cf. Theorems 9, 13, as well as Remarks 10, 15); e.g. if s < q < p then
it suﬃces to assume W := int(suppa+\ suppb) 
= ∅. Nevertheless, in both these cases non-existence
phenomena emerge if W = ∅ and the magnitude of Q (·) is suﬃciently “large”, as demonstrated in
Theorems 11 and 16.
In the sequel we turn our attention to the summability properties acquired by the solutions found
before when the potentials V (·), a(·) and b(·) decay to zero as |x| → +∞. More concretely, we show
ﬁrst that if V (·) decays slower than the Hardy potential (1+ |x|)−p , i.e.
lim inf|x|→+∞|x|
θ V (x) > 0, for some θ ∈ (0, p), (8)
then, under appropriate decay rates for a(·) and b(·), u ∈⋂tp∗ Lt(RN ) and u ∈ L∞(RN ) (cf. Theo-
rem 17). Based on this result, we show next that if q > p and (8) holds then u ∈⋂tp Lt(RN ) (cf.
Theorem 19); in particular, the solution obtained is actually a bound state; that is u ∈ W 1,p(RN ).
In closing, we would like to mention that the ﬁbering approach pursued here (which, as exem-
pliﬁed in the recent survey article [53], offers some deﬁnite advantages over the usual variational
methods) has also been used very effectively in [37,42] for the study of other elliptic problems on
unbounded domains accompanied with nonlinear boundary conditions.
The rest of the paper is organized as follows: In Section 2 we present the variational frame-
work under which nontrivial weak solutions of Eq. (7) are sought and establish pertinent embedding
theorems involving weighted spaces that are used repeatedly in the sequel. In Section 3 we prove
existence and non-existence theorems by considering all possible orderings of the exponents p, q, s
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solutions found in Section 3 when the potentials V (·), a(·) and b(·) decay to zero at inﬁnity.
Notation.
• BR(y) = {x ∈RN : |x− y| < R}, BR = BR(0), BcR = RN\BR , μBR(y) = {μx: x ∈ BR(y)} for any
μ > 0.
• f+ := max{ f ,0} and f− := max{− f ,0} for any function f :RN →R.
• C∞0 (RN ) is the space of inﬁnitely differentiable functions with compact support in RN ; C(RN ) is
the space of continuous functions in RN .
• C1,η(Ω) with η ∈ (0,1), Ω ⊆RN , denotes the space of functions whose ﬁrst order derivatives are
Hölder continuous with exponent η.
• Lt(Ω), 1  t  +∞, Ω ⊆ RN , are the usual Lebesgue spaces with norm denoted by ‖ .‖Lt (Ω); if
Ω =RN we simply write ‖ .‖t .
• W 1,p(Ω), Ω ⊆RN , is the usual Sobolev space.
• Various positive constants whose exact values are not important in the relevant arguments are
denoted by C or Ci , i ∈N.
2. Variational framework
Let condition (Σ1) hold. We deﬁne the weighted Sobolev space E := Ep(RN ; V ) as the completion
of C∞0 (RN ) under the norm
‖u‖E :=
( ∫
RN
{|∇u|p + V (x)|u|p}dx)1/p.
Note that E is a reﬂexive Banach space. Moreover, for any σ ∈ (1,+∞) and any non-negative con-
tinuous function K : RN → R, K (·) 
≡ 0, we deﬁne the weighted Lebesgue space Lσ (RN ; K ) equipped
with the semi-norm
‖u‖σ ,K :=
( ∫
RN
K (x)|u|σ dx
)1/σ
.
We employ throughout the standard convention that any two measurable functions u, v ∈ Lσ (RN ; K )
such that u(x) = v(x) a.e. on supp K are identiﬁed. Then Lσ (RN ; K ) becomes a complete space with
norm ‖ .‖σ ,K . The following proposition is pertinent to our purposes:
Theorem 1. Let assumption (Σ1) hold. Let also 1 < p  σ < p∗ and suppose K ∈ C(RN ) is a non-negative
function (K (·) 
≡ 0) such that
M := lim
R→+∞ supx∈RN\BR
[K (x)]p∗−p
[V (x)]p∗−σ < +∞. (9)
Then the embedding
Ep
(
R
N ; V ) ↪→ Lσ (RN ; K )
holds and is continuous. Furthermore, if M = 0 then the embedding is compact.
3630 A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–3657Proof. Continuity: For any ﬁxed R > 0 we write u = ϕRu+ (1−ϕR)u where ϕR ∈ C∞(RN ) is a cut-off
function such that 0 ϕR  1 and
ϕR(x) =
{
0 if |x| R,
1 if |x| R + 1.
If p < σ < p∗ then, on account of Hölder’s inequality,
‖ϕRu‖σσ ,K 
∫
BcR
K (x)|u|σ dx =
∫
BcR
(
K (x)|u|η)|u|σ−η dx

( ∫
BcR
[
K (x)
] p∗−p
p∗−σ |u|η p
∗−p
p∗−σ dx
) p∗−σ
p∗−p ·
( ∫
BcR
|u|(σ−η) p
∗−p
p∗−σ dx
) σ−p
p∗−p
,
and by choosing η = p p∗−σp∗−p ,
∫
BcR
K (x)|u|σ dx
( ∫
BcR
[
K (x)
] p∗−p
p∗−σ |u|p dx
) p∗−σ
p∗−p ( ∫
BcR
|u|p∗ dx
) σ−p
p∗−p
.
Thus, if R > R0 where R0 > 0 is a suﬃciently large radius so that Z ⊂ BR0 (cf. assumption (Σ1)),
∫
BcR
K (x)|u|σ dx [m(R)] 1p∗−p ( ∫
BcR
V (x)|u|p dx
) p∗−σ
p∗−p ( ∫
BcR
|u|p∗ dx
) σ−p
p∗−p
,
with
m(R) := sup
x∈RN\BR
[K (x)]p∗−p
[V (x)]p∗−σ .
Since now
p∗ − σ
p∗ − p p +
σ − p
p∗ − p p
∗ = σ ,
by virtue of the Young and Sobolev inequalities we deduce
∫
BcR
K (x)|u|σ dx [m(R)] 1p∗−p ( p
σ
p∗ − σ
p∗ − p
( ∫
BcR
V (x)|u|p dx
) 1
p
+ p
∗
σ
σ − p
p∗ − p
( ∫
BcR
|u|p∗ dx
) 1
p∗ )σ
 C1
[
m(R)
] 1
p∗−p
(( ∫
RN
V (x)|u|p dx
) 1
p
+
( ∫
RN
|∇u|p dx
) 1
p
)σ
,
and so, by applying the elementary inequality
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BcR
K (x)|u|σ dx C2
[
m(R)
] 1
p∗−p
( ∫
RN
{|∇u|p + V (x)|u|p}dx) σp , (10)
where, by assumption, limR→+∞m(R) < +∞.
On the other hand, we claim that for any radius R̂  R0 + 1,∫
B R̂
|u|p dx C3
∫
B R̂
{|∇u|p + V (x)|u|p}dx, (11)
where C3 is a positive constant, independent of u. Indeed, note ﬁrst that∫
B R̂\BR0
|u|p dx C4
∫
B R̂
V (x)|u|p dx. (12)
Moreover, by virtue of Poincaré’s inequality,
∫
BR0
|u|p dx
∫
B R̂
∣∣(1− ϕR0)u∣∣p dx C5
∫
B R̂
∣∣∇((1− ϕR0)u)∣∣p dx
 C6
( ∫
B R̂
|∇u|p dx+
∫
B R̂\BR0
|u|p dx
)
,
and so, on account of (12),
∫
BR0
|u|p dx C7
( ∫
B R̂
|∇u|p dx+
∫
B R̂
V (x)|u|p dx
)
. (13)
Hence, by adding (12) and (13), the claim is proved.
As a consequence of (11) and the Sobolev embedding W 1,p(BR+1) ↪→ Lσ (BR+1), there exists a
constant C > 0, independent of u (but depending on R , K (·) and V (·)), such that if R  R0 then
∥∥(1− ϕR)u∥∥σσ ,K 
∫
BR+1
K (x)|u|σ dx C8
∫
BR+1
|u|σ dx
 C9
( ∫
BR+1
{|∇u|p + |u|p}dx) σp
 C
( ∫
BR+1
{|∇u|p + V (x)|u|p}dx) σp . (14)
The continuity of the embedding now follows by combining (10) with (14). The proof when p =
σ < p∗ is simpler and so it will be omitted.
3632 A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–3657Compactness: Let M = 0 and suppose that un ⇀ 0 weakly in E . Then, ‖un‖E  C for some constant
C > 0, independent of n, and so, on account of estimate (10), for any ε > 0 there exists a radius R
suﬃciently large such that
‖ϕRun‖σ ,K  ε
2
.
At the same time, by employing (14) and the Rellich–Kondrachov theorem, if R  R0 then there exists
n(ε) ∈N such that for all n n(ε)
∥∥(1− ϕR)un∥∥σ ,K  ε2 .
Hence, for any ε > 0 there exist R and n suﬃciently large such that
‖un‖σ ,K  ‖ϕRun‖σ ,K +
∥∥(1− ϕR)un∥∥σ ,K  ε2 + ε2 = ε,
which proves the claimed compactness. 
Theorem 1 yields immediately the following
Corollary 2. Let V , K ∈ C(RN ) be non-negative functions with V (·) satisfying condition (Σ1) and K (·) 
≡ 0.
Furthermore, suppose there exist θ , α ∈R such that
lim inf|x|→+∞|x|
θ V (x) > 0, limsup
|x|→+∞
|x|αK (x) < +∞. (15)
If
p  σ < p∗ and α > θ
p
N
(
1− σ
p∗
)
, (16)
then the embedding Ep(RN ; V ) ↪→ Lσ (RN ; K ) holds and is compact.
Proof. In view of (15), there exists R > 0, suﬃciently large, and constants C1,C2 > 0 such that
V (x) C1|x|−θ , K (x) C2|x|−α, |x| R.
Hence, M = 0 (cf. (9) in Theorem 1) if (16) holds. 
Remark 3. Corollary 2 includes the following three special cases concerning the compactness of the
embedding Ep(RN ; V ) ↪→ Lσ (RN ; K ):
(i) {θ < 0, α  0} or {θ  0, α > 0} and σ ∈ [p, p∗),
(ii) {θ < 0, α  0} and p  σ < p∗ − p2N−p αθ ,
(iii) {θ  0, α > 0} and max{p∗ − p2N−p αθ , p} < σ < p∗ ,
which have been previously considered in the literature when p = 2; e.g. case (i) with {θ < 0, α = 0}
in [54], case (ii) in [56,57] and case (iii) in [3,7]. Notice, however, that the restriction θ  2 which is
imposed there for case (iii), is absent here.
For a thorough discussion of related embedding results, albeit under the restrictive hypotheses
V (·) > 0 and V (x) C |x|−p for large |x|, we refer to the standard work [38, §18, 20].
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[K (x)]p∗−p/[V (x)]p∗−σ appearing in (9) is directly related to the so-called “concentration function”
g(x) which was ﬁrst introduced in [69] in the context of studing concentration phenomena (as ε ↓ 0)
for ground state solutions of (6) when b(·) ≡ 0. As a matter of fact, it is easily seen that
g(x) =
( [a(x)]2∗−2
[V (x)]2∗−q
)− N2∗(q−2)
.
The next proposition is a direct consequence of Hölder’s inequality and Theorem 1.
Theorem 5. Let K , K˜ ∈ C(RN ) be non-negative functions with K (·) 
≡ 0 and K˜ (·) > 0 on supp K . If 1< σ < p
and
∫
supp K
( [K (x)]p
[K˜ (x)]σ
) 1
p−σ
dx< +∞, (17)
then Lp(RN ; K˜ ) ↪→ Lσ (RN ; K ). If, in addition, V (·) satisﬁes (Σ1) and
M˜ := lim
R→+∞ supx∈RN\BR
K˜ (x)
V (x)
< +∞, (18)
then the embedding Ep(RN ; V ) ↪→ Lσ (RN ; K ) holds and is continuous. Furthermore, if M˜ = 0 then the last
embedding is compact.
As a simple and useful application of Theorem 5 we have the following
Corollary 6. Let V , K ∈ C(RN ) be non-negative functions such that V (·) satisﬁes (Σ1), K (·) 
≡ 0, while (15)
holds for some θ , α ∈R. If
1< σ < p and α > θ
σ
p
+ N
(
1− σ
p
)
, (19)
then the embedding Ep(RN ; V ) ↪→ Lσ (RN ; K ) holds and is compact.
Proof. Let K˜ (x) = (1+ |x|)−γ , γ ∈ R. Then, on account of (15), conditions (17) and (18) with M˜ = 0
in Theorem 5 hold if (1 + |x|)(γ σ−αp)/(p−σ) ∈ L1(RN ) and γ > θ , respectively; that is, by choosing
γ ∈ (θ,α pσ − N( pσ − 1)). 
Let σ ∈ [p, p∗). If V (·) and K (·) satisfy the assumptions of Theorem 1 with M < +∞ then there
exists a constant C > 0, depending on σ , p,N, V and K , such that the following weighted Sobolev-type
inequality holds
( ∫
N
K (x)|u|σ dx
) 1
σ
 C
( ∫
N
{|∇u|p + V (x)|u|p}dx) 1p , (20)
R R
3634 A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–3657for all u ∈ Ep(RN ; V ). We denote by K(σ , p,N; V , K ) the best value of C; that is
1
K(σ , p,N; V , K ) := infv∈E\{0}
(
∫
RN
{|∇u|p + V (x)|u|p}dx) 1p
(
∫
RN
K (x)|u|σ dx) 1σ
. (21)
Despite the fact that the subject of optimal constants in Sobolev-type inequalities consists a vast and
very active domain of research (e.g. see [43]), the explicit value of (21) is, to the best of the author’s
knowledge, unknown even for quite special weights like V (x) = (1 + |x|)−θ , K (x) = (1 + |x|)−α with
θ and α obeying (16). Nevertheless, if V (·) > 0 then, in general, one has (with σ > p) the following
rudimentary upper estimate which can be easily deduced from the proof of Theorem 1,
K(σ , p,N; V , K )
(
21−
1
p
(
sup
x∈RN
[K (x)]p∗−p
[V (x)]p∗−σ
) 1
p∗−p ·max
{
1− N
(
1
p
− 1
σ
)
,N
(
1
p
− 1
σ
)
S
}) 1
σ
,
where S : = S(p,N) denotes the best constant in the classical Sobolev inequality, that is
S(p,N) = sup
v∈C∞0 (RN )\{0}
(
∫
RN
|v|p∗ dx) 1p∗
(
∫
RN
|∇v|p dx) 1p
,
or, as is well known (cf. [9,65]),
S(p,N) = N− 1p
(
p − 1
N − p
)1− 1p ( Γ (N + 1)
Γ ( Np )Γ (N + 1− Np )ωN−1
) 1
N
,
where Γ (·) is Euler’s gamma function and ωN−1 = 2πN/2Γ (N/2) is the area of the unit sphere in RN .
Let now the potentials a(·) and b(·) be such that the embeddings Ep(RN ; V ) ↪→ Lq(RN ; |a|) and
Ep(RN ; V ) ↪→ Ls(RN ;b) hold (cf. Theorems 1 and 5) and consider the action functional Φ : E → R
associated with (7) which is deﬁned as follows
Φ(u) := 1
p
∫
RN
(|∇u|p + V |u|p)dx− 1
q
∫
RN
a|u|q dx+ 1
s
∫
RN
b|u|s dx. (22)
Clearly, Φ(·) is well deﬁned in E . Furthermore, by applying standard arguments it is easily checked
that Φ ∈ C1(E) and for any φ ∈ E
〈
Φ ′(u),φ
〉= ∫
RN
(|∇u|p−2∇u · ∇φ + V |u|p−2uφ)dx− ∫
RN
(
a|u|q−2u − b|u|s−2u)φ dx. (23)
As usual, by a weak solution of (7) we mean a nontrivial (i.e. 
= 0) critical point of Φ(·).
The variational framework that we adopt throughout is based on the so-called one-dimensional
ﬁbering method proposed by Pohozaev; cf. [51,52]. The central idea of this strategy consists in embed-
ding the original variational problem into the “wider” space E˜ := R × E and then investigating the
conditional solvability of the new problem in E˜ under an appropriately imposed constraint. To this
end, we deﬁne the extended functional F :R× E →R by setting for any r ∈R and v ∈ E
F (r, v) := Φ(rv) = |r|
p
‖v‖pE −
|r|q A(v) + |r|
s
B(v), (24)
p q s
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A(v) :=
∫
RN
a(x)|v|q dx,
B(v) :=
∫
RN
b(x)|v|s dx.
If u = rv is a critical point of Φ(·) then necessarily
Fr(r, v) = 0, (25)
which is referred to as the bifurcation equation of the ﬁbering scheme. In particular, if r 
= 0 then (25)
is equivalent to
Θ(r, v) = ‖v‖pE , (26)
where
Θ(r, v) := A(v)|r|q−p − B(v)|r|s−p . (27)
Suppose now that r = r(v) 
= 0 solves (26) for all v in some open subset G ⊆ E\{0} and r ∈ C1(G).
Then the reduced functional
Φ̂(v) := Φ(r(v)v)= ( 1
p
− 1
q
)
A(v)
∣∣r(v)∣∣q +(1
s
− 1
p
)
B(v)
∣∣r(v)∣∣s, (28)
is well deﬁned and of class C1(G) also. As a compensation for the introduced free parameter r ∈ R,
let us assume further that the virtual constraint
H (v) = 1,
where H : E →R is some suitably chosen functional, is satisﬁed. Then, the following key proposition
holds:
Lemma 7. (See [52].) Let H : E → R be a functional of class C1(E\{0}) satisfying the nondegeneracy condi-
tion
〈
H ′(v), v
〉 
= 0 ifH (v) = 1.
If v is a conditional critical point of Φ̂(·), under the constraint H (v) = 1, then u := r(v)v is a critical point
of Φ(·).
Throughout the paper, as ﬁbering functional we take
H (v) := ‖v‖E , (29)
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every v ∈ S1, where
S1 := {v ∈ E: H (v) = 1}. (30)
Hence, in view of Lemma 7, the problem of ﬁnding solutions of (7) will be reduced in the sequel to
that of locating critical points of Φ̂(·) on S1. Note that since Θ(r, v) is even with respect to r, it suf-
ﬁces to seek only positive solutions r(v) of (26). Consequently, |r| will be tacitly replaced henceforth
by r. Moreover, observe that if v ∈ E is a critical point of Φ̂(·) then |v| is as well and so it is not
restrictive to assume that the resulting weak solution u = r(v)v is non-negative in RN .
Let now u 
= 0 be a critical point of Φ(·). Then necessarily u ∈N where
N := {w ∈ E\{0}: 〈Φ ′(w),w〉= 0}, (31)
is the so-called Nehari manifold. Following [17,25], we shall say that a weak solution u ∈ E\{0} of (7)
is a ground state or a least-action solution if
Φ(u) = inf
w∈N
Φ(w).
If w ∈N then, in view of (23) and since b(·) is non-negative, w ∈ G1 where
G1 :=
{
v ∈ E\{0}: A(v) > 0}. (32)
On the other hand, it is easily veriﬁed that if r(v) > 0 solves (26) for some v ∈ E\{0} then w =
r(v)v ∈N ; in particular, v ∈ G1. Furthermore, if r(v) > 0 exists and is unique for all v ∈ G1, then the
bifurcation equation (26) generates a bijection between G1 ∩ S1 and N ; in that case, if u ∈ E\{0} is
a ground state of (7) then
Φ(u) = inf
v∈G1∩S1
Φ
(
r(v)v
)= inf
v∈G1∩S1
Φ̂(v). (33)
Note that, due to (Σ2), G1 
= ∅ which, in fact, is a necessary condition for existence of a nontrivial
solution as one can readily see by letting φ = u in (23) and using (Σ3). Consequently, the requirement
Ω+a 
= ∅ in (Σ2) is imperative.
3. Existence and non-existence results
Our analysis is partitioned into three distinguished cases determined by the relative ordering of
the exponents p,q, s.
Case 1. q <min{p, s} or q >max{p, s}.
Theorem 8. Let the assumptions (Σ0)–(Σ3) hold with either q <min{p, s} or q >max{p, s}. Assume further
that the potentials a(·) and b(·) are such that Ep(RN ; V ) is compactly embedded in Lq(RN ; |a|) and Ls(RN ;b),
respectively (cf. Theorems 1 and 5). Then (7) admits a non-negative weak solution u ∈ E\{0} which is also a
ground state.
Proof. Assume, for deﬁniteness, that q <min{p, s}; the other case can be treated in a similar fashion.
By rewriting the bifurcation equation (26) in the form
‖v‖pErp−q + B(v)rs−q = A(v), (34)
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r ∈ C1(G1) by the implicit function theorem. Moreover, it can be easily checked that for every μ > 0
and every v ∈ G1 the following scaling property holds
μr(μv) = r(v). (35)
At the same time, by virtue of (26) and (28), an equivalent formula for the reduced functional is
Φ̂(v) =
(
1
s
− 1
q
)
B(v)[r(v)]s +( 1
p
− 1
q
)
‖v‖pE
[
r(v)
]p
, (36)
implying Φ̂(v) < 0 for all v ∈ G1. Consider now the variational problem
M := inf
v∈G1∩S1
Φ̂(v) < 0. (37)
If {vn}n∈N is a minimizing sequence in G1 ∩ S1 then, by invoking our hypotheses, there should be
v˜ ∈ E such that, at least for a subsequence (not relabelled), A(vn) → A(˜v) 0 and B(vn) → B(˜v) 0
while
‖˜v‖E  lim inf
n→+∞‖vn‖E = 1. (38)
We claim v˜ ∈ G1. Indeed, let us suppose not, i.e. A(˜v) = 0. Since vn ∈ S1, (34) yields
A(vn) [r(vn)]p−q, (39)
and so r(vn) → 0. However, this contradicts (37) because then, on account of (36), we should have
M = limn→+∞ Φ̂(vn) = 0. Thus, A(˜v) > 0; in particular, v˜ 
= 0. We show next that v˜ ∈ S1, as well.
Indeed, if not then, in view of (38), there exists μ > 1 such that μv˜ ∈ S1. Moreover, r(μv˜) satisﬁes
the equation
[
r(μv˜)
]p−q + B(μv˜)[r(μv˜)]s−q = A(μv˜),
which, on account of (35), acquires the form
μ−p
[
r(˜v)
]p−q + B(˜v)[r(˜v)]s−q = A(˜v). (40)
On the other hand, by virtue of (39), {r(vn)}n∈N is bounded and so, up to a new subsequence,
r(vn) → r˜ with r˜ > 0 satisfying the equality
r˜ p−q + B(˜v )˜r s−q = A(˜v). (41)
Hence, on comparing (41) with (40), we infer that r˜ < r(˜v). But then, by using (35) and (36) and
noticing that the function
Ψ (z) :=
(
1
s
− 1
q
)
B(˜v)zs +
(
1
p
− 1
q
)
‖˜v‖pE zp, z > 0,
is strictly decreasing, we obtain
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n→+∞ Φ̂(vn) Ψ ( r˜ ) > Ψ
(
r(˜v)
)= Φ̂(˜v) = Φ(r(˜v )˜v)= Φ(r(μv˜)μv˜)= Φ̂(μv˜),
which is absurd. Consequently, r˜ = r(˜v), v˜ ∈ S1, Φ̂(˜v) = M ∈ (−∞,0) and, by Lemma 7, u = r(˜v )˜v is a
nontrivial non-negative weak solution of (7). Since the bifurcation equation generates a bijection be-
tween G1∩ S1 and the Nehari manifold N , the obtained solution is actually a ground state. The proof
is complete. 
Case 2. s < q < p.
In contradistinction to Case 1, here, as well as in the next case, the presence of the “absorption”
term −b(x)|u|s−2u on the right-hand side of Eq. (7) plays a very prominent role on the existence of
nontrivial solutions. In fact, regarding the current case the following proposition holds:
Theorem 9. Let assumptions (Σ0)–(Σ3) be satisﬁed with s < q < p. Assume further that the potentials a(·)
and b(·) are such that Ep(RN ; V ) is compactly embedded in Lq(RN ; |a|) and Ls(RN ;b), respectively (cf. The-
orem 5). Moreover, suppose that either
W := int(suppa+\ suppb) 
= ∅, (42)
or
W = ∅ and D := {v ∈ G1: [A(v)]p−s > ξ[B(v)]p−q‖v‖p(q−s)E } 
= ∅, (43)
where ξ = qp−ssp−q pq−s · (p−s)
p−s
(q−s)q−s(p−q)p−q . Then (7) admits a non-negative weak solution u ∈ E\{0}.
Proof. For deﬁniteness, assume ﬁrst that (42) holds. Let v ∈ G1. If B(v) = 0 then the bifurcation
equation (26) has the unique solution
r(v) =
(A(v)
‖v‖pE
) 1
p−q
. (44)
On the other hand, if B(v) > 0 then the function Θ(·, v) (see (27)) has a unique critical point
r∗ := r∗(v) =
(
p − s
p − q
B(v)
A(v)
) 1
q−s
, (45)
which corresponds to global maximum. In fact,
max
r>0
Θ(r, v) = Θ(r∗(v), v)= ( [A(v)]p−s
ζ [B(v)]p−q
) 1
q−s
(46)
where
ζ = (p − s)
p−s
(q − s)q−s(p − q)p−q , (47)
while limr→0+ Θ(r, v) = −∞ and limr→+∞ Θ(r, v) = 0. Hence, if ‖v‖pE < Θ(r∗(v), v) then (26) has
exactly two positive solutions r1(v), r2(v) with r1(v) < r∗(v) < r2(v). Thus, in summing-up both cases,
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G2 :=
{
v ∈ G1:
[A(v)]p−s > ζ [B(v)]p−q‖v‖p(q−s)E }. (48)
Note that under assumptions (Σ2) and (42), G2 
= ∅ since for any v ∈ E\{0} with supp v ⊂ W there
holds A(v) > 0 and B(v) = 0. We set r := r(v) to be the unique solution if B(v) = 0 or the maximal
solution r2(v) if B(v) > 0. By the implicit function theorem, r(·) ∈ C1(G2) since
rp−s+1Θr(r, v) = (q − p)A(v)
(
rq−s − rq−s∗
)
< 0 if B(v) > 0,
and
rp+1Θr(r, v) = (q − p)A(v)rq < 0 if B(v) = 0.
We claim also that the following scaling property holds
μr(μv) = r(v), for any μ > 0 and v ∈ G2. (49)
Indeed, if B(v) = 0 this is directly veriﬁed via (44). Let us therefore assume B(v) > 0. Then, by
using (45), it is easily checked that
μr∗(μv) = r∗(v), for any μ > 0 and v ∈ G1. (50)
Moreover, on account of (27) and (50),
‖v‖pE < Θ
(
r∗(v), v
)= Θ(μr∗(μv), v)= μ−pΘ(r∗(μv),μv),
and so
‖μv‖pE < Θ
(
r∗(μv),μv
)
,
which implies μv ∈ G2. Furthermore, by (26) and (27), r(μv) satisﬁes
Θ
(
μr(μv), v
)= ‖v‖pE = Θ(r(v), v). (51)
Thus, since μr(μv) > μr∗(μv) = r∗(v) and r(v) > r∗(v), (51) directly implies (49).
We now set
M := inf
v∈G2∩S1
Φ̂(v),
and observe that in view of (28) and (42), M < 0. If {vn}n∈N ∈ G2 ∩ S1 is a minimizing sequence
then, by invoking our hypotheses, there exists v˜ ∈ E such that for a subsequence (not relabelled),
A(vn) → A(˜v) 0 and B(vn) → B(˜v) 0 with
[A(˜v)]p−s  ζ [B(˜v)]p−q. (52)
Moreover, by rewriting (26) for v ∈ S1 as follows
[
r(v)
]p−q = A(v) − B(v)[r(v)]s−q,
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quence, r(vn) → r˜ where r˜ > 0 since r˜ = 0 and (28) would imply M = limn→+∞ Φ̂(vn) = 0; a contra-
diction. Furthermore, A(˜v) > 0 since otherwise, by (52), A(˜v) = B(˜v) = 0 and so, by using again (28),
M = 0. Thus, v˜ ∈ G1. We claim v˜ ∈ G2, as well. Of course, this is automatically true if B(˜v) = 0. Let us
therefore assume B(˜v) > 0. Since
‖˜v‖pE  1 = lim infn→+∞‖vn‖
p
E  lim infn→+∞Θ
(
r∗(vn), vn
)= Θ(r∗(˜v), v˜),
where
r∗(˜v) =
(
p − s
p − q
B(˜v)
A(˜v)
) 1
q−s
, (53)
if the claim were false we would have
‖˜v‖pE = Θ
(
r∗(˜v), v˜
)
. (54)
At the same time, by passing to the limit in (26) we also have
‖˜v‖pE  1 = A(˜v )˜r q−p − B(˜v )˜r s−p = Θ( r˜, v˜), (55)
and so, on account of (46) and (54), r˜ = r∗(˜v). But then, (28) in conjunction with (53) imply
M = lim
n→+∞ Φ̂(vn) =
(q − s)(p − q)
pqs
(
p − s
p − q
) q
q−s( [B(˜v)]q
[A(˜v)]s
) 1
q−s
> 0,
which is impossible. Therefore, v˜ ∈ G2 as claimed.
We proceed to show that v˜ ∈ S1. Indeed, if not then μv˜ ∈ G2 ∩ S1 with μ = ‖˜v‖−1E . Furthermore,
by using (55),
Θ
(
r(˜v), v˜
)= ‖˜v‖pE  1 = Θ( r˜, v˜),
and so r˜  r(˜v) since r∗ (˜v)  r˜ and r∗(˜v) < r(˜v). We claim r˜ = r(˜v). Indeed, suppose r˜ < r(˜v). Then,
upon using (24), (49) and noticing that the function
ψ(z) := ∂
∂z
F(z, v˜) = zp−1{‖˜v‖pE − Θ(z, v˜)}, z > r˜,
is strictly negative for z ∈ ( r˜, r(˜v)), we deduce
M = lim inf
n→+∞Φ
(
r(vn)vn
)
Φ( r˜ v˜) > Φ
(
r(˜v )˜v
)= Φ(r(μv˜)μv˜)= Φ̂(μv˜),
which is impossible. Consequently, ‖˜v‖E = 1, M = Φ̂(˜v) and the assertion of the theorem follows by
invoking Lemma 7.
We now turn to the case where (43) holds. It can be easily veriﬁed that qp−s > sp−q pq−s since
s < q < p and so, by (47), (48), D ⊆ G2. In particular, G2 
= ∅. Furthermore, it is elementary, though
somewhat lengthy, to show that for any ﬁxed v ∈ D the bifurcation equation (26) has a positive
solution r(v) with
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(
q
s
) 1
q−s
r∗(v),
where r∗(v) is as in (45), while Φ̂(v) < 0. Given these facts, the proof then proceeds almost verbatim
the same as before, hence we omit it. 
Remark 10. Conditions (42) and (43) may be viewed as grading the “strength” of interaction induced
by the two competing nonlinearities on the right-hand side of (7). Hence, qualitatively speaking, one
may rephrase Theorem 9 as saying that if s < q < p then Eq. (7) admits a nontrivial weak solution
provided that a+(·) “prevails” over b(·). This is in sharp contrast to Case 1, in which such an issue is
indifferent. Observe also that the obtained solution may not be a ground state since now the bifur-
cation equation does not establish a bijection between G1 ∩ S1 and the Nehari manifold N . On the
other hand, assuming W = ∅, one may be naturally tempted to ask whether (43)2 can be replaced by
another, easier to verify, condition so that Theorem 9 still holds. Unfortunately, as the next proposition
reveals, the answer to this question is, in general, negative.
Theorem 11. Let assumptions (Σ0)–(Σ3) be satisﬁed where s < q < p. Assume further that the potentials
a(·) and b(·) are such that Ep(RN ; V ) is continuously embedded in Lq(RN ; |a|) and Ls(RN ;b), respectively
(cf. Theorem 5) while
limsup
|x|→+∞
[a+(x)]p/q
V (x)
< +∞. (56)
If
a+1/q
b1/s
∈ L∞(Ω+a ),
and
∥∥∥∥a+1/qb1/s
∥∥∥∥
s(p−q)
L∞(Ω+a )
< K˜p(s−q) (p − s)
p−s
(q − s)q−s(p − q)p−q , (57)
where K˜ := K(p, p,N; V ,a+p/q) (cf. (21)), then the only weak solution of (7) is u ≡ 0.
Proof. Let v ∈ G1. Then, by virtue of (Σ2), (Σ3) and since a+1/qb1/s ∈ L∞(Ω+a ), we infer that B(v) > 0.
Moreover, we recall from the proof of Theorem 9 that
max
r>0
Θ(r, v) =
( [A(v)]p−s
ζ [B(v)]p−q
) 1
q−s
, (58)
where ζ is given by (47). In particular, the bifurcation equation (25) does not have a nontrivial solu-
tion r(v) if and only if
max
r>0
Θ(r, v) < ‖v‖pE for every v ∈ G1,
which, in view of (58), becomes
[A(v)]p−s < ζ [B(v)]p−q‖v‖p(q−s)E for every v ∈ G1,
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( ∫
RN
a(x)|v|q dx
)p−s
< ζ
( ∫
RN
b(x)|v|s dx
)p−q
‖v‖p(q−s)E for every v ∈ G1. (59)
Since s < q < p, let λ ∈ (0,1) be such that
1
q
= λ
s
+ 1− λ
p
.
Then, by the interpolation inequality
( ∫
RN
a(x)|v|q dx
) 1
q

( ∫
Ω+a
[
a(x)
] s
q |v|s dx
) λ
s
( ∫
Ω+a
[
a(x)
] p
q |v|p dx
) 1−λ
p
,
or, equivalently,
( ∫
RN
a(x)|v|q dx
)p−s

( ∫
Ω+a
[
a(x)
] s
q |v|s dx
)p−q( ∫
Ω+a
[
a(x)
] p
q |v|p dx
)q−s
. (60)
Moreover, on account of (56) and Theorem 1 we have
∫
Ω+a
[
a(x)
] p
q |v|p dx K˜p‖v‖pE , (61)
where K˜ := K(p, p,N; V ,a+p/q) (cf. (21)). Consequently, (60) and (61) yield
( ∫
RN
a(x)|v|q dx
)p−s
 K˜p(q−s)
∥∥∥∥a+1/qb1/s
∥∥∥∥s(p−q)
L∞(Ω+a )
( ∫
RN
b(x)|v|s dx
)p−q
‖v‖p(q−s)E . (62)
The assertion of the theorem now follows on comparing (59) with (62). 
Remark 12. Suppose the potentials V (·) and a(·) satisfy the asymptotic conditions
lim inf|x|→+∞|x|
θ V (x) > 0, limsup
|x|→+∞
|x|α∣∣a(x)∣∣< +∞,
for some θ , α ∈ R. Then, in view of Corollary 6, Ep(RN ; V ) is continuously embedded in Lq(RN ; |a|)
provided that α > θ qp + N(1− qp ). Therefore, in such an instance, if Ω+a is unbounded, condition (56)
in Theorem 11 is automatically satisﬁed since p > q.
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The treatment of this case is more intricate. This is due to the fact that now the nontrivial solv-
ability of (7) relies decisively on a rather subtle balance between the counteracting effects induced by
the two opposing terms on its right-hand side which, as it turns out, can be eﬃciently unraveled by
imposing an integrability condition on the auxiliary potential a+1/q/b1/s . Actually, the following result
holds:
Theorem 13. Let assumptions (Σ0)–(Σ3) be satisﬁed with p < q < s. Assume further that the potentials
a(·) and b(·) are such that Ep(RN ; V ) is compactly embedded in Lq(RN ; |a|) and Ls(RN ;b), respectively (cf.
Theorem 1). Moreover, suppose that
a+1/q
b1/s
∈ L sqs−q (Ω+a ), (63)
and
∅ 
= D := {v ∈ G1: [A(v)]s−p > ξ[B(v)]q−p‖v‖p(s−q)E }, (64)
where ξ = ( qp )s−q (s−p)
s−p
(s−q)s−q(q−p)q−p . Then (7) admits a non-negative weak solution u ∈ E\{0}.
Proof. Let v ∈ G1. Observe that, by (63), B(v) > 0. Moreover, the function Θ(·, v) attains global max-
imum at its unique critical point
r∗ := r∗(v) =
(
q − p
s − p
A(v)
B(v)
) 1
s−q
, (65)
with
Θ
(
r∗(v), v
)= s − q
s − pA(v)
[
r∗(v)
]q−p
> 0, (66)
while limr→0+ Θ(r, v) = 0 and limr→+∞ Θ(r, v) = −∞. Hence, for every v ∈ G2, with
G2 :=
{
v ∈ G1: ‖v‖pE < Θ
(
r∗(v), v
)}
, (67)
the bifurcation equation (26) has exactly two positive solutions r1(v), r2(v) where r1(v) < r∗(v) <
r2(v). We denote by r := r(v) the maximal solution r2(v). By the implicit function theorem r(·) ∈
C1(G2) since Θr(r(v), v) 
= 0; in fact, by (27) and (65),
rp−s+1Θr(r, v) = (q − p)A(v)
(
rq−s − rq−s∗
)
< 0.
We claim G2 
= ∅. Indeed, on account of (64) and (65), we verify that
D =
{
v ∈ G1: ‖v‖pE <
p
q
s − q
s − pA(v)
[
r∗(v)
]q−p}
. (68)
Thus, by (66), (67) and since pq < 1, ∅ 
= D ⊆ G2. Furthermore, by using (65) and (66), it is very easy
to check that for any v ∈ G1 and μ > 0 the following scaling properties hold true
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μ−pΘ
(
r∗(μv),μv
)= Θ(r∗(v), v). (69)
Therefore, upon choosing μ = ‖v‖−1E , (67) and (69) imply that G2 ∩ S1 
= ∅ as well.
On the other hand, we assert that
Φ̂(v) < 0 for any v ∈ D. (70)
Indeed, since r(v) > r∗(v) and q > p, (68) yields
‖v‖pE <
p
q
s − q
s − pA(v)
[
r(v)
]q−p
for any v ∈ D,
which, after a straightforward rearrangement using (26) and (28), renders (70).
We proceed to show that r(v) is bounded on G2 ∩ S1. To this end, notice ﬁrst that, in view of our
hypotheses, A(·) and B(·) are bounded on S1 while from the bifurcation equation (26) we obtain
r(v) <
(A(v)
B(v)
) 1
s−q
, v ∈ G1. (71)
Suppose now v ∈ G2 ∩ S1. Then, on account of (29), (30), (65), (66) and (67),[A(v)]s−p > ζ [B(v)]q−p, (72)
with
ζ = (s − p)
s−p
(s − q)s−q(q − p)q−p . (73)
On the other hand, by (Σ3) and Hölder’s inequality we have
A(v)
∫
Ω+a
a+(x)|v|q dx
( ∫
Ω+a
(
a+(x)
[b(x)] qs
) s
s−q
dx
) s−q
s
( ∫
Ω+a
b(x)|v|s dx
) q
s
, (74)
where, by assumption,
0<
∫
Ω+a
( [a+(x)]s
[b(x)]q
) 1
s−q
dx< +∞.
Thus, upon combining (72) with (74), we ﬁnd out that
B(v) > ζ sp(s−q)
( ∫
Ω+a
( [a+(x)]s
[b(x)]q
) 1
s−q
dx
)− s−pp
> 0 for all v ∈ G2 ∩ S1, (75)
whence the assertion stated above follows immediately via (71). In particular, by (28), Φ̂(·) is also
bounded on G2 ∩ S1. The ground is now well prepared to consider the variational problem
M := inf
v∈G ∩S1
Φ̂(v) < 0. (76)
2
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such that, for a subsequence (not relabelled), A(vn) → A(˜v) 0 and B(vn) → B(˜v) where, by virtue
of (75), B(˜v) > 0. Moreover, up to a further subsequence, r(vn) → r˜ while by (65),
r∗(vn) → r∗(˜v) =
(
q − p
s − p
A(˜v)
B(˜v)
) 1
s−q
. (77)
Observe that, by (28), r˜ > 0 since M = limn→+∞ Φ̂(vn) < 0. In return, A(˜v) > 0 because, otherwise,
(75) and (71) would imply r˜ = 0. Hence, v˜ ∈ G1 and r∗(˜v) > 0. We claim v˜ ∈ G2 as well; that is
‖˜v‖pE < Θ
(
r∗(˜v), v˜
)
. (78)
Indeed, note ﬁrst that, by (66) and (67),
‖˜v‖pE  lim infn→+∞‖vn‖
p
E  lim infn→+∞Θ
(
r∗(vn), vn
)= Θ(r∗(˜v), v˜). (79)
while, by applying (26) for v = vn and passing to the limit,
‖˜v‖pE  lim infn→+∞‖vn‖
p
E = lim infn→+∞Θ
(
r(vn), vn
)= A(˜v )˜r q−p − B(˜v )˜r s−p = Θ( r˜, v˜). (80)
Hence, if (78) were false then, in view of (79), we would have
‖˜v‖pE = Θ
(
r∗(˜v), v˜
)
,
which, upon comparison with (80), entails r˜ = r∗ (˜v). But then, (28) in conjunction with (77) yield
M = lim
n→+∞ Φ̂(vn) =
(s − q)(q − p)
sqp
(
q − p
s − p
) q
s−q( [A(˜v)]s
[B(˜v)]q
) 1
s−q
> 0,
in contradiction to (76). Therefore, v˜ ∈ G2 as asserted. By similar reasoning to Case 2, it then follows
that r˜ = r(˜v), v˜ ∈ S1 and Φ̂(˜v) = M . The proof is completed by recalling Lemma 7. 
Remark 14. Suppose the potentials V (·), a(·) and b(·) satisfy the asymptotic conditions
⎧⎪⎨
⎪⎩
lim inf|x|→+∞|x|
θ V (x) > 0,
limsup
|x|→+∞
|x|α∣∣a(x)∣∣< +∞, limsup
|x|→+∞
|x|βb(x) < +∞,
for some θ , α, β ∈ R. Then, in accordance to Corollary 2, Ep(RN ; V ) is compactly embedded in
Lq(RN ; |a|) and Ls(RN ;b) provided that α > θp N(1 − qp∗ ) and β > θp N(1 − sp∗ ), respectively. There-
fore, if Ω+a is unbounded, the integrability condition (63) imposed in Theorem 13 is satisﬁed if, for
instance, there exists a constant B0 > 0 such that
b(x) B0
β˜
, x ∈ Ω+a ,(1+ |x|)
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θ
p
N
(
1− s
p∗
)
< β  β˜ < s
q
(
α − N
(
1− q
s
))
. (81)
Of course, (81) induces an indirect restriction on the range of admissible values of the exponent α,
namely,
α > α˜ := max
{
θ
p
N
(
1− q
p∗
)
,
q
s
θ
p
N
(
1− s
p∗
)
+ N
(
1− q
s
)}
,
which, however, holds automatically when θ  p since then α˜ = θp N(1− qp∗ ).
Remark 15. Note that for the same reason as in Case 2, the obtained solution may not be a ground
state (cf. Remark 10). Unlike Case 2, however, the question as to whether a nontrivial solution of
Eq. (7) exists in Case 3 under the validity of (42) with b(·) 
≡ 0, remains open. On the other hand, the
importance of the role played by conditions (63) and (64) in Theorem 13 is vividly underlined by the
following non-existence result:
Theorem 16. Let assumptions (Σ0)–(Σ3) be satisﬁed where p < q < s. Assume further that the potentials
a(·) and b(·) are such that Ep(RN ; V ) is continuously embedded in Lq(RN ; |a|) and Ls(RN ;b), respectively
(cf. Theorem 1). If a+
1/q
b1/s
∈ L sqs−q (Ω+a ) and
∫
Ω+a
( [a+(x)]s
[b(x)]q
) 1
s−q
dx< K̂−
qp
q−p ·
{
(s − p)s−p
(s − q)s−q(q − p)q−p
} q
(s−q)(q−p)
, (82)
where K̂ := K(q, p,N; V ,a+) (cf. (21)), then the only weak solution of (7) is u ≡ 0.
Proof. Let v ∈ G1. Since a+1/qb1/s ∈ L
sq
s−q (Ω+a ), we infer that B(v) > 0. Moreover, the function Θ(·, v)
attains global maximum for r = r∗(v) and
max
r>0
Θ(r, v) =
( [A(v)]s−p
ζ [B(v)]q−p
) 1
s−q
, (83)
where r∗(v) and ζ are given by (65) and (73), respectively. In particular, the bifurcation equation (25)
does not have a nontrivial solution r(v) if and only if
max
r>0
Θ(r, v) < ‖v‖pE for every v ∈ G1,
which, on account of (83), becomes
[A(v)]s−p < ζ [B(v)]q−p‖v‖p(s−q)E for every v ∈ G1,
or
( ∫
N
a(x)|v|q dx
)s−p
< ζ
( ∫
N
b(x)|v|s dx
)q−p
‖v‖p(s−q)E for every v ∈ G1. (84)
R R
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A(v)
∫
Ω+a
a+(x)|v|q dx
( ∫
Ω+a
(
a+(x)
[b(x)] qs
) s
s−q
dx
) s−q
s
( ∫
RN
b(x)|v|s dx
) q
s
,
and so
∫
RN
b(x)|v|s dx
(
R−1
∫
RN
a(x)|v|q dx
) s
q
, (85)
where, by assumption,
0< R :=
( ∫
Ω+a
( [a+(x)]s
[b(x)]q
) 1
s−q
dx
) s−q
s
< +∞.
Therefore, on account of (85), inequality (84) would follow, a fortiori, if
( ∫
RN
a(x)|v|q dx
)s−p
< ζ
(
R−1
∫
RN
a(x)|v|q dx
) s
q (q−p)
‖v‖p(s−q)E for every v ∈ G1
(since p < q) or, equivalently, if
( ∫
RN
a(x)|v|q dx
) p
q (s−q)
< ζR− sq (q−p)‖v‖p(s−q)E for every v ∈ G1,
or, equivalently (since q < s), if
∫
RN
a(x)|v|q dx< {ζR− sq (q−p)} qp(s−q) ‖v‖qE for every v ∈ G1. (86)
On the other hand, by (21), we have
( ∫
RN
a(x)|v|q dx
) 1
q
 K̂‖v‖E , (87)
where K̂ := K(q, p,N; V ,a+). On comparing now (86) with (87), we infer that if
K̂ < {ζR− sq (q−p)} 1p(s−q) ,
or, equivalently, (82) holds then (86) implies (84), whence the assertion of the theorem follows. 
3648 A.N. Lyberopoulos / J. Differential Equations 251 (2011) 3625–36574. Decaying potentials – Bound states
In this section we are concerned with the summability properties acquired by the solutions found
in Section 3 when the potential V (·) satisﬁes the condition
lim inf|x|→+∞|x|
θ V (x) > 0 for some θ > 0, (88)
while a(·) and b(·) decay to zero as |x| → +∞, in accordance with Corollary 2 or Corollary 6, so
that Ep(RN ; V ) is compactly embedded in Lq(RN ; |a|) and Ls(RN ;b), respectively, and the obtained
existence results apply. Our ﬁrst result in this direction is:
Theorem 17. Let the conditions (Σ0)–(Σ3) hold. Assume further that there exist constants K ,Λ, R0 > 0 such
that
K
(1+ |x|)θ  V (x), |x| R0, (89)∣∣a(x)∣∣ Λ
(1+ |x|)α , x ∈R
N , (90)
where 0< θ < p and
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
α >
θ
p
N
(
1− q
p∗
)
if q > p,
α > θ
q
p
+ N
(
1− q
p
)
if q < p.
If u ∈ E\{0} is a non-negative weak solution of (7) then u ∈⋂tp∗ Lt(RN ). Moreover, u ∈ L∞(RN ) and u > 0
in RN .
Proof. Fix m > 0 and set um(x) := min{u(x),m}. Moreover, let φ = uκ p+1m with κ > 0. Clearly φ ∈ E
and so by using (23), as well as (Σ2)–(Σ3), we obtain
∫
RN
|∇um|p−2∇um · ∇uκ p+1m dx+
∫
RN
V (x)up−1uκ p+1m dx
=
∫
RN
(
a(x)uq−1 − b(x)us−1)uκ p+1m dx
∫
RN
a+(x)uκ p+q dx. (91)
On the other hand, by Sobolev’s inequality
∫
RN
|∇um|p−2∇um · ∇uκ p+1m dx = κ p + 1
(κ + 1)p
∫
RN
∣∣∇(uκ+1m )∣∣p dx
 C1
κ p + 1
(κ + 1)p
( ∫
N
u(κ+1)p
∗
m dx
) p
p∗
, (92)R
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C1
κ p + 1
(κ + 1)p
( ∫
RN
u(κ+1)p
∗
m dx
) p
p∗

∫
RN
a+(x)uκ p+q dx. (93)
Assume ﬁrst q > p. Then, for q1 = p∗p∗−q and δ > 0 we have formally
∫
RN
a+(x)uκ p+q dx
( ∫
RN
[
a+(x)
]q1+δ dx) 1q1+δ ·( ∫
RN
u(κ+1)p(q1+δ)′u(q−p)(q1+δ)′ dx
) 1
(q1+δ)′

( ∫
RN
[
a+(x)
]q1+δ dx) 1q1+δ ( ∫
RN
u(κ+1)σ dx
) p
σ
·
( ∫
RN
u
(q−p)(q1+δ)′ σσ−p(q1+δ)′ dx
) σ−p(q1+δ)′
σ (q1+δ)′
, (94)
where σ = pp∗(q1+δ)′p∗−(q−p)(q1+δ)′ and (q1 + δ)′ is the Hölder-conjugate of q1 + δ. Since (q1 + δ)′ < q′1, it
can be easily veriﬁed that σ ∈ (p(q1 + δ)′, p∗). By assumption, α > θp N(1− qp∗ ) and 0 < θ < p. Thus,
by selecting δ = q1( pθ − 1) > 0 and using (90) we infer a+ ∈ Lq1+δ(RN ). Furthermore, by Sobolev’s
inequality, the last integral in (94) is ﬁnite since ∇u ∈ Lp(RN ) and (q − p)(q1 + δ)′ σσ−p(q1+δ)′ = p∗ .
Hence, (94) yields
∫
RN
a+(x)uκ p+q dx C2
( ∫
RN
u(κ+1)σ dx
) p
σ
, (95)
for some constant C2 > 0 independent of κ . Consequently, on combining (93) with (95) and letting
m → +∞, we obtain via Fatou’s lemma
( ∫
RN
u(κ+1)p∗ dx
) 1
p∗
 C3
κ + 1
(κ p + 1)1/p
( ∫
RN
u(κ+1)σ dx
) 1
σ
, (96)
where C3 = (C2/C1)1/p . The above inequality can now serve as the backbone for a bootstrap pro-
cedure. We let κ := κ1 > 0 so that (κ1 + 1)σ = p∗ and apply (93), (95) and (96) inductively with
(κn + 1)σ = (κn−1 + 1)p∗ , n  2. Since κn = ( p∗σ )n − 1 → +∞, by continuing as in [31, Theorem 4.1]
we eventually deduce the uniform estimate
‖u‖(κn+1)p∗  C‖u‖p∗ , n ∈N, (97)
for some constant C > 0, independent of n; whence, u ∈ Lt(RN ) for all t  p∗ . Furthermore, by letting
n → +∞ in (97), u ∈ L∞(RN ) and so, on account of the weak Harnack inequality [68], u > 0 in RN .
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∫
RN
a+(x)uκ p+q dxΛ
∫
RN
1
(1+ |x|)α u
κ p+q dx
Λ
( ∫
RN
1
(1+ |x|) (α−γ )λλ−p
dx
) λ−p
λ
( ∫
RN
1
(1+ |x|) γ λp
u(κ p+q)
λ
p dx
) p
λ
. (98)
We choose
γ ∈
[
max
{
0,N
(
1− q
p
)
+ θq − p
2
p
}
,N
(
1− q
p
)
+ θq
p
)
,
and
λ ∈
(
p,
Np2
γ p + (N − θ)q
]
.
Note that such a choice of λ is possible due to the choice of γ and the fact that, by assumption,
θ < p < N . It is then easily seen that N(1 − qp ) + θqp  N(1 − pλ ) + γ while λ ∈ (p, p∗). In particular,
(α−γ )λ
λ−p > N since α > N(1− qp ) + θqp and so (98) yields
∫
RN
a+(x)uκ p+q dx C4
( ∫
RN
u(κ+
q
p )λ dx
) p
λ
, (99)
where C4 > 0 is a constant independent of κ . Consequently, on combining (93) with (99) and letting
m → +∞, we obtain
( ∫
RN
u(κ+1)p∗ dx
) 1
p∗
 C5
κ + 1
(κ p + 1)1/p
( ∫
RN
u(κ+
q
p )λ dx
) 1
λ
, (100)
where C5 = (C4/C1)1/p . As before, (100) provides the key for a bootstrap argument. We let κ := κ1 > 0
so that (κ1+ qp )λ = p∗ and apply (93), (99) and (100) inductively with (κn+ qp )λ = (κn−1+1)p∗ , n 2.
Since κn  ( p
∗
λ
)n − qp → +∞, by continuing exactly as in the previous case we end up again with the
uniform estimate (97) whence the assertion of the theorem follows. 
Theorem 17 in conjunction with the regularity results obtained in [67] entails immediately the
following
Corollary 18. Let the conditions of Theorem 17 hold. If u ∈ E\{0} is a non-negative weak solution of (7) then
u ∈ C1,η(BR) for any R > 0 with some η(R) ∈ (0,1).
The next proposition not only shows that Theorem 17 admits a substantial improvement but it
also establishes the existence of bound states.
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(89) and (90) hold with 0< θ < p, α > θp N(1− qp∗ ). If u ∈ E\{0} is a non-negative weak solution of (7) then
u ∈⋂tp Lt(RN ).
The proof is based on combining Theorems 1 and 17 together with appropriate decay estimates
inspired by [3]. We point out here, however, that in the derivation of these estimates we employ, as
in [41], exponentially increasing radii Rn (cf. Lemma 21 below) instead of such with power growth
(as was done in [3]) circumventing thereby some extraneous technical diﬃculties which arise if the
latter choice is made. To prepare the ground, we proceed with some auxiliary propositions.
Lemma 20. Let p < q < p∗ and V (·), a(·) be as in Theorem 19. Then, there exists R > 1 and a non-negative
function C(R) such that for all R  R and all u ∈ E,
∫
|x|>R
∣∣a(x)∣∣|u|q dx C(R)( ∫
|x|>R
{|∇u|p + V (x)|u|p}dx)
q
p
,
where limR→+∞ C(R) = 0.
Proof. Given R > 1, let ϕR be a smooth cut-off function such that
ϕR(r) =
{
0 if 0 r  R − Rθ/p,
1 if r  R,
while 0 ϕR(r) 1 and |ϕ′R(r)| C0R−θ/p for all r  0, where C0  1 is a constant independent of R .
Introducing polar coordinates x → (r, ϑ), r = |x|, ϑ ∈ SN−1, we set
wR(r,ϑ) :=
{
ϕR(r)u(2R − r,ϑ) if 0 r  R,
u(r,ϑ) if r > R.
If
DR :=
{
x ∈RN : R − Rθ/p < |x| < R},
then for all x ∈ DR ,
|∇wR |p  2p−1
{∣∣ϕR(r)∣∣p∣∣∇u(2R − r,ϑ)∣∣p + ∣∣ϕ′R(r)∣∣p∣∣u(2R − r,ϑ)∣∣p}
 C1
{∣∣∇u(2R − r,ϑ)∣∣p + R−θ ∣∣u(2R − r,ϑ)∣∣p},
and so, after making the change of variables (r, ϑ) → (2R − r, ϑ) and integrating over DR , we obtain∫
DR
|∇wR |p dx C1
∫
R<|x|<R+Rθ/p
{|∇u|p + R−θ |u|p}dx, (101)
where C1 (as well as all constants Ci below) is independent of R . Since now 0 < θ < p, there exists
R˜ > 1 such that
1
θ
<
2
θ/p θ
, for all R  R˜,R (1+ R + R )
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∫
DR
|∇wR |p dx C2
∫
R<|x|<R+Rθ/p
{|∇u|p + V (x)|u|p}dx, R  R, (102)
where R :=max{R0, R˜}. Furthermore, we have
∫
DR
V (x)|wR |p dx C3
∫
R<|x|<R+Rθ/p
V (x)|u|p dx, R  R. (103)
Consequently, on combining (102) with (103), we deduce that for all R  R
∫
DR
{|∇wR |p + V (x)|wR |p}dx C4 ∫
R<|x|<R+Rθ/p
{|∇u|p + V (x)|u|p}dx. (104)
On the other hand, by virtue of our assumptions and proceeding as in the proof of Theorem 1, there
exists a non-negative function m(R) such that
∫
|x|>R
∣∣a(x)∣∣|wR |q dxm(R)( ∫
RN
{|∇wR |p + V (x)|wR |p}dx)
q
p
, R  R, (105)
where limR→+∞m(R) = 0. Since wR ≡ 0 if |x| R − Rθ/p while wR ≡ u if |x| > R , by writing
∫
RN
{|∇wR |p + V (x)|wR |p}dx = ∫
DR
{|∇wR |p + V (x)|wR |p}dx+ ∫
|x|>R
{|∇u|p + V (x)|u|p}dx,
and using (104) together with (105), the assertion of the lemma immediately follows. 
Lemma 21. Let τ > 1 be a ﬁxed number. If u ∈ E is a weak solution of (7) then, under the assumptions of
Theorem 19, there exists n(θ) 1 and μ ∈ (0,1) such that for all n n(θ),
∫
Ωn+1
{|∇u|p + V (x)|u|p}dxμ∫
Ωn
{|∇u|p + V (x)|u|p}dx,
where Ωn :=RN\BRn and Rn := τn, n ∈N.
Proof. Let ψn be a smooth cut-off function such that
ψn(x) =
{
0 if |x| Rn,
1 if |x| Rn+1,
while 0  ψn(x)  1 and |∇ψn(x)|  C0(Rn+1 − Rn)−1 for all x ∈ RN , where C0  1 is a constant
independent of n. Let also δ ∈ (0,1) be ﬁxed. Clearly, since τ > 1 and 0< θ < p, there exists n1(θ) 1
such that for all n n1(θ),
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pp
δ−pC p0
(
τ
τ − 1
)p
τ−(n+1)p  K
(1+ τn+1)θ ,
or, equivalently,
(p − 1)p−1
pp
δ−pC p0 (Rn+1 − Rn)−p 
K
(1+ Rn+1)θ . (106)
Thus, from (89), (106) and the deﬁnition of Ωn , there exists n2(θ) n1(θ) such that
∣∣∇ψn(x)∣∣p  pp
(p − 1)p−1 δ
pV (x), for all n n2(θ) and all x ∈ Ωn. (107)
On the other hand, by applying (23) with φ = ψnu (clearly, φ ∈ E) we obtain
0 = 〈Φ ′(u),ψnu〉= ∫
Ωn
{|∇u|p−2∇u · ∇(ψnu) + ψnV (x)|u|p}dx− ∫
Ωn
(
ψna(x)|u|q − ψnb(x)|u|s
)
dx,
and so
∫
Ωn
ψn
{|∇u|p + V (x)|u|p}dx ∫
Ωn
ψna(x)|u|q dx−
∫
Ωn
u|∇u|p−2∇u · ∇ψn dx. (108)
Moreover, by virtue of Cauchy–Schwartz, Hölder and Young’s inequalities, we have (with the usual
ε-trick)
∫
Ωn
|u||∇u|p−2|∇u · ∇ψn|dx
∫
Ωn
|u||∇u|p−1|∇ψn|dx

( ∫
Ωn
|∇u|p dx
) p−1
p
( ∫
Ωn
|u|p|∇ψn|p dx
) 1
p
 p − 1
p
ε
p
p−1
∫
Ωn
|∇u|p dx+ 1
pεp
∫
Ωn
|u|p|∇ψn|p dx. (109)
Hence, if we choose ε = ( pp−1 δ)
p−1
p , on combining (107), (108) and (109), we infer that for all n 
n2(θ),
∫
Ωn+1
{|∇u|p + V (x)|u|p}dx ∫
Ωn
ψn
{|∇u|p + V (x)|u|p}dx

∫
Ωn
ψn
∣∣a(x)∣∣|u|q dx+ δ ∫
Ωn
{|∇u|p + V (x)|u|p}dx. (110)
At the same time, by Lemma 20, there exists n0 suﬃciently large such that if n n0 then
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Ωn
∣∣a(x)∣∣|u|q dx C(n)( ∫
Ωn
{|∇u|p + V (x)|u|p}dx)
q
p
, (111)
for some C(n) 0 with limn→+∞ C(n) = 0. Consequently, by (110) and (111), we deduce (since q > p)
∫
Ωn+1
{|∇u|p + V (x)|u|p}dx {δ + C(n)( ∫
Ωn
{|∇u|p + V (x)|u|p}dx)
q−p
p
}
·
∫
Ωn
{|∇u|p + V (x)|u|p}dx

(
δ + C(n)‖u‖q−pE
)∫
Ωn
{|∇u|p + V (x)|u|p}dx, (112)
for all n  max{n2(θ),n0}. By ﬁxing now η ∈ (0,1 − δ) and taking n large enough so that
C(n)‖u‖q−pE < η, the lemma follows from (112) with μ := δ + η. 
Lemma 22. Let u ∈ E be a weak solution of (7). Let also τ , μ and n(θ) 1 be as in Lemma 21. Then, for any
given λ ∈ (0,1) there exists R(θ, λ) > n(θ) such that for all ρ  R(θ, λ),∫
|x|>ρ
{|∇u|p + V (x)|u|p}dx ‖u‖pEρC(μ,λ),
where C(μ,λ) := λ lnμlnτ < 0.
Proof. Clearly, since ln z → +∞ as z → +∞, there exists R(θ, λ) > n(θ) such that for all ρ  R(θ, λ),
lnρ − lnn(θ)
lnτ
− 2> λ lnρ
lnτ
> 0. (113)
Suppose now ρ  R(θ, λ). Then, by the deﬁnition of Rn , there should exist integers n and n˜ such that
Rn  n(θ) < Rn+1, Rn˜−1  ρ < Rn˜,
whence
n˜ − n > lnρ − lnn(θ)
lnτ
. (114)
Therefore, by applying inductively Lemma 21 and using (113), (114), we deduce∫
|x|>ρ
{|∇u|p + V (x)|u|p}dx ∫
|x|>Rn˜−1
{|∇u|p + V (x)|u|p}dx
μn˜−n−2
∫
|x|>Rn+1
{|∇u|p + V (x)|u|p}dx
 ‖u‖pEe(˜n−n−2) lnμ  ‖u‖pEρλ
lnμ
lnτ ,
as claimed. 
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over,
sup
x∈Bρ(y)
(1+ |x|)θ
|y|θ 
(1+ ρ + |y|)θ
|y|θ  sup|y|4
(1+ 32 |y|)θ
|y|θ =
(
7
4
)θ
.
Hence, if λ ∈ (0,1) is ﬁxed then, on account of (89) and Lemma 22, for all ρ > ρ0(θ, λ) :=
max{R0, R(θ, λ)},
∫
Bρ(y)
|u|p dx
∫
Bρ(y)
(1+ |x|)θ
K
V (x)|u|p dx 1
K
(
7
4
)θ
|y|θ
∫
Bρ(y)
V (x)|u|p dx
 1
K
(
7
4
)θ
|y|θ
∫
|x|> |y|2
V (x)|u|p dx C1(θ,μ,λ)‖u‖pE |y|θ+C(μ,λ), (115)
where C1(θ,μ,λ) := 2−C(μ,λ)K−1( 74 )θ . Let now yi ∈ B5\B2, i = 1, . . . ,m, be such that
B5\B2 ⊂
m⋃
i=1
B1(yi).
Let also κ0 ∈ N be such that 2κ0 > ρ0(θ, λ). Since RN\B2 =⋃+∞κ=0 2κ (B5\B2) and |2κ yi |  2κ+1, on
applying (115), we obtain
∫
|x|2
|u|p dx
+∞∑
κ=0
∫
2κ (B5\B2)
|u|p dx
m∑
i=1
+∞∑
κ=0
∫
B2κ (2κ yi)
|u|p dx

m∑
i=1
κ0−1∑
κ=0
∫
B2κ (2κ yi)
|u|p dx+ C1(θ,μ,λ)‖u‖pE
m∑
i=1
+∞∑
κ=κ0
∣∣2κ yi∣∣θ+C(μ,λ).
Since u ∈ L∞(RN ) (cf. Theorem 17), by selecting suﬃciently small δ and η in the proof of Lemma 21
so that μ := δ + η  exp{− 1+θ
λ
lnτ } < 1, the preceding estimate yields u ∈ Lp(RN ). The proof is then
completed via interpolation and using again Theorem 17. 
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