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Abstrak. Dalam penelitian ini akan dibahas penyelesaian dari sistem deskriptor kontinu berikut: 
𝐸𝑦 𝑡 = 𝐴𝑦 𝑡 + 𝐵𝑢 𝑡 ,    𝑦 0 = 𝑦0 
dimana 𝐸, 𝐴 ∈ ℝ𝑛×𝑛 ,𝐵 ∈ ℝ𝑛×𝑝 ,𝑦 ∈ ℝ𝑛 ,𝑢 ∈ ℝ𝑝 , dan 𝑡 ∈  0,  ∞ ,  dengan mengasumsikan bahwa 𝐸 adalah 
matriks singular dan 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 ≠ 0 untuk suatu 𝑠 ∈ ℝ.. 
 





Pertimbangkan sistem kontrol linier kontinu berikut : 
𝐸𝑦 𝑡 = 𝐴𝑦 𝑡 + 𝐵𝑢 𝑡 ,          𝑦 0 = 𝑦0(1) 
dimana 𝐸, 𝐴 ∈ ℝ𝑛𝑥𝑛 , 𝐸 merupakan matrik singular, 𝐵 ∈ ℝ𝑛×𝑝 , 𝑦 ∈ ℝ𝑛 , 𝑢 ∈ ℝ𝑝  dan 
𝑡 ∈ [0, ∞).Dalam persamaan (1), 𝑦 ∈ ℝ𝑛  menyatakan vektor keadaan, 𝑢 ∈ ℝ𝑝  menyatakan 
vektor kontrol (input) dan ℝ𝑛×𝑝  menyatakan himpunan matriks riil berukuran 𝑛 × 𝑝. Sistem 
kontrol linier (1) sering disebut sebagai sistem deskriptor kontinu [3]. Jika matriks 
𝐸nonsingular, maka sistem (1) dapat ditulis menjadi 
𝑦 𝑡 = 𝐴 𝑦 𝑡 + 𝐵 𝑢 𝑡 , 𝑦 0 = 𝑦0 
dengan  𝐴 = 𝐸−1𝐴 dan 𝐵 = 𝐸−1𝐵. 
Jelas bahwa sistem deskriptor linier merupakan perumusan dari sistem kontrol linier biasa 
seperti yang terdapat dalam literatur klasik [7]. 
Sistem (1) disebut regular jika 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 ≠ 0 untuk suatu 𝑠 ∈ ℝ, dan sebaliknya 
dikatakan non regular.Untuk matriks 𝐸nonsingular, penyelesaian sistem (1) dengan mudah 
dapat diperoleh, yaitu 
𝑦 𝑡 = 𝑒𝐴 𝑡𝑦0 +  𝑒
 𝑡−𝑠 𝐴 
𝑡
0
𝐵 𝑢 𝑠 𝑑𝑠, 
tetapi tidak demikian halnya jika 𝐸 adalah matriks singular. 
Penelitian ini akan mengkonstruksi penyelesaian sistem deskriptor (1) dengan asumsi 
bahwa 𝐸 adalah matriks singular dan 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 ≠ 0 untuk suatu 𝑠 ∈ ℝ. 
Beberapa pembatasan yang diperlukan adalah sebagai berikut : 
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1. Matriks-matriks koefisien dan sistem deskriptor adalah bernilai riil. Matriks 𝐸 dan 𝐴 
kedua-duanya adalah singular atau 𝐴nonsingular dan 𝐸singular tetapi tidak nilpotent. 
2. Sistem deskriptor (1) adalah regular, yakni 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 ≠ 0 untuk suatu 𝑠 ∈ ℝ. 
3. Vektor keadaan 𝑦 𝑡  dapat diturunkan sebanyak 𝑚 kali, dan vektor  kontrol 𝑢 𝑡  dapat 
diturunkan sebanyak 𝑚 − 1 kali. 
 
B. METODE PENELITIAN 
 
Metode yang digunakan dalam penelitian ini adalah analisis teori-teori dasar yang 
diperlukan untuk mendapatkan penyelesaian dari sistem deskriptor kontinu (1) yang dibahas 
berlandaskan pada kajian kepustakaan, seperti beberapa definisi tentang matriks, matriks 
Jordan, matriks nilpotent, Transformasi Laplace, sistem persamaan linear differensial 
nonhomogen. 
Adapun langkah-langkah kerja yang dilakukan adalah : 1) Menentukan bentuk sistem 
deskriptor (1) setelah ditransformasi Laplace, 2) Menentukan syarat cukup agar sistem 
deskriptor (1) dapat diselesaikan secara tunggal, 3) Membuktikan teorema dengan 
menggunakan teori-teori yang diperlukan. 
 
C. HASIL DAN PEMBAHASAN 
 
Perhatikan kembali sistem deskriptor kontinu (1) beserta asumsi-asumsi yang diberikan. 
Dengan menggunakan transformasi Laplace terhadap kedua ruas persamaan (1) diperoleh 
𝐸 𝑠𝑦  𝑠 − 𝑦 0  = 𝐴𝑦  𝑠 + 𝐵𝑢  𝑠 ,  
atau dapat ditulis menjadi 
 𝑠𝐸 − 𝐴 𝑦  𝑠 = 𝐸𝑦 0 + 𝐵𝑢  𝑠 ,                                                      (2) 
dimana 𝑦  𝑠  adalah transformasi Laplace dari 𝑦 𝑡  dan𝑢  𝑠  adalah transformasi Laplace 
dari 𝑢 𝑡 . Jelas bahwa solusi persamaan (2) ada dan tunggal, apabila  𝑠𝐸 − 𝐴  punya invers, 
atau  𝑠𝐸 − 𝐴 −1 ada. Ini memberikan 
𝑦 𝑡 = ℒ−1 𝑦  𝑠  , 
dimana ℒ−1adalah transformasi Laplace invers dari 𝑦 𝑠 . 
Fakta ini memperlihatkan bahwa syarat cukup agar sistem deskriptor (1) dapat diselesaikan 
secara tunggal adalah det 𝑠𝐸 − 𝐴 ≠ 0 untuk suatu 𝑠 ∈ ℝ 
Teorema 3.1 
Sistem deskriptor (1) dapat diselesaikan secara tunggal jika dan hanya jika ada matriks 
nonsingular 𝑃 dan𝑄 sehingga (1) tereduksi ke bentuk berikut 
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𝑥 1 𝑡 = 𝐸1𝑥1 𝑡 + 𝐵1𝑢 𝑡 (3) 
𝐸2𝑥 2 𝑡 = 𝑥2 𝑡 + 𝐵2𝑢 𝑡  
dengan 𝑃𝐸𝑄 =  
𝐼1 0
0 𝐸2
 , 𝑃𝐴𝑄 =  
𝐸1 0
0 𝐼2
 , 𝑃𝐵 =  
𝐵1
𝐵2
 ,  
𝑥1
𝑥2
 = 𝑄−1𝑦, 𝐸2
𝑚 =
0, 𝐸2
𝑚−1 ≠ 0 , untuk suatu 𝑚. 
Proses pembuktian Teorema (3.1) berkaitan erat dengan lemma berikut ini. 
Lemma 3.2 
Misalkan 𝑠𝑖 ∈ ℝ, 𝑖 = 1, … , 𝑝memenuhi 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 = 0,  dan misalkan pula 
𝑑𝑒𝑡(𝑐𝐸 − 𝐴) ≠ 0 untuk suatu ∈ ℝ . Maka nilai eigen matriks  𝑠𝐸 − 𝐴 −1𝐸 hanyalah 0 dan 
1
 𝑐−𝑠𝑖 




, 𝑖 = 1, … , 𝑝 maka 𝛼 bukan nilai eigen untuk matriks  𝑐𝐸 − 𝐴 −1𝐸. 
Bukti Teorema (3.1) 
 ⟹ Misalkan sistem (1) dapat diselesaikan secara tunggal, maka 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 ≠ 0 untuk 
suatu 𝑠 ∈ ℝ. Jadi ada 𝑐 ∈ ℝ sedemikian sehingga 𝑑𝑒𝑡 𝑐𝐸 − 𝐴 ≠ 0. Misalkan 
𝑠𝑖 ∈ ℝ, 𝑖 = 1, … , 𝑝 memenuhi 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 = 0. Untuk setiap 𝑠 ∈ ℝ, 𝑠 ≠ 𝑠𝑖, 
tuliskan  
𝑠𝐸 − 𝐴 =  𝑠 − 𝑐 𝐸 +  𝑐𝐸 − 𝐴                    (4) 
Kalikan kedua ruas persamaan (3.4)  dengan  𝑐𝐸 − 𝐴 −1, diperoleh 
 𝑐𝐸 − 𝐴 −1 𝑠𝐸 − 𝐴 =  𝑠 − 𝑐  𝑐𝐸 − 𝐴 −1𝐸 + 𝐼 (5) 
Berdasarkan definisi tentang matriks similar, maka matriks  𝑐𝐸 − 𝐴 −1𝐸similar dengan 
tepat satu matriks Jordan. Akibatnya jika deg 𝑑𝑒𝑡  𝑠𝐸 − 𝐴 = 𝑛1, maka ada matriks 
nonsingular𝑇 yang memenuhi 




dimana 𝐽1 adalah matriks blok berukuran 𝑛1 × 𝑛1 yang berkaitan dengan nilai eigen 
1
 𝑐−𝑠𝑖 
, 𝑖 = 1, … , 𝑝 dan 𝐽2 adalah matriks blok berukuran 𝑛2 × 𝑛2 yang berkaitan 
dengan nilai eigen 0. Akibatnya 𝑑𝑒𝑡 𝐽1 ≠ 0 dan 𝐽2 nilpotent. Dalam hal ini 
𝑛 = 𝑛1 + 𝑛2. 
Sehingga persamaan (5) dapat ditulis sebagai 
 𝑐𝐸 − 𝐴 −1 𝑠𝐸 − 𝐴 =  𝑠 − 𝑐 𝑇  
𝐽1 0
0 𝐽2
 𝑇−1 + 𝐼             (6) 
atau 
𝑇−1 𝑐𝐸 − 𝐴 −1 𝑠𝐸 − 𝐴 𝑇 =  𝑠 − 𝑐  
𝐽1 0
0 𝐽2
 + 𝐼 









 𝑠 − 𝑐 𝐽1 + 𝐼1 0
0 − 𝑐𝐽2 − 𝐼2 + 𝑠𝐽2
   (7) 
dimana 𝐼 =  
𝐼1 0
0 𝐼2










0  𝑐𝐽2 − 𝐼2 
−1 𝑇
−1 𝑐𝐸 − 𝐴 −1 𝑠𝐸 − 𝐴 𝑇 = 𝑠  
𝐼1 0
0 𝐸2
 −  
𝐸1 0
0 𝐼2
  (8) 
dengan 𝐸1 = 𝑐𝐼1 − 𝐽1
−1 dan 𝐸2 =  𝑐𝐽2 − 𝐼2 
−1𝐽2. Jelas bahwa, karena 𝐽2 nilpotent maka 𝐸2 
juga nilpotent.  
Misalkan 𝑄 = 𝑇, dan 𝑃 =  
𝐽1
−1 0
0  𝑐𝐽2 − 𝐼2 
−1 𝑇
−1 𝑐𝐸 − 𝐴 −1 
Maka (7) dapat ditulis sebagai 
𝑃 𝑠𝐸 − 𝐴 𝑄 = 𝑠  
𝐼1 0
0 𝐸2
 −  
𝐸1 0
0 𝐼2
 , untuk setiap 𝑠 ≠ 𝑠𝑖 
Dengan membandingkan kedua ruas persamaan terakhir, maka diperoleh 
𝑃𝐸𝑄 =  
𝐼1 0
0 𝐸2




Dengan menuliskan 𝑃𝐵 sebagai   
𝐵1
𝐵2





𝑥 1 𝑡 
𝑥 2 𝑡 






 +  
𝐵1
𝐵2
 𝑢 𝑡  
yang ekivalen dengan persamaan (3). 
 ⟸  Misalkan ada matriks nonsingular𝑃 dan 𝑄 sehingga (1) tereduksi ke bentuk (3), 
dengan 









Maka 𝑃 𝑠𝐸 − 𝐴 𝑄 =   
𝑠𝐼1 − 𝐸1 0
0 𝑠𝐸2 − 𝐼2
 (9) 
dengan 𝐸2 nilpotent. Persamaan (9) dapat ditulis 
 𝑠𝐸 − 𝐴 = 𝑃−1  
𝑠𝐼1 − 𝐸1 0
0 𝑠𝐸2 − 𝐼2
 𝑄−1 . 
Akibatnya 
𝑑𝑒𝑡 𝑠𝐸 − 𝐴 = 𝑑𝑒𝑡 𝑃−1 ∙ 𝑑𝑒𝑡 𝑠𝐼1 − 𝐸1 ∙ 𝑑𝑒𝑡 𝑠𝐸2 − 𝐼2 ∙ 𝑑𝑒𝑡 ∙  𝑄
−1 . 
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Karena 𝑃 dan 𝑄nonsingular, maka 𝑑𝑒𝑡 𝑃−1 ≠ 0 dan 𝑑𝑒𝑡 𝑄−1 ≠ 0. Karena 𝑑𝑒𝑡 𝑠𝐼1 −
𝐸1  adalah polinom karakteristik dari matriks 𝐸1, maka 𝑑𝑒𝑡 𝑠𝐼1 − 𝐸1 = 0 hanya untuk 𝑠 yang 
merupakan nilai eigen dari matrik 𝐸1. Sehingga 𝑑𝑒𝑡 𝑠𝐼1 − 𝐸1 ≠ 0 untuk suatu 𝑠 ∈ ℝ. 
Sedangkan 𝑑𝑒𝑡 𝑠𝐸2 − 𝐼2 =  −1 
𝑛2 ≠ 0 untuk setiap 𝑠 ∈ ℂ. Akibatnya 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 ≠ 0 
untuk suatu 𝑠 ∈ ℝ, Sehingga sistem deskriptor (1) dapat diselesaikan secara tunggal.  
Dengan memperhatikan kembali persamaan (3), dengan mudah dapat ditunjukkan bahwa 
solusi persamaan pertama dapat ditulis sebagai berikut, 
𝑥1 𝑡 = 𝑒
𝑡𝐸1𝑥1 0 +  𝑒
 𝑡−𝑠 𝐸1𝐵1𝑢 𝑠  𝑑𝑠.
𝑡
0
                          (10) 
Selanjunya solusi persaman kedua dapat diperoleh dengan cara berikut ini. Turunkan 
persamaan kedua dari (3) terhadap 𝑡, kemudian kalikan dengan 𝐸2, diperoleh 
𝐸2
2𝑥2
 2  𝑡 = 𝐸2𝑥2
 1  𝑡 + 𝐸2𝐵2𝑢
 1  𝑡 .                              (11) 
Dengan meneruskan proses ini, dan mengingat 𝐸2
𝑚 = 0, maka hasil yang ke-𝑚 dapat 
dituliskan sebagai 
0 = 𝑥2 𝑡 + 𝐵2𝑢 𝑡 + 𝐸2𝐵2𝑢
 1  𝑡 + ⋯ + 𝐸2
 𝑚−1 𝐵2𝑢
 𝑚−1  𝑡  
atau dapat ditulis 
𝑥2 𝑡 = −  𝐸2
𝑖𝐵2𝑢
 𝑖  𝑡 ,
𝑚−1
𝑖=0
                                          (12) 
dimana 𝑥 𝑖 , 𝑢 𝑖  menyatakan turunan ke-𝑖 dari 𝑥 dan 𝑢. Sehingga solusi persamaan kedua dari 
(3) diberikan oleh persamaan (12). Karena 𝑥 = 𝑄−1𝑦, maka solusi sistem deskriptor (1) adalah 
𝑦 = 𝑄  
𝑥1
𝑥2
 , dengan 𝑥1 dan 𝑥2 diberikan oleh persamaan (10) dan (12). 
 
Contoh Pemakaian 
1. Jika diketahui sistem deskriptor  
𝐸𝑦 𝑡 = 𝐴𝑦 𝑡 + 𝐵𝑢 𝑡 ,                𝑦 0 = 𝑦0 
dengan 𝐸 =  
0 0
0 1
 , 𝐴 =  
1 1
0 0




Carilah penyelesaian dari sistem tersebut 
Penyelesaian : 
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 = −𝑠 
Sistem dapat diselesaikan secara tunggal karena det 𝑠𝐸 − 𝐴 ≠ 0 untuk  𝑠 ∈ ℝ, 𝑠 ≠ 0. 
Jadi ada  𝑐 ∈ ℝ sedemikian sehingga det 𝑐𝐸 − 𝐴 ≠ 0 . Ambil 𝑠𝑖 ∈ ℝ, 𝑖 = 1, … , 𝑝  yang 
memenuhi 𝑑𝑒𝑡 𝑠𝐸 − 𝐴 = 0, 𝑠 = 0. Untuk suatu 𝑠 ∈ ℝ, 𝑠 ≠ 𝑠𝑖 , tuliskan  
𝑠𝐸 − 𝐴    =  𝑠 − 𝑐 𝐸 +  𝑐𝐸 − 𝐴 . 
Kalikan kedua ruas persamaan ini dengan  𝑐𝐸 − 𝐴 −1, diperoleh 
 𝑐𝐸 − 𝐴 −1 𝑠𝐸 − 𝐴      =  𝑠 − 𝑐  𝑐𝐸 − 𝐴 −1𝐸 + 𝐼. 
Berdasarkan definisi tentang matriks similar, maka matriks  𝑐𝐸 − 𝐴 −1𝐸similar dengan 
tepat satu matriks Jordan yaitu 







 = 𝑇  
1/(𝑐) 0
0 0
 𝑇−1 . 
Dengan mempertukar kolom matriks T1 yang dicari dengan menggunakan MATLAB 
7.0.1, maka diperoleh 









𝑃 =  
𝐽1
−1 0
0  𝑐𝐽2 − 𝐼2 
−1 𝑇
−1 𝑐𝐸 − 𝐴 −1 






























𝑃𝐸𝑄 =  
1 0
0 0
 , dan 𝑃𝐴𝑄 =  
0 0
0 1









𝑥 1 𝑡 
𝑥 2 𝑡 






 +  
1
1
 𝑢 𝑡 . 
 









𝑥 1 𝑡 = 𝑢 𝑡  
0 = 𝑥2 𝑡 + 𝑢 𝑡  
maka penyelesaianya adalah 
𝑥1 𝑡 = 𝑒
𝑡𝐸1𝑥1 0 +  𝑒




= 𝑥1 0 +  𝑒









                                          𝑥2 𝑡 = −𝑢 𝑡 . 
Misalkan 𝑢 𝑡 = 𝑒−𝑡  maka diperoleh 
𝑥1 𝑡 = 𝑥1 0 +  𝑢 𝑠  𝑑𝑠
𝑡
0
,                                  𝑥1 0 = 0 













          = −𝑒−𝑡 + 1 
           = 1 − 𝑒−𝑡  
𝑥2 𝑡 = −𝑒
−𝑡 . 




                           =   
−1 1
1 0




                           =  
−1
1 − 𝑒−𝑡
















Dari pembahasan pada bab sebelumnya dapat disimpulkan bahwa eksistensi dan 
ketunggalan penyelesaian dari sistem deskriptor kontinu (1) dijamin jika ada matriks 
nonsingular𝑃 dan 𝑄 sedemikian sehingga sistem deskriptor kontinu (1) dapat direduksi menjadi 
sistem (3). 
Jika 𝑥1 dan 𝑥2 adalah solusi dari sistem (3), maka solusi sistem deskriptor kontinu (1) 
dinotasikan sebagai  
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