Introduction
The flow characteristics over and through aerodynamic devices are of great importance since they dictate the overall behavior of the systems. Hence, a great deal of research effort has been devoted to controlling or modifying the dynamic characteristics of various types of flows with the overall goal of improving the systems' performance in terms of noise radiation, drag, mixing, etc. Different approaches have been explored, ranging from simple passive control to sophisticated active control. Passive control techniques have positive effects on the flow conditions for which they are designed but create negligible or, in some cases, adverse effects when used outside their designed operating range. Active control techniques, generally used in open-loop fashion, have also shown good results under design conditions, but cannot adapt in off-design circumstances ͓1͔. In recent years, closed-loop flow control has gained popularity within the fluid dynamics community since it has the potential to increase the efficiency of systems over a wide range of operating conditions.
The benchmark case selected in our study is the flow over a shallow cavity ͓2͔, a configuration present in many practical applications that has been examined by numerous researchers over several decades ͑e.g., ͓3-5͔͒. This flow is characterized by a strong coupling between flow dynamics and the flow-generated acoustic field that produces a self-sustained resonance known to cause, among other problems, store damage and airframe structural fatigue failure in weapon bays. A comprehensive review of this phenomenon and of different control and actuation strategies developed for its suppression is given in Cattafesta et al. ͓6͔ and Rowley and Williams ͓7͔. Several methods can be used to develop feedback controllers for flow control. Some successful approaches to date have used experiments for the development of models ͑e.g., ͓8-10͔͒, but have limitations since the control laws are developed either on an ad hoc basis or for a model that may not sufficiently capture the dynamics of the fluid/actuator interaction over a wide range of operating conditions and desired outputs. In the case of cavity resonance, more flexible approaches based on system identification have also been used to develop low-order models ͑e.g., ͓6,11͔͒. The current effort at the Gas Dynamics and Turbulence Laboratory ͑GDTL͒ of the Ohio State University is focused on further steps in the design of more general and robust control laws by introducing systematic methods for order reduction of models based on the Navier-Stokes equations and for the derivation of control laws based on these models. This paper will deal with the former-the model development.
One of the major problems with the design of a model-based closed-loop flow control system is the complexity of the governing Navier-Stokes equations, which are a set of highly nonlinear partial differential equations with a wide range of spatial and temporal scales in high Reynolds number flows of practical interest. Therefore, in order to design and successfully implement closedloop control, it is necessary to develop a simpler model of the system that captures the important dynamic characteristics of the flow and the effects of actuation while remaining amenable to control design. A well-known technique for deriving lowdimensional models is the proper orthogonal decomposition ͑POD͒. This technique uses the spatial correlation tensor to extract eigenmodes-the most dynamically significant features in the flow ͑and arguably the only entities that can effectively be controlled͒-but does not preserve the time evolution of these eigenmodes. For flow analysis purposes, the time evolution of eigenmodes, or modal amplitudes, can be obtained by projecting the instantaneous flow field onto the POD basis. This requires time-resolved velocity data, which can be obtained from accurate numerical simulations or experiments. There are still unresolved issues with the former in complex high-speed flows while the latter still requires further development of megahertz rate flow diagnostics in high-speed flows ͓12͔.
For many flow control applications, these approaches are unrealistic and the POD modal amplitudes must be obtained using alternative methods. One of such methods is the Galerkin projection, which transforms the complex governing equation into a simpler set of equations. This is obtained by projecting the governing flow equations onto the spatial basis of the POD modes, thereby eliminating the need for time-resolved data. The resultant state equation that can be employed for controller design is in the form of a system of nonlinear ordinary differential equations ͑ODEs͒ for the modal amplitudes. The system of equations can be recast in a form expressing the control input explicitly as required in application of the tools of control theory for the development of feedback control. The values of modal amplitudes are then updated in real time by exploiting stochastic estimation methods that correlate the velocity field with a variable that can be measured continuously in time, such as surface pressure ͓13-16͔.
The steps outlined above have been used in this work to derive a reduced-order model of the cavity flow, which captures the dynamics of the flow as well as the effect of the control input, and to design a feedback control system that can be implemented experimentally. This work continues our previous efforts based on numerical ͓17͔ and experimental data ͓15,16,18͔ and extends them toward the design and implementation of a real-time feedback controller that directly utilizes measurements of physical flow quantities. This work is part of a larger multidisciplinary effort in the development of a basic understanding and implementation of feedback flow control techniques ͓2͔.
In Secs. 2 and 3, we will introduce the flow facility used in this study, the POD and Galerkin methods adopted for deriving the reduced-order model, and the stochastic estimation approach used for real-time estimation of the model variables directly from dynamic pressure measurements.
Experimental Facility
The experimental facility is described in detail in Debiasi and Samimy ͓19͔. It is an instrumented, optically accessible wind tunnel that operates in a blow-down fashion with atmospheric exhaust. The filtered, dried air is conditioned in a stagnation chamber before entering a smoothly contoured converging nozzle to the 50.8 mm by 50.8 mm test section. The facility can run continuously in the subsonic range between Mach 0.20 and 0.70.
A shallow cavity is recessed in the test section with a depth D = 12.7 mm and length L = 50.8 mm for an aspect ratio L / D =4. For control, the flow is forced at the cavity shear layer receptivity region by a two-dimensional ͑2D͒ synthetic jet-type actuator issuing at 30 deg relative to the main flow from a 1 mm slot embedded in the cavity leading edge spanning the width of the cavity ͑Fig. 1͒. A Selenium D3300Ti compression driver provides the mechanical oscillations necessary to create the zero net mass, nonzero net momentum flow for actuation. The actuator signals are produced by either a BK Precision 3011A function generator for open-loop forcing or by a dSPACE 1103 digital signal processor control board in closed-loop studies and are amplified by a Crown D-150A amplifier in both cases.
The "snapshots" of the flow field, required for the development of the low-dimensional models, are acquired and processed using a LaVision Inc. PIV system. Details of the PIV system, procedure, and results are presented in Little et al. ͓20͔ . The main flow is seeded with submicron ͑Di-Ethyl-Hexyl-Sebacat͒ particles using a four-jet atomizer upstream of the stagnation chamber. This location allows homogenous dispersion of the particle seed throughout the test section. A dual-head Spectra Physics PIV-400 Nd: YAG laser operating at the second harmonic ͑532 nm͒ is used in conjunction with spherical and cylindrical lenses to form a thin ͑ϳ1 mm͒, vertical sheet spanning the length of the cavity at the middle of the test section width. In order to minimize beam reflections, a small slot cut into the cavity floor allows the laser sheet to exhaust and diffuse in a sealed light trap. The time separation between the laser pulses used for PIV can be tuned according to the flow velocity, seeding density, and interrogation window size. For Mach 0.30 flow in our facility, this value is 1.8 s. Two images, corresponding to the pulses from each laser head, were acquired by a 2000 by 2000 pixel CCD camera equipped with a 90 mm macrolens with a narrow bandpass optical filter. The images were divided into 32 by 32 pixel interrogation windows, which contained 6-10 seed particles each. For each image, subregions were cross correlated using multipass processing with 50% overlap. The resulting vector fields were post-processed to remove any remaining spurious vectors. This setup gives a velocity vector grid of 128 by 128 over the measurement domain, which translates to each velocity vector being separated by ϳ0.4 mm. Figure  2 is a phase-averaged PIV image of the velocity field for the baseline flow at M = 0.30, which clearly shows the freestream uniform velocity and the vortical structures inside the cavity, typical of this resonant flow.
Flush-mounted Kulite ® transducers were placed on various locations on the walls of the test section for dynamic pressure measurements ͑Fig. 3͒. The sensors have a nearly flat frequency response up to ϳ50 kHz and are powered by a signal conditioner that amplifies and low-pass filters the signals at 10 kHz. For state estimation, dynamic pressure measurements were recorded simultaneously with the PIV measurements using a National Instruments ͑NI͒ PCI-6143 S-Series data acquisition board mounted on a Dell Precision Workstation 650. The system allows simultaneous sampling of eight channels with a maximum sampling frequency of 250 kHz per channel. Each pressure recording was bandpass filtered between 100 Hz and 10 kHz to remove unwanted frequency components. In the current study, 1000 PIV snapshots were recorded for each flow/actuation condition explored. For each PIV snapshot, 128 samples from the laser Q-switch signal and from each of the transducers of Fig. 3 were acquired at 50 kHz. The laser Q-switch signal indicates the time at which the PIV data were acquired. The NI board was triggered by a programmable timing unit housed in the PIV system that activated the beginning of the acquisition to allow the Q-switch TTL to fall approximately in the middle of the 128 pressure data points. The simultaneous sampling of the laser Q-switch signal with the pressure signals allows synchronization of the pressure time traces and the instantaneous velocity field. Additional, longer pressure Transactions of the ASME recordings of 262,144 samples per channel acquired at 200 kHz were also used to derive SPL spectra as described in Debiasi et al.
͓21͔.
Data for several flow conditions were saved for the cavity at Mach 0.30. To simplify the identification of each flow condition, the notation of Table 1 is used. An "M" added in front of the notation indicates the results obtained for the solution of the reduced-order model; e.g., MB refers to the model based on the baseline flow case. Details of the selection process of the flow conditions shown in Table 1 are discussed by Debiasi and Samimy ͓19͔ and Samimy et al. ͓22͔ . In general, these flow conditions were selected because they generated noticeable changes in the baseline flow, by reducing the dominant frequency or introducing multiple peaks at lower amplitude.
Reduced-Order Modeling
The primary goal of this research program is the development of tools and procedures for feedback control based on reducedorder models. In this section, we will discuss the tools used in the development of the reduced-order model and the issues encountered and addressed in the process. The focus will be on derivation of reduced-order models of the cavity flow from simultaneous PIV and surface pressure measurements. This approach comprises the following steps discussed in this section. First, spatial eigenmodes or POD modes of the flow are derived from the PIV measurements. Second, the Navier-Stokes equations tailored for the flow are projected onto the POD modes by using the Galerkin projection method to obtain the reduced-order model of the flow. This produces a set of ordinary nonlinear differential equations for the modal amplitudes governing the time evolution of the POD modes. In the third and final step, the reduced-order model is updated in real time by using stochastic estimation that correlates the modal amplitudes to surface pressure measurements.
POD Method.
The POD method was introduced by Lumley ͓23͔ as an objective tool for extracting energy-containing large-scale structures in turbulent flows. A detailed explanation of the method can be found in Holmes et al. ͓24͔ and Delville et al. ͓25͔ . The original or classical POD method favored large sets of time-resolved data at a few spatial locations ͑e.g., hot wire anemometry ͓26͔͒. Two decades later, Sirovich ͓27͔ extended the POD approach and developed the snapshot method, which favors spatially resolved but time-uncorrelated snapshots of the flow field like those obtained using laser-based planar flow diagnostics, e.g., particle image velocimetry ͑PIV͒ and planar Doppler velocimetry ͑PDV͒.
In this study, we adopted the snapshot method based on PIV data. The fundamental steps of the method require the definition of a suitable inner product operator ͓28͔. For the case of compressible flow, Rowley ͓29͔ and Freund and Colonius ͓30͔ highlighted the advantages of using vectors that group the independent flow variables and then define the appropriate inner product op- erator. Experimental measurements indicated that the spanwise component of the velocity ͑w͒ was negligibly small in comparison to the other two components, and accordingly, we define such a vector as q͑x , t͒ = ͓u͑x , t͒ , v͑x , t͒ , c͑x , t͔͒, where u, v, and c are the local values of the velocity components and of the speed of sound. The inner product operator is defined in such a way that the final quantity makes physical sense ͑i.e., all the variables involved have the same dimensions͒. Following Rowley et al. ͓28͔, the inner product, for any two vectors ͑q 1 and q 2 ͒ in the flow field, is defined as
where ␣ = 1 and ␥ is the ratio of specific heats, and the integration is performed over the flow domain S. For the range of flow Mach numbers used in this work the cavity flow is assumed to be isentropic, as the temperature is low and density variations are small. The stagnation temperature is taken as the mean of the values registered at the beginning and end of every experiment. Then, the local speed of sound is obtained from the stagnation enthalpy of the flow and the local velocity.
The POD snapshot approach uses M snapshots of the flow and casts the fluctuations of the flow realizations, qЈ͑x , t͒ = ͓uЈ vЈ cЈ͔, in terms of N Ͻ M spatial orthonormal modes or POD modes, i ͑x͒, each modulated in time by a modal amplitude a i ͑t͒
The POD modes, or spatial eigenfunctions, are a reduced basis of modes that captures the coherent structures, the dominant features present in the flow. Each mode is a linear combination of the instantaneous flow fields as
The matrix A is obtained by solving the eigenvalue problem
where C͑t , t k ͒ is the two-point correlation tensor of independent snapshots, i.e., PIV images, integrated over the spatial domain of interest, defined as
The procedure above reduces the eigenvalue problem from one that depends on the number of grid points to one that depends only on the number M of snapshots or ensembles used. Then the ith modal amplitude of a known flow field, qЈ͑x , t͒, can be obtained from
The number M of snapshots required to obtain a representative spatial basis for the flow is defined based on the following considerations. The number should be high enough to show convergence of the mean kinetic energy captured by the POD modes. For the baseline flow, Fig. 4 shows the percent of energy recovered by the POD modes as the number of snapshots increases in intervals of 100. About 400 snapshots are sufficient to produce convergence in the first 40 modes. Similar results were observed for the other cases in Table 1 .
The number of snapshots should also provide convergence of the turbulent kinetic energy of the flow at different locations on the domain S. For the baseline flow, Fig. 5 shows that the mean turbulent kinetic energy at several locations in the shear layer converges when more than about 700 images are used. Therefore, to obtain the spatial basis for the reduced-order model of this flow, at least 700 images are required to assure that the set contains sufficient statistical events to represent the flow behavior.
Finally, we checked the number of snapshots M for which the shape of each mode becomes stable. Figure 6 shows the first mode of the fluctuating normal velocity vЈ of the baseline flow obtained using 500 and 1000 snapshots. It can be noted that increasing the number of snapshots from 500 to 1000 does not change the structures present in the modes or their organization. The larger number produces a smoother ͑cleaner͒ representation of the structures captured by the modes since the small-scale effects are captured by the higher modes added to the system. However, there is little change in the energy content of the modes, especially at low order. No appreciable shape changes were observed by using more than about 800 snapshots. Similar results were observed for the forced cases F1-F4 in Table 1 . Based on these analyses, 1000 PIV snapshots of the flow field were acquired as described in the experimental section and used in the derivation of the modes and their modal amplitude.
The number of modes N used to reconstruct the flow field using the POD expansion depends on the nature of the problem and the final purpose of the model obtained. A nominal criterion for the POD method to accurately represent the flow is that it must retain the modes necessary to capture 99% of the mean turbulent kinetic energy ͓27͔. For our cavity flow, this requires about 500 POD Transactions of the ASME modes. However, with ϳ130 POD modes for the cavity flow, 90% of the energy is recovered, which is acceptable for a subsequent analytical study of the flow dynamics but is too high for real-time description and control of the flow. In the process of designing the controller, it is desirable to minimize the number of modes ͑states to control͒ since the complexity of the controller increases significantly with additional modes. In order to evaluate the trade-off between accuracy and simplicity, we analyzed the impact of decreasing the number of modes in the overall reconstruction of the different flows. Figure 7 compares a PIV snapshot of the baseline case to its reconstructions obtained using 130, 30, and 4 POD modes. The lower number of modes yields a reconstruction that, while less accurate with filtered-out smaller scales, still captures the main features of the flow. Similar observations were obtained for other snapshots of this flow and of the F1-F4 cases. Accordingly, we decided to limit to N = 4 the number of modes used in deriving the models for subsequent control design. As Rempfer ͓31͔ noted, one of the limitations of the POD method is that it cannot reproduce the actual behavior of the flow if its conditions are different from those for which the model has been obtained. Noack et al. ͓32͔ has illustrated this by using numerical simulations of the wake behind a cylinder. To offset this limitation, researchers have developed two approaches. One is to create models based on several flow conditions in order to provide a richer description of the flow dynamics. Taylor and Glauser ͓33͔ and Glauser et al. ͓13͔ obtained a "global" POD spatial basis from combinations of several flow conditions. Another approach is to add shift modes and control modes ͓32,34͔ to take into account the changes in the flow condition. We elected to adopt the first technique by creating a model for individual flow conditions as well as for the combination of some of the cases, which are later used for feedback control design. In the following, we compare and discuss the POD bases obtained for the different cases of Table 1 . Figure 8 shows the first four POD modes of the five individual flow conditions listed in Table 1 . It can be observed that the baseline POD modes ͑a͒ exhibit three structures, each represented by a pair of a positive ͑white͒ and negative ͑black͒ features. This is consistent with the baseline flow resonating at the third Rossiter mode. The two forced flows F1 ͑b͒ and F2 ͑c͒ show two sets of structures, each structure consists of a pair of positive and negative features, consistent with forcing the flow near and at the second Rossiter mode, respectively. The structures present in these two forced cases are larger than those of the baseline case, as expected. The F3 flow ͑d͒ is forced at a frequency slightly higher than the natural resonance and shows a behavior similar to that of the baseline. The F4 flow is forced at a frequency just below the fourth Rossiter mode and excites a subharmonic close to the second Rossiter mode. This reduces the acoustic noise by creating a multimode resonance between the natural and the subharmonic frequency ͓10͔. Correspondingly, we observe two structures in the first two modes and three on the third while the fourth mode is not well defined, which may be linked to the multimode behavior of the flow.
The size and organization of the structures captured by the POD modes seem to correlate to the modal distribution of energy. It can be seen from Fig. 9͑a͒ that more energy is recovered by modes 1-3 in the F1 and F2 cases, i.e., in flows with larger, more organized shear-layer structures. In terms of cumulative modal energy balance, Fig. 9͑b͒ , the larger energy recovery of these modes is not compensated by the lower recovery of the successive modes 4-6. This is particularly visible for F2. Conversely, cases F3 and F4, characterized by smaller and less organized structures, exhibit a lower energy recovery in the early modes. The energy recovery of all the successive modes appears to be similar for all the cases explored in this work.
We combined the B and F1-F4 flow cases to obtain the "composite" cases BF1, BF2, BF1F2, and BF3, BF4, BF3F4. Figure 10 shows the first four modes for all these combinations. It can be seen that in each combination the modes capture some of the characteristics of the individual cases. The first and fourth modes resemble the baseline flow, and the second and third modes seem to capture the forced flow behavior. Overall, the combined cases show structures of similar shape and size.
Once the POD bases were obtained for the different flow cases, the next step requires the estimation of the modal amplitude for each case. For our approach, this necessitates the derivation of a reduced set of ordinary differential equations through the application of the Galerkin projection method.
Galerkin Projection and Low-Dimensional Model.
The POD expansion enables the description of the flow field based on a limited number of modes once the evolution of the corresponding mode amplitudes is known. A system of equations that describes such evolution represents the reduced-order model of the flow. We use the Galerkin projection method to obtain the reduced-order model of the cavity flow dynamics, which consists of a system of ordinary differential equations for the modal amplitude a͑t͒ = ͓a 1 ͑t͒ , a 2 ͑t͒ , . . . ,a N ͑t͔͒. The method relies on the projection of the governing equations of the flow, the compressible Navier-Stokes equations, onto the orthogonal basis of POD modes. This transforms the complex system of nonlinear partial differential equations into a system of nonlinear ordinary differential equations that is more amenable for control analysis and design. In our study, we adopted the two-dimensional form of the Navier-Stokes equations based on the work of Rowley ͓30͔ 
where u = ͑u , v͒ is the velocity vector and c is the local speed of sound.
In general, the Galerkin projection procedure involves the following steps. The flow variables are first expressed in terms of their mean component and of the POD expansion of their fluctuating components ͑Eq. ͑2͒͒. These expressions are introduced in the governing equations ͑Eqs. ͑7͒͒, which are projected onto the basis of POD modes by taking the inner product of each term with the POD modes, according to the operator defined in Eq. ͑1͒. This procedure yields a system of nonlinear ordinary differential equations for the modal amplitude where the number N of modes used in the POD expansion defines the number of equations.
These equations are of little use for control design, as the control input is not separated from the rest of the flow, i.e., the control effect is implicit in the model. Therefore, some modification of the above process is required in order to obtain a different reduced-order model where the control effect appears explicitly. To this aim, we separate the effect of boundary excitation from the remaining terms of the POD-based model so that it appears in the set of ODEs as a separate external input. The procedure, presented in more detail in Efe and Özbay ͓35,36͔ and Samimy et al. ͓37͔, is briefly discussed here.
The general idea is to separate the control input of the system by dividing the entire flow domain into two subdomains, as shown in Fig. 11 . One smaller region, S 2 , comprises the physical region where the synthetic jet excitation is dominant, whereas a second larger region, S 1 , contains the rest of the flow field. The total flow domain can then be expressed as S ª S 1 ഫ S 2 . This partitioning captures the effect of the forcing input boundary condition and its influence over the spatial domain individually.
Based on the above considerations, the steps of our Galerkin projection procedure are as follows: The flow variable vector in the total flow domain is expressed as
where q m , a i , and i denote the mean flow, the ith modal amplitude ͑a scalar operating simultaneously on the three values of q͒, and the ith spatial basis, respectively. Replacing Eq. ͑8͒ in the governing equations ͑Eqs. ͑7͒͒ leads to an expression of the form
where the left-hand side stems from the time derivatives in Eq. ͑7͒ and the right-hand side groups all the other terms of Eq. ͑7͒. In the Galerkin projection, the inner products of both sides of Eq. ͑9͒ are taken with the POD modes. Because of the orthonormality of the modes, the only terms surviving on the left-hand side correspond to the modes projecting onto themselves
It is important to notice that ͗ i ͑x͒ , f͑x , t͉͒͘ S = ͗ i ͑x͒ , f͑x , t͉͒͘ S 1 + ͗ i ͑x͒ , f͑x , t͉͒͘ S 2 holds true by the definition of the inner product. That is, the partitioning of the flow domain corresponds to calculating an integral over two domains, the union of which gives the original domain of the problem while the intersection is an empty set. Therefore, Eq. ͑10͒ can be more explicitly written
͑11͒
Since the boundary excitation ⌫͑t͒ accounts for the flow characteristics in the S 2 subdomain, we can write
and in ͑11͒, the terms corresponding to the left-hand side of ͑12͒ can be replaced with the excitation ⌫͑t͒. With this modification and depending on the form of the vector function f, the procedure described will yield a nonautonomous set of ODEs capturing the dynamics in the following form:
A more detailed treatment of the control separation technique and of the straightforward but tedious calculation of the terms in the matrices A and B is presented in Efe and Özbay ͓35,36͔ for a simpler system. The solution of the system ͑13͒ obtained for the individual flow cases of Table 1 often diverged. This was observed for each case using various initial conditions. We attribute this behavior to numerical errors in calculating the derivative terms in the system of equations and to the use of a finite number N of modes to describe the flow which not only loses some flow details but also fails to capture the energy transfer process between the N retained modes and the neglected ones. To overcome the second problem, Couplet et al. ͓38͔ and Noack et al. ͓39͔ proposed the introduction of an additional viscous term, the modal eddy viscosity i . This additional viscosity term is added to the model to maintain the overall flow energy balance, but it also compensates for other small errors introduced in the derivation of the model. Adding the modal eddy viscosity modifies Eq. ͑13͒ into
where L ij accounts for the viscous contribution ͑from the NavierStokes equations͒ of F i and G j in Eq. ͑13͒ and F i and Ḡ ij are the inviscid parts of the same matrices. The value of the modal eddy viscosity i is obtained from an energy balance of Eq. ͑14͒ ͓38͔, and has the form
where i is the eigenvalue of each POD mode and the operator angular brackets ͑not to be confused with the inner product previously defined͒ represent the time average of its arguments. This new term changes for each mode and adjusts for the numerical errors and energy transfer left unaccounted for by the neglected modes. Figure 12 compares the solution of Eqs. ͑13͒ and ͑14͒ for the first and second modal amplitudes of the baseline model using N = 4 modes. It can be noted that the system without the additional viscous term degenerates very quickly, while the system with the modal eddy viscosity evolves in a bounded fashion between the two standard deviations of the modal amplitudes obtained from the PIV snapshots. For N = 4 modes, the dampening effect of the modal eddy viscosity seems to somewhat reduce the resonance frequency of the Galerkin system ͑Eq. ͑14͒͒ ͑from the experimental 2800 Hz to 2300 Hz͒. We observed that using a larger number of modes mitigates this discrepancy, but as previously remarked, this option would yield a system intractable from a control design Transactions of the ASME perspective. Analogous benefits and tradeoffs were observed for the other two modes and for the modes of other flow cases. For instance, Fig. 13 shows the evolution of the first modal amplitude of the model based on the F4 case and of the model based on a combination of the B and F4 cases. As before, the values evolve within two standard deviations of the corresponding mode values from the PIV snapshots. It was also observed, as noted above, that the frequency of oscillation of the solution obtained with the modified model is slightly lower than the experimental value, which we relate to the introduction of additional viscous dissipation. We should also note that the system trajectories of Figs. 12 and 13 converged to the same values, irrespective of the initial condition used for the solution of Eq. ͑14͒, indicating the occurrence of a stable limit cycle.
Equation ͑14͒ can be compactly expressed in vector notation useful for control analysis
where A is a matrix that groups F i and all the terms that depend only on a͑t͒ and B is a matrix that groups all the terms which depend on ⌫͑t͒. Equation ͑16͒ represents the reduced-order model sought for the design of a feedback controller.
Stochastic Estimation.
In the experimental implementation of the controller based on the reduced-order model described by Eq. ͑16͒, the model variables ͑i.e., the values of the modal amplitudes͒ must be updated in real time. Since the update rate required for real-time feedback control has to be about an order of magnitude higher than the frequencies associated with the dynamics of large-scale structures in the flow, an update based on PIV diagnostics is impossible. Therefore, a means must be found to update the modal amplitudes based on a flow variable that can be reliably measured in real time. Such a variable in our experimental setup is represented by the pressure fluctuations in different locations of the test section. Also, in any practical implementation of such a technique, real-time flow variable measurements on the surface would perhaps be the only option for real-time updating. The update is done by using stochastic estimation ͑SE͒ to correlate the modal amplitudes to the dynamic surface pressure measurements.
Stochastic estimation, first proposed by Adrian ͓40͔ as a method to extract coherent structures from a turbulent flow field, estimates flow variables at any location by using statistical information about the flow at a limited number ͑L͒ of locations. Although linear stochastic estimation has often been used in the literature, Naguib et al. ͓41͔ used both linear and quadratic terms for a more accurate estimate of the flow field from wall pressure measurements. For the cavity flow, the improvement in the accuracy of the technique by using this combination was confirmed by Ukeiley and Murray ͓14͔ and by Caraballo et al. ͓42͔. Initially, we implemented the stochastic estimation by utilizing the instantaneous measurement of the surface pressure at each sensor ͑static approach͒. A recent analysis of the different effects of various model-based controllers ͓44͔ raised the suspicion that some of the observed differences could be caused by an "overfitting" of the quadratic SE to the specific data set used for the derivation of each model using Eq. ͑16͒. That is, the quadratic SE could fail to accurately estimate the modal amplitudes for pressure values other than those used for its derivation. This could be related to deficiencies in the static approach when used to capture the dynamic behavior of the system and to the reduced number of sensors available. To correct this and avoid an overfitting by the quadratic estimation, we decided to evaluate if any benefit could be gained by using the less fitting linear SE where, however, richer dynamics of the flow are recovered by using one or more previous "time samples" of the measured pressure fluctuations. For a fair and more complete comparison, we also adopted this dynamic approach to quadratic estimation as well.
To simplify the mathematical treatment of the derivation each time delay included, previous time samples are considered as an additional set of sensors. Therefore, the pressure fluctuations can be represented by
where ⌬t is the time delay, which is equal to the sampling time, L is the number of sensors, and s is the number of delays. For the case of linear SE, the expression used to estimate â i ͑t͒ at any time t is
C l is the matrix of the estimation coefficients obtained by minimizing the average mean square error e i between the values of a i ͑t r ͒ obtained with Eq. ͑5͒ at the times t r of the PIV snapshots, and the ones â i ͑t r ͒ estimated from the pressure data recorded simultaneously with the snapshots as discussed in Sec. 2, That is,
Once the estimation matrix C l is obtained, it can be used in Eq. ͑18͒ to estimate the modal amplitude from the surface pressure measurements. Similarly, for quadratic SE, the expression used to obtain the estimated values of â i ͑t͒ is
where C q and D q are matrices of the estimation coefficients obtained as in the linear case. Additional details on the procedure to obtain the estimation matrices for the quadratic estimation are available in Ukeiley and Murray ͓14͔. In our experimental setup, the real-time measurements of surface pressure used for estimation were taken at the locations of transducers 1-6 in the cavity test section ͑Fig. 3͒. Figure 14 shows the linear estimation of the four modal amplitudes from the dynamic surface pressure measurements of the baseline flow. For all the modal amplitudes, we can observe that the effect of using up to previous three time samples is negligible. The modal amplitudes oscillate at the same frequency ͑2850 Hz͒ of the pressure fluctuations, i.e., the resonant frequency of the baseline flow. In all cases, the maximum values of the amplitude are significantly smaller than two standard deviations of the corresponding modal amplitudes calculated from PIV data. Figure 15 shows the corresponding results with the use of the quadratic SE. The estimated amplitudes are somewhat noisier, but peaks at the flow resonant frequency can still be clearly distinguished. Comparison to two standard deviations of the PIVderived modal amplitudes suggests that quadratic SE produces estimates more consistent with the results from experimental measurements. Furthermore, with quadratic SE the effect of using previous time samples is not negligible. The experimental implementation of feedback control based on the model ͑Eq. ͑16͒͒ updated with Eq. ͑18͒ or ͑20͒ suggests that more effective control can be achieved using the quadratic SE with one or more backward time samples ͓44͔.
The methods presented and discussed in the previous sections have been used to develop and implement a real-time feedback controller for suppressing the resonance of a Mach 0.3 flow over a shallow cavity. Figure 16 shows the effect of the LQ controller on the cavity flow for the MB and MBF4 models. It can be ob- 
Conclusions
This paper presents and discusses the procedure that we used to develop and update, in real time, a reduced-order model for feedback control of a subsonic cavity flow. Starting from PIV data and using the snapshot-based proper orthogonal decomposition ͑POD͒ in conjunction with Galerkin projection of the Navier-Stokes equations onto the POD eigenfunctions, we derived reduced-order models of different flows. Linear and quadratic stochastic estimation were used for real-time update of the model variables from dynamic surface pressure measurements as required for the implementation of the controller. Models for individual flows as well as combinations of flow cases were explored.
In all cases, the snapshot-based POD requires at least 700 PIV images to achieve convergence of the mean turbulent kinetic energy and to obtain well-defined modal bases. POD reconstruction with about 30 modes shows good agreement with the PIV data. Only four modes are used to capture the main characteristics of the flow for control purposes. The modal energy distribution is similar for all the cases tested. More energy is recovered by the first few modes in the case of flows with larger, more organized shear-layer structures. Composite models, obtained by combining the PIV data of different flows, have POD modes that capture some of the characteristics of the individual flows.
We separate the flow spatial domain into a subdomain where the effect of actuation is relevant and another subdomain that comprises the remainder of the flow. The Galerkin projection of the Navier-Stokes onto the POD modal basis is performed in these subdomains. This produces a reduced-order model of the flow in terms of the modal amplitudes where the control effect appears explicitly. An additional viscous term is added to the model to account for the energy balance with the neglected POD modes and to dampen small numerical errors arising in the derivation procedure.
For real-time update of the model variables, we developed linear and quadratic stochastic estimation procedures that can operate statically ͑i.e., based on instantaneous values of the pressure͒ or dynamically by accounting for one or more previous pressure samples. The dynamic quadratic estimation seems to provide a better approximation of the model variables and produces more effective control. Further improvements should be possible by refining the separation of control in the reduced-order model and by optimizing the number and location of the pressure sensors used in the stochastic estimation.
