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ABSTRACT 
This paper presents the idea of a multimodal human aerobotic interaction. An overview of the aerobotic system and its 
application is given. The joystick-based controller interface and its limitations is discussed. Two techniques are suggested 
as emerging alternatives to the joystick-based controller interface used in human aerobotic interaction. The first technique 
is a multimodal combination of speech, gaze, gesture, and other non-verbal cues already used in regular human-human 
interaction. The second is telepathic interaction via brain computer interfaces. The potential limitations of these 
alternatives is highlighted, and the considerations for further works are presented.  
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1. INTRODUCTION 
Although, the most prevalent Human Computer Interaction (HCI) technology for the control of aerobots is 
the joystick-type controller, other forms of interaction such as gesture and mind control are gaining wide 
interests. This paper investigates these alternative interfaces, suggests a comparison criteria, highlights some 
of their limitations, and emphasizes efforts that could suggest a breakthrough in aerobotic interaction. 
2. RESEARCH BACKGROUND - AEROBOTS 
Robots have been designed to reduce human workload, risk, cost, and human fatigue driven errors. Crucial in 
achieving this objective is making the interaction effective, efficient, and natural; perhaps by interacting via 
multiple modalities of contact, dialogue, and gestures (Fong & Nourbakhsh 2000). According to Green et al. 
(2007) “It is clear that people use speech, gesture, gaze and non-verbal cues to communicate in the clearest 
possible fashion.” And perhaps because human robot interaction is essential for human robot collaboration, it 
might be necessary to develop systems that could adopt some of this natural human-human interaction 
techniques. The essence of human robot collaboration is probably the fact that robots can complement the 
human effort by optimizing problem solving techniques, performing tasks faster, and in many cases with 
greater dexterity. 
2.1 Aerobots - a Flying Robot Manipulator 
Aerobots, which is derived from ‘AERial rOBOTs’, can be considered as small unmanned multi-rotor aircraft 
systems with actuators to perform tasks analogous to fixed industrial robot manipulators. Aerobots can be 
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considered as robot manipulators with an in-built ability to hover or fly, while still being able to perform the 
primary objective for which they were built, while being either at rest or in a dynamic motion. An aerobot 
may perform payload pickup while hovering or at rest, and potentially perform photography tasks while in a 
state of a slow dynamic motion. 
Aerobots could be very useful in performing tasks such as: working in human hazardous or radioactive 
environment; search and rescue missions; military intelligence, surveillance, and reconnaissance (ISR) 
missions; logistics and transportation as in the DHL and Amazon examples; space exploration missions, such 
as the Mars rover; and videography, photography, and cinemography. In fact, aerobots are not just flying 
robots but flying robots that have a purpose to their flights. 
However, the precision and accuracy of aerobots is poor compared to most industrial robot manipulators 
due to the inherent aerodynamic complexity of flying in 3-dimensional space. Other complexities could arise 
due to the continuously changing references, changing dynamic environmental conditions, un-location to a 
fixed origin, and slow sensor response. Although the effectiveness, efficiency, and precision of aerobots may 
not compare to the performance of the industrial fixed robot arm manipulators in many areas, there exists a 
plethora of tasks for which the aerobots are more suitable. The efforts of HCI researchers in the areas of 
hover and stabilization, sense and avoid, indoor navigation, autonomy, interaction interfaces to name a few, 
are further contributing to the overall performance of this system. 
2.2 Human Aerobot Interaction 
Human Aerobot Interaction (HAI) could be considered as part of Human Computer Interaction (HCI), which 
is more closely aligned with Human Machine Interaction (HMI) and Human Robotic Interaction (HRI). 
Research into human computer interfaces often encompasses the interaction between humans and machines, 
HMI, and the interaction between humans and several robotics systems, HRI (Myers 1998). This is due to the 
fact that these machines or robotic systems rely on computers for their operations. Therefore, any research 
involving human interaction with their computer systems, would eventually define their overall performance 
and interactions with humans, especially considering the fact that humans interact with them via their in-built 
computer systems, and these computers in turn control these machines or robotics systems in accordance with 
the human’s control intents. 
3. INVESTIGATION AND RESULT 
3.1 The Joystick-Type Controller Dilemma  
Typically the interaction between humans and aerobots, fundamentally consists of a radio controlled (RC) 
joystick transmitter controller, augmented with toggle switches, push buttons, and variable potentiometer, for 
improved control functionality as shown in Figure 1 (HobbyKing & Turnigy 2015). 
Although most UAV operators eventually adapt to the operation of this joystick-type controller, and 
become very skillful, getting used to it as a compound impulse response or reflex action; it is still not natural.  
Briskly flicking both the left and right thumb, placed on the left and right joystick respectively, to maintain 
horizontal level balance, within fractions of a second, continuously keeping you fully engaged, for the whole 
flying duration, just to maintain balance and control, is definitely not natural. 
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 Figure 1. 10-channel Turnigy TGY-i10 (mode 2) telemetry RC controller 
In addition to operating the left and right joysticks, the operator might be required to operate switches to 
perform some other functions such as payload drop or snapshot from an on-board camera, at some specified 
time, altitude, distance, space, and location. Simultaneously executing these could potentially feel unnatural.  
In addition to this, the joystick-type controller is not intuitive enough. It is fine when a quadcopter is 
facing forwards but when it faces backwards or any of the sides, control becomes complicated. The human 
operator’s and aerobot’s orientation of forwards are no longer aligned. Several hours of training may be 
required to learn to adapt and compensate appropriately for such disorientation. An intuitive interface would 
probably compensate for this disorientation without transferring such overload to the human operator. 
Also, due to the control overload on a small unmanned multi-rotor aircraft’s operator, the situational 
awareness of the operator is reduced; making it impossible to simultaneously control multiple aircraft. 
According to Cavett et al. (2007), “because of the limitations of human cognitive skills, judgment,  
decision-making, and tactical understanding in the use of Unmanned Aerial Vehicles (UAV), there is a need 
to redesign the current human-computer interface (HCI) [referring to the joystick-type controller] to improve 
the interaction and communication links between operators and the UAVs…” 
3.2 HHI-Like Aerobotic Control Interface 
Unlike the joystick-based human-aerobot interaction, the human-human interaction has naturally evolved 
over several hundred years to include advanced speech and concept expression, as well as non-verbal forms 
of communications, such as gestures and gazes (Green et al. 2007; Sharma et al. 1998) as shown in Figure 2. 
 
Figure 2. Near Interaction - Human with Aerobot & Human with Human 
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The natural human to human interaction often occurs within the context of a very small geographical area, 
hence the term ‘near-interaction.’  The idea of near-interaction is used to indicate the limit of up to a few 
hundred metres.   If the human is too far away, it would be difficult to be heard; and also difficult to be seen 
when much farther away. Hence it might be difficult, if not impossible, to interact via speech, gaze, gesture, 
and other non-verbal methods, naturally.   But this range limitation is also applicable to the human aerobotic 
interaction, as it becomes difficult for the on-board camera to successfully identify the human, for the 
microphone to detect the human voice amid several other environmental noise sources, for the human to hear 
the quadcopter talk through the on-board speaker, or for the human to keep sight of the aerobot at much 
longer distance (perhaps a few kilometers). At this stage, other technologies would probably need to be 
adopted, like using long-range high-mast antenna for ground surface communication or satellite 
communication, for both the human-human and the human-aerobot interaction. 
In Figure 2, a hand gesture interaction was initiated which could suggest a human-human or human- 
aerobot interaction.   Some notable human-aerobot hand gesture interaction research includes the application 
of the data glove such as the AcceleGlove (Hernandez Jose et al. 2002) and Magic glove (Chaomin et al. 
2012), Magnetic hand tracking (Ma et al. 2010), Apple Watch (Reuters 2015), and the Myo armband device 
(Thalmic Labs 2013; Nagar & Xu 2015).  
Gaze or eye tracking is a technique that seeks to determine the direction the eye is focused; perhaps, via 
the relative motion of the eye with respect to the head’s position (Renitto & Thomas 2014). 
Electrooculography (EOG) techniques could be used to approach this from a biomedical point of view. 
Perhaps the development of HHI-like aerobotic interaction would require a multimodal approach as 
suggested by Sharma et al. (1998). This is probably possible due to the advancement in computing power and 
signal processing technologies. But the complications associated with the integration of individual HCI 
interfaces (sensor fusion) would need to be addressed. 
3.3 Brain Control Interfaces - Telepathic Interaction 
The advancement in the development of brain computer interfaces (BCI), can be attributed to the 
understanding of the human neurology and the advancement in biomedical signal processing. These 
interfaces now find applications in various robotic systems. Telepathy is not necessarily a human-human 
interaction modality. Unlike the regular human interaction methods of speech and visual gesture that haves a 
“feel it and it happens” or “feel it as it happens” sensation, telepathic interaction emphasizes a “think it and it 
happens” interaction. In natural gesture interaction, machines are taught to interact via natural human 
methods. However, in mind control interaction, the machines are being equipped to interact with humans in a 
way that humans do not normally interact with each other, a way that is beyond the normal human-human 
interaction capability. Humans skillful in the art of manipulating other humans via induction, deception, and 
psychological means such as the psychic, medium, or paranormal extrasensory perception or the sixth sense, 
may argue otherwise. 
A challenge that the BCI system faces, even though it is still under development, is security. The mere 
thoughts of the human vulnerability to telepathic credit card hack elicits a fearful response and natural 
reluctance to the adoption of such technology (as a defensive strategy) until security of such systems can be 
guaranteed (Martinovic et al. 2012). This means security is put in the forefront of this development rather 
than taking a back seat as is often the case with new technologies. While this may suggest the possibility of 
absolute transparency in interaction, the breach of privacy and human right could be called to question. 
3.4 Performance Metrics  
A major consideration in the development of any system is how to measure the system’s performance. 
According to Lindquist (1985), the effort-to-learn and the effort-to-use contributes to the usability of HCIs. 
The similarity of the developed interface to other known interfaces, the knowledge of similar interfaces, and 
the complexity of the developed interface, contributes to the effort-to-learn and usability of the developed 
system. Another performance metric of interest is probably a comparison of the interface’s functionality with 
alternative existing interfaces. In this case, a comparison of the interface precision, accuracy, efficiency and 
effectiveness could be carried out. A performance benchmark could be drawn around the most generally 
accepted HCI interface such as the joystick-type controller for the case of new aerobots control interfaces. 
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Generally, a good interface design improves the overall user experience, makes interaction enjoyable, 
intuitive, easy to learn, and is functionally effective with accepted level of precision and accuracy. As 
implied from Chao (2009), a good HCI is not about the human adapting to the limitation of the computer (as 
used to be the case), but about the computer adapting to the human’s natural tendencies and expectations. 
3.5 Challenging Development  
Some of the challenges associated with the development of aerobotic control interfaces includes 
technological constraint, ethics, regulations and control, security, safety and privacy, inherent complexity, 
and dynamics. The interface can only be as good as its supporting, fundamental, and underlying technology. 
Many new interfaces being proposed depends on technologies still in their nascent stages; such as the case of 
using the Apple Watch in an aerobotic interaction (Reuters 2015). 
Besides the aerobots primary function (search, surveillance, or picking up objects with an installed 
robotic arm), there exists a secondary but fundamental task of remaining aerial (in flight, having a sense of 
location in 3-dimensional aerial space, avoiding collision, and navigating through static and dynamic 
objects).  In addition, the dynamic complexity associated with such supposedly-basic operation is further 
complicated by an infinite aerial location possibility, coupled with dynamically changing environmental 
properties. This complexity is further compounded when interacting with dynamic objects (Byung-Woo et al. 
1999)  
3.6 Research Resilience  
Despite the existence of these developmental challenges, HCI researchers have remained resilient, pushing 
against the odds, and extending the edge of human machine interaction experience. Soto-Gerrero &  
Ramrez-Torres (2013) demonstrated visual gesture interaction on a Parrot AR drone via an android-based 
mobile phone platform. Lafleur et al. (2013) demonstrated BCI (telepathic mind) control of a quadcopter in 
three-dimensional space. The works of Milanova and Qing (Milanova & Sirakov 2008; Qing et al. 2008) 
suggests the possibility of emotional gesture interactions with aerobots. They independently investigated 
systems to recognise expressions of joy, distress, surprise, interest, frustration, anger, disgust, fear, and a 
neutral expression among several human observable facial expressions. Researchers have even made it 
possible for aerobots to collaborate with human actors as shown in a Shakespeare’s play, “A Midsummer 
Night’s Dream” (Murphy et al. 2011). With the continued resilience of HCI researchers, a breakthrough in 
human aerobotic interaction will probably occur very soon. 
4. CONCLUSION 
In this paper, the idea of a multimodal human aerobotic interaction was presented. An attempt was made to 
describe the aerobotic system as a flying robot with, potentially, more complicated applications than is often 
considered. The human aerobotic interaction, which is generally performed via a joystick-type controller 
interface was investigated and the limitations of this interface, presented. This resulted in the discussion of a 
more intuitive interaction, emulating the human-human interaction methods, which combines speech, gaze, 
gesture, and other non-verbal cues. The challenges of developing such a system and how to measure its 
performance were also discussed. Besides this HHI-like multimodal interaction, another method was also 
discussed - a telepathic interaction via a brain computer interface, which is considered to be beyond the 
normal human-human interaction. 
4.1 Further Works 
The next phase of this work will investigate the complexity associated with developing a HHI-like 
multimodal human aerobotic interface.  The follow-on from this will be to integrate a novel technological 
principle in the development of such a multimodal system that will combine one or more of speech, gesture, 
gaze, and other non-verbal cues. 
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