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ABSTRACT
Iterative electronic circuits - that is. circuits whose behaviour can be described by a 
mapping in which time is not explicitly present - are investigated, and particular attention 
is paid to those circuits which can be shown to display chaotic behaviour. Examples 
emanating mainly from the fields of power electronics and digital electronics are discussed. 
The emphasis is on the derivation of analytical results wherever this is possible, although 
numerical calculations have also been much relied upon. Some of these results are sup­
ported by experimental investigations. Many of the results are presented in the form of 
diagrams. The implications of chaotic behaviour for electronic engineers have been indi­
cated. A brief discussion of the relation between iterative circuits and circuits that are 
described by non-linear differential equations is included.
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INTRODUCTION
1. Chaos
In recent years, there has been much interest in chaotic behaviour, which is a 
phenomenon to be observed only in essentially non-linear systems. A non-linear deter­
ministic system is said to exhibit chaos when the solution of the equations describing it is 
bounded but non-repeating. The solution has a broadband (noiselike) spectrum and exhi­
bits extreme sensitivity to initial conditions, which makes long-term prediction impossible. 
Attention is drawn to the fact that it is deterministic systems that display chaos: the 
apparently random behaviour of the solutions is not due to the injection of noise, but 
rather arises directly from the equations governing the behaviour. The study of such 
behaviour in many non-linear systems is greatly facilitated when a mapping can be derived 
that summarises the behaviour of the system; the properties of the mapping that give rise 
to chaos when it is iterated are well-known and are set out in Chapter I and its references. 
An electronic circuit for which a mapping may be derived is referred to throughout this 
thesis as an iterative circuit, because such a circuit can be looked upon simply as a highly 
specialised analogue computer, which iterates the mapping for a given set of initial condi­
tions. This view, which underlies the whole of the work, is further expanded in Chapter 
II.
2. Iterative circuits
The traditional approach to describing a linear circuit is to examine its behaviour 
either in the time domain (in which case the differential equation of the circuit is solved) 
or the frequency domain (in which case the circuit is replaced by a network of impedances, 
and the response to a set of applied frequencies is calculated).
In the case of non-linear circuits, the former approach can still be applied, although 
the resulting differential equation will be non-linear and in most cases can only be solved 
numerically: the frequency domain approach will fail in general, because the concept of 
impedance is not valid in non-linear circuits.
By an iterative circuit is simply meant one whose behaviour can be described by a 
mapping, which is a function that relates the state variables at one event, to those at the 
preceding event. What is meant by an event will become clear later. This mapping is
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generally derived from time domain analysis, but is not equivalent to it, as time no longer 
appears explicitly. (It appears implicitly as the number of iterations of the mapping.)
In this thesis, it is shown how to derive mappings for various electronic circuits with 
the object of better understanding their behaviour and predicting the circumstances in 
which subharmonic generation and chaos will occur. It is by no means always a simple 
matter to derive a mapping for a given electronic circuit, but when one can be obtained, a 
useful and compact description of the behaviour of the circuit is then available.
One type of circuit to be examined in this work should strictly be classed as non­
linear; despite this, many useful results can be obtained analytically from the mapping 
(rather than numerically), which has the obvious advantages of generality and compact­
ness. This class of circuit is defined as being one
(a) whose state at any time is described by at least one discrete state variable, Z)j, and
(b) at least one continuous variable, v, excluding time, 
in which
(c) there are well-defined rules for the transition between one discrete state and another.
Such a circuit is usually a switching circuit, and can often be described in terms of a 
mapping which relates the value(s) of the continuous variable(s) at a transition of the 
discrete state variable (an ‘event’) to their values at the previous equivalent transition. The 
behaviour of T between transitions of will in general be described by a differential 
equation; if this differential equation is solvable in terms of known functions and this 
solution is invertible, then an analytical form for the mapping can be found. The mono­
stable multivibrator is an example of such a circuit which has all these properties. The 
discrete variable determines whether the circuit is in the ON or RESET state; the circuit is 
further described by one continuous variable, for instance the timing capacitor voltage, and 
there are well-defined rules for the transition between the ON and RESET states, and vice 
versa. The solution of the differential equation describing the evolution of the continuous 
variable with time is invertible, so many results can be obtained for this circuit analyti­
cally. Chapter II gives the details. Chapter III discusses a two-dimensional 
discrete/continuous mapping and its one-dimensional limit. Chapter IV gives many exam­
ples of such mappings from the field of power electronics.
When the solution is not invertible, it can in some cases still be possible to approxi­
mate the mapping. The strategy employed in this case is that of approximating v(f ) as a
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polynomial of degree less than or equal to 4, which can be analytically inverted. A discus­
sion of such an instance is given in Chapter V, in relation to the second-order buck con­
verter.
Another large class of circuit is the non-linear, continuous, driven circuit, which can 
also be described by a mapping, known as the Poincare mapping, and many examples of 
which are well-known to exhibit chaos. The result of iterating the Poincare mapping on a 
given set of initial conditions gives rise to a Poincare section, which almost always has to 
be calculated numerically, although it can be examined experimentally in some electronic 
circuits rather easily. (In non-linear systems in most other branches of science, observing 
Poincare sections directly is rather difficult.) The difficult question of calculating Poincare 
maps in periodically driven systems is addressed briefly in Chapter VI. thereby greatly 
extending the class of circuits that could be considered to be iterative. An example of the 
partly numerical, partly analytical derivation of a mapping for a continuous circuit (the 
RL-diode circuit) is discussed in Chapter IV.
It is believed that electronics is a field that provides many interesting examples of 
iterative circuits, nearly all of which have never been analysed in the way set out 
hereafter.
CHAPTER I
CHAOS IN ELECTRONIC ENGINEERING
1. Introduction
The term ‘chaos* has been used recently to describe a class of phenomena arising in 
non-linear systems. In electronic engineering, there are well-known solutions for most 
problems in the linear and weakly non-linear categories. In particular, if such systems are 
subjected to sinusoidal excitation, the response is, at worst, rich in harmonics of the driv­
ing signal. Such systems can be dealt with by considering the nonlinearity as a small per­
turbation which can be added to the equations describing the linear case. However, in some 
non-linear systems, unusual situations can arise in which outputs may appear which are 
not at multiples of the input frequency: for instance, there may be subharmonics of the 
drive frequency present, or the output may be apparently unrelated to the input. In the 
latter case, the output may never repeat and such systems are said to display chaotic 
behaviour. This situation may well occur in practice without being recognised as such, 
being instead attributed to ‘poor contacts’ or the like. The phenomena of period multiplica­
tion, intermittency (alternate periods of chaotic and regular behaviour) and chaos can all 
be dealt with together and their study usually goes under the banner of chaos. In order to 
give a meaningful insight into the behaviour it is necessary to look at the underlying 
mathematics and hence in the following section there is a discussion of simple clocked and 
continuous non-linear systems. This is followed by a brief description of some simple cir­
cuits and real-life situations in which chaos has been observed.
2. M athem atical background
Certain apparently simple systems can behave in an extremely complicated fashion. 
Consider, for example, the ‘black box' device shown in figure I.l. Let us not concern our­
selves with its contents for the present: suffice it to say that the device can easily be real­
ised. In operation, the capacitor C is charged to an initial voltage which we will call vq. 
Switch S  is in position A so that = Vq. S  is now moved to and fro between A and B, 
charging capacitor C to , then transferring this voltage to C i and the input. By this 
means, we produce a sequence. Vq. Vj, V2. ... of readings of }. A little experimenta­
tion shows that the behaviour of {v„} depends critically on the setting of variable resistor
cBlack box
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Fig. L1 A black box device. Note th a t C i «  C .
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R . For some settings, we find that {v„} rapidly settles down to one particular value as n 
increases: for other settings, we find that the sequence is cyclic, and the cycle is repeated 
indefinitely: for other settings of R , the values obtained never replicate themselves: we 
appear to have made a random number generator.
Let us now look inside the black box. Figure 1.2 shows the contents: one operational 
amplifier and an analogue multiplier. The effect of the device is to produce an output vol­
tage related to the input voltage by v^ ut — uVw(l— where the parameter a is set by 
the variable resistor. The circuit is set up so that 0 ^  V(n ^  1 and 0 ^  a < 4 ,  and these 
conditions ensure that the range of Vo^  is always less than or equal to the range of v,».
The arrangement of figures 1.1 and 1.2 is effectively an analogue computer for solving 
the non-linear difference equation
v„+i=  av„(i--v„) (1)
with a a parameter. Given an initial value Vq. we substitute this in the right-hand side of 
the equation to obtain v^. and from Vj we can find V2 and so on. This process of 
‘mathematical feedback", or iteration, produces the sequence of numbers {v„} for a given 
value of Vo and a .  comprising the solution of the difference equation, and despite the 
apparent simplicity of that equation, the solution exhibits a rich variety of behaviour. This 
is displayed in a compact form in figure 1.3. which is known as an iteration diagram and 
which shows the values of Vgoo to vgoo on the vertical axis, as the parameter a is varied, 
along the horizontal axis. The first 300 values of v„ are not displayed, to allow any tran­
sients to die away. It is then found that the behaviour is largely independent of the partic­
ular value of Vo . or ‘seed’, chosen. In the range 0 ^  a 4  3. the values Vq. Vi. V2... rapidly 
converge to a single value, dependent on « . A so-called period-1 attractor exists in this 
region. This part of the iteration diagram is not shown: the interesting behaviour starts at 
(Z — 3.
For any given a , the various values of v„ can be read from the vertical line intercept­
ing the iteration plot at that value of a . Thus, at a = 3.25, there are two intercepts, and 
Vout alternates between these two values. Figure I.4a shows the output of the circuit of 
figure 1.2 when S is switched at constant frequency. F o- The heights of the horizontal por­
tions of the square wave correspond to the values of v„. The spectrum of this waveform 
is shown in figure I.4b and it clearly shows the consequent frequency halving. Where the 
circuit is well-behaved there is a limited number of intercepts, but as a is varied, there are 
bands of simple periodic behaviour interspersed with regions where no value of v,^ is
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repeated. Within these regions are bands of chaos, where the output signal shows a con­
tinual variation in amplitude. It is also significant that as a approaches the boundary 
between a chaotic band and a periodic region, a phenomenon termed intermittency occurs, 
see figure I.4c. In the intermittent region, the output appears to alternate between periodic 
and chaotic behaviour: the periodic behaviour here is very nearly, but not quite, stable.
We should briefly discuss at this point the phenomenon of period-doubling. At a 
marginally greater than 3. instead of converging to a single number, the sequence } set­
tles down to a 2 -cycle instead - that is, we obtain alternating values. vi,V2.Vi,V2. . 
This behaviour continues as we increase a . w ith v i. v 2 gradually diverging from one 
another, until we reach a certain value, a^. a t which a 4-cycle emerges instead of the 2- 
cycle. A further small increase in a to <13 results in the appearance instead of an 8-cycle. 
The fijTst four doublings can be seen in figure 1.3. The pattern continues, with cycles of 
length 2” appearing at a = a^, with the On gradually converging to a value. a ^ \  at 
a = aoQ, the cycle is of infinite length: the values {v^} never repeat themselves. From an 
apparently simple equation, therefore, we have managed to produce ‘deterministic chaos': 
that is. a sequence of numbers, which, although apparently random, can be calculated 
from an equation which contains no random (noise) input. It is in principle possible to use 
the circuit in figure 1.2 to divide the clocking frequency (i.e. the frequency at which S  is 
moved between A and B) by the factor 2” . Looking at figure 1.3. we see that the range of 
values of a over which a 2" -cycle exists, shrinks rapidly as n  increases. A useful measure 
of the width of a regions in which frequency division by a given number takes place is 
given by . which is the width of the region in a divided by its mean value:
=  - (2)
where On is the value of a at which the 2'^~^-cycle gives way to the 2'^-cycle. The 
numbers converge to 0 as n tends to infinity, which we would expect from figure 1.3.
but surprising indeed is the fact, first noted by Feigenbaum. [3], that the ratio of successive 
widths
lim = 8 ^  4.6692 (3)
n ~ * o o  W„
S is a universal constant which is found to govern period-doubling in a large class of
-6 _
24 26 28 30 32 31 36 38 10 12 î l  16 18 50
n /lO
Fig. I.4c In te rm itten t behaviour, fo r a =3.8283.
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difference equations of the form = F (a , jc„ ).
Many more details concerning the behaviour of this iteration are to be found in [l] 
and [2], and a mathematical explanation for period-doubling is provided in [3] and [4].
Equation 1 illustrates the type of behaviour that can occur in simple non-linear 
difference equations: a second example is described and analysed in the Appendix. The pur­
pose of this second example is to show how the sequence of values obtained by iterating 
functions like the one in equation 1, can be highly dependent on the initial conditions 
chosen -  Xg in that instance. This sensitive dependence on initial conditions is also a pro­
perty of equation 1. for the values of a where the resulting sequence is chaotic, although 
the analysis is more complicated. A simple numerical example illustrates the point:
Value of a Behaviour Vo Vl V5 vio V20
2.4 period-1 0.2 0,384 0.58426 0.58332 0.58333
2.4 period-1 0.6 0.576 0.58315 0.58333 0.58333
4.0 chaotic 0.2 0.64 0.58542 0.14784 0.82001
4.0 chaotic 0.20001 0.64002 0.58503 0.15704 0.31135
In a periodic region, two different initial conditions lead to the same eventual behaviour 
after a few iterations: for a =2.4, we see that the values of V20 are equal, to at least five 
decimal places, despite differing initial conditions. We say that there exists a ‘period one 
attractor* when u =2.4. because almost any value of vq in the range 0-1 will lead to the 
same eventual behaviour: a 1-cycle. In a chaotic region, however, two initial conditions 
differing by only 0.005% give rise to sequences that differ by about 6% after 10 iterations 
and by more than 100% after 20 iterations. An attractor still exists, but it is known as a 
chaotic attractor, which is a much more complex object, because it consists of infinitely 
many points in the range 0-1. (Despite this, it still possesses structure.)
The above table shows us that the stretching apart of two initially close starting 
values is associated with chaotic behaviour. Non-linear difference equations having chaotic 
solutions must indeed display this property; however, stretching alone is not enough. 
Stretching by itself would imply that all solutions tend to plus or minus infinity as n 
tends to infinity, and an unbounded solution is not a chaotic one. The other qualitative 
property required is that the difference equation acts in such a way as to fold as well as to 
stretch, and this is explained in the Appendix. We mention here a measure of the stretch­
ing, which is further explained in [4]. It is observed in many situations that the separation
-  8 *“
of two initially close points - let us call them vq and vg 4- 8 - increases exponentially on 
average with increasing n . That is
v « ( v o + 8 ) — v „ ( v q )  —  8
where ACvq) is called the Liapunov exponent. A positive A implies chaos, a negative A 
implies periodic behaviour; A s  0 at a bifurcation point. We return to a practical applica­
tion of this in Chapter II.
We have so far discussed a difference equation (mapping) which displays chaotic 
behaviour. It makes sense to ask at this point whether there are real systems whose 
behaviour can be described by such equations. Certainly one would be hard-pressed to 
devise an electronic system that obeys equation 1 naturally and is not merely contrived to 
do so. However, the behaviour of some clocked systems can be described by a first-order 
non-linear difference equation; an example of such a system is given in [9], which presents 
an investigation of the behaviour of the monostable multivibrator as the clocking fre­
quency is varied. This paper also forms the basis for Chapter H. The successive peak vol­
tages across the timing capacitor are given by a difference equation and the derivation of 
this equation provides us with a reliable model of the behaviour of the circuit. However, 
many systems are not clocked, but continuous: mathematically speaking, they are 
described by differential equations, instead of difference equations. Certainly, the sort of 
complex behaviour we have been discussing up to now has been observed in many continu­
ous systems, described by non-linear differential equations, and it is worth considering 
whether any of what has been said above can be applied to them.
Let us examine a specific example, known as the pendulum equation because it 
describes a driven, damped, pendulum:
- ^ - 4 - + +  sin» = Acostu^ (4)Q dz:
In this equation, 9 is the angle that the pendulum makes with the vertical. Incidentally, 
the equation also describes the behaviour of a periodically-driven Josephson junction. A 
phase-locked loop circuit can be constructed to simulate the pendulum electronically, and 
such a circuit is described and analysed in [lO]. As we vary the parameters A  and û> we 
obtain different solutions to equation 4. The overall behaviour is more complicated than 
that of equation 1, as we might have expected, but for certain values of A  and û), we can
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observe a period-doubling sequence just like the one we have already discussed; sometimes, 
the period-doubling continues ad infinitum as one of the parameters is varied, and the 
ratios of values at which successive doublings occur converge to the value of S defined in 
equation 3. Figure L5 shows a chaotic solution to equation 4. As with the system 
governed by equation 1. the values of 0(^ ) in the chaotic state are critically dependent on 
the initial conditions - i.e. OC^ o) and 0(to)
We now address ourselves to the problem of the connection between clocked systems, 
like equation 1, and continuous systems, like that described by equation 4. What we need 
to do is to obtain a difference equation - mapping - from the solution of equation 4. There 
are several ways in which this can be done. One such method involves sampling the values 
(0 .0 )  at the same time every cycle of the drive. That is. we observe (0 ,0 )  at the times to. 
to+T, to'i'2T and so on, where T= 27t/w is the period of the drive. By this means we find 
a mapping 0  say, which is known as the ‘Poincaré map' for the system, and which is 
defined by
with 0„ =  0(f 04"^  ^f ) . 0„ =  0(f Q+n f )  (5)
This is a two-dimensional mapping, in contrast to the one-dimensional one discussed pre­
viously; similarly, an n - th  order driven differential equation would give rise to an Ti- 
dimensional Poincare map. Such maps can also result in period multiplication and chaotic 
behaviour. If we can find 0 , we can study the differential equation in detail, purely in 
terms of the mapping. 0 . In reality, we almost always have to approximate 0  numeri­
cally, so it is to be hoped that advances in mathematics will one day allow the analytical 
calculation of 0 . This would then reduce the task of describing the behaviour of non­
linear differential equations to that of analysing a mapping, an area in which much work 
has already been done.
A brief explanation of the validity of this procedure is in order here. Look again at 
equation 4; the substitution t ‘ = t +27t/(o leaves both the left hand (df' =(ff ) and the right 
hand (cos wf' =cosO)f ) sides unchanged. Given a pair of initial conditions (0Q.0o) at f = f g 
we can in principle solve the differential equation to find (0 j,0 i) at time ^o4'‘T. At time 
to+T. however, we have exactly the same equation to solve again, this time with initial con­
ditions (01 , 0i). to calculate (02 .^ 2)' identical procedure is to be carried out to relate 
one (0 ,0 )  pair to the next. In the light of this, if we can calculate a map 0  that relates 
(0Q,0o) to (0 1.0 1) it will also automatically relate (0n+i,0„+i) to (0„ ,0 „) for all n .  
Hence, it is meaningful to speak of the function 0  as we have defined it.
<D
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Fig. 1.5 A chaotic solution to equation 4, plotted in  the form  6 (f) versus t , A=0.678.
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We have calculated numerically (no analytical solution to equation 4 is known) 500 
sequential values of 6„ . for a chaotic solution to equation 4, and the result is displayed 
in the form 6^ versus 0^ in figure 1.6. Far from being a random selection of points, as we 
might have expected from the chaotic nature of the solution, the resulting figure is a sim­
ple curve. The figure indirectly tells us something about the function 0 : it is the result of 
iterating 0  many times, for a given pair of initial conditions.
In the foregoing, we have described some of the properties of chaotic systems, among 
them, the extreme sensitivity to initial conditions that they display. Let us briefiy compare 
the behaviour of a linear system with a non-linear one, taking as an example of the former 
a sinusoidally driven series RLC circuit. The differential equation describing this is
+ q = A coscot, w ithQ  = ù}oL/^ (6)
The solution to equation 6 consists of a transient part which eventually disappears, and a 
part which persists indefinitely. It is possible to make accurate predictions of the 
behaviour as far into the future as we desire, and furthermore, any initial conditions will 
lead to the same final behaviour. The same cannot be said for a non-linear system. Vari­
ous possible solutions can coexist, the initial conditions determining which one appears. In 
addition, we can only set up the initial state with limited accuracy in any practical situa­
tion (even in a computer simulation). Just as in equation 1, the subsequent behaviour is 
only predictable for a few cycles of the drive, when the solution is chaotic. Slight 
differences in the initial conditions are amplified, as illustrated in figure 1.7, which shows 
two chaotic solutions to equation 4, starting with very close initial values of 6(f g), 0(ïo)* 
and tQ, The values we have chosen are (-0.4. 0.1. 0) and (-0.405, 0.1, 0), and the resulting 
solutions diverge so that after 10 cycles of the drive they bear no resemblance to one 
another. We now examine how the foregoing can be applied to electronic circuits.
3. Chaos in. electronic circuits
Crucial to the study of chaos in electronic circuits is the behaviour of non-linear cir­
cuit elements. In particular, a well-studied and frequently encountered element of this 
type is the non-linear capacitor. It appears, for example, as part of the model of a diode, 
transistor and FET [24]. The diode is the most basic element amongst these, and appears as 
a constituent element of the others. Figure 1.8 shows the SPICE model of the diode [13], 
and the non-linear capacitor has two components. The first, which relates to the 
phenomenon of charge storage, is termed the diffusion capacitance. The second, which
• < D
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provides the well-known varactor effect, is the depletion capacitance. The third element of 
the model is the non-linear resistive term.
The charge storage effect is that whereby the diode continues to conduct after the 
applied voltage has been reversed: the current continues to flow in the same direction for a 
time, and this can be modelled by a non-linear capacitor (known as the diffusion capaci­
tance) which is proportional t o e ^ .  The constant k  is typically 40V"^ and v is the voltage 
across the diode. The depletion characteristic is of the form Co(l—v /0 ) “  ^ , where y  is 
about 0-5 and <f> is in the region of 0.6V.
Much of the early work on chaos in electronic circuits revolved around the study of 
the RL-diode circuit. This circuit exhibits an apparent simplicity, but readily displays 
period-multiplication and chaotic behaviour: it also flnds practical application as a fre­
quency divider at microwave frequencies. A combination of a resistor, inductor and diode 
in series, when driven by a sinusoidal generator, exhibits 'normal' behaviour at low fre­
quencies: that is, the diode acts as a rectifier and the current flows in uni-directional 
pulses. As the drive frequency F  is increased, there comes a point at which the current 
waveform develops a ^ /2  component - period doubling occurs. This effect is also depen­
dent upon the drive amplitude. With a further increase of F , period tripling takes place, as 
shown in figure 1.9. Note now the large voltage peak across the diode, owing to the rapid 
change in current through the circuit, when it ceases to conduct. In fact, the current has a 
component at F , with a superimposed ramp at i^/3: the fast fly-back of the latter is 
responsible for the high voltage spikes. The precise relationship between the sinusoidal 
drive and the ramp component has been discussed by Perez [14]. In brief, the diode is 
modelled by a parallel combination of current sink and capacitor; the current sink 
represents the exponential conduction term, whilst the capacitance is the parallel combina­
tion of depletion and diffusion capacitances.
This model demonstrates that the initial phase of period-doubling is succeeded by a 
period-adding route to chaos, with the periodic phases separated by bands of chaos: in the 
chaotic band between period n  and n+ 1  regions, the circuit jumps between periods n —1. 
n , and n + 1 .
Another way of presenting the information in figure 1.9 is by means of the phase 
diagram, in which time is not explicitly present. Such a diagram can be constructed by 
displaying I  versus I , and figure 1.10 shows this for the circuit in its period tripling mode. 
Such a diagram is particularly helpful when a circuit is exhibiting periodic behaviour. 
With a real-time display, it is not always clear if there is recursion, but in a phase diagram 
this is immediately apparent. Chaotic behaviour is also clearly visible and this can be seen 
in figure 1.11, which shows the chaotic region that exists between period tripling and
M/VWWW
VVvaAAAi'^ Wy
Fig. 1.9 Traces from  an R^-diode circuit, dividing by three. The top trace shows 
the voltage across the diode, w ith  vertical scale o f 50 V /div . The middle trace is the 
voltage applied to the circuit at 10 V /div. The bottom trace shows the current 
through the circuit, obtained w ith  a current probe, and the scale here is 50 m A /div. 
The time-base is set to 0.1 m s/div .
Fig. 1.10 Phase diagram corresponding to figure 1.9: I  is plotted ver tica lly  and /  is 
plotted horizontally. The vertical scale is 2 kA /s /d iv . and the horizontal scale is 20 
m A /div.
,r
Fig. L l l  Sim ilar to figure I.IO, but in a chaotic region, and w ith  enlarged scales.
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quadrupling. The scale of figure L l l  is such that the long "tail" apparent in figure 1,10 is no 
longer visible; it is off the figure at the lower right hand side. More details concerning this 
circuit are given in Chapter IV,
Whilst the SPICE/Perez model is not unduly complex, many simplifications have 
been proposed and studied [15-18]. The simplest to date is that of Tanaka et al. [19] which 
replaces the entire diode with a piecewise linear capacitor with only one breakpoint. This 
model predicts much of the behaviour of the real device. It is probable that this very sim­
ple model can be employed elsewhere with advantage.
It is likely that chaotic behaviour is exhibited by a number of circuits and has hot 
been recognised for what it is, or has only recently been identified. Amongst the latter are 
the RF-driven Josephson junction device [20-22] and the switched-mode power supply
[23].
4. Conclusion
Whilst this chapter has set out to illustrate the application of chaotic system analysis 
to electronics, it must be borne in mind that chaotic dynamics is a rapidly expanding field 
with a very wide range of application. Clearly a field of study which embraces iterative 
non-linear processes has applications in many areas, including population dynamics, 
meteorology, economics and a wide variety of mechanical processes. The study of such 
matters provides a useful insight into a range of phenomena that otherwise tend to be 
dismissed as intractable.
In the field of electronics and communications, it is possible to re-evaluate a number 
of phenomena. In particular, the area of data transmission with its problem of 
source/destination clock synchronisation, would seem likely to be infested with chaotic 
problems - see Chapter HI.
The study of non-linear systems is currently heavily dependent upon the availability 
of numerical methods to provide solutions obtainable by no other means. Clearly there is 
an urgent need for improved theoretical techniques to be introduced in order that chaotic 
systems can be studied analytically instead of by means of experimental mathematics.
-  13 -
Appendix
Equation 1 is not the only first order non-linear difference equation to display chaotic 
behaviour. Another amongst many examples to be mentioned in the literature, for instance
[4] and [6 ], is
Xn + 1  = 2Xn modi (A l)
Figures I.Ala. b show the graphs of versus for equations 1 and A l respectively.
We have so far looked upon the difference equations presented just as a means of cal­
culating given x^ . There is a more geometrical interpretation however, in which the 
equation is thought of as a mapping, by which we mean that it associates a point y , say, 
with a given point, x . say. We call y the image of x  under the mapping. Thus, in equation 
1 with <2 = 1. the point x  = 0.2  for instance, is mapped into the point y  = 0.16: 0.16 is the 
image of 0.2 under the mapping of equation 1. In fact, for any number x  on the line 
0  ^  1 there is associated by means of equation 1 a point y where y ^  ax ( l —x ), on the
line 0 4  a /4 .
Looking at figure I.Ala. the graph of y = ox (1—x ). we see that in some portions the 
modulus of the gradient of the map is greater than one. In such regions, two points ini­
tially close together are mapped into two points which are further apart: with a = 4, for 
instance, 0.1-* 0.36 and 0.2-* 0.64. The two points were initially a distance 0.1 apart, and 
their images are 0.28 apart. The points are stretched apart by the mapping. On the other 
hand, in regions where the modulus of the gradient of the map is less than one, the map­
ping moves points closer together. For example, with a = 4. 0.4-> 0.96 and 0.5-+ 1.0. The 
two points were initially 0.1 apart and their images are separated by a distance of only
0.04. Finally, note that if the map has a turning point, folding takes place: two different 
points have the same image. An example is 0.3-> 0.84 and 0.7-» 0.84. A map with this pro­
perty is said to be non-invertible, because given a value of y , we cannot find a unique 
value of X of which y is the image. Having found the image, y . of a point x , there is 
nothing to stop us finding the image of the number y , y‘ say, and repeating the process 
indefinitely. This operation is called iteration and it is illustrated graphically in figure
1.A2. A value of Xq is chosen, and the corresponding value of x% is read off the graph; to 
find the image of Xi, i.e. X2, we use the line OA (y = x ) to transfer the value of x% from 
the y -axis to the x -axis, as shown in figure I.A2.
a=3r —I +  a
a= 2
X
Jf ig. LA la  Graph o f +1= ax  ^(1—A:;, ).
1.0^
T-H+
X
Fig. I.Alb Graph of x^^i~2xn  mod 1 (equation A l).
y\
T--1
M
X
Fig, Ij V2 The Iteration process; the line OA is the line o f unit slope.
— —
Look now at figure LA3a, which illustrates stretching without folding, by means of 
the simple map ax^ with c > l .  For this map, x^ = u ’^ xq; the sequence }
increases exponentially with n unless x q = 0. In that case, {xn} = 0 for all n , and we say 
that % = 0 is a fixed point (one for which ) of the map. It is termed an unstable
fixed point, because unless = 0 exactly. wanders away from it as ri increases. Figure 
I.A3b shows an example of folding without stretching: a jc„ if < 1 /2  and
a ( l — if l/2^j:rt <1 , with 0 < a  <1. For this map. x^ = a ” xq if 1/2
and Xjt ~  a" ( l —xq) if 1 /2 < x q ^1 . For this map. any value of xq in the range [0,1] will 
lead to a sequence [x^ ) tending to the fixed point, in this case a stable or attracting fixed 
point. X = 0. In both instances considered, the behaviour is well-defined and not chaotic. 
If. however, we introduce a map with both stretching and folding, like that shown in 
figure I.Alb for instance, this is no longer true. These two apparently simple properties 
are in fact necessary (but not sufl5.cient) for a first-order map to display chaotic behaviour: 
see [5] for details.
By way of example, let us look at equation A l. which represents a map with both 
stretching and folding. We can re-write it as
Ixji O^Xft < 1 /2  / .  .
2x^ — 1 1 /2  ^ XR 4 l .   ^ ^
with O^Xq^ I .  In order to see clearly what is happening, it is desirable to work in binary 
instead of base ten. We therefore represent Xq as
* o = L “= A 2 - '»  d„ = O o r l
Bearing in mind that doubling a number in binary is equivalent to shifting the decimal 
point one place to the right, we see that the effect of the mapping of equation A2 on x„ is 
to delete the first digit (whether it is a 0  or a 1) and shift the remaining digits one place to 
the left. For instance, if Xq is O.IOIIO2, i.e. > 1/ 2 , then x% is l.OllOg—1 = 0 .0 1 1 0%, which 
is < 1 /2 , so X2 is 0.1 lOg and so on. The effect of this operation, known as the Bernoulli 
shift, is to move the decimal point one place to the right and to delete any I s occurring to 
the left of it.
Now we can see how apparently random behaviour comes about from equation A2, 
despite the fact that it contains no noise input. The behaviour of the sequence {x„ } depends 
entirely on the value assigned to xq. In the real world, xq will be known only to finite
1.0 -
. 9-
% •
. 2 -
X
Fig. lJ\.3a Stretching w ithout folding.
t.0_
•9_
r — i+
.2 _
X
Fig-1 JV3b Folding w ithou t stretching.
A■8 _
T—4 
+
X
O  0
X
Fig- I.A3c Both folding and stretching, fo r equation A2.
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precision. Even when represented on a computer with double precision, only 40 or so 
binary digits of %o will be stored, and so only the first 40 values of Xn can be calculated 
with any confidence at all. If Xo is a repeating decimal, for instance 2/3 (= O.IOIOIOI2...) 
then the sequence } is cyclic: %o= 2/3, = 1/3, ^ 2  = 2/3 and so on. If. however, Xq is
irrational, y/2= I.OIIOIOIOO2.... for example, then the sequence } never repeats. If in 
the latter instance we were to assign ‘heads' if x„ > 1 /2  and ‘tails' otherwise, the sequence 
of ‘heads' and ‘tails' produced from the sequence } would be indistinguishable from 
that produced by tossing a coin. Note that, although equation A l can display periodic and 
chaotic behaviour, it does not show period-doubling: only a certain class of non-linear 
first-order difference equations has this property.t
t  T h is  is e x p la in e d  a t  l e ^ t h  in  S c h u s te r  [4 ], C h a p te r  3  a n d  A p p e n d ix  C . In  essence , F ( a , X  )  m u s t  ( i )  
m a p  a n  I n te r v a l  X i ^ x  in to  i ts e l f ;  (iO  h a v e  a  s in g le , q u a d ra t ic  m a x im u m ; a n d  ( i l l )  h a v e  n e g a t iv e
S c h w a r tz ia n  d e r iv a t iv e  o v e r  th e  w h o le  r a n g e  X / ^  x  ^  x „  . T h e  f i r s t  o f  th e s e  c o n d itio n s  m e a n s  t h a t  F(<z , 
X  )  n e v e r  f a l l s  o u ts id e  th e  ra n g e  o f  v a lu e s  o f  X  , w h e n  X  v a r ie s  f r o m  X^ to  X „ . T h e  s ec o n d  c o n d it io n  
s a y s  t h a t ,  a t  i ts  s in g le  t u r n in g  p o in t ,  F ( a  , x ) v a r ie s  as c +dx w i t h  C  a n d  d  c o n s ta n t .  T h e  t h i r d  c o n ­
d i t io n  is m o re  te c h n ic a l ;  th e  S c h w a r tz ia n  d e r iv a t iv e  is p r o p o r t io n a l  to  [dF /dx  m u lt ip l ie d  b y  th e  
sec o n d  d e r iv a t iv e  o f  [dF /dx
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CHAPTER n
THE MONOSTABLE MULTIVIBRATOR: AN EXAMPLE OF A SIMPLE 
ITERATIVE CIRCUIT DISPLAYING CHAOTIC BEHAVIOUR
1. Introduction
The monostable multivibrator is a simple circuit, not only because it comprises a 
small number of components, but also from the point of view of describing its behaviour. 
A simple -  even naive - model of the two transistors in the circuit in figure II. 1, is 
sufficient to enable us to derive a mapping that gives a very good description of the quali­
tative behaviour. We do not need to look inside the devices themselves; the chaos that 
arises is not due to the non-linear capacitances and current sources that appear in the 
models of transistors, but it occurs instead because the circuit is effectively an analogue 
computer which iterates a non-linear mapping. The mapping in question happens to be one 
which produces periodic, chaotic and intermittent orbits, depending on the values of the 
two parameters that appear in it.
The results presented here are based on two previous papers. In the earlier paper [1], 
the behaviour of a repetitively triggered monostable was also considered. The second, [6 ], 
in which a more complicated multivibrator circuit was discussed, resulted in a simpler 
non-linear mapping -  in fact, a piecewise-linear mapping. When the device considered in 
[l] is triggered at low frequencies, the usual behaviour for such a circuit is observed: 
immediately after each trigger pulse, the output goes from LOW to HIGH for a time t , the 
ON-time. set by the component values in the circuit. After t  seconds have elapsed, the 
output returns to LOW, and the circuit is said to be in the RESET-phase. As long as the 
time, T ,  between trigger pulses is sufficiently long, such behaviour continues to be 
observed.
However, as the frequency of triggering is increased (T decreased), it is found that at 
a well-defined value of T . the output of the circuit no longer consists of single pulses of 
the same length each time; instead, alternating long and short pulses are observed, the out­
put only repeating itself at every other triggering. The qualitative behaviour of the circuit 
as the frequency of trigger pulses is varied is found to depend on the ratio of the charge to 
discharge time constants for the timing capacitor.
Vcc
-o
OUT
777777
TRIGGER
-2V
Fig. n . l  The circuit diagram o f the monostable m ultivibrator.
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The scope of [l] was limited to triggering rates such that no pulses arrived during the 
ON-time of the multivibrator. Here, we extend the theory to cover the case when pulses do 
arrive during the ON-phase. with the assumption that any such pulses do not affect the 
circuit: only those arriving during the RS-phase (output LOW) cause the device to trigger 
again. That this assumption is valid in practice is readily borne out by experiment. Ini­
tially, we have also assumed that the length of the trigger pulses is very much less than 
the time constants in the circuit. This latter assumption can be dispensed with, however, 
resulting in a modified mapping, which is derived in section 5.
In [1], a formula was derived, relating the voltage across the capacitor just before the 
arrival of the /i + l- th  trigger pulse, v„+i, to the voltage there just before the zt-th pulse 
arrives, . Such a formula is a first-order recursion relation (difference equation) and is 
the mapping that governs the behaviour of the system. In this chapter the fu ll mapping is 
derived that makes allowance for the arrival of trigger pulses during the ON-phase. and 
the theory presented here is compared with experimental results. By iterating the mapping, 
v„ can be calculated for n  up to a certain value, determined by the rounding errors of the 
computer used.
Some properties of the mapping are investigated, and agreement of experimental 
results with the theory is demonstrated, within experimental uncertainty. It is found that 
periodic, chaotic and intermittent behaviour result both in theory and in practice.
2. Derivation o f the modified mapping
We assume throughout this section that any pulses occurring during the ON-time are 
ignored: the first pulse to occur within the RS-phase switches the monostable from the 
RS-state to the ON-state. The notation, where possible, is that of [l]. The reader is referred 
to the circuit diagram in figure II.l. In what follows, we use the abbreviations
Û =  Vcc -  Vô -  : & -  Vcc -  Vi : C =  Vcc : d  =  Vcc -
Here. Vcc is the power supply voltage; v* the base-emitter cut-in voltage of the second 
transistor: and the collector saturation voltage of the first transistor.
First we need to calculate S. the length of the RS-phase and the time between the end 
of the ON period and the arrival of the next trigger pulse - see figure II.2.
We note that during the ON-phase. which lasts for a time t , E (r/T ) entire pulses 
arrive, where the function E(x) returns the integer part of x .  Hence, a time TE(t /T)+T 
elapses before a trigger pulse arrives that is not ignored, and so the time 8 is given by
8 =  TCEdt/T)  + l ) - f  (1)
O l
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In the ON-phase (transistor T i on) capacitor C is discharging through R i. so the voltage 
across it as a function of time must be of the form
v i t ' )  — A  +B e *
where A  and B are constants to be determined from the boundary conditions. Similarly, 
in the RS-phase (T i off) C is charging through R 2 and the voltage across it must be given 
by
v i t " )  = C + D e
Here t  ' is the time from the beginning of the ON-phase. and t  " the time from the start of 
the RS-phase. The constants A , B , C . and D may easily be found by considering the 
values of v when t '  ov t "  are (a) zero or (b) tend to infinity. So, in the ON-phase for 
instance, we have upon inspection of figure n.l, that
i) as t  00 , V (^ ') “» —Vcc +Vsot -  A  . and
ii) V (0 ) = = A + B .
These two equations can be solved for A  and B . In order to conform to the notation of
[l], we also add V5 to the voltages, which gives
V(^ *) = —a +ia +v„ )e~^ (2 )
valid in the ON-phase. In exactly the same way, we derive the equation
V(f ") = c —d e *' (3)
valid in the RS-phase. In these equations, (=2î jC ) and T2 i~B-^  ) are the time constants 
for the ON-phase and the RS-phase respectively. Now, at t ' ^ t  , v  =Vsat, so substituting in
(2 ) and rearranging:
u +v„ , ^ ^ =  Tiln — r—  (4)
— 21  “
From (3) at t " = S (when the first trigger pulse which is not ignored, after that at t  '= 0, 
arrives) we find that
v ( 6 ) =  = c —d  exp —' 2^ t - T 1+E (5)
Now we can use (4) to eliminate t  from (5). giving
v^+i = c-dex-p l lT2 In
a +v„ exp —T2 1+E ^ I n (6)
Defining (i =  Ti/T2 . \  =  T / t 2 . we rewrite (6 ) in the form
Vjt+i = c —d a +v„ exp—\ 1+E a+v„ (7)
This, then, is the modified mapping for the monostable. For comparison, we rearrange 
equation (3) in [1], to obtain v„ +i as a function of v„ :
v„+i = c - d a +v„
We notice that equation (7) reduces to this if
a+v„
=  0
i.e., using t  as given by (4), as long as
E (^ /D  = 0 , or 0 < ^ /T < l
This is precisely the condition cited in [1], where it was stated that the theory presented 
was valid so long as no trigger pulses arrived during the ON-time of the multivibrator.
22 -
A typical mapping for this system is shown in figure II.3. together with the line of 
unit slope which passes through the origin, the latter being important when the map is 
iterated [2].
3. Simple properties o f the mapping
In this section we derive some simple properties of the mapping that are susceptible 
of experimental verification.
3.1. The height o f the map
Looking at figure II.3, for which /3 = 21.31, we observe that the map comprises con­
tinuous regions which have negative gradient (lobes), interrupted by discontinuities, where 
v„+i jumps suddenly from zero to V p ^ .  These discontinuities arise when 
( |3 /\) ln ((a+ v „ )/0 )  =  t /T  = m , m integral, for then the value returned by E ( t / r )  
increases by one. The peak values of v„ +i(v„ ) are therefore those for which
= m + € with m integral and € «  1 (8)
Of course, t / T  \s always expressible in this form, with 0 ^ e < l ,  but the peak values of 
v„+i obtain when 0 from the positive side. When such is the case, substituting equa­
tion 8 in 7, we find that
c —d e  —X(l+E(m + €)) I.e. '^ peak — lim 6 - »  0 c —de (9)
so that
= c —d e - X (10)
ISThe peak voltage is the same for all lobes of the map at a given frequency (because there i 
no m -dependence in equation 10) and in the limit of high triggering frequency (X -+ 0), it 
tends to c —d — .
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3.2. The period-one bands
A representative iteration diagram for /3 > 1, is shown in figure II.4 and a small por­
tion of this diagram, on an expanded scale, is shown in figure II.5. We see that it consists 
of several period-one bands (where iterations of the mapping converge to a single value) 
ending in each case with a transition, generally to period-two. after which many bifurca­
tions, and multiply-periodic behaviour, occur. In this section, we calculate the number of 
period-one bands and the triggering frequencies at which the period-one attractor ceases to 
be stable.
The mapping has period-one fixed points, defined as being those at which
V„+l = V„ = Vfp (11)
The fixed points of any period can be classified as attractive, indifferent or repulsive 
according to whether the modulus of the gradient there is less than, equal to. or greater 
than one. respectively [2]. A period-one attractor will become unstable when the modulus 
of the gradient at the single attracting fixed point just exceeds unity [2], [3]. Let us 
attempt to locate where this takes place. To do so. we differentiate equation 7 with respect 
to v„ , the result being
dv,R+l
dv„
a +v„ exp—\ 1+E a+v„ (12)
This formula is valid for all v„ except where it is such that t / T  is an integer. At such 
points, the map is discontinuous, the gradient is infinite, and so any fixed points here are 
repulsive. We ignore them, because we are looking for single, attracting fixed points. To 
find such points, we equate v^+i with v„ in equation 7. and re-arrange, to obtain
c —Vfp a + v fp = exp—X 1+E finX b (13)
We can now use equation 13 to substitute for the exponential term in equation 12. to get
dv,n + 1
dv„
c — Vfpa +vfp at the fixed point. (14)
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This equation expresses the gradient at a fixed point Vfp in terms of the circuit parameters 
and Vfp : the point becomes unstable when
■1 = —jS "^fpa +v f p or Vfp =
_ cP —al+jS (15)
So, if there is a fijxed point at Vfp as given by equation 15, it is one at which the gradient is 
-1; decreasing \  slightly will result in the fixed point becoming unstable.
Supposing, as we increase the triggering frequency (decrease X), we find the first 
period-one fixed point becomes unstable at X = Xg. For what values of the integer m is 
there also a fixed point for X = Xq/tti ? We are prompted to consider this question on exa­
mining figure II.4, where we notice that period-one bands end at triggering frequencies that 
all appear to be integer multiples of a single frequency (roughly 270 Hz for the circuit 
parameters used to produce figure II.4). We use equation 11 in equation 7, at X = Xg, 
obtaining
Vfp -  c —d a +vfp —X./1 (16)
where we have used the fact that we are working in the region before the first period- 
doubling (X >Xg), so that O ^ t / T  < 1, so E(f /T ) = 0. Doing the same for X = Xq/ tti ;
'fp = c —d
a+v fp /3exp —Xgm 1+E Xg
a +vfp (17)
Equations 16 and 17 will only be simultaneously true if the arguments of the exponentials 
are the same, i.e.. provided that
— [1+E(mx) ] = 1 , with % =  i ^ l nXgm
a +v fp (18)
This equation is only satisfied for a certain range of values of x . which can be seen, on 
inspection of equation 18, to be
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< 1  ( 19 )m
for integer m and positive x . We can calculate x  from equations 15, 16 and the circuit 
parameters, and use the result to determine the maximum value of m for which equation 
19 is satisfied. The value of m thus calculated broadly defines the structure of the itera­
tion diagram, in that it is the number of "quiet" bands in which there is a period -one 
attractor. It can further be shown that there is a value of X, X^ax at and below which the 
mapping nowhere has gradient whose modulus is less than unity. This value of X is given 
by
Xmav In d (l+ )3 ) a +c (20)
This is only a rough indication of the whereabouts of the end of the periodic region; it tells 
us when the map cannot have any attracting fixed points, because dv^^i/dv^ everywhere 
has modulus greater than one. Hence all iterates of the mapping have no attracting fixed 
points, so stable periodic behaviour is ruled out and intermittency or chaos ensue for 
X <Xmax . i.e. for sufficiently high triggering frequency.
3.3. In te rm itten t behaviour
Both theory and experiment show intermittency, most notably around X = Xmax- This 
intermittency is most striking when observed experimentally: irregular bursts of chaos are 
interspersed with period-two 'laminar phases’ lasting a variable length of time. The eflFect 
on the observer is to initiate a rearch for a loose connection, although the intermittent 
behaviour is in fact quite repeatable. Figure II.6 shows the result of iterating the mapping 
numerically, when the conditions are right for intermittency, and figure II.7 is an oscillo­
scope photograph showing the actual behaviour of the circuit.
We conjecture that in the region of one of the fixed points, when X is such that inter­
mittency occurs, the gradient of the map is —(l+ e ) , with 6 « 1  and positive. Such inter­
mittency is also observed in the so-called tent map and has been discussed in [5]. We can 
see how it arises if we shift the origin by defining ; with V o «  1 we obtain,
in the region of the fixed point.
- d  + €)v„. so V„ === ( - l ) ' ^ ( l + € ) « V o  (2 l)
\  /
ooCM
CO
o
0 0 9  +  U / y o
»o
3vlil
i l  W J  
c a  g
«5è'H fcjj
;
i l
| l
s
«  g
' II
voi lW Q IPL| (M
1
. r i s i i sill
0 1 1 1
T) II <  -  X «
m m i
ji
-  26
Under these conditions, therefore, successive values lie alternately on one side of the 
fixed point. Vfp, and on the other, their distance from it increasing exponentially with n.  
For small enough €. divergence away from the region of the fixed point is slow. In any case 
this state of affairs, known as the laminar phase, continues only until reaches a discon­
tinuity of the map. whereupon successive iterations produce a seemingly chaotic sequence 
of values until the region of Vfp is once again entered, starting the next laminar phase. The 
Authors of [5] considered a tent-map with a fixed point at which the gradient is margi­
nally greater than +1, and this prompts us to examine Vr+2( v» )» since, from equation 21. 
Vn+2 — (l+ €)^v„. The second iterate of the mapping is plotted in figure II.8. and the 
region surrounding the fixed point is shown on a larger scale in figure II.9.
Since Vm+i = v„ = Vfp at fixed points, we use equation 13 to substitute for the 
exponential term in equation 7. the mapping, obtaining
^n+l—Vfp =  C — Vfp— ic— Vfp) a+v„a +vfp (22)
which is valid in the region including the fixed point and the nearest discontinuity on each 
side of it (see figure II.9). Defining
x„ = v„ —^fPa +vfp and g =
c —Vfpa +vfp
we have
^«+1= g [ l —(l+x„)^ (23)
Because there is no constant term in the Taylor expansion of x„+i(a:„), we find x^+zOc^) 
immediately from equation 23:
Xn+2 = + l X ^  — l)xj^+OCxj^) (24)
Note that q and are both functions of Vfp. so we now require an expression for 
VfpiX).  from which we can deduce how Vfp varies with triggering frequency. We will
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then use this result in equation 24 to obtain an expansion of ;c„+2(jc„ . \ ) .
We have shown (see equation 15) that there are values of X .= Xo/r, with 
r = l,2,...rniax such that (i) there is a fixed point at Vfpo = (c/3—u )/(l+ j3) and (ii) the gra­
dient of the mapping there is -1. We therefore expand Vfp (X) around Xo/r :
Vfp (Xo/r + ÔX) = Vfpo+ dvfpdX X = Xg/r 8X + 0 ( 8X2) (25)
Substituting the definition of Vfp into equation 7. and writing the argument of the 
exponential function as —r  X. we find that
Vfp = c —d a+v fp rX (26)
Throughout the following, we work only in the region around the fixed point in which the 
argument of the exponential function in equation 7 does not change, thereby ensuring that 
no discontinuities occur and that all derivatives are finite. We differentiate equation 26 
with respect to X, set X = Xo/r (so Vfp = Vfpo), and finally rearrange to obtain
dvfp
dX X = Xn/r
a +c
l+jS (27)
It is often more convenient to work in terms of triggering frequency /  , rather than X; 
noting that X = 1 / i f  rf) .  we use equations 25, 26 and 27 to give
v/,(r/o+ 8 / ) =  Y a+c1+/3 ^ + 0 ( 8 / 2 ) (28)• 2
where /  o = 1/(XqT2). This expression is used in the definition of q and the result substi­
tuted into equation 24 to give the required mapping, which is
a » +2 = 1+ g + P ) s /r p / o T 2
( p 2 - l ) 8 /
4 r P / ^ T 2 x^+Oix^) (29)
— 28 —
We can use equation 16 to calculate /  o- As expected. (l+e)^^^ with
which is small provided 6 /  is small, i.e. for /  close to r f  q. Note that the coe&cient of 
the quadratic term is also small under the same conditions.
For tent-map-type intermittency to occur, the map must consist of a portion sur­
rounding a fixed point with gradient slightly greater than +1, and it must be folded in 
order that re-injection into the laminar phase may occur. For the intermittency to be 
exactly calculable, as in [5], the map must also be piecewise linear.
The first two conditions are satisfied by the mapping of the monostable; the folding is 
brought about by the discontinuities that occur when (/3 /\)ln ((a+ v „)/6 ) is equal to an 
integer. The third condition is not, because the coefB.cient of the quadratic term in equation 
29, although small, is non-zero. Hence the behaviour of the tent map and the monostable 
mapping when conditions are right for intermittency, will be similar but not identical.
The mapping has been iterated by computer and intermittency observed for certain 
values of jS and The intermittency is most noticeable when the laminar phases are long­
est, the length of these phases depending on 6 and on how close to the fixed point the map­
ping is entered. We have an expression, equation 30, for € but not for the frequency with 
which the region shown in figure II.9 is entered. This is calculable for the tent map but not 
apparently for our non-linear version of it.
For the purposes of illustration, we substitute for the parameters appearing in equa­
tion 29, values at which intermittency is known to occur: jS = 21.31, 72= 0.2175ms, from 
which we find that /  o “  272.0Hz. Using these values, we obtain
+2 =  (1+0.065 8 /  / r  )x„ +(0.330 8 /  / r  (31)
The observation that intermittency is most noticeable in the monostable (i.e. the laminar 
phases are longer) at higher frequencies is in agreement with equation 30, which shows € 
to be inversely proportional to r .
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3.4. The Liapunov Exponent
We now calculate the Liapunov exponent ACvq, /  ) for the mapping, as a function of 
the triggering frequency. The relevance of this quantity is discussed in Chapter I. We fol­
low the method set out in [3], which gives the following expression for a general mapping 
with one parameter, a,  which we will denote /  (jc . a):
A(%o, a )  =  lim — T  In I /  '(x,-, a )
IJ.-+00 Tt i =  0
A computer program was written to evaluate this for equation 7, and figures 11.13 and 
11.14 show how A varies with triggering frequency, in the same frequency ranges as figures 
II.4 and II.5. A is negative in the periodic regions, zero at the bifurcation points and posi­
tive in chaotic regions: two initially close starting points are brought closer together, 
remain equally separated, and diverge respectively, under repeated applications of the 
mapping. The Liapunov exponent therefore provides a good summary of the qualitative 
behaviour of the monostable as the triggering frequency is varied.
4. Experim ental results
Measurements were made on the monostable for four different values of the time- 
constant ratio. jS, these being approximately 5, 10. 20 and 40. In each case, the frequency 
of triggering (1/(Xt2)) was varied from about lOOHz upwards and the bands of different 
behaviour noted, until the frequency was reached, beyond which only chaos occurred. The 
table summarises the experimentally measured parameters and compares them with the 
predictions made in the last section.
Comparison of theory with experiment. I: large-scale behaviour.
J8 Xo(theory) XoCexp.) Xmax(theory) X max(®^ P*) m (theory) m (exp.)
4.499 3.41 3.40 1.04 1.10 3 3
9.898 7.96 7.84 1.73 1.96 4 4
21.31 16.9 16.6 2.44 2.32 7 7
37.09 29.1 28.1 2.98 3.13 9 9
<- 1 0 _
- 1 2 _
“■ 1 ^  ^ ^            j______
0 .5 i.0 1.5 20 25 30 35 40 45 50 55 G0
F (kHz)
Fig. n.l3 The Liapunov exponent for the m onostable, calculated for equation 7. 
The param eters correspond exactly  w ith  those o f figure II.4.
- 1. 0_
3.5_
-5.0_
564 568 572 576 580 584 588 592 596
F (Hz)
F ig*  11.14 T h e  L i a p u n o v  e x p o n e n t  f o r  t h e  p a r a m e t e r s  o f  f i g u r e  II,5i
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The errors in the quantities in the above table are as follows:
(a) in j8, 1%, since it is the ratio of two resistances, measured on an a.c. bridge to 0.5%.
(b) in Xo (theory), about 1.5%. Equation 16 was used to calculate Xg. and the error arises 
from the error in measurement of the parameters in that equation.
(c) in Xo (exp.), roughly 1.5%. Xq is measured as 1 / i f  of 2), with /  q the frequency at 
which the first period-doubling was observed. The signal generator used was accurate to 
within 0.5%. The time constant T2 is calculated from two component values, each meas­
ured to 0.5%. Its value in the experiments was 0.218ms.
(d) in Xmax (theory), 1%. That is from the error in because the errors in a, b, c and d are 
rather small, typically 0.1%. In each case, these are of the order of pltis a small vol­
tage; Vcc was measured to within lOmV (0.1%). It must also be remembered that Xmax is 
only a rough guide to the end of the periodic regime -  see note following equation 20.
(e) in Xmax (exp.), 1%. A somewhat larger error here, because there is hysteresis when the 
final period-two band becomes intermittent.
Equation 10 was also checked experimentally, and was found to hold for all frequen­
cies up to about 50kHz, i.e. at least 15 times the frequency at which the first bifurcation 
occurs.
The model is capable of predicting more detail. We look at one particular region of 
the iteration diagram for jS = 21.31, in the range 565-595Hz, shown in figure U.5. This 
can be said to be an ‘interesting’ region, because both the iterated mapping and the mono­
stable show multiply-periodic and chaotic behaviour. The results are summarised in the 
table below.
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Comparison of theory with experiment, II: detailed behaviour.
Theory Experiment
Frequency Behaviour Frequency Behaviour
560-570HZ period 2 560-583Hz period 2
570.0-571.0 period 5 583.0-583,8 period 5
571.2-571.3 period 7 583.8-583.9 period 7
571.3-572.4 chaos 583.9-585.4 chaos
572.4-573.5 period 3 585.4-586.0 period 3
573.5-574.3 chaos 586,0-587.2 chaos
574.3-575.4 period 5 587.2-588.4 period 5
575.4-576.1 chaos 588.4- chaos
576.1-576.2 period 7 not seen chaos
576.2-581.2 chaos -595.5 chaos
581.2-582.0 period 4 595.5-595.8 period 4
582,0-584.6 chaos 595.8-599.2 chaos
584.6-584.7 period 6 599.2-599.3 period 6
The reader’s attention is directed to the measure of agreement between the simulated 
and experimental widths of the ’quiet’ bands as well as their frequency locations and 
order of appearance. The period-7 orbit predicted at 576.1Hz appears intermittently; it is 
possible that the power supply and oscillator stabilities preclude its full emergence.
5. The m apping in  the case o f long trigger pulses
We include here, for the sake of completeness, a derivation of the modified mapping 
which results when the trigger pulses are not of vanishingly small length. Throughout the 
following, va and vg are the voltages at points A and B in figure II. 1, respectively. As 
before, v vg+v*, where v is the voltage across the capacitor. We recognise three
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distinct phases in the operation of the circuit with trigger pulses of length t ,  where r < T , 
the time between trigger pulses; these are shown in figure 11.10 and are described below.
Phase 1: <t i ,  T i  ON, T 2  OFF, C discharging through Referring to figure 11.10, we
note that
(i) At t =0, and . so v (0) s  v„ = v^ at — .
(ii) As f-*oo, Vj^=Vsat and . so V (00)= Vgat —Vcc +Vô .
Now, V (  ^) must be of the form v (  ^)— A i+A 2e and (i) and (ii) above give
V (ï ) -  V sa t — Vcc +V6 + (v„ + V«. — V sat Vg )e ‘ (32)
which is valid in phase 1 .
Phase 2  (if it exists): held ON by trigger pulse, Tg ON.
(i) VA=Vsat and
(ii) VB-Vb.
Hence, v (  ^)= v^ at in phase 2.
Phase 3: tr < T(,1+ Eiti/T )); T i OFF, Tg ON, C charging through iJg-
(i) A t t  = t^, andVfl = Vô so v(^^)= .
(ii) As t “» oo, Vyi -> v«, and , so v (oo )= Vœ -
As in phase 1. v (ï ) must be of the form v (  ^)= A 3+A so (i) and (ii) give
vCt) ~  Vcc+(.Vsat--Vcc^e (33)
valid in phase 3. Note that v „+ i= v [r( l+ E (^  i / r ) ) ]  in phase 3 - see figure 11.10; we require 
an expression for v„+i(v„), so we need to find formulae for ^i(v„) and tr. On inspecting 
equation 32 and figure H. 10, we see that is such that (  ^i )=  — v (f i), which in
turn allows us to write
pq -
sat
T
Fig, 11.10 Tim ing diagram  fo r the  monostable, triggered by long pulses, f  F 3
are phases 1,2 and 3 respectively. Voltages and Vg are measured w ith  respect to 
ground.
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=  Ti In V n + V c c  - V s a t  " V f cVcc-Vft (34)
An expression for tr is derived in the appendix, the result being
 ^1T - r  F + T — T FT T + t 1 (35)
where F(a: ) returns the fractional part of - so. for instance, F(%)+E(%)=%. We can 
now calculate the mapping in the form v„+i(v^). Substituting  ^— J'(l+E(if i / r ) )  in equa­
tion 33. we have
Vn +1 =  Vcc +  (v^^f -  V cc) e x p - ^^2 T + T E
£jlT — tr
which, using equations 34 and 35 becomes
a +VR Pv„+i = c - d b exp—X 1 + E
exp - F
X 
a +v
■In a+v„ X (36)
a +v„
Notice that this mapping reduces to equation 7 as r-^O. as it should do. Figure 11.11 shows 
a typical mapping of this form, and figure 11.12 an iteration diagram corresponding to it. 
The resulting behaviour is considerably more regular than that in the case of short trigger 
pulses, because the mapping in equation 36 contains horizontal portions, which increase the 
abundance of strongly attracting fixed points.
6. Conclusion
The complete period-doubling route to chaos [2] is not anticipated for this mapping. 
The lobes have the form y = p —qx^.  with p and q constants and x  positive. Upon itera­
tion, this would normally be expected to give rise to an infinite succession of period- 
doublings, with a  and 8 as defined in [2], appropriate to the power j8. However, the lobes 
are interrupted by the discontinuities in the map, before they attain their peak value and it
o
t—I
>
0 10
Fig. n .ll Typical mapping in  the  case of long trigger pulses (see equation 36). 
Here, t  = 1 ms and triggering frequency is 500 Hz; j3 is 21-31. Note the  hoizontal por­
tions.
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is this that prevents the full Feigenbaum route from being observed.
The monostable is governed by a non-linear difference equation, rather than as is the 
case with many systems, by a non-linear differential equation. The latter must in general 
be solved numerically, and the solution examined in Poincare section to obtain the map­
ping for the system. In the present case, however, the mapping is directly derivable, mak­
ing the monostable amenable to study.
The combination of our analytic determination of the mapping with its computer 
iteration provides a surprisingly accurate method of predicting the empirically observed 
features of the system. This procedure has interest both for scientists, in its rich variety of 
behaviour, and for the engineer, who may now be able to predict accurately such features 
a priori. We suggest that the method has ramifications beyond the particular class of sys­
tem considered in this chapter: our attention has recently been directed by D.C. Hamill [4] 
to chaotic states in switched-mode power supplies for which the (one-dimensional) map­
ping has also been determined analytically.
The Authors of [6] considered a more complicated circuit with a simpler mapping - a 
piecewise-linear mapping in fact. They could prove that chaotic behaviour would be 
displayed in their circuit for certain parameter values: their mapping can be identical to 
the Bernoulli shift described in Part I. They also show that their results are valid for a 
class of non-linear mappings, which does not in fact include ours, although the results in 
both cases are very similar.
Appendix: The derivation  o f equation 35
The time tj. is defined to be the time between the last effective trigger pulse and the 
next time at which
i) Vb = , and
ii) trigger = 0,
i.e. t r ^ t i  and T  / J ' ) ^ r  (see figure 11.10). Figure II. 15a shows t,. as a function of 
and figure II. 15b shows a graph of g (f i ) =  From these figures, we deduce that
11T - r  F + T - r  FT T + t ■
which is the required formula.
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CHAPTER m
CHAOS IN ASYNCHRONOUSLY CLOCKED COMMUNICATING DIGITAL SYSTEMS
1. Introduction
In recent years, much effort has been put into the study of the phenomenon of chaos; 
some of this effort has been specifically directed towards chaos in electronic systems - see 
for instance [1] for some introductory material.
It may be thought that deterministic, logic circuits cannot give rise to irregular, 
unpredictable or chaotic processes; that this is not true is shown for example in [2] which 
analyses the chaotic behaviour of digital filters. It has been demonstrated in Chapter II 
that a simple analogue circuit Ca monostable multivibrator) can exhibit chaotic behaviour 
[3,4]. In this Chapter, we investigate an analogous digital system and we show that it is 
equivalent, in a limiting case, to one that has been proved to be chaotic [5].
A digital system was designed which relates closely to the monostable multivibrator 
circuit: in essence, an up/down counter counts up in integral steps until an interrupting 
trigger pulse is received, and then counts down while ignoring any further trigger pulses 
(cf. non-retriggerable monostable), until a low threshold value is reached whence it counts 
up again. This system is referred to here as a digital monostable.
The behaviour of both the monostable and the digital monostable are amenable to 
description in terms of a mapping, which in this context is a function relating the next 
state to the present state.
The similarities of the two systems may be seen by considering their respective state 
diagrams (figure III.l). Both systems have two modes - one (A) in which the system is 
stable, that is, spontaneous transition to the other mode is not possible, but must be insti­
gated by an external trigger pulse. The other mode (B) is unstable, in that a transition to 
mode A occurs spontaneously - after an elapsed time, in the case of the monostable circuit, 
or when a minimum threshold value is reached by the digital monostable. Further, in the 
unstable mode (B) external trigger pulses are ignored. This non-retriggerable quality of 
both systems is one of the two necessary conditions for chaos to occur [6], as it gives rise 
to folding in the mapping.
No pulse 
occured No pulse occuredPHASE A: PHASE A:
O/PLOW COUNTING
UP
Pulse
occured
Pulse
occured
h > d
t =  T h < d
PHASE B: PHASE B;
0/PHIGH COUNTINGDOWN
h > d
(a) (b)
Fig. III.l State diagrams of (a) monostable and (b) digital monostable. Note that transi­
tions may occur in (a) at any time but in (b) only synchronously at the end of each clock 
cycle.
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In order for chaotic behaviour to be observed, the mapping must also exhibit another 
property, known as stretching. That is, two states initially close together are mapped into 
two new states which are further apart. This gives rise to the extreme sensitivity to initial 
conditions associated with chaotic behaviour, leading ultimately to unpredictability. We 
find that the mapping for the digital monostable possesses these properties in a limiting 
case.
2. Theory
2.1. D efinition o f the d igital m onostable
The digital monostable comprises a counter which can count both up and down, in 
integer steps, and logic for controlling the mode. The state of the device at any given time 
is completely defined by two variables: the count value or ‘height’ h , which is a non­
negative integer, and the mode. The device can be in one of two modes: in the UP mode, h 
is incremented by u every w seconds (i.e. every clock cycle): in the DOWN mode, h  is 
decremented by d every w seconds. Switching between modes can occur only at the end of 
each clock cycle, as follows:
•  Switching from the UP mode to the DOWN mode occurs when two conditions are 
satisfied:
i) a trigger pulse has occurred during the current clock cycle, and
ii) the present value of h is greater than or equal to d .
The latter condition ensures that h  w ill never be negative.
# Switching from the DOWN mode to the UP mode occurs when h  is less than d . 
Trigger pulses occurring either in the DOWN mode, or in the UP mode when h  is less than 
d . are ignored, and in this sense the device is non-retriggerable.
2.2. D erivation o f the mapping
The mapping which describes the behaviour of the digital monostable comprises an 
expression for hn^\, the n + 1-th peak height, in terms of h^. The entire waveform pro­
duced by the digital monostable can be reconstructed from the peak heights alone. It 
becomes clear in the course of the derivation that we cannot find such an expression as a 
function of hn alone: the mapping is actually a function of two variables.
From figure III.2 we see immediately that
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Here, t is the time between the beginning of the UP mode and the arrival of the next 
effective trigger pulse; s is the lowest point reached during the cycle. The up and down 
counting steps are u and d respectively, the width of the steps in all cases being w , and 
the function E(x ) returns the integer part of x . Expressions for r  and s as functions of 
the previous peak height, , are needed: from figure III.2, we see that
T = m ^ T —ta—Cw—Sn') (2)
where T  is the time between trigger pulses: ta is the length of the preceding DOWN mode: 
ninT is the time between successive effective trigger pulses: and 8„ is the time within the 
step width w that the previous effective trigger pulse arrives. Now rrin is given by
= 1+E T
in which t^ g is the time in which trigger pulses will be ignored, during the n -th  cycle, i.e. 
while counting down, and while counting up if the count is less than d . Now
tig = w —
where k  is given by
d ’~S
Hence
TTln — 1 + E w —S ^+ fj+ ivE d ^ s (3)
It is apparent from figure III.2 that
hn
d (4)
and that
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s — h„—d E hgd (5)
Putting equations 2. 4 and 5 into equation 1, we obtain finally
n i n T — w  E Q h f i / d ^ — w  + 8 nK + i = h ^ - d  E Kd +M E w +w (6)
with rrin Oig )• from (3). given by
= 1+E w —S„ + wE hg + wEd [1— ) mod 1] (7)
We now have an expression for in terms of hg and it is not possible to eliminate 8^ : 
the desired mapping is therefore two dimensional, and we require a further recursion for­
mula for 8 a . This we obtain by inspection of figure III.2:
rUnT+S„
w mod 1 (8)
Equations 6 and 8 with 7 comprise the mapping that governs the behaviour of the digital 
monostable.
2.3. Properties o f the mapping
We now examine two essentially different cases: the discontinuous case, in which w 
is finite, and the limiting (continuous) case, w -» 0. The former case corresponds to T  and 
w being of comparable size, while the latter applies when T  is much greater than w: 
trigger pulses arrive infrequently.
— 40 -*
2.3.1. The discontinuous case (w =  1)
In this section, we set w = 1 for convenience, obtaining for equation (6 )
^n+i = +w) E b l.d +u EirrigT+S„) (9)
with obvious modifications for equations 7 and 8 . Bearing in mind that h is the count 
variable, we assume that h , u and d  are all integers in this section. We now attempt to 
discover the nature of the solutions of the mapping for the digital monostable and in par­
ticular, whether periodic behaviour can take place. The counter will be in a state in which 
it has been previously only if the pair of values Oig , ) eventually recurs, i.e. if and only
if
+/n and = 8. (10)
Furthermore, if m is the smallest integer for which this equation is true, we say there 
exists a period-m solution.
There are two cases to be considered, the first being when T  is rational (correspond­
ing to synchronous triggering) and the second, when T  is irrational (asynchronous trigger­
ing).
(i) T  rational.
Equation (8), with w = 1, can be rewritten in the form
8„ = 2 ' +8o»=o
71 —1mod 1 = (rM „+Sq) mod 1 , with Mg =  ^  /%; (11)i = 0
Note that mj ^  1, for all i . from equation 7. It follows that in equation 11 must be at 
least 1 greater than Now, if T  is rational it can be expressed as the ratio of two
finite integers: T =  p l q .  Hence the value of (TM^ )modl = ipMg /q )modl can only take on 
the finite set of values (0,l/g ,2/g ,3/g ...(g — l ) / g }. Hence, 8„ can only take on at most the 
q possible values {(80+ 7 /9 ) niod l}. 7 = 0 ,l ,2 ...g —1. For a periodic solution, however, 
both 8„ and must recur together - see equation 10. This must eventually happen, 
because there is only a finite set of possible values of and 8 „ . We can find an expression
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for Nfi , the maximum number of possible values of as follows. The maximum possible 
height is d — l+u+itE(T);  and, as a peak height cannot be less than d in view of the 
working of the counter, = uE(T )+w . This is the maximum possible number: the actual 
value of Nfi will depend on the precise values of d .u  and T .
In the light of the above, we can state that recurrence must eventually occur, because 
there are only at most possible values of and q possible values of • Hence, if T  is 
rational ( r  = p  /^  )
•  all sequences ,8„ )} are periodic
•  the maximum possible period is eqiud to qN^ = qu (E (T )+1).
(ii) T  irrational.
When T  is irrational, that is, inexpressible as the ratio of two finite integers, the resulting 
sequence of pairs (/i„ ,8„ ) will have infinite period, as we would expect from the foregoing 
section. Despite this, the sequence is not chaotic.
The properties of the following mapping are described in [7] (in our notation)
8„ = (,nT+8q) mod 1 (12)
The correspondence with our equation 11 is very close. From [7], we note that the 
sequence {8„} defined by equation 12 is not chaotic (i.e. does not depend sensitively on ini­
tial conditions), from which we deduce that the sequence {/i„} is therefore also not chaotic. 
Hence, when T  is irrational,
•  the sequence [(hn , 8„ )} is of  infinite period
•  the sequence {(hn , 8„ )} is not chaotic.
2.3.2. The continuous case (w —> 0)
We now consider the behaviour of the digital monostable as w ,u ,d  in such a 
way that u /w and d /w tend to limits U and D respectively. We assume now that w , u 
and d are continuous, rather than integer variables. In what follows, ot—UID.  To find
the limits of equations 6-8 with the above conditions on u and d , we note that for any
real numbers x  and y
lim yy-*Q mod 1 = 0 (13a)
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and
lim y Ey-*0 —  X (13b)
We see immediately from equation 8 that S„ -♦ 0 as w -» 0, so the mapping becomes one­
dimensional. Using this result and equations 13a and 13b in 6 and 7 gives, respectively.
T rtig — D (14)
and
TTln = 1+E DT (15)
Combining equations 14 and 15 and defining /U T , we obtain finally
— 1~ UH„u mod 1 = 1—((xZ^ ) mod 1 (16)
which is the equivalent to that derived for a linearised version of the astable multivibrator 
mapping referred to in [5]. We can therefore take over the conclusions obtained there, 
which in summary, were
•  for a  < i ,  period-one behaviour will always result
•  for a >  1, there are no stable periodic solutions', two initially close solutions diverge 
exponentially on average and so predictability is lost; chaos is observed.
3. Experim ent
The digital monostable was implemented using a microcomputer programmed as an 
up/down counter having selectable increment/decrement steps and having a mode 
(UP/DOWN) variable which was set according to both the counter value and the 
occurrence of trigger pulses, which were implemented as interrupt requests. The interrupt 
source was either an independent (asynchronous) generator or was derived
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(synchronously) from the microcomputer clock. This implementation can be modelled as 
two communicating processes (figure III.3).
As an alternative implementation, a simulation of the digital monostable triggered by 
an asynchronous pulse train was written in a high-level language. The simulation was 
first used to verify the operation of the microprocessor-based implementation. The simula­
tion was also used to verify the mapping, which was then used to draw conclusions 
regarding the properties of the digital monostable.
4. Results
The results are presented in the form of iteration diagrams which summarise in a 
compact way the qualitative behaviour of a system as one of its parameters is varied. The 
value of a  is varied along the horizontal axis; for each value of <x the mapping is iterated, 
or the digital monostable is run, and the set of values, {/i„}, is plotted vertically. The 
results are compared using the value TIw  since the absolute values of T  and w are not 
significant.
Figure III.4 shows the results of iterating the mapping (equations 6 to 8) for the 
quasi-continuous and asynchronous case. The conclusions given at the end of section 2.3.2 
are borne out by this diagram: for a  <  1, period-one behaviour is apparent as {/i„} consists 
of a single recurring value: at <x= 1 there is a noisy bifurcation: thereafter as a  increases, 
chaotic behaviour ensues.
The iteration diagram for an otherwise identical simulation but with 1 exactly 
(synchronous case) was virtually identical to figure III.4, except for some narrow ‘quiet' 
bands of low-period behaviour, as expected. (These bands are in fact infinitely narrow, as 
they occur when a  happens to be a ratio of particularly small numbers.)
Figure III.5 shows an iteration diagram obtained experimentally using the hardware 
with asynchronous interrupts, as outlined in figure III.3. The horizontal and vertical reso­
lution is considerably less than that of figure III.4 owing to practical considerations of 
computing and data transfer time. Attention is drawn to the similarity to figure III.4.
Figure in.6 was produced under the same conditions as figure III.5 with the exception 
that triggering was synchronous. Note the appearance of many less dense vertical bands, 
indicating the occurrence of the anticipated low-period behaviour, for the values of a  
which can be expressed as a ratio of small integers.
We append, for interest, figure III.7 which shows a qualitatively different form of 
behaviour, obtained by iterating the mapping when w has an intermediate value, i.e. much 
less than T , but not tending to zero. The behaviour is banded because the mapping has a
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form intermediate between that for w = 1 and w -» 0, as set out below.
We include here some illustrations of the mappings giving rise to these iteration 
diagrams. Figure III.8 shows a plot of the full mapping with no approximations made 
(equations 6 and 8 with 7), in the quasi-continuous limit. As expected, it is visually ident­
ical in appearance to the astable multivibrator mapping [5], although it in fact comprises 
two superimposed curves, corresponding to different 8 "s. This is the mapping that gives 
rise to figure III.4.
In figure III.9, we show the mapping responsible for the iteration diagram in figure
III.7. We immediately see how the banded structure comes about: there are portions of the 
mapping that are vertical, and therefore no iterates of the mapping will lie here: the 
remaining portions are of unit slope, which is where the iterates will accumulate. Note 
that two different values of 8 are used, giving rise to a slightly displaced pair of curves.
We append in figure HI. 10 one further mapping. This is an example of a mapping 
obtained in the discontinuous limit. It will be seen that the curves obtained depend 
strongly on 8, showing that the mapping is now truly two-dimensional.
5. Conclusions
The results demonstrate that the digital monostable, although governed by very sim­
ple rules, behaves in a complex and qualitatively varied manner, exhibiting variously 
periodic behaviour (of both finite and infinite period) and, in the continuous limit, chaos. 
As this limit is approached, the behaviour becomes unpredictable for practical purposes.
The system described above is an example of a pair of asynchronously communicat­
ing digital processes. Situations where a direct clock interconnection cannot be established, 
such as fixed-mobile communications (which are subject to Doppler shifts) may benefit 
from a consideration of the principles presented here.
It also illustrates a simple but realistic situation where a computer system must 
respond to asynchronous interrupt requests, and where there is the possibility of these 
requests being masked (ignored) in certain states of the system. Indeed, as systems become 
more complex, with many intercommunicating processes, some of which are asynchronous, 
the possibility of asynchronous requests being unintentionally ignored increases.
In computer networks, the existence of a continuum of unknown but significant pro­
pagation delays along interconnections, can give rise to race conditions and arbitration 
problems. In the continuous limit, these may cause errors which grow exponentially and 
further reduce the predictability of the system.
X10'
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26_
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Ï1+1
Fig, IIL8 The mapping in the queisi-continuous case (T/w = 1000,4435487). We have 
chosen a  =2,5. Although this diagram comprises two curves superimposed, corresponding 
to 8 = 0  and 8= 1 . only one curve is visible, showing the essentially one-dimensional nature of the mapping in this case.
X 1 0 3
h n+1
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I / /
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h .
30 35 40 45 50
X I 03
n
Fig. III.9 The mapping when T/w  = 13 exactly. This is not an example of the quasi- 
continuous case. so. as expected, the mapping is two-dimensional: that is. different values 
of S give rise to different mappings. The upper curve corresponds to 6 = 1 and the lower, to 
8=0. In both cases. <x= 2.5.
hn+1
0 5 10 15 20  2 5  30  35
n
40  4 5  5 0  5 5
X 1 0 2
Fig, III. 10 The mapping in the discontinuous case: TJyf = 1.41421356 and oc~3. The two
different values of 8 (0 and 1 again) give rise to completely different mappings. The long 
dashed line corresponds to 8= 1. the continuous line to 8= 0  and the short dashed line, to 
when the two mappings coincide.
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We have not yet attempted to pose any solution to the difficulties raised by this 
work, but we feel that there should be an awareness amongst communications system 
designers that these processes may be inherent in most complex networks.
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CHAPTER IV
ITERATIVE CIRCUITS AND CHAOS IN POWER ELECTRONICS
1. The phenom enon o f chaos
There is a profound difference between chaotic and random behaviour.
Figure IV. la  shows an oscilloscope trace obtained from a circuit displaying chaotic 
behaviour, and figure IV. lb  is a trace from a circuit exhibiting random -  in fact, noise- 
derived - behaviour. Qualitatively, the two traces look identical, but some simple analysis 
will show us that the appearance of these waveforms is deceptive.
Supposing we were to try  to prove that both traces were random. To do this, our 
feeling might be to sample some parameter of the traces, and perform some tests on the 
resulting sequence of numbers; in that way, we would reduce the problem to one of ran­
dom sequences rather than random functions. Bearing in mind that the traces appear to be 
square waves of randomly varying period, one obvious way to obtain a sequence of 
numbers from the figures would be to measure the times for which the square waves are 
HIGH or LOW. We have in fact measured the LOW times in figures IV.la and IV.lb. In 
order to test whether these numbers are random, we make the following observation: there 
are many pseudo-random number generators in existence, one of the best-known of which 
is the so-called congruence method, [1],
Xa +1 = [aXn +b ] mod T  (1)
Given the numbers a.  b.  T , the user supplies a value Xq (called the 'seed') and the for­
mula is used to calculate the pseudo-random numbers X j from Xq, X 2 from X i, and so 
on. recursively.
Equation 1 suggests that in looking for a pattern in these apparently random 
sequences, we might try  to find out if a recursion formula - perhaps something like equa­
tion 1 - relates successive LOW times. A graphical method is the easiest way to do this: we 
plot as many points (pn+i.Pn ) as are available, and see if the resulting diagram shows any 
structure, or is merely a scatter of dots. (If we were to do this for equation 1, we would 
obtain a graph like a ramp waveform, which is very far from being a random scatter.)
Fig. IV.la and b Superficially similar square waves from a switching circuit exhibiting 
chaotic behaviour (above) and random (noise-derived) behaviour (below).
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This has been carried out for both figures IV.la and IV.lb, and the results are shown 
in figures IV.2a and IV.2b. In the case referred to at the beginning as ‘chaotic’, there is 
indeed a very marked structure in figure IV.2a, whereas for the ‘random’ case, there is no 
visible structure at all.
To see how this structure comes about, we need to look at the circuit responsible for 
the waveform of figure IV. la. The circuit diagram comprises figure II. 1; it is the mono­
stable multivibrator again, and despite the fact that it is a simple circuit, it is non-linear 
and can give rise to complicated -  chaotic -  behaviour, as we have seen. The fact that it 
does should come as no surprise, because we can derive an expression (similar in form to 
equation 1) for successive LOW times, +i, as a function of the previous time, . The 
details are given in Chapter II.
2. Chaos in  power electronics
It is well-known [2] that many power electronic systems are non-linear. Some 
sources of non-linearity are
•  Non-linear resistances, arising for instance in semiconductor devices whose d.c. charac­
teristics are modelled either as ideal switches or as controlled non-linear voltage or current 
sources; for instance, BJTs, MOSFETS, thyristors and diodes.
•  Non-linear capacitances, which arise naturally in models of the semiconductor diode 
and the BJT.
•  Non-linear inductances, which occur frequently in power electronics. They are non­
linear because of the phenomenon of core saturation; any solid-core inductor is potentially 
non-linear [3,4].
•  Control circuits, for instance pulse width modulators (about which more will be said 
later in this chapter) and phase-locked loops [5.6] are yet another source of non-linearity 
of which we have to be aware.
Any of the above sources of non-linearity could, in principle, give rise to chaotic 
behaviour in a circuit containing it; the rest of this chapter describes some instances in 
which these sources of non-linearity actually do give rise to chaotic behaviour in power 
electronic systems, and in the latter part we look at one or two of these examples in more 
detail.
Fig. IV.2a and b Mappings derived from the waveforms of figures IV. la  and b respec­
tively. A clear structure is visible in (a), which is derived from the chaotic waveform, 
whereas in (b). corresponding to the random case, there is no structure.
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3. Examples o f chaos in  pow er electronic system s
3.1. The RL-diode circuit
One of the earliest discovered and most studied chaotic circuits comprises a series 
resistor-inductor-diode combination [7-13]. The resistor and inductor are both linear com­
ponents. but the diode can only be adequately modelled by a non-linear capacitance in 
parallel with a non-linear resistor, as in the SPICE model [14], illustrated in figure IV.3. 
The circuit is driven by a sinusoidal voltage source of amplitude Vo and angular frequency 
Û). Qualitatively different behaviour can be obtained from this circuit as the parameters 
Vo and û> are varied:
Cl) Period-one. When the circuit is exhibiting period-one behaviour, the current and all 
voltages have the same fundamental frequency as that of the drive voltage. The current 
and voltages will not necessarily be sinusoidal however.
(2) Period-two, three, four, etc. A period-re {n ^  2) solution is periodic, but its funda­
mental is not of the same frequency as the drive: it is instead at frequency w /n .
(3) Intermittency. It is also possible to observe solutions that jump apparently at random 
between periodic and chaotic behaviour: such a solution is termed intermittent.
(4) Chaos. For certain values of Vq and (a solutions are chaotic, that is. non-repetitive and 
noise-like waveforms are observed in the RL-diode circuit.
The rich variety of behaviour of this circuit is compactly summarised in the 
(experimentally-obtained) bifurcation diagram in figure IV.4. This shows the current in 
the circuit, sampled once per cycle of the drive, as the drive amplitude is increased. 
Period-one, two, three and four are clearly visible in this diagram, as well as chaos.
From a theoretical standpoint, this circuit is now reasonably well understood. The 
SPICE model treats the diode as two non-linear capacitances (the diffusion and the deple­
tion capacitances) and a non-linear resistor in parallel, with a resistor in series. In the 
series RL-diode circuit, the series resistance is of course included in the linear resistance R , 
which gives us the following pair of equations for the charge stored, g , as a function of 
the applied voltage, v :
For V ^  FcVj ,
q = T , / , ( c ^ - l ) + m —  1
1—m
—  1 (2a)
diffusion
capacitance
depletion
capacitance
non-linear
resistance
1 -(o cc — t ' d i f f  “ 'depdv
Fig. IV.3 The SPICE diode model, A linear resistor in series is also usually included, but 
when the diode is used in the RL-diode circuit, this is already included in R . The values 
for the parameters appearing in the figure are given in the text.
Fig. IV.4 An experimental bifurcation diagram for the RL-diode circuit. This figure
clearly illustrates subharmonics and bands of chaos. The vertical axis shows the current, 
sampled once per cycle of the drive voltage; the scale is 20mA/div. The horizontal axis 
shows the drive voltage amplitude, which is swept from 1 to 20V pk-pk.
5 0 -
and for v > FcVji
m —  1 (2b)
Cj 0
c i-i^cy
Using this model for the diode results in the following very messy non-linear second order 
differential equation for the circuit:
For V FcVji
V L r j , k  + Cio +V kl ,  e*^(iJT ,+£)+ RCJO
+ y2 T j . k ^ L  + m lC JOV j C l - v / V j ) m  +1
and for v > F^Vj:
(3a)
V L Ttlsk  e ^  + ' J O(1-FL)^+^ X’—Fr.—mFe, +
mv
V,
+v RCik l ,  e ^ ( S T , + Z ) + 7 - ^
+v^ r J . k ^ L  e ^ +
X—Fr-'—mFe, + mvV,
+v+ÆZg(e*^—1) = V q sin ûit
(3b)
It will be noticed that all the coe&cients appearing in this equation are continuous across
the boundary v V) as continuity demands.
Typical values for the SPICE parameters appearing in these equations are: Vj = 0.6V, 
Fc ** 0.5, Tt == 10/ts, Is -  10~ '^*A, m = 0.5, Cjq -  InF, and k=e/n ,KT ~ 20V“ ,^ where n
= 2 for silicon. The circuit parameters are jR = 5 0  and L — 5.7mH,
This equation can easily be solved numerically, using for instance NAG routines, for 
v (f) . from which the total stored charge. g ( f )  and the current i(jt) can be calculated. We 
calculate qCt') from equations 2a and 2b, and t (f ) is found from the following:
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For V ^  FcVji
Cjov—  LJtfCTfJsV e ' Yl"
and for v > FcVji
i = ^  + y----- (4a)Cl—v/Vj
i = / , (  e ^  —l)+A:Tt/,v e ^ + - —( i - F ; r + i l - F , - m F e  + ^ (4b)
Some results obtained by solving equations 3 and using equations 4, and the corresponding 
experimental results, are given in figures IV.5a-f, There is a very good measure of agree­
ment between them.
Despite the complexity of equation 3, the model of the diode has been successfully 
simplified [12,13] to a piecewise linear capacitor with only one breakpoint -  see figure
IV.6a. This drastically simplified model, when employed in the RL-diode circuit, still 
displays the period-adding route to chaos. Qualitatively, why this gross simplification 
comes about from even the rather complicated SPICE model is illustrated in figure IV.6b, 
where we have plotted ç (v ) as calculated from equations 2a and 2b.
The most significant result of this simplification is that the differential equation, 3, 
can be effectively replaced by a second-order recursion relation, which displays all the 
behaviour of the real system. The derivation of this recursion relation is set out in [12]; it 
is of interest to quote the result here:
Xn +1— yn ~ aipc^ if >  0-a z x ^  if < 0
The parameters Ui, &2 and b are related to the circuit values. This is one of the first con­
tinuous circuit for which a discrete mapping that captures all the dynamics, has been 
derived. More will be said about deriving mappings from differential equations in chapter 
VI.
3.2. The series resonant converter
A typical series resonant converter circuit is shown in figure IV.7a, and a 
simplification is shown in figure IV.7b. We shall hereafter refer to the former as the bridge 
circuit and the latter as the RLC-diode circuit. Both can display periodic, quasi-periodic.
.85 1.90 1.95
time (ms)
Fig. IV.5a and b Period-one solution to equations 3a and b. obtained numerically (below) 
and experimentally (above). In the numerical solution, the drive frequency was 13kHz, its 
amplitude was 4V pk-pk (middle curve): the diode voltage (upper curve) ranges from 0.6 
to -22V. and the current (lower trace) ranges from 7 to -4mA. In the experiment, the fre­
quency was again 13kHz, the drive voltage was 8V pk-pk. The timebase was set at 
20/Lts/div. the voltage scale was lOV/div and the current scale was lOmA/div.
vwwvwwwv
time (ms)
Fig. IV.5c and d Period-three behaviour exhibited by the RL-diode circuit. For the numer­
ical solution (below) a drive of 30V pk-pk at 13kHz was used. The diode voltage then 
ranged from 0.6 to -140V and the current, from 80 to -20mA. In the experiment (above) 
the drive frequency was 13kHz and its amplitude was 20V pk-pk. The voltage scale was 
50V/div. the current 20mA/div and the timebase was set to lOO/is/div.
Fig. IV.5e Chaotic behaviour in the RL-diode circuit! the experimental waveform. The 
drive frequency was 13kHz and its amplitude was 5V pk-pk. The diode voltage scale was 
20V/div and the current scale was 20mA/div. The timebase was 500/xs/div. The chaotic 
band between period-1 and 2 is being examined.
time (ms)
Fig. rV.5f Chaotic behaviour in the RL-diode circuit: the numerical solution. A drive vol­
tage amplitude of 66V pk-pk was used at a frequency of 13kHz. The diode voltage then 
ranged from 0.6 to -280V and the current from 160 to -30mA, The chaotic band between 
period-3 and 4 is being examined.
1/Q
Fig, IV.6a Drastically simplified diode voltage-charge characteristic, which nonetheless 
reproduces all the qualitative behaviour of the real RL-diode circuit.
- 2 -
-3 .
-5_
- 6 _
-7 .
- 9_
q (nC)
Fig. IV.6b The full SPICE diode voltage-charge characteristic. Note that it is not very 
different from the approximation illustrated in figure IV.6a. The SPICE parameters used to 
obtain this graph were identical to those used in figures 5a,c and e, and are given in the 
text.
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intermittent and, exceptionally, chaotic behaviour. The quasi-periodic behaviour is the 
most prominent, and shows up as strong amplitude modulation of the bridge input voltage 
in the case of the bridge circuit, and the diode voltage in the case of the RLC-diode circuit, 
at a frequency unrelated to (and generally much less than) that of the drive.
Typical experimental waveforms for both circuits are given in figures IV.8a and b. 
We make the following observations, which are true for both circuits;
•  The amplitude modulation effect only occurs when slow diodes are used. The ones used 
to produce figures IV.8 have charge storage time of the order of 6 fis. We therefore con- 
clude that the behaviour of the circuit cannot be accounted for by diodes whose charac­
teristic is purely that of a non-linear resistor; some non-linear capacitance must also be 
included. This conclusion comes about from examination of equations 2a and 2b.
•  The amplitude modulation is at a frequency of the order of RC 2 . for the bridge circuit, 
and of the order of RC for the RLC-diode circuit. A more precise experimental result is 
presented in figure IV.9, which shows a graph of the amplitude modulation period versus 
0  for the RLC-diode circuit.
As regards simulation, the standard SPICE model is sufS.cient to account for the quasi- 
periodic behaviour of the bridge circuit, but not that of the RLC-diode circuit. In the 
latter case, an additional linear resistor has to be included in parallel with the diode. 
Adding a lOMH resistance in parallel with the diode in the experiment left the dynamics 
unchanged, whereas the addition of a IMA resistor affected the behaviour quite noticeably. 
This indicates that the resistance required lies between 1 and lOMA.
A simplified description of the behaviour of this circuit is still lacking. A number of 
simplifications to the standard SPICE model of the diode were tried, all of which led to the 
complete disappearance of the amplitude modulation. The simplifications tried were;
(1) Removal of the voltage controlled current source (non-linear resistor) and the 
diffusion capacitance altogether by setting to 0.
(2) Replacement of the voltage controlled current source by a linear resistor.
(3) Removal of the depletion capacitance, by setting Cj 0 to 0.
(4) Removal of the diffusion capacitance, by setting to 0.
These observations show that the phenomenon is unlikely to be explained in terms of 
a simplified diode model, in contrast to the behaviour of the simple series RL-diode circuit. 
It is at present possible to offer no quantitative theoretical explanation for this low fre­
quency amplitude modulation effect.
A4
ï
<D
I
a
(d
Fig. IV.7b A simplification of the series resonant converter circuit, which displays the 
same phenomenon of low-frequency amplitude modulation.
IFig. IV.8a An experimentally-obtained waveform for the series resonant converter, show­
ing a quasi-periodic amplitude modulation at around 1/36 of the drive frequency. The top 
trace shows the voltage across the bridge and the bottom trace shows the drive voltage. 
The vertical scale is 3V/div and the horizontal scale is 200/jts/div.
Fig. IV.8b A typical diode voltage waveform in the RLC-diode circuit, showing quasi- 
periodic behaviour. The circuit is being driven at 65kHz with a voltage of 30V pk-pk. The 
timebase is set at lOms/div and the series capacitance is 0.15//F.
22_
^  20_
18_
16_
12_
10_
Fig. IV.9 An experimentally-obtained graph of the amplitude modulation period, r
versus the linear capacitance C in the RLC-diode circuit. Note the linearity of this rela­
tionship.
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3.3. The non-linear inductor and ferroresonance
A non-linear element frequently encountered in power electronics is the inductor 
whose core is driven into saturation. The inductance therefore varies with current, gen­
erally speaking being large for small currents and dropping to the air-cored equivalent at 
currents high enough to cause saturation.
Some preliminary modelling of this situation is presented in [4]. where the inductor is 
assumed to have inductance Lq for 1 i I < io and inductance L i  otherwise. Since in any 
real situation, L q > L i ,  L i i )  looks like a top-hat function. Note that the model used in [4] 
does not include hysteresis, which results in an inductance which not only depends on i , 
but also on whether it is increasing or decreasing with time, and on the recent history of 
the core.
A simple RLC circuit has been built in which the inductor was designed to saturate. 
It comprised 100 turns of 0.7mm wire around a toroidal ferrite core (inner diameter 
1.5cm, outer diameter 3cm). The resistance in the circuit was 2.2 Cl, and the capaci­
tance was 470nF. Either the frequency or the amplitude of the drive can be varied to 
obtain different behaviour of the circuit. A current probe was used to monitor the current. 
q . in the circuit; the voltage across the capacitor is proportional to q . the charge, and these 
two variables can be used to plot phase-plane diagrams using an oscilloscope in X-Y mode.
A typical non-chaotic (in fact, period six) solution is displayed, in the form g(f ) and 
t (t ) in figure IV. 10a. and in the phase-plane in figure IV.lOb. The solution is periodic, but 
only repeats once every six cycles of the drive.
By using a pulse generator and the Z modulation input of the oscilloscope, a sampled 
version of a chaotic waveform can be produced. The pulse generator is triggered from the 
square wave source driving the circuit, and the pulses it produces are very short compared 
to the period of the square wave; this arrangement serves to brighten the trace for a short 
time, once per cycle of the drive. Note the analogy here with the sampled waveforms dis­
cussed in the introduction. Some long time exposure photographs were taken, one of which 
is reproduced in figure IV .ll. This figure shows the accumulation of around 3 X 10^ dots, 
each representing a pair of values (g . t ). at the same phase of the drive; by this means we 
produce a Poincare section of the solution. This figure shows an experimentally-produced 
strange attractor.
The theory surrounding this circuit is still in its infancy, and in particular, a 
mathematical description of a hysteretic inductor is missing.
: P ' Ü Ü
Fig. IV. 10a Waveforms obtained from the saturating inductor circuit. The upper trace 
shows q i t )  and the lower trace, ). when the circuit is exhibiting period-six behaviour. 
The drive comprised a square wave (centre) at a frequency of 1.6kHz, with an amplitude 
of 8V pk-pk. The voltage scale is 50V/div and the current scale is 500mA/div.
Fig. IV.lOb The same solution as illustrated in figure IV. 10a, but in the phase plane. The 
current is plotted on the vertical axis and the voltage is plotted horizontally.
Fig. IV .ll Experimentally-obtained Poincare section of a chaotic solution to the saturat­
ing inductor circuit.
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3.4. The first-order buck converter
The circuit diagram for the first-order buck converter is given in figure IV. 12. The 
pulse width modulator operates in the following fashion: a ramp generator produces a 
linear ramp waveform of period T . ascending from a voltage Vx to a voltage Vu'.
VVomp ^  + Vu~ V l (t mod T  ). (6)
This is fed into the non-inverting input of a comparator. The voltage v (  ^) across the load, 
R , is applied to the inverting input of the comparator, the output voltage of which is used 
to operate the switch S - 5  is closed if the output of the comparator is HIGH. In order to 
avoid the phenomenon known as multiple pulsing, whereby the switch oscillates between 
ON and OFF states many times in an attempt to make the output follow the ramp, either
(i) a latch is used to prevent S  operating more than once in a cycle, or (ii) the circuit com­
ponents and parameters are set to such values that it will never take place. The condition 
for no multiple pulsing is derived below. We assume that the switch has zero ON, and 
infinite OFF resistance, and that the diode is ideal. The differential equation describing the 
circuit is
f f +  v =  V ,  (7)
the general solution of which is
v (< )=  ^ 0 ®"“ +V o (8)
where V^ = Vj when S is closed. V^> = 0 otherwise; Vo is an arbitrary constant, specify­
ing a particular solution to equation 7; and k — R I L .
We now examine a specific type of solution, which is illustrated in figure IV.13. This 
solution comprises two parts: in the first. S is open, and v (  ^) decays exponentially until 
( = . at which point v (^„ ) = Vramp ) and S  closes. Thereafter, v (t ) increases until the
end of the ramp cycle. That this is the only possible solution which does not entail multi­
ple pulsing, apart from the trivial ones in which S  remains closed or open all the time, can 
be seen by imagining that the solution for t > has gradient steeper than that of the 
ramp. In this case, v would instantaneously become greater than v^ amp» whereupon S
Ramp generator
OA
High. -  closed 
Low -  open
Fig. IV.12 Circuit diagram of the first-order buck converter described in the text..
Vt
Fig. IV.13 Period-one solution for the first-order buck converter, analysed in the text. 
The ramp waveform and the voltage across the load resistance are plotted on the same 
axes.
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would open; v would then immediately fall below Vramp. causing S to close; a rapid oscil­
lation would therefore take place.
It is possible to derive limits on V /, which we shall take as the bifurcation parameter, 
that guarantee that the solution in figure IV.13 is always obtained. It is common sense 
that Vjr ^  v q ^ V u .  There is one further condition, which ensures that the gradient of 
v (f ) is never greater than the ramp gradient. The maximum value of v will be found 
immediately after S closes. The gradient here is k  (V/ — v„ e the maximum value that 
this can have obtains when v„ — 0 ; hence
max(0 , Vi ) <  Vj ^  ~ ^ (9)
where the lower limit is necessary if solutions are not to tend to Vj as t  increases, with S 
remaining constantly closed.
If these conditions are observed, then for 0 ^  f , 
and for 4  ( 4  T,
+ Vj
There is only one boundary condition to apply, namely that the current through L  is con­
tinuous. from which we immediately deduce that v is continuous, when S  changes state. 
Applying this boundary condition = we find that
Un =  v^e -  V j ( 1 0 )
from which is deduced the mapping that governs the first-order buck converter:
V»+1 =  v„e->^ + V , (11)
where is such that
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v„ e =  V i + Vrr -  Vr (12)
This equation is transcendental. The Lagrange expansion [15] can be applied to find a 
power series solution, although the radius of convergence is limited. We present the results 
in the Appendix as an example of the use of this expansion to circumvent the problems 
presented by transcendental equations. It is, however, possible to obtain the desired results 
without explicitly solving this equation.
Using 12 in 11, with G , the gradient of the ramp, equal to (V^ —V j) / r ,  and 
differentiating with respect to v„ . we obtain
dv, 1 - V/Vi + 1 -
Gv„
(Vi + Gtn ) dv„ (13)
Differentiating 12 and substituting for the exponential terms, gives
dtj, Vi +Gt^
àvn v„[G+ *  (Vi+G^„)1 (14)
which, when substituted into equation 13, gives
dv,n + i  _
dv. 1 -
kVr
G +A: (V i + G i „ ) (15)
We now find the maximum and minimum possible values of T). Common sense tells us 
that 0 ^  < r .  and equation 9 gives the bounds on Vj. We do not know how at the
fixed point depends on Vj (although figure IV. 14 shows a numerical result in one particu­
lar instance) but, fortunately, we do not need to know: in taking the worst possible case, 
we find that 117 I <  1 always. The largest possible value of 77 would obtain when Vj is at 
its minimum and is at its maximum. This gives the upper bound on 77 : conversely, the 
lower bound obtains when Vj is a maximum and is a minimum. Using these results.
,~ k T . kVL
G +  kVL V
G +A:(Vf/-Vjr)
G + kV[/ (16)
p.
? Ip  .2>
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and so, provided is non-negative,
0 <  T) < 1 (17)
for all ranges of the parameters: hence, the period-1 solution described is always stable. A 
typical iteration diagram confirming the absence of chaotic behaviour is shown in figure 
IV. 14. In real circuits of this type, reduction of the amplitude of the ripple results in the 
further condition that kT «  1.
3.5. The second-order buck converter
Figure IV. 15 shows a practical circuit diagram for a buck converter controlled by a 
pulse width modulator. This circuit can display different behaviour as one of the parame­
ters - for instance, the input voltage. V/ -  is varied.
A simpler version of this circuit [16] was studied previously, and could be described 
adequately by a one-dimensional mapping. This more sophisticated version, since it is a 
second order circuit, is described by a two-dimensional mapping. It is not easy to derive 
this mapping directly, but experimental studies confirm that the circuit can readily display 
periodic and chaotic behaviour. Figure IV. 16 shows a phase-plane diagram, in which the 
load current is plotted against the capacitor voltage. The left half of the figure shows a 
period-four solution (the output repeats every four cycles of the ramp waveform): the 
right-hand half shows a chaotic solution. Note that, although this solution never repeats, 
it is always confined to the annular region shown, and that it re-traces some paths more 
often than others. The latter property results in the banded nature visible in the photo­
graph.
Using the same method of sampling and sweeping as was used to produce figure IV.4 
for instance, we have obtained a bifurcation diagram experimentally for the buck con­
verter, presented in figure IV. 17. This summarises, in a very compact way. the qualitative 
behaviour of the circuit as Vj is varied.
This circuit has many practical applications while at the same time having interesting 
dynamics: it forms the subject for Chapter V-
45 to 40V 16mH,0'5A,3OBDX54
II
II
DT 2+ 2- VR 1-
I
Fig. IV. 15 Practical circuit diagram for the second-order buck converter.
mFig. IV.16 Phase-plane diagrams for the second-order buck converter. The left-hand half 
shows a period-4 subharmonic and the right-hand half, a chaotic trajectory. The voltage 
across the capacitor is plotted vertically and the current through the inductor is plotted 
horizontally.
Fig. IV. 17 Experimental bifurcation diagram for the second-order buck converter, show­
ing clearly how much more complicated its behaviour can be than that of the first-order 
version of the same circuit. Plotted vertically is the capacitor voltage and along the hor­
izontal axis. V/ is swept from 12 to 40V.
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Appendix
In this appendix, a brief description is given of the use of the Lagrange expansion for roots 
of transcendental equations. This can be used in connection with the mapping that 
describes the first-order buck converter, in which the transcendental equation 12. rear­
ranged.
=
V, g -  TVi
Vu - V l (A l)
is to be solved for the crossing time, . In one form. Lagrange’s expansion [15] states that
oo yn >11» — 1 (A2)
is the root of the equation
(A3)
that has the value z  = a when  ^= 0. The derivative in A2 is evaluated at w = a . Equa­
tion A l is seen to be of the form A2. so applying Lagrange’s expansion we obtain
— — V, k  ml
m —1
l V u - V z , -exp
kTVr
Vu ~ (A4)
The radius of convergence of this series is easy to determine. Noting, by Stirling’s approxi­
mation [1,16] that
n \ — V27m/i” c ”
we approximate m ! in A4 and find that the terms in the the sum, , are such that
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where
kty„
X  = Vr exp
kTVj
Vr
This converges (by analogy with the Riemann zeta function [l]) for
\ex\  < 1
Bearing in mind that kT  < < 1, as was stated earlier in this chapter, in a practical situa­
tion, X  would indeed be small. There is no reason why the Lagrange expansion could not 
therefore be used when iterating the mapping for the first-order buck converter. In prac­
tice, however, this approach turns out to be no quicker, or more 'analytical', than the trad­
itional approach of using the Newton-Raphson algorithm.
Transcendental equations often arise in the mapping that describes an iterative cir­
cuit. Their presence may not necessarily hinder the derivation of analytical results if 
Lagrange’s expansion can be applied to their solution.
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CHAPTER V
ANALYSIS OF CHAOTIC AND PERIODIC BEHAVIOUR IN THE BUCK CONVERTER
1. Introduction
It has been shown in [l] and Chapter IV that a number of non-linear systems fami­
liar to the power electronics specialist can display 'strange behaviour', comprising spurious 
oscillations, subharmonic generation and chaos [1-3], the latter being the most distinctive 
phenomenon.
In this chapter, we consider the behaviour of the buck converter [1,4,5] whose circuit 
is given in figure V.la. Our aim in this work is to derive a simple description of the 
behaviour of this circuit as the input voltage V/ is varied, to model this behaviour numeri­
cally and to compare simulation with experiment. We find, both in theory and in practice, 
that the steady state behaviour of the circuit can be simply periodic or chaotic as Vj 
varies.
2. ‘Exact* num erical analysis
Numerical analysis, when it involves at least one irrational number, can never be 
exact if it is to be implemented on a finite word-length computer. We use the term "exact" 
somewhat loosely, therefore. We use it to mean that no additional approximations are 
made, other than the inevitable (though small) errors entailed in solving a transcendental 
equation numerically. By contrast, in section 3, we make a much more drastic 
simplification, which we refer to as the parabolic approximation.
2.1. Prelim inaries
We assume throughout the remainder of this chapter that the components in the cir­
cuit are ideal, with the exception of the diode, D , which behaves as a voltage source Vj  
when the current through it is in the forward direction; otherwise it behaves as an infinite 
resistance. The amplifiers have gain independent of frequency and the switch S  has zero 
ON- and infinite OFF-resistance and can switch instantaneously.
In operation, a constant voltage VVe/ is subtracted from the voltage v across the load 
resistance R and the result is multiplied by a factor A  : the resulting voltage 
Vc = A (v — VVe/)• is compared with an independently generated ramp voltage, Vj-amp •
Ramp Generator
OA
OA
High -  closed 
Low - open
re/
Fig. V .la A typical buck converter circuit. Operational amplifier OAi has finite gain A  
whereas OA 2 is assumed to have infinite gain.
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which rises linearly from a voltage , usually set equal to 0, to a voltage Vy, in a time r  : 
it then returns to 0 instantaneously. The ramp voltage can therefore be expressed as
where F(% ) returns the fractional part of x . The output of the comparator is used to 
determine the state of a switch S , in such a way that
S is open when A  (v ~  V c^/ ) ^  '^ ramp
and
S is closed when A (v — VVc/ ) < Vramp •
That is, S changes state when A  (v — Vref ) = '^ ramp • In what follows, we refer to this as 
the switching condition.
For the purposes of analysis, we work with the circuit diagram in figure V.lb, which 
is exactly equivalent to that of figure V .la, provided that the current i in the inductor is 
never negative.! The two-level voltage source applies to the circuit a voltage Vj when 
Vc ^Vramp and a voltage V/ when Vc < Vrany • There is therefore an implicit feedback loop 
around the circuit, which is shown as a dotted line in figure V.lb.
2,2. The circu it equations
Upon inspection, we can write down immediately the differential equations governing 
the circuit of figure V.lb:
L  + V — Vj ( l)
and
c f + | - = i  (2)
t  I n  t h a t  in s ta n c e  th e  d io d e  D  w o u ld  cease  to  c o n d u c t ,  a n d  th e  m o d e l  s h o w n  in  f ig u re  V . l b  w o u ld  th e n  
b e co m e  in v a l id .  T o  e n s u r e  t h a t  th is  d o es  n o t  h a p p e n ,  w h e n  w e  c a lc u la te  i ( t )  f o r  th is  c i rc u i t ,  w e  m o n i to r  i t  
c o n t in u o u s ly  to  e n s u r e  t h a t  t h e  a n a ly s is  is v a l id .  B ea r  in  m in d  a lso  t h a t  a n y  r e a l  b u c k  c o n v e r te r  w o u ld  
a t  le a s t  e n s u r e  t h a t  th e  lo a d  c u r r e n t  w a s  a lw a y s  u n id ir e c t io n a l ,  so  th e  fo reg o in g  d o e s  n o t  im p o s e  to o  
s t r i c t  a  l im i t a t i o n  o n  th e  w o rk in g  o f  th e  c irc u i t .
Feedback loop
Fig. V .lb  The essential elements of figure V.la; all the feedback circuitry is replaced by a 
voltage source whose output is one of two levels, depending upon Vramp &nd v . The fact 
that V can influence is represented by the dotted feedback loop.
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Eliminating i between equations 1 and 2, we obtain
which has the solution
V (£ ) = (.A 1 s i n + A 2 cosû)ï ) + (4)
while Vd is constant. We have used k  =  l/2iîC  and 6) =  klAR^C — A i  and A 2  
are the two arbitrary constants that define a particular solution. Here we assume that 
AR}C IL  > 1. leading to damped oscillatory solutions. This is always the case in practical 
buck converters, where L  and C are selected according to ripple considerations. We deduce 
from equations 2 and 4 that
t (? ) = wCe (A icos <k)t — A  2Sin w f ) +  ——  ^ v (t ) + kCv^ (5)
where t ) is the current in the inductor L .
2.3. Boundary conditions
Every time the switching condition is fulfilled, switch S changes state; the time at 
which this occurs, which we shall refer to as  ^, is such that
A  (v ( D -  Vref ) -  r^amp ) (6)
where v (  ^) is given by equation 4. It is immediately seen that equation 6 is transcenden­
tal. so we can find no general analytic expression for t  ; herein lies the chief obstacle to 
simple analysis of the buck converter. Assuming that we know t (we can always calculate 
it numerically) then when changes from Vj to Vj or vice versa, we need to apply the 
boundary conditions
(i) t (^  ) is continuous
and
-  65
(ii) V ) is continuous
when S opens or closes. Hence, given a solution, as defined by a pair of constants A i.  A  2 . 
we can calculate the new solution, defined by a new pair A i,  A 2 . using the boundary con­
ditions (i) and (ii). This new solution is valid until S next changes state - i.e. until the 
switching condition is again fulfilled.
The transformations relating the A  *s to the A  "s are:
A 1 = A i ±  AV [sin <ùt + (Je /w )cosw f]
A 2  — A 2 ± AV [cosù)t — (k/(o') s in (ot ]
(7a)
(7b)
where AV" =  Vj — V j. The sign applies when S closes and the applies when it opens.
2.4. Num erical calculation
We are now equipped to compute v (z ) and i ( t )  waveforms for the buck converter 
numerically. We start with a pair of initial values Vo.io* from which we can calculate the 
appropriate pair of constants A 1. A 2, assuming f = 0 and is Vj. using equations 4 and 
5. Thereafter, v (^) is given by equation 4, with = Vj, until the switching condition 
(vc = Vramp ) is Satisfied. The time t at which this happens, is the solution of the transcen­
dental equation
e * M A is in û )t+ A 2 C0sû>f I + v<f — VV^ / — VuV iLT (8)
which is just equation 6 written out in full. The right hand side of the equation expresses 
the ramp voltage. This equation has to be solved numerically, and both the bisection 
method and the Newton-Raphson [6] algorithm have been found to work satisfactorily, 
provided due care is taken.
To find solutions to equation 8 we adopt the following strategy: each ramp cycle is 
split into a number Ns of small sub-intervals of length h = r/Ng.  Typically, Ng lies 
between 100 and 1000. Starting a very short time, A/1000 say, after a switching time ti. 
we calculate the value of Vc — Vramp • at times t i + h . ti+ 2h , t{ +3h etc. until a change of 
sign is detected. We then know to within the interval of length h the time at which the 
next zero crossing occurs. The Newton-Raphson method is then used to find a more exact 
value for ti. This method will cope with the phenomenon of multiple pulsing at a
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frequency less than 1/A. Multiple pulsing is said to occur when more than one switching 
event occurs per ramp cycle; under our assumptions concerning S and the amplifiers, there 
is no upper limit to the multiple pulsing frequency, though in practice the finite gain- 
bandwidth product of the amplifiers would place bounds on it.
This strategy works in all cases except when a switch state change occurs at the ramp 
discontinuity: see point 3 in figure V.2. We refer to this event as a forced switch state 
change. That it may happen is one reason for exercising caution in the numerical solution 
of equation 8. since Newton-Raphson and the bisection method would undoubtedly fail to 
cope with the discontinuity. To get round the difficulty, we limit the variable t so that it 
is 0 at the beginning of a ramp cycle and t  at the end. It is then reset to 0 at the beginning 
of the next ramp cycle. The value of t  is monitored all the time as equation 8 is being 
solved; if it ever becomes greater than T. then the solution is abandoned. There are then 
two cases to be considered:
Case 1 (see point 3 in figure V.2), which is a forced switch state change. For a forced state 
change to occur, 0<V c(r)^V c;, because then at f = r ,  suddenly ceases to be less than 
r^amp • Note that a forced state change can only be from CLOSED to OPEN, not from OPEN 
to CLOSED, because decreases suddenly at t = t .  As set out in the foregoing, t is
reset to 0 at a ramp discontinuity, so and A 2 need to be adjusted to take this into 
account, and also the fact that changes from Vp to V j . We easily deduce from the fact 
that V and i must be continuous across the ramp discontinuity, that
A 1 = e"'^‘^ (AiCOSiMT — A 2 sin£üT) + k  AV/(o (9a)
and
A 2 — e  *’'(A isince)T+A 2 c o s c o t )  + AV" (9b)
where the A ’s are the constants valid after the ramp discontinuity, until the next switch 
state change.
Case 2 (see point 5 in figure V.2), in which no switch state change occurs. For this to 
obtain, either Vc(t) >  V^ or Vc(t) < 0. At the ramp discontinuity, t is reset from r  to 0, 
but naturally, v and i must be continuous, from which we deduce
A 1 = e “*’’(A 1 cos COT —A 2 sin cor) (10a)
Fig. V.2 The working of the buck converter is illustrated in these graphs of and Vramp 
versus time. A periodic mode is shown, wherein and hence the load voltage, v repeats 
one every three ramp cycles.
begin Buck—simulation 
set t = start_Jime 
call Trans—solve ( t )  
if  soL = TRUE then  
if  switch = then
calculate A 1, A 2 using equations 7a&b, with '
set switch = CLOSED 
else _  _
calculate A 1, A 2 using equations 7a&b, with '+ ' 
set^TvtfcA = OPEN 
elseif sol = FALSE then 
if  Vc(r) < 0 then
calculate A A 2 using equations 9a&b 
set switch — OPEN 
else _  __
calculate A 1. A 2 using equations lOa&b 
end Buck—simulation
begin T ra n ^  solve 
set t = t  A- 0.001 A , sol ~ TRUE 
i f  Vc (  ^) >  0 then  
repeat 
set r = + A
u n til Vc (  ^) < 0 or 2: >  r  + A 
else 
repeat
set t = t + h 
u n til Vc (ï ) >  0 or 2: >  r  + A 
if  ^  ^  T then  
set sol =■ FALSE 
re tu rn  sol 
else
set t l —t —h . tu — t
set t_start — [tl Vg itu )—tu Vg (tl )]/[vc (tu )—Vg (tl )] 
call Newton-Raphson (t_start ) 
re tu rn  t . sol 
end Trans—solve
begin Newton-Raphson
set iteration ~  0, t_old ~  t_start 
repeat
set t_new  = t_pld — Vg (t_dld )!derivative_yc, (t_pid ) 
set iteration = iteration + 1 
u n til iteration >  max_it or modulus [vg (t_jiew )] <  toi 
i f  iteration > max_Jt then  
re tu rn  solution not possible 
else
if  t_pld T th en  _
set sol TRUE, t — t_old
re tu rn  t , sol 
else
set sol = FALSE 
re tu rn  t . sol 
end Newton-Raphson
Fig. V.3 A pseudo-code description of the buck converter algorithm.
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and
A 2=  e ^’■(A isinûJT + A2Cos(üt) (10b)
The algorithm to calculate the next switching point after a time s t a r t _ t i T m , and the 
appropriate A 's. is given in figure V.3. It will be seen to fall into three sections, the first of 
which takes an initial switch state and initial value of A i. A 2. It then calls a procedure to 
solve equation 8 approximately, by locating to within h the time at which
Vz =  Vc — Vramp — 0. A  bcttcr estimate of t  is made by using linear interpolation, to calcu­
late a value t _ j t a r t . A further procedure is called, using t _ j t a r t  as the starting point for
Newton-Raphson. This is iterated a number of times, until the error is less than a specified 
value to i. For the figures reproduced in this chapter, the maximum number of iterations 
allowed was 20: toi was 10“ ®^.
In summary, we refer again to figure V.2. where a portion of the Vg(f ) and Vramp 
waveforms is shown. At point 1, 5 is open, so = Y j and Vg (f ) follows the small por­
tion of the curve shown until t  - t y .  A t  this point, point 2 in the figure, Vg = Vramp, so S 
closes and consequently v^ — Vp. The boundary conditions are applied at this point, 
allowing the calculation of the new constants A i. A 2 by using equation 7. Knowing these 
constants, v(j:) can be calculated until the next switching point - numbered 3 in figure 
V.2. Here, a forced switch state change takes place: v^ = Vj until point 4, when S  closes 
again.
2.5. Results from  the num erical calculation
Some results from the numerical calculation are presented in the form of graphs of 
Vg and Vramp versus time, and v versus i phase-plane diagrams. The former is useful for 
determining after how many ramp cycles the v waveform repeats (i.e. the periodicity of 
the waveform) and the latter are useful for detecting periodicity in the solutions when a 
bifurcation has just occurred. Note that all circuit parameters remain constant for the 
figures V.4, with the exception of Vp which is varied to produce qualitatively different 
behaviour.
Figures V.4a and b show a period-2 waveform, where Vg repeats every two ramp 
cycles, whereas figures V.4c and d illustrate a period-4 solution, obtained by increasing Vp 
by a small amount, A further small increase in Vp leads to a period-8 solution, illustrated 
in figures V.4e and f , and another increase leads to a chaos - see figures V.4g and h. There 
is therefore some evidence for the existence of a period-doubling route to chaos, as was
- 2 _
- 3 _
- 5 _
- G .
-9__
0 1.5 25205 1 0 30 3.5 4 0
t (ms)
Fig. V-4a A period-2 v<, waveform, and Vramp • versus time. As in all figures V.4, 
L — 16mH, C = 47/tF and R — lOfl, giving k  ~  1063.8s~^ and w = 4 4 5 .0 3 s"A lso , 
A  = 30, = 12V and r  = 1ms. In this figure, V/ was 13.5 V.
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Fig. V.4b The solution of figure V.4a displayed in the v ' . t* phase plane.
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Fig. V.4c A period-4 solution, obtained by increasing V/ to 13.65 V.
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Fig. V.4d The period-4 solution of figure V.4c shown in the phase plane.
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Fig. V.4e A period-8 solution, obtained with Vj ~  13.75V.
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Fig. V.4f The period-8 solution of figure V.4e in the phase plane. Note that figures 
V.4a-e indicate the probable existence of a period-doubling route to chaos.
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Fig. V.4g A chaotic solution, with V/ = 14V.
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Fig. V.4h The chaotic solution of figure V.4g in the phase plane.
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also suggested by the experiments relating to the buck converter reported in chapter IV.
3. The parabolic approxim ation
The foregoing sections explain how to approximate the behaviour of the buck con­
verter numerically. No analytical results can be obtained however, because of the tran­
scendental equation (8) that has to be solved. In order to overcome this problem, we make 
the assumption that ) can be approximated in the form
Vc(i ) =  /3^  + y (11)
where the variable t  goes from Ot o f ,  the time at which the next crossing occurs; it is then 
reset to 0, and the new values of ce, j3 and y  are calculated from the boundary conditions. 
We choose to use a parabolic approximation, because this is the lowest order that could 
possibly represent the function (f ) between switching; this function will have to have 
one turning point, so a linear approximation will not suffice. The advantage to choosing a 
parabolic approximation is that equation 8 now becomes quadratic, and therefore is soluble 
analytically.
There are three arbitrary parameters, a , j8 and y , appearing in equation 11, whereas 
the function approximated, (f ), has only two, viz. A  i and A  2- Hence, any one of the 
parameters in ll.xan  be represented in terms of the other two. We choose to express a  in 
terms of jS and y , since the latter two parameters have a direct physical significance: y  is 
the value of at switching and jS is related to the current at switching.
To find ot in terms of jS and y . we Taylor expand v^it ) up to the term; oi is then 
the coefficient of (3 is the coefficient of t and y  is the constant term. We then express 
A I  and A 2 in terms of jS and y .  and finally, substitute for A i  and 2! 2 in the expression 
for Oi. The result is
1
«  = “ 2 +A (y ref “ Vrf )] + 2tj3 (12)
where is Vj when S  is closed and Vj when it is open.
In order to find the time evolution of v (  ^) it is now necessary to
(a) solve the second-order version of equation 8 to find the time t  at which the next 
switching occurs, and
(b) use the value of t so obtained and the boundary conditions on v and i previously
6 9 -
discussed, to calculate the new parameters, j8 and y . from the old parameters, /3 and y .
3.1. The solution.
The carrying-out of part (a) needs further explanation as there are eight distinct 
cases to be considered. These are enumerated in figures V.5a and b, and are labelled J.1-4 
and 1.1-4. Cases labelled J refer to S open, whereas those labelled I refer to S  closed. The 
further delineation of these cases should become apparent upon inspection of figures V.5. 
We now look in detail at the cases. In what follows, we often need to refer to the solution 
of a quadratic equation and so to simplify the notation, we define functions sol+ and sol- 
in the following manner:
s o U ( « . t . c ) =  (13)
We have also used gr ~ Vjy/T for the gradient of the ramp.
Case J .l: The last state change was unforced and
Vc ( t  —  y / g r  )  ^  V y
In this case, the next zero-crossing takes place in the same ramp cycle as the last crossing. 
Hence
t  = sol_(a, |8—gr.O)
Here, sol_ is chosen because sol+ is the zero of Vc at t = 0.
Case J.2: The last state change was unforced and
Vc (r -  y/gr  ) >  Vu
The next crossing in this case takes place i ramp cycles later, where i ^ 1 .  We have 
t = sol_(<x, j3—gr
and
i = E + —sol_(a, j8, y —Vf/) Vu T
Case J.3: Forced state change has just taken place and v<. (t ) ^  .
t  = sol_((x,^—g r,y )
J.4
J.2
J.l
t
Fig. V,5a The possible different cases when the switch S is open and hence ~ V j .
1.4LI
1.2
1.3
Fig. V.5b The possible different cases that can arise when S is closed and so ^ d ~ ^ i
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Case J.4: Forced state change has just taken place and Vc (r ) >  Vy. The next zero-crossing 
takes place i  ramp cycles later. We find
t  — sol_(o!. j8—gr • + y )
where
i = E —sol_(ce, |8. -y—Vj/ )
In all T’ cases, the previous state change must have been unforced. The four sub-cases are 
as follows.
Case LI:
Vc (T — y/gr ) '^ V u  
The next zero-crossing takes place in the same cycle, and is unforced.
r =  80l+((%, ,0)
Case 1.2:
0 <  Vc (r  — y/gr ) < VV 
A forced state change takes place.
r =  T - y / g r
Case 1.3:
Vc (T — y/gr  ) < 0 
The next zero-crossing occurs i ramp cycles later, and is unforced. 
t = sol+( oi,p — gr, iVy)
with
i  = E +  — s o l + ( a , / 3 , y )Vrr T
Case 1.4:
Vc (T — y/gr  ) <  0
and
0  <  V c ( ( t  + 1 ) t  — y / g r  ') < V u
- 7 1 -
with
i =  E + —sol+Co'.jS.'y) Vif T
The next state change is a forced one, and occurs at a time 
F  =  ( t  + 1 ) t  — y / g r
3.2. A pplication o f the boundary conditions
Having determined which of the above cases applies, we calculate the zero-crossing 
time t by using the appropriate equation. It then remains to apply the boundary condi­
tions on V and i to calculate the new values of <x,(3,y. Equation 2 in this chapter immedi­
ately tells us that if v and i are continuous, then v must also be continuous: hence Vg and 
Vc must be continuous, since Vg is just A  (v ’-'Vraf )• The boundary condition on Vg gives us
y  = < x F ^ +^ t + y (14)
and the condition on Vg gives us
jS = 2at  + jS (15)
We use equation 11 to find a  in terms of jS and y,
3.3. Comparison o f ‘exact' w ith  ‘parabolic'
Returning to equation 3, we see this has a general solution
v ( f )  = + Vd
where and ^ 2  are the roots of the indicial equation and are thus given by
k  1,2 - - 12RC 1 ± yJ\ -AR^C/L (16)
As stated, these roots are complex conjugates, and their modulus is 1/VZC . We can
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therefore deduce that the error entailed by truncating a power series representation of 
v ( t )  (equation 4) after the term in is of order Hence, the larger we can
make L  and C , the better will be the parabolic approximation.
This can be seen from the iteration diagrams which comprise figures V.6a-e. Figures 
V.6a and b form a pair: V.6a was calculated by the ‘exact’ algorithm, and V.6b was calcu­
lated with the parabolic approximation. The computer time required for the latter is of the 
order of one tenth of that required for the former. The main feature - a single bifurcation 
followed by chaos -  is displayed in both iteration diagrams. What is different is the tran­
sient behaviour of the two algorithms. Only 150 pre-iterations (undisplayed) were 
allowed for figure V.6a, whereas 500 were allowed in V.6b. Figures V.6c and d form 
another direct comparison between the two algorithms. In both these figures, there were 
150 pre-iterations and the transient is seen not to die away in the parabolic approximation. 
Again, the main features are preserved in the parabolic approximation. Figure V.6d is 
designed to give some impression of the number of missed ramp cycles, which occur in 
cases J .4 ,1.3 and 1.4. Horizontal lines are drawn across the iteration diagram at heights of 
one. two and three units, representing one. two and three missed cycles respectively. It is 
seen that one ramp cycle is often skipped, two rather more rarely and three, hardly ever, 
for this set of parameters.
3.4. Peak voltages
We can easily deduce for Vg(f ) represented by a parabola (equation 11) what the 
peak values are, by simple differentiation and substitution. The result is
q2
Vc (peak ) (VpcoA: ^ r e f  )  T  ~ 4cF
so that
+ (17)
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4. A n alytical results
The main objective in mind when deriving the parabolic approximation was not, 
however, to deduce the contents of the foregoing sections: it was instead to attempt to dis­
cover some analytical, as opposed to numerical results. This endeavour has been at least 
partially successful, as reported below.
Any algebraic results that can be deduced concerning the behaviour of the buck con­
verter as described by the parabolic approximation, will be based upon a mapping. The 
obvious mapping to choose is that which relates (|8„+i,‘y„+i) to (j8„ .yn). where the sub­
script n  refers to a period between switch state changes in which = V/ and the sub­
script n, +1 refers to the next period in which = V j. It will be seen therefore that the 
calculation of the desired mapping requires two applications of the boundary conditions, 
because there are two switchings between successive periods. The algebra involved is con­
sequently very messy and can only be e&ciently handled by an algebraic manipulation 
program. In this case, MACSYMA was used and found to be effective for the problem 
involved (differentiation of solutions to quadratic equations, and calculation of eigenvalues 
2X2 matrices whose entries are algebraic expressions).
A general solution to the problem of describing the behaviour of the buck converter, 
even in the parabolic approximation, is not possible. This is because, owing to the large 
number of possible periodic and aperiodic modes of behaviour, there is no generic mapping 
function; another way to see this is to look again at the cases given in section 3.1. The 
overall mapping function would need to be able to distinguish all these cases apart, and to 
do so it would need to contain a sequence of nested if's. These can be built up using, for 
instance, the function E(x:) that returns the integer part of its argument, and possibly 
other non-analytic functions, but the resulting ‘complete mapping" would be pointlessly 
complex and virtually impossible to analyse. Instead, it seems better to proceed by exa­
mining in detail certain special cases that may be more amenable to calculation.
Details are given here of one particular calculation, in which the jacobian of the 
transformation (|8„ ,y„ (j3„+i.y„+i) is found for a particularly simple type of periodic
solution. The jacobian can be calculated exactly and the result is simple enough to include 
here. Unfortunately, the periodic solution analysed has never been observed numerically 
to be stable, although it frequently appears intermittently. In such cases, the eigenvalues 
of the jacobian are marginally greater than, and marginally less than one. as predicted by 
the theory, providing confirmation of a sort.
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4.1. A nalysis o f a sim ple periodic mode
The periodic mode to be analysed is shown in figure V.7. It is seen to comprise case 
J.2 in region A-B and case 1.3 in region B-C. Therefore
In region A-B
t = sol_(a„,/3„—g^.tViy) (18)
where
oin -  (19)
from equation 12, with
X — —(û)^ + A:^)/2 and = A(Vref  — Vj ) (20)
Now, at boundary B. Vg, and its first derivative, must be continuous. Hence,
^„ = 2 a„^ + /3 „  (21)
Equation 18 tells us that
o in t^ + (^ R - gr )( + iV u = 0 (22)
which gives a simplified expression for 2a„ t  ; using this in equation 21 gives
2iV u-  2gr -  /3„------ -— (23)
Now.
ÿn -  <Xni^+Pni+ya (24)
which can be simplified considerably using equation 22 again, giving
ÿn -  ërt -  %  + (25)
In region B-C 
Here we have
|8„+ i=  2cF„r+is„ (26)
with
BA C
Fig. V.7 An unforced 1.1-periodic solution, analysed in detail in the text.
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— + A j )  — k fi
and
(27)
t  = sol+(or„ . ( i n -  gr> JVu ) (28)
As in region A-B. equation 28 gives, an identity involving and t . which permits 
simplification of equation 26. The result is
-  2 JVrr
P n + l  = 2gr — P n  =— (29)
which, using equation 23 becomes
/3„+i = (in +2VV (30)
Similarly, an expression for is obtained:
Tb+i == Vn + g r ( ^ + ^ ) ~  V i/(t+ y) (31)
Equations 30 and 31, with 18 and 28, comprise the mapping function for the periodic 
mode in question. The complexity of the mapping is somewhat hidden by the use of the 
variables t and t , both of which depend upon and y „ .
It is now necessary to look at the possibility of the existence of fixed points of this 
mapping. We assume they exist, and then try  to ascertain whether consistency can be 
achieved and if they are stable. At such a fixed point,
^ n + i ~  ^  and y„ = y (32)
Substituting the first part of this equation into 30 gives
i t  -  j  t  (33)
and using the second part in equation 31. with 33, gives
t  = i r  and t -  j r  (34)
The fact that t  and t  are both whole multiples of r  indicates that jS must be equal to -'jS
(because of the symmetry of the parabola) and ÿ  must be equal to y (because switching
takes place at the same phase of the ramp). It now remains to find j3 and y .
To this end, note that equation 21 gives
/3 = —jS = 2a T + j3 (35)
and equation 26 gives
= 2ait -  jS (36)
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Substituting t  and t  from 34 gives
jS =  —a i r  and ^  = ôîJ t (37)
and using oi and ot from 19 and 27 respectively, results in a pair of linear equations in |8
and y . Solving these gives
0 ■ < »
and
4.2. C onsistency conditions
Throughout the preceding section, it has been assumed that the simple periodic solu­
tion described can exist. There are in reality many conditions that have to be satisfied in 
order for such a solution to exist, and in this section we derive these conditions. The alge­
bra becomes rather untidy in the case of general i and j  ; many different sub-cases need to 
be treated separately. For this reason, we narrow down the field by setting i — j  after 
equation 49. Four sub-cases then appear and can be treated separately with reasonable 
simplicity.
In the first place, there are some inequalities that have to be satisfied by a physical 
circuit (having real and positive component values), which we state here:
V u . T . A . k  .Vref . i .  j  .ÔL> 0 (40a)
X < 0 (40b)
a  < 0 (40c)
where 40b comes from equation 20 and 40c arises from the fact that the solution is an
inverted parabola when = V / . Common sense also dictates that
Vi  > Vref (41a)
Vu|8 > - ^  (41b)
0 ^  ■ <  1 (41c)Vu
The condition that the solutions to the circuit are oscillatory rather than damped, leads to 
-2X  > (42)
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Equations 40-42 are borne in mind throughout the rest of this section.
In region A-B, both the fact that i = —jS/ar (from L.H.S. of equation 37) and
i = E — I" —sol_((X, |8, y —V(/) 
V u  7 (43)
(which comes directly from case J.2) have to be mutually consistent. Similarly, in region 
B-C, both the R.H.S. of equation 37 and
j  =  E Vr; + —sol+(a,--/3 ,y)
must together be consistent. Now, 43 implies that
i ^  + —sol_(o!,|8,y—Vi/) < i + 1YU t
and using equation 37 to substitute for a,  we easily obtain
(44)
(45)
4(Vi/ — y )
tjSr -  1 < 1 (46)
Applying an exactly similar treatment to equation 44 gives
2 1 _ y/3r -  1 < 1 (47)
These inequalities must also be real, which together with 40a and 41c implies that
0 < < 1i (3t
and that
(48)
(49)
Equations 46-49. with the definitions of (3 and y given by 38 and 39, form the main 
results of this section. Consistent ranges of the parameters will now be deduced from 
these equations: to simplify things, i = J in what follows: this results in what will be 
called an unforced i , i -periodic solution, or simple periodic solution. We also assume 
Vj = 0. These assumptions together lead to a simplified form of equation 38, which 
becomes
iS = i k r A V j2 (Sk T — 1) 
and equation 39, which is now
(50)
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?  = Y [V > -2 V „ ; .]  (51)
The fact that |3 is positive and X is negative implies, through 50. that
i k r - X  < 0  (52)
Substituting the definition of y  given by equation 51, into inequality 41c, gives
2 V„f ^ V ,  < + 2 V,,f (53)
Now, the definition of /3 (equation 50) together with the fact that j8 > Vulr,  implies that
which, upon equating the lower bounds on Vj in equations 53 and 54, gives
v „  >
This, incidentally, will always be positive (equations 40b and 52), as required. The max­
imum value of y is Vy ; in the extreme case that y = , 48 and 49 are both satisfied if
4 Vy — i ^ T (56)
This is rather stricter than necessary, but it does at least guarantee that the required con­
ditions are met. Note that 56 is only in agreement with 41b provided that
i < 4 (57)
The definition of jS together with equation 56 gives
i k r  — 1 i^AVj
Xt2 SVu
which in turn, with 55, gives
(58)
iVj
8Vref = -V -  (59)
Equation 59 is consistent with 41a only if £ < 8 ,  which is true, in the light of equation 57.
It is now only necessary to glean what information we can from equations 46 and 47.
Equation 59 in 46 and 47 gives
0 < y ( x  -  1) < 1 (60)
and
0 <  1) <  1 (61)
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where we have used — y l V u ‘ Manipulating these inequalities as set out in for instance 
[6], we obtain
1£2 - i - i + i l l  2 16
2
from equation 60, and
0 <  <  1 for £ = 1,2
(62)
(63a)
and
0 ^  — < ~r for £ = 3 (63b)Vt/ 4
Other values of £ are ruled out by equation 57. We now evaluate the L.H.S. of equation 62 
for £ = 1 to 3. and find the intersection of the ranges of equations 62 and 63. This gives us 
limits on y ,  which, with equations 51 and 59. sets the limits on Vj:
(64a)£ =  1 : 3A 3A
(64b)
„ 3(7-V 33)V j, .= 3 : ---------------------^ Vj  < 614;
This concludes the derivation of the consistency conditions.
(64 c)
4.3. Em ploym ent o f the consistency conditions
There are many ways that the results of the preceding section could be employed. We 
choose one such way which has proved in practice to be workable. The calculation proceeds 
through the following stages.
(1) Assume that X. k  (which depend solely on the circuit parameters L , C , and R'}. A . 
Vu and £ are given. Limits are then set on V j.
(2) Choose Vj  in the range given by equations 64a-c.
(3) Use equation 58 to find T for the chosen V j. Rearranging 58 gives 
XAVji k r  = sol_ gVuk 2 ’ 1.1 (65)
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which is always less than one, thereby obeying equation 52.
(4) Calculate 14c/ from 59, and (i from 56.
The parameters calculated according to this scheme are then guaranteed to be con­
sistent with an unforced i , £-periodic solution.
4.4. S tab ility  of the  simple periodic solution
Having found parameters that allow a simple periodic solution, it is now necessary to 
examine the stability of such a solution. For this, it is necessary calculate the jacobian of 
the transformation given by equations 30 and 31. and then to find its eigenvalues. The 
jacobian in this context is just
J  =
dPn+1
BPn, dVn 
dyn+1 ÔVn+1
dyn
Jl l  J21
y 21 y 22 (66)
Using equations 30 and 31, which comprise the mapping, we find that
y 11 — 1 + 2Viu i
216y 12 —
y 21 =
U 1 dt
y
dt
Ye.T
i àyn  y
a^B a/^B
y 22 = 1 + ' U _âL . + _ôL_ a^B ay  B
(67a)
(67b)
(67c)
(67d)
where the derivatives are evaluated at the fixed point t = i r  and £ = j r .  Equations 18 
and 28 with 23 express t and t  in terms of |8„ . y n , and from their form, it can be seen 
that differentiation is going to be a messy operation. It is in just such instances that alge­
braic manipulation by computer comes into its own. MACSYMA was used to perform the 
indicated differentiations and simplify the resulting expressions for the elements of J. 
After much trial and error, the simplest form for these elements was found to obtain 
when the further substitutions
AA = Aj — A j  and q = i k t — 1 (68)
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were made. Computer algebra is not yet at a sufficiently advanced stage to suggest combi­
nations of variables that lead to significantly simpler forms for expressions, so this part 
has to be done by hand: there is inevitably a compromise between introducing too many 
symbols, so that the complexity of the expression is merely hidden, and not introducing 
any, in which case the expression is too large to comprehend. The expressions for the ele­
ments of J are
_  4q^VuK2i^kqr^—AikqT + 1')—
-------------------
8 i \q T V u C i^ \q T ^ V u - 2 ik q T V u + 2 q V u + A A i \T ^ )
------------------------- C2qV,y-CAAiXr^y^---------------------
.  _  4iq^TVu( i i^kqr^Vu-2 ikqTVu-h2qVu-AAi \r^)  _  .
------------------------ i 2 g V u y - ( A A i \ r ^ y
_  + 4£^ Xr^  + 1) — (AA£\r^)® , ^
-------------------------- GîV„)^-(AAar^)^----------------------
In order to examine the stability of an unforced t ,  £-periodic solution, we need to 
find the eigenvalues of J. First note that for a 2X2 matrix, the eigenvalues are given by
= T r(J )±  v/Tr^(J)-4D et(J)
where Tr(J) and Det(J) are the trace and determinant of J  respectively. If a given 
unforced £, £ -periodic solution is to be stable, then both these eigenvalues have to have 
modulus less than unity. Conversely, for such a solution not to be stable, at least one 
eigenvalue has to have modulus greater than unity. Bearing in mind that Tr(J) is equal to 
the sum of the eigenvalues, or the sum of their real parts if they are complex (because 
they occur in conjugate pairs for a 2X2 matrix), in order to show that a given periodic 
solution is not stable, it is only necessary to show that
Tr(J) > 2 (71)
from which it immediately follows that the real part of at least one of the eigenvalues is 
greater than unity. The converse is not true, however, as the sum of the eigenvalues can be 
less than unity, while the modulus of at least one can be greater than unity (e.g. 7)i = 1.7, 
T)z= —0.8). It is possible to use the results obtained so far in this chapter to find under 
what conditions the inequality 71 is satisfied, and hence where the unforced £, £-periodic 
solution will not be stable.
It will be appreciated that Tr(J) contains r ,  which in turn is the solution of (the qua­
dratic) equation 58. Solving 58 gives
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where the minus sign must be chosen in order to ensure that T is positive; bear in mind 
that \  is negative. MACSYMA has again been employed, this time to substitute the above 
expression for T into y n  + y22» the trace of (J), and to simplify and factorise the resulting 
expression. Various powers of r  are encountered, which when expanded and simplified give 
rise to an expression for Tr(J) of the form
Tr(J) -  2 = _________ (4 V t/-A V ,) ( j; rx e z p i-e x p ^ )_________
3 2 k ^ V u K X 4 -R r) -8 A k ^ \V iV u {2  4 -B T)4
where ET  is the square root appearing in equation 72: expi and exp2 are functions of A , ^ , 
\  etc. which are too long to include here. However, on seeing the factorised expressions, it 
is easy to establish that the numerator has the same sign as AVu — A V j . It can further be 
seen, bearing in mind the inequalities 41, 42 and the fact that RT > 1, apparent from 72, 
that the denominator is always positive. Hence we conclude that
Tr(J) is greater (less) than 2 accordingly as AVy — AVj is positive (negative).
Hence, the sign of AVu — AVj partially determines the stability of the unforced i , i -  
periodic solutions: if it is positive, the solutions cannot be stable: if it is negative, the solu­
tions may be stable.
Using equations 64a-c, which give the range of Vj for the three allowed values of i , 
it is now possible to find out the sign of 4Vy —AVj, or equivalently, the sign of 
A — AVjIVu  (since A , Vj and Vy are all positive.) Hence for £ = 1
T  <  4 ^  < f .  so 4 -  > 0 (74a)6 Vu i  V[f
for £ = 2
2(3  — V5) ^   ^ < 4 ,  so 4 ---- ^  0 (74b)vu vu
but for £ = 3
3 ( 7 - V3 3 ) <  4 ^  < 6. so 0,2337 > A -  4 ^  >  - 2  (74c)Vu Vu
In the case £ = 3 the solution may be stable, but in the other two cases it is not.
A further investigation, in which £ was set equal to 3 and a large number of pseudo­
random but consistent parameters were generated (using equation 1, Chapter IV, with
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a = 2 ^ + 1 , 6 = 1  and T  = 2^^), revealed not one single instance of both eigenvalues hav­
ing modulus less than unity, however. We therefore have to conclude that the unforced i , 
i -periodic solution is unlikely ever to be stable - in some ways, rather a negative result.
4,5. Conclusion and further w ork
The results of section 2.5 imply that a period-doubling route to chaos is to be 
expected, and it would have been satisfying to have been able to prove this analytically. 
Had the unforced i , i -periodic solution been stable, it would then have been possible to 
find, analytically, by what sort of bifurcation it became unstable.
In examining large numbers of solutions calculated from the parabolic approximation, 
it has become apparent that a much more commonly observed periodic solution has forced 
state changes when S opens. A preliminary investigation of this type of solution indicated 
that an analytical approach would be much harder, because t , the crossing time, would be 
a (which?) solution of a cubic equation, and that the equivalent identity to equation 28 
would not be available, resulting in much less simplification of the mapping being possible.
Further work on the problem of describing the behaviour of the buck converter could 
use the parabolic approximation to generate 'seed' values to be used in the first or second 
iterations of the Newton-Raphson formula; it might even be possible to use this procedure 
to obtain analytical results.
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CHAPTER VI
ITERATION AND DIFFERENTIAL EQUATIONS
In this chapter, the question is briefly addressed, of whether a continuous circuit - 
that is, one that can at all times be described by a differential equation rather than a 
difference equation - can be classed as an iterative circuit in the sense used throughout this 
thesis. As an example, we discuss in some detail a procedure for for calculating the Poin­
care map for non-autonomous differential equations. Although the final stage of the 
method is implemented numerically, it is in principle possible to use the results to obtain 
an analytical approximation to the map. At the very least, the method described allows 
rapid iteration of the map in comparison with standard differential equation solving rou­
tines.
For non-autonomous, periodically-driven systems, the Poincare map relates the state 
at time to, g), to that at a time r  later, x(^o+‘r). Here, t  is the period of the drive: the 
state is defined below for the particular type of differential equation discussed in this 
chapter. Taking a Poincare section of a solution to a non-autonomous differential equation 
amounts to sampling the state vector x, instantaneously, once per cycle of the drive: the 
Poincare map then relates the present state to the previous one.
We narrow down our investigation to differential equations of the form
X + + g ( x )  =  a sin(ot  (1)
The state of the system described by such an equation is most conveniently defined as the 
2-vector x(f ) =  [x ), x )]. The Poincare , map P is then a vector function of a vector 
argument, defined by
x(i: + t ) = P[x(^ )]
with T= 2ttI<o, This is not the only pair of vairiables that could be used to define the state 
of the system.
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It is well-known that various differential equations of the form (1) can possess 
chaotic solutions for certain parameter ranges and some analytic functions g (x  ). Examples 
include g ( x ) =  ax+j8x^, Duffing’s equation, and g ( x ) =  a s i n x ,  the forced pendulum 
equation, mentioned in Chapter I. We start by assuming that a power series expansion of 
x(^ ), satisfying (1), about a point on the real ( -axis, , has a finite radius of convergence. 
We can write
X (  ^) = —ti y  (2)
a = 0
It is clear that a recursion formula for , ««-i. . Ug) can be derived by substitut­
ing (2) into (1), differentiating term by term as necessary, and equating powers of 
Carrying out this procedure gives
- 1da+2 — (jl + l)(/t +2) 
where the coefficients given by
(— a sin6 ) Cû^lnl n  even 
(— a cos ûj” /n !  n  odd (3)
== ( f - t i Y  C4)
a =0 a = 0
and the function E(y ) returns the integer part of y .
Equation (4) is a non-linear difference equation which allows us in principle to find 
ÜJI for all n .  given a g and Ui. which are equivalent to the initial conditions x (^ J  and 
X  (ti ). Non-linearity enters equation (3) only via the coefficients , which are non-linear 
functions of , a „ _ i , ..., Ug, if g (x ) is a non-linear function of x [l].
The series in (2) will converge for (complex) times satisfying \ t —ti \ < \ tp~~ti |, 
where tp is the time at which the nearest pole, in the complex time plane, to ti occurs. 
Some numerical results exist for poles in solutions to Duffing’s equation [2,3], solved for 
complex times, which indicate that the poles occur far enough away from the real axis for 
the series in equation 2 to converge over a useful range.
In what follows, we confine ourselves to Duffing’s equation in the simplest possible
form
On^-2 C v _ i
ReCO
Fig. VI. 1 The process of analytical continuation, as applied to the calculation of the Poin­
care map generated by a differential equation. The period of the drive is r .
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X  +  — x  —  X  +  % '  =  a  sin t 4 (5)
where we have retained only one parameter, namely the drive amplitude. Numerical 
results indicate [4] that simple periodic and chaotic behaviour occur when a is in the range 
0 < a  <1, so this is one of many possible ‘interesting’ regions available for study. It is 
believed that the following can be applied to Dufling’s equation over many other parameter 
ranges, and indeed to many other differential equations of the same form as equation 1. 
The process used is basically a form of analytical continuation.
Referring now to figure VI. 1, we expand the solution of equation 5 around the point 
t i . and assume the truncated Taylor series obtained gives x(f ) to within a specified accu­
racy on and inside the circle Q . The actual circle of convergence will be somewhat larger 
than C{, but approximation of %(f) all over this region would require us to calculate 
many terms in the Taylor series. Instead, we truncate the series by including only the 
first N  terms, and only use the series for a limited range of ( t —ti). We find that typi­
cally N  = 8 terms are required for an accurate description of the qualitative behaviour of 
Dufiing’s equation. We obtain
JVx ( t )  = x ( t i ) + ( t  —ti )x (f,) + 22 U (ti ). X  (jti ), ti ] (jt —ti T
n  — 2
Nx{t ')~  X (ïi ) + 22 ). X (Xi ), ti ] (t —ti y (6)
where the dependence of upon the values of x  and % at the centre of Q  is explicitly 
shown; the dependence on ti is a direct result of the non-autonomous nature of the 
differential equation. The expansion is assumed to be valid in Cj, i.e. for t i ^ i ^ t  on
the real axis. We can therefore use equation 6 to find x(f; +i) given x(f; ). Bearing in mind 
that our objective was to find x(fo+T) in terms of x(f o), we attempt to do this in a 
number of steps. If the ti are uniformly spaced along the real axis, i.e. = t/Wc ,
we obtain
= Xi + - ^ X i +  22 ^o+tT/Ng] IT/Wc I
AT /Xi+i = Xi + ^ ( n + 1 )  a„ .Xi.to+£ r/N^  ] t /N^n = l '
(7)
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where we have written x o+i t / N c ) as Xi etc. Re-writing 7 in the abbreviated form
Xf+i = Ff(xi)
we obtain the Poincare map by carrying out the appropriate substitutions:
x (?o+ t ) =  . .  . F i(F o (x (to )))  . . . ) ) •  (8)
Equation 8 defines an iterative process that allows us to calculate as a function of
x(ï o)- The following points should be noted:
(1) The substitution of the various F; "s into each other, in equation 8. allows us to build
up the Poincare map P(x(f g)).
(2) There is no reason in principle why equation 8 could not be expanded explicitly, in a 
two-variable Taylor series in Xq. Xq* without truncation: in practice the resulting expres­
sion would, to say the least, be unwieldy.
(3) In order to obtain a good approximation to the Poincare map. N .^, the number of sub­
stitutions, does not need to be large. Typically, Nc was 12.
(4) Equation 8 can be looked upon as a highly specialised numerical differential equation 
solver. It is specialised in the sense that the functions jF; are different for different equa­
tions.
(5) For an autonomous differential equation, 8 becomes a simple iteration, i.e. the func­
tions F(x) do not depend on ti so
where the superscript in square brackets denotes iteration Nc times. (A di&culty arises, 
however, because an appropriate value of r  w ill not be known a priori. )
A MACSYMA program was written to calculate two-variable Taylor series for the 
Nc functions Fi . and these were incorporated in a program that iterated the Poincare map­
ping the appropriate number of times. For the sake of comparison, a standard NAG rou­
tine, employing the Gear method for solving non-linear differential equations, was also 
used, and the results of iterating the Poincare map a large number of times for a given pair 
of initial conditions, were plotted out in each case. The resulting Poincare sections look
- 8 9 -
identical to the eye: in fact, the positioning of the individual points that go to make them 
up is different in each case, but the structure of the strange attractor on which they lie is 
robust enough to survive the different methods of calculation used. Figures VI.2 and VI. 3 
show strange attractors calculated in both ways. The method of calculation set out above 
is around 20 - 30 times faster than the NAG routine.
This chapter has briefly shown in what way the process of solving differential equa­
tions can be looked upon as an iterative one, with the object of showing that non-linear 
circuits which are described by a differential equation at least in some cases, can be looked 
upon as iterative circuits. The the di&cult question of the positioning of the poles in the 
solutions to non-linear differential equations, in the complex time domain, has not been 
addressed. The method described will of course break down if there are poles on or near 
the real time axis, because then the number of circles Nc will become very large. The only 
real justification for using this method is that, at least in the case of Duffng's equation, it 
works remarkably well.
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œNCLUSIONS AND FURTHER WORK
This thesis has set out to describe and analyse, in detail in some cases and cursorily 
in others, some electronic circuits that can display chaotic behaviour. There has been much 
emphasis on trying to obtain analytical results wherever possible, since in the field of 
chaos, there is an abundance of numerical work and rather less of an analytical nature. 
This is due to the difficulty of the mathematics involved: at the present time, mathematics 
is not fu lly  able to cope with chaos in systems governed by differential equations, and the 
problem is even worse in systems governed by more exotic types of equations - for 
instance, non-linear delay-differential equations.
However, simple mathematics, in which category all the work in this thesis must be 
placed, can be employed to obtain useful analytical résulte for systems which can be 
described by a mapping - iterative systems as we have called them. By concentrating on 
iterative circuits, the difficult question of describing continuous systems has largely been 
side-stepped, except for a brief discussion in Chapter VI.
The value of the iterative circuit technique, that is, the technique of describing the 
circuit by means of a mapping rather than in terms of time or frequency domain analysis, 
can be summarised in the following points:
(1) The study of the circuits reduces to the study of (generally non-linear) mappings, 
which is a field reasonably well-understood. There are clear criteria for the circumstances 
in which mappings will give rise to chaotic and periodic solutions.
(2) The mappings can be iterated numerically much more quickly than the original circuit 
could be simulated numerically, using for instance, SPICE. Thus, even if analytical results 
are not forthcoming, numerical results can be obtained very quickly.
It should be briefiy mentioned here that during the course of this work, a simple dev­
ice was built for plotting mappings directly from experimentally-obtained data, so it is to 
be hoped that this will aid in further studies of continuous circuits, in particular the 
saturating inductor, or ferro-resonant, circuit.
During the three years in which this work has been undertaken, the subject of chaos 
has become more widely known. The material of Chapter I was published as a review arti­
cle in the Electronics and Communication Engineering Journal of the lEE, which proved 
highly popular if the number of orders for re-prints is to be taken as an indicator, and 
which introduced chaos to the r.f. engineering community.
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The subject of chaos has also been introduced to the power electronics community, by 
way of the Power Electronics Specialists’ Conference in June 1989. A paper which has 
become, after considerable changes. Chapter IV of this thesis was presented at the confer­
ence, and was well-received. The largest portion of further work to be done by this author 
in the field of iterative circuits and chaos, comprises following up many of the issues 
raised in that paper. Funding for a further two years from the S.E.R.C. has just been 
awarded for this very purpose, and it is proposed to look at the following topics:
(1) Chaotic behaviour of the buck converter. Chapter V represents a fair amount of work 
on this topic, which in a somewhat diluted form along with the material concerning the 
first-order buck converter, from Chapter IV, will be the basis for a paper to be presented 
at the P.E.S.C. in 1990.
(2) Chaotic behaviour in the boost converter, which is similar to the buck converter, but 
which supplies power to the load at a higher voltage than the supply. A recent paper on 
the stability of the circuit suggested, without stating, that chaos may well be observed in 
this circuit.
(3) The saturating inductor, concerning which something was said in Chapter IV, is poten­
tially a very interesting problem indeed. It is hoped to make some headway with model­
ling hysteresis in the core of the inductor, in such a way that the properties of the ferro- 
resonant circuit can be predicted numerically. It is anticipated that this will not be at all 
easy.
(4) Further studies of controlled rectifier circuits and the series resonant converter, both 
mentioned in Chapter IV.
(5) It seems likely that chaos may well be observed in communications protocols, and if 
time permits, it is proposed to do some work on this. The system described in Chapter III 
may be looked upon as a model of a simple protocol.
It has in many ways been a good period to be working in the field of chaos, particu­
larly in relation to electronic circuits, as there are no major groups in the U.K. working in 
this area at the present time: the majority of workers in the field are in the U.S.A.
It is to be hoped that this work has made some small contribution to the rapidly 
growing field of chaos in electronic circuits.
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