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Abstract—Human activity detection plays a crucial role in the
recognition of activities of daily living (ADLs). In the past ten
years, research on activity detection in the home was achieved
through the data aggregation from several different sensors
(presence sensors, door contacts, appliances tagging, cameras,
wearable beacons, mobile phones, etc.). However, the cost of
deployment and maintenance of a multitude of sensor devices
and the intrusiveness they can infer are quite high. Research on
minimal and non-intrusive sensing for recognition of ADLs are
vital for the future of remote care. In this paper, we propose
a minimal and non-intrusive low-power low-cost radar-based
sensing network system that uses an innovative approach for
recognizing human activity in the home. We applied our novel
approach to the challenging problem of kitchen activity recog-
nition and investigated fifteen different activities. We designed
and trained a deep convolutional neural network (DCNN) that
classifies different activities based on their distinct micro-Doppler
signatures. We achieved an overall classification rate of 92.8% in
activity recognition. Most importantly, in nearly real-time, our
approach successfully recognized human activities in more than
89% of the time.
I. INTRODUCTION
Human activity detection and monitoring is essential in
many applications, such as healthcare monitoring, human-
computer interaction, surveillance, occupancy management,
intelligent transportation, etc. Specifically, human activity in
the home enables the development of important applications
for assisted living for the elderly and people in need of
rehabilitation and support due to mental health problems (e.g.
dementia and depression). For example, statistics agree that in
the next 30 years the number of elderly people will increase
about a third, therefore, there is an increasing demand for
remote healthcare systems for one-person households as it
facilitates independent living in a smart home setting and
does not require the presence of caregivers at all times.
Routine activities such as eating, drinking, dressing, bathing,
and toileting are commonly referred to as Activities of Daily
Living (ADL), which people tend to do on a daily basis for
normal self-care [1]. Real or near real time ADL monitoring
can allow in time intervention for medical emergencies, for
treatment and rehabilitation support, obesity and diet control
or other necessary behavioural health assessment linked to a
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physical/mental disease or injury. Activities in the kitchen are
directly related to dietary health. For example, the indication
that a person gets in or out of a kitchen can be used to estimate
his/her dinning frequency, time and duration of dining; the
activity detection of eating and drinking can provide the
information of the intake of food and drink. Kitchen scene
context-based activity detection can be a useful method for diet
controlling and dietary treatment, also helpful for developing
smart kitchen as a part of smart home.
A wide variety of sensors have been applied in human
activity detection indoors, such as cameras, wearable sensors,
smart phones, appliance/object tagging, etc. Camera-based
approaches require line of sight with enough lighting and
may breach users’ privacy. Another limitation is that camera
based approaches are computation-consuming and memory-
intensive. Wearable sensors based approaches require users
to carry sensors or attach sensors on their bodies, which is
inconvenient sometimes, and some studies have shown that
elderly people are more disinclined to use wearable sensors
[2] and also may forget to carry them. Appliance and object
tagging can be costly to deploy and maintain, and some can
be seen as inconvenient or intrusive for certain target users.
Differently, radars can provide ambient sensing but they do not
require users to carry any sensors or appliance/object tagging.
Radars preserve users’ privacy, they cannot be affected by light
and have through-wall penetration. Radars measure frequency
shifts in signals reflected from human bodies to recognize
different activities. Human activities also introduce multi-path
distortion to the radar signals.
At present, radar-based human activity detection is achieved
by using machine learning algorithms to classify radar signals
of different activities. Traditional machine learning algorithms
need a method to extract features before performing classifi-
cation. The performance achieved by the machine learning
algorithm greatly depends on the features extracted from
the input samples and by the method used for the feature
extraction. The hierarchical structure of deep learning makes it
possible to automatically learn features at multiple levels from
unstructured data [3]. So, deep learning is also an automatic
feature learning method. As one of the most effective deep
learning models, DCNNs have been widely applied in speech
recognition and image classification, and achieved superior
performance. In this research, the radar signals are transformed
into time-frequency spectrograms that can be considered as
images, so CNNs are suitable to be applied into human
recognition and activity classification.
In this paper, we use radars to detect human activities in
a realistic kitchen scenario. We built a radar-based sensor
network that consists of two low-power low-cost pulse Doppler
radars, which are suitable for long-time continuous human
activity detection and easily deployed on a large scale. Com-
bining them with DCNNs, we propose an approach to perform
nearly real-time human activity detection in a kitchen scenario.
Our contributions can be summarized as follows:
1) We built a non-intrusive and device-free system using
a low-cost low-power radar-based wireless network and
achieved nearly real-time activity detection.
2) We investigated human activities in a very challenging
scenario. Activities in the kitchen are difficult to be
separtely distinguished as they are short in duration, they
occur in a confined space with multiple appliances and
furniture, and the activities may be chained in many
different sequences. Our results on the recognition of
several different activities in a single confined house
room using a device/tag free system is a valuable source
for future research and comparison on the field.
3) We designed and implemented a Deep Convolutional
Neural Network (CNN) for the target activities that
performs automatic feature extraction and classification
on radar signals. Our DCNN provided a high rate of
classification success, and most importantly, it achieved
very good classification results in near-real time.
II. RELATED WORK
The methods of human activity detection can be classified
into two categories, which are Device-Bound systems and
Device-Free systems. Device-Bound systems require users to
carry wearable sensors, such as GPS, accelerometer, Bluetooth
or Wi-Fi receiver, etc. For example, the authors in [4] investi-
gated eight activities (falling, running, walking, etc.) using one
single accelerometer attached on participants. They built and
trained a CNN on a large dataset with 31688 samples from 100
subjects, and achieved an accuracy of 93.8%. Smart Phones are
very popular wearable sensors applied in recognizing ADL as
they have several built-in sensors (accelerometer, gyroscope,
magnetometer). In [5], the authors investigated five activities
(Staircase Ascend, Staircase Descend, Walking, Running, and
Sitting) performed by participants carrying a mobile phone.
The classification rate achieved by j48 classification algorithm
[6] reached 93%. Device-Free systems do not require users to
wear any sensor. They perform remote sensing of activities
by using remote sensors, such as camera, Wi-Fi, Lidar, etc.
In [7], the authors detected nine cooking activities by using
a camera. They built a dynamic SVM-HMM hybrid model
trained on tagged temporal video sequence to classify different
cooking activities, they achieved an accuracy of 72%. Wi-Fi
is increasingly used for human activity recognition due to the
widespread availability of deployed Wi-Fi infrastructure. Wi-
Fi based activity detection is achieved by measuring Channel
State Information (CSI) variations caused by the activities. The
authors of [8] proposed the use of Wi-Fi to detect people
falling. In [9], the authors used Wi-Fi to recognize spoken
words by detecting lip movements. A 2D Lidar was creatively
used in [10] to recognize indoor human activities based on
location changes of users in a pre-determined room with
labelled landmarks.
Human activity detection applications using radars are
Device-free systems. Due to its non-intrusive, contactless,
light-insensitive and strong penetration characteristics, radar is
increasingly applied in object recognition and human activity
recognition. In 2000, Chen [11] firstly proposed the concept of
micro-Doppler signatures, which promotes the development of
radar applications for human activity detection. Micro-Doppler
refers to the additional modulations attached on the main
Doppler frequency shift. These additional modulations are
produced by additional movements of smaller parts of a target
relative to a radar. They can be used to distinguish different
moving objects and human activities. Researchers have applied
micro-Doppler signatures in indoor activity detection [12],
differentiation between human and animal [13], heartbeat and
respiration detection [14], etc. However, most radars used
in these research works are power-consuming and high-cost,
which preclude the use of radar in many scenarios. We
use low-power low-cost radars to make micro-Doppler based
human activity detection more accessible and suitable for long-
time continuous human activity detection. In [15], a radar-
based network consisting of two short-range radars (25GHz)
and two long-range radars (5.8GHz BumbleBee) were used to
classify indoor activities. The highest accuracy was achieved
when fusing data of the two short-range radars and using a
random forest classifier. However, they used a much longer
frame length and the short-range radars have higher frequency
resolution than the BumbleBee radar. Our DCNN approach,
achieves the same performance with only two BumbleBee
radars in a more challenging scenario.
This paper presents micro-Doppler signature based human
activity detection in a kitchen scenario. The architecture of
our proposed approach is shown in Fig. 1. Raw radar signals
collected by our radars are firstly transferred into the frequency
domain by using Short-Time Fourier Transformation (STFT)
which generates frequency spectrograms. The micro-Doppler
signatures can be extracted from the frequency spectrograms.
We feed the spectrograms into our designed DCNN to extract
the features automatically and to classify the different activi-
ties.
III. METHOD
A. Radar micro-Doppler
A moving target relative to a radar sensor induces a fre-
quency shift to the reflected signals as a result of the well-
known Doppler Effect. Additional movements of smaller parts
of the target will produce additional modulations to the main
Doppler frequency shift, known as micro-Doppler effect [16],
Fig. 1. Architecture of our human activity detection system
[17]. The distinctive characteristics of the observed micro-
Doppler effect of an object or a process are called micro-
Doppler signatures.
The Doppler frequency shift of a moving target is well-
known as
fD = f0(2v/c), (1)
where f0 is the carrier frequency of the radar and c is the
speed of the light, v is the radial velocity of the target relative
to the radar.
Given the concept of micro-Doppler signature, a complex
object has multiple parts that can move in different speeds and
different directions relative to the radar, which will result in
multiple time-dependent frequency shifted components. The
micro-Doppler signature of such a complex object can be
defined as:
fDsig(t) = f0
N∑
i=1
2vi(t)/c, (2)
where N is the number of parts of the moving target, vi(t) is
the velocity of each part as a function of the time. The analytic
signal of the returned echo from such a target is given by:
SˆR(t) = e
j2pif0tej2pifDsig(t)t, (3)
The combination of the received signal SˆR(t) with the trans-
mitted signal SˆT (t) as follows:
SˆR(t)SˆT (t)
∗ = ej2pifDsigt, (4)
it is the component of the signal that contains the micro-
Doppler information of the target and it can be used for target
or activity recognition and classification.
Micro-Doppler signatures can be represented in a two-
dimensional time-frequency space using a Short Time Fourier
Transform (STFT):
STFT (i,K) =
N−1∑
n=0
xi(n)e
−j2pi(nK/N),
K = 0, . . . , N − 1
(5)
where xi(n) is the sliding window with a given length N . The
ith window is defined as:
xi(n) = SˆR(n+ i(N/2))w(n), (6)
where w(n) is a weighting function.
Fig. 2 shows a frequency spectrogram of an individual
walking generated from raw radar signals (in-phase (I) and
quadrature-phase (Q) signal components) by STFT. As it can
be seen, the fluctuations resulted by the limbs is attached to the
main Doppler frequency resulted by the torso. The frequency
spectrogram has a two-dimensional structure, which is similar
to the structure of an image making CNNs a very suitable
classification approach.
Fig. 2. A frequency spectrogram of walking generated by STFT
B. Deep Convolutional Neural Networks
DCNNs are hierarchical neural networks which consist of
multiple convolutional layers that alternate with pooling lay-
ers. DCNNs exploit spatially-local correlation by enforcing a
local connectivity pattern between neurons of adjacent layers.
Generally, there are three typical layers found in CNN ar-
chitectures: Convolutional Layers, Pooling Layers, and Fully-
Connected Layers.
A convolutional layer is the main fundamental layer of a
CNN. It is designed to learn the feature representation of the
input. It operates on an input image/feature map by applying a
filter (kernel function) over the image. A convolution applies
a set of filters F , whose size is G × G, on an input feature
map x of a layer, produces an output feature map x
′
as
x
′
=
k∑
i=1
G∑
r=1
G∑
c=1
xrc · Fi + b′ (7)
where k is the number of filters F , b
′
is the bias parameter
associated with the feature map x
′
.
A pooling layer is a form of non-linear down-sampling.
It is designed to reduce the spatial size (dimensionality) of
the input, in order to reduce the number of parameters (e.g.
neurons and their connectivity) in the CNN. Assuming a
pooling layer l and an input layer l−1, then the computational
formula of l is as follows:
xl = βldown(xl−1) + bl (8)
where down(·) is the down-sampling function. Max pooling
is the most common down-sampling function, it seeks the
maximum in a n × n pixel patch. β is the weight value, b
is the bias parameter.
Fully connected layers can be seen as regular neural network
layers. All neurons in the previous layer are transformed into
a one-dimensional vector in a fully connected layer. Fully
connected layers are added after all convolution layers and
pooling layers.
In training process, a DCNN model is trained to minimize
an objective function in terms of the parameters of the net-
work. For a given classification, let C be the number of labeled
classes, the following cross-entropy loss function is often used:
Ey(y
′
) = −
N∑
i=1
yi · log(y′i) (9)
where E is the loss function evaluated over N samples, yi is
the original label of the ith sample and y
′
i is the class score
maps of the sample i calculated using a softmax activation
function:
yj = exp(xj)/(
C∑
c=1
exp(xc)) (10)
where y is the softmax score and x is the output layer
containing unnormalized class scores.
IV. IMPLEMENTATION
In this section, we detail the characteristics of the radar used
in this research, and the structure of our radar sensor network.
Then we deployed this network in a kitchen to recognize
fifteen human activities. Finally, a DCNN model is built to
classify the activities by using the micro-Doppler signatures.
A. Experimental setup
The low-power low-cost radar sensor network implemented
in the experiment consists of two BumbleBee radars [18] and
three TelosB motes [19] (see Fig. 3). The Bumblebee radar is
a low-power Pulsed Doppler Radar operating at 5.8 GHz. Its
detection range is up to 8 meters. It only consumes about 12
mAh, so when using typical 1.5v AA alkaline batteries with a
capacity of 2400 mAh, it can run at 100% duty cycle for about
8 days. It only costs 100 dollars for each BumbleBee radar.
The TelosB mote provides radio communication at low-power
consumption (IEEE 802.15.4). It is fully compatible with the
open-source TinyOS, an operating system that supports large-
scale, self-assembling sensor networks.
Our sensor network contains two nodes (‘Node 1‘ and
‘Node 2‘) and one base station. Each node consists of a
BumbleBee radar and a TelsoB mote. The TelosB mote is
connected to the BumblebBee radar, and transfers data packets
that contain radar signals to the base station. The base station
is built with a TelsoB connected to a PC, where the received
data packets are processed.
This network is deployed in a kitchen. The plan of the
kitchen is shown in Fig. 4(a). In order to cover all kitchen
space, two nodes (green rectangles in Fig. 4(a)) are placed
in two diagonally opposite corners of the kitchen, with an
approximate angle of 30◦ in relation to their left wall. The
height of both nodes is 1.2 meters. Fig. 4(b) presents the
bird‘s-eye view of 3D model of the kitchen. As it can be
seen, the kitchen contains a long rectangular table, chairs, a
cabinet, a microwave oven, a sink, etc.
Fig. 3. A wireless radar sensor network
Fig. 4. Kitchen scenario (a) Plan, (b) 3D bird‘s-eye view
B. Human activity detection
We investigated 15 activities of 3 people in the kitchen,
including (a) Walking, (b) Eating, (c) Drinking, (d) Sitting, (e)
Standing, (f) Washing, (g) Open door and get in, (h) Open door
and get out, (i) Open cabinet, (j) Close cabinet, (k) Open oven,
(l) Close oven, (m) Open freezer, (n) Close freezer, and (o)
No activity. Fig. 5 shows the spectrograms of several targeted
activities measured by ‘Node 1‘ and ‘Node 2‘.
The duration for different activity is different. Walking,
eating, and drinking take longer time than other activities. So,
it is required to select a suitable length for the sliding window
of the STFT, in order to make sure the window covers at least
one motion cycle of each activity. We use a sliding window
of 2.5s to create spectrograms with the interval of 0.5s. As
the sampling rate of each node is 250 Hz, a sliding window
Fig. 5. Spectrograms of human activities in the kitchen
Fig. 6. Number of samples of each type of activity
contains 625 signals.
After radar signal processing, we obtained 15350 spectro-
grams in total in the experiment. The composition of the
samples/spectrograms is shown in Fig 6.
C. DCNN Model
Our radar-based network contains two radar nodes. Each
node observes human activities from a different perspective.
In order to fuse the signals from the radars, the spectrograms
generated from them are firstly down sampled into the size of
80× 80× 1, then overlapped together forming a spectrogram
with the size of 80×80×2 (it can be considered as an image
with two channels). We built a DCNN model that takes the
fused spectrograms as input. The structure of the DCNN is
shown in Fig. 7. It contains three convolutional layers (C1,
C2, and C3), two Max Pooling layers (M1, M2) and two fully
connected layers (F1, F2). All three convolutional layers use 3
kernels to do the convolutionalization. The C1 layer contains
20 feature maps, and the size of each feature map is 78×78×1.
A 2× 2 filter is used to perform the Max Pooling on C1, and
generate the M1 layer. The C2 layer contains 36 feature maps,
and the size of each feature map is 37×37×1. The M2 layer is
Fig. 7. DCNN model
Fig. 8. Normalized confusion matrix
produced by Max Pooling the C2 layer. The C3 layer contains
56 feature maps; each feature map is a 16×16×1 matrix. The
F1 layer contains 550 hidden units, and the F2 contains 240
hidden units. In the training process, dropout [20] has been
used to control overfitting with an initial dropout rate of 0.4.
And batch normalization [21] has been applied on M1 and M2
as a regularizer to accelerate the convergence.
The use of dropout and batch normalization reduces over-
fitting and accelerates the training. The optimization function
applied is Adadelta, whose initial learning rate is 0.1. Adadelta
is an optimization function that can dynamically adapt over
time using only first order information and it has minimal
computational overhead beyond standard stochastic gradient
descent, which is one of the most popular methods used to
perform optimization [22].
V. EVALUATION AND RESULTS
In this section, we evaluated the performance of our DCNN
model in kitchen context based human activity detection in
three ways.
A. Validation on test dataset
We evaluated this approach on a new dataset which has
never been exposed to the DCNN model. The achieved overall
accuracy is 92.81%. As shown in the normalized confusion
matrix of Fig. 8, the accuracy achieved in ’Drinking’ is 82%,
which is the lowest. Most of the misclassified samples in
’Drinking’ have been classified into ’Eating’. This is because
there are a lot of similarities in these two activities. The clas-
sification rates of most activities are above 90%. Especially,
’Walking’, ’Open door and get in’ and ’Open door and get
out’ achieved the classification rate of 100%.
B. Comparison with SVM
We also compared our DCNN model with Support Vec-
tor Machine (SVM). SVM is a popular traditional machine
learning algorithm, which has been widely used in image
classification. We used Principal Component Analysis (PCA)
to extract features as the input of SVM. As shown in Table I,
the DCNN is ahead of SVM+PCA about 2 percentages points
in all three metrics, which are 92.81% in overall accuracy
(OA), 93.14% in Recall, and 93.83% in f1.
TABLE I
COMPARISON OF THE DCNN AND THE SVM+PCA
OA Recall f1
DCNN 92.81% 93.14% 93.83%
SVM+PCA 90.9% 91.56% 91.71%
C. Real-time human activity recognition
We developed a system by combining the radar sensor
network and the DCNN model. With this system, We per-
formed real-time human activity recognition in the kitchen
to detect human behaviours for 3 minutes. In this period, all
targeted activities were performed. Fig. 9 summarized our real-
time detection results.The first row is the groundtruth and the
second is our automatic recognition. Different color represents
different activity. Except ’Close oven’, all other activity were
recognized. ’Eating’ took the longest time and ’Walking’ was
the most frequently performed activity. By comparing the
groundtruth and the prediction, we found human activities
were successfully recognized in more than 89% of the time.
VI. CONCLUSION
In this paper, we proposed a radar sensor network to
detect human activity without requiring users to carry any
Fig. 9. A timeline visualization of real-time human activity recognition results
sensors. We investigated 15 activities in a kitchen scenario.
With the collected radar signals, STFT was used to generate
spectrograms that contain micro-Doppler signatures of these
human activities in the frequency domain. We built a DCNN to
learn the micro-Doppler features automatically and classify the
activities. Our DCNN achieved 92.81% overall accuracy in the
test, which exceeds the performance of SVM+PCA by around
2%. We further implemented our approach in nearly real-time
detection. It successfully recognized human activities in more
than 89% of the time. Our work shows the great potential of
low-power low-cost radar-enable sensor network in a kitchen
context based human activities detection, which is helpful in
diet-controlling, patient monitoring and smart kitchen design.
Our approach has the advantages of not requiring wearable
sensors, it is power-saving and computational efficient. In fu-
ture, we will further implement our approach to other scenarios
and investigate more activities. We will also investigate the use
of other low power radars with higher frequency resolution
and we expect by using our DCNN approach to achieve
greater accuracy of real time activity detection in challenging
scenarios.
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