An overview is given of the current status of inverse methods and data assimilation for nonlinear ocean models. The inverse theory for time dependent dynamical models is formulated and the most promising solution methods like simulated annealing, the representer method, and sequential methods based on Monte Carlo simulations, are discussed with special focus on applications with nonlinear dynamics. A rather general \model independent" presentation has been used to make the methodology more accessible for di erent scienti c areas dealing with dynamical models and data.
Introduction
Over the last decade, an increasing interest in studies of the general ocean circulation and its role in climate processes has motivated the use of inverse methods and data assimilation for improving the knowledge of the ocean. Such methods make it possible to combine the information about the true state which is contained in a set of measurements with an ocean model holding information about the important dynamical processes in the ocean. Inverse methods can be considered as an approach for interpolating or smoothing a data set in space and time where a model acts as a dynamical constraint. This makes it possible to nd a more realistic estimate for the true state of the ocean than what can be found from data or model alone. A set of measurements is normally sparse in space and time and does not resolve all the physical time and space scales of interest. A dynamical model only contains information about the interaction between physical processes which are included in the model equations, and the solutions are in general determined from poorly known initial and boundary-conditions and forcing elds. To nd a best possible estimate of the true state of the physical system it is necessary to use all available information from both model and measurements in an integrated system.
In meteorology data assimilation has been used for some decades in weather prediction, although with rather simplistic schemes. Both in oceanography and meteorology several contributions have studied applications of varying formulations and methodologies with linear models. Some reviews are given by Lorenc (1986) , Ghil (1989) , and Ghil and Malanotte-Rizzoli (1991) . For nonlinear models the main e ort has been focussed on simplistic approaches where the e ects of nonlinearities are neglected or approximated. It has become evident that the extension of inverse methods for linear models to fully nonlinear dynamics is nontrivial. Methods developed for linear models have in many cases been applied to nonlinear dynamics by performing certain linearizations, e.g. in the equation for error statistics when using the Kalman lter, or in the adjoint equation when solving the Euler{Lagrange equations.
The signi cantly smaller spatial scales of the dominant physics in the ocean compared to the atmosphere make the inverse problem for ocean models very challenging. The \weather" in the ocean, i.e., the mesoscale circulation has a spatial scale of typically 10 km, compared to about 1000 km in the atmosphere. Most ocean models are regional because of the higher resolution which is required and one must deal with the ill-posedness of open boundaries in addition to the sparseness of traditional data-sets which poorly resolve the physical scales. The problem of observability is, however, slightly reduced because of the longer time scales in the ocean.
The appearance of new remotely sensed data-sets from several of the environmental monitoring satellites further motivates the use of inverse methods with nonlinear ocean circulation models. Previous inverse calculations for the ocean have mainly been concerned with the smoothing of a speci c data set in a regional model and for a limited time period. For operational ocean monitoring and forecasting one will have to rely on remote sensing information.
The most promising remotely sensed information for use in oceanographic data assimilation is the altimeter data collected by satellites such as GEOSAT, TOPEX/POSEIDON and ERS{1, which measure the sea-surface height and thereby provide estimates of the surface geostrophic ocean circulation and its variability. Infrared sensors (IR), e.g. the AVHRR (Advanced Very High Resolution Radiometer) on board the NOAA satellite, or the ATSR (Along Track Scanning Radiometer) carried by ERS{1, measure the sea surface temperature which can be assimilated in ocean models containing thermodynamics, and track frontal positions that can be assimilated in dynamical models. The scatterometers on ERS{1 and Seasat measure the wind-speed and direction at the surface and can be used to improve estimates of the forcing elds which drive the ocean models. Another promising sensor is the SAR (Synthetic Aperture Radar), e.g. from ERS{1 and Seasat, which measures backscatter from the ocean surface. It has proved extremely e cient for ice monitoring (Johannessen et al., 1992) , and also provides information about 1 fronts and structures in the open ocean.
A discussion on the application of remote sensing data for ocean monitoring and modeling is given by Johannessen et al. (1993) . An important problem with remote sensing sensors is the fact that they only collect information from the sea surface or the upper part of the ocean, while the deep ocean must still be examined by in situ observations. A combination of both remote sensing and in situ data used together with advanced data assimilation schemes would seem necessary for reconstructing the baroclinic modes and the circulation in the deep ocean in an operational ocean monitoring system.
Even though this work consider the data assimilation problem for nonlinear ocean models, the basic formalism will be identical for many other research areas. Inverse methods and data assimilation have also been used extensively in geophysics, see e.g. Tarantola (1987) and Menke (1984) . For an comprehensive introduction to data assimilation and inverse methods in oceanography, see Bennett (1992) .
Basic Inverse Formulation
The inverse problem can be formulated by allowing the model, the initial and boundary conditions, and the measurements to contain errors. The number of conditions to be ful lled is increased by adding the data constraints, (the system becomes over-determined), and one then increases the order of the system by including the new unknown error terms. The formulation of the inverse can be illustrated using a nonlinear model on a spatial domain D with boundary conditions on the boundary D and initial conditions at t = 0, plus a data set, @ @t = N ] + F + q;
x 2 D; 0 t T;
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They determine the spatial and temporal scales for the physical problem, and ensure smooth in uences from the measurements. The data weight w is the inverse of the error covariance matrix w ?1 for the measurements. Such a \weak constraint" formalism, where the model is allowed to contain errors, was introduced by Sasaki (1958) for an atmospheric model. The minimizing solution will be a smooth eld which is close to the measurements without interpolating them and at the same time it will be close to the dynamics imposed by the model.
Most minimization methods are based upon the system of Euler{Lagrange equations which can be found by substituting for q(x; t), a(x), b(x; t) and from (1{4) in (5) and taking the variation of the penalty function N ] (Courant and Hilbert, 1953 x 2 D; t = T; (11) where N 0y is the adjoint of the tangent linear operator of N evaluated in (x; t), and (x; t) is the adjoint variable de ned by equation (8). Equation (8) is the dynamical model driven by a term which estimates the model error and contains the adjoint variable, and is integrated forward in time from the initial condition (9). A similar term is also included in the initial condition. The so called adjoint equation (10), which is forced by the data mis ts at the space and time locations X i ; T i where data are available, is integrated backward in time from a nal condition (11). The system of Euler{Lagrange equations comprises a two-point boundary value problem in space and time, and the forward and backward equations (8) and (10) 
where is a di usion coe cient. Burgers' equation was originally proposed by Burgers to model turbulence, and it was later shown that it can be derived from the Navier{Stokes equations in the limit of a weak shock layer. An analytical solution is given in Kevorkian and Cole (1981) (20) for the adjoint model.
There are two other important points to note here. First, by penalizing the residual in the initial and boundary conditions one ensures uniqueness of the minimizing solution (Bennett and Miller, 1990) . If the data weights are zero, i.e. worthless data, the unique solution will be the rst guess solution found by solving the forward problem (8) subject to initial and boundary conditions with 0. On the other hand, if the initial and boundary weights are zero then there are no constraints on the rst guess initial and boundary-conditions. The estimated initial and boundary-conditions will then take nonphysical amplitudes and become noisy, and the solution will interpolate the data exactly. Actually, there might be an in nite number of solutions which interpolate the data and give a penalty function equal to zero.
Secondly, the use of non-diagonal covariances Q ensures a smooth estimate and has a regularization e ect on the solution. The covariance functions should re ect the true physical scales of the system. Diagonal weights would allow noisy initial and boundary conditions and hence noisy estimates.
Solution Methods
There are mainly two approaches for solving the inverse problem. One can solve the full generalized inverse and smooth the solution over the data in space and time, i.e. the smoothing problem. Another approach is to use sequential data assimilation algorithms where the data are assimilated during a forward integration of a model and its error statistics, and the solution improves during the integration owing to the increasing amount of accumulated information from measurements. The sequential methods can be derived from the generalized inverse formulation and may be viewed as sub-optimal solution methods for the generalized inverse.
The smoothing problem is convenient when treating a speci c data set which is limited in time, say from a eld experiment, while the sequential approach is well suited for forecasting purposes. One would assume that sequential methods are less numerically demanding than the smoothing approach, but this is not necessarily true and there are also cases where one would prefer a sequential approach for a time limited data set or a generalized inverse solver for forecasting purposes.
Generalized Inverse Solvers
Two completely di erent methods for solving the generalized inverse or the smoothing problem will be illustrated here. The rst method is called simulated annealing and is a purely statistical method. It is especially well suited for strongly nonlinear problems where the penalty function often contains multiple local minima and where methods like gradient descent are likely to fail. The second method is the so called representer method, which is the optimal method for solving the generalized inverse for a linear model. It can in some cases also be applied for nonlinear dynamics using an iteration technique. The method is used to decouple the Euler{Lagrange equations and reduces the two point boundary value problem in time to a sequence of initial value problems.
Simulated Annealing
The functional (6) can be minimized directly using simulated annealing (Kirkpatric et al., 1983 , Azencott, 1992 ). The method is extremely simple in its basic formulation and can be illustrated using an example where a penalty function N ], which may be nonlinear and discontinuous, is to be minimized with respect to the variable : rst guess for i = 1 : : : :
Here might be a normal distributed random number with mean zero and a variance speci ed to suit the nature of the penalty function. The temperature scheme = f( ; i; N min ) is used to cool or relax the system and is normally a decreasing function of iteration i. The method has the ability of \climbing" out of local minima since there is a nite probability of accepting a value of that increases the value of the penalty function. It is easily extended to higher dimensional problems, and has been used to invert an inverse for a primitive equation model on a domain with open boundaries by Bennett and Chua (1994) . In Barth and Wunsch (1990) , the method was used to optimize a data collection scheme.
The conditional uphill climb based on the value of p and is due to Metropolis et al. (1953) , and is named the Metropolis algorithm. They also gave a proof that the method was ergodic, i.e., that any state can be reached from any other, and that the trials would converge toward a distribution proportional to p S = exp(?N ]= );
(21) where again is the temperature. By slowly decreasing the value of the distribution will approach the delta function at the minimizing value of . The clue then is to choose a temperature scheme where one avoids getting trapped in local minima for too many iterations, or where too many uphill climbs are accepted. In Bohachevsky et al. (1986) it was suggested that the temperature should be chosen so that p 2 0:5; 0:9]. Here also a generalized algorithm was proposed where p was calculated according to p = exp f (N ] ? N 1 ])= (N ] ? N min )g, where is approximately 3.5 and N min is an estimate of the normally unknown minima of the penalty function. Then the probability of accepting a detrimental step tend to zero as the random walk approaches the global minimum. If a value of the cost function is found which is less than N min this value will replace N min .
The method is also extremely sensitive to the choice of the perturbation . In a higher dimensional problem with a vector state, , all components could be perturbed simultaneously by constructing a vector r of length one where the components are given by r i = s i =jjsjj 2 . Here the components s i are taken from a normal distribution and jjsjj 2 is the length of s in a 2-norm. The vector of perturbations then becomes = r where is a scale factor.
In Bennett and Chua (1994) an alternative to a random walk, which provided a signi cantly faster convergence, was used for calculating the inverse of a nonlinear open ocean shallow water model. The algorithm is due to Duane et al. (1987) , and it is based on constructing the Hamiltonian
and then deriving the canonical equations of motion in ( ; ) phase space, with respect to a pseudo time variable ,
This system is integrated for a pseudo time interval, 2 0; 1 ], using the previously accepted value of and a random guess for (0) as initial conditions. The Metropolis algorithm can then be used for the new guess ( 1 ). In Duane et al. (1987) , it was proved that this algorithm also preserved detailed balance, i.e.,
where p M is the transition probability function for the Markov process where the canonical equations are integrated from a random initial momentum. Detailed balance is essential for showing that a long sequence of random trials will converge toward the distribution (21).
After a minimum of the variational problem has been found, the posterior error statistics can be estimated by raising the annealing temperature and collecting samples of nearby states (Bennett and Chua, 1994) .
Such a substitution algorithm is extremely computationally expensive. However, it can handle strongly nonlinear problems, and it also suits the SIMD (Single Instruction Multiple Data) massively parallel computer architectures, e.g. the Thinking Machines CM{200 or the MasPar MP{2. When using massively parallel computers, each processor will integrate the canonical equations for the state variable in its respective grid point, and the estimate will be perturbed simultaneously all over the grid.
Using simulated annealing a solution is found without integrating any of the original dynamical equations, and the method is therefore convenient for problems where the inverse is well-posed while the actual integration of the model equations may be ill-posed, (Bennett and Chua, 1994) . The method is promising, but a lot of work still has to be done in tuning the parameters in the iterations. 
Representer method
For linear models it can be shown that a unique solution of the inverse problem is given by a rst guess eld plus a linear combination of in uence functions, one for each of the measurements. For illustrational purposes the following linear system of Euler{Lagrange equations is considered: @ @t ? L = F(x; t) + Q;
(28) = 0; t = T; (29) where periodic boundary conditions have been assumed and L is now a linear operator. If the rst guess solution, F (x; t), is de ned by integrating equation (26) subject to (27) and with = 0, a solution of the coupled Euler{Lagrange equations can be found using the expansion (x; t) = F (x; t) + p r(x; t); (30) i.e., the solution is expressed as the rst guess eld plus a linear combination of representer elds r(x; t), Note that each of the in uence functions or representer elds contained in r(x; t) can also be expressed by a measurement functional operating on the representer or space-time covariance function ?(x 1 ; t 1 ; x 2 ; t 2 ), i.e., r(x; t) = M (x 2 ;t 2 ) ?(x; t; x 2 ; t 2 )];
(36) and note also the similarity to the objective analysis technique (Bretherton et al., 1976, and McIntosh, 1990) , which in this case has been extended to include the time dimension. By integrating the system (31{34) one avoids the actual calculation of the representer ?(x 1 ; t 1 ; x 2 ; t 2 ).
The posterior error covariance for the minimizing solution, (Bennett, 1992) , is C(x 1 ; t 1 ; x 2 ; t 2 ) = ?(x 1 ; t 1 ; x 2 ; t 2 ) ? r(x 1 ; t 1 ) M r ] + w ?1 ?1 r(x 2 ; t 2 ):
However, the calculation of ?(x 1 ; t 1 ; x 2 ; t 2 ) is an extremely expensive task. Actually, for calculating the error variance estimate C(x; t; x; t), only the variance ?(x; t; x; t) is required and this is normally calculated by statistical simulation, a method which is described in Section 3.2.4 below.
For nonlinear dynamics, an expansion like (30) does not exist in general. However, it has been illustrated by Thorburn (1992), and Bennett et al. (1993) that for a nonlinear quasi-geostrophic (QG) model, an upper bounded iteration can be constructed for the Euler{Lagrange equations if all the advecting velocities are evaluated at the previous iterate. It is then possible to decouple each of the linear two-point boundary value problems in the sequence of linear iterates using a representer expansion, and a unique solution can be found for each of the linear iterates.
The method is very well suited to parallel computers with the MIMD (Multiple Instruction Multiple Data) architecture, e.g. the Thinking Machines CM{5 or the Intel Paragon, where each of the representer elds can be calculated simultaneously in parallel on di erent processors (Bennett and Baugh, 1992) . The method has been applied to a meteorological problem where a barotropic nonlinear (QG) model was used to forecast several tropical cyclones (Bennett et al., 1993) , and it was found that the inverse with such a model generated forecasts with higher accuracy than the o cial meteorological forecasts.
There are also other alternative solution methods for the generalized inverse, e.g., the sweep algorithm or the Kalman smoother (Gelfand and Fomin, 1963 , Bennett and Budgell, 1989 , Moiseenko and Saenko, 1992 , which again reduces the Euler{Lagrange equations to a number of initial-value problems, although the method is rather expensive because an equation for the spatial error covariances must be integrated. Further, for nonlinear dynamics the solutions will no longer be optimal because linearized equations are used to propagate the error statistics (Evensen, 1992) .
For more advanced nonlinear primitive equation models, additional problems occur. First of all, it is not clear that the adjoint operator exists for all models. If it really exists, and can be found, it is still necessary to have a well-posed formulation for both the forward and backward model. Oceanographic models are often regional with open boundaries, and are often ill-posed in the sense that the boundary conditions are unknown and may be over or under-speci ed (Bennett and Chua, 1994) . Note that the adjoint of the tangent linear operator is approximate, and in Evensen (1992) it was found that because of the linearization dynamical instabilities failed to saturate and it was not clear how this could be handled.
The problems arising from strongly nonlinear models suggest the use of direct substitution algorithms where one avoids the actual integration of the forward and backward model equations, e.g. algorithms based on simulated annealing or gradient descent.
Sequential Data Assimilation
A completely di erent approach is to apply sequential data assimilation algorithms. In that case the model is integrated forward in time and the model solution is updated whenever measurements are available. The updating scheme normally replaces the forecast by a linear combination of the predicted model state and a vector of measurements. The linear combination is chosen to minimize the error variance of the analyzed estimate in a least squares sense, and is based on estimates of the error statistics for the model forecast and the measurements. For linear models the optimal sequential algorithm is the Kalman lter (Kalman, 1960) . It can be derived both from a statistical formulation (Gelb, 1974) , and from the Euler{Lagrange equations (Bennett and Budgell, 1987) 
The analyzed estimate is given by
Further, the error statistics of the model forecast is described by the error covariance matrix P f k = ( 
The measurements at time t k have error statistics described by the measurement error covariance matrix w ?1 k = k k . Given the error statistics for both the model forecast and the measurements, the optimal linear analysis is given by the Kalman gain
In summary the Kalman lter integrates forward in time both the ocean model and an equation for the error covariance matrix, and at every time step when measurements are available the model state and the error statistics are updated to re ect the information contained in the measurements. For a linear model it can be shown, (Bennett, 1992) , that the Kalman lter provides an optimal solution at the end of the integration time where all the measurements have been assimilated, i.e. the solution equals the result found by solving the generalized inverse (5).
The Kalman lter was originally designed for engineering purposes, and it becomes extremely expensive to compute for multi-dimensional ocean models. If n is the number of state variables on the numerical grid, typically a large number of order 10 000 { 100 000, then the number of elements in the error covariance matrix P is n 2 . Further, the computational cost is determined by 2n model integrations in (44). Despite the enormous numerical load, the optimality of the lter for linear dynamics has motivated an extensive study of the method for lower dimensional and simpler models, e.g, Miller (1986) , Miller (1989) , Miller and Cane (1989) , Miller (1990) , Bennett and Budgell (1987) , Budgell (1987) for some oceanographic applications and Ghil et al. (1981) , Cohn and Parrish (1991) , Cohn (1993) , Daley (1992d Daley ( , 1992a Daley ( , 1992c Daley ( , 1992b Daley ( , 1993 , Todling and Ghil (1994) , and Dee (1991) for some meteorological applications.
Comparison of methods
It is instructive to compare the Kalman lter with the representer method, and it is then convenient to rewrite the equation for the analyzed state (43) as
where the optimal choice of the vector p k is found by solving the system
Note the similarity with the representer expansion (30), (36) and (35). Here the analysis at time t k is given by adding a linear combination of \representers" M k P k , one for each measurement to the forecast or \ rst guess" f k . The expression for the analyzed error covariance matrix (46) can be rewritten as
If (36) is used in (37) the similarity between the analyzed error covariance matrix (46) and the the posterior error estimate provided by the representer method is striking.
It is easy to show that the update (43) can be determined by minimizing a quadratic functional similar to (5), i.e.,
Extended Kalman Filter
For nonlinear dynamics only a few applications of the so-called extended Kalman lter exist, i.e. Budgell (1986) , Evensen (1992 ), and Gauthier et al. (1993 . The problems with a nonlinear model
is that the error covariance equation becomes approximate and unclosed of the form
where F k is the tangent linear operator of f( ) calculated in a k . In addition to the second order statistical moment, i.e. the error covariance matrix P k , the equation also refers to higher order moments of which the third and fourth order moments and ? are included here. The operator H k is now the Hessian of f( ), and T k contains third order derivatives of f( ), both calculated in a k . It is also possible to derive equations for and ?, which refer to even higher order moments.
In the so called extended Kalman lter the hierarchy of equations for the di erent statistical moments are closed by neglecting all moments with higher order than the error covariance matrix, i.e., a statistical linearization is performed. One is then left with the rst line in equation (53) and the equation is similar to equation (44) except that an approximate tangent linear operator is used.
In Evensen (1992) it was shown that the overly simpli ed closure used in the extended Kalman lter resulted in unbounded error variance growth in the error covariance equation, and certain approximations had to be used to ensure stability of the system. A more consistent x for the problem would be to apply a higher order closure for the error covariance equation. Such higher order turbulence closure schemes have been discussed by, e.g., Leith (1971) , Leith and Kraichnan (1972) , Fleming (1971a, and 1971b) ; however, these will be too computationally expensive for ocean models. The unboundedness of such an internal or dynamical instability was not a promising result with respect to the possibilities of using the Kalman lter in operational applications with realistic ocean models. In Evensen (1993) it was also pointed out that the use of open boundary conditions leads to \numerical ill-posedness" for the integration of the error covariance matrix. The optimality of the Kalman lter with linear models is also lost when the dynamics becomes nonlinear because of the approximate error evolution.
Two important conclusions from Evensen (1992 Evensen ( , 1993 are that a sequential data assimilation algorithm gives good results in a data assimilation scheme for a multilayered nonlinear QG model, (see Appendix A), and that the results improve signi cantly according to improvements in the predicted error statistics. Results from Evensen (1992 Evensen ( , 1993 and the additional fact that the Kalman lter is extremely expensive to compute, even for modest problem sizes, have motivated the search for new methods for error covariance evolution or estimation. Such methods should include both the e ect of internal error growth caused by the unstable dynamics in nonlinear ocean circulation models, and the external error growth associated with the imperfection of the numerical ocean model. Fortunately, there are other more consistent methods for calculating the error covariances than integrating the approximate error covariance equation (53).
Forecasting Error Statistics by Monte Carlo Methods
The approach of stochastic dynamic prediction was rst proposed by Epstein (1969) , and several papers have later extended this theory, mainly in connection with simple spectral models in meteorology, see e.g., Gleeson (1970 ), Fleming (1971a , 1971b , Epstein and Pitcher (1972) , Leith (1971 ), and Pitcher (1977 . These papers discuss both the use of Monte Carlo methods and approximate stochastic dynamic prediction for nding approximate solutions of the equation for the probability density function. An application in oceanography has been discussed by Salmon et al. (1976) . Two more recent applications in meteorology are given by Seidman (1981) , who examined the predictability of a general circulation model, and Schubert and Suarez (1989) , who discussed the application of Monte Carlo methods for error prediction in an atmospheric primitive equation model. Di erent alternative Monte Carlo methods suitable for stochastic dynamic prediction were discussed by Ho man and Kalnay (1983) and Schubert et al. (1992) .
The state vector at a speci ed time, , can be represented by a single point in an n-dimensional phase space P. Thus, time evolution of the state vector is described by continuous motion of the point along a trajectory in phase space. The uncertainty in the state vector can be represented by a large ensemble of possible states, each assigned an individual probability number. Suppose there are N points altogether, where N is a very large number, and dN is their density (points per volume increment) at any location. As the number of such phase points approaches in nity, one can de ne a probability density distribution function
which can vary throughout the space. In Evensen (1994) it was shown that the QG model could be written in discrete form as an Itô stochastic di erential equation describing a Markov process
where is the state vector and g is a nonlinear vector function, and dq 2 < n is a vector of random white noise with zero mean. The evolution of the probability density for this equation is described by the Kolmogorov's equation, (also called the Fokker-Plank equation) which for the QG model simpli es to
where Q =is the covariance matrix for the model errors. A derivation of this equation can be found in Jazwinski (1970) . The probability density function represents the density of an in nite ensemble of possible ocean states, each having an associated probability number. The width of the probability density function corresponds to the variance of the ensemble and represents the errors in the predicted solution.
The stochastic forcing introduces a di usion term that tends to atten the probability density function (spreading the ensemble) during the integration, i.e. the probability decreases and the errors increase.
If this equation could be solved for the probability density function, it would be possible to calculate statistical moments like the mean state and the error covariances at di erent time levels. An analytic steady state solution of the Kolmogorov's equation was found by Miller (1994) for the double well problem containing only one state variable and this simple example illustrates some of the di culties of dealing with nonlinear dynamics. For a nonlinear model, the mean and covariance matrix will not in general characterize ( ; t). They do, however, determine the mean path and the dispersion about that path. An alternative to integration of the approximate error covariance equation is to use Monte Carlo methods. A large cloud of ocean states, i.e. points in phase space, can be used to represent a speci c probability density function. By integrating such an ensemble of states forward in time it is easy to calculate approximate estimates for moments of the probability density function at di erent time levels. In this context the Monte Carlo method might be considered as a particle method in phase space. When the size N of the ensemble increases, the errors in the solution for the probability density will approach zero at a rate proportional to 1= p N. For practical ensemble sizes, say O(100) the errors will be dominated by statistical noise, not by the unboundedness of dynamical instabilities like in the extended Kalman lter.
When the Monte Carlo method is applied one rst calculates a best guess initial condition based on available information from data and statistics. The model solution based on this initial state is denoted the central forecast. The uncertainty in the best guess initial condition is represented by the initial variance. An ensemble of initial states is then generated where the mean equals the best guess initial condition, and the variance is speci ed based on knowledge of the uncertainty in the rst guess initial state. The covariance or smoothness of the ensemble members should re ect the true scales of the system, e.g., the internal Rossby radius is the physical scale for a QG model. A procedure for generating such pseudo random elds with a speci ed variance and covariance was outlined in Evensen (1994) .
The e ect of external error growth must be included to give reliable estimates for the evolution of errors. One way to do this is to force the model with smooth pseudo random elds with a speci ed variance. This will provide a realistic increase in the ensemble variance, provided that the estimates of the model error variance is reasonably good.
In Evensen (1994) it was illustrated how one could calculate the covariance functions required to construct the Kalman gain (47) from the ensemble. Further it was shown that by operating directly on each individual member of the ensemble with the equation for the analyzed state estimate (43) one recovered an ensemble with the correct statistics as determined by (46).
Example
To illustrate a data assimilation process an example of sequential data assimilation is presented where the error statistics of the model forecast is generated using ensemble statistics. The method was brie y outlined in the previous section and has been extensively discussed in Evensen (1994) . The model is a two layer QG model set up for a region including the Halten bank on the Norwegian continental shelf. This area has been subject to an extensive study during the Norwegian Continental Shelf Experiment (NORCSEX), (Haugan et al., 1991) . A 81 times 121 grid has been used and the size of the domain is about 324 km along shore and 216 km cross-shore. The internal Rossby radius which is the characteristic length scale for mesoscale circulation on the shelf is 5.4 km and is resolved by the grid. The boundary along the coast, i.e., the eastern boundary at y = 0:0, is closed and there is a speci ed in ow of the Norwegian coastal current and the Atlantic current at the southern boundary, i.e. x = 0:0. Realistic smoothed bottom topography has been used and the domain is shown in Figure 1 .
For this example the data have been generated by running a reference case from which the solution has been stored at speci c data locations in space and time. A regular mesh of 9 6 data points in the upper layer only are generated every t = 1:0 which corresponds to about 316 minutes. The distance between the data points is about 35 km which means the Rossby radius is not resolved by the data, although eddies and meanders normally extends over a few Rossby radii.
The initial condition for the reference case was found by adding a pseudo random eld to the initial condition used for the assimilation run, and then integrating the model for about three weeks, where the nal stream function was used as initial conditions for the reference case.
An ensemble of 400 statistically independent ocean states was generated by adding pseudo random elds, with variance equal to 0.1 and covariance corresponding to the physical scales of the problem, to the initial condition for the assimilation run. The ensemble members were integrated forward in time and updated every time measurements were available according to equation (43). The covariance functions required for calculating the Kalman gain were generated as statistical moments of the ensemble. This required a few hours of CPU time on a CRAY Y-MP.
The initial error variance is 0.1 in the interior domain and on the in ow boundary, and it is 0.0 at the closed and out ow boundaries. A nite error variance on the in ow boundary generates perturbations in 13 the ensemble members that propagate downstream, i.e. the in ow boundary is an error source. At the closed boundary along the coast the solution is known and the errors should be zero. The error variance at the eastern boundary is zero and kept constant to avoid the in ow of energy in an area known to be rather quiet. At the northern boundary the initial variance is zero, but a radiation conditions has been applied so that eddies and meanders in the coastal current are able to escape. The results of the assimilation are shown in Figures 2 and 3 . When comparing the time series of the stream function elds from the reference case (left) and the central forecast for the assimilation experiment in Figure 2 , it is seen how the central forecast approaches the reference stream function during the integration. All the main structures like eddies and meanders are reproduced although with some di erences in amplitude and phase. In Figure 3 , time series of the mean (left) and the error variance (right) of the ensemble is shown. At the nal time the mean is slightly closer to reference case than the central forecast. In the time series of error variance plots it is seen how the assimilation of measurements reduces the errors at the measurement locations, i.e. the ensemble converges. Further, the errors are decreasing faster in the Atlantic current where the information from the measurements are propagating downstream.
Discussion
A brief discussion has been given of the properties of the most promising methods for inverse calculations and data assimilation in nonlinear models. Traditional modeling of time dependent systems assumes a dynamical model with appropriate initial and boundary conditions stated in a way which in mathematical terms ensures well-posedness, thus a unique solution can be found. However, for many physical systems, additional information from measurements may also be available and this information should be used to improve the solutions and the knowledge of the true state of the dynamical system. The information contained in the measurements can not be directly imposed on the well-posed mathematical problem since this results in an over-speci ed problem where in general no solution exists. However, by allowing the model equations to contain errors, the over-speci ed system can be reformulated as a least-squares problem which can be solved for a unique minimizing solution which is close to both the model dynamics and the measurements.
Inverse methods are also applied for optimal design of observation schemes, including the design of repeat cycles of monitoring satellites. The criterion to be used is to maximize the condition of the linear system (35). The condition is mainly determined by the interdependence between the measurements, i.e., if the measurements are clustered or the errors in the collected information are correlated in space or time, that will reduce the condition of the problem. Examples are given by Bennett (1985) , McIntosh (1987) , Barth and Wunsch (1990) , and Ghil and Ide (1994) . Inverse methods have also been used for parameter estimation in ocean models by Smedstad and O'Brien (1991) and Yu and O'Brien (1991) .
There is also an extensive literature on so called suboptimal methods. Such methods can be derived by applying certain assumptions on the generalized inverse formulation or on the error statistics used in the Kalman lter.
A much used variational method is based on the assumption that the dynamics imposed by the model is perfect, i.e., the model errors are zero. This assumption is not valid in general but it decouples the system of Euler{Lagrange equations (8{11). Exploiting the fact that the adjoint variable at t = 0 is the gradient of the penalty function with respect to the initial conditions, a gradient descent algorithm can be used to iterate the initial conditions so that the forward model integration results in a best possible t to the data. In each iteration the perfect model is integrated forward in time followed by a backward integration of the adjoint equation (10), to obtain the gradient. This strong constraint approach which is often called \the adjoint method" was rst discussed by Lewis and Derber (1985) , Le Dimet and 14 Talagrand (1986) , and Talagrand and Courtier (1987) , and it has been reviewed by e.g. Schr oter (1989) .
See also the special issue on adjoint applications in dynamic meteorology in Tellus, 45A:5, (1993) .
Posterior error estimates can be generated by inverting the Hessian of the penalty function, but this is an enormous numerical task. If the assumption of a perfect nonlinear model is invalid it is very di cult to get a good t to the data if the assimilation time interval is several times the prediction limit of the dynamics. The penalty function will in fact contain multiple local minima and the gradient descent method is likely to converge to one of the local minima. By solving the weak constraint problem, e.g., using simulated annealing or the representer method, the model errors allows the system to diminish the weight on information from data outside a certain time interval determined by the prediction limit of the dynamics, i.e. the measurements will have a bell shaped in uence in time, determined by the time covariance functions for the dynamics. Another simplifying approach which has been widely used, is sequential methods where certain assumptions are made for the error covariances, e.g., steady error statistics. These methods are normally called optimal interpolation (OI) and they have been used extensively in operational weather forecasting for the last decades (Daley, 1991) . A review on OI methods is given by Todling and Cohn (1993) . It should be noted that beside the loss of optimality this method does not directly provide posterior error estimates.
Within sequential methods, Monte Carlo methods can be used to forecast the error covariances, and this resolves many of the crucial problems with the extended Kalman lter. Ensemble forecasting can also be used to calculate the representer elds (36), and in that case the backward integration of the linearized equations in (33) is avoided. Note that the ensemble forecast must be performed for each of the linear iterates when the model is nonlinear.
All the methods discussed in Section 3 can be considered as statistical or stochastic, and they are well suited for exploiting the new parallel computer architectures. They also include model errors to re ect the approximations used when the model equations are derived, and they provide estimates of the posterior error statistics.
A Multilayered Quasi-geostrophic Model
The ocean model is the multilayered and nonlinear quasi-geostrophic (QG) model on an f plane, (Pedlosky, 1987) and has been applied and further discussed by Haugan et al. (1991) and Evensen (1992 Evensen ( , 1993 . It describes conservation of potential vorticity l in each layer on an f plane. The mean layer thicknesses are D l , and the density in each layer is l , where l denotes layer number; l = 1 in the upper layer. l is the stream function in layer l. The horizontal length scale R d is the internal Rossby radius of deformation of the upper layer, given by R 
where n z is the number of layers and the velocities are the geostrophic approximations u l = ? @ l @y v l = @ l @x : 
The bottom topography term is = " ?1 h b D nz ; (63) with " as the Rossby number and h as bottom topography. 
