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Abstract 
A fundamental problem in control systems theory is finding a reduced order model that is optimal in the L 2 sense  to 
a given (full order) system model. The numerical solution of this problem is challenging and the global convergence 
properties of homotopy methods are advantageous. A number of homotopy-based approaches have been developed. The 
primary numerical issues are the number of degrees of freedom in the homotopy parameter vector, the well-posedness of 
the finite-dimensional optimization problem, and the numerical robustness of the resulting homotopy algorithm. This 
paper develops two new homotopy algorithms for optimal model reduction and uses several examples to compare their 
performance with the performance oftwo previous algorithms. The results how that the numerical well-conditioning is 
inversely related to the algorithmic efficiency and that the relative performance of a given algorithm is problem 
dependent. 
Keywords: Homotopy method; Input normal form; Optimal projection equations; Parameter optimization; Reduced 
order model problem 
1. Introduction 
The L 2 optimal model reduction problem is finding a reduced order representation of a system 
model that minimizes the L 2 norm of the error between the responses of the two systems. 
Homotopy approaches have been proposed to solve this difficult numerical problem. The first 
homotopy methods applied to this problem [19-21] were based on the optimal projection 
equations for model reduction [5]. Unfortunately, the number of variables made large problems 
intractable for these algorithms. Subsequently, a gradient-based homotopy which utilizes the input 
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normal canonical form in [8] was developed [3]. This approach achieved the desired reduc- 
tion in the dimension of the homotopy map to the minimal value possible. However, the method 
fails on certain problems. Therefore, we develop here two additional gradient-based homotopy 
algorithms. 
The problem can be formulated as: given the asymptotically stable, controllable, observable, 
time invariant, continuous time system 
2~(t) = Ax( t )  + Bu(t), 
(1) 
y(t) = Cx(t) ,  
where A ~ ~ n × n, B ~ ~ "× m, C ~ ~ ~ ×", the goal is to find a reduced order model 
SCm(t ) = hmxm(t ) -4- Bmu(t), 
(2) 
y.,(t) = Cmxm(t), 
where Am ~ ~ ,m ×,,., Bm ~ R n" × m, C,, ~ ~ l × ,,,, nm < n which minimizes the cost function 
J(A,n, B,,, C,,) - lim E[ (y  - y , , )XR(y - Ym)], (3) 
t --~ OO 
where the input u(t) is white noise with symmetric and positive-definite intensity V, and R is 
a symmetric and positive-definite weighting matrix. 
The paper is organized as follows. Section 2 reviews the homotopy algorithm based on the input 
normal form that was first developed in [3]. Section 3 then explores ome of the subtle differences 
between the optimal projection equations and the input normal form formulations. Next, Section 
4 assumes a particular Jordan form based on the work of [9] and develops a new homotopy 
algorithm. 
Both the input normal form and Ly parameterization use the minimum possible number of 
degrees of freedom, but rely on assumptions about the structure of (A,,, Bin, C,,) that do not always 
hold, and therefore may not exist. Even worse, they may exist but be arbitrarily badly conditioned, 
resulting in unstable numerical algorithms. Hence, Section 6 explores an alternative formulation 
using more than the minimal number of degrees of freedom, and compares to the minimal 
formulations. Comparisons between the three gradient-based formulations and an approach based 
on the optimal projection equations are given in Section 7. A fundamental difference between the 
optimal projection equations and the other formulations i that the optimal projection equations 
approach solvesf(x) = 0, wherefis not the gradient of the cost functional and x is not the reduced 
order model, while the other three formulations solve g(y) = 0, where g is the gradient of the cost 
functional and y is the reduced order model. 
2. A homotopy based on the input normal form 
This section presents a brief synopsis of the input normal homotopy algorithm developed in [3]. 
The reader is referred to that publication for additional details. The exposition begins with the 
following foundational theorem. 
Y. Ge et al. /Journal of Computational and Applied Mathematics 69 (1996) 215-241 217 
Theorem 1 (Kabamba [7]). Suppose Am is asymptotically stable. Then for every minimal (Am, B,,, 
Cm), i.e., (Am, B,,) is controllable and (A,,, Cm) is observable, there exists a similarity transformation 
U and a positive-definite matrix Q = diag(ml, ... , tn,,,) such that Am = U- aA,,U, Bm= U- 1B m, and 
C,. = CmU satisfy 
0 = A,. + A T + BmVBT. 
0 = ATg2 + aAm + CTRCm. 
In addition, 
= - ~(BmVBm)u, (Am) i i  1 T 
(CTRC,.)u 
~i (B,.VBT)u 
(Am),j = (CTRCm)i j  - o~j(BzVB~), j  if ¢o~ ¢ ~oj. 
(Dj  - -  (I) i 
Definition I. 
(4) 
The triple (Am, Bin, Cm) satisfying (4) or (5) is said to be in input normal form. 
(5) 
Note that generically oJi -#: O)j for i ¢ j, and this is assumed henceforth. Under the assumption 
that a solution (Am, B,,, Cm) in input normal form is sought, the only independent variables are Bm 
and Cm, and in this case the domain is 
{(Am, Bin, Cm): Am is stable, (Am, B,., C,,) is minimal and in input normal form}. 
Assuming (A,,, Bin, Cm) is in input normal form, the cost function (3) can be written as 
d(Am, Bin, Cm) = tr(Q/~), (6) 
where (~ is a symmetric and positive-definite matrix satisfying 
and 
40 + 02/T + ¢ = 0, (7) 
7t = Am - CTRC CTRCm]' ff = \B,.VB T BmVBT]" (8) 
0 can be written as 
where 01 e ~"×", 012 e [~"×"', and 02 e R""×"" 
The goal of minimizing (6) under constraints (4) and (7) leads to the Lagrangian 
L(Am, Bin, Cm, O, 0) = tr[0/~ + (Am + AT + B,,VBT)M~ 
+ (AT(2 + (2Am + CTRC,.)Mo + (~Q + (~)~X + IT)P], 
where the symmetric matrices Mo, Mo and/~ are Lagrange multipliers. 
(9) 
218 
Setting OL/O~ = 0 gives 
.~Tp + p/~ + /~ = 0, 
where P is symmetric positive definite and can be partitioned as 
/31 P12"~ 
P= pT  p: /" 
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(~L/Of2 = 0 and OL/3A= = 0 yield 
0 = 2M¢ + 2QMo + 2(PT2(~12 + P:Q2), 0 = (AmMo),, 
A straightforward calculation shows 
c3L - 2(pTzB + PzBm)V + 2M¢BmV, 
OB,. 
OL 
= 2R(CmQ2 - C012) + 2RCmMo. 
~Cm 
l ~ i~nm.  
(10) 
(11) 
(12) 
Theorem 2 (Davis et al. [2]). The matrices Mc and Mo in (12) satisfy 
Mc = - (½S + (2Mo), 
(Mo)ii - -  
nm 
£ (Am)ij(Mo)ji, 
(Am) ii j = 1 
jq:i 
(S)~j - (S)j, if % # ~o~, 
(Mo) , ,  - 2 (~ i  _ co,) 
where 
S = 2(t 3 T2012 -~- /O202)- 
(13) 
(14) 
2.1. A homotopy approach for the input normal form 
A homotopy approach based on the input normal form is now described. Let Af, Bf, Cf, Rf, and 
Vf denote A, B, C, R, and V in the above and define 
A(2) = Ao + 2(Af - Ao), 
B(2) = Bo + 2(Bf -- Bo), 
C(,~) = Co + 2(Cf  -- Co).  
R(2)  = Ro + 2(Rf  --  Ro) ,  
V(2) = Vo + 2(V, -- Vo). (15) 
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For brevity, A(2), B(2), C(2), V(2), and R(2) will be denoted by A, B, C, V, and R, respectively, in the 
following. Let 
~3L 
nBm(O, 2) = - -  = 2(P~XzB + P2B,,)V + 2McBmV, 
¢3Bm 
~L 
Hcm(O, 2) - #C~ - 2R(C,,Qz - CQ12) + 2RCmMo, 
where 
{Vec(B,,)'] 
0 - \Vec(C,,)} 
denotes the independent variables B,, and C,,, Mo and Mc satisfy (13), and 0 and /3 satisfy 
respectively, (7) and (10) with partitioned forms (9) and (11). Vec(P) for a matrix P E ~P×q is the 
concatenation f its columns: 
Vec(P) P'2 Rp q : •
q 
The probability-one homotopy map is defined as 
(Vec [Hs,,(0, 2)] ~ (16) 
p(O, 2) = \Vec[Hcm(O, 2)]}' 
and its Jacobian matrix is 
Dp(O, 2) = (Oop(O, 2), O~p(O, 2)). (17) 
The vector (Vec (Ao), Vec (Bo), Vec (Co), Vec (Ro), Vec (Vo)) plays the role of the parameter vector 
a in the probability-one homotopy theory [17]. Explicit expressions for the elements of Dp(O, 2) are 
given in [3]. 
2.2. A numerical algorithm for the input normal form homotopy 
The initial point (0, 2) = (0o, 0) = ((B,,)o, (Cm)o, 0) is chosen so that the triple ((Am)o, (Bm)o, (Cm)o) 
is in input normal form and satisfies p(Oo, O) = O. 
Theorem 3 (Moore [10]). Suppose A is asymptotically stable. Then for every minimal (A, B, C), i.e., 
(A, B) is controllable and (A, C) is observable, there exists a similarity transformation T and 
a positive-definite matrix A = diag (dl, d2, ... , d,) with di >>- di+ 1 such that A = T -  iAT,  B = T -  1B, 
and C = CT  satisfy 
O= AA + AA T + BVB T, 
0 = ATA -4- AA + CTRC. 
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Definition 2. The triple (A, B, C) in the above theorem is balanced. 
According to [10], under certain conditions, the leading principal nm x n,, block of A, the leading 
principal n,, x m block of B, and the leading principal I x n,, block of C in balanced form are good 
approximations to the reduced order model. This suggests that the initial point (00, 0) be chosen as 
follows: 
(1) Transform the given triple (Af, Bf, Cr) to balanced form (Ab, Bb, Cb). 
(2) Partition (Ab, Bb, Cb) as 
tim 
nnl 
C b = ( C1 C2) .  
(Vec(/~,.) o "] (Vec BI"], 
0-° = \Vec(Cm)o ] = \Vec ClJ  
and (-4,.)o = All by construction. 
(5) Transform the initial point ((~Zlm)0, (Bin)o, (Gin)o) tO input normal form so that the initial 
reduced order model is 
((Am)o, (B.,)o, (Cm)o) = (T-  I(A.,)oT , T-  l(B,,,)o, (Cm)oT). 
The initial point for the homotopy map is then (0o, 0), where 
Oo = (Vec(B,.)o "]
\Vec(Cm) oJ' 
(In general, the truncation to obtain the approximate r duced order model should be based on the 
component costs instead of the sizes of the balanced gains di as done above [14]. This explains why 
in some cases (Examples 1and 6 below) the above algorithm for choosing the initial points did not 
lead to reduced order model with a minimal cost.) 
Once the initial point is chosen, the rest of the computation is as follows: 
(1) Set 2 := 0, 0 := 00. 
(2) Calculate A,, from (5),/~, 17, and compute • and P according to (7) and (10). 
(3) Evaluate S from (14) and Mo and Mc according to (13). 
(4) Evaluate the homotopy map p(O, 2) in (16) and Dp(O, 2) in (17). 
(5) Predict the next point Z (°1 = (0 ~°), 2 ~°)) on the curve 7. 
(6) For k:= 0, 1, 2, ... until convergence do 
g(k+ 1) = z(k)  - -  [Dp(Z(k))] tp(Z(k)), 
where [Dp(Z)] t is the Moore-Penrose inverse of Dp(Z). Let (0:, 2x) = limk-~ ~ z(k( 
(3) (Ao, Bo, Co) is chosen as 
0 , o,. 
(4) The initial point for the reduced order model is chosen as 
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(7) If 21 < 1, then set 0 := 01, 2 := 21, and go to step (2). 
(8) If 21 I> 1, compute the solution/7 at 2 = 1. Am is then obtained from (5). 
An alternative strategy for choosing an initial point is as follows: 
(1) Modify Af to A~ = ciI  + c2Af, where ci ~< 0 and c2/> 0. 
(2) Transform (A[, Bf, Cf) to balanced form and choose (A~, B~,, C~) as before. 
(3) Compute the initial reduced order model ((Am)0, (Bin)o, (Cm)0) from the triple (A~, B~, C~)) as 
before. 
When cl = 0 and c2 = 1, this strategy reduces to the previous one. For some problems, our 
numerical experiments show that HOMPACK reaches 2 > 1 in fewer steps with Cl :P 0 than with 
c~ = 0. A modification to the homotopy map p(O, 2) in (16) is 
px (O, 2) = 2p(O, 2) + (1 - 2)(0 - 0o), 
where 0o denotes the initial value of 0 at 2 = 0. For some problems this homotopy map can be 
more efficient than the one in (16), while in other cases it can be less efficient. 
3. Comparison of the input normal form formulation with the optimal projection equations 
Theorem 4 (Hyland and Bernstein [6]). Suppose (Am, Bin, Cm) is a controllable and observable 
solution of the problem (1)-(3). Then there exist positive-semidefinite pseudogramians O',/3 that are 
a solution to the modified Lyapunov equations 
0 = "r[AO' + O'A T -b BVBT] ,  
(18) 
0 = [AX/3 +/3A + CTRC]z, 
and satisfy the rank conditions 
rank(o') - rank(/3) = rank(o,/3 ) = nm, 
such that the optimal model is given by 
A m = FAG T, 
Sm = FB, (19) 
C m : CG T, 
where G and F come from a (G, M, F)-factorization of 0_/3: 
O,P = Mr ,  
(20) 
FG ~ = I.m, 
G, F ~ ~.m×., M ~ ~" . . . .  is positive semisimple and • - GTF. 
Eqs. (18) are called the optimal projection equations, which after the nontrivial algebraic 
manipulation described in [21], can be written in a form suitable for computat ion as 
U1AW1ZW T + XW~A T + U IBVB T =0,  (nmn) 
ATu[s  + U~SUIAW~ + CTRCW~ = O, (nnm) (21) 
U1W1 - I = O. (nZm) 
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The unknowns are W1 e ~"×"", Ua e ~""×" and symmetric 2; e ~""×"". In terms of these new 
unknowns, 0 and P in (20) can be written as 
0 = w,sw? ,  P = u 2;Vl. 
In [61 it is stated that the optimal projection equations can have at most (,",,) solutions. It is 
shown by the following two-dimensional example that this is not true in general. 
The system [8] is given by 
( -0 .05-0 .99  ) ( 1 ) 
A = 0.99 5000.0/' B = 100 ' C = (1 100). (22) 
Proposition. For the system (1) defined by (22), the solution set of the optimal projection equations 
contains three isolated solutions and a one-dimensional manifold parametrized by one element of either 
W 1 or U 1 . 
Proof. The three isolated solutions are 
A,, = (-0.005004234), B m = (1.000213), Cm = (1.000213), 
A,, = (-4998.079), Bm = (100.0002), C,, = (100.0002), 
A,, = (-0.4659163), Bm = (-1.940482), Cm = (-1.940482), 
which were obtained by both POLSYS from HOMPACK [17], and by a homotopy approach 
[19-21]. The one-dimensional manifold of solutions corresponds to 
A,, = (-0.4851515), Bm = (0.0), Cm = (0.0), 
which can be derived directly from the optimal projection equations as follows. 
Let W1 = (x'2), U1 = (x3, x4), and S = x5. The optimal projection equations (21) for this problem 
can be written as 
0 = a l lx2x3x5 + a12xix2x3x 5 q- a21xZx4x5 + a22x1x2x4x 5 
+ al lX lX5 + alzXzX5 + (BVBV) 11x3 + (BVBT)z lx4 ,  
0 ~- a l lX IX2X3X 5 + a12X2X3X5 + a21X1X2X4X 5 + a22X2X4X5 
a21x1x  5 -~- a22x2x5 -~- (BVBT)12x3 + (BVBT)22x4,  
0 ~ al lX1X2X5 + a12x2x2x5 + a21xix3x4.x 5 + a22x2x3x4.x 5 
+ allX3X5 + a21x4x5 + (CTRC) l lX1 + (CTRC)12x2, 
0 ~ allXlX3X4.X 5 q- a12x2x3xax5 --b a21xix2x5 -[- a22x2x2x5 
+ a12x3X5 -a t- a22x4x 5 + (CTRC)z1x1 -[- (CTRC)22x2, 
0 ~ X1X 3 + X2X 4 -- 1. 
(23) 
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The triple (A,,, B,,, C,,) is given by 
Am-- FAGT=(x3x4)(all\a21 a12~( X )a22/  x2 
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0 = 485200x~k4x5 - 0.49XzX 5, (25) 
0 -- 485200x2x~x5 - 0.49x4xs, (26) 
0 = 4852x~x4x5 + 4901x2xs, (27) 
0 -- 4852XzX~X 5 + 4901x4xs, (28) 
0 = 10001x2x4 - 1. (29) 
come 
If x 2 = 0 or x4 = 0, Eq. (29) will not be satisfied. Only the situation that x2 :~ 0 and x4 ~ 0 is 
possible. Then Eqs. (25)-(29) can be reduced to 
0 -- 485200XzX, ,X  5 -- 0.49x5, 
0 = 4852x2x4x5 + 4901x5, (30) 
0---- 10001x2x4-  1. 
If x5 ¢ 0 then (30) becomes 
0 = 485200xzx4  - 0.49, 
0 = 4852x2x4 + 4901, (31) 
0 -- lO001xzx4-  1, 
which does not have a solution. 
Thus x5 = 0, and Eq. (30) reduces to 
10001x2x4 - 1 -- 0, 
which gives Am-- -4852/10001 -- -0 .4851515 corresponding to a one-dimensional manifold 
parametrized by x2 or x4. Hence the solution Am -- - 0.4851515, B,, = 0 and C,, -- 0 (which is not 
controllable or observable) corresponds to a one-dimensional manifold of solutions of the optimal 
projection equations. [] 
= xI(allX 3 --J- a21x4) + x2(a12x3 + a22x4), 
B,,  = FB  = (x3x4) \b21 = bllX3 + b21x4' 
(24) 
C m CG T (C11C12)(X1) -- -- ~ CllX 1 ~ C12X2, 
X2 
where F = U1 and G = W T. Substituting (22) into (23) and (24), setting Bm = x3 + 100x4 -- 0 and 
Cm = x l  + 100x2 = 0 gives Xl = - 100x2, x3 -- - 100x4, and Am = - 4852x2x#.  Eqs. (23) be- 
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The set of solutions of the input normal form equations contains the same set of isolated 
solutions as the optimal projection equations, and also a fourth isolated solution given by 
A,, = B,, = Cm = 0. Therefore, the solution sets of the two formulations are different. 
The input normal form equations can be rewritten as 
0 = 2(PX12B + P2Bm)V + 2M~B,,V,  
0 = 2R(CmO2 - -  C012 ) qt._ 2RCmMo. 
(32) 
Setting Bm = Cm = 0, the equations become 
0 = P~zBV,  
0 = RCQ12, 
(33) 
where i012 and 012 satisfy, respectively, 
0 = AT1012 + 1012Am, 
0 = A012 -1- 012Am, 
which has a solution PlZ = Q12 = (o). A,, satisfies 
Am + A T + BmVB T = Am + A T = O, 
which gives A m : O. 
It should be noted that the solutions to the optimal projection equations (18) that satisfy the rank 
conditions rank (0 )= rank(P)= rank(QP)= nm characterize all controllable and observable 
extremals of the optimal model reduction problem. However, there are algebraic solutions to (18) 
that do not satisfy these rank conditions. The one-dimensional manifold of solutions of the 
previous proposition are such a set of solutions since for these solutions rank((~) = rank(P) = 
0 ¢ nm = 1. On the other hand, the input normal form equations characterize all extremals of the 
optimal model reduction problem for which the input normal form has the property that no two 
diagonal elements of f2 are equal. No restriction is placed on the controllability or observability of 
these extremals. Hence, the extremal sets that the optimal projection equations and the input 
normal form equations characterize are not identical. In addition, the optimal projection equations 
may also have algebraic solutions that characterize additional reduced-order models that are 
uncontrollable or unobservable and may or may not be related to the solutions of the input normal 
form equations by a similarity transformation. These differences in the solutions sets were 
illustrated by the example of this section. However, it should be noted that if one considers their 
input-output properties, the two solution sets are equivalent. 
4. Homotopy algorithm based on Ly's formulation 
Ly et al. [9] introduced another canonical form also with nm m + nml parameters as in the input 
normal form formulation. The reduced order model is represented with respect to a basic such that 
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A,. is a 2 × 2 block-diagonal matrix (2 × 2 blocks with an additional 1 × 1 block if nm is odd) with 
2 × 2 blocks in the form 
(0, :), 
Bm is a full matrix, and 
(Cm) 2 . . .  (Cm)r) ,  C m : ((Gin) a 
where 
(lo, (Cm) i= • ... • , 
(C,,)r = (1 * ... ,)a', if nm is odd. 
Let ~ be the set of indices of those elements of Am which are parameters, i.e., 
5 ~ -= {(2, 1)(2, 2), . . . ,  (nm, nm)}. 
To find the min imum of the cost function (6), consider the Lagrangian 
L(Am, Bm, Gin, (~) = tr[(~/~ + (~0 + (~a" + 17)P], (34) 
where the symmetric matrix P is a Lagrange multiplier, (~ satisfies (7), and A,/~, and I7 are defined 
in (8). Setting 8L/SQ. = 0 gives (10), and P is symmetric positive definite and can be partit ioned as in 
(11). A straightforward calculation shows 
~L 
- -  -- 2(P1~2012 + P2Q2)/j, (i,j) ~ 5 p, 
8L 
~B,. = 2(PlzB + PzBm)V, 
8L 0 
- -  = 2 [ t r ( -  Q~2CVRCm) + tr(Q2C~mRC=)] 
O(Cm)ij 
= 2R(Cm(~2 - C0 ,2)w i>  1. 
0(Cm)ij 
(35) 
Let Af, Bf, Cf, Rf, and Vf denote A, B, C, R, and V in the above and define A(2), B(2), C(2), R(2), 
and V (2) as in (15) and denote them by A, B, C, V, and R, respectively, in the following. Let 
~L 
HAm (0, 2) -- 0A m - 2(PT2012 + P202) ,  
~L 
H~m(O, 2) - , ,a  ~B-- - 2 (P~2B + P2Bm)V, (36) 
8L 
Hc,~(O, 2) - OCm - -  - 2R(CmQ2 -- CQa2), 
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where in Ham only those elements corresponding to the parameter elements of Am are nonzero and 
0 = Vec(Bm) / (37) 
/ 
Vec(Cm)y./ 
denotes the independent variables, (~ and P satisfy, respectively, (7) and (10), (Am),~ is a vector 
consisting of those elements in Am with indices in the set 5 a, i.e., 
(Am),~ = ((Am)2 , ,  (Am)22 . . . .  , (Am)nmn,~) T, 
(Cm),~. is the matrix obtained from rows ~ = {2, ... , l} of Cm. 
The homotopy map is defined as 
[HAm(O ' )],) ],~ 
p(O, 2) = Vec[Hn,,(0, 2)] , 
Vec [Hc,,(O, 2)Is. 
and its Jacobian matrix is 
Op(O, 2) = (Oop(O, 2), Oap(O, 2)). 
Define 
~IAm(p(j), O(j) ) = ")t'l~T(J)[~ ~T g'~(J) x--I,--12 .~12 "]- ~t 12~12 "~ /~(2J'02 -4- /~20(2J)), 
HB~(P (j)) = z_,Ut 12 '~ tDT(J) lt:/a.s + P~J~B,.) V, 
a~,.(O~J~) = 2R( CmO. ~ ~ - CO~/~ ), 
(38) 
(39) 
where the superscript (j) means c~/~0j. Using the above definitions, we have for 0j = (Am)kl , where 
(k, l) e 5 p, 
0HA,~ =/~A, , ( /~( j ) ,  (~(J)), 
c?(Am)kl 
c3HB,, _ ~Bm(p(j)), 
O(Am)kx 
~Hc,. _ .Oc..(O~) ' 
c~(A,.)kt 
(40) 
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for 0 r = (Bin)u, 
~3(Bm)kt 
0Hn,, _/~n,,(/3(j)) + 2/~2E(k,l)V, 
~(Bm)kZ 
~3Hc.. = fflc,,,(O(j)), 
~(B,,,)kl 
and for 0 r = (Cm)~, where k > 1, 
0(Cm)kl 
~nsm _ ~/~,.(p(j)), 
OHcm _ fflcm(O~j)) + 2RE~k,,)~22. 
~(C,.)u 
(41) 
(42) 
E (k'l) is a matrix with one in the (k, 1) position and zeros elsewhere, pIJ) and O(J) can be obtained by 
solving the Lyapunov equation (20). The derivative of the homotopy map with respect to 2 can be 
derived in a similar fashion. 
The initial point (0, 2) = (0o, 0) is chosen so that the triple ((Am)o, (Bin)o, (C,.)o) is in Ly's form and 
satisfies p(Oo, 0) = 0. This can be done as follows: 
(1) Obtain the initial reduced order model ((Am)o, (B.,)o, (Cm)o)b in balanced form in the same 
way as for the input normal form approach. 
(2) Transform the balanced ((Am)o, (B,.)o, (C,,)O)b to Ly's form, and build 0o as described in (37). 
The homotopy curve tracking computation is the same as described in Section 2. 
5. Numerical  results 
In this section umerical results for both the input normal form and Ly formulations are given 
for eleven systems. The first nine systems have been studied and solved in [19-21] using the 
optimal projection equations approach. Comparisons are made between these two minimal 
formulations and the optimal projection equations in Section 7. 
The cost J is computed for each model as tr(~/~) according to (6). For all examples V = R = I. 
Unless indicated otherwise, the solutions, given in input normal form, can be obtained by both 
formulations and are the same as those obtained by the optimal projection equations method. 
Example 1 (Kabamba [8]). The system is given by 
( -0 .05  - 0.99~ (1 )  
A= 0.99 -5000.0 J '  B= 100 ' c = (1 lOO). 
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The homotopy algorithm converges to a solution corresponding to the model of order n,, = 1 given 
by 
A,, = ( -  0.00500423), Bm= ( -  0.100042), Cm = ( - 10.0000), 
which was not obtained by the optimal projection equation approach of [19-21]. This model 
yields the cost J = 10 000. 
In the first step of choosing an initial point, (Af, Bf, Cf) is transformed to (Ab, Bb, Cb) , where 
orthogonal decompositions of two matrices are needed. If the eigenvalues of one of the matrices are 
rearranged in the ascending order, then a different solution is obtained, namely 
A m = (-- 4998.08), Bm = (-- 99.9808), C,, = ( -  100.020). 
This model yields the (minimum) cost J = 96.0781. 
Example 2 (Skelton and Yousuff [15]). The system is given by 
(1 0) 
A = 0 -- 10 ' 70 1 ' 
A model of order n,, = 1 is 
C=(1  -0 .2 ) .  
Am = ( - 11.9794), B,, = ( - 4.85914 0.589656), 
This model yields the cost J = 0.598377. 
Example 3 (Kabamba [8]). The system is given by 
0.4 ) A = - 0.25 - 
0.4 0.72 ' 
A model of order n,, = 1 is 
(1) 
B= 1.2 ' C=(1  1.2). 
Am = ( -  0.838521), Bm= ( -  1.29501), 
This model yields the cost J = 0.107256. 
Example 4 
A = 
Cm = ( -  1.82558). 
C,, = (2.76076). 
(Villemagne and Skelton [16]). The system is given by 
-1  3 0 -2  
-1  -1  1 , B= 2 , C=(1  0 0). 
4 -5  -4  4 
A model of order nm= 1 is 
A,, = ( -  0.286334), B,, = (0.756748), Cm = (0.878161), 
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which is different from that obtained by the optimal projection equation method [19-21], and has 
a smaller cost J = 1.22883. A model of order n,, = 2 is 
( -0 .215037 0.753968"] =(0.655800"] ( -0 .888877"]  
A,, = 2.51385 -3 .60074 J '  B,, \2.68356 J '  C~ = 1.09093 J" 
This model yields the cost J = 0.0197781. 
Example 5 (Kabamba [8]). The system is given by 
A = 
- 10 1 0 
-5  0 1 
-1  0 0 
B = 
0 
1 , 
1 
C=(1  0 0). 
A model of order n,, = 1 is 
A,, = ( -  0.157898), B,, = (0.561956), C,, = (0.318537). 
This model yields the cost J = 0.0107792. A model of order n,, = 2 is 
( -0 .139652 0.100607"] =(0.528492']  ~ (0 .320438)  
A,, = 0.600971 - 0.448192J' B,, \0 .946775/ '  C,, = - 0.0961019 " 
This model yields the cost J = 0.000329024. 
Example 6 (Zigi6 [19]). The system is given by 
A = 
o 1 o (oo)1o 
- 2 - 0.02 1 .01 B = 
0 0 0 ' 0 0 ' 
0.1 0.001 -- 0.1 -0 .001/  0 1 
c=(o  ] o o). 
A model of order nm = 1 is 
A., = ( - 0.353743), B,, = ( - 0.184397 - 0.820660), Cm = ( - 0.805197). 
This model yields the cost J = 285.012. 
With the input normal form, when n,, = 2, 3, two of the initial ¢n's are approximately the same, 
which leads to a significant numerical error in computing Mo and the numerical failure of the 
homotopy algorithm. 
The solutions for this example are computed using Ly's form. A model of order n m = 2 is 
( 0.0 1.0 ) ( 0.0255931 0.499376 ) 
A,, = - 0.0487508 - 0.000487507 ' B,, = - 0.0000350605 - 0.000220956 ' 
= (1.o o.o). 
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Hence, as elaborated in [3], this technique for choosing initial points fails. This model yields the 
cost J = 29.2223. A model of order nm = 3 is 
0.0 1.0  0 
Am = - 0.0487508 - 0.000488017 0.0 , 
0.0 0.0 - 2.48938 
- 0.0250401 - 0.499927 
Bm = 0.0000456588 0.000210679 , Cm = (1.0 0.0 1.0). 
- 1.45628 0.746877 
This model yields the cost J = 28.6848. Both of the above solutions have smaller costs than those 
obtained in [-19-21]. 
Example 7 (Moore [10], Wilson [-18]). The system is given by 
(000- -150  4)  1 
1 0 0 -245  B= C=(0  0 0 1). 
A= 0 1 0 --1113 ' 0 ' 
0 0 1 -- 19 0 
A model of order nm = 1 is 
Am = ( - 0.495187), Bm = (0.995175), C,, = (0.0148426). 
This model yields the cost J = 4.90749.10-5. A model of order nm -- 2 is 
( -0 .437964 -0.482612~ ( 0.935911~ 
Am = 2.84007 3.17242 / '  Bm = _ 2.51890 J '  
C~ = (0.0149143 0.00682097). 
The model yields the cost J = 4.159" 10 -7. A model of order nm = 3 is 
Am 
nm 
- 0.437810 -0.483078 -0.0370108 
2.82632 -3.13536 - 0.612598 
- 4.65184 13.1604 - 12.5542 
0.935746 
- 2.50414 
5.01082 
, Cm = (0.0149143 0.00682180 0.000635413). 
This model yields the cost J = 4.59- 10- lo. 
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Example 8 (Moore [10]). The system is given by 
(OlO o / (o) 
0 0 1 0 B= 0 C=(50  15 1 
A= 0 0 0 1 ' 0 ' 
-50  -79  -33  -5  1 
o). 
A model of order n,, = 1 is 
Am = ( - 0.576205), Bm = (1.07350), C,, = (0.588692). 
This model yields the cost J = 0.104740. A model of order nm = 2 is 
(0   330 
Am= 
3.80077 4.81512 J'  - 3.10326J' CmX = \0.278923 ] ' 
This model yields the cost J = 0.0269278. A model of order n,, = 3 is 
-0.520312 -0.731867 
Am = 2.88892 -2.23562 
-1.08450 6.30540 
B~=(1.02011 -2.11453 1.22207), 
This model yields the cost J = 0.00148438. 
- 0.162146 
- 3.72129 , 
- 0.746729 
Cm = (0.586461 0.307967 0.105043). 
Example 9 (Hickin and Sinha [4]). The system is given by 
A = 
--6.2036 15.054 --9.8726 --376.58 
0.53 --2.0176 1.4363 0 
16.846 25.079 --43.555 0 
377.4 --89.449 --162.83 57.998 
0 0 0 107.25 
0.36992 -- 0.14445 --0.26303 --0.64719 
0 0 0 0 
251.32 --162.24 66.827 
0 0 0 
0 0 0 
--65.514 68.579 157.57 
- -  118.05 0 0 
0.49947 -- 0.21133 0 
0 376.99 0 
231 
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B = 
89.353 0 
376.99 0 
0 0 
0 0 
0 0 
0 0.21133 
0 0 
 (OoOOOO,O) 
00000 " 
A model of order nm= 1 is 
Am = (--0.199272), 
This model yields the cost J = 27632.2. A model of order n m = 2 is 
Am=(-0 .199608 -0 .0763006~ 
3.33119 - 13.2758 J '  
Bin=( 0.631832 -- 0.00191612) ( --0.201050 
- -  5.15182 0.101952 J' Cm = - 354.414 
This model yields the cost J = 23262.3. A model of order nm= 3 is 
- 0.198769 0.235666 - 0.0248136 
Am = - 1.08739 - 0.912444 9.20181 , 
- 0.115288 - 9.50243 - 0.0261157 
-0.630503 0.00216112 
= ( 0.291338 
Bm = - 1.350879 -0.00377142 , Cm \354.222 
- 0.222387 - 0.0526803 
B m = (0.631300 -0.00187918), C~=(-0 .187347 
0.800899'] 
- 66.1873 J" 
-0.0265117 
- 164.479 
This model yields the cost J = 0.673079. A model of order n m = 4 is 
Am 
--0.198769 0.235667 - 0.0248136 0.000915746 ) 
--1.08739 --0.912440 9.20181 - 0.00904508 
--0.115288 -9 .50243 -0.0261155 -0.00159031 ' 
--5.46513 --11.6984 -1 .92997 --37.5544 
- 354.430). 
- 4.03570) 
26.6355 J" 
nm 
- 0.630503 0.00216112 ) 
1.35088 -0.00377141 
0.222386 - 0.0526803 ' 
8.66651 - 0.0203036 
This model yields the cost J = 3.22- 10-7. 
0.291340 
- 0.0265302 
- 4.03569 
0.0861885 
354.222 ) 
- 164.479 
26.6355 
- 0.815898 
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For  this example with nm = 3, 4, the columns of the initial Jacobian matrices from input normal 
form formulat ions are also so badly scaled that the numerical l inear algebra in HOMPACK fails. 
Modify ing HOMPACK to use the L INPACK subroutine DQRDC for the QR factorization of the 
initial Jacobian matrices enables HOMPACK to successfully overcome the ill condit ioning and 
find a solution. 
Example 10. A is a 2 × 2 block diagonal matrix with each diagonal block being of the form 
0 1 ), i= l , . . . ,n /2 ,  
-a /2  - -2yo- /  
B = (0, bl, 0, b2, ... , 0, bn/2) T, C = (0,  C1, 0,  C 2 . . . .  , 0,  Cn/2) , 
where ai -- i2/z 2, bi = x/~ sin(i~a), ci = x/~ sin(ins) and y, a, s are known parameters. This system 
was not studied in [19-21-]. The input normal form approach can not give a solution when nm> 1 
because the initial tns are generated in pairs. 
Choosing n = 16, nm = 8, y = 0.001, a = 0.1, s = 0.2, the reduced order model is 
Am = diag(A1, A2, A3, A4), 
( 00 ) ,0 ) 
A1 = -- 24936.92 -0 .3158248 ' -- 97.40911 -0.01973900 ' 
t 00 ,0 )A4(  00 10 ) 
A3 = -- 7890.149 - 0.1776489 ' -- 1558.546 - 0.07895572 '
Bm = 
/ / 1T 1.118022 
0.3208260 
0.3632675 
0.007030323 
1.538809 
0.1661970 
1.118019 
0.07921770 
Cm 
t 1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
t 0.0 
which has cost J = 2.59857. Ly's formulat ion is very efficient for this problem. 
Example  11. The system is given by 
- 1 0 
A = 0.0005 - 1.000001 
0.0005 0.0005 
0 
0 
- 1.00001 
B = 
1.1 
1.2 , 
1.3 
C = (2.1 2.2 2.3). 
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A model of order n,. = 2 with cost J = 0.36- 10-14 is 
(09 9,1  000000  
A,, = 1.99976 - 1.00024]' B,, = 1.41438`]' C~ = 0.00000`] 
This system was constructed to illustrate that some problems can be solved by the input normal 
form formulation or the overparametrization f rmulation described below but not by the Ly 
formulation. 
6. Overparametrization formulation 
Both the input normal form formulation and Ly formulation can introduce ill conditioning, 
resulting from eliminating certain variables o that the minimal number of variables is used. To 
avoid such ill conditioning, one could use all the elements in A~,B,,, and Cm as variables, i.e., not 
impose any restriction on the representation f (At,, B,,, C.,). 
The same Lagrangian as in (34) is used: 
L(Am, Bin, Cm, Q) = tr[Q/~ + (40 + O)~ r + 17)P], 
where the symmetric matrix P is a Lagrange multiplier. Setting OL/OO = 0 gives (10). A straightfor- 
ward calculation shows 
c~L 
-- 2(pT2012 -4- P202), 
aAm 
OL 
= 2(PT2B + P2B,,)V, (43) 
~Bm 
aL 
- 2R(C=02 - C0 ,2 ) .  
0C,, 
Let Af, Be, Cf, Rf, and Ve denote A, B, C,R, and V in the above and define A(2), B(2), C(2), V(2) 
and R(2) as in (15) and denote them, respectively, by A, B, C, V, and R. Let 
aL 
HA, , (  0, ,~) --  ~A~ m - 2(pTzQ,2 + PzQ2), 
Hcm(O, k) = - -  
where 
~L HB,.(O, 2)=-  = 2(P~zB + PzBm)V, (44) 
t3Bm 
0L 
t3C,, 
0 -  
= 2R(C,.Q2 -- C0,2), 
Vec(A,,) 
Vec(B,,) 
Vec(Cm) 
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denotes the independent variables Am, Bin, and Cm, and (~ and P satisfy, respectively, (7) and (10). Define 
Vec [HAm(O, 2)] 
p(0,2) = Vec[n,~(0,2)']  , 
Vec [Hc~(O, 2)'] 
whose Jacobian matrix is 
Dp(O, 2) = (Dop(O, 2), Dap(O, 2)). 
Because of the overparametrization, theJacobian matrix of p is singular. The homotopy map is 
defined as 
fi(0, 2) = 2p(O, 2) + (1 - 2)(0 - 00), (45) 
which guarantees a well-conditioned Jacobian matrix along the whole path except at the solution 
corresponding to 2 = 1. The Jacobian matrix is given by 
D~(O, 2) = (2Dop(O, 2) + (1 -- 2)1, p(O, 2) + 2Dzp(O, 2) - (0 -- 00)). (46) 
To find Dop(O, 2), define fla,.(P (j), O(J)), HB,.(P(J)), and flc,.(O (j)) as in (39), where again the 
superscript (j) means c3/OOj. For 0j = (Am)k. 
~H Am __ ffl Am(p(J), o(J)), 
~(Am)kl 
~3HB,. _/4n,.  (P(J)), (47) 
~(Zm)kl 
~nc~ _ gic~ (Oj)), 
~(Am)kl 
for Oj = (Bm)kt, 
~H Am __ ffl Am(p(j), O(j)), 
~(Bm)kl 
¢3HB,,, _ /tB,,, 050) + 21P2 E(k' l) V, (48) 
c~(Bz)~t 
~(Bm)u 
and for Oj = (Cm)u, 
~H Am = fl A~(p(j), O(j)) ' 
~(Cm)kl 
(~HBm _ fiB,. (p(j)), (49) 
8Hcm =/~c,,((~(j)) + 2RE(k,,)02. 
~(Cm)kl 
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P¢J) and QCJ) can be obtained by solving the Lyapunov equations (20). The derivatives with respect 
to 2 can be derived in a similar fashion. 
The initial point (0, 2) = (00, 0) = ((Am)o, (Bin)o, (Cm)o, 0) is chosen so that the triple ((Am)o, (Bin)o, 
(Cm)o) is in balanced form and satisfies p(Oo, 0)= 0. The algorithm is similar to steps (1)-(8) 
described in Section 3, except hat the homotopy t~ from (45) is used. 
For all the test problems except Example 6 with tl m = 3 and Example 9 with tim = 2, 3 ,4 ,  the 
above algorithm gives satisfactory results by adjusting the curve tracking precision. For these 
exceptional cases, HOMPACK reaches 2 ~> I very fast, but because of the high order singularity at 
the solution, the computed solution does not have acceptable accuracy. Although very sophisti- 
cated methods for dealing with singular endpoints of homotopy curves are known [11-13], these 
are difficult to implement in the present context, and the following simple algorithm was adequate. 
(1) Use the algorithm in Section 4 to track the curve until 2/> 1. 
(2) Use the last point (0,)~) before 2 >~ 1 to reduce the homotopy map with 0o = 0" and set 2 = 0. 
(3) Redo step 1. 
(4) Use Hermite polynomial interpolation to obtain the solution at 2 = 1. 
In Step 3 the new homotopy (45) has a zero curve that is nearly a straight line, and thus Hermite 
interpolation using points before 2 = 1 and one point with 2 1> 1 is quite accurate. Care must be 
taken to use data points away from the singularity (lest they be inaccurate), but this is easily done 
by controlling the step size parameters in HOMPACK. 
7. Comparisons and discussions 
Table 1 gives the CPU times in seconds and the number of steps needed to obtain the results for 
each example (a dash indicates failure). The CPU times are for a DECstation 5000/200, using 
double precision, IEEE arithmetic, and the MIPS RISC f77 compiler, and the steps are function 
evaluations along the homotopy zero curve, not the number of 2-7 loop iterations, which is usually 
much smaller. Table 2 gives the comparison of the optimal projection equations approach and the 
input normal form formulation for Examples 8 and 9; this data is typical of that for all examples 
tested. The asterisks in Table 1 denote the cases requiring Hermite polynomial interpolation to 
obtain the solution for the overparametrization f rmulation. The asterisks in Table 2 indicate cases 
that required special numerical linear algebra techniques to deal with severe scaling errors. 
As shown by Table 1, the input normal form homotopy can be very efficient. Also there is no 
need to adjust any parameter to achieve this efficiency (although to obtain the minimum solution of 
Example 1, some adjustment ofthe initial point was necessary). However, note that the potential i l 
conditioning of the input normal form formulation can result in failure (Examples 6 and 10) or the 
need for extraordinarily delicate linear algebra (Example 9). 
Figs. 1 and 2 show the behavior of the largest variation component with respect to 2 for Example 
5 at nr,, = 1 and Example 9 at nm = 2 using the input normal form formulation and the optimal 
projection equation formulation [19-21]. The figures show that component of the solution vector 
with the largest otal amount of oscillation, corresponding to the most difficult component of the 
homotopy path to track. Even though Fig. 1 corresponds to a good choice of the initial point for 
the optimal projection equations approach, it is obviously not as efficient as the input normal form 
formulation. Generally speaking, since the number of variables in the input normal form and 
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Table 1 
Algorithm measures for three formulations 
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Input normal form Ly's form Overparametrization 
Examples n,, Steps Time Steps Time Steps Time 
1 1 7 0.06 8 0.08 12 0.08 
2 1 25 0.13 40 0.25 31 0.20 
3 1 23 0.10 25 0.14 30 0.16 
4 1 16 0.14 18 0.21 18 0.19 
4 2 11 0.20 16 0.37 18 0.47 
5 1 14 0.12 13 0.17 14 0.15 
5 2 14 0.22 12 0.27 10 0.29 
6 1 205 1.8 220 2.9 19 0.29 
6 2 - -  - -  8 0.32 35 1.3 
6 3 - -  - -  114 6.9 125" 13.0 
7 1 15 0.22 15 0.33 13 0.21 
7 2 12 0.30 13 0.45 10 0.38 
7 3 10 0.42 12 0.70 18 1.5 
8 1 14 0.20 14 0.29 17 0.25 
8 2 22 0.50 35 1.1 35 1.1 
8 3 16 0.65 17 0.96 14 1.3 
9 1 15 0.60 2339 103 19 0.78 
9 2 127 8.0 - -  - -  168" 13.0 
9 3 9 1.3 45 6.7 21" 4.2 
9 4 8 1.9 59 15.0 17" 7.5 
10 8 - -  - -  19 35.0 7 49.0 
11 2 6 0.13 - -  - -  16 0.42 
Table 2 
Comparison of methods 
Example 8 
Optimal projection Input normal form 
nm # steps time (s) # steps time (s) 
1 31 0.6 14 0.20 
2 59 2.7 22 0.50 
3 129 14 16 0.65 
Example 9 
2 615 88 127 8.0 
3 641 223 9* 1.3 
4 711 518 8* 1.9 
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1 
0.8 
0.6 
0.4 
0.2 
-0.2 
- -  OP  
. . . .  o . . . .  , . . . .  , . . . .  o . . . .  
0.2 0.4 0.6 0.8 1 
Fig. 1. x7 (OP) and 01 (INF) vs. 2. 
-2 
-4 
0.2 0.4 0.6 0.8 
Fig. 2. xv (OP) and 0 2 (INF) vs. 2. 
k 
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Ly formulations i  much smaller than that of the optimal projection equations formulation, and the 
strategy for choosing initial points uses balancing (hence giving an initial point closer to the final 
solution in most cases), the input normal form and Ly form homotopies are more efficient han the 
optimal projection equations homotopy. 
For Example 9, when nm = 1, the Ly's form homotopy isextremely inefficient, requiring cl and c2 
(cf. Section 4) to be adjusted to achieve a solution. All attempts to obtain a solution when nm = 2 
failed. The solutions of Example 9 when nm = 3 and nm = 4 are singular, which accounts for the 
large number of steps required by Ly's form. 
The optimal projection equations homotopy successfully solved all of the test problems, but 
Table 2, containing typical results, shows that the minimal parameter homotopies are much more 
efficient. However, when the input normal form and Ly's form are used, some restrictions are 
imposed on the structure of the triple (Am, Bin, Cm), potentially resulting in ill conditioning. For the 
input normal form formulation, ill conditioning occurs if two diagonal elements of f2 in (4) are 
approximately the same. In other words, let Qm and P,, be the controllability and observability 
Gramians of the system represented by (Am, Bin, Cm), and let 
Q,. = w XWT, Pm= w-Tzw-1, 
where Z is diagonal and is the controllability and observability Gramian in balanced form. If two 
diagonal elements of X are approximately the same, then ill conditioning occurs. For Example 6, 
when nm = 2, 3, both the initial point chosen using the given strategy and the solution obtained in 
[19-21] or by Ly's formulation are ill conditioned, i.e., two diagonal elements of f2 are approxim- 
ately the same. Hence, the input normal form method will not be able to solve this problem; this has 
nothing to do with the initial points chosen or the particular homotopy maps used, but rather is an 
inherent failure of the input normal form parametrization. 
For Ly's formulation, ill conditioning occurs if the Jordan decomposition f Am is ill conditioned. 
Precisely, if the two eigenvalues ofAm which are to be grouped into a 2 × 2 block are approximately 
the same, the transition matrix to 2 × 2 block diagonal form is ill conditioned. This can be clearly 
illustrated by observing that for nm -- 2, finding the Ly form is equivalent to finding the transition 
matrix T ~ ~ 2 × 2 such that 
(20, O)(tl l  t12~= (tll t12~( 0 1 ) 
22 \ t21  t22,] \ t21  t22 J  - -  2122 21 -~ 22 ' 
Cm(1 , 1)tll +Cm(1,2)t21 = 1, 
Cm(1,1)t12 + Cm(1,2)t22=0, 
where 21 and 22 are the eigenvalues of Am. Trivial algebra gives 
tal 22Cm(1, )- '2i  -1, ta2 Cm(1,1)-~2 -~ ~--- - -  = 12,  
t21 21Cm(1, 2)- 12i-21 t22 Cm(1,2)-12 -I, = --  12,  
condT=a+x/~-  1, 
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where 
Cm(1,1) 1 + z 2 + 2 2 + z2221 
212 = 21 - -  22, z - -  - -  6 = 
C~(1,2)' 21z2121 
Thus ill conditioning occurs in general when o- is large, and in particular when z212 ~ 0. Further- 
more, note that the very existence of the Ly form is predicated on the assumption that the Jordan 
form of  A,, consists of  2 × 2 Jordan blocks, which is a rather strong assumption. 
Both the input normal form formulation and Ly's formulation can fail to exist or lead to 
ill conditioning and it is conceivable that both of these formulations will fail for some problems. 
This failure of existence in general is related to the insistence on using the minimal number 
of parameters nmm + nml. The overparametrization formulation solves the ill-conditioning 
issue, but introduces a very high order singularity at the solution. It is doubtful whether either 
the Hermite interpolation used here or the techniques of [11-13] can handle a large problem 
with a singularity of order 100. One pragmatic suggestion is to try in order the input normal 
form, Ly's form, and the overparametrization form, switching if ill conditioning or failure 
occurs. The ideal paradigm would be to have a family of minimal formulations, almost all of 
which exist for any given problem. The homotopy algorithm would then dynamically adjust 
the formulation, finding a well-conditioned one and tracking its zero curve simultaneously. 
Such a paradigm remains an open question. Another alternative is to develop a homotopy 
algorithm based on the optimal projection equations that exploits the special matrix structure 
of the problem in the spirit of [1]. Such an algorithm avoids the large dimensionality of 
the previous algorithms based on the optimal projection equations [19-21] and is currently under 
development. 
Acknowledgements 
The work of Ge and Watson was supported in part by Department of Energy grant DE-FG05- 
88ER25068, and Air Force Office of Scientific Research grant F49620-92-J-0236. The work of 
Collins was sponsored by the Air Force Office of Scientific Research under Contract F49620-91-C- 
0019. 
References 
[1] E.G. Collins Jr., L.D. Davis and S. Richter, A homotopy algorithm for maximum entropy design, Proc. Amer. Contr. 
Conf., San Francisco (1993) 1010-1014; J. Guidance Control Dyn. 17 (1994) 311-321. 
[2] L.D. Davis, E.G. Collins Jr. and S.A. Hodel, A parameterization of minimal plants, Proc. 1992 American Control 
Conf., Chicago, IL (1992) 355-356; IEEE Trans. Automat. Control. 39 (1994) 849-852. 
[-3] Y. Ge, E.G. Collins Jr., UT. Watson and L.D. Davis, An input normal form homotopy for the L 2 optimal model 
order eduction problem, IEEE Trans. Automat. Control 39 (1994) 1302-1305. 
[4] J. Hickin and N.K. Sinha, Model reduction for linear multivariable systems, IEEE Trans. Automat. Control 25 
(1980) 1121-1127. 
I-5] D.C. Hyland and D.S. Bernstein, The optimal projection equations for fixed-order dynamic ompensation, IEEE 
Trans. Automat. Control 29 (1984) 1034-1037. 
Y. Ge et al. /Journal of Computational nd Applied Mathematics 69 (1996) 215-241 241 
[6] D.C. Hyland and D.S. Bernstein, The optimal projection equations for model reduction and the relationships 
among the methods of Wilson, Skelton, and Moore, IEEE Trans. Automat. Control 30 (1985) 1201-1211. 
[7] P.T. Kabamba, Balanced gains and their significance for L 2 model reduction, IEEE Trans. Automat. Control 30 
(1985) 690-693. 
1-8] P.T. Kabamba, Balanced forms: canonicity and parameterization, IEEE Trans. Automat. Control 30 (1985) 
1106-1109. 
[9] U.-L. Ly, A.E. Bryson and R.H. Cannon, Design of low-order compensators u ing parameter optimization, 
Automatica 21 (1985) 315-318. 
[10] B.C. Moore, Principal component analysis in linear systems: controllability, observability, and model reduction, 
IEEE Trans. Automat. Control 26 (1981) 17-32. 
[11] A.P. Morgan and A.J. Sommese, Computing singular solutions to nonlinear analytic systems, Research Pub. 
GMR-6770, General Motors Research Laboratories, Warren, MI (1989). 
[12] A.P. Morgan and A.J. Sommese, Computing singular solutions to polynomial systems, Research Pub. GMR-7020, 
General Motors Research Laboratories, Warren, MI (1989). 
[13] A.P. Morgan, A.J. Sommese and C.W. Wampler, A power series method for computing singular solutions to 
nonlinear analytic systems, Num. Math., to appear. 
[14] R.E. Skelton and P. Kabamba, Comments on 'Balanced gains and their significance for L 2 model reduction', IEEE 
Trans. Automat. Control 31 (1986) 796-797. 
1-15] R.E. Skelton and A. Yousuff, Component cost analysis of large scale systems, Int. J. Control 37 (1983) 285-304. 
[-16] C. De Villemagne and R.E. Skelton, Model reductions using a projection formulation, Int. J. Control 46 (1987) 
2141-2169. 
[17] L.T. Watson, S.C. Billups and A.P. Morgan, HOMPACK: a suite of codes for globally convergent homotopy 
algorithms, ACM Trans. Math. Software 13 (1987) 281-310. 
[18] D.A. Wilson, Optimum solution of model-reduction problem, Proc. lEE 117 (1970) 1161-1165. 
[19] D. Zigi6, Homotopy methods for solving the optimal projection equations for the reduced order model problem, 
M.S. Thesis, Dept. of Computer Science, Virginia Polytechnic Institute and State Univ., Blacksburg, VA (1991). 
[20] D. Zigi6, L.T. Watson, E.G. Collins, Jr. and D.S. Bernstein, Homotopy methods for solving the optimal projection 
equations for the H 2 reduced order model problem, Int. J. Control 56 (1992) 173-191. 
[21] D. Zigi6, L.T. Watson, E.G. Collins, Jr. and D.S. Bernstein, Homotopy approaches tothe H2 reduced order model 
problem, J. Math. Systems Estim. Control 3 (1993) 173-206. 
