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In der vorliegenden Arbeit werden die in aktuellen Grid-Infrastrukturen im Einsatz
befindlichen Verfahren zur Delegation von Nutzerprivilegien untersucht. Aus den
Erkenntnissen dieser Analyse wird ein Konzept zur nutzerdefinierten Beschra¨nkung
von Delegationen abgeleitet, das in einer prototypischen Implementierung am Bei-
spiel einer aktuellen Grid-Middleware umgesetzt wird.
Mit dem Konzept des Grid-Computing wird das Ziel verfolgt, verteilte Verbu¨nde
von Rechen- und Speicherressourcen fu¨r die Nutzung im eScience-Kontext zu eta-
blieren sowie den Zugriff durch Nutzer auf diese zu vereinheitlichen. Weitergehende
Vorstellungen sehen zuku¨nftig eine direkte Kopplung von wissenschaftlichen In-
strumenten an die Grid-Infrastruktur vor. Damit soll eine Nutzung der Gera¨te von
entfernten Standorten aus erleichtert und der Zugriff auf dort generierte Daten fu¨r
die Weiterverarbeitung u¨ber standardisierte Schnittstellen ermo¨glicht werden.
Den Kernbestandteil eines Grid-Verbundes bildet die Grid-Middleware, die eine Ab-
straktionsschicht zwischen Infrastruktur und Ressource bildet. Neben der Bereitstel-
lung von einheitlichen Schnittstellen liegen ihre Aufgaben in der U¨berwachung von
und der Information u¨ber Ressourcen. Auch wird u¨blicherweise eine Lastverteilung
zwischen gleichartigen Ressourcen realisiert sowie die Nutzung von Betriebsmitteln
erfasst und abgerechnet. Da Grid-Infrastrukturen aufgrund ihres hohen Grades an
Verteiltheit und der Verfu¨gbarkeit bedeutender Ressourcen attraktive Angriffszie-
le darstellen, werden zur Gewa¨hrleistung eines stabilen und verla¨sslichen Betriebs
fortschrittliche Sicherheitsmechanismen implementiert. Zu diesen geho¨ren Verfah-
ren zur obligatorischen Verschlu¨sselung von Kommunikationsbeziehungen und zur
beidseitigen Authentifizierung von Nutzern und Ressourcen mittels digitaler Zerti-
fikate.
Die Inanspruchnahme indirekt genutzter Ressourcen erfordert den Einsatz von De-
legationsmechanismen. In aktuellen Grid-Middlewares basieren diese auf Proxy-
Zertifikaten und ermo¨glichen es Diensten, im Namen und mit den Privilegien des
delegierenden Nutzers zu handeln. Zum Schutz der Nutzer werden Delegationen mit
einer begrenzten Gu¨ltigkeitsdauer ausgestellt. Werden diese jedoch kompromittiert,
ist der Angreifer in der Lage, den kompletten Umfang der Privilegien des Ausstel-
lers auszuu¨ben. Eine Beschra¨nkung der delegierten Privilegien bei Ausstellung der
Delegation ist in aktuellen Grid-Middlewares nicht mo¨glich.
Als direkte Auswirkung unterliegen Disziplinen mit hohen Sicherheitsanforderungen
Beschra¨nkungen bei der Nutzung institutionsu¨bergreifender Grid-Infrastrukturen.
Dies betrifft insbesondere Anwendergruppen aus den medizinischen oder biologi-
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schen Disziplinen, die mit personenbezogenen Datensa¨tzen arbeiten und somit ho-
hen datenschutzrechtlichen Anforderungen unterliegen. Ein Missbrauch von Privi-
legien kann jedoch auch anderweitig gravierende Auswirkungen haben. Wird eine
kompromittierte Delegation dazu missbraucht, große Mengen an Betriebsmitteln zu
verbrauchen, kann dem Anwender die Nutzung in Rechnung gestellt oder zumindest
von dem ihm zur Verfu¨gung stehenden Kontingent abgezogen werden.
Im ersten Teil dieser Arbeit wird eine Analyse der Autorisierungsmechanismen ei-
ner aktuellen Grid-Middleware durchgefu¨hrt. Die bestehenden Mechanismen zur
Delegation von Nutzerprivilegien werden in Hinblick auf Funktionalita¨t und Sicher-
heit untersucht und Schwa¨chen identifiziert. Nachfolgend werden allgemeingu¨ltige
Kriterien fu¨r Ansa¨tze zur beschra¨nkten Delegation aufgestellt und begru¨ndet sowie
bestehende Ansa¨tze analysiert und auf Basis dieser Kriterien bewertet.
Aus den Ergebnissen der Analyse werden Anforderungen an einen umfassenden An-
satz zur beschra¨nkten Delegation von Privilegien abgeleitet und formuliert. Ziel des
Ansatzes ist die Minimierung des Schadenspotentials im Falle erfolgreicher Kom-
promittierungen von Delegationen, ohne jedoch die Kompatibilita¨t zu den in aktuel-
len Grid-Verbu¨nden genutzten Autorisierungsmechanismen aufzugeben oder deren
Komplexita¨t deutlich zu erho¨hen. Die Methodik des Ansatzes wird hinsichtlich der
agierenden Entita¨ten, der Dimension der Beschra¨nkung sowie der unterstu¨tzten Ob-
jekte dargelegt und begru¨ndet. Aus der Methodik wird ein Format fu¨r Richtlinien
abgeleitet, das Nutzer in die Lage versetzt, Delegationen mit dem fu¨r eine Akti-
on im Grid beno¨tigten Umfang ihrer Privilegien zu spezifizieren. Der Ansatz sieht
die Einbettung der Richtlinien in die zur Delegation verwendeten Proxy-Zertifikate
sowie ihren Transport im Push-Verfahren zu den zu nutzenden Grid-Ressourcen
vor. Auf diesen erfolgt die Durchsetzung der nutzerdefinierten Richtlinien durch
spezialisierte Komponenten der Zugriffskontrolle. Im Rahmen des Ansatzes werden
zudem Verfahren diskutiert, die den Nutzer effizient bei der Erstellung der fu¨r die
beschra¨nkte Delegation beno¨tigten Richtlinien unterstu¨tzen.
Im zweiten Teil der Arbeit wird eine prototypische Implementierung des erarbeite-
ten Ansatzes am Beispiel der gLite-Middleware vorgestellt. Diese unterstu¨tzt exem-
plarisch die Beschra¨nkung von Privilegien fu¨r den Zugriff auf Speicherressourcen
sowie fu¨r die Durchfu¨hrung von Rechenauftra¨gen. Ein Ziel der Implementierung ist
die einfache Erweiterbarkeit zur Unterstu¨tzung zuku¨nftiger Dienste, die durch die
Verwendung offener Standards wie XACML und X.509-Zertifikaten gewa¨hrleistet
wird. Zudem wird eine wirksame Unterstu¨tzung der Nutzer bei der Erstellung der
Richtlinien durch eine Kombination aus Automatisierung und ergonomischen Nut-
zerschnittstellen realisiert. Die Implementierung wird abschließend in Bezug auf
ihre Funktionalita¨t und Sicherheit sowie die erreichte Performance der Infrastruk-
turkomponenten hin bewertet.
Schlagwo¨rter: Beschra¨nkte Delegation, Grid-Computing, Proxy-Zertifikate
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Abstract
This thesis analyses current Grid infrastructures regarding the implemented mecha-
nisms for the delegation of user rights. The results of this analysis are subsequently
employed to design an approach for the user-based restriction of delegated rights.
Finally, a prototypical implementation of the approach based on a current Grid
middleware package is presented.
The Grid computing approach pursues the vision of inter-institutional computing
and storage infrastructures using standardized access mechanisms. In the future,
Grid infrastructures are envisioned to be enhanced by interconnecting existing com-
puting environments with scientific instruments to simplify access to experimental
and observational data for postprocessing.
The core of Grid infrastructures is Grid middleware, which establishes an abstracti-
on layer between the Grid and individual resources. Grid middlewares —in addition
to providing standard interfaces— implement mechanisms to monitor participating
systems and provide information about them. Furthermore, load-balancing between
resources as well as accounting and billing functionalities are commonly provided.
Due to their distributed nature and the availability of substantial resources, Grid
infrastructures are attractive attack targets. To guarantee stable and reliable ope-
ration, advanced security mechanisms are implemented to establish mandatory en-
cryption of communication connections and mutual authentication of users and
services.
The utilization of indirectly accessed resources by users requires the employment
of delegation mechanisms. Current Grid infrastructures base their delegation func-
tionality on proxy certificates which enable services to act in the users’ name and
with the complete scope of their rights. To protect users, the lifetime of proxy cer-
tificates is limited. Should they be compromised however, a succesful attacker may
act with the complete scope of the user’s right. Current Grid infrastructures offer
no mechanisms to restrict the delegated rights.
As a direct consequence of these shortcomings, disciplines with high security re-
quirements are subject to tight restrictions in using inter-institutional Grid infra-
structures. This in particular affects communities in the biological and medical
disciplines which are subjected to strict data privacy regulations when working
with personal data. Besides this, abuse of rights can cause negative repercussions
for users when significant amounts of resources are consumed as resource usage is
typically accounted and the user may be invoiced for it.
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The first part of this thesis conducts an analysis of the authorization and access
control mechanisms in current Grid middleware. The existing mechanisms for the
delegation of users’ rights are investigated with focus on functionality and security,
weaknesses are identified. Subsequently, universal criteria for approaches to restric-
ted delegation are established and existing approaches are analyzed and evaluated
on this basis.
The results of the analysis lead to requirements for a comprehensive approach to
restricted delegation of rights. The approach is formulated with the objective of mi-
nimizing the potential damage caused by compromised delegations without breaking
compatibility to existing authorization mechanisms or increasing the complexity of
these tasks beyond manageability. It is subsequently motivated with regard to the
acting entities, the dimensions of restriction as well as the targets supported. From
this, a format for policies is derived that enables users to specify delegations re-
stricting access to the privileges needed in the context of the intended action on the
Grid. These user-based policies are integrated in certificate extensions of proxy cer-
tificates employed for delegating privileges to Grid resources. Thus, the user-based
policies are pushed to the resources accessed where corresponding components for
access control enforce these policies. The functionality of such components is pre-
sented in this thesis as well as suitable approaches for the efficient and user-friendly
support for the users in specifying the required policies.
The second part of this thesis presents a prototypical implementation of the deve-
loped approach based on the gLite middleware. To demonstrate the feasibility of
the presented approach, two services are enhanced to support access control enfor-
cing user-based policies. The first restricts access to the objects present on storage
resources, the second restricts the execution of compute jobs and thus access to
computing resources. A focus of the implementation is to ensure extensibility for
future services through the use of standards such as XACML and ITU-T X.509
certificates. Furthermore, effective support for users is ensured by utilizing com-
plementary approaches for the specification and generation of policies. Finally, the
implementation is evaluated with regard to functionality and security as well as the
achieved performance of the infrastructural components.
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1.1 Einfu¨hrung und Motivation
Die Verfu¨gbarkeit einer robusten und leistungsfa¨higen Netzinfrastruktur im wissen-
schaftlichen und kommerziellen Umfeld gestattet seit den 70er Jahren des 20. Jahr-
hunderts den Zugriff auf entfernte Ressourcen der Informationstechnik. Ermo¨glicht
wurde diese Entwicklung durch das Internet Protocol (IP) [Pos81a] und das dar-
auf aufbauende Internet. Durch diese Technologie konnte erstmals u¨ber ein global
verfu¨gbares und vereinheitlichtes Protokoll der Vermittlungsschicht auf Kommuni-
kationsdienste zugegriffen werden, die sich außerhalb des lokalen Netzwerkes (LAN)
der eigenen Institution befanden.
Mit der zunehmenden Verbreitung von Netztechnologien und -protokollen vera¨ndert
sich auch die Nutzung von Großrechenanlagen im wissenschaftlichen Umfeld.
Wa¨hrend diese in den Anfa¨ngen nur auf lokaler Ebene genutzt wurden und die Be-
dienung ausschließlich durch speziell eingewiesene Operateure erfolgte, konnte der
Zugriff auf Großrechner spa¨ter von entfernten Rechnern aus u¨ber leistungsfa¨hige
Netze realisiert werden. Diese Entwicklungen kulminierten in der Zusammenschal-
tung von Großrechnern zu virtuellen Systemen u¨ber dedizierte bzw. speziell fu¨r die-
se Anwendungen optimierte Weitverkehrsnetze (WAN), wie dies im Norddeutschen
Verbund fu¨r Hoch- und Ho¨chstleistungsrechnen (HLRN) [HLR06] oder auch im
europa¨ischen DEISA-Projekt [DEI08] praktiziert wird. Diese gekoppelten Rechner
bestehen zumeist aus weitgehend homogener Hardware mit identischem Betriebs-
system und erscheinen dem Benutzer wie ein monolithisches System. Vorteile erge-
ben sich fu¨r diese virtuellen Hochleistungsrechner insbesondere durch die Fa¨higkeit,
lokale Lastspitzen durch ein Umschichten von Rechenauftra¨gen, so genannter Jobs,
auf entfernte Komponenten des Systems abzumildern. Nachteilig ist die mangelnde
Flexibilita¨t durch die enge administrative Kopplung. Eine Integration andersarti-
ger Hardware, die unter Umsta¨nden unterschiedliche Betriebssysteme verwendet,
ist zumeist unmo¨glich oder mit erheblichen Schwierigkeiten verbunden.
Das Grid-Computing zielt darauf ab, die Nachteile bisheriger Großrechnerverbu¨nde
zu beheben. Insbesondere sollen bestehende Systeme – in aktuellen Infrastrukturen
sind dies in der Regel Rechencluster sowie Speicherressourcen unterschiedlicher Ar-
chitekturen – effizient gekoppelt werden ko¨nnen. Dabei soll die Ressourcenauswahl
fu¨r den Nutzer transparent erfolgen. Ein weiteres Ziel ist es, Nutzern einheitliche
Mechanismen fu¨r den Zugang zu den am Grid beteiligten Ressourcen zur Verfu¨gung




Die fu¨r das Erreichen der genannten Ziele beno¨tigten Funktionalita¨ten stellt der
Kernbestandteil einer Grid-Infrastruktur bereit, die Grid-Middleware. Diese bil-
det eine Abstraktionsschicht zwischen Grid-Infrastruktur und Ressource, auf de-
nen sie standardisierte Schnittstellen etabliert. Neben der Bereitstellung eines ein-
heitlichen Zugangsverfahrens fu¨r Nutzer liegen ihre Aufgaben in den Bereichen
der U¨berwachung von und Information u¨ber Ressourcen. Daru¨ber hinaus wird
u¨blicherweise eine Lastverteilung zwischen gleichartigen Ressourcen realisiert so-
wie die Nutzung von Betriebsmitteln erfasst und abgerechnet.
Grid-Infrastrukturen stellen aufgrund ihres hohen Grades an Verteiltheit u¨ber
Institutions- und La¨ndergrenzen hinweg sowie der Verfu¨gbarkeit bedeutender Res-
sourcen attraktive Angriffsziele dar. So sind die am Large Hadron Collider Com-
puting Grid (LCG) [LHC06] teilnehmenden Institutionen u¨ber mehrere Kontinente
verteilt und verfu¨gen in Summe u¨ber einige 10000 Prozessoren sowie u¨ber mehre-
re Petabyte an Speicherkapazita¨t. Um einen stabilen und verla¨sslichen Betrieb der
Grid-Infrastrukturen zu gewa¨hrleisten sowie den Missbrauch von Ressourcen zu
erschweren, implementieren Grid-Middlewares fortschrittliche Sicherheitsmechanis-
men. Dazu geho¨ren Verfahren sowohl zur obligatorischen Verschlu¨sselung von Kom-
munikationsbeziehungen als auch zur gegenseitigen Authentifizierung von Nutzern
und Ressourcen mittels digitaler Zertifikate.
Um eine Inanspruchnahme indirekt genutzter Ressourcen zu ermo¨glichen, imple-
mentieren die auf dem Globus Toolkit aufbauenden Grid-Middlewares Delegations-
mechanismen. Diese kommen zum Einsatz, wenn Nutzer im Rahmen von nicht-
interaktiven Aktivita¨ten auf weitere Grid-Ressourcen zugreifen wollen. Die ver-
wendeten Delegationsverfahren basieren auf Proxy-Zertifikaten und ermo¨glichen es
Grid-Diensten, fu¨r einen begrenzten Zeitraum im Namen der Nutzer zu handeln.
Wa¨hrend dieses Zeitraums kann der Empfa¨nger einer Delegation den vollsta¨ndigen
Umfang der Privilegien des Ausstellers ausu¨ben. Da eine Beschra¨nkung der dele-
gierten Privilegien in aktuellen Grid-Middlewares nicht implementiert ist, gilt dies
bei einer Kompromittierung der Delegation auch fu¨r den erfolgreichen Angreifer,
dem somit ebenfalls alle Privilegien des Ausstellers zur Verfu¨gung stehen.
Als direkte Auswirkung dieses Mangels unterliegen Disziplinen mit hohen Sicher-
heitsanforderungen Beschra¨nkungen bei der Nutzung institutionsu¨bergreifender
Grid-Infrastrukturen. Dies betrifft insbesondere Anwendergruppen mit hohen da-
tenschutzrechtlichen Anforderungen, z. B. aus den medizinischen oder biologischen
Disziplinen, die mit personenbezogenen Datensa¨tzen arbeiten. Ein Missbrauch von
Privilegien kann jedoch auch anderweitig gravierende Auswirkungen haben. Wird
eine kompromittierte Delegation dazu missbraucht, große Mengen an Betriebsmit-
teln zu verbrauchen, kann dem Anwender diese Nutzung in Rechnung gestellt oder




Die Zielsetzung der Arbeit leitet sich aus den in der Einfu¨hrung skizzierten
Schwa¨chen der implementierten Delegationsmechanismen ab. Im Rahmen dieser
Arbeit soll ein Ansatz fu¨r die wirksame Beschra¨nkung der delegierten Privilegien
entwickelt werden. Dieser Ansatz soll gewa¨hrleisten, dass nur die fu¨r die intendier-
ten Aktivita¨ten beno¨tigten Privilegien delegiert werden, um das Schadenspotential
im Falle einer Kompromittierung zu minimieren.
In einem ersten Schritt ist dafu¨r eine systematische Analyse der etablierten
Authentifizierungs- und Autorisierunginfrastruktur durchzufu¨hren. Daru¨ber hinaus
sind die zum Schutz der Delegationen implementierten Sicherheitsmechanismen der
Grid-Ressourcen zu untersuchen, um das Risiko einer Kompromittierung realistisch
einscha¨tzen zu ko¨nnen. Aus den gewonnenen Erkenntnissen sollen allgemeingu¨ltige
Kriterien fu¨r einen umfassenden und implementierbaren Ansatz abgeleitet werden,
anhand derer nachfolgend bestehende Ansa¨tze bewertet werden.
Aus den Ergebnissen der Analyse wird der Ansatz fu¨r die beschra¨nkte Delegation
entwickelt. Neben dem funktionalen Ziel einer effektiven Beschra¨nkung der delegier-
ten Privilegien sind weitere Anforderungen zu erfu¨llen. So ist zu gewa¨hrleisten, dass
die in der Grid-Infrastruktur eingesetzten Dienste durch diesen Ansatz unterstu¨tzt
werden ko¨nnen. Auch ist darauf zu achten, dass die durch den Ansatz erzeugte
zusa¨tzliche Komplexita¨t fu¨r alle Beteiligten beherrschbar bleibt. Dies gilt sowohl
fu¨r die die Delegation erstellenden Nutzer als auch fu¨r die Attributautorita¨ten und
die Betreiber der Grid-Ressourcen. Diese Randbedingung resultiert aus der Erfah-
rung, dass Sicherheitsmechanismen nur Anwendung finden, wenn der Aufwand im
Verha¨ltnis zum erkennbaren Nutzen gering ist.
Im zweiten Schritt soll der entwickelte Ansatz beispielhaft fu¨r eine Grid-Middleware
umgesetzt werden, um seine Praxistauglichkeit zu verifizieren. Fu¨r die Implementie-
rung soll die gLite-Middleware verwendet werden, die sich durch eine Vielfalt an be-
reitgestellten Diensten auszeichnet und somit eine vollsta¨ndige Umsetzung des ent-
wickelten Ansatzes ermo¨glicht. Zudem wird eine Implementierung durch die vertief-
ten Kenntnisse der gLite-Middleware unterstu¨tzt, die das Lehrgebiet Rechnernetze
der Leibniz Universita¨t Hannover durch seine Beteiligung als assoziierter Partner an
den Arbeiten des Projekts Enabling Grids for E-sciencE (EGEE) [EGE07] im Be-
reich der Aktivita¨t JRA1-testing erwerben konnte. Neben der Validierung des An-
satzes soll die Implementierung die wichtigsten Dienstarten der gLite-Middleware
unterstu¨tzen sowie eine spa¨tere Erweiterung fu¨r zusa¨tzliche Dienste ermo¨glichen.
Weiterhin ist die Kompatibilita¨t zu den Mechanismen der Authentifizierung und




1.3 Aufbau der Arbeit
In Kapitel 2 werden die fu¨r die weitere Arbeit beno¨tigten Grundlagen dargelegt.
Nach einer Einfu¨hrung in das Grid-Computing und aktuelle Grid-Middlewares ste-
hen Verfahren der Authentifizierung und Autorisierung im Fokus. Die Ausfu¨hrungen
beschra¨nken sich dabei auf die im Grid-Umfeld verwendeten Verfahren.
Kapitel 3 ist der Analyse von Autorisierungsvorga¨ngen in Grid-Umgebungen gewid-
met. Betrachtet werden neben den Abla¨ufen zur Laufzeit von Rechenauftra¨gen die
in der gLite-Middleware implementierten Delegationsmechanismen. Im dritten Ab-
schnitt des Kapitels werden Kriterien aufgestellt, anhand derer diese Mechanismen
mit Delegationsverfahren verglichen werden, die außerhalb von gLite-Umgebungen
entwickelt werden bzw. bereits im Einsatz sind.
Kapitel 4 stellt den aus den gewonnenen Einsichten entwickelten Ansatz vor. Dabei
wird auf das Konzept der Selbstbeschra¨nkung der Nutzer eingegangen und die dafu¨r
verwendeten nutzerdefinierten Richtlinien werden vorgestellt. Weiterhin werden die
fu¨r eine wirksame Zugriffskontrolle beno¨tigten Implementierungsvarianten disku-
tiert sowie Ansa¨tze fu¨r eine effektive Unterstu¨tzung der Nutzer bei der Erstellung
der Richtlinien vorgestellt.
Kapitel 5 behandelt die prototypische Implementierung des in Kapitel 4 diskutier-
ten Ansatzes. Nach einer U¨bersicht u¨ber die enthaltenen Komponenten werden die
in XACML codierten Richtlinien und ihre Integration in Proxy-Zertifikate vorge-
stellt. Es folgen Ausfu¨hrungen, die die Generierung der Richtlinien sowie die zur
Unterstu¨tzung der Nutzer entwickelten Komponenten beschreiben. In den letzten
drei Abschnitten des Kapitels werden die implementierten Zugriffskontrollmecha-
nismen anhand der nutzerdefinierten Richtlinien vorgestellt sowie Erweiterungen
des MyProxy-Dienstes erla¨utert.
Kapitel 6 nimmt eine Bewertung der durchgefu¨hrten Implementierung vor. Dabei
wird die Funktionalita¨t anhand der in Kapitel 4 aufgestellten Kriterien bewertet,
zudem werden Aspekte der Sicherheit der implementierten Mechanismen sowie der
durch diese verursachte Overhead diskutiert.
Mit einer Zusammenfassung in Kapitel 7 schließt die Arbeit. Darin werden die
Ergebnisse der Arbeit aufgefu¨hrt sowie ein Ausblick auf zuku¨nftige Einsatzbereiche
und Entwicklungsrichtungen fu¨r den erarbeiteten Ansatz gegeben.
In Anhang A findet sich ein U¨berblick der fu¨r die praktischen Arbeiten genutz-
ten Grid-Umgebung sowie der enthaltenen Systeme und Dienste. Anhang B stellt





Der Begriff Grid-Computing wurde in den 1990er Jahre durch Ian Foster und Carl
Kesselman gepra¨gt [KF98]. Er wurde in Analogie zum Stromnetz gewa¨hlt, das im
amerikanischen Sprachgebrauch als Power-Grid bezeichnet wird. Dieses stellt dem
Nutzer nahezu permanent und ubiquita¨r einen Zugang zu Elektrizita¨t zur Verfu¨gung
und ist ohne tiefes Versta¨ndnis seines Aufbaus nutzbar. Grid-Computing soll dem
Nutzer in a¨hnlicher Weise Ressourcen der Informationstechnologie zuga¨nglich ma-
chen, d. h. es soll die Nutzung der Ressourcen ohne genauere Kenntnisse u¨ber den
Aufbau, die Funktionsweise oder den Standort der Ressource ermo¨glichen.
Grid-Computing zielt insbesondere darauf ab, verteilte Verbu¨nde von Rechen- und
Speicher-Ressourcen fu¨r die Nutzung im wissenschaftlichen Kontext aufzubauen
[FK03] sowie den Zugriff auf diese zu vereinheitlichen. Weitergehende Vorstellun-
gen sehen in Zukunft eine direkte Kopplung wissenschaftlicher Instrumente, wie
z. B. Radioteleskope, an die Grid-Infrastruktur vor. Damit soll eine Nutzung der
Gera¨te von entfernten Standorten erleichtert und der Zugriff auf dort produzierte
Messdaten u¨ber eine einheitliche Schnittstelle ermo¨glicht werden. Generell wird an-
gestrebt, das Grid zu einem Kernbestandteil der auf Informationstechnik gestu¨tzten
Wissenschaften, die auch als eScience bezeichnet werden, weiterzuentwickeln.
2.1.1 Virtuelle Organisationen
Herko¨mmliches Supercomputing basiert – unabha¨ngig davon, ob es sich um einen
einzelnen Rechner oder um einen Verbund von Großrechnern handelt – auf einem
statischen Ansatz. Eine installierte und konfigurierte Infrastruktur wird in der Regel
nur noch geringfu¨gig vera¨ndert.
Grid-Infrastrukturen sind hingegen per definitionem dynamisch, d. h. es ist vorgese-
hen, dass Organisationen dem Grid-Verbund beitreten und ihn ebenso auch wieder
verlassen ko¨nnen, ohne die Infrastruktur grundlegend u¨berarbeiten zu mu¨ssen. Die-
se Dynamik umfasst naturgema¨ß nicht nur die Infrastruktur des Grids, sondern in
ho¨herem Maße noch die Nutzerschaft, die sich aus den am Grid beteiligten Insti-
tutionen rekrutiert. Den Nutzern soll nicht – wie in herko¨mmlichen Großrechner-
Umgebungen u¨blich – in langwierigen Antragsverfahren einzeln ein Zugang zu den
Rechen- und Speicher-Ressourcen erteilt werden. Es wird angestrebt, ganzen Com-
munities, die ein gemeinsames Interesse und Arbeitsziel definiert, den Zugang zum
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Grid zu gestatten. Diese Communities wurden von Foster et al. in [FKT01] definiert
und als Virtuelle Organisationen (VO) bezeichnet:
”. . . First, we review the “Grid problem”, which we define as flexible,
secure, coordinated resource sharing among dynamic collections of in-
dividuals, institutions, and resources – what we refer to as virtual orga-
nizations.“
Bei einer VO handelt es sich folglich um eine Gruppierung von Institutionen oder
Einzelpersonen sowie eine Anzahl von Ressourcen oder zumindest das Recht, diese
zu nutzen. Eine Grundeigenschaft von Virtuellen Organisationen ist somit die ge-
meinsame Nutzung zur Verfu¨gung stehender Ressourcen. Ein weiteres Bindeglied
zwischen den beteiligten Entita¨ten ist eine Vereinbarung, welche Regeln beim Zu-
griff auf gemeinsam genutzte Ressourcen zu beachten sind und was das gemeinsame
Ziel ist. Foster et al. schreiben in [FKT01] dazu:
”. . . This sharing is, necessarily, highly controlled, with resource provi-
ders and consumers defining clearly and carefully just what is shared,
who is allowed to share, and the conditions under which sharing occurs.“
Mit der Definition eines gemeinsamen Ziels ist zugleich die Endlichkeit der Virtuel-
len Organisation festgelegt. Eine Virtuelle Organisation lo¨st sich mit Erreichen des
gemeinsamen Ziels auf.
2.1.1.1 Beispiel einer Grid-Infrastruktur mit realen und Virtuellen
Organisationen
In Abbildung 2.1 auf der na¨chsten Seite ist ein Zusammenschluss von drei Virtuel-
len Organisationen dargestellt, die sich aus Angeho¨rigen und Ressourcen von drei
realen Institutionen zusammensetzen. Am Beispiel dieser Abbildung sollen einige
Grundprinzipien von Virtuellen Organisationen verdeutlicht werden. VO1 besteht
aus Ressourcen und Angeho¨rigen von Institution A und Institution C sowie Res-
sourcen von Institution B. Eine Institution wie hier die Institution B kann folglich
auch als reiner Ressourcen-Provider an einer Virtuellen Organisation beteiligt sein
und muss keineswegs immer auch Mitarbeiter stellen. VO2 setzt sich aus Mitar-
beitern und Ressourcen von Institution A sowie Ressourcen von Institution B und
Angeho¨rigen von Institution C zusammen. An diesem Beispiel soll verdeutlicht wer-
den, dass ebenso, wie nur Ressourcen von einer Institution in eine VO eingebracht
werden ko¨nnen, auch lediglich Mitarbeiter den Beitrag einer Institution zu einer
VO darstellen ko¨nnen. Weiterhin ko¨nnen Ressourcen, wie hier am Beispiel von In-
stitution B, auch in mehrere Virtuelle Organisationen zur selben Zeit eingebracht
werden. Das Beispiel von VO3 verdeutlicht daru¨ber hinaus, dass auch Angeho¨rige
einer Institution – wie hier in Institution C – Teilnehmer an mehr als einer Virtu-
ellen Organisation zur selben Zeit sein ko¨nnen.
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Abbildung 2.1: Virtuelle Organisationen
2.1.2 Das Globus Toolkit
Die Basis von vielen aktuell verwendeten Software-Komponenten in Grid-
Infrastrukturen ist das amerikanische Globus Toolkit 2 (GT2), dessen Architektur
in Abbildung 2.2 auf der na¨chsten Seite abgebildet ist. Eine Weiterentwicklung von
GT2 stellt die Version 4 des Globus Toolkit [Fos05, Fos07] dar, die im April 2005
vero¨ffentlicht wurde. Die bedeutendste Neuerung der Version 4 ist die weitgehende
Verwendung von Web Services zur Kommunikation zwischen Grid-Ressourcen.
Aufgrund der fundamentalen Bedeutung von GT 2 wird hier lediglich auf die a¨ltere
Version eingegangen.
Die Entwicklung des Globus Toolkit [FK97, FK99] hat ihre Grundlagen im US-
amerikanischen Projekt Information Wide Area Year (I-WAY) [DFP+96]. I-WAY
hatte das Ziel, amerikanische Rechenzentren per WAN-Verbindungen auf ATM-
Basis miteinander zu verknu¨pfen, um Wissenschaftlern den Zugang zu Großrechner-
und Visualisierungsressourcen zu erleichtern.
Das Globus Toolkit versucht nicht, eine komplette Grid-Middleware zu implemen-
tieren. Es stellt lediglich eine Anzahl von fundamentalen Funktionalita¨ten zur
















































Abbildung 2.2: Architektur des Globus Toolkit 2
 Information u¨ber die verfu¨gbaren Ressourcen und ihren Zustand mittels des
Monitoring and Discovery Service (MDS).
 Management von Rechenauftra¨gen. Dessen Basis ist der Grid Resource Allo-
cation Manager (GRAM).
 Dateitransfer zwischen Grid-Ressourcen mit hoher Datenrate durch Verwen-
dung von GridFTP, einer Erweiterung des File Transfer Protocol (FTP)
[PR85].
 Authentifizierung von Nutzern und Diensten. Diese Funktionalita¨t wird auf
Basis von X.509-Zertifikaten und Public-Key-Infrastrukturen (PKI) (vgl. Ka-
pitel 2.2.2) durch die Grid Security Infrastructure (GSI) (vgl. Kapitel 2.2.3)
bereitgestellt.
MDS Der MDS besteht aus einer Komponente auf jeder Ressource, dem Grid Res-
source Information Service (GRIS) sowie einem zentralen Dienst, dem Grid Index
Information Service (GIIS). Der GRIS ist fu¨r die Informationen u¨ber den Zustand
der einzelnen Ressource zusta¨ndig. Die dafu¨r beno¨tigten Informationen werden
durch spezielle Information Provider, die auf der Ressource arbeiten, zur Verfu¨gung
gestellt. Der GIIS fragt in regelma¨ßigen Absta¨nden die GRIS-Komponenten ab und
macht die gesammelten Informationen dem Nutzer zuga¨nglich. Beide Monitoring-
Dienste basieren auf dem Lightweight Directory Access Protocol (LDAP).
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GRAM Der GRAM nimmt Rechenauftra¨ge der Nutzer entgegen und leitet sie
an die Grid-Ressourcen weiter. Die Auftra¨ge werden in der Resource Specification
Language (RSL) formuliert, die Kommunikation erfolgt u¨ber HTTPS. Der Dienst
besteht aus zwei Server- und einer Client-Komponente:
 Gatekeeper. Diese Server-Komponente dient dazu, Auftra¨ge vom Klienten
anzunehmen und an den Job-Manager weiterzuleiten.
 Job-Manager. Hierbei handelt es sich um einen einfachen Job-Scheduler.
Dieser ist in der Lage, Auftra¨ge direkt auf der Maschine auszufu¨hren, auf
der der GRAM-Dienst installiert ist (Fork-Queue). Alternativ kann er die
Auftra¨ge an ein externes Batch-System (z. B. PBS) weiterleiten.
 globusrun. Das Programm globusrun wird verwendet, um Auftra¨ge des Nut-
zers an einen GRAM-Dienst zu u¨bergeben.
GridFTP GridFTP [ABB+03] ist eine Erweiterung des klassischen FTP um starke
Authentifizierung mittels der von der GSI zur Verfu¨gung gestellten Mechanismen.
Weiterhin unterstu¨tzt GridFTP die Verteilung des Datenstroms auf mehrere TCP-
Verbindungen zur Erho¨hung der erreichbaren Datenrate. Zusa¨tzlich ko¨nnen mittels
GridFTP so genannte Third-Party Transfers durchgefu¨hrt werden. Bei diesen han-
delt es sich um U¨bertragungen von Dateien zwischen zwei GridFTP-Servern, die
von einem Klienten aus gesteuert werden.
2.1.3 Europa¨ische Grid-Projekte und die gLite-Middleware
Die Europa¨ische Union (EU) fo¨rdert die Entwicklung von Grid-Middleware und den
Betrieb von Grid-Infrastrukturen seit 2001. Aus den Projekten European DataGrid
(EDG) und Enabling Grids for E-sciencE (EGEE) mit seinem Nachfolger EGEE-
II gingen die Grid-Middleware LHC Computing Grid 2 (LCG2) und gLite hervor.
Die LCG2-Middleware wird nicht mehr weiterentwickelt, ihre Komponenten sind
jedoch vollsta¨ndig in der Version 3.0 der gLite-Middleware enthalten.
Im Gegensatz zu den Zielen der Entwickler des Globus Toolkit sollten LCG2 und
die gLite-Middleware nicht nur die Basisfunktionalita¨t fu¨r eine Grid-Infrastruktur
bereitstellen. Die Projekte zielten darauf ab, eine produktive Grid-Infrastruktur fu¨r
die europa¨ische Wissenschaft aufzubauen. Diese Zielsetzungen wurden insbesonde-
re durch die Planungen fu¨r den Large Hadron Collider (LHC) am europa¨ischen
Kernforschungszentrum CERN beeinflusst. Dessen Ausgabedaten sollen u¨ber die
europa¨ische Grid-Infrastruktur den beteiligten Instituten zuga¨nglich gemacht und
dort weiterverarbeitet werden. Die Hochenergiephysik ist damit der wichtigste An-
wendungsbereich fu¨r die europa¨ischen Grid-Projekte, jedoch haben diese explizit

































Abbildung 2.3: Dienstegruppen der gLite-Middleware
Die Zielsetzung, eine komplette Grid-Middleware zu entwickeln, schaffte die Not-
wendigkeit, gegenu¨ber dem Globus Toolkit weitere Funktionsbereiche abzudecken.
Die gLite-Middleware in der Version 3.0 wird aus vier Gruppen von Diensten (vgl.
Abbildung 2.3) gebildet, die jeweils aus mehreren Komponenten bestehen. Diese vier
Dienstegruppen werden in den folgenden Abschnitten vorgestellt. Eine detaillierte
Analyse der fu¨r diese Arbeit relevanten Dienste wird in Kapitel 3 vorgenommen.
2.1.3.1 Job Management Services
Grid-Computing befasst sich mit der Bearbeitung von – in der Regel nicht-
interaktiven – Rechenauftra¨gen, so genannten Batch-Jobs. Die Funktionalita¨t, diese
Art von Rechenauftra¨gen auf Grid-Ressourcen auszufu¨hren, ist die Basis der Grid-
Middleware. In gLite ist diese Funktionalita¨t auf eine Gruppe von drei Komponen-
ten verteilt. Diese besteht aus Workload Management System (WMS), Computing
Element (CE) sowie dem Worker Node (WN).
Workload Management System Ein Grid besteht – wie schon in Abschnitt 2.1
dargelegt – aus einer Anzahl miteinander gekoppelter, ra¨umlich verteilter Ressour-
cen. Vor der eigentlichen Inanspruchnahme der Dienste einer Grid-Infrastruktur
steht fu¨r den Nutzer die Aufgabe, eine fu¨r ihn passende, freie Ressource aus-
zuwa¨hlen. Das WMS soll den Nutzer von dieser Aufgabe befreien, indem es nach
den Spezifikationen des Nutzers automatisch die passende Ressource fu¨r seinen
Auftrag findet. Dafu¨r erha¨lt das WMS von den Grid-Ressourcen sowie aus den In-
formationsdiensten Daten u¨ber die zur Verfu¨gung stehenden Ressourcen und ihren
Auslastungszustand. In einer auf gLite aufbauenden Grid-Infrastruktur muss min-
destens ein WMS vorhanden sein. Es ko¨nnen auch mehrere Komponenten dieses
Typs parallel eingesetzt werden, um die Leistungsfa¨higkeit der Infrastruktur bei
einer großen Anzahl simultaner Batch-Jobs zu verbessern oder die Fehlertoleranz
zu erho¨hen.
Computing Element Das CE stellt die Schnittstelle zwischen Grid-Infrastruktur
und lokalen Ressourcen dar. Es nimmt Rechenauftra¨ge des WMS entgegen und
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leitet sie an die eigenen Ressourcen weiter. Diese als Worker Nodes bezeichne-
ten Rechenknoten sind in der Regel durch ein Local Resource Management System
(LRMS) an das CE gekoppelt. Als LRMS kommen Batch-Systeme wie das Portable
Batch System (PBS) oder die Sun Grid Engine (SGE) zum Einsatz.
Worker Node Der WN ist fu¨r die Bearbeitung der Rechenauftra¨ge des Nutzers
zusta¨ndig. Er stellt im eigentlichen Sinne keine Komponente der Grid-Infrastruktur
dar, da er lediglich u¨ber ein LRMS angebunden ist und keine Grid-Dienste zur
Verfu¨gung stellt. In Umgebungen, die auf gLite aufbauen, sind auf dem WN jedoch
Softwarekomponenten installiert, mit denen die Datendienste des Grid genutzt wer-
den ko¨nnen. So lassen sich aus einem Rechenauftrag des Nutzers heraus Daten von
einem Grid-Service abrufen. Auch werden Ergebnisdateien des Rechenauftrags u¨ber
Grid-Komponenten zum Nutzer u¨bertragen. Durch diese Funktionalita¨ten nimmt
der WN auch am Grid teil.
2.1.3.2 Data Services
Rechenauftra¨ge der Nutzer von Grid-Umgebungen beno¨tigen in der Regel Einga-
bedaten, zudem werden bei der Abarbeitung Ausgabedaten erzeugt. Um die Kom-
ponenten des Job-Management, insbesondere das WMS und das CE, nicht mit
Datentransfer und -speicherung zu belasten, u¨bernehmen spezielle Komponenten
diese Aufgabe. Neben der reinen Speicherung von Nutzerdaten geho¨rt dazu auch
die Katalogisierung der Speicherorte und der Zugriffsrechte auf die Daten. Die ge-
nannten Aufgaben werden innerhalb der gLite-Middleware von den Data Services
erfu¨llt. Diese bestehen aus den Komponenten File Catalog, Storage Resource Ma-
nager (SRM) sowie IO-Service.
File Catalog Der File Catalog hat die Aufgabe, Informationen u¨ber die Dateien
des Nutzers zu verwalten. Diese Informationen umfassen den logischen Dateinamen
(Logical File Name, LFN), ihren Speicherort auf den Grid-Ressourcen als Storage
URL (SURL), evtl. vorhandene Repliken sowie Zugriffsrechte auf diese Datei. Diese
Funktionalita¨t soll den Nutzer davon entlasten, eigene Datenbanken fu¨r die Ver-
waltung seiner Dateien auf Grid-Ressourcen fu¨hren zu mu¨ssen. Der File Catalog
pra¨sentiert dem Nutzer seine Verzeichnisse in einer hierarchischen Baumstruktur,
die an UNIX-Verzeichnisstrukturen angelehnt ist.
Storage Resource Manager Der SRM-Service [Sim07] ist sowohl eine Middleware-
Komponente als auch eine Interface Definition [SSP+07]. Der SRM wird zur Verein-
heitlichung des Zugriffs auf Daten in Grid-Umgebungen eingesetzt. Seine Funktiona-
lita¨ten umfassen die dynamische Allokation von Speicherplatz, das Aushandeln von
Transportprotokollen sowie das Management von Dateien auf Speicherressourcen.
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In auf gLite basierenden Grid-Umgebungen werden SRM-Services als Schnittstelle
zu den eigentlichen Speicherressourcen verwendet. Jede Datei auf einer Speicherres-
source ist u¨ber die SRM-Schnittstelle mittels einer SURL eindeutig adressierbar.
Diese Art der Adressierung wird jedoch nicht von den Nutzern verwendet. Nut-
zer verwenden die Adressierung anhand des LFN eines Objekts, eine U¨bersetzung
durch den File Catalog ist somit bei allen Zugriffen erforderlich.
IO-Service Der IO-Service ist die zentrale Komponente in gLite fu¨r den Zugriff
auf Speicherressourcen. Der Nutzer initiiert Zugriffe auf Objekte, die u¨ber ihren
LFN angesprochen werden u¨ber Befehle, die den UNIX-Kommandos fu¨r Dateiope-
rationen nachempfunden sind. Der IO-Service lo¨st den LFN u¨ber den File Catalog
in eine Storage URL auf, dabei wird auch die Zugriffskontrolle durchgefu¨hrt. Auch
der anschließende Dateitransfer zwischen Nutzer und Speicherressource erfolgt u¨ber
den IO-Service. Diese Funktionalita¨t erho¨ht einerseits die Sicherheit, da der Zugriff
auf SRM-Ressourcen auf den IO-Service beschra¨nkt werden kann, sie ist jedoch
auch ein Engpass, der zu deutlichen Einbußen in der Leistungsfa¨higkeit des Sys-
tems fu¨hren kann.
2.1.3.3 Security Services
Die von Grid-Infrastrukturen bereitgestellte Rechenleistung und Speicherkapazita¨t
stellt ein interessantes Ziel fu¨r missbra¨uchliche Nutzung dar. Auch Zugriff auf die
Daten der Nutzer kann fu¨r Angreifer von Wert sein. Aus diesem Grund stellt die
Absicherung von Grid-Ressourcen eine wesentliche Aufgabe von Grid-Middleware
dar. Die Basisfunktionalita¨ten sind zum Einen die Authentifizierung (Kapitel 2.2)
von Nutzern und Diensten, zum Anderen die Autorisierung von Nutzern (vgl.
Kapitel 2.3.4) und eine darauf aufbauende Zugriffskontrolle (vgl. Kapitel 2.3.1).
Zusa¨tzlich bietet gLite zwei zentrale Komponenten, den MyProxy Credential Ma-
nagement Service und den Virtual Organisation Membership Service (VOMS).
MyProxy Credential Management Service Der MyProxy-Service [NTW01] bie-
tet im Kontext einer auf gLite aufbauenden Grid-Infrastruktur zwei Dienste an.
Seine erste Funktionalita¨t ist die sichere Speicherung der Zertifikate und der zu-
geho¨rigen geheimen Schlu¨ssel der Nutzer (vgl. Kapitel 2.2.2). Der Nutzer hinter-
legt diese beiden Dateien auf dem MyProxy-Server und bezieht fu¨r die Nutzung
der Grid-Infrastruktur ein davon abgeleitetes Proxy-Zertifikat (vgl. Kapitel 2.2.4)
mit nur kurzer Gu¨ltigkeitsdauer. Die zweite Funktionalita¨t ist die Erneuerung von
Proxy-Zertifikaten in Zusammenarbeit mit dem WMS. Dieser als Proxy-Renewal
bezeichnete Vorgang ermo¨glicht Grid-Jobs, die la¨nger aktiv sind als das zum Starten
des Auftrags verwendete Proxy-Zertifikat.
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Virtual Organisation Membership Service Der VOMS verwaltet die Nutzer einer
Virtuellen Organisation (vgl. Kapitel 2.1.1). Diesen Nutzern ko¨nnen Gruppenmit-
gliedschaften und Rollen innerhalb der VO sowie generische Attribute zugeord-
net werden. Diese Eigenschaften werden dem Nutzer in signierter Form durch den
VOMS besta¨tigt und auf den Ressourcen fu¨r die Autorisierung von Zugriffen ver-
wendet (vgl. Kapitel 2.3.4).
2.1.3.4 Information and Monitoring Services
Grid-Infrastrukturen haben die Eigenschaft, Ressourcen dynamisch in den Verbund
aufnehmen und auch wieder aus dem Verbund entlassen zu ko¨nnen. Eine statische
Konfiguration der zur Verfu¨gung stehenden Dienste scheidet aus diesem Grund aus.
Informationssysteme, die alle Systeme der Grid-Infrastruktur kennen und u¨ber die
von ihnen bereitgestellten Dienste Auskunft erteilen ko¨nnen, treten an die Stelle der
statischen Konfiguration. Zusa¨tzlich u¨berwachen Monitoring Services den aktuellen
Auslastungs- und Betriebszustand von Ressourcen. Die gLite-Middleware stellt zwei
Komponenten fu¨r die Information and Monitoring Services bereit, den Relational
Grid Monitoring Architecture (R-GMA) Service und den Logging & Bookkeeping
(LB) Service.
Relational Grid Monitoring Architecture Der R-GMA-Service wird im Rahmen
der gLite Service Discovery (SD) dazu verwendet, Informationen u¨ber die zur
Verfu¨gung stehenden Ressourcen im Grid zu sammeln und auf Anfrage auszugeben.
Diese Informationen werden von den Ressourcen periodisch an den R-GMA-Service
gemeldet und umfassen Verfu¨gbarkeit, Art des Dienstes und Auslastungszustand.
Logging & Bookkeeping Service In Grid-Infrastrukturen kann simultan eine
große Anzahl von Rechenauftra¨gen aktiv sein, an deren Bearbeitung jeweils meh-
rere Dienste beteiligt sind. Im Fehlerfall mu¨ssen alle beteiligten Komponenten un-
tersucht werden, um die Ursache fu¨r einen Abbruch des Auftrags zu finden. Der
LB-Service vereinfacht diesen Vorgang, indem jedem Grid-Job eine eindeutige Iden-
tifikation zugeordnet wird, unter der alle an der Bearbeitung beteiligten Dienste
Statusmeldungen auf diesem ablegen. Die auf dem LB-Service abgelegten Informa-
tionen sind durch externe Zugriffe nicht vera¨nderbar, es ko¨nnen lediglich Informa-
tionen zu einem Auftrag hinzugefu¨gt werden. Der LB-Service stellt eine zentrale
Instanz fu¨r die Aufnahme von Logging-Informationen in Grid-Infrastrukturen auf
Basis der gLite-Middleware dar.
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2.2 Authentifizierung im Grid-Computing
Authentifizierung ist definiert als die U¨berpru¨fung der behaupteten Identita¨t eines
Kommunikationspartners. In verteilten Systemen werden Authentifizierungsmecha-
nismen eingesetzt, wenn die Identita¨t eines Nutzers mo¨glichst zweifelsfrei festgestellt
werden muss. Dies ist bei allen Systemen und Anwendungsgebieten mit erho¨htem
Schutzbedarf der Fall, so z. B. wenn sensitive oder personalisierte Daten verwaltet
werden oder die Nutzung des Systems mit signifikanten Kosten verbunden ist.
Durch den Aufbau von Grid-Verbu¨nden wird angestrebt, Ressourcen einer Anzahl
von Institutionen einer Nutzerschaft zuga¨nglich zu machen. Dabei kommt eine an-
onyme Nutzung von Grid-Ressourcen aus verschiedenen Gru¨nden nicht in Betracht:
 Die Mittel fu¨r den Aufbau der Infrastruktur werden in der Regel zweckge-
bunden, d. h. fu¨r den Nutzen einer bestimmten Anwendergruppe bereitge-
stellt. Die Anwender mu¨ssen folglich fu¨r die Nutzung der Ressourcen autori-
siert sein. Eine Autorisierung ist jedoch nur nach erfolgter Authentifizierung
mo¨glich (vgl. Kapitel 2.3).
 Der Zugriff auf Daten Dritter, die auf Grid-Ressourcen gespeichert werden,
muss bei Anwendungsgebieten mit einem erho¨hten Bedarf an Datensicherheit
unterbunden werden ko¨nnen.
 Es muss nachvollziehbar sein, wer eine Handlung auf dem Grid ausgefu¨hrt
hat. Diese Funktionalita¨t ist insbesondere fu¨r die Abrechnung erforderlich,
jedoch auch fu¨r die Verfolgung missbra¨uchlicher Nutzung.
Neben der sicheren Authentifizierung von Nutzern im Grid ist auch der gegenseitige
Nachweis der Identita¨t zwischen Nutzer und Grid-Ressource sowie zwischen Grid-
Ressourcen erforderlich. Letztere Funktionalita¨t wird von allen Grid-Ressourcen
verwendet, ist jedoch insbesondere im Falle von Ressourcen notwendig, die be-
sondere Vertrauensstellungen im Grid innehaben, wie Dienste, die die Rechte von
Nutzern verwalten.
Mit der Feststellung, dass eine Authentifizierungsfunktionalita¨t fu¨r Nutzer im Grid
sowie dessen Ressourcen beno¨tigt werden, stellt sich die Frage nach dem zu verwen-
denden Verfahren. Das einfachste Verfahren zum Nachweis der eigenen Identita¨t ist
die Authentifizierung mittels einer Username/Passwort-Kombination. Dieses Ver-
fahren ist jedoch fu¨r einen sicheren Betrieb eines Grid nicht anwendbar. Einerseits
gilt es als unsicher, da Nutzer dazu tendieren, zu kurze oder auf Worten oder Namen
basierende Passwo¨rter zu wa¨hlen und diese nicht oder nur sehr selten zu a¨ndern.
Auf der anderen Seite ist die Verwaltung einer konsistenten Passwort-Datenbank
u¨ber viele Institutionen hinweg fehlertra¨chtig. Die meisten heute verwendeten Grid-
Umgebungen setzen daher Authentifizierungsmechanismen ein, die auf asymmetri-
scher Kryptographie und Public-Key-Infrastrukturen (PKI) basieren. Diese Verfah-
ren gelten mit entsprechend gewa¨hlten Schlu¨ssella¨ngen als sicher. Auch skalieren
sie in verteilten Umgebungen mit einer großen Nutzerschaft und vielen beteiligten
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Institutionen gut und beno¨tigen anders als vergleichbare Verfahren wie Kerberos
[SNS88] keine stets erreichbaren Dienste.
In den na¨chsten Abschnitten wird ein U¨berblick u¨ber Public-Key-Kryptographie
und Public-Key-Infrastrukturen gegeben, bevor auf die Grid-spezifischen Mecha-
nismen in Kapitel 2.2.3 eingegangen wird.
2.2.1 Public-Key-Kryptographie
Kryptographie dient der Verschlu¨sselung von Nachrichten mittels eines krypthogra-
phischen Algorithmus und einem oder mehreren Schlu¨sseln. In der Regel wird heute
zwischen symmetrischen und asymmetrischen Kryptosystemen unterschieden. Sym-
metrische Verfahren (wie z. B. der AES) verwenden den gleichen Schlu¨ssel zur Ver-
und Entschlu¨sselung der Nachricht. Bei diesen Verfahren besteht eine grundsa¨tzliche
Schwierigkeit darin, den Schlu¨ssel zu einem Chiffretext dem Empfa¨nger der Nach-
richt in der Art mitzuteilen, dass ihn kein Dritter abho¨ren kann. Um das Pro-
blem des Schlu¨sselaustausches zu lo¨sen, wurden asymmetrische oder auch Public-
Key-Algorithmen entwickelt. Die grundlegenden Prinzipien dieser neuen Klasse
von kryptographischen Algorithmen wurden 1976 von Whitfield Diffie und Martin
E. Hellman auf der National Computer Conference [DH76a] und spa¨ter in dem Arti-
kel New Directions in Cryptography [DH76b] vorgestellt. Die Basis asymmetrischer
Verschlu¨sselungsverfahren ist die Verwendung unterschiedlicher, aber verwandter
Schlu¨ssel fu¨r Chiffrierung und Dechiffrierung. Dabei muss es prinzipiell oder durch
einen zu hohen Aufwand unmo¨glich sein, aus einem Schlu¨ssel den anderen zu be-
rechnen. Ein bekanntes Public-Key-Verfahren ist das von Ron Rivest, Adi Shamir
und Leonard Adleman entwickelte RSA.
Anwendung finden Public-Key-Kryptosysteme hauptsa¨chlich beim Austausch von
Schlu¨sseln fu¨r symmetrische Verschlu¨sselungsverfahren, in Signaturverfahren fu¨r
digitale Dokumente oder in Authentifizierungssystemen. Fu¨r die Verschlu¨sselung
von Nachrichten werden in der Regel symmetrische Verfahren eingesetzt, da diese
deutlich weniger Rechenschritte fu¨r die gleiche Menge an Nachrichtentext beno¨tigen
und dadurch um mehrere Gro¨ßenordnungen schneller sind.
2.2.1.1 Verschlu¨sselung von Nachrichten
Jeder Teilnehmer einer bidirektionalen Kommunikation generiert sich vor deren Be-
ginn ein Schlu¨sselpaar, dass aus einem geheimen (private) und einem o¨ffentlichen
(public) Schlu¨ssel besteht. Nachfolgend kann der o¨ffentliche Schlu¨ssel in einem
o¨ffentlichen Verzeichnis den anderen Kommunikationspartnern zur Verfu¨gung ge-
stellt werden. In Abbildung 2.4 auf der na¨chsten Seite ist der schematische Ablauf
der Verschlu¨sselung einer Nachricht beim Sender (Alice) und nachfolgender Ent-

















Abbildung 2.4: Verschlu¨sselung von Nachrichten mittels Public-Key-Kryptographie
Alice bereits vor Beginn der Kommunikation u¨ber den o¨ffentlichen Schlu¨ssel von
Bob verfu¨gt, dass sie ihn z. B. aus einem o¨ffentlichen Verzeichnis bezogen hat. Im
ersten Schritt bildet Alice den Chiffretext (c) aus der Klartext-Nachricht (m) mittels
der Verschlu¨sselungsfunktion (E) und dem o¨ffentlichen Schlu¨ssel von Bob (kpB):
c = EkpB (m)
Der Chiffretext kann nun u¨ber das als unsicher eingestufte Netzwerk u¨bertragen
werden. Auf der Empfa¨ngerseite stellt Bob die urspru¨ngliche Nachricht mittels sei-
nes geheimen Schlu¨ssels (ksB) und der Entschlu¨sselungsfunktion (D) wieder her:
m = DksB (c)
2.2.1.2 Digitale Signatur von Nachrichten
Die digitale Signatur von Nachrichten mittels Public-Key-Kryptographie dient der
U¨berpru¨fung der Integrita¨t und des Ursprungs einer Nachricht. Mit der digita-
len Signatur kann der Empfa¨nger einer Nachricht mit dem o¨ffentlichen Schlu¨ssel
des (vermeintlichen) Absenders u¨berpru¨fen, ob die Nachricht durch den geheimen
Schlu¨ssel des Senders signiert wurde und ob sie auf dem Weg zum Empfa¨nger
vera¨ndert wurde.
Der Ablauf einer digitalen Signatur einer Nachricht ist in Abbildung 2.5 auf der
na¨chsten Seite dargestellt. Es ist dem Verfahren der Verschlu¨sselung a¨hnlich, diffe-
riert jedoch insbesondere in den verwendeten Schlu¨sseln.
Will Alice eine Nachricht an Bob verfassen und diese digital signieren, erzeugt sie
mittels einer Einweg-Hashfunktion einen Hashwert (h) aus der Klartext-Nachricht




























Abbildung 2.5: Digitale Signatur von Nachrichten mittels Public-Key-
Kryptographie
Die Signatur wird nun zusammen mit der Klartext-Nachricht an Bob gesendet.
Dieser wendet nun die gleiche Hashfunktion auf den erhaltenen Klartext (m′) an.
Nachfolgend kann er mit dem zum Signaturalgorithmus passenden Verifizierungs-
algorithmus und dem o¨ffentlichen Schlu¨ssel von Alice die erhaltene Signatur ent-
schlu¨sseln:
VkpA(sig) = h(m)
Ist das Ergebnis der entschlu¨sselten Signatur h(m) mit dem aus der Nachricht
berechneten Hashwert h(m′) identisch, wurde die Nachricht mit dem geheimen
Schlu¨ssel von Alice signiert und auf dem Weg zu Bob nicht vera¨ndert. Unter der
Annahme, dass der geheime Schlu¨ssel von Alice nicht kompromittiert wurde steht
nun fest, dass Alice die Nachricht an Bob signiert hat.
2.2.1.3 Authentifizierung mittels asymmetrischer Verschlu¨sselung
Die digitale Signatur von Nachrichten ist eine Methode um nachzuweisen, dass eine
Nachricht von einem bestimmten Teilnehmer einer Kommunikation stammt. Ein
a¨hnliches Verfahren kann fu¨r Authentifizierungszwecke angewendet werden. Dabei
erstellt der Partner (Bob), bei dem sich Alice authentifizieren will, eine Zufallszahl
r (vgl. Abbildung 2.6 auf der na¨chsten Seite) und sendet sie an Alice. Alice signiert
die Zahl mit ihrem geheimen Schlu¨ssel und sendet rsig an Bob, der die Signatur
mit Hilfe des o¨ffentlichen Schlu¨ssels von Alice u¨berpru¨fen kann. Ist das Ergebnis r′
und die urspru¨ngliche Zufallszahl r identisch, ist die Partei, die behauptet Alice zu
sein, im Besitz des geheimen Schlu¨ssels zum o¨ffentlichen Schlu¨ssel von Alice. Wenn























Abbildung 2.6: Authentifizierung von Entita¨ten mittels Public-Key-Kryptographie
2.2.2 Public-Key-Infrastrukturen
In Kapitel 2.2.1 wurde asymmetrische Kryptographie zur digitalen Signatur und
Authentifizierung von Entita¨ten vorgestellt. Voraussetzung dafu¨r, dass diese Ver-
fahren fu¨r die genannten Zwecke verwendet werden ko¨nnen, ist das Vertrauen in die
Bindung des o¨ffentlichen Schlu¨ssels eines Teilnehmers an dessen Identita¨t. Dieses
Vertrauen kann beispielsweise durch ein direktes Treffen der beteiligten Personen
etabliert werden, bei dem die o¨ffentlichen Schlu¨ssel ausgetauscht werden und amt-
liche Lichtbildausweise u¨berpru¨ft werden. Ein solcher Vorgang ist jedoch in der Re-
gel unwirtschaftlich und nur dann zu rechtfertigen, wenn die Sicherheitsbedu¨rfnisse
besonders hoch sind. Um diesen direkten Kontakt zu umgehen, wurden Public-
Key-Infrastrukturen entwickelt. Diese ersetzen das direkte Vertrauen der einzelnen
Teilnehmer durch ein indirektes Vertrauen in einen Dritten, der die Identita¨t der
Teilnehmer zertifiziert.
2.2.2.1 Certification Authorities als Trusted Third-Party
Die Rolle des vertrauenswu¨rdigen Dritten (Trusted Third-Party) u¨bernimmt
in einer PKI die Certification Authority (CA). Eine CA, die im deutschen
Sprachgebrauch als Zertifizierungsstelle bezeichnet wird, verfu¨gt u¨ber ein eigenes
Schlu¨sselpaar aus einem geheimen und einem o¨ffentlichen Schlu¨ssel, mit dem sie
Zertifizierungen durchfu¨hrt.
Ein Teilnehmer, der sich den Besitz seines o¨ffentlichen Schlu¨ssels von der CA zer-
tifizieren lassen mo¨chte, muss in einem ersten Schritt seine Identita¨t einer der CA
zugeordneten Registration Authority (RA) nachweisen. Nachfolgend muss er den
Besitz des geheimen Schlu¨ssels zu dem o¨ffentlichen Schlu¨ssel beweisen, den er der
RA vorlegt. Wenn die U¨berpru¨fung der Identita¨t des Teilnehmers erfolgreich ist,
erstellt die CA ein Zertifikat (vgl. Kapitel 2.2.2.2) mit den Daten des Nutzers sowie
seinem o¨ffentlichen Schlu¨ssel. Dieses Zertifikat wird von der CA abschließend mit
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Subjekt:          rootCA1
öff. Schlüssel: kprootCA1
Aussteller:      rootCA1
Signatur: ksrootCA1
Subjekt:          CA2
öff. Schlüssel: kpCA2
Aussteller:      rootCA1
Signatur: ksCA2
Subjekt:          Bob
öff. Schlüssel: kpB
Aussteller:      CA2
Abbildung 2.7: Zertifizierung von Entita¨ten in Public-Key-Infrastrukturen
ihrem geheimen Schlu¨ssel signiert. Um ein Zertifikat verifizieren zu ko¨nnen, muss
ein Teilnehmer u¨ber den o¨ffentlichen Schlu¨ssel der Zertifizierungsstelle verfu¨gen, der
im Zertifikat der CA abgelegt ist. Zertifikate von Zertifizierungsstellen sind jedoch
im Gegensatz zu den Teilnehmerzertifikaten (end-entity certificates) selbst-signiert
(self-signed), d. h. mit dem geheimen Schlu¨ssel signiert, der zu dem o¨ffentlichen
Schlu¨ssel im Zertifikat geho¨rt. Die CA besta¨tigt sich ihre Identita¨t und den Besitz
des Schlu¨sselpaares also selbst.
Aus organisatorischen Gru¨nden kann jedoch die Hierarchisierung von Zertifizie-
rungsstellen sinnvoll sein. In diesem Fall kommt es vor, dass CA-Zertifikate nicht
selbst-signiert sind. Diese Hierarchiebildung erfolgt, indem eine ho¨herstehende CA
der na¨chst niedrigeren ein Zertifikat ausgestellt, das sie aber im Gegensatz zu
Teilnehmerzertifikaten dazu berechtigt, weitere Zertifikate auszustellen. In Abbil-
dung 2.7 ist eine hierarchische Struktur von Zertifizierungsstellen und den zu-
geho¨rigen Zertifikaten dargestellt.
2.2.2.2 Public-Key-Zertifikate nach ITU-T X.509
Die Bindung eines o¨ffentlichen Schlu¨ssels an die Identita¨t einer Entita¨t muss durch
alle Kommunikationspartner dieser Entita¨t verifizierbar sein. Um diese Verifizier-
barkeit zu gewa¨hrleisten, wurde 1997 von der ITU-T die Empfehlung X.509 ver-
abschiedet. In dieser wird ein vereinheitlichtes Format [Int05] fu¨r Public-Key-
Zertifikate definiert. X.509 wurde 2002 in der Version 3 zusammen mit einem Format
fu¨r Zertifikatssperrlisten (vgl. Kapitel 2.2.2.3) von der IETF u¨bernommen und in
RFC 3280 [HPFS02] vero¨ffentlicht.
X.509-Zertifikate haben eine Anzahl von fest definierten Feldern, ko¨nnen aber durch
Erweiterungen flexibel erga¨nzt werden. Die Relevanz dieser Erweiterungen kann
mit der Markierung als critical oder non-critical festgelegt werden. Ist die Erwei-
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terung als critical markiert, muss der Empfa¨nger eines solchen Zertifikates dieses
zuru¨ckweisen, wenn er die Erweiterung nicht unterstu¨tzt. Im Falle einer als non-
critical gekennzeichneten Erweiterung darf der Empfa¨nger frei entscheiden, das
Zertifikat zuru¨ckzuweisen oder es zu akzeptieren. Um verschiedene Zertifikatserwei-
terung unterscheiden zu ko¨nnen, werden diese mit einem eindeutigen Bezeichner,
dem Object Identifier (OID) gekennzeichnet. OIDs sind in einem hierarchischen
Namensraum organisiert und in der ITU-T Empfehlung X.680 [Int02] definiert.
In der Folge soll eine kurze Erkla¨rung fu¨r die Bedeutung der einzelnen Felder von
X.509-Zertifikaten gegeben werden, da der Aufbau dieser Zertifikate in den Kapiteln
4 und 5 dieser Arbeit von Bedeutung ist:
 Version. Version, nach der das Zertifikat erstellt wurde. Dieses Feld hat nach
RFC 3280 mindestens den Wert 2, heute in der Regel jedoch den Wert 3.
 Seriennummer. Die Seriennummer eines Zertifikats wird dafu¨r verwendet,
Zertifikate zuru¨ckzurufen.
 Aussteller. Distinguished Name (DN) der ausstellenden Zertifizierungsstelle.
 Gu¨ltigkeitsdauer. Zeitraum von dem an und bis zu dem das Zertifikat gu¨ltig
ist, wenn es nicht vorher zuru¨ckgerufen wird. Der Gu¨ltigkeitszeitraum wird
in UTC angegeben.
 Subjekt. Entita¨t fu¨r die das Zertifikat ausgestellt wurde.
 Algorithmus des o¨ffentlichen Schlu¨ssels. Algorithmus, der fu¨r die Er-
stellung des Schlu¨sselpaares des Subjekts verwendet wurde.
 o¨ffentlicher Schlu¨ssel. Der o¨ffentliche Schlu¨ssel des Subjekts.
 Erweiterungen. Zusa¨tzliche Informationen. Diese ko¨nnen als critical oder
non-critical markiert werden.
 Signaturalgorithmus. Fu¨r die Signatur verwendeter Algorithmus.
 Signatur. Die Signatur der Zertifizierungsstelle, mit der das Zertifikat be-
glaubigt wird.
2.2.2.3 Ru¨ckruf von Public-Key-Zertifikaten nach ITU-T X.509
Zertifizierungsstellen versehen jedes X.509-Zertifikat mit einem Gu¨ltigkeitszeitraum,
nach dessen Ablauf ein Zertifikat als ungu¨ltig anzusehen ist. Im Normalfall sind
daher weitere Maßnahmen unno¨tig, da End-Entity-Zertifikate (EEZ) in der Regel
nur fu¨r den Zeitraum eines Jahres oder wenig la¨nger gu¨ltig sind. Es sind jedoch
Situationen denkbar, in denen ein Zertifikat vorzeitig fu¨r ungu¨ltig erkla¨rt werden
muss. Dazu geho¨ren alle Fa¨lle, in denen entweder die Sicherheit des geheimen
Schlu¨ssels nicht mehr gewa¨hrleistet ist oder sich die Zugeho¨rigkeit eines Zertifi-
katinhabers zu der Institution, in deren Kontext das Zertifikat ausgestellt wurde,
vera¨ndert hat, so z. B.
20
2.2 Authentifizierung im Grid-Computing
 Verlust des dechiffrierten geheimen Schlu¨ssels
 Ausscheiden des Zertifikatinhabers aus der Institution, die fu¨r ihn das Zerti-
fikat beantragt hat
Um Missbrauch beim Widerruf 1 von Zertifikaten zu vermeiden, muss gewa¨hrleistet
sein, dass der Vorgang nachweisbar von einer dazu befugten Autorita¨t durchgefu¨hrt
wird. Diese Aufgabe wird im PKI-Kontext meistens von der ausstellenden Auto-
rita¨t, also der Zertifizierungsstelle, wahrgenommen. RFC 3280 [HPFS02] sieht je-
doch explizit vor, dass die CA diese Aufgabe an eine andere Autorita¨t delegieren
kann.
Wichtig fu¨r die Verwendbarkeit von Sperrinformationen ist zusa¨tzlich zu der In-
formation, welche Zertifikate zuru¨ckgerufen wurden auch der jeweilige Zeitpunkt
ihrer Sperrung. Handlungen, die der rechtma¨ßige Besitzer des Zertifikats vor die-
sem Zeitpunkt mit dem Zertifikat und dem geheimen Schlu¨ssel ausgefu¨hrt hat, fallen
weiterhin in seinen Verantwortungsbereich und ko¨nnen nicht durch ihn abgestritten
werden.
Gebra¨uchlich sind zwei Mechanismen zum Widerrufen von Zertifikaten. Dies sind
Sperrlisten, die auch als Certificate Revocation Lists (CRL) bezeichnet werden so-
wie das in RFC 2560 [MAM+99] spezifizierte Online Certificate Status Protocol
(OCSP). Beide Verfahren werden im Folgenden kurz vorgestellt.
CRL Sperrlisten nach Version 2 des X.509-CRL-Profils werden wie auch X.509-
Zertifikate in RFC 3280 spezifiziert. Eine Sperrliste wird von der CA periodisch
aktualisiert und entha¨lt im Header der Datei neben der obligatorischen Versions-
nummer den Aussteller der CRL und den verwendeten Signaturalgorithmus. Der
Header entha¨lt weiterhin den Zeitpunkt der Erstellung der Sperrliste sowie den Zeit-
punkt der na¨chsten Aktualisierung. Die na¨chste Aktualisierung (next Update) gibt
den spa¨testen Zeitpunkt an, an dem diese CRL ihre Gu¨ltigkeit verliert. Die Aktua-
lisierung kann jedoch bei Bedarf auch fru¨her erfolgen. Die Nutzdaten der Sperrliste
bestehen aus den Seriennummern der Zertifikate, die gesperrt werden. Zu jeder Se-
riennummer wird ein Zeitstempel vermerkt, der den Zeitpunkt des Ru¨ckrufs angibt.
Abschließend folgt die Signatur u¨ber die Sperrliste. Optional ko¨nnen in der Version
2 des X.509-CRL-Profils zusa¨tzliche Erweiterungen eingefu¨gt werden, wie dies auch
in X.509-Zertifikaten mo¨glich ist.
OCSP Das OCSP ist im Gegensatz zu den CRL ein Kommunikationsprotokoll
und wurde dafu¨r ausgelegt, Informationen u¨ber den momentanen Status eines Zer-
tifikats zu transportieren. Anfragen bezu¨glich des Status eines Zertifikats richtet
der Klient an den OCSP-Responder. In der Anfrage spezifiziert der Klient neben
der Versionsnummer des Protokolls den Typ der Anfrage sowie das Zertifikat, u¨ber
















Abbildung 2.8: Basisoperationen der GSI
das er Auskunft anfordert. Dieser antwortet mit dem momentanen Status des Zer-
tifikats. Der Status kann die Werte good, revoked oder unknown annehmen. U¨ber
die Antworten des OCSP-Responders wird ein Hashwert gebildet und signiert und
als Teil der Antwort an den Klienten gesendet, damit dieser die Integrita¨t und
Autorita¨t der Nachricht u¨berpru¨fen kann.
2.2.3 Die Grid Security Infrastructure
Grid-Verbu¨nde stellen besondere Anforderungen an Authentifizierungs- und Au-
torisierungsmechanismen. Dies ist durch den Umstand begru¨ndet, dass sie u¨ber
signifikante Ressourcen verfu¨gen, wodurch sie zu einem interessanten Angriffsziel
werden und zudem u¨ber Grenzen von Sicherheitsdoma¨nen hinweg aufgebaut sind.
Ein Sicherheitsvorfall bei einem Partner im Grid darf nicht zu einer Kettenreaktion
durch die gesamte Infrastruktur fu¨hren.
Grid-Umgebungen, die auf GT 2 basieren, verwenden die Grid Security Infrastruc-
ture [FKTT98] fu¨r die Aufgaben der Authentifizierung und Autorisierung von Nut-
zern und Ressourcen. Die GSI wurde im Rahmen des Globus Projekts entwickelt
und wird in weiterentwickelter Form auch in neueren Versionen des Globus Toolkit
eingesetzt. Weiterhin basieren die Authentifizierungs- und Autorisierungsmechanis-
men von LCG und gLite auf der GSI. Bei der Entwicklung der GSI wurden folgende
Ziele verfolgt:
1. Unterstu¨tzung des Single Sign-On (SSO) fu¨r Nutzer
2. Gewa¨hrleistung der Sicherheit in einer dynamischen, sich u¨ber
Doma¨nengrenzen erstreckenden Infrastruktur
3. Bereitstellung von Mechanismen, die eine authentifizierte und vertrauliche
Kommunikation zwischen Grid-Ressourcen ermo¨glichen
4. Implementierung von Delegationsmechanismen
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Wie in der GSI die genannten Ziele umgesetzt werden, soll anhand von Abbil-
dung 2.8 auf der vorherigen Seite erla¨utert werden. In der Grafik sind die Basisope-
rationen und -konzepte der GSI dargestellt.
Das erste Ziel, die Unterstu¨tzung von Single Sign-On (SSO) fu¨r Nutzer des Grid,
soll diesem wiederholte Authentifizierungsvorga¨nge, in der Praxis also eine wie-
derholte Eingabe eines Passwortes oder einer Passphrase ersparen. Die GSI sieht
hierfu¨r einen Stellvertreter fu¨r den Nutzer vor, der als User Proxy bezeichnet wird.
Dieser wird durch den Nutzer eingerichtet und agiert fu¨r die Laufzeit des Auftrags
stellvertretend fu¨r den Nutzer auf seinem lokalen Rechner2. Foster et al. definieren
den User Proxy in [FKTT98]:
”A user proxy is a session manager process given permission to act on
behalf of a user for a limited period of time.“
Fu¨r den Zugriff auf Ressourcen im Namen des Nutzers beno¨tigt der User Proxy
Zugriff auf dessen Berechtigungsnachweise (Credentials), die in der Grafik durch
End-Entity-Zertifikate repra¨sentiert werden. Die GSI verfu¨gt hierfu¨r u¨ber Mecha-
nismen, die eine zeitlich beschra¨nkte Ableitung von den Credentials des Nutzers
ermo¨glichen. In der Praxis werden fu¨r diese Ableitung Proxy-Zertifikate (vgl. Kapi-
tel 2.2.4) verwendet, die hier als User Proxy Zertifikate (UPZ) bezeichnet werden.
Das zweite Ziel, die Gewa¨hrleistung der Sicherheit u¨ber Doma¨nengrenzen hinweg,
soll u¨ber den Resource Proxy genannten Mechanismus erreicht werden. Foster et
al. definieren diesen wie folgt:
”A resource proxy is an agent used to translate between interdomain
security operations and local intradomain mechanisms.“
Der Resource Proxy dient folglich als ein U¨bergang zwischen dem Grid und der
lokalen Ressource. Dabei kommt ihm auch die Aufgabe zu, die Abbildung von Global
Subject auf Local Subject, also die Abbildung von Distinguished Name auf ein lokales
Nutzerkonto vorzunehmen. Im Globus Toolkit u¨bernimmt die Aufgabe des Resource
Proxy der GRAM (vgl. Kapitel 2.1.2). Dieser tritt als eigensta¨ndige Entita¨t im Grid
auf, verfu¨gt daher u¨ber eigene Credentials (RZ) zur Authentifizierung.
Das dritte Ziel ist die Bereitstellung von Mechanismen, die eine authentifizierte
und vertrauliche Kommunikation zwischen Grid-Ressourcen ermo¨glichen. Dieses
Ziel realisiert die GSI u¨ber die Nutzung bekannter Mechanismen und Komponen-
ten wie Public-Key-Kryptographie und die Verwendung der GSS-API [Lin00]. Diese
wird genutzt, um Protokollabla¨ufe wie die Signatur von Daten oder die gegenseitige
Authentifizierung von Nutzer und Ressource von den genutzten Sicherheitsmecha-
nismen wie SSL/TLS [DA99] oder Kerberos [SNS88] zu entkoppeln. Im Rahmen der
Arbeiten am Globus Toolkit wurde die GSS-API signifikant um Fa¨higkeiten zum
Im- bzw. Export von Credentials und zum Umgang mit Erweiterungen von Proxy-
Zertifikaten erweitert [MWTE04]. Auch wenn die GSI auf der GSS-API aufsetzt,
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Abbildung 2.9: Ableitung eines Proxy-Zertifikates von einem End-Entity-Zertifikat
um eine Entkopplung von den genutzten Sicherheitsmechanismen zu erreichen, ver-
wenden die meisten Grid-Verbu¨nde heute auf Public-Key-Verfahren basierende Au-
thentifizierungsmechanismen.
Das vierte Ziel, die Implementierung von Delegationsmechanismen, soll Ressourcen,
die den Auftrag eines Nutzers bearbeiten in die Lage versetzen, in dessen Namen
zu agieren (vgl. Kapitel 2.3.3). So soll es im Rahmen eines Auftrags mo¨glich sein,
Dateien von einem Speichersystem zu beziehen oder auch weitere Auftra¨ge auf an-
deren Ressourcen zu starten. Zu diesem Zweck werden den Prozessen u¨ber SSL/TLS
Credentials (PPZn) delegiert, die vom EEZ des Nutzers abgeleitet wurden. Diese
haben ebenso wie das UPZ eine beschra¨nkte Gu¨ltigkeit, jedoch ko¨nnen die Prozesse
alle Privilegien des Nutzers ausu¨ben. Eine Beschra¨nkung der delegierten Privilegien
ist in der GSI nicht implementiert.
2.2.4 Proxy-Zertifikate
Die GSI unterstu¨tzt – wie in Kapitel 2.2.3 beschrieben – eine Single Sign-On-
Funktionalita¨t fu¨r Nutzer des Grid, ebenso wie die Delegation von Nutzerrechten an
Grid-Ressourcen. Implementiert werden diese Funktionalita¨ten durch den Einsatz
von Proxy-Zertifikaten.
Proxy-Zertifikate sind X.509-Zertifikate mit einer kurzen Gu¨ltigkeitsdauer von ty-
pischerweise 12 Stunden, die von den End-Entity-Zertifikaten der Nutzer abgeleitet
werden. Damit handelt der Nutzer a¨hnlich wie eine Zertifizierungsstelle, nur dass
er lediglich Stellvertreterzertifikate fu¨r sich selbst und keine Zertifikate fu¨r Dritte
ausstellt. Dafu¨r ist in Public-Key-Infrastrukturen der Eintrag CA:TRUE in den
Basisbeschra¨nkungen3 der Zertifikaterweiterungen notwendig. Mit diesem Eintrag
3X509v3 Basic Constraints
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zeigt die ausstellende Zertifizierungsstelle an, dass sie das Recht zum Ausstellen wei-
terer Zertifikate an den Besitzer dieses Zertifikats delegieren will. Bei End-Entity-
Zertifikaten ist jedoch in den Basisbeschra¨nkungen CA:FALSE gesetzt. Ein auf
diese Weise erstelltes Proxy-Zertifikat verletzt folglich das Gu¨ltigkeitsmodell von
X.509 und wird folglich außerhalb der GSI nicht anerkannt.
Die Ableitung eines Proxy-Zertifikats von einem EEZ la¨uft a¨hnlich der Erstellung
eines EEZ ab. Der Nutzer erzeugt ein neues Schlu¨sselpaar, bindet den o¨ffentlichen
Schlu¨ssel in das neue Zertifikat ein und signiert dieses mit dem geheimen Schlu¨ssel
seines EEZ. Das Proxy-Zertifikat tra¨gt den DN des Nutzers im Subjekt, das jedoch
um den Eintrag CN=proxy erweitert ist (vgl. Abbildung 2.9 auf der vorherigen
Seite). Der zugeho¨rige geheime Schlu¨ssel verbleibt unverschlu¨sselt und wird ty-
pischerweise nur durch die Zugriffsrechte des Dateisystems auf dem lokalen Host
geschu¨tzt.
Der Einsatz von Proxy-Zertifikaten hat einige Vorteile, so erfolgt die Authentifi-
zierung durch Eingabe der Passphrase, die den geheimen Schlu¨ssel des EEZ ent-
schlu¨sselt, nur einmal. Nachfolgend ko¨nnen Prozesse fu¨r die Gu¨ltigkeitsdauer des
Proxy-Zertifikats ohne weitere Authentifizierungsvorga¨nge im Namen des Benut-
zers gestartet werden. Weiterhin erfordert die Integration in die bestehende PKI
nur geringfu¨gige A¨nderungen am Zertifikatsgu¨ltigkeitsmodell. Zudem ist der zu er-
wartende Schaden im Falle der Kompromittierung des geheimen Schlu¨ssels geringer
als bei Kompromittierung des EEZ, da Proxy-Zertifikate nur eine Gu¨ltigkeit von
wenigen Stunden haben.
Mit dem Einsatz von Proxy-Zertifikaten sind aber auch signifikante Nachteile ver-
bunden, so ko¨nnen z. B. Proxy-Zertifikate nicht zuru¨ckgerufen werden. Dies beruht
auf dem Umstand, dass Proxy-Zertifikate vom Nutzer ausgestellt werden und nicht
von einer Zertifizierungsstelle. Diese ko¨nnen jedoch nur solche Zertifikate mittels
Sperrlisten zuru¨ckrufen, die sie auch selber ausgestellt haben. Im Fall einer Kom-
promittierung kann man daher nur das Ende der Gu¨ltigkeit des Proxy-Zertifikats
abwarten, den Nutzer tempora¨r auf allen Ressourcen durch den Einsatz von lo-
kalen Bannlisten sperren oder das EEZ des Nutzers durch die CA zuru¨ckrufen
lassen. Letztere Maßnahme ist jedoch mit erheblichen Konsequenzen fu¨r den Nut-
zer verbunden, da er bis zur Ausstellung eines neuen Zertifikats nicht auf das Grid
zugreifen kann. Auch werden Sperrlisten – wie in Kapitel 2.2.2.3 beschrieben – nur
periodisch aktualisiert, eine Nutzung des zuru¨ckgerufenen EEZ kann folglich noch
bis zum regula¨ren Ablauf der Gu¨ltigkeit des kompromittierten Proxy-Zertifikats
mo¨glich sein.
2.2.4.1 Proxy-Zertifikate nach RFC3820
Die in Kapitel 2.2.4 vorgestellten Proxy-Zertifikate werden als GSI Proxy-Zertifikate
bezeichnet und folgen keinem Standard. In RFC 3820 [TWE+04] der IETF wur-
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de der Versuch unternommen, eine solche Standardisierung zu erreichen. Die Un-
terstu¨tzung fu¨r diesen Typ von Proxy-Zertifikaten ist momentan auf Globus Toolkit
Version 4 beschra¨nkt. Proxy-Zertifikate nach RFC 3820 verzichten auf die Erwei-
terung des DN im Subjekt des Zertifikats um den Eintrag CN=proxy. Stattdessen
wird das Zertifikat um eine Erweiterung vom Typ ProxyCertInfo erga¨nzt. Diese bie-
tet zum Einen die Mo¨glichkeit, die maximale Delegationstiefe4 des Proxy-Zertifikats
zu beschra¨nken (vgl. Kapitel 2.3.3). Weiterhin ko¨nnen unter Verwendung des Fel-
des proxyPolicy Restriktionen bezu¨glich der Delegation von Rechten beschrieben
werden. Das proxyPolicy Feld bietet die Mo¨glichkeit, u¨ber einen Object Identifier
(OID) eine Sprache zu spezifizieren5, in der die Restriktionen formuliert sind so-
wie ein Feld6, um eine solche Policy in das Proxy-Zertifikat einzubetten. RFC 3820
sieht jedoch keine eigene Sprache vor, in der diese Restriktionen formuliert werden
sollen. Es ist dem Nutzer u¨berlassen, diese Auswahl zu treffen. Der Standard gibt
lediglich zwei Werte fu¨r das policyLanguage Feld vor:
 id-ppl-inheritAll. Dieser Eintrag signalisiert, dass das Proxy-Zertifikat unbe-
schra¨nkt ist. Der Aussteller delegiert mit ihm sa¨mtliche ihm zur Verfu¨gung
stehenden Rechte.
 id-ppl-independent. Das Proxy-Zertifikat ist unabha¨ngig von den Rechten des
Ausstellers. Der Aussteller delegiert keine Rechte.
Ist einer dieser Werte gesetzt, darf das Feld policy nicht in der ProxyCertInfo Er-
weiterung des Proxy-Zertifikats enthalten sein.
2.3 Autorisierung im Grid-Computing
Autorisierung bezeichnet den Vorgang der Zuweisung von Privilegien an handeln-
de Subjekte im Kontext eines Systems sowie die U¨berpru¨fung dieser Privilegien
durch geeignete Mechanismen vor deren Ausu¨bung. Autorisierungssysteme bauen
unmittelbar auf die sichere U¨berpru¨fung der Identita¨t eines Dienstnutzers durch
Authentifizierungsmechanismen auf. Ohne diese wa¨re eine missbra¨uchliche Nut-
zung des durch den Autorisierungsmechanismus geschu¨tzten Systems mo¨glich, da
sich ein Angreifer als berechtigter Nutzer des Systems ausgeben ko¨nnte.
Subjekte eines Autorisierungssystems ko¨nnen Nutzer oder Dienste eines Systems
sein, aber auch Systeme selbst oder Gruppen dieser Entita¨ten. Objekte bilden die
zu schu¨tzenden Ressourcen. Ihre Granularita¨t kann von vollsta¨ndigen Rechnersyste-
men bis zu einzelnen Dateien oder gar Bestandteilen dieser variieren. Die konkrete
Ausgestaltung von Privilegien eines Autorisierungssystems ist abha¨ngig von den
Objekten auf die sie sich beziehen. Zugriffsrechte bilden das Bindeglied zwischen





2.3 Autorisierung im Grid-Computing
Der Zugriff auf Objekte kann sowohl direkt geregelt werden, wie in den folgenden
Beispielen:
 Nutzer Alice darf Datei x lesen.
 Nutzer Bob darf Programm y ausfu¨hren.
Privilegien ko¨nnen aber auch indirekt u¨ber ein beschreibendes Attribut und eine
damit verbundene Regel gebildet werden. Einem Nutzer wird beispielsweise eine
Rolle auf einem System zugeordnet, der wiederum konkrete Zugriffsrechte zugeord-
net werden:
Attribut : Nutzer Bob ist Administrator auf System z.
Regel : Administratoren von System z du¨rfen uneingeschra¨nkt auf
dieses zugreifen.
Privileg : Nutzer Bob darf uneingeschra¨nkt auf System z zugreifen.
Die Autorisierung von Nutzern und Diensten in Grid-Infrastrukturen basiert grund-
legend auf etablierten Verfahren und Mechanismen, seien es Zugriffskontrollmecha-
nismen wie Role Based Access Control (vgl. Kapitel 2.3.1.3) oder Autorisierungs-
architekturen wie das Push-Modell (vgl. Kapitel 2.3.2.2). Die spezielle Problematik
der Autorisierung im Grid-Kontext liegt in der Verteilung der Infrastruktur u¨ber
eine Vielzahl von weitgehend unabha¨ngigen Institutionen. Die Autoren der Glo-
bal Security Architecture [EGE05] des europa¨ischen EGEE-Projekts schreiben zu
diesem Problem:
”The core problem with authorization in a Grid setting is how to handle
the overlay of policies from multiple administrative domains (VO speci-
fic policy, operational procedures, site-local policy) and how to combine
them.“
Zu der Komplexita¨t, die eine verteilte Infrastruktur mit sich bringt, kommt eine
heterogene Nutzerschaft, die in Virtuellen Organisationen (vgl. Kapitel 2.1.1) or-
ganisiert ist. Jede der realen und Virtuellen Organisationen definiert Richtlinien
bezu¨glich der Nutzung der von ihr zur Verfu¨gung gestellten und ihr zur Verfu¨gung
stehenden Systeme. Diese Richtlinien konfliktfrei in einem Autorisierungssystem
zur Deckung zu bringen ist eine aktuell erst in Ansa¨tzen gelo¨ste Herausforderung.
2.3.1 Zugriffskontrollmodelle
Die Durchsetzung der Regeln, die ein Autorisierungssystem aufstellt, erfolgt durch
die Zugriffskontrolle. Diese soll den Zugriff auf Objekte durch Subjekte verhindern,
die u¨ber keine ausreichenden Rechte dafu¨r verfu¨gen. Von den in der Literatur be-
schriebenen Modellen sind die nachfolgend aufgefu¨hrten in der Praxis relevant und
finden in verteilten Systemen Anwendung.
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2.3.1.1 Discretionary Access Control
Zugriffskontrolle nach dem Modell der Discretionary Access Control (DAC) ordnet
jedes Objekt einem Eigentu¨mer zu. Dieser entscheidet daru¨ber, welchem Subjekt
Rechte fu¨r den Zugriff auf das Objekt zugeordnet werden. Ein Subjekt kann je-
de handelnde Entita¨t bilden und nicht nur ein Nutzer des Systems. Als Subjekte
ko¨nnen ebenso andere Rechner sowie Dienste oder Prozesse adressiert werden, die
auf einem System arbeiten. Objekte bilden alle Ressourcen eines Systems, dies sind
z. B. Dateien oder Programme, aber auch Dienste.
Der Eigentu¨mer verwaltet fu¨r jedes Objekt eine Matrix aus Subjekten mit zugeord-
neten Rechten an diesem Objekt. Eine derartige Matrix wird als Access Control List
(ACL) bezeichnet. Ein Beispiel fu¨r eine ACL, die die Zugriffsrechte auf eine Datei
verwaltet, ist in Tabelle 2.1 aufgefu¨hrt. Durch diese ACL ordnet der Eigentu¨mer
Nutzer Alice das Recht zu, diese zu lesen (r), wa¨hrend Nutzer Bob zusa¨tzlich das




Alice + - -
Bob + + -
Tabelle 2.1: Access Control List fu¨r eine Datei
Das DAC-Modell ist wegen seiner einfachen Konfigurierbarkeit sehr verbreitet, An-
wendung findet es z. B. in UNIX-Betriebssystemen. Durch den hohen Grad an loka-
ler Kontrolle u¨ber einzelne Objekte durch deren Eigentu¨mer ist es jedoch schwierig,
systemweite Richtlinien durchzusetzen.
2.3.1.2 Mandatory Access Control
Im Gegensatz zum DAC-Modell ist die Mandatory Access Control (MAC) ein zen-
tral gesteuertes Zugriffskontrollsystem. Alle Subjekte eines Systems bekommen
Freigaben (Clearance) zugeordnet, die Objekte werden nach Schutzstufen klassi-
fiziert. Anhand der Freigabe des Subjekts wird u¨ber den Zugriff auf ein Objekt
entschieden. Ein Zugriff ist nur dann gestattet, wenn das Subjekt mindestens u¨ber
eine gleichrangige Einstufung wie das Objekt verfu¨gt. Anwendung findet diese Art
der Zugriffskontrolle vornehmlich im milita¨rischen Bereich. MAC ist in [DOD85]
definiert als:
”A means of restricting access to objects based on the sensitivity (as re-
presented by a label) of the information contained in the objects and the
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formal authorization (i.e., clearance) of subjects to access information
of such sensitivity.“
Ein fru¨hes Beispiel fu¨r eine MAC, die im Auftrag des US-amerikanischen Milita¨rs
entwickelt wurde, ist das Bell-LaPadula Modell [BL76] aus dem Jahr 1976. Bell-
LaPadula kombiniert die Klassifizierung7 von Subjekten und Objekten mit einer zu
dieser orthogonalen Unterteilung in Sachbereiche oder Kategorien8. Ein Paar aus
Klassifizierung und Kategorie ergibt den Sicherheitslevel (security level). Um Zugriff
auf ein Objekt zu erhalten, muss der Sicherheitslevel des Subjekts den des Objekts
dominieren, d. h. die Klassifizierung des Subjekts muss ho¨her als die des Objekts
sein und die Kategorieeinstufung des Subjekts muss die des Objekts enthalten.
Zugriffe auf Objekte werden nach Beobachtung (observation) und Vera¨nderung
(alteration) unterschieden. Daraus ergeben sich vier Kombinationen von Zugriffen:
Zugriffsart Bedeutung
execute (e) weder Beobachtung noch Vera¨nderung
read (r) Beobachtung, aber keine Vera¨nderung
append (a) keine Beobachtung, aber Vera¨nderung
write (w) sowohl Beobachtung als auch Vera¨nderung
Tabelle 2.2: Kombinationen von Zugriffen im Bell-LaPadula Modell
Bell-LaPadula fu¨hrt noch zwei weitere Regeln ein, um den Informationsfluss zu
regulieren. Damit soll verhindert werden, dass Informationen von einem ho¨heren
Sicherheitslevel auf einen niedrigeren weitergereicht werden:
1. no read-up oder simple security property. Diese Regel besagt, dass kein Sub-
jekt auf Informationen mit einem ho¨heren security level zugreifen darf.
2. no write-down oder ∗-property. Subjekte mit einem ho¨heren Sicherheitslevel
du¨rfen nicht in Dokumente eines niedrigeren Sicherheitslevels schreiben.
Um die Weitergabe von Informationen von einem ho¨heren zu einem niedrigeren
Level zu ermo¨glichen, wird eine Ausnahme von der ∗-property-Regel fu¨r die dafu¨r
eingefu¨hrten trusted subjects gemacht. Diese vertrauenswu¨rdigen Subjekte sind in
[BL76] folgendermaßen definiert:
”A trusted subject is one guaranteed not to consummate a security-
breaching information transfer even if it is possible.“
7nach [BL76]: top-secret > secret > confidential > unclassified.




Abbildung 2.10: Entkopplung von Nutzern und Rechten im RBAC-Modell
Die Umsetzung dieser Ausnahmen, d. h. die Erhebung von Subjekten zu trusted sub-
jects, ist in der Praxis besonders restriktiv zu handhaben. Ein Bruch dieses besonde-
ren Vertrauens kann die Sicherheit des gesamten Autorisierungssystems gefa¨hrden.
Das Bell-LaPadula Modell bietet Vorteile fu¨r Bereiche, die stark hierarchisch orga-
nisiert sind und in denen Informationsflu¨sse besonders kontrolliert werden mu¨ssen.
Nachteilig ist die strenge Formalisierung des Modells, da es fu¨r die meisten An-
wendungen zu starr ist. Weiterhin erho¨hen Prinzipien wie ”blindes Schreiben“ auf
Objekte ho¨herer Schutzstufe in der Praxis die Fehleranfa¨lligkeit.
2.3.1.3 Role-Based Access Control
Ferraiolo und Kuhn argumentieren in [FK92], dass bessere Zugriffskontrollverfahren
als DAC (vgl. Kapitel 2.3.1.1) fu¨r kommerzielle und nicht-milita¨rische Regierungs-
organisationen existieren. Ihren Ansatz bezeichnen sie als rollenbasierte Zugriffs-
kontrolle (RBAC). RBAC ist seit 2001 ein Proposed Standard des NIST [FSG+01].
Die zentrale These, die dem RBAC-Modell zu Grunde liegt, geht davon aus, dass
der Nutzer Informationen, auf die er Zugriff hat, in der Regel nicht besitzt. Diese
Informationen geho¨ren in der Regel der Organisation, in der der Nutzer Mitglied
ist. Ist diese These richtig, sollte er auch nicht u¨ber Zugriffsrechte auf diese Infor-
mationen entscheiden. Wie in Abbildung 2.10 dargestellt, entkoppeln Ferraiolo und
Kuhn im RBAC-Modell die Zugriffsrechte vom Nutzer und u¨bertragen sie auf die
Rollen, die er in einer Organisation innehat. Der Nutzer wird nach diesem Modell
dynamisch den Rollen zugeordnet, die er in der Organisation gerade ausfu¨llt. Eine
Rolle ist somit vergleichbar mit einer Nutzergruppe, nur dass sie zusa¨tzlich Rechte
beinhaltet. Im Wesentlichen behandelt das RBAC-Modell (in [SCFY96] als RBAC0
bezeichnet) folglich zwei Beziehungen:
1. Die Beziehung von Nutzern zu Rollen. Es kann mehrere Nutzer und Rollen
in einer auf dem RBAC-Modell basierenden Zugriffskontrolle geben. Nutzer
ko¨nnen Mitglied mehrerer Rollen sein, wie auch Rollen mehrere Mitglieder
haben ko¨nnen.
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Abbildung 2.11: Hierarchien von Rollen im RBAC1-Modell
2. Die Beziehung von Rollen zu Zugriffsrechten. Eine Rolle kann mehrere atoma-
re Zugriffsrechte enthalten, genauso wie auch einzelne Zugriffsrechte mehreren
Rollen zugeordnet sein ko¨nnen.
Ein Nutzer kann im RBAC-Modell Mitglied mehrerer Rollen sein, die er auch zeit-
gleich aktivieren kann. Es ist aber auch mo¨glich, zwischen den einzelnen Rollen
zu wechseln oder zeitgleich mehrere Sitzungen (sessions) mit unterschiedlichen ak-
tiven Rollen zu verwenden. Diese Funktionalita¨t kommt der Forderung nach der
minimalen Rechtevergabe nach9.
In [FCK95] und [SCFY96] werden zusa¨tzlich Hierarchien von Rollen eingefu¨hrt. In
[SCFY96] wird dies als Modell RBAC1 bezeichnet. Hierarchien von Rollen lassen
sich dafu¨r nutzen, um Rechte, die von mehreren Rollen beno¨tigt werden, in einer un-
tergeordneten Rolle zusammenzufassen. Die in der Hierarchie ho¨herstehenden Rol-
len werden dann so definiert, dass sie die Rolle enthalten, der die gemeinschaftlich
beno¨tigten Rechte zugeordnet sind (vgl. Abbildung 2.11). Sandhu et. al definieren
in [SCFY96] noch zwei weitere RBAC-Modelle:
 RBAC2 fu¨hrt gegenseitige Ausschlu¨sse (constraints) von Rollen ein. Damit
ko¨nnen Rollen definiert werden, deren Mitgliedschaft sich ausschließt. Ein
Nutzer kann somit Mitglied von Rolle A, nicht aber von Rolle B und umge-
kehrt sein. Mit dieser Funktionalita¨t kommt das RBAC2-Modell der Forde-
rung nach der Trennung von Privilegien nach10.
 RBAC3 beinhaltet sowohl die Bildung von Hierarchien nach RBAC1 als auch
von Ausschlu¨ssen nach RBAC2.
9Principle of Least Privilege [SS75]














Abbildung 2.12: Autorisierungsmodell des XACML-Standards
Die Vorteile des RBAC-Modells liegen in seiner gro¨ßeren Flexibilita¨t im Vergleich
zum MAC-Verfahren und in seiner besseren administrativen Kontrollierbarkeit ge-
genu¨ber dem DAC-Modell. Zudem reduziert es die Komplexita¨t erheblich gegenu¨ber
DAC, insbesondere wenn die Rollen in einer Organisation relativ stabil sind. In die-
sem Fall ko¨nnen Nutzer dynamisch und flexibel den Rollen zugeordnet werden, die
sie gerade ausfu¨llen, die Rollen a¨ndern sich dabei nicht.
2.3.2 Autorisierungsarchitekturen
2.3.2.1 Autorisierung anhand von Richtlinien
Die Entscheidung u¨ber die Ablehnung oder Gewa¨hrung eines Antrags auf Zugang zu
einem System erfolgt in der Regel anhand von Richtlinien (Policies). Diese Richt-
linien werden nach dem Autorisierungsmodell des XACML-Standards [Org05] von
spezialisierten Komponenten erstellt bzw. fu¨r die Autorisierungsentscheidungen in
verteilten Systemen herangezogen. Das Modell ist in Abbildung 2.12 dargestellt,
die Komponenten haben folgende Funktionen:
 Policy Enforcement Point (PEP). Der PEP fa¨ngt den Dienstzugriff des An-
tragstellers ab. Er hat die Aufgabe, die Entscheidung des PDP durchzusetzen.
 Policy Decision Point (PDP). Der PDP entscheidet u¨ber Ablehnung oder
Gewa¨hrung eines Antrags auf Zugang zu einem System. Diese Entschei-
dung wird anhand von Informationen u¨ber den Antragsteller, die Art des
gewu¨nschten Zugriffs sowie der Richtlinien des Systems getroffen.
 Policy Administration Point (PAP). Der PAP erzeugt die Richtlinien, die vom
PDP fu¨r die Entscheidung u¨ber den Dienstzugriff beno¨tigt werden.
 Policy Information Point (PIP). Der PIP stellt Attribute zur Verfu¨gung, die
Informationen u¨ber Antragsteller, Ressource sowie die Umgebung beinhalten.
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2.3.2.2 Kommunikationsmodelle
Wird vor der Nutzung eines Dienstes eine Autorisierung durchgefu¨hrt, kann
die Kommunikation zwischen Nutzer, Dienst und AAA-Service auf drei Arten
[VCF+00] erfolgen. Diese Modelle werden in RFC 2904 als Agent-, Pull- und Push-










Abbildung 2.13: Agent-Modell nach RFC 2904
Agent-Modell Im Agent-Modell agiert der AAA-Service als Mittler zwischen Nut-
zer und Service. Der Nutzer kommuniziert wa¨hrend der Initialisierungsphase aus-
schließlich mit dem AAA-Dienst. Dieser leitet die Dienstanforderung nach erfolg-
reicher Pru¨fung der Identita¨t und Autorisierung des Nutzers an den Service weiter.
Nachrichten vom Service an den Nutzer werden ebenfalls u¨ber den AAA-Service ge-
leitet. In RFC 2904 wird eine direkte Kommunikation zwischen Service und Nutzer
nach Abschluss der Initialisierungsphase nicht ausgeschlossen, weitere Untersuchun-









Abbildung 2.14: Pull-Modell nach RFC 2904
Pull-Modell Das Pull-Modell sieht keine Kommunikation des Nutzers mit dem
AAA-Service vor. Der zu nutzende Dienst stellt seine Anfrage direkt an den Service,
der die Berechtigung nachfolgend beim AAA-Service u¨berpru¨fen la¨sst.
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Push-Modell Das Push-Modell sieht eine Kommunikation des Nutzers sowohl mit
dem AAA-Service als auch mit dem gewu¨nschten Dienst vor. In einer ersten Phase
authentifiziert sich der Nutzer beim AAA-Service und fordert eine Autorisierung
fu¨r den Service an. Bei erfolgreicher Autorisierung stellt dieser dem Nutzer Be-
rechtigungsnachweise fu¨r die Nutzung des Dienstes aus. In der zweiten Phase, der
Dienstanforderung, pra¨sentiert der Nutzer die Berechtigungsnachweise dem Service,









Abbildung 2.15: Push-Modell nach RFC 2904
Das Push-Modell setzt voraus, dass Mechanismen eingesetzt werden, mit denen
die Berechtigungsnachweise vor Vera¨nderung auf dem Weg vom AAA-Service u¨ber
den Nutzer zum Service geschu¨tzt werden ko¨nnen. Fu¨r diesen Zweck ko¨nnen z. B.
Einweg-Hashfunktionen im Verbund mit Verfahren zur digitalen Signatur (vgl. Ka-
pitel 2.2.1.2) eingesetzt werden.
2.3.3 Delegation von Rechten
In verteilten Systemen ist es oftmals erforderlich, mehrere Dienste gleichzeitig oder
in zeitlicher Abfolge zu nutzen, um eine Aufgabe auszufu¨hren. Dabei kann es not-
wendig werden, ein System oder einen Dienst zu erma¨chtigen, im Namen des auf-
rufenden Nutzers zu handeln. Dabei muss der Nutzer Rechte, u¨ber die er verfu¨gt,
an das von ihm erma¨chtigte System weitergeben ko¨nnen. Ein Anwendungsfall fu¨r
diese Funktionalita¨t ist gegeben, wenn wa¨hrend der Laufzeit eines durch den Nutzer
gestarteten Prozesses, z. B. einer Simulation, auf weitere Dienste wie Dateiserver
zugegriffen werden muss und diese Dienste mit Zugriffsbeschra¨nkungen versehen
sind. Auch kann es erforderlich sein, Prozesse des Nutzers auf entfernten Systemen
zu einem Zeitpunkt auszufu¨hren, zu dem der Nutzer nicht mehr eingeloggt ist. In
diesem Fall ist es unmo¨glich, einen Authentifizierungs- und Autorisierungsvorgang
unter aktiver Mitwirkung des Nutzers auszufu¨hren. Die Funktionalita¨t, einen Drit-
ten zu erma¨chtigen, mit den eigenen Rechten zu handeln, wird als Delegation von
Rechten bezeichnet.
Eine fru¨he Architektur zur Delegation von Rechten [GM90] wurde 1990 von Mor-
rie Gasser und Ellen McDermott vorgestellt. Diese Architektur basiert auf der von
34





2.Delegation Zugriff auf S für A
(DE1 für A)ksA      
(DE2 für A)ksDE1
(DE1 für A)ksA      
(DE1 für A)ksA      
(DE2 für A)ksDE1
Abbildung 2.16: Delegationskette
der Digital Equipment Corporation (DEC) entwickelten Distributed System Securi-
ty Architecture (DSSA) [GGKL89]. In der DSSA werden Verfahren zur Delegation
von Rechten unter Zuhilfenahme von asymmetrischer Kryptographie definiert. Der
Nutzer stellt dem Delegationsempfa¨nger dabei ein Dokument aus, das als Delegation
Certificate bezeichnet wird. In diesem wird dem Delegationsempfa¨nger das Recht
u¨bertragen, im Namen des Nutzers zu handeln. Das Delegationszertifikat wird vom
Nutzer mit seinem geheimen Schlu¨ssel digital signiert, wobei Gasser und McDer-
mott die Verwendung von Smart Cards vorsehen11. Das Delegationszertifikat wird
dann an den Delegationsempfa¨nger weitergeleitet. Dieser kann es nach erfolgreicher
Authentifizierung dem aufgerufenen Dienst pra¨sentieren, um Zugriff auf diesen zu
erhalten.
Neben dem einfachsten Fall, der Delegation an einen Dritten, ko¨nnen auch verket-
tete Delegationen durchgefu¨hrt werden. Ein solcher Vorgang ist in Abbildung 2.16
dargestellt, dabei ist die in jedem Schritt erforderliche gegenseitige Authentifizie-
rung nicht dargestellt. Der Vorgang la¨uft in drei Schritten ab:
1. Der Nutzer A meldet sich am System DE1 an und delegiert seine Rechte
an diesen. Dies geschieht, indem er ein Delegationszertifikat erstellt und mit
seinem geheimen Schlu¨ssel ksA signiert:
(DE1 fu¨r A)ksA
2. Beno¨tigt der Delegationsempfa¨nger DE1 die Hilfe eines weiteren Systems
(DE2) fu¨r die Bearbeitung der Aufgabe von A, delegiert er dafu¨r die Rechte
von A an DE2 in Form eines weiteren Delegationszertifikats:
(DE2 fu¨r A)ksDE1
Er muss jedoch nachweisen, dass er im Besitz der Rechte von A ist. Um dies
zu tun, sendet er das Delegationszertifikat von A aus Schritt 1 ebenfalls an
DE2.
11Eine Verwendung von digitalen Zertifikaten, die auf anderen Datentra¨gern gespeichert werden,




3. Im letzten Schritt kann nun der mit Zugangskontrollen gesicherte Dienst S
im Namen von A genutzt werden. Dazu sendet DE2 die empfangenen Dele-
gationszertifikate zusammen mit dem Dienstaufruf an S.
2.3.3.1 Delegation von Rechten in Grid-Infrastrukturen
In Grid-Infrastrukturen ist die Delegation von Rechten einer der Basismechanis-
men der Autorisierung. Bedingt durch den Umstand, dass der Nutzer im Normalfall
nicht interaktiv auf einer Ressource agiert, ist die Fa¨higkeit zum Zugriff auf weite-
re Dienste durch eine im Namen des Nutzers agierende Grid-Ressource zwingend
erforderlich. Ein Beispiel fu¨r diese Notwendigkeit ist der folgende, sehr einfache
Arbeitsablauf:
1. Der Nutzer erteilt einer Grid-Ressource den Auftrag, eine Berechnung durch-
zufu¨hren. Dazu spezifiziert er in der Beschreibung seines Auftrags das aus-
zufu¨hrende Programm sowie die Parameter, mit denen es gestartet werden
soll. Weiterhin werden die beno¨tigten Ein- und Ausgabedateien spezifiziert.
2. Die mit der Berechnung beauftragte Grid-Ressource bezieht die fu¨r den Auf-
trag beno¨tigten Eingabedaten von einer Speicherressource. Dies geschieht mit
den delegierten Rechten des Nutzers.
3. Die Grid-Ressource fu¨hrt das Programm des Nutzers aus.
4. Nach Abschluss der Berechnung werden die Ergebnisdateien an eine weitere
Speicherressource u¨bertragen. Auch dies geschieht mit den delegierten Rech-
ten des Nutzers.
In GSI-basierten Grid-Middlewares, wie dem Globus Toolkit oder gLite, tritt an
die Stelle des in [GM90] definierten Delegationszertifikats das Proxy-Zertifikat (vgl.
Kapitel 2.2.4). Im Gegensatz zum Delegationszertifikat ist es nicht nur ein signiertes
Ticket, mit dem Informationen zur Autorisierung u¨bertragen werden, sondern es
wird zusammen mit dem geheimen Schlu¨ssel auch zur Authentifizierung eingesetzt.
Dabei nimmt der die Delegation erhaltene Dienst die Identita¨t des Nutzers an
(Personifikation), die grundlegende Funktionalita¨t der Delegation von Rechten ist
jedoch prinzipiell vergleichbar.
Die Delegation (vgl. Abbildung 2.17 auf der na¨chsten Seite und [WFK+04]) erfolgt
durch Ableitung des Proxy-Zertifikats von einem EEC oder einem bereits bestehen-
den Proxy-Zertifikat u¨ber eine gegenseitig authentifizierte Netzwerkverbindung. Die
Vertraulichkeit der Verbindung ist jedoch nicht in jedem Fall gewa¨hrleistet, daher
werden keine geheimen Schlu¨ssel u¨bertragen. In GSI-basierten Grid-Infrastrukturen
wird eine Delegation in sieben Schritten wie folgt durchgefu¨hrt:
1. Gegenseitige Authentifizierung. Beide Partner authentifizieren sich mit ihren
EEC oder Proxy-Zertifikaten beim jeweiligen Gegenu¨ber.
36
2.3 Autorisierung im Grid-Computing
2. Anku¨ndigung des Delegationswunsches. Der Delegierende ku¨ndigt dem Dele-
gationsempfa¨nger an, dass er ihm Rechte delegieren will.
3. Generieren eines Schlu¨sselpaares. Der Delegationsempfa¨nger generiert ein
neues Schlu¨sselpaar, typischerweise mit Schlu¨sseln geringer La¨nge (512 bit).
4. Erstellen eines Zertifikatrequests. Der Delegationsempfa¨nger erstellt einen
Zertifikatrequest fu¨r ein Proxy-Zertifikat. Dazu verwendet er die Iden-
tita¨tsdaten des Delegierenden aus dem zur Authentifizierung verwendeten
Zertifikat sowie den generierten o¨ffentlichen Schlu¨ssel. Der Zertifikatrequest
wird mit dem neu generierten geheimen Schlu¨ssel signiert.
5. U¨bertragung des Zertifikatrequests. Der Delegationsempfa¨nger u¨bertra¨gt den
Zertifikatrequest u¨ber den gesicherten Kanal.
6. Erstellen des Proxy-Zertifikats. Der Delegierende u¨berpru¨ft den erhaltenen
Request auf Richtigkeit der enthaltenen Daten, erstellt ein neues Proxy-
Zertifikat und signiert dieses mit seinem geheimen Schlu¨ssel.
7. U¨bertragen des Proxy-Zertifikats. Das neue Proxy-Zertifikat wird zusam-
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Abbildung 2.17: Delegation eines Proxy-Zertifikats
Zusammen mit dem zugeho¨rigen geheimen Schlu¨ssel kann sich der Delegations-




2.3.4 Autorisierung auf Basis Virtueller Organisationen
In Kapitel 2.1.1 wurde die Virtuelle Organisation als Grid-spezifische Organisa-
tionsform fu¨r inter-institutionelle Arbeitsgruppen und Ressourcenverbu¨nde vorge-
stellt. Virtuelle Organisationen bilden den organisatorischen und in zunehmendem
Maße auch juristischen Rahmen, in dem Grid-Infrastrukturen betrieben und ge-
nutzt werden. Um der Nutzung von Ressourcen durch Virtuelle Organisationen
eine rechtliche Basis zu geben, werden zwischen Ressourcenbetreibern und Virtu-
ellen Organisationen Service Level Agreements (SLA) und Acceptable Use Policies
(AUP) vereinbart. Erstere legen die zu erbringende Dienstgu¨te von Seiten der Res-
sourcenbetreiber gegenu¨ber der VO fest. Die in den AUP festgelegten Richtlinien
beschreiben, welche Aktivita¨ten auf den zur Verfu¨gung stehenden Grid-Ressourcen
ausgefu¨hrt werden du¨rfen und stellt somit eine rechtliche Absicherung der Res-
sourcenbetreiber dar. Um die rechtliche Bindung an ihre Mitglieder weiterzugeben,
vereinbaren die Virtuellen Organisationen zusa¨tzlich weitere AUP mit diesen.
Neben diesen Aspekten ist jedoch auch die technische Umsetzung des VO-Modells
von Bedeutung. Dies ist zum Einen die Verwaltung von Nutzern, ihrer Rollen und
Attribute innerhalb der Grid-Infrastruktur, zum Anderen die Zugriffskontrolle auf
Basis der VO-Attribute auf Ressourcenebene.
2.3.4.1 Management Virtueller Organisationen als Attributautorita¨t fu¨r
Grid-Verbu¨nde
Die Verwaltung von Nutzern innerhalb der VO wird durch spezialisierte Dienste
vorgenommen. Diese dienen dem Verantwortlichen fu¨r die VO in erster Linie dazu,
Arbeitsabla¨ufe wie die Aufnahme neuer Mitglieder oder A¨nderungen des Status von
Mitgliedern zu vereinfachen. In dynamischen Gruppen, in denen die Mitgliedschaf-
ten der Nutzer kurzlebig sind, ist ein solcher Dienst daru¨ber hinaus unerla¨sslich,
um eine konsistente Nutzerdatenbank zu erhalten.
Neben diesen grundlegenden Funktionalita¨ten, die fu¨r sich genommen noch
keine besonderen Sicherheitsvorkehrungen erforderlich machen, werden VO-
Managementdienste auch als Attributautorita¨t (AA) eingesetzt. In diesem Fall
verwaltet das VO-Management neben den perso¨nlichen Daten eines Nutzers, wie
seinem Namen, seiner Zugeho¨rigkeit zu einer Institution oder seine Telefonnummer,
auch zur Autorisierung von Zugriffen auf Grid-Ressourcen eingesetzte Informatio-
nen. Diese als VO-Attribute bezeichneten Informationen dru¨cken Eigenschaften
eines Nutzers, seine Position innerhalb der VO oder auch konkrete Privilegien zur
Nutzung von Ressourcen aus.
Die heute eingesetzten Systeme zur Verwaltung von Virtuellen Organisationen
stu¨tzen sich bei der Definition der Position des VO-Mitglieds in der Virtuellen
Organisation in der Regel auf ein rollenbasiertes Modell (vgl. Kapitel 2.3.1.3). Die
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VO-Attribute mu¨ssen folglich neben generischen Attributen auch die Rolle des Nut-
zers in einem hierarchischen VO-Modell wiedergeben ko¨nnen. In heutigen Grid-
Infrastrukturen werden typischerweise drei Formate fu¨r Attribute in Systemen fu¨r
das VO-Management verwendet:
1. Attribut/Wert Dieses Format bildet Paare aus einem eindeutigen Attribut-
namen und einem zugewiesenen Wert. Es kann verwendet werden, um eine
Eigenschaft des Nutzers auszudru¨cken, z. B. seine Nationalita¨t. Es lassen sich
beliebig viele Attribut/Wert-Paare fu¨r einen Nutzer vergeben.
2. FQAN Der Fully Qualified Attribute Name (FQAN) kommt beim Virtual
Organisation Membership Service (VOMS) [INF05] zum Einsatz. Er hat die
Form
< group > [/Role = [< role >][/Capability =< capability >]]
und besteht aus der Angabe der Zugeho¨rigkeit zu einer optionalen Unter-
gruppe (group) innerhalb der VO. Weiterhin wird eine Rolle in der VO sowie
zugeordnete Befa¨higungen (capabilities) spezifiziert. Sollen einem Nutzer kei-
ne u¨ber die Mitgliedschaft in der VO hinausgehenden Attribute zugeordnet
werden, nehmen sowohl Role als auch Capability den Wert Null an. Der FQAN
hat einen hierarchischen Aufbau, eine Rolle in einer Gruppe der VO kann so-
mit andere Berechtigungen beinhalten als die gleiche Rolle in einer anderen
Gruppe.
3. Privileg Privilegien ordnen einem Nutzer das Recht zu, eine Ressource auf
eine definierte Zugriffsart zu nutzen. Dies kann z. B. der Lesezugriff auf eine
bestimmte Datei innerhalb einer Speicherressource sein. Attribute dieser Form
werden vom Community Authorization Service (CAS) [Glo06] verwendet.
Wird das VO-Management als Attributautorita¨t verwendet, muss sichergestellt
werden, dass die zur Autorisierung verwendeten Attribute von der Attributauto-
rita¨t ausgestellt und auf dem Weg zur Ressource nicht vera¨ndert wurden. Dies
ist insbesondere dann der Fall, wenn die U¨bermittlung der Attribute zur Ressour-
ce per Push-Verfahren (vgl. Kapitel 2.3.2.2) durch den Nutzer erfolgt, also keine
direkte, authentifizierte und gegen unerkannte Vera¨nderung der transportierten Da-
ten geschu¨tzte Verbindung zwischen Ressource und Attributautorita¨t wie im Pull-
Verfahren existiert. Um den Ursprung der Attribute u¨berpru¨fen zu ko¨nnen, verwen-
det der VOMS signierte X.509-Attributzertifikate [FH02], die fu¨r den Transport zur
Ressource in Proxy-Zertifikate eingebunden werden. Der Community Authorization
Service nutzt SAML-Assertions [WAM+03], die ebenfalls digital signiert werden.
Beide Formate sind auch gegen nicht zu erkennende Vera¨nderung geschu¨tzt.
2.3.4.2 Zugriffskontrolle auf Ressourcenebene
Die letzte Entscheidung u¨ber die Gewa¨hrung oder Ablehnung des Zugriffs auf eine
Grid-Ressource wird durch die Zugriffskontrolle der Grid-Ressource selbst getroffen.
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Sie unterliegt in der Regel den Richtlinien der betreibenden Einrichtung, die sich
durch Service Level Agreements zum Erbringen eines Dienstes in einer festgelegten
Qualita¨t verpflichtet hat. Als Basis fu¨r die Zugriffsentscheidung ko¨nnen Autorisie-
rungsinformationen aus verschiedenen Quellen herangezogen werden. Diese Quellen
werden durch die vier Hierarchieebenen im Grid differenziert:
Grid-Level Betreiber von Grid-Ressourcen sind in der Regel in einen Verbund
integriert, der eine Grid-Infrastruktur fu¨r Nutzergruppen realisiert. Dieser Verbund
verpflichtet sich, einen Dienst fu¨r eine oder mehrere Virtuelle Organisationen zu
erbringen. Der einzelne Betreiber unterliegt den Richtlinien des Verbundes, die auf
den Ressourcen in Form von Zugriffskontrollen realisiert werden mu¨ssen.
VO-Level Wie in Kapitel 2.3.4.1 erla¨utert, legen die Virtuellen Organisationen ih-
re Organisationsstruktur in Eigenverantwortung fest. Dem Nutzer werden signierte
Besta¨tigungen u¨ber seine Attribute ausgestellt, die er den Ressourcen beim Zugriff
auf diese vorlegt. Durch Vertra¨ge mit dem Betreiber der Grid-Ressource bzw. der
Grid-Infrastruktur muss festgelegt werden, welche VO-Attribute zu welcher Dienst-
nutzung berechtigen. Diese Vertra¨ge werden in Richtlinien gefasst und mu¨ssen in
der Zugriffskontrolle entsprechend abgebildet werden.
Site-Level Die Zugriffskontrolle auf Ebene des Ressourcenbetreibers setzt Richt-
linien um, die fu¨r dessen gesamte Infrastruktur gelten. Diese ko¨nnen Regelungen
fu¨r die Nutzung der Infrastruktur durch lokale Gruppen beinhalten, die keiner VO
angeho¨ren. Weiterhin ist denkbar, dass in lokalen Richtlinien einzelne Nutzer aus-
geschlossen werden, die Ressourcen in missbra¨uchlicher Weise verwendet haben.
Ressource-Level Der Ressource-Level entspricht dem Site-Level, schra¨nkt aber
die Reichweite der Richtlinie auf eine einzelne Ressource ein.
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Die Identifizierung von Schwachstellen bestehender Delegationsmechanis-
men in Grid-Umgebungen setzt die genaue Kenntnis der implementierten
Authentifizierungs- und Autorisierungsmechanismen voraus. In diesem Kapitel wird
daher eine detaillierte Betrachtung dieser Abla¨ufe zur Laufzeit von Rechenauftra¨gen
durchgefu¨hrt. Die Untersuchungen werden am Beispiel der gLite-Middleware durch-
gefu¨hrt, da diese eine Vielfalt an Diensten bereitstellt, die den Aufbau vollsta¨ndiger
Grid-Infrastrukturen aus Rechner- und Speicherressourcen ermo¨glichen. Aufgrund
der Verteiltheit der zum Erbringen dieser Dienste beno¨tigten Komponenten ist
zudem zwingend der Einsatz von Delegationsmechanismen erforderlich. Die aus
den Betrachtungen gewonnenen Erkenntnisse werden nachfolgend fu¨r eine Un-
tersuchung und Bewertung bestehender Delegationsmechanismen und potentieller
Schwachstellen der gLite-Middleware verwendet. Im dritten Abschnitt werden dann
Kriterien aufgestellt, anhand derer diese Mechanismen mit Delegationsverfahren
verglichen werden, die außerhalb der gLite-Middleware entwickelt werden bzw.
bereits im Einsatz sind. Das Kapitel schließt mit einer Bewertung dieser Verfahren.
3.1 Autorisierungsvorga¨nge zur Laufzeit eines Rechenauftrags
Aus Sicht der Nutzer ist eine Hauptaufgabe von Grid-Infrastrukturen, ihre Re-
chenauftra¨ge (compute jobs) effizient auf die vorhandenen Ressourcen zu verteilen
und dort ausfu¨hren zu lassen. Die zu diesem Zweck implementierte, stark verteil-
te Architektur von gLite (vgl. Anhang A) erfordert den Einsatz fortgeschrittener
Authentifizierungs- und Autorisierungsverfahren, sowohl bei der Interaktion von
Grid-Diensten untereinander als auch bei der Interaktion von Nutzern mit Diens-
ten. In diesem Kapitel werden die Authentifizierungs- und Autorisierungsvorga¨nge
anhand eines exemplarischen Rechenauftrags analysiert.
3.1.1 Szenario eines Rechenauftrags
Das fu¨r die Analyse von Authentifizierungs- und Autorisierungsvorga¨ngen definier-
te Szenario sieht vor, dass der Nutzer einen Rechenauftrag vom Typ ”Normal“
erstellt. Dieser Job-Typ ermo¨glicht die Durchfu¨hrung von Rechenauftra¨gen, die
auf einem Worker Node ausgefu¨hrt werden und ist der einfachste in der gLite-
Middleware vorgesehene. Die komplexeren Job-Typen unterscheiden sich von dem
verwendeten in der Art, dass sie die Ausfu¨hrung von Programmen auf mehreren
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WN-Systemen ermo¨glichen. Dazu wird MPI zur Interprozesskommunikation ver-
wendet. Die Abla¨ufe der Authentifizierung und Autorisierung vera¨ndern sich je-
doch nicht durch die Art des verwendeten Job-Typus, auch ist der Rechenauftrag
dadurch nicht minder realita¨tsnah. Generell durchla¨uft ein Rechenauftrag in einer
gLite-Infrastruktur drei Phasen:
1. Vorbereitung des Auftrags und U¨bergabe an die Grid-Infrastruktur bis zum
Eintreffen auf dem WN.
2. Bearbeitung des Rechenauftrags auf dem WN.
3. Beendigung des Auftrags bis zum Abrufen der Output-Sandbox 1 durch den
Nutzer.
Wa¨hrend der zweiten Phase, d. h. der Bearbeitung des Rechenauftrags auf dem WN,
wird ein durch den Nutzer erstelltes Skript oder bina¨res Programm abgearbeitet.
In diesem Szenario werden folgende Schritte durchgefu¨hrt:
1. Einlesen einer Eingabedatei, die auf einem SRM-System gespeichert ist. Der
Zugriff auf den SRM-Rechner erfolgt u¨ber einen IO-Service, der fu¨r die Au-
torisierung von Anforderungen den File Authorization Service eines FireMan
Data Catalog als PDP verwendet.
2. Durchfu¨hren der Berechnungen auf den Eingabedaten. Diese Berechnung dau-
ert la¨nger als zwo¨lf Stunden. Dieser Umstand hat zur Folge, dass das zur
Delegation der Nutzerprivilegien verwendete Proxy-Zertifikat erneuert wer-
den muss. Dieser Vorgang, der als Proxy-Renewal bezeichnet wird, la¨uft ohne
Nutzerinteraktion zwischen dem WMS und den Services MyProxy und VOMS
ab.
3. Sichern der Ausgabedaten auf dem SRM-System nach dem gleichen Schema
wie beim Einlesen der Eingabedatei.
3.1.2 Phase 1 – Bearbeitung des Auftrags durch die Grid-Middleware
In der ersten Phase des Rechenauftrags werden die Delegationen erstellt, die die
Ausfu¨hrung des Auftrags autorisieren. Der Auftrag wird in der Job Description
Language (JDL) [Pac06] beschrieben und an die Grid-Umgebung u¨bergeben. Im
letzten Schritt dieser Phase wird eine passende Ressource gesucht und der Auftrag
im Erfolgsfall an diese u¨bergeben.
3.1.2.1 Initiierung der Delegationen
Bevor der Nutzer die notwendigen Delegationen erstellen kann, muss er zwei Vor-
aussetzungen erfu¨llen, die nicht Bestandteil dieser Betrachtungen sind:
1Die Output-Sandbox umfasst im Vorhinein definierte Dateien, die nach Beendigung des Rechen-
auftrags durch die Grid-Infrastruktur zum Nutzer transportiert werden.
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1. Besitz eines Nutzerzertifikates (EEC) von einer durch die VO anerkannten
CA.
2. Mitgliedschaft in einer durch die Grid-Infrastruktur autorisierten VO.
Wie bereits in Kapitel 2.3.3.1 dargelegt, wird die Delegation von Nutzerprivilegien
in Grid-Infrastrukturen technisch unter Verwendung von Proxy-Zertifikaten reali-
siert. Diese werden mit einer Gu¨ltigkeitsdauer von zwo¨lf Stunden erstellt, so dass
Rechenauftra¨ge nach Ablauf dieser Frist u¨ber keine gu¨ltige Delegation verfu¨gen
und durch die Grid-Middleware beendet wu¨rden. In gLite-Infrastrukturen werden
Rechenauftra¨ge mit einer Laufzeit von mehr als zwo¨lf Stunden durch den Proxy-
Renewal-Mechanismus unterstu¨tzt, der in Kapitel 3.1.3.2 erla¨utert wird. Zu diesem
Zweck fu¨hrt der Nutzer U folgende Delegation aus:
keyEECU delegates mayRenew(PCU , 168h, WMS)∧ ∗ to myproxy
(3.1)
Mit dieser Delegation, die in Delegation Logic [Li00] formuliert ist, u¨bertra¨gt der
Nutzer U der Entita¨t myproxy das Privileg, fu¨r 168 Stunden (eine Woche) dem ein-
deutig identifizierten Dienst WMS eine neue Delegation auszustellen. Der Dienst
WMS muss zusa¨tzlich im Besitz eines gu¨ltigen Proxy-Zertifikats des Nutzers PCu
sein. Eine Beschra¨nkung auf bestimmte Proxy-Zertifikate des Nutzers ist in Erman-
gelung von eindeutigen Merkmalen, wie einer Seriennummer, unmo¨glich. Das an ihn
delegierte Privileg kann von myproxy an andere Entita¨ten redelegiert werden. Dies
wird durch eine Delegationstiefe von ∗ (∧∗) ausgedru¨ckt. Die Delegationstiefe kann
durch den Nutzer in der aktuellen Implementierung nicht beschra¨nkt werden.
Neben der Delegation an den MyProxy-Dienst fu¨r das Proxy-Renewal beno¨tigt der
Nutzer fu¨r einen Rechenauftrag ein Proxy-Zertifikat, in das ein durch den VOMS
seiner VO ausgestelltes Attributzertifikat (AC) eingebettet ist. Dieses beglaubigt
seine VO-Mitgliedschaft und dient auf den Grid-Ressourcen der VO- und rollen-
basierten Zugriffskontrolle. Es ist durch den VOMS signiert und hat eine eigene
Gu¨ltigkeitsdauer. Formal dru¨ckt Nutzer U , der ein Proxy-Zertifikat mit eingebet-
teten VOMS-Attributzertifikaten erstellt, folgende Delegation aus:
keyEECU delegates isMember((U inR)V Ox)
∧ ∗ to keyPCU (3.2)
Damit delegiert der Nutzer U das Privileg, in seinem Namen in der Rolle R im Kon-
text von V Ox zu handeln, an den geheimen Schlu¨ssel des Proxy-Zertifikats PCU .
Auch diese Delegation erfolgt mit unbeschra¨nktem Privileg zur Redelegation. Bei
Zugriffen auf Grid-Ressourcen unter Verwendung dieses Proxy-Zertifikats ha¨ngt die
interpretierte Bedeutung der Delegation von der verwendeten Autorisierungsmetho-
de ab. Fu¨r Ressourcen, die VOMS-Attribute fu¨r die Zugriffskontrolle verwenden,
bedeutet die Delegation:




























































Abbildung 3.1: Ablauf eines Rechenauftrags – Phase 1
Ressourcen, deren Zugriffskontrolle keine VOMS-Attributzertifikate beru¨cksichtigen,
interpretieren die Delegation als:
keyPCU speaks for U (3.4)
Die erweiterte Funktionalita¨t von Ressourcen, die VO-Attribute im Rahmen der Zu-
griffskontrolle interpretieren ko¨nnen, ermo¨glicht die Unterscheidung von multiplen
Rollen Rx und damit eine Ableitung unterschiedlicher Privilegien fu¨r Mitglieder
derselben VO. Ressourcen ohne diese Funktionalita¨t ko¨nnen selbst bei Abgleich der
Mitgliederlisten der VO mit den zur Zugriffskontrolle verwendeten Listen auf der
Ressource nur eine einfache Zugriffsentscheidung nach Mitgliedschaft vornehmen.
Eine Unterscheidung zwischen verschiedenen Aufgaben innerhalb der VO ist damit
nicht mo¨glich. Sollte der Nutzer Mitglied in mehreren auf der Ressource akzeptier-
ten Virtuellen Organisationen sein, ist damit die Unterscheidung, in welcher dieser
Organisationen er gerade aktiv ist, unmo¨glich.
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3.1.2.2 U¨bergabe des Rechenauftrags an die Grid-Infrastruktur
Der in der JDL formulierte Rechenauftrag wird nachfolgend durch den Nutzer vom
UI aus an das WMS u¨bergeben. Dieser Vorgang la¨uft in zwei Schritten, wie in
Abbildung 3.1 auf der vorherigen Seite dargestellt, ab:
1. Schritt A Registrierung des Auftrags mit einer eindeutigen JobID bei einem
LB-Service. Dieser autorisiert den Nutzer anhand des Distinguished Names
im Subjekt des zur Authentifizierung verwendeten Proxy-Zertifikats. Der DN
des Nutzers muss in der zur Autorisierung herangezogenen Datei, dem grid-
mapfile, enthalten sein. Das grid-mapfile wird regelma¨ßig mit den Nutzerlisten
der unterstu¨tzten VOs und deren VOMS-Servern abgeglichen. Die Interpre-
tation der Delegation erfolgt folglich wie in Formel 3.4 dargestellt.
2. Schritt B U¨bergabe des Auftrags an den Network-Server des WMS und
Ableitung eines weiteren Proxy-Zertifikats nach dem in Kapitel 2.3.3.1 dar-
gelegten Verfahren. Anschließend werden Dateien, die der Nutzer fu¨r die Be-
arbeitung seines Auftrags auf dem WN beno¨tigt, mittels GridFTP auf das
WMS u¨bertragen. Fu¨r beide Vorga¨nge laufen Autorisierungsentscheidungen
nach dem in Schritt A beschriebenen Muster ab.
3.1.2.3 Weiterleiten des Rechenauftrags an ein Computing Element
Nach der U¨bergabe des Auftrags an den Network-Server des WMS wird durch den
Workload Manager eine passende CE-Ressource ermittelt. Dies geschieht durch
Abgleich der in der JDL-Datei spezifizierten Anforderungen mit den Daten aller
am WMS angemeldeten CE-Ressourcen. Ist ein passendes CE gefunden, wird der
Auftrag an den Job-Controller weitergeleitet, der den Auftrag in zwei Schritten an
das CE u¨bergibt:
1. Schritt C Authentifizierung und Autorisierung am Gatekeeper des CE un-
ter Verwendung des fu¨r das WMS fu¨r diesen Auftrag abgeleiteten Proxy-
Zertifikates (Schritt C in Abbildung 3.1 auf der vorherigen Seite). Die Auto-
risierung erfolgt im LCAS-Modul unter Beru¨cksichtigung der VO-Attribute.
Die Interpretation der Delegation erfolgt wie in Formel 3.3 dargestellt. Auf
dem CE wird ein weiteres Proxy-Zertifikat von dem an das WMS delegierten
abgeleitet.
2. Nach erfolgreicher Autorisierung wird auf dem CE ein Condor-Prozess [Con07]
gestartet, der den Auftrag von einer Condor-Instanz auf dem WMS bezieht
(nicht in Abbildung 3.1 dargestellt).
Das CE kontrolliert u¨ber ein Local Resource Management System (LRMS) die ange-
schlossenen WN-Systeme. Das LRMS, im Falle der gLite-Testumgebung am RRZN






















Abbildung 3.2: Ablauf eines Rechenauftrags – Phase 2
der gLite-Middleware. Fu¨r die Weiterleitung des Rechenauftrags an die Worker
Nodes (Schritt D von Abbildung 3.1) werden keine Authentifizierungs- und Auto-
risierungsvorga¨nge mit Mechanismen der Grid-Middleware durchgefu¨hrt. Die vom
Batch-System verwendeten Verfahren basieren auf Public-Key-Mechanismen der
Secure Shell. Um den Rechenauftrag jedoch in die Lage zu versetzen, Operatio-
nen auf Grid-Ressourcen fu¨r den Nutzer durchfu¨hren zu ko¨nnen, wird ein Proxy-
Zertifikat von dem an das CE delegierte abgeleitet und mit dem Rechenauftrag zu
dem verwendeten WN u¨bertragen.
3.1.3 Phase 2 – Bearbeitung des Rechenauftrags auf dem Worker Node
Die Bearbeitung des Rechenauftrags findet auf dem WN unter Kontrolle des LRMS
statt. Die Arbeitsumgebung ist ein UNIX-Account, der dem Nutzer fu¨r die Dauer
der Bearbeitung zur Verfu¨gung steht. Es ko¨nnen Programme verwendet werden, die
fu¨r den UNIX-Account zugreifbar sind, zudem steht es dem Nutzer offen, eigene
Programme auf dem System zu u¨bersetzen oder als Kompilat in der Input-Sandbox
zu u¨bertragen. Die fu¨r den Auftrag beno¨tigten Eingabedaten werden im Regelfall
von externen Speichersystemen bezogen.
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3.1.3.1 Kommunikation mit den Datendiensten
Die betrachteten Datendienste der gLite-Middleware bestehen aus den drei in Kapi-
tel 2.1.3.2 vorgestellten Komponenten. Fu¨r die U¨bertragung von Dateien von und
zu einem Storage Element (SE) mit SRM-Schnittstelle kommunizieren die Pro-
gramme des gLite-Datenmanagement ausschließlich mit dem IO-Service. Fu¨r die
U¨bertragung einer Datei sind jeweils drei Authentifizierungs- und Autorisierungs-
vorga¨nge (vgl. Abbildung 3.2 auf der vorherigen Seite) erforderlich:
1. Schritt E, J Fu¨r den Zugriff auf den IO-Service ist eine Authentifizierung
und Autorisierung unter Verwendung des Proxy-Zertifikats notwendig, dass
zusammen mit dem Rechenauftrag vom CE zum WN u¨bertragen wurde. Die
Autorisierung erfolgt identita¨tsbasiert, wie in Schritt A in Kapitel 3.1.2.2
dargelegt. Es wird eine weitere Delegation durchgefu¨hrt. Mit diesem Proxy-
Zertifikat finden die in Schritt F und K dargestellten Zugriffe auf den Fire-
Man Data Catalog statt. Die Interaktion mit dem IO-Server ist erst nach der
vollsta¨ndigen U¨bertragung der Datei abgeschlossen.
2. Schritt F, K Die Autorisierung des Nutzers zum Zugriff auf die Datei wird
anhand der Dateirechte sowie zusa¨tzlicher ACLs des File Authorization Ser-
vice (FAS) u¨berpru¨ft. Den Objekten des File Catalog Dienstes sind individu-
elle Zugriffsprivilegien fu¨r den Nutzer, seine Gruppe sowie Dritte zugeordnet.
Die Gruppe bilden jeweils alle Nutzer, deren VO-Attribute identisch sind.
Die Zugriffsprivilegien sowie die optionale ACL fu¨r weitere Entita¨ten werden
durch den Besitzer des Objektes konfiguriert. In Schritt K wird zusa¨tzlich ein
neuer Eintrag fu¨r die Zieldatei im File Catalog angelegt.
3. Schritt G, L Hat der Nutzer die erforderliche Berechtigung, greift der IO-
Service unter Verwendung seines eigenen X.509-Zertifikates auf den SRM-
Service zu. Die Autorisierung auf diesem erfolgt identita¨tsbasiert und gestat-
tet lediglich dem IO-Service den Zugriff.
3.1.3.2 Erneuerung der Proxy-Credentials
Wie in Kapitel 3.1.2.1 dargelegt, unterstu¨tzt gLite das automatische Erneuern von
Proxy-Zertifikaten. Die Notwendigkeit fu¨r das Proxy-Renewal entsteht bei Bearbei-
tungsdauern eines Rechenauftrags, die die Gu¨ltigkeitsdauer des delegierten Proxy-
Zertifikates u¨berschreiten. Der Ablauf des Proxy-Renewals ist wie folgt:
1. Bei U¨bergabe des Auftrags an das WMS wird der Auftrag am Proxy-Renewal-
Service registriert.
2. Schritt H Wird die Restgu¨ltigkeitsdauer des delegierten Proxy-Zertifikates
von 20 Minuten unterschritten, kontaktiert der Proxy-Renewal-Service den
































Abbildung 3.3: Ablauf des Proxy-Renewal in gLite-Infrastrukturen
Proxy-Zertifikat des Nutzers. Ist der DN des WMS in der dem Proxy-Zertifikat
zugeho¨rigen ACL (vgl. Formel 3.1) enthalten, leitet der MyProxy-Service ein
neues Proxy-Zertifikat ab und u¨bertra¨gt es zum WMS.
3. Schritt I Das delegierte Proxy-Zertifikat entha¨lt keine VO-Attribute. Daher
bezieht der Proxy-Renewal-Service nachfolgend unter Authentifizierung mit
dem neuen Proxy-Zertifikat vom VOMS-Server ein neues Attributzertifikat.
Die beantragten VO-Attribute entsprechen denen des urspru¨nglichen Proxy-
Zertifikates. Hat sich die VO-Mitgliedschaft des Nutzers in der Zwischenzeit
nicht gea¨ndert, erstellt der VOMS das neue Attributzertifikat. Nachfolgend
leitet der Proxy-Renewal-Service ein weiteres Proxy-Zertifikat von dem erhal-
tenen unter Einbindung des neuen AC ab.
4. Das Proxy-Zertifikat wird nun verwendet, um eine neue Delegation fu¨r das
CE abzuleiten und dorthin zu u¨bertragen. Dieser Vorgang wird fu¨r den WN
wiederholt.
3.1.4 Phase 3 – Abschluss des Rechenauftrags
Nach Abschluss der Bearbeitung des Rechenauftrags auf dem WN werden die vom
Nutzer spezifizierten Dateien in der Output-Sandbox auf das WMS transferiert. Aus
Redundanzgru¨nden werden die Dateien sowohl u¨ber das LRMS und damit das CE
(Schritt M in Abbildung 3.4 auf der na¨chsten Seite) als auch per gridftp direkt
zum WMS (Schritt N) u¨bertragen. Nach Erhalt der Dateien setzt das WMS den
Status ”Done“ fu¨r diesen Auftrag auf dem LB-Server. Nun kann der Nutzer diese
Dateien mittels gridftp vom WMS kopieren und damit den Auftrag abschließen.
Die in den Schritten M und N angewendeten Autorisierungsverfahren wurden in
Kapitel 3.1.2.2 und 3.1.2.3 dargelegt.
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Abbildung 3.4: Ablauf eines Rechenauftrags – Phase 3
3.2 Delegation von Privilegien in gLite-Infrastrukturen
In diesem Kapitel wird eine Bewertung der Delegation von Nutzerprivilegien in
gLite-Umgebungen vorgenommen. Diese erfolgt auf Basis der in Kapitel 3.1 unter-
suchten Authentifizierungs- und Autorisierungsabla¨ufe. Neben allgemeinen Aspek-
ten der Verwendung von Proxy-Zertifikaten als Medium fu¨r Delegationen werden
die Dienste der gLite-Middleware im Einzelnen betrachtet. Nachfolgend werden Sze-
narien diskutiert, die zu einer Kompromittierung der delegierten Nutzerprivilegien
fu¨hren ko¨nnen. Dieser Abschnitt schließt mit einer Bewertung der implementierten
Delegationsmechanismen.
3.2.1 Einsatz von Proxy-Zertifikaten
Grid-Infrastrukturen, deren Authentifizierungs- und Autorisierungsinfrastruktur
auf der GSI (vgl. Kapitel 2.2.3) basiert, verwenden Proxy-Zertifikate zur Delegati-
on von Nutzerprivilegien. Einer Reihe von Vorteilen dieses Ansatzes stehen jedoch
auch gravierende Nachteile gegenu¨ber. Die inha¨renten Vorteile des Einsatzes von
Proxy-Zertifikaten fu¨r Single Sign-On und die Delegation von Nutzerprivilegien
sind in folgenden Eigenschaften begru¨ndet:
 Eigenes Schlu¨sselpaar Jedes Proxy-Credential2 verfu¨gt u¨ber ein eigenes
2Als Proxy-Credential wird die Kombination aus Proxy-Zertifikat und zugeho¨rigem geheimen
Schlu¨ssel sowie den ausstellenden Zertifikaten exklusive CA-Zertifikat bezeichnet.
49
3 Analyse
Schlu¨sselpaar. Eine unerwu¨nschte Offenlegung des geheimen Schlu¨ssels verur-
sacht keine Kompromittierung weiterer Zertifikate.
 Flexible Gu¨ltigkeitsdauer Proxy-Zertifikate verfu¨gen u¨ber eine eigene,
vom ausstellenden Zertifikat nur in Form einer oberen Schranke abha¨ngigen
Gu¨ltigkeitsdauer. Dadurch ko¨nnen Proxy-Zertifikate fu¨r zeitlich begrenzte De-
legationen mit einem entsprechend kurzen Gu¨ltigkeitszeitraum versehen wer-
den. In einigen Anwendungsfeldern wird so der durch eine Kompromittierung
entstehende Schaden limitiert. Dies gilt aus offensichtlichen Gru¨nden nicht
fu¨r die Einsichtnahme in vertrauliche Daten Dritter.
 Verifizierbare Vertrauenskette Mit der Vertrauenskette (chain of trust)
wird die verifizierbare Abfolge von Signaturen bezeichnet. Ein Zertifikat wird
nur dann erfolgreich verifiziert, wenn alle Signaturen der ausstellenden Zer-
tifikate bis zu der Zertifizierungsstelle u¨berpru¨ft werden ko¨nnen. Im Bereich
der Proxy-Zertifikate liegt der zusa¨tzliche Vorteil darin begru¨ndet, dass die
in ein Zertifikat eingebetteten Attribute nicht durch Entfernen desselben aus
der Kette unterdru¨ckt werden ko¨nnen. Ein solcher Vorgang unterbricht die
Vertrauenskette und verhindert fu¨r alle Zertifikate unterhalb des entfernten
eine erfolgreiche Verifizierung.
Aus der Implementierung von Proxy-Zertifikaten ergeben sich unmittelbar eine Rei-
he von Nachteilen:
 Keine eindeutige Adressierbarkeit Proxy-Zertifikate werden ohne die bei
Zertifizierungsstellen u¨blichen Seriennummern ausgestellt. Das Fehlen einer
eindeutigen Adressierbarkeit sorgt dafu¨r, dass der Nutzer einen gro¨ßeren Um-
fang an Privilegien delegieren muss als notwendig. Ein Beispiel fu¨r eine sol-
che Delegation ist die in Kapitel 3.1.2.1 erla¨uterte Delegation des Privilegs
zur Erneuerung von Proxy-Zertifikaten an einen MyProxy-Dienst. Durch ei-
ne eindeutige Seriennummer im Kontext des ausstellenden Nutzers wa¨re eine
gezielte Delegation dieses Privilegs mo¨glich.
 Kein Widerruf mo¨glich Zertifizierungsstellen erstellen in regelma¨ßigen
Absta¨nden signierte Sperrlisten fu¨r Zertifikate (vgl. Kapitel 2.2.4). Der Wi-
derruf von Proxy-Zertifikaten ist auf diesem Wege nicht mo¨glich, da sie nicht
von Zertifizierungsstellen ausgestellt werden. Theoretisch wa¨re ein Widerruf
mo¨glich, den jeder Nutzer fu¨r die von ihm ausgestellten Proxy-Zertifikate
durchfu¨hrt. Fu¨r einen derartigen Mechanismus ist jedoch ein eindeutiges
Merkmal, wie eine Seriennummer, in den Proxy-Zertifikaten vorzusehen.
 Kein Schutz des geheimen Schlu¨ssels Das Single Sign-On und die Dele-
gation von Nutzerprivilegien auf Basis von Proxy-Zertifikaten funktionieren
nur dann, wenn der zugeho¨rige geheime Schlu¨ssel unverschlu¨sselt auf der Res-
source vorliegt. Unter dieser Pra¨misse ist das Proxy-Credential jedoch ohne
Mitwirkung des ausstellenden Nutzers im Klartext kopierbar und kann bis
zum Ablauf der Gu¨ltigkeit uneingeschra¨nkt verwendet werden.
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Die dargestellten Eigenschaften betreffen die Nutzung von Proxy-Zertifikaten im
Allgemeinen, sind ergo unabha¨ngig von der verwendeten Grid-Middleware. Der
gro¨ßte konzeptionelle Mangel von Proxy-Zertifikaten besteht in der Kombination
aus fehlender Widerrufsmo¨glichkeit und mangelhaften Schutzmechanismen des ge-
heimen Schlu¨ssels. Der fehlende Schutz des geheimen Schlu¨ssels ermo¨glicht einen
Missbrauch bei Zugriff auf die Datei, in der das Proxy-Credential gespeichert ist.
Ohne die Mo¨glichkeit zum Widerruf von Proxy-Zertifikaten kann ein Missbrauch
– selbst wenn er entdeckt wurde – nicht oder nur unter Anwendung radikaler Maß-
nahmen, wie dem Widerruf des Nutzerzertifikates oder dem Ausschluss des Nutzers
von der Nutzung der Grid-Ressourcen, begrenzt werden. Lediglich aus der relativ
beschra¨nkten Gu¨ltigkeitsdauer ergibt sich ein gewisser Schutz gegen den Missbrauch
der Privilegien und die unerwu¨nschte Einsichtnahme in die Daten des Nutzers.
Spezifisch fu¨r die gLite-Middleware ist die Art des implementierten Delegations-
konzeptes. Die Delegation erfolgt implizit, d. h. der Nutzer kann aus seinen VO-
und Rollen-Mitgliedschaften diejenigen auswa¨hlen, die er als signierte VO-Attribute
in das Proxy-Zertifikat einbetten will. Die Interpretation dieser Delegation erfolgt
lokal auf den Ressourcen und ha¨ngt von den dort implementierten Zugriffskon-
trollmechanismen ab (vgl. Kapitel 3.1.2.1). Die gLite-Middleware gibt dem Nut-
zer keine Mo¨glichkeit, explizit zu formulieren, welche Privilegien er zu delegieren
wu¨nscht. Eine Beschra¨nkung der Delegation auf spezifizierte Ressourcen ist ebenso
nicht mo¨glich. Aus diesen Beschra¨nkungen ergibt sich in der Regel ein U¨bermaß an
delegierten Privilegien, wodurch das Prinzip der minimalen Rechtevergabe [SS75]
verletzt wird.
3.2.2 Mechanismen zur Sicherung delegierter Proxy-Credentials
In Kapitel 3.2.1 wurde dargelegt, dass Proxy-Credentials unverschlu¨sselt im Datei-
system der jeweiligen Grid-Ressource vorliegen, um von dieser ohne Nutzerinter-
aktion verwendbar zu sein. Der Schutz dieser Dateien durch geeignete Zugriffskon-
trollverfahren ist somit gleichbedeutend mit dem Schutz der delegierten Privilegien
vor missbra¨uchlicher Nutzung durch Dritte. Da die Zugriffe auf das Dateisystem
durch das Betriebssystem kontrolliert werden, ist eine Analyse dieses Umfeldes er-
forderlich. Eine Systemkonfiguration, die nach der guten fachlichen Praxis vorge-
nommen wurde, wird dabei vorausgesetzt. Dies schließt beispielsweise die Lo¨schung
nicht verwendeter Accounts, die Verwendung sicherer Passwo¨rter, das Abschalten
nichtgenutzter Dienste sowie das zeitnahe Einspielen sicherheitsrelevanter Aktuali-
sierungen der eingesetzten Software ein.
Fu¨r die Sicherheitsanalyse der delegierten Proxy-Credentials mu¨ssen Fragen zur
Konfiguration von Schutzmechanismen sowohl auf der Ressource als auch im Netz
der Einrichtung gestellt werden. Die Antworten auf diese Fragen werden in Kapi-
tel 3.2.3 fu¨r die Diskussion von Angriffsvektoren verwendet. Fu¨r jede Komponen-
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te in einer gLite-Umgebung, die Delegationen von Nutzerprivilegien in Form von
Proxy-Credentials erha¨lt, mu¨ssen folgende Fragen gestellt werden:
 Welchem Account und welcher UNIX-Gruppe werden die Proxy-Credentials
auf der jeweiligen Ressource zugeordnet?
 Welche Zugriffsrechte werden fu¨r die Proxy-Credentials konfiguriert?
 Werden auf der Ressource Pool-Accounts3 eingesetzt?
 Haben die Grid-Nutzer Zugriff auf die UNIX-Ebene der Ressource?
 Bietet die Ressource Dienste an, die von externen Netzen aus zugreifbar sein
mu¨ssen oder muss die Ressource auf externe Grid-Dienste zugreifen?
Mit der Kla¨rung dieser Fragen kann das Risiko einer Offenlegung von kriti-
schen Authentifizierungs- und Autorisierungsinformationen an unbefugte Dritte
eingescha¨tzt werden. Eine Auswertung fu¨r die relevanten Dienste ist in Tabelle 3.1
dargestellt, die in drei Abschnitte unterteilt ist. Der erste Abschnitt fu¨hrt die Art des
Accounts auf, der fu¨r Grid-Nutzer verwendet wird. Weiterhin kann ihm entnommen
werden, ob Nutzer u¨ber direkten Zugriff auf eine UNIX-Shell verfu¨gen. Der zweite
Abschnitt entha¨lt die UNIX-Rechte der delegierten Proxy-Credentials sowie den
Besitzer und die Gruppenzuordnung der Datei. Pool-Accounts sind mit PA, Pool-
Groups mit PG gekennzeichnet. Im letzten Abschnitt wird die Notwendigkeit von
Kommunikation mit externen Diensten im Falle eines institutionsu¨bergreifenden
Grid-Verbundes beantwortet. Es wird davon ausgegangen, dass die an der Grid-
Infrastruktur beteiligten Institutionen mindestens u¨ber eigene UI- und MyProxy-
Komponenten verfu¨gen, die zentralen Komponenten jedoch in der Regel außerhalb
der Institution des Nutzers lokalisiert sind.
3.2.3 Angriffsvektoren zur Offenlegung von Proxy-Credentials
Die in Tabelle 3.1 dargestellten Eigenschaften der Grid-Komponenten ermo¨glichen
die Entwicklung von Angriffsszenarien, die das Ziel verfolgen, Proxy-Credentials
Dritter zu erlangen. Angriffsvektoren ko¨nnen prinzipiell nach folgenden Eigenschaf-
ten unterschieden werden:
 Lokaler oder entfernter Angriff Der lokale Angriff setzt voraus, dass
der Angreifer bereits u¨ber eine UNIX-Shell auf der Ziel-Ressource verfu¨gt.
Er muss folglich entweder im Vorfeld einen erfolgreichen entfernten Angriff
ausgefu¨hrt haben oder fu¨r die Nutzung der Ressource u.U. mit geringeren
Privilegien als angestrebt berechtigt sein. Es wird keine Aussage daru¨ber ge-
troffen, ob der Angreifer u¨ber Administrator-, so genannte Root-Privilegien,
verfu¨gt. Der entfernte Angriff wird auf Netzdienste des Betriebssystems oder
3Als Pool-Accounts werden Nutzerkonten bezeichnet, die von mehreren Nutzern einer Ressource,
jedoch nicht zeitgleich verwendet werden.
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UI WMS CE WN IO-Service MyProxy
verwendeter Account-Typ
Nutzer-Account ja nein nein nein nein nein
Pool-Account nein ja ja ja nein nein
Zugriff auf
UNIX-Shell
ja nein nein ja nein nein
UNIX-Rechte der Proxy-Credentials
Besitzer Nutzer Dienst PA PA Dienst root
(r w -) (r w -) (r w -) (r w -) (r w -) (r w -)
Gruppe Nutzer Dienst PG PG Dienst root
(- - -) (- - -) (- - -) (- - -) (- - -) (- - -)
andere (- - -) (- - -) (- - -) (- - -) (- - -) (- - -)
Kommunikation mit externen Ressourcen
Angebot von
Grid-Diensten
nein ja ja nein ja ja
Zugriff auf
Grid-Dienste
ja ja ja ja ja nein
Tabelle 3.1: Eigenschaften von gLite-Komponenten in Bezug auf die Sicherheit von
Delegationen
der Anwendungsschicht mit dem Ziel gefu¨hrt, eine lokale UNIX-Shell zu erhal-
ten. Angriffe mit dem Ziel der Dienstverweigerung (denial of service) werden
in dieser Arbeit nicht betrachtet, da sie nicht zur Offenlegung von Proxy-
Credentials genutzt werden ko¨nnen.
 Grid-spezifischer oder allgemeiner Angriff Der Grid-spezifische Angriff
erfolgt mit Programmen oder auf Dienste der Grid-Middleware, der allgemeine
Angriff setzt kein Vorhandensein einer Grid-Umgebung vorraus.
Aus diesen Kriterien lassen sich vier Kombinationen fu¨r Angriffsvarianten ableiten,
deren Anwendbarkeit auf die verschiedenen Grid-Komponenten zu untersuchen ist.
Die Abscha¨tzung des Risikos fu¨r die Komponenten erfolgt dabei anhand der in
Tabelle 3.1 aufgefu¨hrten Kriterien. Auf eine tabellarische Auflistung konkreter An-
griffsvektoren wird verzichtet, da diese in der Regel stark von den verwendeten
Versionen sowohl des Betriebssystems als auch der Anwendungssoftware abha¨ngen
und somit keine allgemeingu¨ltige Aussage getroffen werden kann.
Allgemeine, entfernte Angriffe Entfernte Angriffe zielen auf Schwachstellen der
Implementierung des attackierten Dienstes, wie Pufferu¨berla¨ufe (buffer overflow,
vgl. [Kle03]) mit dem Ziel, sich lokalen Zugriff auf das System zu verschaffen. An-
griffe auf Schwachstellen in den Implementierungen sind heute weit verbreitet und
stellen eine reales Risiko fu¨r den hochverfu¨gbaren Betrieb eines Dienstes und die
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Sicherheit der auf diesem abgelegten Daten dar. Grid-Ressourcen sind von dieser
Art des Angriffs nur dann betroffen, wenn sie neben ihren Grid-spezifischen auch
allgemeine Dienste zur Verfu¨gung stellen. Darunter fallen Dienste zur entfernten
Administration wie Secure Shell oder auch Informationsdienste wie Web-Server.
Das Risiko einer Kompromittierung kann bei der Vielzahl denkbarer Dienste nicht
allgemeingu¨ltig bewertet werden. Auf den Einsatz nicht Grid-bezogener Dienste
auf Grid-Ressourcen, die unverschlu¨sselte Proxy-Credentials speichern, sollte nach
Mo¨glichkeit verzichtet werden. Wenigstens sollte der Zugriff auf diese jedoch durch
geeignete Maßnahmen beschra¨nkt werden.
Grid-spezifische, entfernte Angriffe Diese Art des Angriffs kann prinzipiell auf
vier der in Tabelle 3.1 aufgefu¨hrten gLite-Komponenten durchgefu¨hrt werden, UI
und WN stellen keine Grid-Dienste bereit. Der MyProxy-Service stellt durch die
Speicherung von Proxy-Credentials einer Vielzahl von Grid-Nutzern ein besonders
wertvolles Ziel dar. Auch bekommt der Angreifer durch das Ausnutzen einer Si-
cherheitslu¨cke im MyProxy-Dienst Administratorrechte, da dieser mit den Privi-
legien des Nutzers ”root“ betrieben wird. Der Zugriff kann jedoch wirksam mit
einer Firewall beschra¨nkt werden, da auf ihn von außerhalb der betreibenden In-
stitution nur durch das WMS zugegriffen werden muss (vgl. Kapitel 3.1.3.2). Fu¨r
die Komponenten WMS, CE und IO-Service ist eine wirksame Beschra¨nkung so-
wohl auf IP-Adressbereiche als auch auf Dienste kaum mo¨glich. Zum Einen muss
der Zugriff auf diese von allen an der Grid-Infrastruktur beteiligten Institutionen
mo¨glich sein, zum Anderen bieten diese Komponenten eine Vielzahl von Diens-
ten an (vgl. Abbildung A.1 auf Seite 130), fu¨r die auch weite TCP-Portbereiche
zuga¨nglich sein mu¨ssen. Somit ist davon auszugehen, dass Sicherheitslu¨cken in die-
sen Diensten der Grid-Middleware ein ernsthaftes Risiko darstellen. Die Existenz
von Sicherheitslu¨cken in gLite-Diensten wurde nachgewiesen [Gri08], bei komplexen
Software-Projekten wie der gLite-Middleware sind weitere statistisch wahrschein-
lich.
Allgemeine, lokale Angriffe Der allgemeine, lokale Angriff kann auf allen Grid-
Ressourcen ausgefu¨hrt werden, die entweder durch einen entfernten Angriff kom-
promittiert sind oder durch legitime Nutzer, die sich erweiterte Privilegien verschaf-
fen wollen (privilege escalation attack). Der triviale, jedoch in seinen Auswirkun-
gen gravierende Fall, dass der Administrator eines Systems Proxy-Credentials eines
Grid-Nutzers missbraucht, wird nicht betrachtet. Diese Missbrauchsvariante kann
lediglich durch juristische Vorkehrungen begrenzt werden. Der lokale Angriff ohne
vorhergehenden entfernten Angriff setzt den Zugang zu einer UNIX-Shell voraus.
Dies ist lediglich auf den Komponenten UI und WN gegeben. Das auf den beiden
Systemen eingesetzte Betriebssystem Redhat Enterprise Linux Advanced Server 3
kann generell als sicher eingestuft werden. Der Hersteller reagiert zeitnah auf Si-
cherheitslu¨cken und gibt entsprechende Security Advisories [RH07] heraus. Das
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UI WMS CE WN IO-Service MyProxy
Entfernte Angriffe
allgemein + + + + + +
Grid-spezifisch − + + − + ++
Lokale Angriffe
allgemein + − − + − −
Grid-spezifisch − − − ++ − −
Tabelle 3.2: Risikobewertung von gLite-Komponenten in Bezug auf die Sicherheit
von Delegationen
Ausnutzen einer unentdeckten Sicherheitslu¨cke kann jedoch nicht ausgeschlossen
werden.
Grid-spezifische, lokale Angriffe Der Grid-spezifische, lokale Angriff macht sich
Schwachstellen in der Architektur oder der Implementierung von Grid-Diensten zu-
nutze. Es gelten die Aussagen zum allgemeinen lokalen Angriff. Fu¨r das gLite-UI
sind keine Grid-spezifischen Angriffe bekannt. Im Falle der Worker Node Kompo-
nente kann ein Angreifer jedoch architekturspezifische Schwachstellen nutzen. Die-
se liegen in der Implementierung der Arbeitsumgebung von Grid-Nutzern mittels
Pool-Accounts begru¨ndet. Auch nach Abschluss seines Rechenauftrags kann der
Angreifer Prozesse mit den Privilegien des Pool-Accounts betreiben4. Diese ko¨nnen
auf die Proxy-Credentials der nachfolgenden Nutzer zugreifen und dem Angreifer
zuga¨nglich machen. Die Gefahr der Ausnutzung solcher Grid-spezifischer Angriffe
ist im Fall der Worker Node Komponente als real und gravierend zu bewerten.
Eine U¨bersicht u¨ber die Bewertung der gLite-Dienste, die Delegationen in Form von
Proxy-Credentials empfangen, ist in Tabelle 3.2 aufgefu¨hrt. Vernachla¨ssigbare Risi-
ken oder solche, die von prinzipiell als unmo¨glich eingestuften Angriffsvarianten ver-
ursacht werden, sind mit ”−“ gekennzeichnet. Den Diensten inha¨rente Risiken oder
solche, die im konkreten Fall nicht nachgewiesen, aber statistisch wahrscheinlich
sind, sind mit ”+“ markiert. Risiken, die durch den verursachten Schaden besonders
groß sind, wie im Falle einer Kompromittierung von MyProxy, werden durch ”++“
gekennzeichnet. Dies gilt auch fu¨r Angriffe, die besonders einfach durchzufu¨hren
sind.
4Dies kann man z. B. durch Starten von Prozessen im Hintergrund mit dem Befehl nohup oder




Die Untersuchung der Delegation auf Basis von Proxy-Zertifikaten sowie ihrer Im-
plementierung in den Diensten der gLite-Middleware in den Kapiteln 3.2.1 bis 3.2.3
hat erhebliches Missbrauchspotential aufgezeigt. Bedingt durch die Rolle des Nut-
zers als Aussteller und das Fehlen von Seriennummern sind Proxy-Zertifikate nicht
widerrufbar. Die kurze Gu¨ltigkeitsdauer stellt lediglich einen geringen Schutz vor
Missbrauch dar. Durch die Speicherung der Proxy-Credentials im Klartext wer-
den die Ressourcen zu einem attraktiven Angriffsziel. Vor unberechtigtem Zugriff
sollen hier die Zugriffskontrollmechanismen des Filesystems sorgen. Bei na¨herer Be-
trachtung erwiesen sich diese jedoch fu¨r einen wirksamen Schutz als unzureichend.
Angriffsszenarien, die eine Kompromittierung von Proxy-Credentials ermo¨glichen,
sind als praktisch durchfu¨hrbar einzustufen.
Durch die Kompromittierung eines Proxy-Credentials erha¨lt der Angreifer Zugriff
auf die dem Nutzer zur Verfu¨gung stehenden Grid-Ressourcen. So ko¨nnen Dateien
des Nutzers auf einem SE gelesen oder gelo¨scht sowie weitere Rechenauftra¨ge im Na-
men des Nutzers durchgefu¨hrt werden. Durch den Einsatz des automatischen Proxy-
Renewal-Mechanismus wird das kompromittierte Proxy-Credential zudem ohne Be-
nachrichtigung des Nutzers erneuert. Eine einmalige Kompromittierung ist somit
bei Vorliegen einer Delegation auf dem MyProxy-Service fu¨r einen la¨ngerfristigen
Missbrauch der Privilegien des Nutzers ausreichend.
Der Einsatz der implementierten Delegationsmechanismen ist aufgrund dieser
Schwachstellen fu¨r einige Nutzergruppen mit hohen Anforderungen in Bezug auf
den Schutz der in der Grid-Infrastruktur gespeicherten Daten unmo¨glich. Zudem
kann der unberechtigte Verbrauch von Rechenleistung durch Angreifer zu hohen
Kosten fu¨r Nutzer fu¨hren, deren Proxy-Credentials kompromittiert wurden.
3.3 Beschra¨nkte Delegation von Privilegien in Grid-Infrastrukturen
In Kapitel 3.2 wurden Mechanismen zur Delegation von Nutzerprivilegien in der
gLite-Middleware analysiert und bewertet. Dabei erwies sich das alleinige Vertrauen
auf die Zugriffskontrollverfahren des auf den Grid-Ressourcen eingesetzten Betriebs-
systems als nicht gerechtfertigt, um einen wirksamen Schutz der delegierten Privile-
gien des Nutzers zu gewa¨hrleisten. Ein Ansatz, die Folgen einer Kompromittierung
von Proxy-Credentials abzumildern, ist die Beschra¨nkung der delegierten Privile-
gien auf das von den im Namen des Nutzers auszufu¨hrenden Aktionen beno¨tigte
Minimum.
In der Literatur [LAK+03, PWF+02, ABM+06] werden Ansa¨tze fu¨r die beschra¨nkte
Delegation von Privilegien in Grid-Infrastrukturen auf GSI-Basis beschrieben, fu¨r
die teilweise bereits Implementierungen vorliegen. In Kapitel 3.3.2 werden diese
vorgestellt und analysiert. Der Fokus der Analyse liegt dabei auf der Effektivita¨t
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der Lo¨sungen in Hinblick auf eine verbesserte Sicherheit der delegierten Privilegien
vor Missbrauch. Daru¨ber hinaus werden die Effizienz der Ansa¨tze in Bezug auf
Komplexita¨t sowie die Unterstu¨tzung der Nutzer betrachtet. Um einen neutralen
Vergleich der Ansa¨tze zu ermo¨glichen, werden in Kapitel 3.3.1 Kriterien aufgestellt,
mittels derer eine vergleichende Beurteilung in Kapitel 3.3.3 vorgenommen wird.
3.3.1 Kriterien zum Vergleich von Delegationsverfahren
Eine vergleichende Analyse der bestehenden Ansa¨tze hat allgemeingu¨ltig und neu-
tral zu erfolgen. Es mu¨ssen alle relevanten architektonischen, technischen sowie or-
ganisatorischen Aspekte in die Bewertung einbezogen werden. Nachfolgend werden
Kriterien aufgestellt, anhand derer die Analyse vorgenommen wird. Diese werden
dazu in drei Kategorien unterteilt. In der ersten Kategorie wird die Methodik, die
der Beschra¨nkung der Delegation zugrunde liegt, untersucht. Dieser Komplex um-
fasst die Art der Beschra¨nkung und die Unterstu¨tzung von Grid-Diensten sowie
die verwendeten Autorisierungsmodelle. Die zweite Kategorie befasst sich mit der
Architektur der Ansa¨tze. Diese geben Aufschluss u¨ber Komplexita¨t aber auch Flexi-
bilita¨t in der Anwendung. Daru¨ber hinaus wird die Kompatibilita¨t zu GSI-basierten
Grid-Infrastrukturen bewertet. In der dritten Kategorie werden die Ansa¨tze in Hin-
blick auf die Unterstu¨tzung der Nutzer untersucht. Die Motivation fu¨r diese Ka-
tegorie basiert auf der Erkenntnis, dass Sicherheitsmechanismen von Nutzern nur
dann akzeptiert und verwendet werden, wenn ihre Anwendung nur geringfu¨gig mehr
Komplexita¨t in ihre Arbeitsabla¨ufe bringt, ihre Sicherheit jedoch signifikant erho¨ht.
3.3.1.1 Methodik
Dimension der Beschra¨nkung Die Beschra¨nkung von Delegationen ist in drei
Dimensionen mo¨glich:
 Gu¨ltigkeitsdauer der Delegation
 Empfa¨nger der Delegation (delegatee)
 Objekt der Delegation und autorisierte Zugriffsart darauf
In GSI-basierten Grid-Infrastrukturen wird lediglich die Gu¨ltigkeitsdauer der De-
legation beschra¨nkt. Der dafu¨r verwendete Mechanismus ist die Delegation mittels
Proxy-Zertifikaten. Dieser ermo¨glicht dem Empfa¨nger der Delegation, fu¨r einen be-
schra¨nkten Zeitraum im Namen des Nutzers zu agieren. Die mangelnde Sicherheit
dieser Art der Beschra¨nkung wurde in den Kapiteln 3.2.1 bis 3.2.4 belegt. Die Be-
schra¨nkung der Delegation auf definierte Empfa¨nger oder Gruppen von Empfa¨ngern
ist dann mo¨glich, wenn diese bei Erstellen der Delegation bekannt sind. In den per
definitionem dynamischen Grid-Infrastrukturen ist diese Bedingung insbesondere
bei der Ablaufplanung von Rechenauftra¨gen nicht gegeben. Die dritte Dimension
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der Beschra¨nkung von Delegationen ist die Autorisierung von Zugriffen bzw. Zu-
griffsarten auf definierte Objekte des Nutzers. Damit kann die Sicherheit der Objek-
te des Nutzers vor missbra¨uchlichem Zugriff wirksam verbessert werden, wenn die
in einer Aktion des Nutzers beno¨tigten Objekte nur einer Teilmenge der Objekte
entsprechen, auf die er Zugriff hat.
Autorisierungsmodell Die Autorisierung von Nutzern erfolgt in Grid-
Umgebungen durch Attributautorita¨ten, die von den Virtuellen Organisationen
direkt oder in deren Auftrag (vgl. Kapitel 2.3.4) betrieben werden. In der Regel
kommt ein rollenbasiertes (RBAC) Zugriffskontrollverfahren (vgl. Kapitel 2.3.1)
zum Einsatz, das in einigen Fa¨llen mit diskreten Zugriffsrechten (DAC) kombiniert
wird (vgl. Kapitel 2.3.4.1). Abha¨ngig vom gewa¨hlten Autorisierungsmodell kann
die Beschra¨nkung der Delegation durch den Nutzer auf zweierlei Weise erfolgen.
Zum Einen kann der Nutzer eine Untermenge der Rollen, in denen er Mitglied ist,
fu¨r die Delegation aktivieren. Zum Anderen kann er diskrete Rechte spezifizieren
und nachfolgend delegieren, u¨ber die er durch seine Rollenmitgliedschaften inner-
halb der VO verfu¨gt. Der Unterschied zwischen diesen beiden Ansa¨tzen liegt in
der Abwa¨gung von Granularita¨t der delegierten Privilegien gegen Aufwand in der
Verwaltung von Autorisierungsinformationen. Der diskrete Ansatz verfu¨gt u¨ber den
Vorteil eines enger spezifizierbaren Umfangs der Delegation, ist jedoch bei zentraler
Verwaltung von Objekten aufwa¨ndiger als das rollenbasierte Modell. Eine Kombi-
nation beider Modelle mittels rollenbasierter Autorisierung des Nutzers durch die
Attributautorita¨t sowie einer diskreten Beschra¨nkung der Delegation durch den
Nutzer verbindet den Vorteil der weniger komplexen Verwaltung im RBAC-Modell
mit der engeren Spezifikation der delegierten Rechte im DAC-Modell.
Objekte der Delegation Die Delegation von Privilegien kann fu¨r Objekte auf
der Ebene der Grid-Middleware aber auch des Betriebssystems der lokalen Res-
source erfolgen. Delegierte Privilegien, die sich auf lokale Ressourcen beziehen,
ko¨nnen Zugriffe auf Objekte des Dateisystems, wie einzelne Dateien oder ganze
Verzeichnisse, aber auch Zugriffe auf Gera¨tedateien wie Netzschnittstellen umfas-
sen. Auf der Grid-Ebene lassen sich neben Zugriffsrechten fu¨r konkrete Objek-
te, wie Dateien eines Speichersystems, auch solche fu¨r abstrakte Objekte sowie
Privilegien zur Ausfu¨hrung zustandsbehafteter Vorga¨nge definieren. Darunter fal-
len Rechenauftra¨ge oder Datentransfers zwischen Speichersystemen. Der Vorteil
einer Definition von Zugriffsrechten auf Grid-Ebene ist die erho¨hte Abstraktion,
die auch die Autorisierung von nicht-atomaren Aktivita¨ten ermo¨glicht. Zusa¨tzlich
wird der Nutzer somit von der genauen Kenntnis der genutzten Ressourcen ent-
lastet. Die Beru¨cksichtigung des Zustands von Vorga¨ngen fu¨r die Zugriffskontrolle
ermo¨glicht zudem die gezielte Delegation von Privilegien fu¨r Vorga¨nge, deren ge-
naue Ausfu¨hrungsdauer zum Zeitpunkt der Definition der Delegation unbekannt
ist.
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3.3.1.2 Architektur
Komplexita¨t Ein wichtiger Aspekt bei der Beurteilung der Sicherheit von ver-
teilten Systemen ist deren Komplexita¨t. Diese ergibt sich aus dem Aufbau des
Systems, d. h. den einzelnen Komponenten und deren Interaktion. Die Erfahrung
zeigt, dass eine hohe Komplexita¨t zu unentdeckten bzw. schwer zu beherrschenden
Sicherheitslu¨cken fu¨hren kann [Sch04, VM01]. Ziel eines Systems zur beschra¨nkten
Delegation muss es daher sein, zusa¨tzliche Komplexita¨t auf das zum Erreichen der
funktionalen Ziele minimal erforderliche Maß zu beschra¨nken. Insbesondere gilt es
daher, folgende zur Komplexita¨t einer Architektur erheblich beitragenden Faktoren
soweit mo¨glich zu vermeiden:
 Einfu¨hrung zusa¨tzlicher Dienste zur Unterstu¨tzung der Delegation. Sind diese
daru¨ber hinaus zentral organisiert, stellen sie zudem ohne zusa¨tzliche Redun-
danzmechanismen eine einzelne Fehlerstelle (single point of failure) dar, die
auch fu¨r Dienstverweigerungsangriffe (denial of service attack) ausgenutzt
werden kann.
 Einsatz ungepru¨fter, bzw. im Grid-Kontext nicht eingesetzter Protokolle zur
Kommunikation zwischen den Diensten.
 Einfu¨hrung zusa¨tzlicher Sprachen zur Formulierung von Richtlinien.
Flexibilita¨t Mit der Flexibilita¨t eines Ansatzes wird dessen Fa¨higkeit beschrie-
ben, auf wechselnde Gegebenheiten angepasst zu werden. Es mu¨ssen folgende
A¨nderungen in der Grid-Infrastruktur beru¨cksichtigt und vom Ansatz zur Dele-
gation unterstu¨tzt werden:
 Hinzufu¨gen und Entfernen neuer Objekte. Um den administrativen Aufwand
der Verwaltung von Delegationsmechanismen zu begrenzen, sollte der Nutzer
neue Objekte selbstta¨tig hinzufu¨gen ko¨nnen.
 Hinzufu¨gen und Entfernen von Instanzen bereits unterstu¨tzter Dienste. In
einer dynamischen Grid-Umgebung ist dies ein allta¨glicher Vorgang und muss
mit geringem Aufwand durchfu¨hrbar sein.
 Einfu¨hrung zusa¨tzlicher Dienstarten. Die Unterstu¨tzung zusa¨tzlicher
Dienstarten stellt eine erhebliche Erweiterung eines Ansatzes dar, muss
in der Architektur jedoch prinzipiell vorgesehen werden.
Kompatibilita¨t Die Kompatibilita¨t eines Ansatzes mit bereits in Grid-Verbu¨nden
genutzten Datenformaten, Kommunikationsprotokollen und Sprachen zur Formu-
lierung von Richtlinien stellt keineswegs einen Selbstzweck dar. Vielmehr kann auf
bereits gepru¨fte Komponenten zuru¨ckgegriffen und somit der Aufbau redundan-
ter Strukturen vermieden werden. Durch einen solchen Ansatz kann zudem die
durch den Mechanismus zusa¨tzlich eingefu¨hrte Komplexita¨t begrenzt werden. In
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Grid-Umgebungen, die auf der gLite-Middleware basieren, leiten sich folgende Fra-
gestellungen ab:
 Werden Proxy-Zertifikate fu¨r den Transport der Richtlinien zu den Grid-
Ressourcen verwendet? Proxy-Zertifikate stellen das verbreitetste Transport-
medium fu¨r Delegationsinformation in Grid-Umgebungen dar. Sie lassen sich
zudem flexibel durch Zertifikatserweiterungen erga¨nzen.
 Wird die Autorisierung mittels VO-Attributen unterstu¨tzt? Verbleibt die
Source of Authority (SoA) bei der Virtuellen Organisation, implementiert der
Ansatz zur begrenzten Delegation somit nur eine Beschra¨nkung der durch die
SoA verliehenen Privilegien bzw. Rollen?
3.3.1.3 Nutzerunterstu¨tzung
Sicherheitsmechanismen komplexer IT-Systeme, wie sie auch in Grid-
Infrastrukturen Anwendung finden, erfordern in der Regel speziell geschulte
Administratoren. Fu¨r diese Gruppe ist ein nur mit besonderen Kenntnissen zu
bedienendes System akzeptabel. Diese Annahme gilt jedoch nicht fu¨r Delega-
tionsmechanismen, die direkt durch Nutzer verwendet werden. Diese verfu¨gen
u¨blicherweise u¨ber keinen entsprechenden fachlichen Hintergrund und ko¨nnen ein
solches System nur dann erfolgreich nutzen, wenn bei der Konzeption des Ver-
fahrens schon auf die einfache Verwendbarkeit geachtet wurde. Diese Forderung
wird schon von Saltzer und Schroeder in [SS75] als psychologische Annehmbarkeit
(psychological acceptability) von Benutzerschnittstellen erhoben:
”It is essential that the human interface be designed for ease of use, so
that users routinely and automatically apply the protection mechanisms
correctly.“
Durch Bishop wird diese Forderung in [Bis02] aufgenommen und generell auf Si-
cherheitsmechanismen erweitert:
”The principle of psychological acceptability states that security mecha-
nisms should not make the resource more difficult to access than if the
security mechanisms were not present.“
Sind diese Forderungen nach einer nur geringfu¨gig ho¨heren Komplexita¨t in der
Bedienung des Systems nicht erfu¨llt, ist davon auszugehen, dass die Nutzer – so-
weit mo¨glich – auf die Anwendung der Sicherheitsmechanismen verzichten. Fu¨r
Delegationsmechanismen bedeutet diese Vermeidungsstrategie, dass Nutzer geneigt
sind, einen gro¨ßeren Teil ihrer Privilegien zu delegieren, als fu¨r die Ausfu¨hrung
der gewu¨nschten Aktion notwendig ist. Die Unterstu¨tzung, die die untersuchten
Delegationsmechanismen fu¨r die Nutzer bieten, ist somit fu¨r deren Bewertung ein
weiteres essentielles Kriterium. Es lassen sich zwei Forderungen nach Funktionalita¨t
ableiten, die benutzerfreundliche Delegationsmechanismen erfu¨llen sollten:
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Graphische Benutzeroberfla¨che Die Erstellung von Richtlinien fu¨r die Delegation
von Privilegien muss fu¨r die Nutzer einfach durchzufu¨hren sein. Dafu¨r bieten sich
graphische Benutzeroberfla¨chen an, die den Nutzern ihre zur Verfu¨gung stehenden
Privilegien in u¨bersichtlicher Weise zur Auswahl pra¨sentieren. Es sollten Benutzer-
oberfla¨chen fu¨r folgende Funktionalita¨ten zur Verfu¨gung stehen:
 Auswahl der zu delegierenden Attribute/Rollen.
 Spezifikation diskreter Objekte und autorisierte Zugriffsarten auf diese. Diese
Funktionalita¨t kann entfallen, wenn entsprechende Automatismen bereitge-
stellt werden.
 Autorisierung zustandsbehafteter Vorga¨nge im Grid. Diese Funktionalita¨t
kann entfallen, wenn entsprechende Automatismen bereitgestellt werden.
Automatische Beschra¨nkung Fu¨r einige Abla¨ufe beno¨tigt die Grid-Middleware
keine zusa¨tzlichen Informationen, um die zu delegierenden Privilegien auszuwa¨hlen.
In diesen Fa¨llen bieten sich Automatismen an, die Delegationen selbstta¨tig, d. h.
ohne Nutzerinteraktion, beschra¨nken.
3.3.2 Bestehende Ansa¨tze
Die in der Literatur beschriebenen Ansa¨tze werden in diesem Abschnitt anhand
der in Kapitel 3.3.1 aufgestellten Kriterien und Anforderungen analysiert. Die Er-
gebnisse der Analysen sind in Tabelle 3.3 auf Seite 68 zusammengefasst. Um einen
Vergleich mit den Eigenschaften der Delegationsmechanismen der gLite-Middleware
zu ermo¨glichen, sind diese dort ebenfalls aufgefu¨hrt.
3.3.2.1 Delegationsmechanismen der gLite-Middleware
Die Delegationsmechanismen der gLite-Middleware wurden in den Kapiteln 3.1
und 3.2 analysiert. Eine Zusammenfassung der Eigenschaften ist in Tabelle 3.3 auf
Seite 68 dargestellt. Im Einzelnen begru¨nden sich die Beurteilungen wie folgt:
1. Methodik In der gLite-Middleware kommen in ihrer Gu¨ltigkeitsdauer (1.1.1)
beschra¨nkte Proxy-Zertifikate zum Einsatz. Diese Beschra¨nkung wird durch den
Nutzer vollzogen. Die Beglaubigung der Mitgliedschaft innerhalb einer VO wird
durch den VOMS ausgestellt und ist in ihrer Gu¨ltigkeit ebenfalls beschra¨nkt (1.1.1).
Die Empfa¨nger (1.1.2) der Delegation sind weder durch den Nutzer noch durch die
VO zu beschra¨nken. Objekte (1.1.3) ko¨nnen indirekt u¨ber die Definition von Attri-
buten und Zuweisung dieser zu einzelnen Nutzern adressiert werden. Innerhalb der
VO kommt als Autorisierungsmodell RBAC (1.2.1) zum Einsatz, der Nutzer kann
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die zu delegierenden Attribute auswa¨hlen, jedoch nicht definieren. Die Delegati-
onsmechanismen der gLite-Middleware ermo¨glichen die Adressierung von Objekten
auf Grid-Ebene (1.3.1). Dies kann z. B. die Delegation des Privilegs umfassen, Grid-
Ressourcen wie etwa ein definiertes Computing Element zu nutzen. Eine feingranu-
lare Adressierung von Objekten wie einzelnen Dateien auf Speicherressourcen ist
mit dieser Funktionalita¨t jedoch nicht sinnvoll durchfu¨hrbar. Die Delegation von
Privilegien zur Ausfu¨hrung zustandsbehafteter Vorga¨nge (1.3.2) ist nicht mo¨glich.
2. Architektur Die in gLite verwendeten Delegationsmechanismen fu¨hren den
MyProxy-Dienst (2.1.1) zur Unterstu¨tzung langlebiger Rechenauftra¨ge ein. Die-
ser kann mehrfach in der Grid-Infrastruktur vorhanden sein, theoretisch ist ein
MyProxy-Server pro Rechenauftrag mo¨glich. Weiterhin wird ein Protokoll (2.1.2)
fu¨r die Kommunikation zwischen Nutzer und MyProxy-Dienst, bzw. zwischen
proxy-renewd des WMS und MyProxy-Dienst etabliert. Zusa¨tzliche Policy-Sprachen
(2.1.3) werden nicht eingefu¨hrt. Das Hinzufu¨gen neuer Objekte (2.2.1) fu¨r die be-
schra¨nkte Delegation durch den Nutzer ist in der gLite-Middleware nicht vorgese-
hen. Weitere Instanzen bereits vorhandener Dienstearten (2.2.2) werden implizit
dadurch hinzugefu¨gt, dass zusa¨tzliche Attribute durch die SoA der VO generiert
und den Nutzern zugewiesen werden. Weitere Dienstearten (2.2.3) ko¨nnen durch
die Delegationsmechanismen in gLite ebenfalls lediglich implizit u¨ber die Vergabe
von Attributen unterstu¨tzt werden, da eine Beschra¨nkung der Delegation direkt
durch den Nutzer in der Architektur der gLite-Middleware nicht vorgesehen ist.
Zusa¨tzlich mu¨ssen entsprechende Zugriffskontrollmechanismen fu¨r die Ressourcen
erstellt werden. Die Frage der Kompatibilita¨t (2.3) der in der gLite-Middleware zur
Authentifizierung, Autorisierung und Delegation von Nutzerprivilegien verwende-
ten Verfahren ist trivial, da gLite nur zum Vergleich hinzugezogen wird.
3. Nutzerunterstu¨tzung Die gLite-Middleware sieht keine graphische Benutzer-
oberfla¨chen zur Unterstu¨tzung des Nutzers in der Anwendung der Delegationsme-
chanismen vor (3.1.1 - 3.1.3). Automatische Beschra¨nkungen der Delegation finden
mit einer Ausnahme ebenfalls nicht statt (3.2.1, 3.2.3). Diese Ausnahme betrifft
die Delegation der Nutzerprivilegien an den oder die Worker Nodes, die den Re-
chenauftrag des Nutzers ausfu¨hren. Das fu¨r diese Delegation abgeleitete Proxy-
Zertifikat entha¨lt den zusa¨tzlichen Eintrag "CN=limited proxy" im DN des Sub-
jektfeldes. Ziel dieses Eintrags ist es, den Zugriff auf Rechenressourcen (3.2.2) zu
unterbinden. Dafu¨r wird bei jedem Zugriff auf ein CE das Vorhandensein dieses
Eintrags u¨berpru¨ft und im positiven Fall der Zugriff verweigert. Dieser Mechanis-
mus dient dazu, den Schaden im Falle des Missbrauchs eines Proxy-Zertifikates zu
begrenzen. Die Wirksamkeit des Verfahrens ist jedoch stark begrenzt, da es nur
bei missbra¨uchlichem Zugriff auf einen WN schu¨tzt und auch nur die Ausfu¨hrung
weiterer Rechenauftra¨ge begrenzt. Der Zugriff auf alle weiteren Dienste der Grid-
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Infrastruktur ist fu¨r die Gu¨ltigkeitsdauer des Proxy-Zertifikats im Rahmen der Pri-
vilegien des Nutzers gestattet.
3.3.2.2 PRIMA – Privilege Management and Authorization
Das Autorisierungssystem PRIMA [Lor04] wurde mit dem Ziel entwickelt, feingra-
nulare Privilegien in Grid-Infrastrukturen verwalten und durchsetzen zu ko¨nnen. Es
basiert auf dem Globus Tollkit 2 und stellt neben dem als Erweiterung des Grid Re-
source Allocation Manager (GRAM) implementierten Zugriffskontrollmoduls Werk-
zeuge fu¨r Nutzer und Administratoren bereit, die die Erstellung von Richtlinien
erleichtern sollen. Administratoren von Rechenressourcen werden durch PRIMA in
die Lage versetzt, Nutzern Privilegien auf Betriebssystemebene zuzuweisen. Diese
erma¨chtigen die Nutzer zum Zugriff auf lokale Dateien, zum Ausfu¨hren von Pro-
grammen oder zur Nutzung lokaler Netze. Privilegien ko¨nnen durch den Nutzer an
andere Nutzer oder in seinem Auftrag agierende Dienste delegiert werden. PRIMA
verha¨lt sich zu den in Kapitel 3.3.1 aufgestellten Kriterien und Forderungen wie
folgt (vgl. Tabelle 3.3 auf Seite 68):
1. Methodik PRIMA ermo¨glicht die Beschra¨nkung der Delegation sowohl in der
Gu¨ltigkeitsdauer (1.1.1) als auch in Bezug auf die Empfa¨nger der Delegation (1.1.2).
Eine Spezifikation von zu delegierenden Privilegien fu¨r Zugriffe auf Objekte (1.1.3)
ist ebenfalls mo¨glich. Die Vergabe von Privilegien erfolgt im Regelfall nach dem
DAC-Ansatz (1.2.2), Administratoren ko¨nnen jedoch auch Gruppen von Nutzern
im Kontext einzelner Ressourcen bilden und fu¨r diese Gruppen Privilegien verge-
ben. Diese Funktionalita¨t bildet das RBAC-Modell (1.2.1) nach. Durch das Feh-
len einer Attributautorita¨t auf Grid-Ebene, z. B. durch die Implementierung des
VO-Modells (2.3.2), ist jedoch eine Gruppenbildung, die fu¨r die gesamte Grid-
Infrastruktur gu¨ltig ist, nicht mo¨glich. PRIMA autorisiert ausschließlich Zugriffe
auf lokale Objekte von GRAM-Ressourcen. Die Beschra¨nkung der Delegation auf
Objekte (1.3.1) oder zustandsbehaftete Vorga¨nge (1.3.2) der Grid-Ebene ist nicht
vorgesehen.
2. Architektur Die Architektur von PRIMA zeichnet ein Verzicht auf zentrale
Dienste (2.1.1) aus. Komponenten von PRIMA werden ausschließlich lokal auf den
Ressourcen sowie auf den Rechnern der Nutzer eingesetzt. Durch den Transport
der Autorisierungsinformationen in Erweiterungen von Proxy-Zertifikaten (2.3.1)
kann zudem auf zusa¨tzliche Kommunikationsprotokolle verzichtet werden (2.1.2).
Die durch PRIMA verwendete Policy-Sprache (2.1.3) XACML wird im Grid-Umfeld
bereits genutzt, durch die Nutzung eines verbreiteten Standards wird zusa¨tzliche
Komplexita¨t vermieden. Die Delegation von Privilegien, die den Zugriff auf Objekte
(2.2.1) autorisieren, erfolgt durch den Nutzer ohne Unterstu¨tzung durch das Auto-
risierungssystem. Der Nutzer muss dafu¨r u¨ber genaue Informationen bezu¨glich der
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ihm zuga¨nglichen Objekte auf den Ressourcen verfu¨gen. Das Zugriffskontrollmodul
von PRIMA ist spezialisiert auf die Autorisierung von Zugriffen auf lokale Objek-
te von GRAM-Diensten, das Hinzufu¨gen weiterer Dienste dieses Typs (2.2.2) ist
mo¨glich. Eine Unterstu¨tzung weiterer Dienstearten (2.2.3), insbesondere solcher,
die auf Grid-Ebene arbeiten, ist jedoch nicht in der Architektur vorgesehen.
3. Nutzerunterstu¨tzung PRIMA beinhaltet eine graphische Benutzeroberfla¨che
(Privilege Creator) fu¨r die Spezifikation der zu delegierenden Privilegien. Dabei
wird dem Nutzer keine Auswahl der zur Verfu¨gung stehenden Objekte, Attribute
und Rollen (3.1.1) geboten, die Spezifikation erfolgt manuell. Eine U¨berpru¨fung
der spezifizierten Delegation auf Korrektheit der Syntax und Plausibilita¨t findet
nicht statt. Da die Delegationsmechanismen von PRIMA lediglich lokale Objekte
auf GRAM-Ressourcen unterstu¨tzt, sind Oberfla¨chen fu¨r weitere Funktionalita¨ten
nicht vorgesehen (3.1.2, 3.1.3). Eine automatische Beschra¨nkung von Delegationen
findet ebenfalls keine Anwendung (3.2.1 - 3.2.3).
3.3.2.3 CAS – Community Authorization Service
Der Community Authorization Service [Glo06, PWF+02, PWF+03] erfu¨llt im Glo-
bus Toolkit eine konzeptionell mit der des VOMS in der gLite-Middleware vergleich-
bare Rolle. Mittels CAS ko¨nnen Virtuelle Organisationen verwaltet und deren Mit-
gliedern Rollen sowie Privilegien zugewiesen werden. Um den Ressourcen gegenu¨ber
ihre Privilegien nachweisen zu ko¨nnen, erhalten die Nutzer auf Anfrage signier-
te Beglaubigungen (assertions). Diese Beglaubigungen werden in Proxy-Zertifikate
eingebettet und im Push-Verfahren zur Ressource u¨bertragen. Der wichtigste Un-
terschied zum VOMS besteht in der Eigenschaft des CAS, neben den Informationen
u¨ber die Rolle des Nutzers innerhalb der VO auch diskrete Privilegien des Nutzers
verwalten zu ko¨nnen. Die Eigenschaften des CAS (vgl. Tabelle 3.3 auf Seite 68) in
Bezug auf die in Kapitel 3.3.1 aufgestellten Kriterien begru¨nden sich wie folgt:
1. Methodik Die Beschra¨nkung der Delegation erfolgt konzeptionell a¨hnlich wie
in der gLite-Middleware. Abweichend davon unterstu¨tzt der CAS die Delegation
von Privilegien fu¨r diskrete Objekte auf Ressourcen (1.1.3). Im Unterschied zum
Ansatz von PRIMA werden diese Privilegien jedoch zentral auf dem CAS durch das
VO-Management verwaltet. CAS unterstu¨tzt sowohl die Zuordnung von Nutzern zu
Rollen, als auch die Zuweisung von diskreten Privilegien zu Nutzern (1.2.1,1.2.2).
Die beschra¨nkte Delegation von Privilegien auf Grid-Ressourcen (1.3.1) ist mo¨glich,
diese sind jedoch auf Objekte des GridFTP-Servers beschra¨nkt. Weitere Ressour-
cenarten werden nicht unterstu¨tzt. Die Delegation von Privilegien in Bezug auf
zustandsbehaftete Vorga¨nge (1.3.2) wird nicht unterstu¨tzt.
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2. Architektur CAS basiert auf zentralen Diensten (2.1.1). Der CAS bildet fu¨r
jede VO eine einzelne Fehlerstelle. Die aktuelle Version des CAS basiert auf stan-
dardisierten Protokollen und Policy-Sprachen wie WebServices und der Security
Assertion Markup Language (SAML) [Org07b]. Die Flexibilita¨t von CAS in Be-
zug auf beschra¨nkte Delegation ist aufgrund der zentralisierten Architektur einge-
schra¨nkt. Der Nutzer kann nicht selbstta¨tig Objekte fu¨r Delegationen (2.2.1) hin-
zufu¨gen, auch eine Unterstu¨tzung zusa¨tzlicher Dienstearten ist nur mit grundlegen-
den A¨nderungen einzufu¨hren (2.2.3). Das Hinzufu¨gen weiterer bereits unterstu¨tzter
Dienste (2.2.2) ist hingegen einfach zu realisieren. CAS verwendet Proxy-Zertifikate
(2.3.1) und implementiert das VO-Modell (2.3.2).
3. Nutzerunterstu¨tzung CAS bietet weder eine graphische Benutzeroberfla¨che
(3.1.x) fu¨r den Nutzer noch automatische Beschra¨nkungen der delegierten Privile-
gien (3.2.x) auf das fu¨r die jeweilige Aufgabe minimal Notwendige.
3.3.2.4 On-Demand Restricted Delegation
In [ABM+06] wird eine Architektur fu¨r dynamische, beschra¨nkte Delegationen von
Privilegien in Grid-Infrastrukturen vorgeschlagen. Fu¨r eine Analyse des Ansatzes
anhand der in Kapitel 3.3.1 aufgestellten Kriterien fehlen jedoch detaillierte Infor-
mationen sowie eine vero¨ffentlichte Implementierung. Aus diesem Grund werden an
dieser Stelle lediglich die Kernpunkte des Ansatzes vorgestellt:
Dem Ansatz liegt die zentrale These zugrunde, dass der Nutzer vor dem Absenden
eines Rechenauftrags nicht in der Lage ist, die dafu¨r beno¨tigten Privilegien zu spe-
zifizieren. Daher sieht die Architektur die Verwendung verteilter Delegationdienste
vor, die exklusiv Nutzern oder Ressourcen zur Verfu¨gung stehen und der dynami-
schen Gewa¨hrung von Delegationen dienen. Basis der auf Ontologien basierenden
Entscheidungen der Delegationsdienste sind die von den Nutzern vor Beginn des
Rechenauftrags hinterlegten Richtlinien fu¨r die Delegation ihrer Privilegien. Fu¨r die
Abfrage des individuellen Privilegienbedarfs der Rechenauftra¨ge bei den Delegati-
onsdiensten der Ressourcen wird die Verwendung von Sprachen aus dem Bereich des
Semantic Web [KFJ03, TBKM05] vorgeschlagen. Dies gilt auch fu¨r die Abfragen
zur Erlangung dieser Privilegien bei den Delegationsdiensten der Nutzer.
Ein Nebeneffekt der Verwendung von Delegationsdiensten ist die Mo¨glichkeit, einen
Sperrmechanismus fu¨r Proxy-Zertifikate zu realisieren. Dieser wird durch die Re-
gistrierung von Proxy-Zertifikaten beim jeweiligen Delegationsdienst des Nutzers
implementiert. Die Sperrung nimmt der Nutzer durch Lo¨schen der Registrierung
vor. Dadurch erhalten Ressourcen, die das entsprechende Proxy-Zertifikat verwen-
den, keine weiteren Delegationen. Die Sperrung eines Proxy-Zertifikats ist immer





In Kapitel 3.3.2 wurden neben den Delegationsmechanismen der gLite-Middleware
drei weitere Ansa¨tze analysiert, die eine beschra¨nkte Delegation von Nutzerprivi-
legien in Grid-Infrastrukturen realisieren. Diese werden nachfolgend anhand der in
Kapitel 3.3.1 aufgestellten Kriterien bewertet. Auf eine detaillierte Bewertung des
in [ABM+06] vorgestellten Ansatzes wird verzichtet, da bisher noch keine daru¨ber
hinausgehenden Informationen sowie keine Implementierung vorliegen. Insgesamt
erscheint die hohe Komplexita¨t des Ansatzes in Abwa¨gung des daraus abgeleiteten
Nutzens schlecht begru¨ndet. Kern des Ansatzes ist die Annahme, dass es Nutzern
nicht mo¨glich ist, vor Abgabe eines Auftrags an die Grid-Infrastruktur statische
Richtlinien fu¨r die Delegation von Privilegien zu spezifizieren. Diese Annahme wird
von den Autoren nicht begru¨ndet. Es wird jedoch vorausgesetzt, dass es den Nutzern
mo¨glich ist, Richtlinien zu spezifizieren, die die Delegationsdienste als Grundlage
fu¨r Entscheidungen u¨ber Delegationsgesuche der Ressourcen verwenden ko¨nnen.
Es erscheint zweifelhaft, dass beide Annahmen zutreffen ko¨nnen. Die durch die
gLite-Middleware sowie PRIMA und CAS implementierten Delegationsmechanis-
men verhalten sich in Bezug auf die aufgestellten Kriterien und daraus abgeleiteten
Anforderungen wie folgt:
1. Methodik Die Forderung in Kapitel 3.3.1.1, nach der die Autorisierung mit-
tels RBAC durch die Attributautorita¨t der Virtuellen Organisation (1.2.1), die Be-
schra¨nkung der Delegation jedoch durch den Nutzer fu¨r diskrete Objekte (1.2.2)
erfolgen sollte, unterstu¨tzt keiner der untersuchten Ansa¨tze. PRIMA ermo¨glicht
dem Nutzer zwar die Beschra¨nkung der Delegation auf diskrete Objekte, die Auto-
risierung fu¨r den Zugriff auf diese muss dafu¨r jedoch im Vorhinein durch die AA fu¨r
jede Ressource separat erfolgen. Die Delegation von Zugriffsrechten fu¨r Objekte auf
der Grid-Ebene (1.3.1) wird nicht (PRIMA) oder nur unvollsta¨ndig (gLite, CAS)
fu¨r einzelne Dienste unterstu¨tzt. PRIMA unterstu¨tzt ausschließlich lokale Objekte
auf GRAM-Ressourcen, der Nutzer hat entsprechend u¨ber Kenntnisse der lokalen
Objekte auf den Ressourcen zu verfu¨gen. Die Delegation von Privilegien fu¨r die
Ausfu¨hrung zustandsbehafteter Vorga¨nge (1.3.2) unterstu¨tzt keiner der Ansa¨tze.
Die durch das Grid-Paradigma eingefu¨hrte Abstraktionsebene wird durch diese De-
fizite signifikant geschwa¨cht.
2. Architektur Die Definition von diskreten Objekten, fu¨r die Zugriffsrechte de-
legiert werden ko¨nnen, erfolgt in allen untersuchten Ansa¨tzen durch die Attribut-
autorita¨t. Der Aufwand fu¨r die Administration der VO wird dadurch erho¨ht, die
Flexibilita¨t fu¨r den Nutzer (2.2.1) entsprechend gesenkt, zudem wird der Nutzen
aus der Implementierung des RBAC-Modells reduziert. PRIMA implementiert wei-
terhin nicht das VO-Paradigma (2.3.2), wodurch die Bildung von Nutzergruppen so-
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wie die dynamische Zuweisung von Nutzungsrechten zu diesen signifikant erschwert
wird.
3. Nutzerunterstu¨tzung Die Unterstu¨tzung des Nutzers bei der Beschra¨nkung
von Delegationen durch graphische Benutzeroberfla¨chen (3.1) ist nur in PRIMA
rudimenta¨r gegeben. Der Nutzer beno¨tigt jedoch auch bei Unterstu¨tzung durch die-
ses Werkzeug detaillierte Kenntnisse, wodurch eine Erleichterung der Aufgabe kaum
gegeben ist. Eine automatische Beschra¨nkung der Delegationen des Nutzers imple-
mentiert keines der untersuchten Verfahren zufriedenstellend. Die Beschra¨nkung
der Delegation fu¨r Rechenauftra¨ge der gLite-Middleware (vgl. Kapitel 3.3.2.1) ist
nicht zielfu¨hrend, da die Beschra¨nkung erst nach Verlassen der Einflussspha¨re des
Nutzers eingefu¨hrt wird und nur auf einem Dienst wirksam ist. Die Implementie-
rung von wirksamen Funktionalita¨ten zur Unterstu¨tzung des Nutzers ist somit bei
keinem Verfahren gegeben, sie ist jedoch eine unabdingbare Voraussetzung fu¨r die
Akzeptanz durch den Nutzer.
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1.1 Dimension der Beschra¨nkung (in Klammern: ausfu¨hrende Entita¨t)
1.1.1 Gu¨ltigkeitsdauer + (VO,Nutzer) + (Nutzer) + (VO,Nutzer)
1.1.2 Empfa¨nger − + (Nutzer) −
1.1.3 Objekt ◦ (Nutzer) + (Nutzer) + (Nutzer)
1.2 Autorisierungsmodell (in Klammern: autorisierende Entita¨t)
1.2.1 RBAC + (VO) ◦ (AA) + (VO)
1.2.2 DAC − + (AA) ◦ (VO)
1.3 Objekte der beschra¨nkten Delegation
1.3.1 Objekte auf
Grid-Ebene ◦ − ◦
1.3.2 Zustandsbehaftete










2.1.1 zentrale Dienste ◦ + ◦
2.1.2 Protokolle ◦ + +
2.1.3 Policy-Sprachen + + +
2.2 Flexibilita¨t
2.2.1 Objekte − ◦ −
2.2.2 Dienste + + +
2.2.3 Dienstearten − − −
2.3 Kompatibilita¨t
2.3.1 Proxy-Zertifikate + + +















3.1 Funktionalita¨t der Graphischen Benutzeroberfla¨che: Auswahl von
3.1.1 Attributen/Rollen − ◦ (manuell) −
3.1.2 Objekten auf
Speicherressourcen − − −
3.1.3 zustandsbehaf-
teten Vorga¨ngen − − −
3.2 Automatische Beschra¨nkung von Delegationen
3.2.1 Zugriffe auf Grid-
Speicherressourcen − − −
3.2.2 Zugriffe auf
Grid-Rechenressourcen
◦ − −(nur fu¨r WN)
3.2.3 fu¨r zustands-
behaftete Vorga¨nge − − −




In Kapitel 3.2 wurde gezeigt, dass eine Kompromittierung von Proxy-Credentials
in Grid-Infrastrukturen, die auf der GSI, speziell aber auf der gLite-Middleware
basieren, mo¨glich ist. Sowohl die gegenu¨ber ihren Virtuellen Organisationen fu¨r
ihre Handlungen haftenden Nutzer, als auch die Betreiber von Grid-Ressourcen
mu¨ssen daher ein vitales Interesse daran haben, den aus Kompromittierungen von
Proxy-Credentials resultierenden Missbrauch zu beschra¨nken.
Das Interesse der Nutzer liegt in der Vermeidung von in ihrem Namen miss-
bra¨uchlich in Anspruch genommenen Leistungen der Grid-Infrastruktur, da diese
zu einer Belastung der individuellen Nutzungskontingente sowie weitergehenden ju-
ristischen Konsequenzen fu¨hren ko¨nnten. Die gezielte Beschra¨nkung der delegierten
Privilegien durch die Nutzer auf die fu¨r die Ausfu¨hrung der gewu¨nschten Aktionen
beno¨tigte Untermenge stellt ein probates Mittel hierfu¨r dar.
Damit ein Missbrauch der Grid-Ressourcen wirksam verhindert werden kann,
mu¨ssen die Richtlinien zur Beschra¨nkung der Delegation auf den Ressourcen durch-
gesetzt werden. Dies liegt im Interesse der Ressourcenanbieter, da eine Abrechnung
von Leistungen unter Verwendung hierfu¨r vom Nutzer nicht berechtigter Credenti-
als in der Regel unmo¨glich sein du¨rfte. Auch datenschutzrechtliche Haftungsfragen
im Fall von unrechtma¨ßig offengelegten Daten der Nutzer ko¨nnen fu¨r die Ressour-
cenanbieter von Bedeutung sein.
Die in Kapitel 3.3 durchgefu¨hrte Analyse von Ansa¨tzen zur Delegation von Nut-
zerprivilegien hat ergeben, dass keiner dieser Ansa¨tze die Anforderungen der auf-
gestellten Kriterien erfu¨llt. Ein wirksamer Schutz der zur Delegation verwendeten
Proxy-Credentials besteht nicht oder nur fu¨r wenige Anwendungsbereiche. Daher
wurde – ausgehend von den in Kapitel 3.3.3 zusammengefassten Erkenntnissen – ein
neuer, umfassender Ansatz fu¨r die beschra¨nkte Delegation von Privilegien erarbei-
tet, der in diesem Kapitel vorgestellt wird. Dieser Ansatz bildet auch die Grundlage
fu¨r die in Kapitel 5 vorgestellte Implementierung am Beispiel der gLite-Middleware.
4.1 Voru¨berlegungen und Zielsetzungen
GSI-basierte Middlewares wie das Globus Toolkit und die gLite-Middleware bilden
die Grundlage fu¨r die meisten der heute betriebenen Grid-Infrastrukturen. Ausge-
hend von deren Verbreitung in europa¨ischen Grid-Projekten sowie der lokal vorhan-
denen Erfahrungen (vgl. Anhang A) empfahl es sich, die gLite-Middleware als Basis
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fu¨r den Entwurf eines umfassenden Ansatzes zur beschra¨nkten Delegation zu ver-
wenden. Ein Einsatz in Grid-Infrastrukturen auf Basis des Globus Toolkit sollte da-
bei zu einem spa¨teren Zeitpunkt mo¨glich und nicht von vornherein durch Designent-
scheidungen ausgeschlossen werden. Erleichtert wird eine solche Portierung durch
den Umstand, dass beide Middlewares durch die Nutzung von Authentifizierungs-
und Autorisierungsmechanismen der GSI in diesem Bereich prinzipiell kompatibel
sind, auch wenn sich die durch diese Mechanismen geschu¨tzten Dienste unterschei-
den.
Das nachtra¨gliche Einfu¨hren von Sicherheitsmechanismen in etablierte Systeme ist
prinzipiell mit besonderen Anforderungen verbunden. Eine dieser Anforderungen ist
die Wahrung der Kompatibilita¨t mit dem System, um die Funktion der bestehenden
Komponenten nicht zu gefa¨hrden. Eine andere ist die dazu unter Umsta¨nden in
Konflikt stehende Sicherstellung der intendierten Funktion des neuen Mechanismus.
Ausgehend von diesen U¨berlegungen und den Anforderungen in Kapitel 3.3.1 erge-
ben sich folgende Zielsetzungen:
 Die Kompatibilita¨t zu den implementierten Authentifizierungs- und VO-
basierten Autorisierungsmechanismen ist zu wahren. Auch sind bestehende
Standards, wie Protokolle und Sprachen, wo mo¨glich zu befolgen, um die
spa¨tere Portierung auf andere Middlewares zu vereinfachen.
 Der Umfang der delegierten Privilegien muss effektiv eingeschra¨nkt werden,
um das Risiko eines Missbrauchs signifikant zu senken. Unbeschra¨nkte Dele-
gationen du¨rfen nicht an Entita¨ten außerhalb der Einflussspha¨re des Nutzers
bzw. seiner Institution erteilt werden.
 Die Komplexita¨t und der Aufwand der Verwaltung von Nutzerprivilegien
und Zugangskontrollmechanismen auf VO- bzw. Site-Ebene darf nicht signifi-
kant steigen, da andernfalls eine Skalierung auf große Nutzerzahlen erschwert
wu¨rde.
 Neben statischen Grid-Objekten, wie Dateien und Verzeichnissen auf Storage
Elements, sind auch dynamische, zustandsbehaftete Vorga¨nge wie Rechenauf-
tra¨ge fu¨r eine Delegation zu unterstu¨tzen. Weiterhin muss eine Erweiterung
des Delegationsmechanismus fu¨r zusa¨tzliche Dienste mit geringem Aufwand
mo¨glich sein.
 Der Nutzer muss in der Anwendung der Delegationsmechanismen durch ge-
eignete Mittel effektiv unterstu¨tzt werden. Die Erfahrung zeigt, dass Sicher-
heitsmechanismen von Nutzern nur akzeptiert werden, wenn deren Anwen-
dung mit nur geringem Mehraufwand verbunden, der daraus resultierende
Sicherheitsgewinn aber erheblich ist. Diese Mittel ko¨nnen aus graphischen





4.2.1 Delegation durch Selbstbeschra¨nkung der Nutzer
Die Vergabe von Privilegien innerhalb heutiger Grid-Verbu¨nden ist hierarchisch
organisiert (vgl. Abbildung 4.1). Ressourcenbetreiber erteilen den in dieser Umge-
bung etablierten Virtuellen Organisationen Nutzungsrechte u¨ber die Vereinbarung
von Service Level Agreements und Acceptable Use Policies (vgl. Kapitel 2.3.4).
Die Virtuellen Organisationen geben diese Nutzungrechte in Ga¨nze oder als Teil-
menge an ihre Mitglieder weiter. Dies erfolgt nach dem um generische Attribute
erga¨nzten Modell der rollenbasierten Zugriffskontrolle in Form von VO-Attributen,
d. h. signierten Beglaubigungen u¨ber Mitgliedschaften in Untergruppen der VO so-







von NutzerA in VO1
Abbildung 4.1: Hierarchie der Privilegien in Grid-Infrastrukturen
Die gleichzeitige Mitgliedschaft von Nutzern in multiplen Virtuellen Organisatio-
nen ist prinzipiell mo¨glich. In den AUP der Virtuellen Organisationen und der
Ressourcenbetreiber muss jedoch klar geregelt werden, ob die daraus abgeleiteten
Privilegien gemeinschaftlich fu¨r atomare Aktionen im Grid ausgeu¨bt werden du¨rfen.
Die bestehenden Mechanismen der etablierten Grid-Middlewares ermo¨glichen die
gezielte Delegation einer Teilmenge von Privilegien nur in eingeschra¨nkter Form
durch in grober Granularita¨t delegierte Privilegien zur Ausu¨bung der eigenen
Gruppen- oder Rollenmitgliedschaften innerhalb der VO. Nutzern ist es mo¨glich,
eine Teilmenge der eigenen VO-Attribute zu delegieren. Auf die Granularita¨t der




Der in dieser Arbeit vorgestellte Ansatz erha¨lt die bestehende Autorisierungsarchi-
tektur und erga¨nzt sie um einen Mechanismus, der eine fein-granulare Delegation
von Privilegien der Nutzer an Grid-Ressourcen ermo¨glicht. Der Ansatz fu¨hrt Auto-
risierungsrichtlinien ein, in denen Nutzer Regeln erlassen ko¨nnen. In diesen werden
Teilmengen der den Nutzern durch die Attributautorita¨ten zugewiesenen Privile-
gien spezifiziert sowie das Recht zu ihrer Ausu¨bung an Grid-Ressourcen delegiert,
die ihre Auftra¨ge bearbeiten.
Zu der in Formel 4.1 dargestellten bisherigen Form der Delegation kommt damit
die zusa¨tzliche Komponente der nutzerdefinierten Richtlinie hinzu, die in diesem
Fall eine Regel beinhaltet (vgl. Formel 4.2).
keyEECU delegates isMember((U inR)V Ox)∧∗ to keyPCU (4.1)
keyEECU delegates excercise(privilege) to keyPCU (4.2)
In Grid-Infrastrukturen ist diese Art der nutzerdefinierten Richtlinien als Selbstbe-
schra¨nkung der den Nutzern von Virtuellen Organisationen zugesicherten Privile-
gien zu interpretieren. Dieser Umstand erkla¨rt sich aus der Tatsache, dass Nutzer
u¨ber keine eigensta¨ndige Autorita¨t in der Grid-Infrastruktur verfu¨gen. Davon aus-
gehend ist es fu¨r Nutzer unmo¨glich, mittels der von ihnen erstellten Richtlinien
die Menge an Privilegien zu u¨berschreiten, die ihnen durch die Attributautorita¨ten
der Virtuellen Organisationen zugewiesen wurde. Abbildung 4.1 auf der vorheri-
gen Seite veranschaulicht diesen Umstand. Je nach Ausgestaltung der AUP zwi-
schen Grid-Infrastruktur und VO, bzw. zwischen VO und Nutzer, ko¨nnen Nutzer
jedoch Privilegien multipler Virtueller Organisationen gemeinsam in nutzerdefinier-
ten Richtlinien fu¨r eine Aktion aktivieren.
Die Methode der Selbstbeschra¨nkung der delegierten Privilegien durch die Nutzer
hat Vorteile gegenu¨ber Ansa¨tzen, die auf zentral organisierten Delegationsmecha-
nismen beruhen. So steigt der Aufwand zur Verwaltung von Virtuellen Organi-
sationen durch eine fein-granulare Delegation von Nutzerprivilegien nicht an. Die
Verantwortlichen einer VO nehmen weiterhin nur eine grobe Klassifizierung der
Nutzer in Form einer Zuweisung von Attributen wie Gruppenmitgliedschaften oder
Rollen vor. Weiterhin sinkt das mit einem Missbrauch der Delegation verbunde-
ne Risiko, da Nutzer genauere Richtlinien fu¨r die Delegation erstellen ko¨nnen, als
dies mit vertretbarem Aufwand durch die Attributautorita¨t der VO mo¨glich wa¨re.
Dieser Umstand ergibt sich vornehmlich aus der Tatsache, dass die Nutzer genaue
Kenntnis u¨ber die fu¨r ihre Aktionen im Grid beno¨tigten Objekte haben. Mit die-
sem Wissen lassen sich Richtlinien spezifizieren, deren enthaltene Regeln na¨her am



























(b) Zusa¨tzliche Beschra¨nkung der delegier-
ten Nutzerprivilegien
Abbildung 4.2: Beschra¨nkung von Delegationen
4.2.2 Dimensionen der Beschra¨nkung
Die Delegation von Privilegien kann (vgl. Kapitel 3.3.1.1) in drei Dimensionen
beschra¨nkt werden. Im einfachsten Fall wird die Gu¨ltigkeitsdauer der Delegation
(vgl. Abbildung 4.2a) limitiert. Damit ist der Besitzer der Delegation nach Ablauf
der Gu¨ltigkeitsdauer nicht mehr berechtigt, die delegierten Privilegien auszuu¨ben.
Dieser Ansatz wird in Grid-Infrastrukturen, die auf der GSI basieren, durch den
Einsatz von Proxy-Zertifikaten verfolgt. Dass dieser Ansatz allein nicht ausreicht,
um Delegationen hinreichend zu sichern, wurde bereits in Kapitel 3.2 dargelegt.
Insbesondere verhindert er nicht das Offenlegen von Daten des Nutzers, die auf
Grid-Ressourcen gespeichert werden.
Der in dieser Arbeit vorgestellte Ansatz kombiniert die Mechanismen der GSI mit ei-
ner zusa¨tzlichen Dimension der Beschra¨nkung. Im Gegensatz zu den Delegationsme-
chanismen der GSI, in der Empfa¨nger von Delegationen das Recht zur Ausu¨bung des
vollen Umfangs der Privilegien des Nutzers erhalten, wird nun eine fein-granulare
Beschra¨nkung der durch die Attributautorita¨t der VO zugewiesenen Nutzerprivi-
legien ermo¨glicht (vgl. Abbildung 4.2b). Die Beschra¨nkung der Nutzerprivilegien
erfolgt durch Aufstellen von diskreten Regeln, die in nutzerdefinierten Richtlinien
zusammengefasst werden.
Eine Beschra¨nkung der Delegation auf zur Nutzung berechtigte Entita¨ten (De-
legationsempfa¨nger) erscheint in Grid-Infrastrukturen nicht zielfu¨hrend und wird
deshalb in diesem Ansatz nicht durchgefu¨hrt. Das gro¨ßte Hindernis bei der stati-
schen Beschra¨nkung der Delegation auf Ressourcen ist die hohe Dynamik in Grid-
Infrastrukturen. So ist es u¨blich, dass dem Nutzer im vorhinein nicht bekannt ist,
welche Rechenressource fu¨r einen bestimmten Auftrag verwendet wird, so dass eine
Spezifikation von Richtlinien vor Beauftragung unmo¨glich ist. Auch ist es mo¨glich,
dass Rechenauftra¨ge wegen eines Fehlers der ausfu¨hrenden Ressource abbrechen und
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deshalb von der Grid-Infrastruktur ohne Benachrichtigung des Nutzers auf einer an-
deren noch einmal ausgefu¨hrt werden. Dies wa¨re bei einer statischen Beschra¨nkung
der Delegation auf bestimmte Ressourcen unmo¨glich. Eine a¨hnliche Problematik
gilt fu¨r Speicherressourcen. Diese nehmen bei Bedarf automatische Replikationen
von Dateien vor, um entweder ha¨ufig beno¨tigte Dateien in besserer Lokalita¨t zu
den diese bearbeitenden Rechenressourcen zu haben oder um die Verfu¨gbarkeit im
Fehlerfall zu verbessern. Bei einer statischen Beschra¨nkung der Delegation auf den
Zugriff auf eine Speicherressource wa¨re der Zugriff auf die dynamisch ausgesuchte
unter Umsta¨nden untersagt und der entsprechende Auftrag wu¨rde scheitern.
4.2.3 Objektklassen
In Kapitel 3.3.1.1 wurden die in Grid-Infrastrukturen verwendeten Klassen von Ob-
jekten im Nutzerzugriff vorgestellt. Entsprechend der dort aufgestellten Forderung
unterstu¨tzt der vorgelegte Ansatz Objekte auf Ebene der Grid-Middleware. Lokale
Objekte auf Betriebssystemebene der Grid-Ressourcen sollten lediglich tempora¨r
fu¨r die Dauer von Rechenauftra¨gen im Besitz des Nutzers sein und sind daher fu¨r
diesen von nur transientem Interesse. Die Objekte der Grid-Ebene gliedern sich in
statische und zustandsbehaftete, also vera¨nderliche, Objekte.
4.2.3.1 Statische Objekte
Statische Objekte sind entweder existent oder nicht existent und haben somit fu¨r die
Delegation von sie betreffenden Privilegien lediglich einen relevanten Zustand. Sie
werden innerhalb der Grid-Infrastruktur durch einen eindeutigen Bezeichner adres-
siert. In heutigen Grid-Infrastrukturen wird diese Objektklasse von Dateien und
Verzeichnissen auf Speicherressourcen repra¨sentiert. Eine Anpassung des Ansatzes
auf zuku¨nftige Dienste, deren Objekte u¨ber eine a¨hnliche Charakteristik verfu¨gen,
ist mit geringem Aufwand mo¨glich.
Auf Objekte der Datendienste kann auf verschiedene Arten zugegriffen werden, die
durch den Ansatz zur beschra¨nkten Delegation unterstu¨tzt werden mu¨ssen. Typisch
sind die Zugriffsarten Lesen (read), Schreiben (write) sowie Lo¨schen (delete). Hinzu
kommt bei einigen Implementierungen von Speicherressourcen noch die Zugriffsart
des Erstellens von Objekten (write-once oder create). Die Informationen u¨ber die
dem Nutzer zugeordneten Privilegien bezu¨glich dieser Objekte werden in gLite-
Infrastrukturen im File Catalog (vgl. Kapitel 2.1.3.2) verwaltet.
Die gezielte Beschra¨nkung der Delegation von Privilegien fu¨r den Zugriff auf stati-
sche Objekte erfolgt durch Einbinden von Regeln in die nutzerdefinierten Richtlini-
en. Diese Regeln beinhalten die durch den Nutzer autorisierten Zugriffsarten sowie
eine Referenz auf das Objekt. Die Zugriffskontrolle auf Grid-Ressourcen anhand
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der nutzerdefinierten Richtlinien erfolgt durch Vergleich der in dieser autorisierten
Zugriffe mit dem vorliegenden Zugriff.
4.2.3.2 Zustandsbehaftete Objekte
Zustandsbehaftete Objekte werden in Grid-Infrastrukturen durch Vorga¨nge wie
Rechenauftra¨ge oder Datentransfers zwischen Speicherressourcen repra¨sentiert. Sie
werden durch den Nutzer beauftragt, verfu¨gen somit u¨ber einen Besitzer und wer-
den mit einem eindeutigen Bezeichner versehen. Die zusta¨ndigen Komponenten der
Grid-Middleware, im Fall von Rechenauftra¨gen in gLite-Infrastrukturen der LB-
Service (vgl. Kapitel 2.1.3.4) sowie der File Transfer Service (FTS) fu¨r Dateitrans-
fers, verwalten Informationen u¨ber den Zustand dieser Objekte.
Die Delegation von Privilegien fu¨r die Ausfu¨hrung dieser Art von Vorga¨ngen erfolgt
durch Einbinden von Regeln in die nutzerdefinierten Richtlinien. Diese Regeln ha-
ben die Zugriffsart execute, ko¨nnen aber auch genutzt werden, um das Abbrechen
(cancel) sowie das tempora¨re Unterbrechen und die spa¨tere Wiederaufnahme (sus-
pend, resume) von Vorga¨ngen zu autorisieren. Das Objekt wird in diesen Regeln
mittels seines eindeutigen Bezeichners referenziert.
Die Zugriffskontrolle anhand der nutzerdefinierten Richtlinien auf den Ressourcen
kann durch U¨berpru¨fen der Existenz eines solchen Objekts in der Datenbank des
verwaltenden Dienstes erfolgen, womit der Wille des Besitzers zur Durchfu¨hrung
dieses Vorgangs prinzipiell belegt ist. Zusa¨tzlich kann der Zustand eines Vorgangs,
der sich u¨ber seine Lebensdauer vera¨ndert, zur Zugangskontrolle genutzt werden.
Durch Abfragen des momentanen Zustands eines Vorgangs bei der Zugriffskontrolle
kann dadurch z. B. das wiederholte Durchfu¨hren (replay attack) bereits abgeschlos-
sener oder bereits in Durchfu¨hrung befindlicher Auftra¨ge unterbunden werden.
4.2.4 Beispiel: Beschra¨nkte Delegation mit nutzerdefinierten Richtlinien
Die Mitgliedschaft eines Nutzers U in V Ox in der Rolle R1 gibt ihm durch entspre-
chende Vereinbarungen zwischen VO und Ressourcenbetreiber auf das Verzeichnis
/VOx/R1/ eines Storage Elements Rechte zum Schreiben, Lesen sowie Lo¨schen von
Dateien. Weiterhin erha¨lt er das Recht, Rechenauftra¨ge an die Grid-Infrastruktur
abzugeben. Fu¨r einen Rechenauftrag beno¨tigt er die Dateien /VOx/R1/Data1 und
/VOx/R1/Data2 als Eingabedateien sowie VOx/R1/Out1 als Ausgabedatei. Fu¨r den
Rechenauftrag vergibt Nutzer U zusa¨tzlich einen eindeutigen Bezeichner JobU1 und
registriert diesen auf dem zusta¨ndigen LB-Service. Um diesen Rechenauftrag mit
den beno¨tigten Privilegien in seinem Namen auszustatten, delegiert der Nutzer sei-
ne Privilegien an den geheimen Schlu¨ssel eines Proxy-Zertifikats (vgl. Formel 4.3).
keyEECU delegates isMember((U inR1)V Ox)∧∗ to keyPCU (4.3)
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Um den mo¨glichen Missbrauch mit seinen Daten auf die fu¨r den Rechenauftrag
beno¨tigten Privilegien zu beschra¨nken, erla¨sst der Nutzer eine nutzerdefinierte
Richtlinie, die andere als die erlaubten Zugriffe auf Daten untersagt (vgl. For-
meln 4.4 bis 4.6). Um das missbra¨uchliche Abgeben weiterer Rechenauftra¨ge, die
sein Kontingent an Rechenzeit belasten wu¨rden, zu untersagen, fu¨gt der Nutzer
zusa¨tzlich eine weitere Regel (vgl. Formel 4.7) ein, die explizit nur das Ausfu¨hren
des Rechenauftrags mit dem Bezeichner JobU1 gestattet.
keyEECU delegates read(/V Ox/R1/Data1) to keyPCU (4.4)
keyEECU delegates read(/V Ox/R1/Data2) to keyPCU (4.5)
keyEECU delegates write(/V Ox/R1/Out1) to keyPCU (4.6)
keyEECU delegates execute(JobU1) to keyPCU (4.7)
4.3 Nutzerdefinierte Autorisierungsrichtlinien
In Kapitel 4.2 wurde der Ansatz zur Selbstbeschra¨nkung der delegierten Privilegien
durch die Anwender der Grid-Infrastruktur vorgestellt. Kern dieses Ansatzes sind
nutzerdefinierte Richtlinien, in denen spezifiziert wird, welche Untermenge der eige-
nen Privilegien der ausfu¨hrenden Grid-Ressource zur Verfu¨gung stehen. In diesem
Kapitel werden Anforderungen sowie die gewa¨hlten Lo¨sungsansa¨tze diskutiert, die
eine fu¨r den Anwender nutzbare und sichere Implementierung dieses Konzepts (vgl.
Kapitel 5) ermo¨glichen.
4.3.1 Bestandteile und Format
Die Bestandteile nutzerdefinierter Richtlinien ergeben sich aus den Informationen,
die fu¨r die Entscheidung u¨ber einen Ressourcenzugriff (vgl. Kapitel 4.4) beno¨tigt
werden. Eine Richtlinie muss dabei Informationen u¨ber das Subjekt des Zugriffs
enthalten. Im Falle von delegierten Privilegien ist dies in jedem Fall der Nutzer
selbst, auch dann, wenn eine Ressource in seinem Namen agiert. Diese Information
kann entweder explizit Teil der Richtlinie sein oder sich implizit aus dem Kontext,
in dem die Richtlinie durch den PDP der Ressource betrachtet wird, ergeben (vgl.
Kapitel 4.3.3). Ist die Richtlinie z. B. digital signiert, geht die Information u¨ber
das Subjekt aus der Signatur hervor. Weiterer Bestandteil einer Richtlinie ist das
Objekt oder Ziel (target) des Zugriffs. Die Bezeichner von Objekten variieren dabei
im Aufbau je nach Ressourcentyp. Fu¨r alle unterstu¨tzten Objektarten muss jedoch
deren Eindeutigkeit sichergestellt werden. Letzter Bestandteil einer nutzerdefinier-
ten Richtlinie sind Regeln, die fu¨r jede mo¨gliche Zugriffsart auf das referenzierte
Objekt den Zugriff gestatten oder verweigern.
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Zugriffsarten und Adressierung statischer Objekte In Kapitel 4.2.3.1 wurden be-
reits die Eigenschaften dieser Objektklasse dargelegt, die in Grid-Infrastrukturen
von Dateien und Verzeichnissen auf Speicherressourcen repra¨sentiert wird. Die Ver-
waltung dieser Objekte, einschließlich der zugeho¨rigen Zugriffsrechte, erfolgt in In-
frastrukturen auf Basis der gLite-Middleware durch den File Catalog (vgl. Kapi-
tel 2.1.3.2), der auf VO-Ebene betrieben wird.
Die Erstellung von Richtlinien fu¨r diese Objekte sollte in der fu¨r die Anwender
einfachsten Weise ablaufen. Daraus folgt, dass Nutzer in die Lage versetzt werden
sollten, die Bezeichner fu¨r Objekte zu verwenden, die sie auch fu¨r entsprechende
Zugriffe nutzen. In der Praxis verwenden Nutzer fu¨r diese Art von Objekten einen
logischen Bezeichner wie den LFN oder die GUID, der durch den verwaltenden
File Catalog bei Bedarf in einen physischen Bezeichner wie eine SURL oder TURL
u¨bersetzt wird.
Fu¨r die Referenzierung mehrerer Objekte in einer Richtlinie ist weiterhin ei-
ne mo¨glichst flexible Unterstu¨tzung von Wildcards sinnvoll. Es sollte mindestens
mo¨glich sein, mehrere Objekte zu referenzieren, deren Bezeichner sich nur in einem
Zeichen oder aber ab einem Zeichen bis zum Ende des Bezeichners unterscheidet.
Auch eine Referenzierung aller Objekte eines Verzeichnisses sollte mit einem solchen
Mechanismus mo¨glich sein.
Zugriffsarten auf Objekte dieser Klasse bestehen aus Lesen (read), Schreiben (wri-
te) sowie Lo¨schen (delete). Auch die in einigen Speicherressourcen implementierte
Zugriffsart Erstellen (write-once oder create) sollte unterstu¨tzt werden.
Operationen auf und Adressierung von zustandsbehafteten Vorga¨ngen Diese
Klasse von Objekten (vgl. Kapitel 4.2.3.2) wird in Grid-Infrastrukturen von Re-
chenauftra¨gen und Datentransferoperationen zwischen SE-Diensten repra¨sentiert.
Vorga¨ngen dieser Art werden im Kontext der sie verwaltenden Dienste eindeuti-
ge Bezeichner zugeordnet. Diese Bezeichner werden als Ziel (target) des Zugriffs
Bestandteil der sie betreffenden Richtlinie.
Die mo¨glichen Arten des Zugriffs auf diese Objektklasse wurden bereits in Kapi-
tel 4.2.3.2 vorgestellt. Die Zugriffsart Ausfu¨hren (execute) muss durch den Mecha-
nismus zur beschra¨nkten Delegation unterstu¨tzt werden. Als optional kann hin-
gegen die Unterstu¨tzung der Delegation von Berechtigungen fu¨r weitere, seltener
beno¨tigte Operationen angesehen werden. Mit der Unterstu¨tzung dieser Berechti-
gungen kann es Nutzern beispielsweise ermo¨glicht werden, das Privileg zum Ab-
brechen (cancel) von Auftra¨gen separat zu vergeben oder eine solche Operation
explizit zu untersagen. Damit wa¨re eine spezielle Art von Dienstverweigerungs-
angriffen durch kompromittierte Proxy-Credentials vermeidbar, bei der Angreifer
kompromittierte Proxy-Credentials zum Abbruch von Nutzerauftra¨gen verwenden.
Es muss jedoch bezweifelt werden, dass sich fu¨r einen Angreifer der Aufwand als
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o¨konomisch sinnvoll darstellt, erst ein gu¨ltiges Proxy-Credential des Nutzers zu
erlangen, um nachfolgend mit diesem Auftra¨ge des Nutzers abzubrechen.
Encodierung nutzerdefinierter Richtlinien Die nutzerdefinierten Richtlinien mit
den oben genannten Bestandteilen mu¨ssen in einem geeigneten Datenformat enco-
diert werden. Die Eignung dafu¨r ergibt sich aus mehreren Faktoren:
Die Erstellung von Richtlinien direkt durch die Nutzer wie auch indirekt mit Werk-
zeugunterstu¨tzung muss effizient in Bezug auf die dafu¨r beno¨tigte Zeit und mit
geringen Kenntnissen durchzufu¨hren sein. Diese Forderungen sollen sicherstellen,
dass die Anwender die Mechanismen zur beschra¨nkten Delegation nutzen und die
Wahrscheinlichkeit fu¨r Fehler in den generierten Richtlinien gering ist.
Die Verarbeitung der Richtlinien durch die PDPs der Ressourcen muss mit geringen
Einbußen an Performance des Gesamtsystems erfolgen. Diese Forderung soll sicher-
stellen, dass die Hu¨rden fu¨r den Einsatz in der Praxis durch Verlust an Leistung
der Grid-Infrastruktur nicht zu hoch sind.
Das Datenformat muss als offener Standard vorliegen und bereits in Grid-
Infrastrukturen (vgl. Kapitel 3.3.1.2) verwendet werden. Beide Forderungen verfol-
gen das Ziel, Sicherheitslu¨cken durch den Einsatz ungepru¨fter Komponenten bzw.
Erho¨hung der Komplexita¨t durch neue Komponenten zu vermeiden.
Es mu¨ssen Werkzeuge verfu¨gbar sein, die eine Unterstu¨tzung des Formats in ver-
breiteten Programmiersprachen bieten. Die Erfu¨llung dieser Forderung fo¨rdert die
Verbreitung des Ansatzes durch die Vereinfachung neu zu erstellender Komponen-
ten.
4.3.2 Transport
Der Transport der nutzerdefinierten Richtlinien muss derart erfolgen, dass die PDPs
der Grid-Ressourcen Entscheidungen auf ihrer Basis treffen ko¨nnen. Dabei muss fu¨r
den PDP zu verifizieren sein, dass die Richtlinien durch den Nutzer erstellt und auf
dem Weg zur Ressource nicht vera¨ndert wurden (vgl. Kapitel 4.3.3).
Sind diese Anforderungen erfu¨llt, stellt sich die Frage nach der besten Art des
Transports der Richtlinien. Prinzipiell lassen sich die Richtlinien mit dem initialen
Ressourcenzugriff u¨bertragen oder wa¨hrend der Entscheidung u¨ber den Ressour-
cenzugriff durch den PDP von einem Repository beziehen. In Anlehnung an die
in RFC 2904 vorgestellten Kommunikationsmodelle (vgl. Kapitel 2.3.2.2) werden
diese Verfahren nachfolgend als Push- bzw. Pull-Verfahren bezeichnet.
Eine dem Agent-Modell a¨quivalente Implementierung fu¨r Grid-Infrastrukturen auf
Basis GSI-basierter Middleware wu¨rde die Entwicklung eines weiteren Autorisie-
rungsdienstes erfordern, da der Dienstzugriff in diesen Grid-Infrastrukturen nicht
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nach dem Agent-Modell abla¨uft. Dieser mu¨sste dem Ressourcenzugriff vorgeschal-
tet werden und dessen Entscheidung mu¨ssten fu¨r die Ressourcen verbindlich sein.
Ein Mehrwert oder Gewinn an Sicherheit ist in einer solchen Architektur nicht zu
erkennen. Gleichzeitig wu¨rde die Performance der Grid-Infrastruktur durch diesen
neuen Dienst deutlich beeinflusst sowie ein neuer Single Point of Failure geschaffen.
Pull-basierte U¨bertragung von Richtlinien Die Umsetzung des Pull-Modells er-
fordert, wie in Abbildung 4.3 dargestellt, die Entwicklung und Einfu¨hrung eines
separaten Dienstes, der als Repository fu¨r die nutzerdefinierten Richtlinien fun-
giert. Dieser Dienst u¨bernimmt die Funktion eines PAP und stellt den PDPs der
Ressourcen die Richtlinien der Nutzer zur Verfu¨gung. Soll die gleichzeitige Hin-
terlegung multipler Richtlinien durch einen Nutzer auf dem Repository ermo¨glicht
werden, z. B. um mehrere Aktionen im Grid mit unterschiedlichen delegierten Pri-
vilegien durchfu¨hren zu ko¨nnen, ist die Verwendung eindeutiger Referenzen auf
die Richtlinien bei Hinterlegung und Dienstzugriff erforderlich. Weiterhin muss ein
derartiges Repository permanent zur Verfu¨gung stehen, um die Funktion der Au-
torisierung anhand nutzerdefinierter Richtlinien sicherzustellen, da es einen Single














Abbildung 4.3: Transport nutzerdefinierter Richtlinien im Pull-Verfahren
Die Bedeutung der in Abbildung 4.3 dargestellten Abla¨ufe unter Verwendung dieser
Architektur erkla¨rt sich wie folgt:
1. U¨bertragung der nutzerdefinierten Richtlinien auf das Repository
2. Besta¨tigung u¨ber die erfolgreiche U¨bertragung
3. Zugriff auf die Grid-Ressource und U¨bermittlung der Referenz auf die nut-
zerdefinierten Richtlinien
4. Anforderung einer Entscheidung des PDP u¨ber Gewa¨hrung oder Ablehnung
des Zugriffs unter Angabe der Referenz auf die nutzerdefinierten Richtlinien
5. Anforderung der Richtlinien des Nutzers
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6. U¨bermittlung der Richtlinien
7. Mitteilung der Entscheidung u¨ber den Ressourcenzugriff
8. Gewa¨hrung oder Ablehnung des Dienstes
Push-basierte U¨bertragung von Richtlinien Bei der Umsetzung des in Abbil-
dung 4.4 dargestellten Push-Modells kann auf zusa¨tzliche Dienste verzichtet wer-
den. In dieser Architektur werden die nutzerdefinierten Richtlinien gemeinsam mit
den Dienstzugriffen zu der Ressource u¨bertragen (Schritt 1). Der PEP der Ressour-
ce u¨bermittelt die Richtlinien zusammen mit der Anforderung einer Entscheidung
u¨ber Gewa¨hrung oder Ablehnung des Zugriffs an den PDP (Schritt 2). Dieser trifft
eine Entscheidung und teilt sie dem PEP mit (Schritt 3). Abschließend setzt der











Abbildung 4.4: Transport nutzerdefinierter Richtlinien im Push-Verfahren
Das Push-Modell weist gegenu¨ber dem Pull-Modell deutliche Vorteile hinsichtlich
der Komplexita¨t der Architektur auf. Da es keine funktionalen Nachteile gegenu¨ber
dem Pull-Modell fu¨r diesen Anwendungsfall hat, bildet es die Grundlage des in
dieser Arbeit vorgestellten Ansatzes.
4.3.3 Integration in Proxy-Zertifikate
Die Umsetzung des in Kapitel 4.3.2 gewa¨hlten Push-Verfahrens fu¨r den Transport
nutzerdefinierter Richtlinien zu den Grid-Ressourcen ist auf zwei alternativen We-
gen mo¨glich. Die erste Alternative ist eine Erweiterung der Protokolle zur gegen-
seitigen Authentifizierung um eine Sequenz zur U¨bertragung der nutzerdefinierten
Richtlinien. Die Richtlinien sind in diesem Fall durch den Nutzer nach ihrer Erstel-
lung kryptographisch zu signieren, um eine nachtra¨gliche A¨nderung ihres Inhalts
nachweisen zu ko¨nnen. Auch muss sichergestellt werden, dass weitere Ableitungen
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des verwendeten Proxy-Zertifikats nicht zu einer Erweiterung der mit diesem dele-
gierten Privilegien fu¨hren ko¨nnen. Die Bindung an die nutzerdefinierten Richtlinien
ist bei einem solchen Vorgang folglich zu bewahren.
Beide Forderungen, sowohl die einer kryptographischen Signatur als auch die der
Bindung nutzerdefinierter Richtlinien an die delegierten Privilegien, fu¨hren zur
zweiten Alternative fu¨r den Transport der nutzerdefinierten Richtlinien. Diese wird
durch deren Integration in das an die Grid-Ressource delegierte Proxy-Zertifikat
realisiert.
Proxy-Zertifikate verfu¨gen bereits u¨ber eine kryptographische Signatur der ausstel-
lenden Entita¨t (issuer), die sowohl die Verifizierung der Integrita¨t des Zertifikats
als auch seines Ausstellers ermo¨glicht. Durch die Signatur ist auch die Bindung des
Nutzers an die von ihm erstellte und in seinem Proxy-Zertifikat integrierte Richtlinie
sichergestellt und kryptographisch u¨berpru¨fbar.
Die Forderung nach Erhalt der Bindung von nutzerdefinierten Richtlinien an die
delegierten Privilegien auch bei weiteren Ableitungen von Proxy-Zertifikaten und
Verbreitung dieser auf weiteren Grid-Ressourcen ist mit der Integration in Proxy-
Zertifikate ebenfalls erfu¨llt. Dieser Umstand ergibt sich aus der Tatsache, dass Zerti-
fikate nur dann verifizierbar sind, wenn auch alle vor diesem in der Zertifikatskette
stehenden Zertifikate verifiziert werden ko¨nnen. Verifizierende Instanzen erhalten
somit auch Kenntnis von nutzerdefinierten Richtlinien in vorhergehenden Elemen-
ten der Zertifikatskette und ko¨nnen diese fu¨r die Zugriffskontrolle beru¨cksichtigen.
Weitere Vorteile entstehen aus der Option, mehrere Zertifikatserweiterungen mit
nutzerdefinierten Richtlinien in eines oder mehrere Proxy-Zertifikate einer Zertifi-
katskette zu integrieren. Damit sind gezielte Beschra¨nkungen der delegierten Privi-
legien fu¨r unterschiedliche Dienste durch separate Instanzen der nutzerdefinierten
Richtlinien mo¨glich. Auch ergibt sich damit die Mo¨glichkeit einer weiteren Ein-
schra¨nkung der delegierten Privilegien auf dem Weg durch die Grid-Infrastruktur.
4.4 Zugriffskontrolle anhand nutzerdefinierter Richtlinien
Die durch den Nutzer erstellten Richtlinien zur Selbstbeschra¨nkung der delegierten
Privilegien mu¨ssen von entsprechenden Komponenten der Zugriffskontrolle durchge-
setzt werden. Dabei erga¨nzen diese zusa¨tzlichen Komponenten die bestehenden Me-
chanismen der Zugriffskontrolle, die der Durchsetzung globaler bzw. lokaler Richt-
linien dienen.
Neben den Fragen, welche Komponenten des Autorisierungsmodells aus [Org05]
beno¨tigt werden, sind auch solche der Effizienz des Ansatzes zu diskutieren. Das
Ziel muss dabei sein, die zwangsla¨ufig erzeugten Einbußen an Leistungsfa¨higkeit
der Ressource durch die zusa¨tzlichen Zugriffskontrollmechanismen zu minimieren,
ohne deren Wirksamkeit zu beeintra¨chtigen.
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4.4.1 Komponenten der Zugriffskontrollmechanismen
In Abbildung 2.12 auf Seite 32 sind die grundlegenden Komponenten dargestellt,
die in einem System zur Zugriffskontrolle eingesetzt werden. Wie der Abbildung
zu entnehmen ist, erfolgt der Zugriff auf eine Ressource u¨ber deren PEP als ers-
tes Element der Zugriffskontrolle. Dieser fordert fu¨r jeden Ressourcenzugriff eine
Entscheidung u¨ber dessen Gewa¨hrung oder Ablehnung bei den fu¨r die Ressource
zusta¨ndigen PDP an und setzt sie nachfolgend durch.
Die Entscheidung u¨ber Zugriffe anhand nutzerdefinierter Richtlinien erfordert einen
spezialisierten PDP fu¨r jede durch diese adressierte Ressourcenart. Fu¨r die Zugriffs-
entscheidung beno¨tigt der PDP neben Informationen u¨ber den Kontext des Zugriffs
auf die Ressource – bestehend aus handelnder Entita¨t, Zielobjekt und Zugriffsart –
die fu¨r diesen Ressourcenzugriff gu¨ltigen Richtlinien. Diese enthalten durch den
Nutzer festgelegte Regeln, die besagen, welche Zugriffe auf welche Objekte gestat-
tet oder untersagt sind.
Durch den Transport der nutzerdefinierten Richtlinien innerhalb des zur Delegati-
on verwendeten Proxy-Zertifikats stehen diese der Ressource und damit dem PEP
unmittelbar zur Verfu¨gung. Damit sind zusa¨tzliche PAP unno¨tig, die der Verwal-
tung von nutzerdefinierten Richtlinien und deren Transport zum PDP dienen. Es
muss jedoch fu¨r einen zuverla¨ssigen und gesicherten Transport der Richtlinien vom
PEP zum PDP gesorgt werden, falls sich letzterer nicht auf der gleichen Ressource
befindet wie der PEP.
Zusa¨tzliche PIP ko¨nnen entfallen, wenn alle Informationen u¨ber die beno¨tigten
Attribute des Zugriffs direkt durch den PEP an den PDP kommuniziert werden und
keine daru¨ber hinausgehenden Informationen beno¨tigt werden. Diese Konstellation
ist jedoch nicht die Norm. So werden die Informationen u¨ber den Zustand von
Aktivita¨ten des Nutzers (vgl. Kapitel 4.2.3.2) nicht in jedem Fall auf der Ressource
selbst verwaltet. In diesem Fall kann es erforderlich sein, den aktuellen Zustand von
einem aus Sicht der Ressource entfernten Dienst anzufordern und zur Entscheidung
u¨ber den Ressourcenzugriff hinzuzuziehen.
4.4.2 Effizienz der Zugriffskontrolle
Neben dem prima¨ren Ziel der Zugriffskontrolle, der Verhinderung nichtautorisier-
ter Zugriffe auf die durch diese geschu¨tzten Ressourcen, ist eine effiziente Archi-
tektur unerla¨sslich fu¨r einen sto¨rungsfreien Betrieb. Ziel dieser Forderung ist es,
den Einfluss der Zugriffskontrolle auf die Leistungsfa¨higkeit des Gesamtsystems ge-
ring zu halten. Wird diese Randbedingung nicht beachtet, ko¨nnen im Extremfall
Dienstverweigerungsangriffe auf das Zugriffskontrollsystem durchgefu¨hrt werden,
die die ordnungsgema¨ße Funktion des von diesem geschu¨tzten System erheblich
beeintra¨chtigen ko¨nnen.
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Zu den zu treffenden Entscheidungen geho¨rt die Platzierung der jeweiligen Kom-
ponenten, d. h. ob diese aus Sicht der Ressource lokal oder als entfernter Dienst
realisiert werden. Daru¨ber hinaus ist die gu¨nstigste Reihenfolge der Entscheidung
u¨ber Autorisierungsanfragen unter Effizienzgesichtspunkten zu betrachten. Diese
Autorisierungsentscheidungen basieren auf den Richtlinien der im Grid relevanten
Autorita¨ten. Sie werden typisch seriell getroffen und nachfolgend logisch UND-
verknu¨pft. Fu¨r beide Fragestellungen ko¨nnen sich je nach Ressourcenart unter-
schiedliche Lo¨sungsansa¨tze als zielfu¨hrend erweisen.
4.4.2.1 Architektur
Die Entscheidung u¨ber die konkrete Ausgestaltung einer Komponente der Zugriffs-
kontrolle ist abha¨ngig von ihrer Art sowie der Fragestellung, ob die zur ordnungs-
gema¨ßen Funktion beno¨tigten Informationen auf der Ressource lokal vorliegen oder
von einem dritten Dienst bezogen werden mu¨ssen. Grundsa¨tzlich ist anzustreben,
Zugriffe auf entfernte Dienste zu vermeiden, wenn dadurch die Funktion der Kom-
ponente nicht eingeschra¨nkt wird. Zugriffe auf entfernte Dienste belasten die betei-
ligten Ressourcen erheblich, womit die Leistungsfa¨higkeit des Gesamtsystems be-
eintra¨chtigt wird. Der Grund hierfu¨r ist u¨berwiegend in den verwendeten Authenti-
fizierungsverfahren begru¨ndet, die bei jedem Verbindungsaufbau zum Einsatz kom-
men und deren kryptographische Algorithmen einen erheblichen Rechenaufwand
verursachen.
Policy Enforcement Point Der PEP sollte lokal auf der Ressource realisiert wer-
den. Er wird unmittelbar mit dem Dienstzugriff aufgerufen und ist eng mit dem
entsprechenden Dienst gekoppelt. Eine Realisierung als entfernter Dienst wa¨re nur
dann effizient, wenn der Dienstzugriff u¨ber das Authentifizierungs- und Autori-
sierungssystem erfolgen wu¨rden, wie dies im Agent-Verfahren vorgesehen ist (vgl.
Kapitel 2.3.2.2). Da in den betrachteten Infrastrukturen die zur Autorisierung
beno¨tigten Informationen jedoch im Push-Verfahren transportiert werden, ist dieser
Fall in dieser Arbeit nicht relevant.
Policy Decision Point Der PDP kann lokal, aber auch als entfernter Dienst imple-
mentiert werden. Wie in Kapitel 4.4.1 dargelegt wurde, kann es fu¨r die Zugriffsent-
scheidung notwendig sein, auf Informationen zuzugreifen, die von entfernten PIPs
zur Verfu¨gung gestellt werden. Werden durch den PDP Informationen von meh-
reren PIPs abgerufen, kann die Ressource durch einen entfernten PDP signifikant
entlastet werden, da sie die notwendigen Operationen zur Authentifizierung nicht
durchfu¨hren muss. Auch kann der entfernte PDP in diesen Fa¨llen als Aggregations-
punkt fu¨r nicht-transiente Informationen dienen, so dass eine aufwa¨ndige Replizie-
rung dieser Daten auf mehrere Ressourcen vermieden werden kann. Beno¨tigt der
PDP jedoch keine weiteren Informationen oder nur Informationen von einem PIP,
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so ist es effizienter, ihn als lokale Komponente zu implementieren. Fu¨r die lokale
Implementierung spricht weiterhin, dass die nutzerdefinierten Richtlinien und die
Informationen u¨ber die Art des Zugriffs bereits auf der Ressource vorliegen.
Policy Information Point PIPs dienen der Bereitstellung zusa¨tzlicher Autorisie-
rungsinformationen fu¨r den PDP. Im Falle der Zugriffsentscheidung anhand nutzer-
definierter Richtlinien stehen die Richtlinien selbst sowie die Art, das Objekt und
das Subjekt des Zugriffs dem PDP bereits zur Verfu¨gung. Sie werden durch den PEP
zusammen mit der Anforderung einer Zugriffsentscheidung u¨bermittelt. Zusa¨tzliche
Informationen werden jedoch fu¨r die Autorisierung von Zugriffen auf zustandsbe-
haftete Objekte beno¨tigt. Die dafu¨r beno¨tigten PIPs sollten nahe der Quelle dieser
Informationen platziert werden, d. h. in der Regel auf den Diensten, die diese In-
formationen verwalten. Das Ziel dieses Vorgehens ist es, definierte Zugangspunkte
zu diesen Diensten fu¨r Autorisierungskomponenten zu schaffen. Verfu¨gt der Dienst
bereits u¨ber Mechanismen, die eine beglaubigte oder zumindest authentifizierte
entfernte Abfrage der beno¨tigten Informationen erlauben, kann entsprechend auf
zusa¨tzliche PIPs verzichtet werden.
4.4.2.2 Verkettung der Zugriffsentscheidungen
Zugriffsentscheidungen werden in Grid-Infrastrukturen durch spezialisierte PDPs
getroffen, die die Richtlinien der Autorita¨ten durchsetzen. Neben den durch die Vir-
tuellen Organisationen erlassenen Richtlinien, die die Privilegien ihrer Mitglieder
regeln, werden auf den Ressourcen auch lokale Richtlinien (site policies) durchge-
setzt. Sie werden u¨blicherweise als Black- bzw. Whitelists realisiert, die bestimmten
Nutzern den Zugang zu der Ressource gestatten oder verwehren. Die nutzerde-
finierten Richtlinien weichen in ihrer Bedeutung von den beiden erstgenannten in
der Art ab, dass sie von Nutzern und nicht von einer Grid-Autorita¨t erstellt werden.
Sie mu¨ssen jedoch ebenfalls auf allen Ressourcen durchgesetzt werden, auf denen
die durch sie adressierten Objekte bearbeitet werden. Weitere Arten von Richtli-
nien sind denkbar, diese werden beispielsweise von den Heimatorganisationen der
Nutzer erstellt [GGPW07].
Unabha¨ngig von der Quelle der Richtlinien muss sich eine einzelne Ablehnung durch
einen PDP fu¨r die Gesamtentscheidung u¨ber eine Zugriffsanfrage durchsetzen. Dar-
aus folgt, dass einzig die UND-Verknu¨pfung der durch die PDPs getroffenen Ent-
scheidungen in der Praxis relevant ist (vgl. Abbildung 4.5 auf der na¨chsten Seite).
Folglich werden bei einer positiven Entscheidung u¨ber einen Zugriffswunsch – diese
bilden im Produktivbetrieb den gro¨ßten Anteil – alle PDPs durchlaufen. Die Leis-
tungsfa¨higkeit des Gesamtsystems kann in diesem Fall nicht durch die Reihenfolge
der Abarbeitung der PDPs optimiert werden.
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Abbildung 4.5: Verkettung von Policy Decision Points
Im Fall der Ablehnung von Zugriffswu¨nschen ist die Reihenfolge der Abarbeitung
der Richtlinien hingegen von Bedeutung, da nun die Kette der PDPs nicht mehr
vollsta¨ndig durchlaufen wird. Somit kann das System bei optimierter Reihung der
PDPs effizienter gestaltet werden. Generell ist darauf zu achten, dass PDPs, deren
Entscheidungen die ho¨chsten Wahrscheinlichkeiten von negativen Entscheidungen
haben und diejenigen, deren Aufwand fu¨r die Entscheidungsfindung am geringsten
ist, mo¨glichst am Anfang der Kette angeordnet werden.
Der Aufwand, den ein PDP fu¨r die Entscheidungsfindung in Form von Belastungen
der Systemressourcen sowie in zeitlicher Hinsicht zu betreiben hat, ist dabei von
drei Faktoren abha¨ngig:
1. Umfang der zu beachtenden Richtlinien
2. Komplexita¨t des im PDP verwendeten Algorithmus zur Entscheidungsfindung
3. Aufwand durch Abfrage entfernter PIPs oder PAPs
Die Wahrscheinlichkeit der Ablehnung von Zugriffsanfragen durch die eingesetz-
ten PDPs la¨sst sich lediglich empirisch auf Produktionssystemen ermitteln. Auch
ko¨nnen sie je nach System bzw. Infrastruktur, in der die Zugriffskontrollsysteme be-
trieben werden differieren, so dass die durch den PDP auf die Ressource ausgeu¨bte
Belastung bei der Entscheidung u¨ber die Position des PDP in der Kette ho¨her ge-
wichtet werden sollte. Letzteres gilt insbesondere fu¨r den Fall von Dienstverweige-
rungsangriffen, bei der der gro¨ßte Teil der Zugriffswu¨nsche abgelehnt werden muss.
Ist das System einer solchen Situation ausgesetzt, kann durch Optimierung der Rei-
henfolge der PDPs eine Einschra¨nkung der Funktionsfa¨higkeit des Gesamtsystems
vermieden werden. Insbesondere durch Blacklisting der angreifenden Entita¨t kann
der Einfluss auf das System dabei reduziert werden.
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4.5 Unterstu¨tzung der Nutzer
Das Ziel bei der Einfu¨hrung neuer Sicherheitsmechanismen ist die Verbesserung
der Sicherheit fu¨r Nutzer und Ressourcenbetreiber. Durch die Einfu¨hrung der nut-
zerdefinierten Beschra¨nkung delegierter Privilegien soll das Risiko des Missbrauchs
kompromittierter Proxy-Credentials gesenkt werden. Dieses Ziel kann nur erreicht
werden, wenn die Nutzer die neuen Mechanismen verwenden, da die Formulierung
der hierfu¨r erforderlichen Richtlinien in ihrem Verantwortungsbereich erfolgt.
Die Erfahrung zeigt jedoch, dass Sicherheitsmechanismen generell nur dann an-
gewendet werden, wenn ihre Nutzung fu¨r die Anwender einfach ist und ihnen im
Optimalfall ihre Arbeit erleichtert. Administrative Anordnungen zur Nutzung von
Sicherheitsmechanismen sind in der Regel nicht zielfu¨hrend. Aus diesen Annahmen
folgt, dass den Nutzern der Erwerb spezieller Kenntnisse fu¨r die Nutzung neuer
Sicherheitsmechanismen nicht zugemutet werden kann. Deren Nutzung muss fu¨r
sie intuitiv erfolgen und sich mit ihren bisherigen Erfahrungen in der Nutzung von
IT-Systemen decken.
Die Beschra¨nkung der delegierten Privilegien durch nutzerdefinierte Autorisierungs-
richtlinien erfordert die genaue Kenntnis der fu¨r die Durchfu¨hrung der gewu¨nschten
Aktionen beno¨tigten Privilegien. Um die Nutzer mit der Erstellung der erforderli-
chen Richtlinien nicht zu u¨berfordern, sind somit geeignete Mechanismen zu ihrer
Unterstu¨tzung vorzusehen. Es bieten sich zwei unterschiedliche Ansa¨tze fu¨r die
verschiedenen Anwendungsbereiche der nutzerdefinierten Richtlinien an (vgl. Ka-
pitel 3.3.1.3). Dies sind zum Einen graphische Benutzeroberfla¨chen, die die Nutzer
bei der Erstellung von Richtlinien unterstu¨tzen, zum Anderen Mechanismen zu de-
ren automatisierter Erstellung. Letztere ko¨nnen den Vorgang der Erstellung von
Richtlinien sowie deren Einbettung in Proxy-Zertifikate fu¨r die Nutzer vollsta¨ndig
transparent gestalten.
4.5.1 Automatisierte Erstellung nutzerdefinierter Richtlinien
Der Prozess der Definition und Erstellung von nutzerdefinierten Richtlinien kann
fu¨r ungeu¨bte und technisch nicht versierte Nutzer eine Hu¨rde mit entsprechendem
Fehler- und Frustrationspotential darstellen. Unvollsta¨ndige, syntaktisch oder se-
mantisch fehlerhafte Richtlinien ko¨nnen zu einem Abbruch von Rechenauftra¨gen
oder zur Verweigerung von Zugriffen auf Daten fu¨hren. Idealerweise sollten die-
se Vorga¨nge fu¨r die Nutzer daher transparent ablaufen, d. h. die Werkzeuge des
Nutzerinterfaces sollten sie vollsta¨ndig von dieser Aufgabe entlasten.
Fu¨r die automatisierte Erstellung von nutzerdefinierten Richtlinien eignet sich je-
doch nur ein Teil der durch sie adressierbaren Aktionen im Grid. Voraussetzung
hierfu¨r ist, dass die durch den Nutzer im Rahmen einer Aktion adressierten Ob-
jekte sowie die Arten der Zugriffe auf diese durch das bestehende Nutzerinterface
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Start des Auftrags unter Delegation eines weiteren Proxy-Zertifikats
Nutzer
Beauftragung der Aktion
Abbildung 4.6: Ablauf der beschra¨nkten Delegation bei Erweiterung bestehender
Nutzerwerkzeuge
implizit aus der durchgefu¨hrten Aktion abgeleitet werden ko¨nnen. Nur dann ist die
Erstellung der beno¨tigten Richtlinien ohne weiteren Nutzereingriff mo¨glich. Zu die-
ser Art von Aktionen geho¨ren zustandsbehaftete Vorga¨nge wie Rechenauftra¨ge oder
Auftra¨ge zum Transfer von Daten. Auf Aktionen, die beispielsweise wa¨hrend nicht-
interaktiven Rechenauftra¨gen durchgefu¨hrt werden, die fu¨r das System folglich bei
Beauftragung nicht sichtbar waren, ist diese Art der Erstellung von nutzerdefinier-
ten Richtlinien nicht anwendbar.
Implementierungen dieser Funktionalita¨t ko¨nnen effizient durch eine Erweiterung
der bestehenden Nutzerwerkzeuge realisiert werden. Dabei werden die durch den
Nutzer fu¨r das Auslo¨sen der gewu¨nschten Aktion verwendeten Programme der-
art vera¨ndert, dass bei Feststehen des eindeutigen Objektbezeichners und der
gewu¨nschten Zugriffsart der bisherige Programmablauf unterbrochen wird und
zusa¨tzliche Funktionen sequentiell aufgerufen werden (in Abbildung 4.6 blau mar-
kiert). Dabei ist es unerheblich, ob diese als erga¨nzende Methoden oder als exter-
ne Programme implementiert sind. Diese erstellen die nutzerdefinierte Richtlinie
und leiten nachfolgend ein beschra¨nktes Proxy-Zertifikat von dem bereits beste-
henden ab. Das beschra¨nkte Proxy-Zertifikat entha¨lt die nutzerdefinierte Richtli-
nie in einer Zertifikatserweiterung. Beim Aufruf des entfernten Grid-Dienstes wird
dieses Proxy-Zertifikat zur Authentifizierung und Autorisierung verwendet. Nach-
folgend wird eine Delegation fu¨r den Grid-Dienst durchgefu¨hrt. Das beschra¨nkte
Proxy-Zertifikat ist somit Teil der Zertifikatskette des an den Grid-Dienst delegier-











Start des Auftrags unter Delegation eines weiteren Proxy-Zertifikats
Nutzer
Einloggen




Auswahl der Objekte 
und Zugriffsarten
Erstellung der nutzerdefinierten
Richtlinien und Ableitung eines
beschränkten Proxy-Zertifikats
Start des Auftrags
Abbildung 4.7: Ablauf der beschra¨nkten Delegation bei Nutzung einer graphischen
Oberfla¨che
4.5.2 Unterstu¨tzung durch graphische Benutzeroberfla¨chen
Die Unterstu¨tzung von Nutzern bei der Erstellung von nutzerdefinierten Richtli-
nien durch graphische Benutzeroberfla¨chen ist in den Fa¨llen erforderlich, in denen
Automatismen, wie die in Kapitel 4.5.1 vorgestellten, nicht anwendbar sind. Dies
trifft insbesondere auf Objektzugriffe zu, die erst wa¨hrend einer Aktion im Grid,
z. B. wa¨hrend eines Rechenauftrags, durchgefu¨hrt werden und somit von den Werk-
zeugen des UI-Systems (vgl. Anhang A.2.1) nicht vorhergesehen werden ko¨nnen.
Zugriffe dieser Art werden in aktuellen Grid-Infrastrukturen durch Operationen
auf Speichersystemen (vgl. Kapitel 2.1.3.2) repra¨sentiert, die Unterstu¨tzung dieser
Operationen muss folglich durch die Implementierung einer derartigen Benutzero-
berfla¨che gegeben sein.
Das funktionale Ziel einer derartigen Implementierung ist das Bereitstellen einer Be-
nutzeroberfla¨che, die dem Nutzer eine Auswahl von Objekten und Zugriffsrechten
auf diese ermo¨glicht. Das die Oberfla¨che bereitstellende System muss nachfolgend
die automatisierte Erstellung von nutzerdefinierten Richtlinien und die Ableitung
von beschra¨nkten Proxy-Zertifikaten durchfu¨hren ko¨nnen. Neben diesen auf die be-
schra¨nkte Delegation fokussierten Funktionen muss die Oberfla¨che dem Nutzer die
fu¨r die Erstellung und Beauftragung von Aktionen im Grid beno¨tigten Werkzeuge
zur Verfu¨gung stellen. Diese sollten mo¨glichst vollsta¨ndig nachgebildet werden, um
einen Zwang zur Verwendung mehrerer Werkzeuge zu vermeiden sowie dem Nutzer
die Umgewo¨hnung zu erleichtern.
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Die Benutzeroberfla¨che kann dem Nutzer in Form eines lokalen Programms oder
eines webbasierten Portals bereitgestellt werden. Die Portallo¨sung hat gegenu¨ber
dem lokalen Programm mehrere Vorteile. Sie muss nicht fu¨r die durch die Nutzer
verwendeten Betriebssysteme angepasst werden, auch ist eine lokale Installation auf
den UI-Systemen der Nutzer nicht erforderlich. Da die Nutzer fu¨r die Durchfu¨hrung
von Aktionen im Grid u¨ber einen Netzzugang verfu¨gen mu¨ssen, ist diese Voraus-
setzung fu¨r die Nutzung eines Portals keine Einschra¨nkung.
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Im Rahmen dieser Arbeit wurde eine Implementierung der in Kapitel 4 vorgestellten
Ansa¨tze zur nutzerdefinierten Selbstbeschra¨nkung von Delegationen realisiert. Ziel
der Entwicklung war es, einen Nachweis u¨ber die Machbarkeit dieser Ansa¨tze zu
fu¨hren. Die Implementierungsarbeiten wurden durch drei vom Autor am Lehrgebiet
Rechnernetze betreute Masterarbeiten [Gro06] [Wil07] [Kun07] unterstu¨tzt.
5.1 Grundsa¨tzliche Aspekte der Implementierung
5.1.1 Komponenten
Die Entwicklung wurde am Beispiel der gLite-Middleware durchgefu¨hrt. Um eine
mo¨glichst vollsta¨ndige Implementierung des Ansatzes zu erhalten, mussten mehrere
Komponenten modifiziert oder entwickelt werden:
 Entwicklung eines auf XACML [Org05] basierenden, erweiterbaren Datenfor-
mats fu¨r die Formulierung der nutzerdefinierten Richtlinien.
 Erweiterungen der UI-Komponenten um Funktionalita¨ten zur Generie-
rung der Richtlinien sowie deren Einbettung in Erweiterungen von Proxy-
Zertifikaten.
 Entwicklung eines Web-Portals auf Basis von GridSphere [NRW04]. Das Por-
tal unterstu¨tzt Nutzer bei der Erstellung der nutzerdefinierten Richtlinien
fu¨r den Zugriff auf SE-Systeme und der Abgabe von Rechenauftra¨gen an die
Grid-Infrastruktur.
 Erweiterung des IO-Service um Komponenten der Zugriffskontrolle. Diese
entscheiden anhand nutzerdefinierter Richtlinien u¨ber Zugriffsanfragen auf
Dateien und Verzeichnisse, die auf SE-Systemen gespeichert sind oder dort
abgelegt werden sollen. Die Erweiterung wurde als Beispiel fu¨r die nutzer-
definierte Beschra¨nkung der delegierten Privilegien fu¨r Zugriffe auf statische
Objekte vorgenommen (vgl. Kapitel 4.2.3.1).
 Erweiterung des CE um Komponenten der Zugriffskontrolle. Diese haben zum
Ziel, die Ausfu¨hrung unautorisierter Rechenauftra¨ge mittels kompromittier-
ter Proxy-Credentials zu verhindern. Die Erweiterung wurde als Beispiel fu¨r
die nutzerdefinierte Beschra¨nkung delegierter Privilegien fu¨r Zugriffe auf zu-
standsbehaftete Objekte vorgenommen (vgl. Kapitel 4.2.3.2).
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 Erweiterung des MyProxy-Dienstes mit dem Ziel, die Erneuerung von De-
legationen (vgl. Kapitel 3.1.3.2) unter Beibehaltung der Beschra¨nkung von
Proxy-Zertifikaten zu unterstu¨tzen. Die Erweiterung extrahiert aus zu erneu-
ernden Proxy-Zertifikaten die nutzerdefinierten Richtlinien und bettet diese
in die erstellten Proxy-Zertifikate ein.
5.1.2 Verwendete Hard- und Software
Die verwendeten Programmiersprachen fu¨r die Implementierung waren weitestge-
hend durch die zugrunde liegende Grid-Middleware gLite 3.0 bedingt. Zum Einsatz
kamen neben den Programmiersprachen C, C++ und Java die Skriptsprachen Py-
thon und Javascript.
Auf den fu¨r die Tests der Implementierung genutzten Komponenten des gLite-
Testbeds (vgl. Anhang A) war das Betriebssystem Scientific Linux 3.0 installiert,
eine bina¨rkompatible Variante von Red Hat Enterprise Linux 3. Dieses basiert auf
dem Linux Kernel Version 2.4.21 und stellte zum Zeitpunkt der Entwicklung das
einzige durch die gLite-Middleware unterstu¨tzte Betriebssystem dar.
Bei Entwicklung und Test des Web-Portals kamen weiterhin der Applikationsser-
ver Apache Tomcat [Apa07] in der Version 5.5.20 sowie das Portal Framework
GridSphere in Version 2.2.7 zum Einsatz.
5.2 Beschra¨nkung der delegierten Privilegien
Wie in Kapitel 4.2 dargelegt, basiert der in dieser Arbeit vorgestellte Ansatz auf
einer Selbstbeschra¨nkung der durch die Virtuellen Organisationen zugewiesenen
Privilegien durch den Nutzer. Diese Selbstbeschra¨nkung wird in Form von nutzerde-
finierten Richtlinien ausgedru¨ckt und durch deren Einbettung in Proxy-Zertifikate
an die delegierten Privilegien gebunden.
5.2.1 Encodierung der nutzerdefinierten Richtlinien
Fu¨r den Ausdruck der nutzerdefinierten Richtlinien wurde das auf der Aus-
zeichnungssprache XML basierende XACML Schema ausgewa¨hlt. Die Syntax von
XACML Version 2.0 ist in einem XML-Schema in [Org07a] beschrieben. Darin
werden die fu¨r ein syntaktisch korrektes Dokument geforderten Sprachelemente in
standardisierter Form beschrieben.
XACML erfu¨llt die in Kapitel 4.3.1 aufgestellten Forderungen. Zudem ist es ein of-
fener Standard und kann somit frei eingesetzt werden. Die erforderliche Werkzeug-
unterstu¨tzung fu¨r Syntaxvalidierung und Erstellung von XACML-Dokumenten ist
fu¨r die verwendeten Programmiersprachen vorhanden.
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1 ?xml ve r s i on=”1 . 0 ” encoding=”UTF−8”?> 2
2 <PolicySet xmlns=”u rn : o a s i s : n ame s : t c : x a cm l : 2 . 0 : p o l i c y : s c h ema : o s ”
3 xmlns:xacml=”u rn : o a s i s : n ame s : t c : x a cm l : 2 . 0 : p o l i c y : s c h ema : o s ”
4 xmlns :x s i=http://www.w3.org/2001/XMLSchema−instance
5 xs i : s chemaLocat ion=”u rn : o a s i s : n ame s : t c : x a cm l : 2 . 0 : p o l i c y : s c h ema : o s
http://docs.oasis−open.org/xacml/2.0/XACML−CORE/schema files/
access control−xacml−2.0−policy−schema−os.xsd ”
6 PolicyCombiningAlgId=”ident i f i e r : ru l e−combin ing−a lgo r i thm:deny−over r ide s
7 PolicySetId=”g L i t eU s e rPo l i c y”>
8 <Target />
9 <Policy . . . >
10 . . .
11 <Policy . . . >
12 </PolicySet>
Abbildung 5.1: Struktur eines XACML-Dokuments fu¨r den Ausdruck nutzer-
definierter Richtlinien
XACML-Dokumente liegen in Textform vor und ko¨nnen daher prinzipiell auch ohne
spezialisierte Werkzeuge mit einem Texteditor bearbeitet werden. Fu¨r Nutzer, die
u¨ber keine Kenntnisse in der Erstellung von Autorisierungsrichtlinien verfu¨gen, ist
XACML jedoch zu komplex. Fu¨r diese wurden die in Kapitel 5.3 vorgestellten
Komponenten zur Nutzerunterstu¨tzung entwickelt.
In Abbildung 5.1 ist die Grundstruktur eines XACML-Dokumentes fu¨r den Aus-
druck von nutzerdefinierten Richtlinien dargestellt. Es handelt sich dabei um ein
XML-Dokument in UTF-8 Kodierung (Zeile 1). Nachfolgend beginnt die nutzer-
definierte Richtlinie mit dem PolicySet-Element. Die Verwendung dieses Elements
bietet den Vorteil, dass in ihm mehrere Richtlinien in Form von Policy-Elementen
enthalten sein ko¨nnen, die den Zugriff auf verschiedene Objekte regeln.
Die Zeilen 2–5 dienen der Definition des Namensraums sowie zur Angabe des ver-
wendeten XML-Schemas. Damit ist es mo¨glich, den Dokumenttyp zu identifizieren
und mittels des Schemas die Syntax des Dokuments zu validieren.
In Zeile 6 wird angegeben, welcher Algorithmus zum Einsatz kommt, wenn mehrere
elementare Richtlinien das gleiche Zielobjekt betreffen. Fu¨r den Rule Combining
Algorithm gibt es drei Strategien:
1. First-Applicable legt fest, dass die erste Regel Anwendung findet, auf die
bezu¨glich eines Objekts gestoßen wird.
2. Allow-Overrides ra¨umt einer den Zugriff gestattenden Regel Vorrang vor ab-
lehnenden ein.
3. Deny-Overrides bestimmt, dass eine Regel, die den Zugriff ablehnt, Vorrang
vor gestattenden hat.
Zeile 8 entha¨lt ein leeres Target-Element. Dieses Element spezifiziert das Subjekt
der Richtlinien, d. h. wessen Zugriffsrechte das Dokument beschreibt. Dieses Ele-
ment ist nach dem XML-Schema obligatorisch, es muss deshalb enthalten sein,
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damit das Dokument valide ist. Im Fall der nutzerdefinierten Richtlinien ist diese
Information bereits durch die Bindung an ein Proxy-Zertifikat enthalten und muss
nicht mehr explizit angegeben werden. Somit entha¨lt dieses Element auch keine
weiteren Attribute.
Die Zeilen 9–11 enthalten Policy-Elemente. In diesen werden die elementaren Richt-
linien spezifiziert, mit denen jeweils der Zugriff auf ein Zielobjekt geregelt wird (vgl.
Kapitel 5.2.1.1 und 5.2.1.2). Zeile 12 bildet das Ende der nutzerdefinierten Richtli-
nie, hier wird das PolicySet-Element geschlossen.
5.2.1.1 Elementare Richtlinien fu¨r den Datenzugriff
Der Kern der nutzerdefinierten Richtlinien besteht aus einer Anzahl von Policy-
Elementen. Fu¨r die Autorisierung von Zugriffen auf Objekte auf SE-Systemen wer-
den Richtlinien verwendet, deren Attribut PolicyId den Wert FilePolicyX annimmt
(vgl. Abbildung 5.2 auf der na¨chsten Seite, Zeile 1), wobei ”X“ die aufsteigende
Nummerierung der FilePolicies einer nutzerdefinierten Richtlinie darstellt. Die ers-
te FilePolicy tra¨gt die Nummer ”1“.
Die Spezifikation eines Zielobjekts beginnt am Target-Element in Zeile 3 und endet
in Zeile 15. XACML erlaubt die Adressierung mehrerer Zielobjekte in einem Poli-
cy-Element. In den nutzerdefinierten Richtlinien wird diese Funktionalita¨t jedoch
nicht unterstu¨tzt. Sollen in einer nutzerdefinierten Richtlinie mehrere Zielobjekte
adressiert werden, muss fu¨r jedes Objekt eine eigene FilePolicy erstellt werden.
Adressiert wird das Zielobjekt in Zeile 8, in diesem Fall durch den Logical File Na-
me einer Datei. Der in Kapitel 5.4 vorgestellte PDP fu¨r den IO-Server unterstu¨tzt
die Adressierung von Dateien mit dem LFN oder der GUID, da diese die durch
den Nutzer direkt verwendeten Adressierungsarten fu¨r Dateien in gLite sind. Die
Zeichenketten, mit denen das Zielobjekt im Zugriffswunsch und in der FilePoli-
cy adressiert werden, mu¨ssen identisch sein (Zeile 6, function:string-equal). Neben
der eindeutigen Adressierung eines Zielobjektes ko¨nnen auch Stellvertretersymbole
(wildcards) verwendet werden, um mehrere Dateien oder Verzeichnisse zu spezifi-
zieren. Es werden die Zeichen ”∗“ fu¨r eine Zeichenkette beliebiger La¨nge sowie ”$“
fu¨r ein einzelnes Zeichen unterstu¨tzt.
In den Zeilen 16–39 sind die Zugriffsarten (vgl. Kapitel 4.2.3.1) aufgefu¨hrt, die
fu¨r das Zielobjekt gestattet (permit) oder verboten (deny) werden. Damit eine
Richtlinie eindeutig ist, mu¨ssen alle vier Zugriffsarten aufgefu¨hrt sein, anderenfalls
ist der Zugriff auf das Zielobjekt zu verweigern.
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1 <Policy PolicyId=”F i l e P o l i c y 1 ”




6 <ResourceMatch MatchId=”u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : f u n c t i o n : s t r i n g− e qua l”>
7 <Attr ibuteValue DataType=”http://www.w3.org/2001/XMLSchema#s t r i n g”>
8 l f n : / / / p a t h / t o /m y / f i l e
9 </Attr ibuteValue>
10 <ResourceAttr ibuteDes ignator Att r ibute Id=”
u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : r e s o u r c e : r e s o u r c e− i d ”










20 <ActionMatch MatchId=”u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : f u n c t i o n : s t r i n g− e qua l”>
21 <Attr ibuteValue DataType=”http://www.w3.org/2001/XMLSchema#s t r i n g”>
22 Read
23 </Attr ibuteValue>
24 <Act ionAttr ibuteDes ignator Att r ibute Id=”
u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : a c t i o n : a c t i o n− i d ”






31 <Rule Effect=”Deny” RuleId=”Write”>
32 . . .
33 </Rule>
34 <Rule Effect=”Deny” RuleId=”Write−Once”>
35 . . .
36 </Rule>
37 <Rule Effect=”Deny” RuleId=”De l e t e”>
38 . . .
39 </Rule>
40 </Policy>
Abbildung 5.2: Beispiel einer elementaren Richtlinie fu¨r den Datenzugriff
5.2.1.2 Richtlinien fu¨r die Autorisierung von Rechenauftra¨gen
Das Policy-Element fu¨r die Autorisierung von Rechenauftra¨gen (vgl. Abbildung 5.3
auf der na¨chsten Seite) ist in seiner Grundstruktur identisch mit dem fu¨r die Auto-
risierung von Datenzugriffen. Inhaltlich unterscheidet es sich zum Einen durch eine
andere PolicyId. Diese hat den Wert ExecutionPolicyX, auch hier steht das ”X“ fu¨r
eine aufsteigende Nummerierung der Richtlinien mit dem Startwert ”1“. Zum Ande-
ren wird das Zielobjekt zwar ebenfalls durch eine Zeichenkette repra¨sentiert, deren
Inhalt ist jedoch eine eindeutige jobID (Zeile 8, vgl. Kapitel 3.1.2.2). Der dritte Un-
terschied zu den FilePolicies besteht in den mo¨glichen Zugriffsarten. Die Execution-
Policy kennt lediglich die Zugriffsart execution, d. h. das Privileg zur Ausfu¨hrung
eines Rechenauftrags. Auch existiert nur die Mo¨glichkeit, die Zugriffsart zu gestat-
ten (permit). Ein Verbot wa¨re nicht sinnvoll, da die jobID erst durch den Nutzer
selbst registriert wird und vorher nicht existiert.
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1 <Policy PolicyId=”Ex e c u t i o nPo l i c y 1 ”




6 <ResourceMatch MatchId=”u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : f u n c t i o n : s t r i n g− e qua l”>
7 <Attr ibuteValue DataType=”http://www.w3.org/2001/XMLSchema#s t r i n g”>
8 h t tp s : / / l b1 . g r i d l ab .un i−hannove r . d e : 9000/NovxeIp−x−gfOLV40rz7hQ
9 </Attr ibuteValue>
10 <ResourceAttr ibuteDes ignator Att r ibute Id=”
u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : r e s o u r c e : r e s o u r c e− i d ”










20 <ActionMatch MatchId=”u r n : o a s i s : n ame s : t c : x a cm l : 1 . 0 : f u n c t i o n : s t r ing−equa l”>
21 <Attr ibuteValue DataType=”http://www.w3.org/2001/XMLSchema#s t r i n g”>
22 e x e c u t i o n
23 </Attr ibuteValue>
24 <Act ionAttr ibuteDes ignator Att r ibute Id=”
u rn : o a s i s : n ame s : t c : x a cm l : 1 . 0 : a c t i o n : a c t i o n− i d ”







Abbildung 5.3: Beispiel einer elementaren Richtlinie fu¨r die Autorisierung eines
Rechenauftrags
5.2.2 Integration der nutzerdefinierten Richtlinien in Proxy-Zertifikate
Die nutzerdefinierten Richtlinien werden – wie in Kapitel 4.3.3 dargelegt – in
Zertifikatserweiterungen von Proxy-Zertifikaten integriert, um eine Bindung der
Richtlinien an den DN des Nutzers herzustellen.
Die Unterscheidbarkeit der Zertifikatserweiterungen ist durch deren eindeutigen
Object Identifier [WCHK97] (vgl. Kapitel 2.2.2.2) gewa¨hrleistet. Die Zertifikatser-
weiterungen der nutzerdefinierten Richtlinien werden mit OIDs aus dem Namens-
raum des RRZN mit der Basis ID ”1.3.6.1.4.1.18141“ gekennzeichnet, die um den
Suffix ”3.100.1.1“ bzw. ”3.100.2.1“ erweitert werden. Die ”3“ kennzeichnet die Ab-
teilung, in der die Erweiterung entwickelt wurde, das Lehrgebiet Rechnernetze. Die
”100“ steht fu¨r Anwendungen des Grid-Computing, die nachfolgende Ziffer ”1“ bzw.
”2“ kennzeichnet eine FilePolicy bzw. eine ExecutionPolicy. Weitere Dienstarten
ko¨nnen bei Erweiterungen des Ansatzes durch die Zuweisung neuer Bezeichner
an dieser Stelle unterstu¨tzt werden. Die letzte Ziffer der OID gibt die Versions-
nummer der nutzerdefinierten Richtlinien an, die erst im Falle einer zuku¨nftigen
U¨berarbeitung des Ansatzes von Bedeutung ist.
Die Zertifikatserweiterungen fu¨r die nutzerdefinierten Richtlinien werden in der Vor-
einstellung der sie erzeugenden Programme nicht als kritisch (critical) markiert.
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Damit soll die Ablehnung von Authentifizierungsvorga¨ngen bei Diensten vermieden
werden, die diese Erweiterungen nicht unterstu¨tzen. Die Mechanismen der Zugangs-
kontrolle anhand nutzerdefinierter Richtlinien auf den Ressourcen ko¨nnen jedoch
so konfiguriert werden, dass das Vorhandensein einer nutzerdefinierten Richtlinie
notwendig, jedoch nicht hinreichend fu¨r eine erfolgreiche Autorisierung ist.
5.3 Nutzerseitige Komponenten
Nutzer von Grid-Ressourcen greifen bisher in der Regel u¨ber UNIX-Programme
auf der Ebene der Kommandozeile (CLI) auf das Grid zu. Zuku¨nftig wird jedoch
angestrebt, auch Fachgebieten die Nutzung des Grid zu ermo¨glichen, deren Nutzer
im Umgang mit UNIX-Systemen unerfahren sind. Fu¨r diese werden Web-basierte
Lo¨sungen entwickelt, die z. B. das Portal Framework GridSphere [NRW04] ver-
wenden. Um beide Nutzergruppen in Hinblick auf die Verwendung beschra¨nkter
Delegationen zu unterstu¨tzen, wurden sowohl die durch die gLite-Middleware be-
reitgestellten CLI-Programme erweitert, als auch ein Web-Portal entwickelt.
5.3.1 Modifikation des gLite User Interface Systems
Bevor Nutzer in GSI-basierten Grid-Infrastrukturen Aktionen im Grid durchfu¨hren
ko¨nnen, mu¨ssen sie sich ein Proxy-Zertifikat von ihrem EEZ ableiten. Dafu¨r stellt
die gLite-Middleware das CLI-Programm voms-proxy-init zur Verfu¨gung. Dieses
ist auch fu¨r die Anforderung der VO-Attribute von einem oder mehreren VOMS-
Servern und deren Einbindung in das zu erstellende Proxy-Zertifikat zusta¨ndig.
Nach erfolgreicher Beendigung des Programms steht das Proxy-Zertifikat mit dem
zugeho¨rigen geheimen Schlu¨ssel als Proxy-Credential in einer lokalen Datei auf dem
UI zur Verfu¨gung.
Mit dem neuerstellten Proxy-Credential ko¨nnen nachfolgend Grid-Dienste genutzt
werden. Delegationen werden dabei beim Zugriff auf den IO-Service mittels der
Programme glite-∗ fu¨r das Anlegen, Abrufen oder Lo¨schen von Dateien erteilt. Wei-
terhin wird beim Abgeben von Rechenauftra¨gen eine Delegation an das Workload-
Management-System (vgl. Kapitel 2.1.3.1) erteilt. Dieser Zugriff erfolgt u¨ber das
CLI-Programm glite-job-submit. Dieses Programm generiert auch die den Rechen-
auftrag eindeutig bezeichnende jobID und registriert diese beim LB-Dienst (vgl.
Kapitel 2.1.3.4).
Generell stehen fu¨r die Erstellung beschra¨nkter Proxy-Zertifikate in diesem Um-
feld somit zwei Optionen zur Verfu¨gung. Die erste ist eine Erweiterung von voms-
proxy-init. Dieses Vorgehen hat den Vorteil, dass nur an einer Stelle Modifikatio-
nen vorgenommen werden mu¨ssten. Fu¨r alle nachfolgenden Operationen wird dann
die gleiche nutzerdefinierte Richtlinie verwendet. Wird eine andere Beschra¨nkung
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 Delegation eines PZ (Ableitung von PZ1), Übertragung der Datei
Abbildung 5.4: Vorbereitung und Abgabe eines Rechenauftrags mit den erweiterten
Komponenten des User Interface
des Proxy-Zertifikats beno¨tigt, muss durch einen erneuten Aufruf von voms-proxy-
init eine andere Richtlinie in das neu zu erstellende Proxy-Zertifikat eingebunden
werden. Fu¨r die Autorisierung eines Rechenauftrags mittels einer ExecutionPoli-
cy ist die ausschließliche Erweiterung von voms-proxy-init jedoch untauglich, da
bei Ausfu¨hrung von voms-proxy-init die jobID fu¨r den Rechenauftrag noch nicht
feststeht.
Die zweite Option ist die Erweiterung der Programme des UI, mittels derer auf
den IO-Service zugegriffen bzw. Rechenauftra¨ge an das WMS abgegeben werden,
um Mechanismen zur Generierung beschra¨nkter Proxy-Zertifikate. Diese Option
bietet den Nutzern ein Ho¨chstmaß an Flexibilita¨t, ist aber in der Bedienung deut-
lich aufwa¨ndiger, da bei jedem Programmaufruf eine in das zu erstellende Proxy-
Zertifikat einzubindende Richtlinie angegeben werden muss.
Die gewa¨hlte Lo¨sung ist eine Kombination aus beiden Optionen (vgl. Abbildung 5.4,
erweiterte Komponenten in blau). Fu¨r Rechenauftra¨ge werden sowohl eine FilePo-
licy als auch eine ExecutionPolicy beno¨tigt, um die wa¨hrend des Rechenauftrags
durchgefu¨hrten Zugriffe auf Datendienste beschra¨nken zu ko¨nnen. Daher wurde
das Programm voms-proxy-init um eine Funktion erweitert, die die durch den Nut-
zer erstellte und als Textdatei vorliegende FilePolicy in eine entsprechende Er-
weiterung des erstellten Proxy-Zertifikats einbindet. Der Nutzer kann damit nach
einmaligem Aufruf von voms-proxy-init mehrere Operationen auf dem IO-Service
durchfu¨hren (in Abbildung 5.4 beispielhaft ein glite-put), ohne weitere beschra¨nkte
Proxy-Zertifikate erstellen zu mu¨ssen. Zusa¨tzlich wurde das als Python-Skript vor-
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liegende glite-job-submit erweitert. Es leitet von dem durch voms-proxy-init erstell-
ten Proxy-Zertifikat ein weiteres ab und integriert in dieses ohne weiteren Nut-
zereingriff eine Zertifikatserweiterung fu¨r eine ExecutionPolicy. Diese entha¨lt die
selbstgenerierte jobID und eine Regel, die die Ausfu¨hrung des zugeho¨rigen Re-
chenauftrags gestattet. Wa¨hrend der Abgabe des Rechenauftrags erha¨lt das WMS
damit eine Delegation, in deren Zertifikatskette sowohl eine FilePolicy als auch eine
ExecutionPolicy enthalten ist.
5.3.2 Web-Portal zur Nutzerunterstu¨tzung bei der Erstellung der Richtlinien
Wie in Kapitel 4.5.2 dargelegt, ist es notwendig, Anwender bei der Erstellung
der nutzerdefinierten Richtlinien in den Fa¨llen zu unterstu¨tzen, in denen diese
nicht automatisch generiert werden ko¨nnen. Eine derartige Funktionalita¨t wurde
in Form eines Web-Portals implementiert, das auf dem Portal Framework Grid-
Sphere und dem Apache Tomcat Applikationsserver aufsetzt. Der Zugriff auf die
Grid-Ressourcen erfolgt u¨ber die Komponenten des User Interface, wodurch eine
Wiederverwendung der in Kapitel 5.3.1 vorgestellten Komponenten mo¨glich war.
Das Ziel bei der Erstellung des Web-Portals war es, den Nutzer mo¨glichst vollsta¨ndig
von der Notwendigkeit zur Verwendung der CLI-Programme zu entlasten (vgl. Ka-
pitel 4.5.2). Der Nutzer sollte bei Verwendung des Web-Portals mo¨glichst nur noch
die schematisch in Abbildung 4.7 auf Seite 88 dargestellten Handlungen ausfu¨hren
mu¨ssen. Dafu¨r waren die folgenden Funktionalita¨ten zu implementieren bzw. nach
dem Vorbild der CLI-Programme nachzubilden:
 Verwaltung der Proxy-Credentials des Nutzers. Der Nutzer sollte die Option
haben, entweder ein bestehendes Proxy-Credential auf das Web-Portal zu
kopieren oder eines von einem MyProxy-Service zu beziehen.
 Abrufen der VO-Attribute des Nutzers von VOMS-Diensten und zur Gene-
rierung von Proxy-Zertifikaten mit eingebetteten VO-Attributen. Dabei sollte
der Nutzer die zur Verfu¨gung stehenden VO-Attribute angezeigt bekommen
und auswa¨hlen ko¨nnen, welche er delegieren mo¨chte.
 Erstellung der Beschreibung eines Rechenauftrags in der Job Description Lan-
guage. Der Nutzer muss dafu¨r das auszufu¨hrende Programm sowie die anzu-
wendenden Argumente spezifizieren ko¨nnen. Weiterhin sollte er die Mindest-
anforderungen der fu¨r den Rechenauftrag beno¨tigten Umgebung sowie die
Ein- und Ausgabedateien spezifizieren ko¨nnen.
 Kopieren der beno¨tigten Dateien. Das Web-Portal sollte dem Nutzer die Op-
tion bereitstellen, Dateien, wie die wa¨hrend eines Rechenauftrags beno¨tigten
Programme oder Eingabedateien, auf das Portal sowie Ergebnisdateien eines
Rechenauftrags auf sein lokales Arbeitsplatzsystem zu kopieren.
 Abrufen und Anzeigen der Objekte des File Catalog Dienstes. Dabei sollte der
Nutzer alle ihm zur Verfu¨gung stehenden Objekte einschließlich der Zugriffs-
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rechte angezeigt bekommen. Auch sollte er in die Lage versetzt werden, die
gewu¨nschten Objekte und Zugriffsrechte fu¨r eine nutzerdefinierte Richtlinie
auszuwa¨hlen.
 Generierung der nutzerdefinierten Richtlinie aus der Auswahl des Nutzers und
Ableitung eines beschra¨nkten Proxy-Zertifikats.
 Abfrage des WMS nach zur Verfu¨gung stehenden CE-Systemen unter
Beru¨cksichtigung der spezifizierten Anforderungen. Anzeige der CEs und Aus-
wahlmo¨glichkeit fu¨r den Nutzer, welches CE genutzt werden soll.
 Starten von Rechenauftra¨gen durch U¨bergabe an das WMS und Anzeige von
deren Status.
Die aufgefu¨hrten Funktionalita¨ten wurden in drei Aufgabenbereiche unterteilt und
in Form von Java Portlets implementiert. Die Portlets sind zustandsbehaftet, der
Nutzer kann folglich zwischen ihnen hin- und herwechseln oder sich ab- und wie-
der anmelden, ohne dass seine Eingaben verloren gehen. Die Funktionalita¨ten der
Portlets wurden wie folgt gruppiert (fu¨r eine ausfu¨hrliche Darstellung der Abla¨ufe
vgl. Anhang B):
 Das Credential Portlet ist zusta¨ndig fu¨r die Verwaltung von Proxy-Credentials
der Nutzer. Es stellt die Funktionalita¨t zum Abruf der VO-Attribute von
VOMS-Diensten bereit und bietet die VO-Attribute zur Auswahl an.
 Das Resources Portlet organisiert die zur Verfu¨gung stehenden Grid-
Ressourcen und stellt sie dem Nutzer dar. In einer spa¨teren Version kann
dieses Portlet auch dafu¨r genutzt werden, dem Nutzer die Option zu geben,
selbststa¨ndig weitere Grid-Ressourcen dem Portal hinzuzufu¨gen.
 Das Job Submission Portlet stellt alle Funktionalita¨ten bereit, die der Er-
stellung von Rechenauftra¨gen und den nutzerdefinierten Richtlinien dienen.
Um erfahrenen Nutzern eine Kontrollmo¨glichkeit zu geben, ob die erstellten
Dateien zur Beschreibung von Auftra¨gen bzw. die erstellten Richtlinien ih-
ren Intentionen entsprechen, werden diese jeweils in Textform angezeigt. Das
Portlet dient weiterhin der Kommunikation mit dem WMS und dem LB-
Service zum Start von Rechenauftra¨gen sowie der Anzeige ihres Zustands.
Die Kommunikation der Portlets mit den Komponenten des UI erfolgt u¨ber ei-
ne gemeinsame Wrapper-Klasse. Diese nimmt Anfragen der Portlets entgegen und
fu¨hrt die entsprechenden CLI-Programme aus. Die nachfolgenden Ausgaben werden
gefiltert und an das Portlet u¨bertragen.
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5.4 Erweiterung der Autorisierungsfunktionalita¨t des gLite IO-Service
Die Dateien der Nutzer werden in Grid-Infrastrukturen auf Basis der gLite-
Middleware auf SE-Systemen mit SRM-Schnittstelle gespeichert. Der Zugriff auf
diese Daten durch die Nutzer erfolgt jedoch u¨ber einen vorgeschalteten IO-Service
(vgl. Kapitel 3.1.3.1). Allein dieser verfu¨gt u¨ber die Berechtigung, direkt auf die
SE-Systeme zuzugreifen. Diese Architektur wurde gewa¨hlt, da die ga¨ngigen SRM-
Implementierungen dCache [dCa07] und Castor [CER07] zum Zeitpunkt der Ent-
wicklung der gLite-Middleware nur u¨ber rudimenta¨re Mechanismen der Zugriffs-
kontrolle verfu¨gten.
Der IO-Service ist fu¨r die Durchsetzung der in den File Catalog Diensten jedem Ob-
jekt zugeordneten Zugriffsrechte bzw. ACL zusta¨ndig. Diese Zugriffsrechte werden
durch die den File Catalog betreibenden Virtuellen Organisationen oder durch den
Besitzer eines Objekts gesetzt. Entscheidungen u¨ber Objektzugriffe werden durch
den im File Catalog implementierten File Authorization Service (FAS) gefa¨llt. Der
FAS agiert folglich aus Sicht des IO-Service, der lediglich die Funktion eines PEP
wahrnimmt, als entfernter PDP.
Fu¨r die Implementierung der Zugriffskontrolle anhand der nutzerdefinierten Richtli-
nien kamen prinzipiell alle drei Komponenten der Datendienste in Frage, IO-Service,
File Catalog sowie das SE. Die Erweiterung des Storage Element unter Beibehal-
tung der Architektur und der verwendeten Protokolle erwies sich aus zwei Gru¨nden
als nicht mo¨glich:
1. Die nutzerdefinierten Richtlinien stehen lokal auf dem IO-Service und dem
File Catalog zur Verfu¨gung, da die Authentifizierung an beiden mittels des
beschra¨nkten Proxy-Zertifikats erfolgt. Die Authentifizierung beim Zugriff auf
das SE erfolgt hingegen mit dem Host-Zertifikat des IO-Service. Die nutzer-
definierten Richtlinien sind folglich nicht verfu¨gbar und mu¨ssten durch eine
Erweiterung des SRM-Protokolls dem SE zuga¨nglich gemacht werden.
2. Auf dem IO-Service und dem File Catalog stehen alle beno¨tigten Informatio-
nen u¨ber den ausgefu¨hrten Zugriff zur Verfu¨gung. Dazu geho¨ren das Zielob-
jekt in Form eines LFN oder einer GUID, die gewu¨nschte Zugriffsart sowie
das handelnde Subjekt. Fu¨r das SE ist das handelnde Subjekt der IO-Service
und das Zielobjekt ist durch eine SURL ausgedru¨ckt. Letztere ko¨nnte durch
eine Abfrage des File Catalog wieder in den in den Richtlinien referenzierten
LFN zuru¨cku¨bersetzt werden. Das urspru¨nglich handelnde Subjekt ist jedoch
nur dem IO-Service und dem File Catalog bekannt.
Die Entscheidung fu¨r die Implementierung der Zugriffskontrolle anhand der nut-
zerdefinierten Richtlinien fiel aus Effizienzgru¨nden (vgl. Kapitel 4.4.2) zugunsten
einer Erweiterung des IO-Service. Auf diesem kann die Entscheidung unmittelbar
nach dem Zugriff auf Basis lokaler Informationen gefa¨llt werden. Bei einer negativen
Zugriffsentscheidung auf Basis der nutzerdefinierten Richtlinien kann auf eine Kon-
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Abbildung 5.5: Lesender Datenzugriff (modifizierte Zugriffskontrolle)
taktierung des FAS zur Entscheidung u¨ber den Zugriff anhand dessen Richtlinien
verzichtet werden. Eine Implementierung auf dem File Catalog hingegen ha¨tte bei
jedem Zugriff dessen Kontaktierung durch den IO-Service nach sich gezogen.
5.4.1 Abla¨ufe bei der Zugriffskontrolle eines Datenzugriffs
In Abbildung 5.5 ist ein exemplarischer Datenzugriff dargestellt. Es wird dabei vor-
ausgesetzt, dass das Zielobjekt des Zugriffs auf dem SE vorhanden und im File
Catalog eingetragen ist. Der Zugriff auf das Zielobjekt soll lesend erfolgen, der Nut-
zer verfu¨gt u¨ber die dafu¨r beno¨tigten Privilegien. Weiterhin soll der Worker Node
u¨ber eine gu¨ltige Delegation verfu¨gen. Das dafu¨r erstellte Proxy-Credential wurde
mittels einer nutzerdefinierten Richtlinie in den delegierten Privilegien beschra¨nkt.
In der Richtlinie enthalten ist eine elementare FilePolicy mit einer Regel bezu¨glich
des Zielobjekts. Der Zugriff la¨uft wie folgt ab:
1. Der WN kontaktiert den IO-Service, dabei wird eine gegenseitige Authen-
tifizierung (vgl. Kapitel 2.2.3) durchgefu¨hrt. Der WN verwendet dafu¨r das
durch den Nutzer delegierte Proxy-Zertifikat und den zugeho¨rigen geheimen
Schlu¨ssel. Bei diesem Vorgang extrahiert der PEP des IO-Service die enthal-
tene nutzerdefinierte Richtlinie.
2. Der PEP fordert eine Autorisierungsentscheidung beim PDP an (A). Diese
wird lokal anhand der nutzerdefinierten Richtlinie getroffen. Sollte der Zugriff
durch den PDP untersagt werden, wu¨rde der Vorgang an dieser Stelle durch
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U¨bermittlung einer entsprechenden Fehlermeldung abgebrochen. In diesem
Fall fa¨llt die Entscheidung positiv aus.
3. Der PEP fordert nun eine Autorisierungsentscheidung vom entfernten PDP
des File Catalog, dem FAS, an (B). Dieser fa¨llt seine Entscheidung anhand
der VO-Richtlinien. Fa¨llt auch diese Entscheidung positiv aus, ist der Zugriff
aus Sicht des IO-Service gestattet.
4. Der IO-Service versucht nun, die Datei vom SE zu beziehen. Fu¨r die gegen-
seitige Authentifizierung verwendet er sein Host-Zertifikat. Nach erfolgreicher
Authentifizierung entscheidet das SE (C), ob dem IO-Service der Zugriff ge-
stattet ist. Im positiven Fall u¨bertra¨gt er nachfolgend die Datei an den IO-
Service.
5. Die Datei wird an den Worker Node u¨bertragen.
5.4.2 Implementierung des Policy Decision Point
Das Programm IODaemon bildet den Hauptbestandteil des IO-Service und imple-
mentiert auch den PEP fu¨r Entscheidungen u¨ber Zugriffe auf Datenobjekte. Da
nach der Authentifizierung der zugreifenden Entita¨t am IODaemon dort auch das
zur Authentifizierung verwendete Proxy-Zertifikat einschließlich der gesamten Zer-
tifikatskette vorliegt, wurde der IODaemon um die beno¨tigten Funktionalita¨ten
erweitert. Dies schließt die Extraktion der nutzerdefinierten Richtlinien aus den
Proxy-Zertifikaten sowie die Entscheidung u¨ber die und die Durchsetzung der dar-
in ausgedru¨ckten Richtlinien ein. Der erforderliche PDP wurde folglich direkt in
den IODaemon integriert. Dazu wurden die Methoden getPolicyExtensionData()
und parseUserPolicy() entwickelt. Die Methode getPolicyExtensionData() extra-
hiert anhand der OID die nutzerdefinierten Richtlinien aus den Zertifikaten der
Zertifikatskette, die FilePolicy-Elemente enthalten und liefert eine Datenstruktur
vom Typ XMLByte zuru¨ck. Die Methode parseUserPolicy() durchla¨uft diese Da-
tenstruktur und fu¨gt die Richtlinien einem myPolicies Objekt hinzu.
Fu¨r die Evaluierung der Richtlinien wurde der IO-Service um zwei Klassen erwei-
tert. Die Klasse Policies nimmt die einzelnen Richtlinien auf und verfu¨gt u¨ber Me-
thoden, neue Richtlinien dem Vektor policies hinzuzufu¨gen (addPolicy()) und diese
Richtlinien anhand eines konkreten Zugriffs auszuwerten (evaluatePolicy()). Der
Vektor policies entha¨lt Instanzen der zweiten Klasse (Policy). Jede dieser Instan-
zen entha¨lt genau eine Regel bezu¨glich eines Zielobjekts, d. h. fu¨r jede FilePolicy
wird eine neue Instanz der Klasse Policy angelegt. Diese entha¨lt den Pfad zum
Zielobjekt in LFN oder GUID Notierung sowie bool’sche Variablen bezu¨glich der
Zugriffsrechte auf dieses Objekt. Daru¨ber hinaus verfu¨gt die Klasse u¨ber Methoden,
die den Pfad des Zielobjekts ausgeben (getPath()) und Auskunft daru¨ber erteilen,
ob ein bestimmter Zugriff auf das Zielobjekt laut Regel gestattet oder untersagt ist
(get∗()).
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Abbildung 5.6: Sequenzdiagramm der modifizierten Zugriffskontrolle im IO-Service
In Abbildung 5.6 ist der interne Ablauf im IODaemon wa¨hrend einer Zugriffskon-
trolle anhand von nutzerdefinierten Richtlinien verdeutlicht. Die Abbildung stellt
die internen Abla¨ufe von Schritt A der Zugriffskontrolle in Abbildung 5.5 auf Sei-
te 102 dar:
1. Nach einem Zugriffswunsch werden die nutzerdefinierten Richtlinien durch die
Methode getPolicyExtensionData() aus der Zertifikatskette extrahiert.
2. Aus der enthaltenen XACML-Datenstruktur wird durch parseUserPolicy ein
myPolicies Objekt aufgebaut.
3. Fu¨r jede enthaltene FilePolicy wird ein policy Objekt mit dem referenzierten
Zielobjekt und den gestatteten oder untersagten Zugriffsarten initialisiert.
4. Die evaluatePolicy() Methode wird mit dem aktuellen Zugriffswunsch aus
Zielobjekt und Zugriffsart aufgerufen.
5. Die vorhandenen Richtlinien werden nach dem Zielobjekt und der Zugriffsart
des aktuellen Zugriffs durchsucht. Bei Vorhandensein mehrerer Richtlinien
mit dem gleichen Zielobjekt wird nach der Deny-Overrides Strategie u¨ber
den Zugriff entschieden (vgl. Kapitel 5.2.1).
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5.5 Erweiterung der Autorisierungsfunktionalita¨t des gLite-CE
Rechenauftra¨ge werden in gLite-Infrastrukturen durch die Komponenten Workload-
Management-System, Computing Element und Worker Node bearbeitet. Die Ver-
waltung der Rechenauftra¨ge sowie ihrer zugeordneten Zusta¨nde wird durch das
Logging & Bookkeeping anhand der eindeutigen jobID wahrgenommen (vgl. Kapi-
tel 3.1.1).
5.5.1 Zugriffskontrolle anhand des Zustands von Auftra¨gen
Die jobID wird durch den Nutzer vor Abgabe des Rechenauftrags an das WMS beim
LB-Service registriert. Um die delegierten Berechtigungen auf die Bearbeitung ge-
nau dieses Rechenauftrags zu beschra¨nken, wird ein beschra¨nktes Proxy-Credential
zu dessen Beauftragung verwendet. Dieses entha¨lt eine ExecutionPolicy mit einer
Regel, die die Ausfu¨hrung des Auftrags mit der registrierten jobID gestattet (vgl.
Kapitel 5.2.1.2). Wa¨hrend der Bearbeitung des Auftrags werden durch die beteilig-
ten Komponenten unter der jobID Zustandsmeldungen abgelegt (vgl. Abbildung 3.1
auf Seite 44). Dafu¨r wird die jobID eines Auftrags der jeweiligen Komponente durch
ihren Vorga¨nger in der Kette u¨bermittelt.
Der naheliegende Ansatz zur Zugriffskontrolle anhand der jobID wa¨re nun, aus-
schließlich einen einfachen Vergleich der durch die Middleware auf die beteiligten
Komponenten u¨bertragenen jobID mit der in der ExecutionPolicy des delegier-
ten Proxy-Zertifikats referenzierten vorzunehmen. Bei U¨bereinstimmung der bei-
den wu¨rde der Rechenauftrag zur Bearbeitung akzeptiert. Dieser Ansatz ist jedoch
nicht ausreichend sicher. Es besteht die Mo¨glichkeit, dass ein Angreifer, der erfolg-
reich ein beschra¨nktes Proxy-Credential in seinen Besitz gebracht hat, direkt einen
Rechenauftrag an ein CE abgibt. Dabei gibt der Angreifer auch die jobID an, unter
der der Auftrag verwaltet werden soll, sodass ein Zugriffskontrollmechanismus auf
dem CE davon ausgehen wu¨rde, dass der Rechenauftrag rechtma¨ßig ist.
Aus diesem Grund wurde ein Zugriffskontrollmechanismus entwickelt, der den Zu-
stand des Rechenauftrags mit in die Entscheidung u¨ber dessen Zulassung oder Ab-
lehnung einbezieht. Dafu¨r wurden die mo¨glichen Zusta¨nde von Rechenauftra¨gen
analysiert und diejenigen Zusta¨nde festgestellt, die bei Eintreffen eines Rechenauf-
trags am Gatekeeper des CE (vgl. Kapitel 3.1.2.3) fu¨r einen noch unbearbeiteten
Rechenauftrag valide sind. Die validen Zusta¨nde sind ”Submitted“, ”Waiting“ sowie
”Ready“ (blau eingefa¨rbt in Abbildung 5.7 auf der na¨chsten Seite). In allen ande-
ren Zusta¨nden kann sich ein Rechenauftrag nur befinden, nachdem er bereits einmal
durch ein Computing Element bzw. einen Worker Node bearbeitet wurde. In diesen
Fa¨llen muss folglich davon ausgegangen werden, dass ein Angreifer versucht, mit
einem kompromittierten, beschra¨nkten Proxy-Credential einen Rechenauftrag un-
ter einer wiederverwendeten jobID abzugeben. Die Bearbeitung des Auftrags muss
folglich abgelehnt werden.
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Abbildung 5.7: Zusta¨nde eines Rechenauftrags in gLite-Infrastrukturen
Eine Sonderstellung nimmt der Zustand ”Resubmission“ ein. Schla¨gt die
Ausfu¨hrung eines Rechenauftrags in gLite-Infrastrukturen fehl, versucht die Midd-
leware bis zu dreimal, diesen Auftrag neu zu starten. Dabei wird der wiederholte
Ausfu¨hrungsversuch durch einen derartigen Zustand im LB-Service markiert. Soll
diese Funktionalita¨t durch den Zugriffskontrollmechanismus unterstu¨tzt werden,
ist die Abfolge der Zusta¨nde ”Done(Failed)→Resubmission→Waiting→Ready“
ebenfalls als valide anzuerkennen. Aufgrund der Schwierigkeit, zweifelsfrei u¨ber die
Rechtma¨ßigkeit einer Resubmission zu entscheiden, sollte diese Funktionalita¨t bei
hohen Sicherheitsanforderungen nicht unterstu¨tzt werden.
Der entwickelte Zugriffskontrollmechanismus basiert auf zwei Annahmen, die fu¨r
ein sicheres Funktionieren von essentieller Bedeutung sind und beide durch den in
gLite-Infrastrukturen genutzten LB-Service erfu¨llt werden:
1. Die Zustandsmeldungen du¨rfen nur nach starker Authentifizierung entgegen-
genommen werden. Auch darf nur der Nutzer selbst bzw. eine in seinem Na-
men handelnde Entita¨t fu¨r die Abgabe einer derartigen Meldung zu seinen
Rechenauftra¨gen autorisiert werden. Andernfalls wa¨re es mo¨glich, die Zu-
griffskontrolle durch Abgabe von Meldungen derart zu manipulieren, dass
Rechenauftra¨ge fa¨lschlicherweise abgewiesen wu¨rden.
2. Es du¨rfen ausschließlich Zustandsmeldungen auf dem verwaltenden Dienst
hinzugefu¨gt oder gelesen werden. Eine Lo¨schung von Eintra¨gen muss
unmo¨glich sein. Andernfalls wa¨re eine Manipulation der Zugriffskontrolle
durch Lo¨schen der Zustandsmeldungen und somit eine erfolgreiche erneute
Abgabe von Rechenauftra¨gen unter derselben jobID mo¨glich.
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5.5.2 Auswahl des CE fu¨r die Erweiterung
Fu¨r die Durchsetzung von nutzerdefinierten Richtlinien auf den fu¨r die Ausfu¨hrung
von Rechenauftra¨gen zusta¨ndigen Komponenten wurde das Computing Element
ausgewa¨hlt. Gegen die Implementierung des beno¨tigten PEP auf dem WMS sprach
die Tatsache, dass man Rechenauftra¨ge auch direkt auf ein CE abgeben kann, ohne
einen WMS zu verwenden. Dadurch ko¨nnten die Zugriffskontrollmechanismen auf
dem WMS umgangen werden. Die Implementierung der Funktionalita¨t auf dem
Worker Node wa¨re im Ablauf der Bearbeitung von Rechenauftra¨gen zu spa¨t ge-
wesen, da diese, wenn sie auf WN eintreffen, bereits gestartet wurden. Fu¨r die
Implementierung auf dem CE sprach die Tatsache, dass dieses bereits die Zugriffs-
kontrollen fu¨r Rechenauftra¨ge anhand lokaler und VO-Richtlinien vornimmt. Wei-
terhin ist es die letzte Grid-Ressource vor den Worker Nodes, eine Umgehung durch
direkte Abgabe von Rechenauftra¨gen ist nicht mo¨glich.
Fu¨r die Implementierung des PDP fu¨r die nutzerdefinierten Richtlinien standen
zwei Varianten zur Auswahl. Die erste war die Implementierung eines aus Sicht des
CE entfernten PDP auf dem LB-Service. Dieser wu¨rde fu¨r die Entscheidung auf die
lokalen Daten aus der Datenbank des LB-Service zugreifen. Dessen Aufgabe ent-
spra¨che somit der eines PIP. Als Protokoll fu¨r die Anforderung von Entscheidungen
durch den PEP vom entfernten PDP wa¨re das XACML-Request/Response-Protokoll
einsetzbar. Die zweite Option war die Implementierung sowohl des PEP als auch
des PDP auf dem CE. Der LB-Service wa¨re als entfernter PIP in die Entschei-
dungsfindung eingebunden, um Informationen u¨ber den Status des betreffenden
Rechenauftrags zu erhalten. Die entsprechenden Mechanismen und Protokolle zur
Abfrage des LB-Service existieren bereits in der API der gLite-Middleware.
Beide Optionen waren sowohl funktional als auch bezu¨glich der zu erwartenden
Belastung der beteiligten Systeme a¨quivalent. Die Entscheidung fiel daher zuguns-
ten der zweiten Option, da diese mit geringerem Aufwand und somit weniger zu
erwartenden Fehlern implementiert werden konnte (vgl. Kapitel 5.5.3).
5.5.3 Implementierung des PDP
Die Durchsetzung von Zugriffsentscheidungen wird im gLite-CE durch den Ga-
tekeeper vorgenommen (vgl. Kapitel 3.1.2.3 und Abbildung 3.1). Dieser fordert
Zugriffsentscheidungen beim Local Centre Authorization Service (LCAS) an, der
somit die Rolle eines PDP fu¨r das CE einnimmt. Intern ist LCAS modular auf-
gebaut und entha¨lt mehrere PDPs, die Zugriffsentscheidungen anhand lokaler und
VO-Richtlinien fa¨llen. Mittels eines Plugin-Mechanismus ist LCAS erweiterbar aus-
gefu¨hrt.
Die Implementierung der beno¨tigten Funktionalita¨ten konnte somit in Form eines
als Plugin ausgefu¨hrten PDP vorgenommen werden. Das Plugin ist in C als monoli-
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Abbildung 5.8: Ablauf der Zugriffskontrolle anhand nutzerdefinierter Richtlinien
thisches Programm ausgefu¨hrt. Es greift u¨ber die gLite-API auf den LB-Service zu,
um den Status des in der nutzerdefinierten Richtlinie referenzierten Rechenauftrags
zu erhalten. Ein separater PEP wurde nicht beno¨tigt.
Der Ablauf der Zugriffsentscheidung ist wie folgt (vgl. Abbildung 5.8):
1. Nach der Initialisierung des Plugin wird das Proxy-Credential eingelesen, das
bei Erteilen des Auftrags delegiert wurde. Ist es leer oder fehlerhaft, wird der
Zugriff verweigert. Andernfalls wird der na¨chste Schritt ausgefu¨hrt.
2. Ist ein gu¨ltiges Proxy-Credential vorhanden, dessen Proxy-Zertifikate je-
doch mehr als eine nutzerdefinierte Richtlinie mit ExecutionPolicy-Elementen
entha¨lt, so kann dem aktuellen Rechenauftrag keine jobID eindeutig zugeord-
net werden. Der Zugriff wird verweigert. Ist nur ein ExecutionPolicy-Element
enthalten, wird der na¨chste Schritt ausgefu¨hrt.
3. Ist kein ExecutionPolicy-Element im Proxy-Credential enthalten, die manda-
tory Option jedoch gesetzt, ist der Zugriff zu verweigern. Andernfalls wird
der na¨chste Schritt ausgefu¨hrt.
4. Die jobID liegt dem PDP nun vor. U¨ber die gLite-API greift er auf den LB-
Service zu und erfragt die dem Rechenauftrag zugeordneten Statusmeldungen.
Ist dem LB-Service kein Rechenauftrag mit der referenzierten jobID bekannt,
ist der Zugriff zu verweigern. Andernfalls wird der na¨chste Schritt ausgefu¨hrt.
5. Nun werden die Statusmeldungen durchlaufen. Befindet sich der Rechenauf-
trag – wie im Normalfall anzunehmen – im Zustand ”Ready“, kann der na¨chste
Schritt ausgefu¨hrt werden. Andernfalls ist der Zugriff zu verweigern.
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6. Befand sich der Rechenauftrag zu einem fru¨heren Zeitpunkt nicht in einem
weitergehenden Zustand als ”Ready“, wie z. B. ”Running“, so wird der Zugriff
gestattet. Wenn doch, muss es sich um einen ”Resubmission“-Event handeln
(vgl. Kapitel 5.5.1), der na¨her untersucht werden muss. Somit wird der na¨chste
Schritt ausgefu¨hrt.
7. Ist der Rechenauftrag bereits einmal erfolgreich abgeschlossen worden (Zu-
stand ”Done (Success)“), so muss es sich um eine durch einen Angreifer wie-
derverwendete jobID handeln. Der Zugriff wird verweigert. Andernfalls wird
der na¨chste Schritt ausgefu¨hrt.
8. Liegt ein ”Resubmission“-Event vor? Wenn ja, wird der Zugriff gestattet,
andernfalls verweigert.
5.5.4 Ablauf der modifizierten Zugriffskontrolle fu¨r Rechenauftra¨ge
Der Ablauf der modifizierten Zugriffskontrolle am Computing Element ist in Abbil-
dung 5.9 auf der na¨chsten Seite exemplarisch dargestellt. Dabei wird vorausgesetzt,
dass der Zugriff rechtma¨ßig erfolgt, d. h. dass der Nutzer den Rechenauftrag am
LB-Service registriert hat und das Proxy-Credential, das der Nutzer an das WMS
delegiert hat, nicht kompromittiert wurde. In einem Proxy-Zertifikat innerhalb des
Proxy-Credentials ist eine nutzerdefinierte Richtlinie vorhanden, die ein Execution-
Policy-Element entha¨lt. Weiterhin ist der Nutzer Mitglied einer Virtuellen Orga-
nisation, die ihm die Berechtigung zur Nutzung des CE erteilt hat und dazu auch
berechtigt war. Der Nutzer ist lokal auf dem CE zum Zugriff berechtigt. Die Abgabe
des Rechenauftrags la¨uft unter diesen Voraussetzungen wie folgt ab:
1. Der Nutzer registriert die jobID am LB-Service. Eine nachtra¨gliche A¨nderung
der jobID oder ihre Lo¨schung ist nicht mo¨glich.
2. Der Nutzer u¨bergibt den Rechenauftrag an das WMS, das daraufhin ein pas-
sendes CE ermittelt.
3. Das WMS kontaktiert den Gatekeeper des CE zur gegenseitigen Authentifi-
zierung und Autorisierung des Rechenauftrags.
4. Der Gatekeeper fordert eine Entscheidung u¨ber den Zugriffswunsch beim
LCAS an.
5. Aus Effizienzgru¨nden wird der PDP zuerst befragt, der anhand der lokalen
Richtlinien entscheidet. Diese bestehen aus Blacklists, d. h. Listen mit Nut-
zern, denen der Zugriff verweigert wird. Eine derartige Entscheidung erfordert
keine kryptographischen Operationen und verursacht daher wenig Rechenauf-
wand.
6. Nachfolgend wird die Entscheidung anhand der VO-Richtlinien durchgefu¨hrt.
Hierfu¨r werden die Attributzertifikate aus dem Proxy-Credential des Nutzers
extrahiert und auf ihre Gu¨ltigkeit u¨berpru¨ft. Hat der Nutzer den Nachweis
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Abbildung 5.9: Abgabe eines Rechenauftrags (modifizierte Zugriffskontrolle)
u¨ber die Mitgliedschaft in einer unterstu¨tzten VO gebracht, wird der Zugriff
gestattet.
7. Die letzte Zugriffsentscheidung erfolgt anhand der nutzerdefinierten Richtlini-
en. Dieser Vorgang ist bedingt durch die Abfrage des LB-Service und der not-
wendigen gegenseitigen Authentifizierung mit einem erho¨hten Rechenaufwand
verbunden. Daher erfolgt sie zum Schluss. Der genaue Ablauf ist Kapitel 5.5.3
zu entnehmen.
8. Nach U¨bermittlung der positiven Entscheidung durch das LCAS gewa¨hrt der
Gatekeeper den Zugriff und leitet den Rechenauftrag an das LRMS weiter,
das diesen nachfolgend an einen WN zur Bearbeitung u¨bergibt.
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5.6 Modifikation des MyProxy-Dienstes
Der Mechanismus der Erneuerung von Proxy-Zertifikaten zur Unterstu¨tzung von
langlebigen Rechenauftra¨gen wurde in Kapitel 3.1.3.2 vorgestellt. Die Aufgabe des
MyProxy-Dienstes in Grid-Infrastrukturen auf Basis der gLite-Middleware ist es,
Rechenauftra¨gen neue Proxy-Zertifikate auszustellen, wenn die fu¨r die Beauftragung
verwendeten ihre Gu¨ltigkeit verlieren. Dafu¨r wird bei Eingehen eines Zugriffs durch
ein autorisiertes WMS ein neues Proxy-Zertifikat von dem dem MyProxy-Dienst
zur Verfu¨gung stehenden abgeleitet und dem WMS zuga¨nglich gemacht. Nach der
Erneuerung steht dem entsprechenden Rechenauftrag ein unbeschra¨nktes Proxy-
Credential zur Verfu¨gung, da das zur Ableitung verwendete Proxy-Credential des
MyProxy-Dienst ebenfalls unbeschra¨nkt ist. Die zur Verfu¨gung stehenden Privile-
gien werden somit in dem Fall erheblich erweitert, in dem der Rechenauftrag vor
der Erneuerung lediglich u¨ber ein beschra¨nktes Proxy-Credential verfu¨gte.
5.6.1 Voru¨berlegungen
Eine Erweiterung der Rechenauftra¨gen zur Verfu¨gung stehenden Privilegien durch
Erneuerung ihrer Proxy-Zertifikate konterkariert das angestrebte Ziel dieser Arbeit.
Angestrebt wird eine durchgehende Beschra¨nkung der delegierten Privilegien auf
den fu¨r die Durchfu¨hrung der vorgesehenen Aufgaben notwendigen Mindestum-
fang. Dafu¨r muss gewa¨hrleistet werden ko¨nnen, dass kein unbeschra¨nktes Proxy-
Credential die Heimateinrichtung des Nutzers verla¨sst, da hier in der Regel die not-
wendigen Einflussmo¨glichkeiten enden. Um dieses Ziel aufrechterhalten zu ko¨nnen,
musste eine Modifikation der Verfahren zur Erneuerung von Proxy-Credentials vor-
genommen werden. Dabei wird davon ausgegangen, dass die Heimateinrichtungen
der Nutzer lediglich UI-Systeme und MyProxy-Dienste fu¨r ihre Nutzer betreiben.
Unbeschra¨nkte Proxy-Credentials du¨rfen folglich nur auf diesen beiden Komponen-
ten vorliegen.
5.6.2 Implementierung und Darstellung der vera¨nderten Abla¨ufe
Die vorgenommenen Modifikationen im Ablauf der Erneuerung von Proxy-
Zertifikaten beschra¨nken sich auf interne Abla¨ufe im MyProxy-Dienst. Sie sind in
Abbildung 5.10 auf der na¨chsten Seite dargestellt. Die Hinterlegung eines Proxy-
Credentials auf dem MyProxy-Dienst (Schritt 1) und die Abgabe von Rechenauf-
tra¨gen (Schritt 2) wurden nicht vera¨ndert. Auch der auf dem WMS fu¨r die Er-
neuerung von Proxy-Zertifikaten zusta¨ndige proxy-renewd musste nicht modifiziert
werden. Dies deckt sich mit dem in Kapitel 4.1 formulierten Ziel der Wahrung der
Kompatibilita¨t mit den bestehenden Komponenten und Protokollen.
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Abbildung 5.10: Proxy-Renewal durch den modifizierten MyProxy-Dienst
Wie bereits dargelegt wurde, la¨uft die Authentifizierung am MyProxy-Dienst bei
Zugriffen fu¨r die Erneuerung von Proxy-Credentials zweistufig unter Verwendung
sowohl des Host-Zertifikats des WMS als auch des zu erneuernden Proxy-Zertifikats
des Nutzers ab. Damit liegen am MyProxy-Dienst die zur Beschra¨nkung des Proxy-
Zertifikats verwendeten nutzerdefinierten Richtlinien nach der erfolgreichen Authen-
tifizierung und Autorisierung vor (Schritt 3).
Der MyProxy-Dienst wurde derart modifiziert, dass bei der Authentifizierung
die vorgelegte Zertifikatskette durchlaufen wird und aus den enthaltenen Proxy-
Zertifikaten die nutzerdefinierten Richtlinien extrahiert und zwischengespeichert
werden (Schritt 4). Weiterhin wurde die Ableitung des neuen Proxy-Zertifikats
vom unbeschra¨nkten Proxy-Zertifikat des MyProxy-Dienstes um die Funktionalita¨t
erga¨nzt, die extrahierten nutzerdefinierten Richtlinien in das neu erstellte Proxy-
Zertifikat einzubinden (Schritt 5). Schritt 6 der Abbildung entspricht wieder dem
urspru¨nglichen Ablauf. In diesem wird die Delegation abgeschlossen, indem das
Proxy-Zertifikat an das WMS weitergeleitet wird. Die neuen Funktionalita¨ten sind
optional gestaltet, d. h. ihre Aktivierung kann u¨ber die zentrale Konfigurationdatei
des MyProxy-Dienstes gesteuert werden.
Das Ziel der Modifikation des MyProxy-Dienstes, dass bei einem Zugriff zur Erneue-
rung eines beschra¨nkten Proxy-Zertifikats auch nur ein entsprechend beschra¨nktes
Proxy-Zertifikat an das WMS ausgestellt wird, konnte erreicht werden. Eine Erwei-
terung der delegierten Privilegien ist damit ausgeschlossen.
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6.1 Funktionsumfang
Das Ziel bei der Erweiterung der gLite-Middleware um Funktionalita¨ten der be-
schra¨nkten Delegation war es, einen funktionsfa¨higen Prototypen bereitzustellen.
Dabei sollten mo¨glichst alle Funktionalita¨ten der betreffenden Komponenten der
gLite-Middleware unterstu¨tzt bzw. nicht beeintra¨chtigt werden. Dieses Ziel konn-
te bei der Erweiterung der Komponenten UI, IO-Service sowie MyProxy-Service
vollsta¨ndig erreicht werden.
Das Web-Portal ist eine neue Komponente. Es bietet die Funktionalita¨t, Jobs vom
Typ ”Normal“ unter Delegation beschra¨nkter Proxy-Credentials zu beauftragen.
Andere Arten von Rechenauftra¨gen sind aktuell nicht spezifizierbar. Da Grid-
Infrastrukturen versta¨rkt fu¨r die Bearbeitung paralleler Rechenauftra¨ge genutzt
werden, sollte diese Funktionalita¨t in zuku¨nftigen Versionen implementiert werden.
Die erweiterten Zugriffskontrollmechanismen des CEs unterstu¨tzen Rechenauftra¨ge
vom Typ ”Normal“ oder ”MPI“. Diese werden durch den Nutzer am LB-Service
unter einer jobID registriert, die in der Folge Bestandteil der zur Beschra¨nkung der
Delegation verwendeten ExecutionPolicy wird. Job-Collections oder Auftra¨ge vom
Typ ”DAG“ verfu¨gen jedoch u¨ber mehrere JobIDs, eine fu¨r jeden Sub-Job sowie eine
fu¨r den gesamten Auftrag. Fu¨r eine beschra¨nkte Delegation mu¨ssen folglich mehre-
re ExecutionPolicy-Elemente in dem zur Delegation verwendeten Proxy-Zertifikat
enthalten sein. In Version 3.0 der gLite-Middleware verfu¨gt das LCAS jedoch u¨ber
keine Informationen u¨ber die jobID des aktuellen Rechenauftrags. Daher ist es dem
PDP nicht mo¨glich, festzustellen, u¨ber welchen der in den ExecutionPolicies refe-
renzierten Rechenauftra¨gen aktuell zu entscheiden ist. Die Implementierung der Be-
schra¨nkung von Delegation fu¨r Job-Collections und DAGs erfordert eine A¨nderung
der gLite-Middleware. Eine Abhilfe ist jedoch durch eine Aufteilung dieser Rechen-
auftra¨ge in mehrere einzelne vom Typ ”Normal“ bzw. ”MPI“ gegeben.
6.2 Sicherheitsaspekte
Der Ansatz sowie die darauf aufbauende Implementierung der beschra¨nkten De-
legation zielen darauf ab, die unautorisierte Nutzung kompromittierter Proxy-
Credentials einzuschra¨nken und sie im besten Fall komplett zu unterbinden. Es
sind jedoch Szenerien denkbar, wenn auch extrem unwahrscheinlich, in denen ein
Missbrauch dennoch mo¨glich ist.
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6.2.1 Angriffsvektor zur unautorisierten Ausfu¨hrung von Jobs
Wie in Kapitel 3.2.3 dargelegt, ist die Kompromittierung von Grid-Ressourcen
durch gezielte Angriffe mo¨glich, wenn auch bei entsprechender Konfiguration un-
wahrscheinlich. Eine derartige Kompromittierung kann genutzt werden, um ein
Proxy-Credential trotz Beschra¨nkung durch eine eingebettete ExecutionPolicy zur
Ausfu¨hrung eines Rechenauftrags zu missbrauchen. Dafu¨r sind folgende beiden Be-
dingungen zwingend zu erfu¨llen:
1. Der Rechenauftrag des Angreifers muss vor Ankunft des autorisierten Re-
chenauftrags des Nutzers auf dem CE an ein CE abgegeben werden, damit
sein Auftrag als valide anerkannt wird. Die Zeitspanne, die dem Angreifer fu¨r
einen derartigen Angriff zur Verfu¨gung steht, variiert je nach Auslastung des
WMS und der fu¨r die Beauftragung des Jobs zu u¨bertragenden Datenmenge.
Sie bela¨uft sich im Regelbetrieb auf deutlich unter fu¨nf Minuten, typisch sind
eine bis zwei Minuten.
2. Der Angreifer muss Zugriff auf das beschra¨nkte Proxy-Credential des Nutzers
haben. Dieses Proxy-Credential befindet sich vor Eintreffen des Auftrags auf
dem CE neben dem UI des Nutzers lediglich noch auf dem WMS, das den
Auftrag an ein passendes CE weiterleitet. Da Grid-Nutzer u¨ber keinen lokalen
Zugriff auf das WMS verfu¨gen, muss ein entsprechender Angriff zur Kompro-
mittierung delegierter Proxy-Credentials durch einen erfolgreichen Angriff auf
einen Netzdienst erfolgen, um Zugriff auf lokale Dateien zu erhalten. Weiter-
hin beno¨tigt der Angreifer lokale Administratorprivilegien auf dem WMS.
Ein unter den beiden genannten Bedingungen erfolgreicher Angriff kann als sehr
unwahrscheinlich, jedoch nicht als unmo¨glich eingestuft werden. Der Nutzer kann
einen derartigen Missbrauch durch Abfrage des aktuellen Zustands am LB-Server
erkennen, da bereits nach kurzer Zeit Versuche zur erneuten Beauftragung des Jobs
an ein anderes CE durch das WMS gestartet werden. In einem solchen Fall kann
der Nutzer durch Abbrechen des Rechenauftrags den unrechtma¨ßig beauftragten
Job beenden und erneut einen Rechenauftrag starten.
6.2.2 Angriffsvektor zum unautorisierten Zugriff auf Speicherobjekte
Im Gegensatz zum verbleibenden Angriffsvektor fu¨r die unautorisierte Ausfu¨hrung
von Rechenauftra¨gen ist die Beschra¨nkung durch in Proxy-Zertifikate eingebette-
te FilePolicies ohne Einschra¨nkung wirksam. Es gibt keinen Zeitraum nach ihrer
Erstellung, in dem eine Erweiterung der Beschra¨nkung mo¨glich ist. Es kann je-
doch durch Kompromittierung entsprechender Proxy-Credentials zu Zugriffen auf
Speicherobjekte kommen, die durch die FilePolicies gestattet sind. Durch einen
derartigen Angriff ist es z. B. mo¨glich, dass ein Angreifer Dateien von einem SE
abruft.
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Die Einfu¨hrung zusa¨tzlicher Komponenten in bestehende Sicherheitsarchitekturen
und die damit einhergehende Erho¨hung der Komplexita¨t verursacht einen Mehr-
aufwand in der Bearbeitung von Anfragen. Fu¨r die ordnungsgema¨ße Funktion des
Gesamtsystems darf dieser im Normalbetrieb keine Einschra¨nkung verursachen.
Auch sollte er nicht fu¨r erfolgreiche Dienstverweigerungsangriffe ausgenutzt werden
ko¨nnen, die mittels zahlreicher, gleichzeitiger Anfragen an das System durchgefu¨hrt
werden.
Die Performance der implementierten Komponenten ist abha¨ngig von ihrer Position
in der Grid-Infrastruktur unterschiedlich bedeutsam. Bei Komponenten, die durch
die Heimateinrichtungen der Nutzer administriert werden und bei Bedarf durch
gleichgeartete Systeme erga¨nzt werden ko¨nnen, ist sie von untergeordneter Bedeu-
tung. Dies betrifft sowohl das erweiterte User Interface als auch den MyProxy-
Dienst. Beide ko¨nnen bei steigenden Nutzerzahlen einer Einrichtung und damit
einhergehender Erho¨hung der Arbeitslast der entsprechenden Systeme mit gerin-
gem Aufwand durch gleichartige Systeme unterstu¨tzt werden. Ein solcher Ansatz ist
bei Infrastrukturkomponenten, die von Anwendergruppen mehrerer Einrichtungen
genutzt werden, nur mit erheblichem Administrationsaufwand mo¨glich, der zudem
mit einer entsprechenden Erho¨hung der Komplexita¨t der gesamten Infrastruktur
einhergeht.
Um den durch die Erweiterung entstandenen Mehraufwand bewerten zu ko¨nnen,
wurden die Laufzeiten der Zugriffskontrollmechanismen des IO-Service sowie des CE
ermittelt. Diese wurden zum Einen im lokalen Kontext bewertet, d. h. durch Ver-
gleich bestehender mit neu hinzugekommenen Autorisierungskomponenten. Zum
Anderen wurde eine Bewertung des Mehraufwands im Kontext der gesamten Infra-
struktur vorgenommen, um ein aussagekra¨ftiges Gesamtbild zu erhalten.
6.3.1 Laufzeiten der Zugriffskontrolle im IO-Service
Die Messungen zur Ermittlung der Laufzeiten der Zugriffskontrollmechanismen im
erweiterten IO-Service wurden unter Verwendung der in Anhang A.1 vorgestell-
ten Systeme ioadmin1 sowie ui1 durchgefu¨hrt. Zusa¨tzlich wurde ein FireMan Data
Catalog verwendet, der in einer virtuellen Maschine (VM) auf Basis der Virtua-
lisierungsumgebung Xen installiert war. Die zugrunde liegende Hardware bestand
aus einem Server mit zwei Intel Xeon (Clovertown) Quad-Core Prozessoren und
16 GB Arbeitspeicher. Der VM waren zwei virtuelle CPU-Kerne zugeteilt sowie
1 GB Arbeitsspeicher.
Zur Ermittlung der Laufzeiten wurden je Messung vier Zeitnahmen durchgefu¨hrt.
Die erste Zeitnahme erfolgte bei Aufruf der Zugriffskontrolle (t1, vgl. Schritte 2.
und 3. in Abbildung 5.5 auf Seite 102), die zweite Zeitnahme bei Aufruf des PDP
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auf Basis der nutzerdefinierten Richtlinien (t2), die dritte bei dessen Beendigung
(t3), die vierte am Ende der gesamten Zugriffskontrolle (t4). Aus diesen Zeitnahmen
wurden durch Differenzbildung zwei Laufzeiten ermittelt:
tubp−io = t3 − t2 (6.1)
tauthz−io = t4 − t1 (6.2)
Laufzeit tubp−io ist dabei der Zeitraum, den das System fu¨r die Abarbeitung des
hinzugefu¨gten PDP beno¨tigt, tauthz−io umfasst die gesamte zur Zugriffskontrolle
eines Verbindungswunsches beno¨tigte Zeit.
Die Zeitnahmen erfolgten durch Auslesen des Time Stamp Counters (TSC) des
Hauptprozessors des Systems. Dieser wird bei Systemstart initialisiert und mit je-
dem Prozessortakt inkrementiert. Damit verfu¨gt der TSC u¨ber die ho¨chste zeitliche
Auflo¨sung aller Uhren in einem herko¨mmlichen UNIX-System auf Basis von PC-
Hardware. Die Ausgaben des TSC geben die Anzahl der Taktzyklen an, die seit
Systemstart vergangen sind und erfolgen als Ganzzahlwert mit 64 Bit La¨nge. Ein
U¨berlauf der TSC konnte ausgeschlossen werden und wurde im Programm nicht
beru¨cksichtigt. Die Umrechnung der Ergebnisse in Millisekunden erfolgte nachfol-
gend durch Division der Zeitangaben in Taktzyklen durch den Prozessortakt, der
bei Systemstart durch den Betriebssystemkern ermittelt wurde:
tubp−io[ms] = 1000 · tubp−io[TSC Zyklen]
2, 7996 · 109[TSCZyklens ]
(6.3)
Eine Quelle fu¨r Ungenauigkeiten liegt bei derartigen Messungen in unerwu¨nschten
Taskwechseln. Diese werden durch den Prozess-Scheduler des Betriebssystems ver-
ursacht und sorgen fu¨r eine Unterbrechung des Programmablaufs. Da der TSC
wa¨hrend der Unterbrechung des IO-Service fortlaufend inkrementiert wird, werden
die Ergebnisse entsprechend verfa¨lscht. Messungen, wa¨hrend denen ein Taskwechsel
erfolgte, lassen sich jedoch leicht anhand der erheblichen Abweichungen der Ergeb-
nisse von gleichartigen Messungen erkennen und als Ausreißer aus der Auswertung
ausschließen.
Die Messungen erfolgten unter Variation der Anzahl nfp elementarer FilePolicy-
Elemente in der nutzerdefinierten Richtlinie, die in dem zur Authentifizierung ver-
wendeten Proxy-Zertifikat enthalten war. Es wurden Messungen durchgefu¨hrt mit
einer, zwei, fu¨nf sowie 10, 15 und 20 elementaren FilePolicy-Elementen. Die Ver-
wendung von mehr als 20 FilePolicy-Elementen in einer Richtlinie ist nicht mehr
als sinnvoll anzusehen. Hier sollten Nutzer von der Option zur Referenzierung von
Zielobjekten mittels Wildcards Gebrauch machen (vgl. Kapitel 5.2.1.1).
Um einen aussagekra¨ftigen Mittelwert zu erhalten, wurden jeweils 100 Abla¨ufe mit
derselben Anzahl nfp von FilePolicy-Elementen vermessen. Ergebnisse, die um
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Abbildung 6.1: Laufzeiten tubp−io(nfp) des hinzugefu¨gten PDP im IO-Service
mehr als das Fu¨nffache vom Median der Messreihe abwichen, wurden dabei als
Ausreißer gewertet, die durch unerwu¨nschte Taskwechsel verursacht wurden. Diese
Ausreißer wurden aus der Mittelwertbildung ausgeschlossen, da sie andernfalls zu
erheblichen Verfa¨lschungen gefu¨hrt ha¨tten.
In Abbildung 6.1 sind die Laufzeiten tubp−io des hinzugefu¨gten PDP in Form von ku-
mulierten Verteilungsfunktionen (CDF) in Abha¨ngigkeit von nfp aufgetragen. Aus
den Verteilungsfunktionen la¨sst sich eine hohe Stabilita¨t der Messungen ablesen,
die eine Mittelwertbildung rechtfertigt. Es mussten keine Ergebnisse als Ausreißer
klassifiziert und entfernt werden. Die Mittelwerte der Laufzeiten des PDP sind in
Tabelle 6.1 aufgefu¨hrt. Aus diesen ist ein nicht-linearer Anstieg der Laufzeiten bei
Erho¨hung von nfp zu entnehmen.
∆tubp,fp(nfp − 1) = tubp−io(nfp)− tubp−io(1)
nfp − 1 (6.4)
Ermittelt man die Vera¨nderung des Anstiegs der Laufzeit je hinzugefu¨gtem FilePo-
licy-Element anhand Gleichung 6.4 fu¨r die einzelnen Messreihen (vgl. Abbildung 6.2
auf der na¨chsten Seite) ergibt sich ein anna¨hernd linearer Zusammenhang zwischen
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Abbildung 6.2: Laufzeitzuwachs des hinzugefu¨gten PDP je hinzugefu¨gtem
FilePolicy-Element
der Anzahl der u¨ber das erste FilePolicy-Element hinaus hinzugefu¨gten FilePoli-
cy-Elemente und dem Zuwachs von tubp−io(nfp − 1) je hinzugefu¨gtem FilePolicy-
Element. Es la¨sst sich eine Steigung von ≈ 0, 4 msnfp−1 beobachten.
Dieses Verhalten ist durch die Implementierung des PDP zu erkla¨ren. Innerhalb
des PDP wird nach dem Aufruf in einem ersten Durchgang der nutzerdefinierten
Richtlinie ein myPolicies-Objekt aufgebaut, das in einem zweiten Durchgang nach
Regeln durchsucht wird, die auf den gewu¨nschten Zugriff zutreffen. Somit wa¨chst
der Aufwand fu¨r die Abarbeitung der gesamten nutzerdefinierten Richtlinie nicht-
linear mit nfp.
Die durch die Bearbeitung der Richtlinien im hinzugefu¨gten PDP entstehenden
Verzo¨gerungen sind im Kontext der Laufzeit der gesamten Zugriffskontrolle des IO-
Service zu bewerten. Die Auswertung der entsprechenden Messreihen wurde nach
dem gleichen Verfahren wie fu¨r die Laufzeiten des PDP durchgefu¨hrt. Abweichend
davon wurden jedoch in jeder Messreihe Ausreißer entfernt, um aussagekra¨ftige Mit-
telwerte zu erhalten (vgl. Abbildung 6.3 auf der na¨chsten Seite und Tabelle 6.1).
Eine Begru¨ndung fu¨r das erho¨hte Auftreten von Ausreißern ist in zwei Ursachen zu
suchen. Zum Einen ist die Wahrscheinlichkeit von Taskwechseln durch die deutlich
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Abbildung 6.3: Laufzeiten tauthz−io(nfp) der Zugriffskontrolle im IO-Service
la¨ngere Laufzeit der u¨brigen Zugriffskontrolle des IO-Service gro¨ßer. Zum Anderen
ist die Antwortverzo¨gerung des FireMan-Service, der in diesem Abschnitt der Zu-
griffskontrolle kontaktiert wird, nicht statisch. Da durch beide Ursachen eine im
Verha¨ltnis zur Gesamtlaufzeit der Zugriffskontrolle bessere Performance des PDP
suggeriert wird, wurden die Ausreißer entfernt.
Nach Entfernen der Ausreißer stellt sich das Verha¨ltnis der Laufzeit des PDP auf
Basis der nutzerdefinierten Richtlinien zur Gesamtlaufzeit der Zugriffskontrolle im
IO-Service mit einem Anteil von 16,19 % bei der Einbettung von 20 FilePolicy-
Elementen in die nutzerdefinierte Richtlinie als gering dar. Diese Feststellung gilt
versta¨rkt fu¨r die Einbettung einer niedrigeren Anzahl von FilePolicy-Elementen,
fu¨r die der Anteil der Laufzeit des hinzugefu¨gten PDP entsprechend sinkt. Auch
sollte die Verwendung einer geringen Anzahl von FilePolicy-Elementen in den nut-
zerdefinierten Richtlinien die Regel sein, da sich fu¨r die Adressierung einer großen
Anzahl von Zielobjekten die Verwendung von Wildcards empfiehlt.
Auch absolut betrachtet nimmt sich der Performanceverlust gering aus, da Spei-
cherressourcen in Grid-Infrastrukturen fu¨r die Ablage großer Datenmengen im Be-
reich von Gigabyte in einzelnen Dateien optimiert sind. So stellt sich der aus der
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1 9,72 1069,04 0,91
2 14,49 1147,31 1,26
5 31,79 1147,06 2,77
10 79,67 1192,95 6,68
15 146,61 1311,01 11,18
20 236,9 1463,03 16,19
Tabelle 6.1: Mittlere Laufzeiten der Zugriffskontrollmechanismen des IO-Service
mittleren Laufzeit tubp−io und einer idealisierten U¨bertragung von 1 GB1 u¨ber eine
Datenverbindung mit einer Transferrate von netto 1 GBit/s errechnete Overhead
(vgl. Formel 6.5) mit weniger als 3 % gering dar (vgl. Tabelle 6.2). Dabei werden
Verzo¨gerungen durch die Anwendung weiterer Authentifizierungs- und Autorisie-
rungsverfahren oder des Slow Start Algorithmus des TCP nicht beru¨cksichtigt. Bei
Beru¨cksichtigung dieser Verzo¨gerungen reduziert sich der prozentuale Performan-
ceverlust entsprechend.
















Overhead O [Prozent] bei U¨bertragung
mittels R = 1Gbps von D
10 GB 5 GB 1 GB
1 0,01 0,02 0,12
2 0,02 0,04 0,18
5 0,04 0,08 0,40
10 0,10 0,20 1,00
15 0,18 0,37 1,83
20 0,30 0,59 2,96
Tabelle 6.2: Overhead durch erweiterte Zugriffskontrollmechanismen des IO-Service
1Zur Vereinfachung wird 1Gb als 109 Bit angenommen und nicht als 220 Bit.
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6.3.2 Laufzeiten der Zugriffskontrolle im Computing Element
Die Messungen zur Ermittlung der Laufzeiten der Zugriffskontrolle im CE wurden
auf der in Anhang A.1 vorgestellten Testumgebung durchgefu¨hrt. Dabei fanden ein
gLite-CE auf ce2, ein WMS auf wms1, ein UI auf ui1 sowie der LB-Service auf lb1
Verwendung.
A¨quivalent zu den Messungen auf dem IO-Service wurden je Messung vier Zeitnah-
men zur Ermittlung der Laufzeiten der Zugriffskontrollmechanismen durchgefu¨hrt.
Der erste Messpunkt (t1) befand sich direkt nach dem Aufruf des LCAS durch
den Gatekeeper (vgl. Schritte 5-7 in Abbildung 5.9 auf Seite 110). Die zweite (t2)
und dritte Zeitnahme (t3) erfolgte nach Aufruf bzw. vor Beendigung des PDP auf
Basis der nutzerdefinierten Richtlinien, die Zeitnahme t4 erfolgte unmittelbar vor
Beendigung des LCAS. Aus diesen Zeitnahmen wurden zwei Laufzeiten ermittelt:
tubp−ce = t3 − t2 (6.6)
tlcas = t4 − t1 (6.7)
Auch hier entspricht die erste Laufzeit tubp−ce dem Zeitraum, den das System fu¨r
die Abarbeitung des hinzugefu¨gten PDP beno¨tigt, tlcas umfasst die gesamte zur Zu-
griffskontrolle eines Verbindungswunsches beno¨tigte Zeit. Die Zeitnahmen erfolgten
durch Auslesen des TSC, die Umrechnung in Sekunden wurde durch Division der
ausgelesenen Werte durch die Taktfrequenz des Hauptprozessors von ce2 durch-
gefu¨hrt.
Da die Messungen unter mo¨glichst identischen Bedingungen durchgefu¨hrt werden
sollten, wurden synthetische Rechenauftra¨ge minimalen Umfangs in der unbelaste-
ten Testumgebung beauftragt. Im Gegensatz zu den in Kapitel 6.3.1 vorgestellten
Performancemessungen am IO-Service entfa¨llt die Variation der Anzahl elementa-
rer Richtlinien nfp in der eingebetteten Execution Policy, da ein Proxy-Zertifikat
nur jeweils eine elementare Richtlinie fu¨r die Beschra¨nkung der Privilegien zur
Ausfu¨hrung eines Rechenauftrags enthalten darf.
Zur Ermittlung eines aussagekra¨ftigen Mittelwerts fu¨r tubp−ce und tlcas wurden 100
Messungen durchgefu¨hrt, die einzelnen Messungen wurden jeweils nach Abschluss
der vorhergehenden gestartet, um die Belastung des Systems nicht zu erho¨hen und
damit die Ergebnisse zu verfa¨lschen. Die ermittelten Laufzeiten der Einzelmessun-
gen sind in Abbildung 6.4 auf der na¨chsten Seite sowohl fu¨r den PDP auf Basis
der nutzerdefinierten Richtlinien (tubp−ce) als auch fu¨r den LCAS gesamt (tlcas) in
Form von kumulierten Verteilungsfunktionen dargestellt.
Wie der Abbildung zu entnehmen ist, traten im Gegensatz zu den Laufzeitmes-
sungen am IO-Service keine durch Taskwechsel verursachte Ausreißer auf, daher
konnten alle Messergebnisse fu¨r die Mittelwertbildung der Laufzeiten verwendet
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Abbildung 6.4: Laufzeiten der Zugriffskontrollmechanismen im CE
werden (vgl. Tabelle 6.3). Aus den Ergebnissen la¨sst sich eine deutliche Steigerung
der Laufzeit der gesamten Zugriffskontrolle ableiten. Diese resultiert unmittelbar
aus der Implementierung des hinzugefu¨gten PDP, der fu¨r die Entscheidung u¨ber
die Gewa¨hrung oder Ablehnung des Zugriffs jeweils eine gegenseitig authentifizierte
Abfrage des LB-Service durchfu¨hren muss.
Im typischen Produktivbetrieb a¨ußert sich die zusa¨tzliche Belastung der beteiligten
Systeme auf zwei Arten. Zum Einen erho¨ht sich die Latenz von der Beauftragung
eines Jobs bis zu dessen U¨bergabe an das LRMS. Eine begleitende Messung die-
ser Latenz durch Auswertung der Statusmeldungen des UI und des CE direkt am
LB-Service mit dem Werkzeug tcpdump ergab eine mittlere Latenz von 51, 2s, so
dass der Anteil der Zugriffskontrolle des CE an der Latenz unter 1% betrug und
somit vernachla¨ssigt werden kann. Zum Anderen wird die Arbeitslast sowohl auf
dem CE als auch auf dem LB-Service erho¨ht. Die Arbeitslast auf dem CE durch
den hinzugefu¨gten PDP besteht im Wesentlichen aus der Abfrage des LB-Service
und den damit verbundenen Authentifizierungsvorga¨ngen. In einer unmodifizierten
gLite-Infrastruktur erfolgen drei Statusmeldungen je Rechenauftrag durch das CE
an den LB-Service, so dass die diesbezu¨gliche Belastung durch den PDP um 33%
erho¨ht wird. Im Gesamtsystem CE stellt die Kommunikation mit dem LB-Service
jedoch nur einen geringen Anteil an der gesamten Arbeitslast (vgl. Kapitel 2.1.3.1)
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dar, so dass die anteilige Belastung durch den PDP erheblich geringer ist. Wei-
terhin muss beru¨cksichtigt werden, dass Rechenauftra¨ge in Grid-Infrastrukturen
u¨blicherweise Bearbeitungsdauern von mehreren Stunden haben, so dass selbst ein
CE, an das eine große Zahl von Worker Nodes angeschlossen ist, nur mit einer ge-
ringen Anzahl von Rechenauftra¨gen pro Minute zu rechnen hat. Fu¨r den LB-Service
erho¨ht sich die Belastung von sechs Authentifizierungsvorga¨ngen auf sieben eben-
falls je erfolgreich abgeschlossenem Rechenauftrag. Nach Aussagen der Entwickler
von gLite ist der LB-Service in der verwendeten Version in der Lage, pro Tag ca.
27000 Rechenauftra¨ge zu verwalten [Gra07], so dass selbst im schlechtesten Fall bei
direkter Skalierung mit der Anzahl der Authentifizierungsvorga¨nge noch von mehr
als 23000 Rechenauftra¨gen pro Tag und LB-Service ausgegangen werden kann.
Fu¨r Dienstverweigerungsangriffe auf das Zugriffskontrollsystem des CE muss der
Angreifer u¨ber ein valides Zertifikat einer durch den CE akzeptierten CA verfu¨gen,
da der Angriff andernfalls bereits bei der Authentifizierung scheitert. Um eine signi-
fikante Last durch den hinzugefu¨gten PDP zu erzeugen, muss es sich weiterhin um
ein Proxy-Zertifikat eines autorisierten Nutzers handeln, das zudem u¨ber eine einge-
bettete ExecutionPolicy verfu¨gt. Somit muss der Angreifer bereits im Vorhinein eine
andere Grid-Ressource kompromittiert haben, auf der derartige Proxy-Credentials
vorliegen. Beide Voraussetzungen lassen es unwahrscheinlich erscheinen, dass sich
ein Angreifer fu¨r einen Dienstverweigerungsangriff auf die Grid-Infrastruktur die-
se Komponente als Angriffsziel aussucht. Sollte sich dieses Szenario dennoch als
Problem darstellen, kann der PDP derart vera¨ndert werden, dass in einem Cache
Kombinationen aus jobIDs einschließlich DN der beantragenden Nutzer vorgehalten
werden, die in einem kurzen Zeitraum fu¨r eine große Anzahl von Autorisierungs-
anfragen verwendet wurden. Fu¨r diese wa¨re die Autorisierung ohne Abfrage des
LB-Service abzulehnen, so dass die Last am CE durch den Angriff nur unwesentlich
erho¨ht wu¨rde.
Abschließend la¨sst sich feststellen, dass die Belastung durch den PDP auf Basis
der nutzerdefinierten Richtlinien im Verha¨ltnis zu der bisherigen Belastung durch
das bestehende Zugriffskontrollsystem zwar deutlich steigt. Bei globaler Betrach-
tung ist diese jedoch weder fu¨r den Nutzer in Hinblick auf die Bearbeitungsdauer
seiner Rechenauftra¨ge noch fu¨r den Administrator in Hinblick auf den erreichbaren








Tabelle 6.3: Mittlere Laufzeiten der Zugriffskontrollmechanismen im CE
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7 Zusammenfassung und Ausblick
Der Beitrag dieser Arbeit liegt in der Konzeption eines Ansatzes zur effektiven
Beschra¨nkung delegierter Privilegien, durch dessen Implementierung eine grundle-
gende Schwa¨che im Sicherheitsmodell heutiger Grid-Infrastrukturen entscheidend
reduziert werden kann. Die Konzentration des Ansatzes auf Privilegien zum Zugriff
auf Zielobjekte der Grid-Ebene setzt das Grid-Paradigma konsequent um und dient
damit der Entlastung des Anwenders von detaillierten Kenntnissen u¨ber die genutz-
ten Ressourcen und den auf diesen vorliegenden Objekten. Daru¨ber hinaus konnte
im Rahmen dieser Arbeit gezeigt werden, dass die Adressierung von sowohl stati-
schen als auch dynamischen Zielobjekten in Delegationen praktikabel ist und eine
darauf aufbauende Zugriffskontrolle die Beschra¨nkung der delegierten Privilegien
effektiv durchsetzen kann. Durch die nutzerdefinierte Spezifikation der delegierten
Privilegien wird der Aufwand fu¨r die Verwaltung von Attributautorita¨ten im er-
arbeiteten Ansatz konstant gehalten. Damit werden neue Quellen fu¨r Fehlkonfigu-
rationen und daraus entstehende Sicherheitslu¨cken wirksam vermieden. Weiterhin
wird die Kompatibilita¨t zu den bestehenden Autorisierungsmechanismen durch die
Einbindung der spezifizierten Richtlinien in Proxy-Zertifikate gewahrt, wodurch ei-
ne erleichterte Integration der auf den Ansatz aufbauenden Implementierungen in
bestehende Umgebungen erreicht wird. Der Verzicht auf zusa¨tzliche zentrale Diens-
te zur Unterstu¨tzung der Delegationsfunktionalita¨t vermeidet eine Steigerung der
Komplexita¨t der Grid-Infrastruktur und damit weitere potentielle Fehlerquellen.
Die Basis fu¨r die Erarbeitung des Ansatzes bildet eine Analyse der Autorisierungs-
mechanismen in Grid-Infrastrukturen. Diese werden exemplarisch anhand der gLite-
Middleware des europa¨ischen EGEE-Projekts durchgefu¨hrt, die auf dem Globus
Toolkit basiert. Die bestehenden Mechanismen zur Delegation von Nutzerprivilegi-
en werden in Hinblick auf Funktionalita¨t und Sicherheit untersucht und Schwa¨chen
identifiziert. Nachfolgend werden allgemeingu¨ltige Kriterien fu¨r Ansa¨tze zur be-
schra¨nkten Delegation aufgestellt und begru¨ndet sowie bestehende Ansa¨tze analy-
siert und auf Basis dieser Kriterien bewertet.
Aus der Analyse werden Anforderungen an einen umfassenden Ansatz zur be-
schra¨nkten Delegation von Privilegien abgeleitet und formuliert. Die Methodik
des Ansatzes wird hinsichtlich der agierenden Entita¨ten, der Dimension der Be-
schra¨nkung sowie der unterstu¨tzten Objekte dargelegt und begru¨ndet. Aus der
Methodik werden die beno¨tigten Bestandteile der nutzerdefinierten Richtlinien ab-
geleitet. Fu¨r deren Transport zu den Grid-Ressourcen wird das Push-Modell, als
Transportmedium Proxy-Zertifikate verwendet. Die fu¨r die Durchsetzung der Richt-
linien beno¨tigten Mechanismen der Zugriffskontrolle werden nachfolgend diskutiert.
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Zudem werden Verfahren fu¨r eine effiziente Unterstu¨tzung der Nutzer bei der Er-
stellung der fu¨r die beschra¨nkte Delegation beno¨tigten Richtlinien diskutiert.
Die prototypische Implementierung des erarbeiteten Ansatzes erfolgt am Beispiel
der gLite-Middleware, sie ist jedoch prinzipiell auf alle Grid-Middlewares portier-
bar, die Proxy-Zertifikate zur Delegation von Privilegien einsetzen. Die Implemen-
tierung unterstu¨tzt je einen Dienst der gLite-Middleware als Beispiel fu¨r stati-
sche bzw. dynamische Zielobjekte. Erstere werden durch Dateien und Verzeichnisse
auf Speicherressourcen repra¨sentiert, letztere durch Rechenauftra¨ge auf Compu-
ting Element-Systemen. Die Kodierung der nutzerdefinierten Richtlinien erfolgt in
XACML, wodurch eine Erweiterbarkeit fu¨r zuku¨nftig unterstu¨tzte Dienste einfach
mo¨glich ist. Der Nutzer wird bei der Erstellung von Richtlinien unter Anwendung
der in Kapitel 4 diskutierten Methoden unterstu¨tzt. Die automatisierte Erstellung
der beno¨tigten Richtlinien kommt bei der Beschra¨nkung der Ausfu¨hrung von Re-
chenauftra¨gen zum Einsatz. Fu¨r die Unterstu¨tzung bei der Erstellung von Richt-
linien zur Beschra¨nkung des Zugriffs auf Speicherressourcen wurde eine grafische
Nutzerschnittstelle implementiert, die eine intuitive Auswahl von Zielobjekten und
Zugriffsarten auf diese ermo¨glicht.
Die Implementierung erfu¨llt die im Ansatz formulierten Anforderungen in Hinblick
auf Funktionalita¨t. Das erreichte Sicherheitsniveau stellt eine erhebliche Verbesse-
rung gegenu¨ber einer gLite-Umgebung ohne Funktionalita¨t zur Beschra¨nkung de-
legierter Privilegien dar. Ein theoretisch verbleibender Angriffsvektor auf die Be-
schra¨nkung der Privilegien zur Ausfu¨hrung von Rechenauftra¨gen setzt eine vor-
hergehende Kompromittierung einer Grid-Ressource voraus und ist zudem nur in
einem engen Zeitfenster wirksam. Zur Bewertung der Performance wurden die im-
plementierten Infrastrukturkomponenten in einer Testumgebung am RRZN einge-
hend untersucht. Die Ergebnisse der Messungen lassen das erreichte Niveau als fu¨r
eine produktive Umgebung ausreichend erscheinen.
7.1 Ausblick
Die Fo¨rderung von Grid-Projekten wie dem europa¨ischen EGEE-II oder dem deut-
schen D-Grid lassen den politischen Willen erkennen, leistungsfa¨hige nationale sowie
internationale eScience-Verbu¨nde aufzubauen und langfristig zu betreiben. Diese
Integration umfasst in zunehmenden Maße Anwendergruppen, die nicht den klassi-
schen Nutzern von Großrechnern zuzuordnen sind. So ist ein mit der Fo¨rderung der
D-Grid-Projekte verbundenes Ziel des deutschen Bundesministeriums fu¨r Bildung
und Forschung, weitere Wissenschaftsbereiche aber auch kommerzielle Anwender
an einer integrierten deutschen eScience-Infrastruktur zu beteiligen.
Aus diesen Entwicklungen la¨sst sich eine generell wachsende Bedeutung von Grid-
Infrastrukturen ableiten, die jedoch mit einem erho¨hten Sicherheitsbedu¨rfnis ver-
knu¨pft ist. Wa¨hrend die Anwender der ersten Grid-Verbu¨nde im Wesentlichen
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aus der Hochenergiephysik entstammten und keinerlei datenschutzrechtliche Vor-
gaben zu beachten hatten, sind die neuen Anwendergruppen aus dem biologisch-
medizinischen oder ingenieurwissenschaftlichen Umfeld entweder durch rechtliche
Vorgaben oder aus Eigeninteresse an einem Schutz ihrer Daten interessiert. Wei-
terhin wird, bedingt durch den Zugriff einer heterogenen Nutzerschaft, mit unter-
schiedlicher Finanzierung bzw. Fo¨rderstruktur eine Abrechnung genutzter Grid-
Ressourcen zuku¨nftig unumga¨nglich. Dies setzt einen verbesserten Schutz der Nut-
zer vor missbra¨uchlicher Nutzung von Grid-Ressourcen in ihrem Namen und den
damit verbundenen Haftungsfragen voraus. Beide Aspekte erfordern den Einsatz
von Mechanismen zur beschra¨nkten Delegation, mittels derer Nutzer eine – auch
im Nachhinein nachvollziehbare – Freigabe zur Nutzung spezifizierter Ressourcen
erteilen ko¨nnen.
Fu¨r die Weiterentwicklung des erarbeiteten Ansatzes sowie der Implementierung
bieten sich zwei Richtungen an. Naheliegend ist die Unterstu¨tzung weiterer Dienste
der gLite-Middleware. Zuku¨nftig sollten alle Dienste einer Middleware unterstu¨tzt
werden, fu¨r die Delegationen erteilt werden, so dass die Notwendigkeit zur De-
legation unbeschra¨nkter Privilegien durch den Nutzer vollsta¨ndig entfallen kann.
Daru¨ber hinaus ist eine Portierung auf andere Grid-Middlewares anzustreben. We-
gen der technischen Kompatibilita¨t und Verbreitung ist hier insbesondere das Glo-
bus Toolkit zu nennen. Die Unterstu¨tzung weiterer Grid-Middlewares ist vor allem in
den Grid-Verbu¨nden unerla¨sslich, in denen mehrere Middlewares parallel eingesetzt
werden, wie beispielsweise die D-Grid-Infrastruktur. Hier sollte ein gleichwertiges
Sicherheitsniveau fu¨r alle Middlewares angestrebt werden, um ein Umgehen von
Sicherheitsmechanismen durch Nutzung einer anderen Middleware zu verhindern.
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Parallel zu der Vorbereitung des Projekts D-Grid wurde am Lehrgebiet Rechner-
netze des Regionalen Rechenzentrums fu¨r Niedersachsen (RRZN) mit dem Aufbau
einer umfassenden Grid-Testumgebung begonnen. In dieser sollte unterschiedliche
Grid-Software flexibel ausgetestet werden ko¨nnen und so Kompetenz im Bereich
des Grid-Computing am RRZN aufgebaut werden. Weiterhin bildet die Testum-
gebung die Basis fu¨r eigene Arbeiten im Bereich der Netzwerksicherheit sowie der
Authentifizierungs- und Autorisierungsmechanismen. Innerhalb der Testumgebung
werden das Globus Toolkit und die gLite-Middleware unterstu¨tzt. Die Wahl auf
diese beiden Middlewares fiel aufgrund ihrer großen europa¨ischen und weltweiten
Verbreitung sowie ihrer Bedeutung fu¨r die nationale Infrastruktur.
Die Testumgebung ist in nationale und internationale Aktivita¨ten eingebunden.
Diese waren die Beteiligung am europa¨ischen EGEE-Projekt u¨ber eine assoziierte
Partnerschaft und Teilnahme an den Aktivita¨ten zum Testen der gLite-Middleware
im Rahmen des Teilprojekts JRA1-testing. Weiterhin ist die Testumgebung in die
nationalen Infrastrukturen eingebunden, die im Rahmen der D-Grid-Projekte auf-
gebaut werden.
A.1 Architektur
Bei der Planung der gLite-Testumgebung am RRZN wurde angestrebt, eine
vollsta¨ndige Grid-Infrastruktur abzubilden. Ein Ziel dieser Planungen war es,
mo¨glichst geringe Abha¨ngigkeiten von externen Infrastrukturen einzugehen. Damit
sollte erreicht werden, dass Funktionalita¨ten und Dienste der verwendeten gLite-
Komponenten mit den ho¨chstmo¨glichen Freiheitsgraden getestet werden konnten,
ohne externe Partner zu beeintra¨chtigen.
Abbildung A.1 auf der na¨chsten Seite zeigt die Testumgebung unter Verzicht auf
die Darstellung von Komponenten externer Partner, da sie fu¨r diese Arbeit nicht re-
levant sind. Dargestellt sind die Rechnerkomponenten und die fu¨r den Betrieb des
Grid entscheidenden Kommunikationsbeziehungen zwischen ihnen. Von der Dar-
stellung der Kommunikation ohne Grid-Bezug wie ICMP-Nachrichten oder DNS-
Abfragen wurde aus Gru¨nden der U¨bersichtlichkeit abgesehen.
Obwohl die gLite-Middleware eine parallele Installation von mehreren Diensten auf
einem Rechner in der Regel zula¨sst, wurde bei den meisten Diensten auf diese Me-
thodik bewusst verzichtet. Die separate Installation von einem Dienst je Rechner
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Abbildung A.1: Die gLite-Testumgebung am RRZN
erleichtert sowohl die Fehlersuche als auch die Untersuchung von Kommunikations-
beziehungen erheblich.
Wie aus Abbildung A.1 ersichtlich ist, wurden einige Dienste mehrfach ausgelegt.
Dies betrifft die beiden CE-Systeme ce1 und ce2 sowie die daran angeschlossenen
baugleichen Worker Nodes tcn1–tcn4 sowie tcn5–tcn12. Mit dieser asymmetrischen
Verteilung von Rechenleistung sollte die Untersuchung der Funktionalita¨ten des
WMS im Bereich der Lastverteilung ermo¨glicht werden.
Die Rechnerausstattung der gLite-Testumgebung ist Tabelle A.1 zu entnehmen.
Abgesehen von den Worker Nodes (Dual AMD Opteron) besteht sie aus Rech-
nern mit Dual-CPU oder Single-CPU/Dual-Core Intel x86-Prozessoren. Die Rech-
ner sind mit Gigabit-Ethernet an das Netzwerk der Testumgebung angebunden, die
WN-Systeme verfu¨gen daru¨ber hinaus u¨ber einen Infiniband-Interconnect. Der Ar-
beitsspeicher dieser Rechner ist mit zwei bzw. vier Gigabyte auch fu¨r Java-basierte
Grid-Dienste ausreichend dimensioniert. Alle Rechner sind mit redundanten Fest-
platten ausgestattet, die entweder im RAID-Level 1 oder RAID-Level 5 betrie-
ben werden. Die Ausstattung mit Festplattenspeicher ist lediglich im Fall des SE-
Systems dcache1 relevant, das fu¨r die Speicherung von Nutzerdateien zusta¨ndig ist.
Mit 1,5 TB ist es fu¨r den Testbetrieb ausreichend dimensioniert.
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Xeon 2.8 GHz 1,5 TB
tcn1–12
Dual AMD
4 GB 146 GB
1000Base-T,
Opteron 2.2 GHz Infiniband
Tabelle A.1: Rechnerausstattung der gLite-Testumgebung am RRZN
A.2 Dienste
Die in der Testumgebung installierten Dienste der gLite-Middleware umfassen die
in Abschnitt 2.1.3 vorgestellten vier Gruppen der Job Management Serices, Data
Services, Security Services und Information and Monitoring Services. Als Betriebs-
system wird auf allen Systemen die Linux-Distribution Redhat Enterprise Linux
Advanced Server 3 oder die bina¨rkompatible Distribution Scientific Linux 3 ver-
wendet. Der Einsatz dieser schon zum Zeitpunkt des Verfassens dieser Arbeit ver-
alteten Distributionen ist aus Gru¨nden der Kompatibilita¨t mit gLite Version 3.0
notwendig. Ein U¨bergang auf neuere Versionen wird fu¨r zuku¨nftige Versionen von
gLite jedoch angestrebt [INF07].
Die gLite-Middleware wird durch die von der EU gefo¨rderten Projekte EGEE,
bzw. den Nachfolger EGEE-II aktiv entwickelt. Dadurch bedingt wurde die gLite-
Testumgebung im Laufe ihres Bestehens regelma¨ßig auf neue Versionen einzelner
Komponenten aktualisiert. Die in den Tabellen A.2 bis A.5 angegebenen Versionen
beziehen sich auf den zum Zeitpunkt des Verfassens dieser Arbeit aktuellen Stand.
A.2.1 Job Management Serices
Die Job Management Serices der gLite-Testumgebung umfassen alle Dienste, die
die gLite-Middleware fu¨r diesen Bereich vorsieht. Eine Erla¨uterung der Aufgaben
dieser Dienste wurde in Kapitel 2.1.3.1 vorgenommen.
Zusa¨tzlich ist ein Rechner als User Interface konfiguriert. Auf diesem haben die
Nutzer eigene UNIX-Accounts, auf die sie u¨ber einen Secure Shell (SSH) Zugang
zugreifen ko¨nnen. Die Aufgabe dieses Systems ist es, dem Nutzer eine Arbeitsum-
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Dienst Rechner Version Bemerkungen

















Worker Node tcn1-4 glite-WN-3.0.13-0
TORQUE Client
Nodes fu¨r ce1
Worker Node tcn5-12 glite-WN-3.0.13-0
TORQUE Client
Nodes fu¨r ce2
Tabelle A.2: Job Management Services in der gLite-Testumgebung
gebung bereitzustellen, um seine Rechenauftra¨ge an das Grid vorzubereiten und sie
an das Grid abzugeben. U¨ber die auf diesem System installierten Kommandozei-
lenbefehle kann der Nutzer mit allen fu¨r ihn relevanten Grid-Diensten interagieren.
A.2.2 Data Services
Der Bereich der Data Services wird gebildet aus den beiden Diensten FireMan
Data Catalog und IO-Service, der auf einen SRM-Dienst als SE zuru¨ckgreift (vgl.
Kapitel 2.1.3.2). Als SRM-Service kommt in der gLite-Testumgebung ein auf dCache
basierendes Speichersystem zum Einsatz.
Sowohl der FireMan Data Catalog als auch der IO-Service werden in zuku¨nftigen
Versionen der gLite-Middleware nicht mehr enthalten sein. Sie werden mittelfristig
durch den LCG File Catalog (LFC) und die Grid File Access Library (GFAL)
ersetzt, die einen direkten Zugriff des Nutzers auf den SRM-Service ermo¨glicht.
Diese Entscheidung wurde in der Hauptsache mit mangelnder Leistungsfa¨higkeit der
beiden Komponenten begru¨ndet. Insbesondere im Bereich der Zugriffskontrolle sind
LFC und GFAL jedoch noch ungeeignet, einen Ersatz fu¨r die beiden zu ersetzenden
Systeme zu bilden, da die verwendeten SE-Systeme noch keine Autorisierung auf
Basis der Access Control Lists des File Catalog sowie der VO-Attribute beherrschen.
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Tabelle A.3: Data Services in der gLite-Testumgebung
A.2.3 Security Services
Die Security Services der gLite-Middleware umfassen zwei Dienste aus dem Bereich
der Authentifizierung bzw. Autorisierung, den MyProxy sowie den Virtual Organi-
sation Membership Service. Die Aufgaben dieser Dienste werden in Kapitel 2.1.3.3
erla¨utert.














Tabelle A.4: Security Services in der gLite-Testumgebung
A.2.4 Information and Monitoring Services
Die Information and Monitoring Services der gLite-Middleware werden in der Te-
stumgebung mit einem LB-Service sowie einem RGMA-Dienst repra¨sentiert. Die
Aufgaben dieser Dienste sind in Kapitel 2.1.3.4 erla¨utert.
Zusa¨tzlich zu den genannten Diensten ist in der gLite-Testumgebung noch ein Ser-
ver fu¨r das Distributed Grid Accounting System (DGAS) [GPP07] installiert. Diese
Software ist aus dem DataGrid Accounting System hervorgegangen und implemen-
tiert eine verteilte Architektur fu¨r das Accounting und Pricing von Ressourcennut-
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dgas- gLite 3.0 nicht
3.1.1 enthalten
Tabelle A.5: Information and Monitoring Services in der gLite-Testumgebung
zung. Das DGAS war bis gLite Version 1.5 Bestandteil der Middleware, wird jedoch
im Rahmen des EGEE-II Projektes weiterentwickelt.
A.3 Authentifizierung von Nutzern und Diensten
Die Authentifizierung von Nutzern und Diensten in der gLite-Testumgebung erfolgt
mittels PKI und X.509-Zertifikaten (vgl. Kapitel 2.2.2.2). Die Dienste der Testum-
gebung sind derart konfiguriert, dass X.509-Zertifikate von allen Zertifizierungs-
stellen zur Authentifizierung akzeptiert werden, die Mitglied der European Grid
Policy Management Authority (EUGridPMA) [EUG07] sind. Zertifizierungsstellen,
die Mitglied dieser Organisation sind, mu¨ssen nach deren Richtlinien [EUG05] zum
Betrieb arbeiten. Das Ziel dieser Vorgaben ist es, ein einheitliches Sicherheitsniveau
aller Zertifizierungsstellen und damit eine Vertrauensbeziehung zwischen diesen so-
wie ihren Nutzern zu etablieren.
Die von den Diensten und lokalen Nutzern der gLite-Testumgebung verwen-
deten X.509-Zertifikate werden von den beiden deutschen Mitgliedern der EU-
GridPMA ausgestellt. Diese beiden Zertifizierungsstellen sind die DFN-Verein
PCA Grid, die vom DFN-Verein betrieben wird, sowie die GridKa-CA des For-
schungszentrums Karlsruhe (FZK). Beide Zertifizierungsstellen stellen Zertifikate
mit Gu¨ltigkeitsdauern von 13 Monaten aus.
Der Ru¨ckruf von Zertifikaten erfolgt im Falle beider Zertifizierungsstellen u¨ber die
in Kapitel 2.2.2.3 erla¨uterten Certificate Revocation Lists. Auf allen Rechnern der
gLite-Testumgebung werden die Sperrlisten automatisiert alle sechs Stunden ak-
tualisiert. Dieser Zeitraum stellt einen Kompromiss dar zwischen einem mo¨glichst
hohen Sicherheitsniveau durch eine schnelle Sperrung kompromittierter Identita¨ten
und dem Ziel einer noch akzeptablen Belastung der Server der Zertifizierungsstellen.
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In gLite-Infrastrukturen wird eine Autorisierung auf Basis des VO-Modells (vgl.
Kapitel 2.3.4) angestrebt, in der Instanzen des VOMS als Attributautorita¨ten fun-
gieren. In der gLite-Testumgebung wird dieses Modell mit dem Betrieb von zwei
VOMS-Instanzen umgesetzt, die jeweils eine VO verwalten. Ihre Aufgabe ist es,
den Mitgliedern der von ihnen verwalteten VO nach Pru¨fung der Identita¨t signierte
Attributzertifikate [FH02] auszustellen. Diese Attributzertifikate enthalten Daten
u¨ber die Eigenschaften des Nutzers innerhalb der VO in Form von FQAN-Strings
(vgl. Kapitel 2.3.4.1) oder Attribut/Wert-Paaren. Die von den VOMS-Instanzen
verwalteten Virtuellen Organisationen sind:
1. VO ”rvs“ fu¨r lokale Mitarbeiter
2. VO ”ext“ fu¨r externe Partner
Auf den Grid-Ressourcen wird die Zugriffskontrolle auf Basis der Autorisierungs-
informationen innerhalb der Attributzertifikate durchgefu¨hrt. Fu¨r eine sichere Zu-
griffskontrolle muss die Ressource verifizieren ko¨nnen, dass das durch den Nutzer
pra¨sentierte Attributzertifikat von einer VOMS-Instanz ausgestellt wurde, der sie
vertraut. Diese Befa¨higung wird erreicht, indem jeder Ressource, die Zugriffskon-
trollen auf Basis der VO-Attribute durchfu¨hren soll, das X.509-Zertifikat der aus-
stellenden VOMS-Instanzen zuga¨nglich gemacht und als vertrauenswu¨rdig markiert
wird. Die Ressourcen der Testumgebung unterstu¨tzen neben den beiden lokal ad-
ministrierten Virtuellen Organisationen noch jeweils eine im Rahmen von EGEE
(egtest) und D-Grid (dgtest) verwendete.
Einige Kernkomponenten der gLite-Middleware, wie der LB-Service oder das WMS,
beherrschen lediglich Autorisierungsmechanismen der GSI (vgl. Kapitel 2.2.3). Die
GSI beherrscht keine Zugriffskontrolle anhand von VO-Attributen, sie entschei-
det u¨ber die Zugriffe der Nutzer individuell auf Basis des Distinguished Name im
Subjekt des pra¨sentierten Zertifikats. Zu diesem Zweck existiert auf diesen Kompo-
nenten eine Datei, das so genannte grid-mapfile, das die Distinguished Names der
Nutzerzertifikate sowie die Namen der Nutzerkonten entha¨lt, die diese verwenden
du¨rfen. Bei Zugriffen von Nutzern wird jeweils u¨berpru¨ft, ob der DN des zur Au-
thentifizierung genutzten Zertifikats im grid-mapfile der Ressource enthalten ist. Ist
dies der Fall, wird der Zugriff auf diese gestattet.
Um die Eintra¨ge im grid-mapfile nicht manuell konfigurieren zu mu¨ssen, existiert
in der gLite-Middleware ein Mechanismus, diese automatisiert mit den Nutzerlisten
der in der jeweiligen Infrastruktur unterstu¨tzten VO bzw. deren VOMS-Instanzen
abzugleichen. Auch wenn dieses Verfahren einen der Nachteile der Autorisierung
anhand des grid-mapfile abmildert, bleiben doch gravierende Nachteile. So ist es
mit diesem Verfahren unmo¨glich, mehrere Rollen eines Nutzers innerhalb der VO
zu differenzieren. Weiterhin ko¨nnen bei simultaner Mitgliedschaft in mehreren Vir-
tuellen Organisationen – abha¨ngig von der jeweils aktiven – keine unterschiedlichen
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Betriebsmittel innerhalb der Ressource zugewiesen werden. Mittelfristig wird daher
angestrebt, vollsta¨ndig auf VO- und damit RBAC-basierte Autorisierungsmodelle
(vgl. Kapitel 2.3.1.3) u¨berzugehen.
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In Kapitel 5.3.2 wurde die grafische Nutzerschnittstelle sowie die fu¨r diese imple-
mentierten Komponenten vorgestellt. Neben den grundlegenden Funktionalita¨ten
fu¨r die Spezifikation und Abgabe von Rechenauftra¨gen stellt die Nutzerschnittstel-
le Werkzeuge fu¨r die intuitive Erstellung von nutzerdefinierten Richtlinien bereit,
mittels derer der Zugriff auf Objekte der SE-Systeme limitiert werden kann.
Die bereitgestellten Funktionalita¨ten sollen in diesem Abschnitt anhand eines ex-
emplarischen Rechenauftrags verdeutlicht werden. Im Rahmen des Rechenauftrags
wird ein Skript fu¨r die Bash-Shell ausgefu¨hrt, das wa¨hrend der Abarbeitung u¨ber
den IO-Service auf Dateien eines SE-Systems zugreift.
B.1 Nutzung von Proxy-Credentials innerhalb des Web-Portals
Nach der Anmeldung am Gridsphere-Portal, auf die hier nicht weiter eingegangen
wird, hat der Nutzer die Auswahl zwischen den drei Reitern ”Credentials“, ”Re-
sources“ und ”Jobs“. Um dem Portal die Interaktion mit Grid-Komponenten in
seinem Namen zu ermo¨glichen, muss der Nutzer ein Proxy-Credential auf das Por-
tal transferieren. Dieser Vorgang erfolgt im Reiter ”Credentials“. In Abbildung B.1
auf der na¨chsten Seite ist der Reiter dargestellt, nachdem ein Proxy-Credential
durch den Nutzer auf das Web-Portal transferiert wurde. Dargestellt werden unter
”Verfu¨gbare Credentials“ das Subjekt des Proxy-Zertifikats sowie dessen Restlauf-
zeit. Um dem Nutzer einen schnellen U¨berblick u¨ber die Verfu¨gbarkeit eines gu¨ltigen
Proxy-Credentials zu geben, wird weiterhin der aktuelle Status angegeben. In die-
sem Fall ist das Proxy-Credential als ”Valid“ gekennzeichnet, es kann folglich fu¨r
Aktionen im Grid verwendet werden.
Dem Nutzer bieten sich zwei Optionen, dem Web-Portal Proxy-Credentials
verfu¨gbar zu machen. Zum Einen kann er ein auf dem UI erstelltes Proxy-Credential
auf das Portal hochladen. Dies erfolgt u¨ber die Auswahl der lokalen Datei, in der
sich das Proxy-Credential befindet, mittels ”Choose File“ (vgl. Abbildung B.1 auf
der na¨chsten Seite) und einer nachfolgenden Beta¨tigung des Schalters ”Credenti-
al hochladen“. Zum Anderen kann er eine Delegation von einem MyProxy-Dienst
anfordern, dem er zuvor eine Delegation erteilt hat. Dieser Vorgang erfolgt im ”My-
Proxy Portlet“ unter Angabe des Namens der Delegation sowie dem Benutzerna-
men und verwendeten Passwort. Nach Auswahl des MyProxy-Servers muss noch
die Virtuelle Organisation angegeben werden, von deren VOMS-Server ein Attri-
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Herkunft Distinguished Name Status Gültig bis Zeit übrig
previously uploaded file CN=Stefan Piger, OU=UniHannover, O=GermanGrid VALID Jan 10, 2008 10:07:20 PM 0 Days 10 hours 42 minutes 27 seconds
Credential vom Client aus hochladen
no file selectedChoose File
Credential hochladen









Abbildung B.1: Verwaltung von Proxy-Credentials
butzertifikat zur Einbettung in das Proxy-Credential angefordert wird. Nach dem
erfolgreichen Abruf der Proxy-Credentials vom MyProxy-Server muss der Nutzer
noch die gewu¨nschte Rolle innerhalb der VO aus den ihm zugeordneten auswa¨hlen
(nicht dargestellt). Diese werden als Attributzertifikat vom VOMS-Server der VO
bezogen und in ein weiteres Proxy-Zertifikat eingebettet. Nachdem der Nutzer ei-
ne der beiden Optionen gewa¨hlt und die entsprechenden Aktionen ausgefu¨hrt hat,
steht dem Web-Portal ein gu¨ltiges Proxy-Credential zur Verfu¨gung. Der Nutzer
kann nun einen Rechenauftrag initiieren. Dazu ist der Reiter ”Jobs“ auszuwa¨hlen.
B.2 Spezifikation und Beauftragung des Jobs
Das Portlet ”Jobs“ ist aus Gru¨nden der U¨bersichtlichkeit in mehrere Ansich-
ten unterteilt. Der Nutzer kann zwischen diesen mittels einer Navigationsleiste
(vgl. z. B. Abbildung B.3 auf Seite 141) wechseln. Dadurch bietet sich dem Nut-
zer die Mo¨glichkeit, innerhalb des Workflows zur Beauftragung von Rechenjobs
A¨nderungen an der Konfiguration vorzunehmen, die er in einer vorangehenden An-
sicht vorgenommen hat. Das Portlet ist zustandsbehaftet, d. h. die Informationen
des Nutzers gehen durch das Wechseln in eine andere Ansicht nicht verloren.
B.2.1 Verwaltung von Rechenauftra¨gen
Der Reiter ”Jobs“ bietet dem Nutzer in der ersten Ansicht ”Job list“ (vgl. Abbil-
dung B.2 auf der na¨chsten Seite) eine U¨bersicht u¨ber seine Rechenauftra¨ge. Diese
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Job list >> Details >> Requirements >> XACML policy >> Select CE >> Send job >> Output
Ansicht aktualisieren Neuen Job anlegen >>
Liste der Jobs
Name Beschreibung Executable Arguments Input sandbox Output sandbox Status Optionen
gLite-Job /bin/hostname READY Status anzeigen
gLite-Job /bin/hostname DONE (SUCCESS) Ausgabe anzeigen
Add a previously sent job






Abbildung B.2: U¨bersicht u¨ber Rechenauftra¨ge
bietet neben dem Namen des Auftrags sowie einer optionalen Beschreibung Infor-
mationen u¨ber das verwendete Programm, den Argumenten, mit denen es gestartet
wurde, und den in den Input- und Output-Sandboxes u¨bertragenen Dateien. Wei-
terhin wird der aktuelle Status der Auftra¨ge angezeigt und eine Option geboten,
Details u¨ber deren Status zu erhalten bzw. bei abgeschlossenen Auftra¨gen die Aus-
gabedateien der Output-Sandbox vom zusta¨ndigen WMS abzurufen.
Das Web-Portal fu¨gt der Liste der Rechenauftra¨ge automatisch alle u¨ber dieses
abgegebene Auftra¨ge hinzu. Der Nutzer kann jedoch manuell Auftra¨ge hinzufu¨gen,
die er u¨ber die Kommandozeile des UI abgegeben hat. Dazu muss er deren JobID
in die Eingabezeile der Ansicht ”Job list“ einfu¨gen und den Schalter ”Add job“
beta¨tigen.
Das Anlegen neuer Rechenauftra¨ge erfolgt in der Ansicht ”Job list“ (vgl. Abbil-
dung B.2) durch Beta¨tigung des Schalters ”Neuen Auftrag anlegen >>“. Nachfol-
gend wechselt das Web-Portal in die Ansicht ”Details“.
B.2.2 Anlegen eines Rechenauftrags
Die Ansicht ”Details“ (vgl. Abbildung B.3 auf Seite 141) innerhalb des Portlets
”Jobs“ bietet dem Nutzer Optionen zur Spezifikation eines Rechenauftrags vom
Typ Normal. Es ist in fu¨nf Gruppen gegliedert, wobei die letzte Gruppe lediglich
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die erstellte Job-Spezifikation in JDL-Syntax zu Kontrollzwecken ausgibt. In der
ersten Gruppe, die sich unterhalb der Navigationsleiste befindet, muss der Nutzer
dem Auftrag einen Namen geben, u¨ber den dieser in der ”Job list“ referenziert wird.
Optional kann noch eine Beschreibung hinzugefu¨gt werden. Auch ko¨nnen Namen
fu¨r die Standardausgabe und -fehlerdatei vergeben werden.
Die zweite Gruppe gibt dem Nutzer die Mo¨glichkeit, eine ausfu¨hrbare Datei zu spe-
zifizieren. Dafu¨r kann entweder der Name und Pfad eines auf dem WN vorliegenden
Programms spezifiziert werden oder ein Programm auf das Portal transferiert wer-
den, das automatisch der Input-Sandbox des Auftrags hinzugefu¨gt wird. Weiterhin
ko¨nnen optional Argumente angegeben werden, mit denen die ausfu¨hrbare Datei
gestartet wird.
In der dritten Gruppe ko¨nnen weitere Dateien fu¨r die Input-Sandbox spezifiziert
und auf das Web-Portal transferiert werden. Die in Abbildung B.3 auf der na¨chsten
Seite dargestellte Input-Sandbox entha¨lt bereits die Datei ”mydatatest.sh“. Diese
wurde durch ihre Spezifikation als ausfu¨hrbare Datei automatisch durch das Web-
Portal hinzugefu¨gt.
Die vierte Gruppe dient der Spezifikation von weiteren Dateien fu¨r die Output-
Sandbox. In den Grundeinstellungen entha¨lt diese bereits die Standardausgabe
und -fehlerdatei. Erzeugt der Rechenauftrag weitere Ausgabedateien, die nicht
wa¨hrend dessen Abarbeitung auf ein SE transferiert werden, ko¨nnen diese mit-
tels der Output-Sandbox bei Abschluss des Auftrags auf das WMS transferiert und
von dort auf das Web-Portal u¨bertragen werden.
Nach Abschluss der grundlegenden Konfiguration muss der Schalter ”Anforderun-
gen (Requirements) auswa¨hlen >>“ beta¨tigt werden, um in die Ansicht ”Require-
ments“ zu wechseln.
B.2.3 Spezifikation von Anforderungen an das ausfu¨hrende Computing
Element
Die Ansicht ”Requirements“ (vgl. Abbildung B.4 auf Seite 142) dient der Spezi-
fikation von Anforderungen an das ausfu¨hrende CE. Die zur Auswahl stehenden
Kriterien sind u¨ber Auswahlmenu¨s erreichbar und ko¨nnen u¨ber einen Operator mit
einem Wert verknu¨pft werden. Vorkonfiguriert sind folgende Kriterien:
 other.GlueHostMainMemoryRAMSize. Mit diesem Kriterium las-
sen sich Minimalanforderungen bezu¨glich des auf den Worker Nodes zur
Verfu¨gung stehenden Arbeitsspeichers spezifizieren.
 other.GlueCEStateFreeCPUs. Option zur Spezifikation einer Anforde-
rung bezu¨glich der Anzahl von freien CPUs, die durch das CE verwaltet
werden.
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A R G U M E N T S S E L E C T E D S U C C E S S F U L L Y !
Job list >> Details >> Requirements >> XACML Policy >> Select CE >> Send job >> Output









mydatatest.sh Uploaded Datei löschen
Executable hochladen








mydatatest.sh (als Executable ausgewählt)
no file selectedChoose File
Datei hochladen
Output Sandbox
Datei der Output Sandbox hinzufügen
Datei hinzufügen
(Filenames should be entered in the form of "output.file" to retrieve them from the user directory on the workernode. In case the file is


















Abbildung B.3: Spezifikation der Basisparameter eines Auftrags
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Job list >> Details >> Requirements >> XACML Policy >> Select CE >> Send job >> Output















OutputSandbox = {"std.out", "std.err"};






Abbildung B.4: Spezifikation der Anforderungen an die ausfu¨hrende Infrastruktur
 other.GlueCEStateTotalCPUs. Option zur Spezifikation einer Anforde-
rung bezu¨glich der Anzahl von CPUs, die durch das CE verwaltet werden.
 other.GlueCEPolicyMaxCPUTime. Option zur Spezifikation einer An-
forderung bezu¨glich der maximalen CPU-Zeit, die einem Auftrag zur
Verfu¨gung steht.
 other.GlueCEStateFreeJobSlots. Option zur Spezifikation einer Anforde-
rung bezu¨glich der momentan freien Pla¨tze fu¨r Rechenauftra¨ge.
 other.GlueCEStateStatus. Option zur Spezifikation einer Anforderung
bezu¨glich des Zustands eines CE. Damit lassen sich z. B. nur Computing Ele-
ments fu¨r die Bearbeitung eines Auftrags auswa¨hlen, die im Zustand Produc-
tion sind und somit eine gewisse Verfu¨gbarkeit garantieren.
Als Operatoren stehen ”==“, ”>=“, ”<=“, ”>“ und ”<“ zur Verfu¨gung, die Werte
ko¨nnen durch den Nutzer frei spezifiziert werden. Nach Abschluss der Konfigurati-
on der Anforderungen muss der Schalter ”XACML-Policy erzeugen >>“ beta¨tigt
werden, um in die Ansicht ”XACML Policy“ zu wechseln.
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B.2.4 Erstellen der nutzerdefinierten Richtlinie
Die Ansicht ”XACML Policy“ (vgl. Abbildung B.5 auf der na¨chsten Seite) bietet
dem Nutzer in vier Gruppen Funktionalita¨ten zur Spezifikation von nutzerdefinier-
ten Richtlinien fu¨r den Zugriff auf Dateien und Verzeichnisse des File Catalog sowie
verschiedene U¨bersichten der gewa¨hlten Regeln.
In der ersten Gruppe unterhalb der Navigationsleiste kann der Nutzer innerhalb
der Verzeichnisstruktur des File Catalog navigieren und fu¨r die dort vorhandenen
Objekte Regeln fu¨r den lesenden, schreibenden, erstellenden und lo¨schenden Zu-
griff durch Anwa¨hlen der entsprechenden Boxen festlegen. Weiterhin ist es mo¨glich,
Regeln fu¨r das jeweilig aktuelle Verzeichnis zu spezifizieren. Eine Regel wird durch
Beta¨tigung des Schalters ”Regel hinzufu¨gen“ in der entsprechenden Zeile der nut-
zerdefinierten Richtlinie hinzugefu¨gt.
In der zweiten Gruppe ko¨nnen Zielobjekte in Form von Logical File Names di-
rekt durch den Nutzer angegeben sowie die gewu¨nschten Zugriffsrechte ausgewa¨hlt
werden. Durch Beta¨tigung des Schalters ”Regel hinzufu¨gen“ wird diese der nutzer-
definierten Richtlinie hinzugefu¨gt.
Die dritte Gruppe stellt die spezifizierten Regeln in einer fu¨r den Nutzer
u¨bersichtlichen Form dar. Hier ko¨nnen auch unerwu¨nschte oder fehlerhaft spezi-
fizierte Regeln wieder entfernt werden.
Die vierte Gruppe gibt erfahrenen Nutzer eine direkte Ansicht der erstellten Richt-
linie. Die in Abbildung B.5 auf der na¨chsten Seite dargestellte Richtlinie stellt einen
Ausschnitt der spezifizierten Richtlinie dar.
Durch Beta¨tigung des Schalters ”Mo¨gliches Computing Element auswa¨hlen >>“,
der sich unterhalb der Navigationsleiste befindet, wird in die Ansicht ”Select CE“
gewechselt.
B.2.5 Auswahl eines Computing Elements
Die Ansicht ”Select CE“ bietet dem Nutzer die Option, ein Computing Element fu¨r
die Ausfu¨hrung seines Auftrags auszuwa¨hlen. Dabei werden dem Nutzer diejenigen
Systeme angezeigt, die fu¨r die Ausfu¨hrung des Auftrags als geeignet erscheinen. Die
entsprechenden Informationen erha¨lt das Web-Portal vor Anzeige dieser Ansicht
durch eine entsprechende Anfrage beim WMS. Durch Beta¨tigen des Schalters ”Job
abschicken >>“ wird in die Ansicht ”Send Job“ gewechselt.
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Job list >> Details >> Requirements >> XACML Policy >> Select CE >> Send job >> Output
<< Anforderungen (Requirements) auswählen Mögliches Computing Element auswählen >> Ansicht aktualisieren
Verzeichnisstruktur
lfn://tmp/TestSP/












Regel für gesamtes Verzeichnis hinzufügen
(Please be aware that the option "write-once" for all files cannot be checked for, due to an (so far) incomplete implementation of the
glite IO server. Until the implementation is complete, you can check all files always for "write-once" on your own risk.)
Regel direkt hinzufügen
read write w-once delete
Regel hinzufügen
Hinzugefügte Regeln
Dateipfad Ressource read writeWRITE write-onceWRITE-ONCE deleteDELETE
/tmp/TempSP/* Filecatalog true true true true
Regeleintrag
löschen
/tmp/TestSP/testdatei_large Filecatalog true false false false
Regeleintrag
löschen











































Abbildung B.5: Spezifikation der nutzerdefinierten Richtlinien (Ausschnitt)
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Job list >> Details >> Requirements >> XACML Policy >> Select CE >> Send job >> Output
<< XACML-Policy erzeugen Job abschicken >>
Computing Element auswählen






Abbildung B.6: Auswahl eines CE zur Ausfu¨hrung eines Auftrags
B.2.6 Abgabe des Rechenauftrags
Die Ansicht ”Send Job“ bietet dem Nutzer eine U¨bersicht u¨ber die gewa¨hlten Pa-
rameter sowie einen Schalter (”Job abschicken“, nicht dargestellt), mit dem er den
Auftrag an das WMS u¨bergeben kann. In Abbildung B.7 auf der na¨chsten Seite ist
der Zustand dieser Ansicht dargestellt, nachdem der Auftrag an das Grid u¨bergeben
wurde. Diese Ansicht bietet dem Nutzer zusa¨tzlich Informationen u¨ber den Status
des Auftrags. Der Detailgrad der Ausgabe ist u¨ber das Menu¨ ”Ausgabe Details“ in
drei Stufen konfigurierbar.
Bei Abgabe des Auftrags an das WMS fu¨hrt das Web-Portal zwei Ableitungen von
Proxy-Zertifikaten durch. Das erste Proxy-Zertifikat wird von dem unbeschra¨nkten
Proxy-Zertifikat (vgl. Kapitel B.1) erstellt, das fu¨r die Aktionen im Grid wa¨hrend
der Spezifikation des Auftrags verwendet wurde. Es entha¨lt eine eingebettete File-
Policy mit den durch den Nutzer spezifizierten Regeln. Die zweite Ableitung erfolgt
von dem bereits durch die FilePolicy beschra¨nkten Proxy-Zertifikat und beinhaltet
die ExecutionPolicy, die die durch das Web-Portal registrierte JobID entha¨lt.
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Abbildung B.7: Ansicht nach Abgabe eines Auftrags
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