This paper demonstrates a case study on the design of an Information and Control Technology (ICT) network for an advanced metering infrastructure (AMI) on the IEEE 34 node radial distribution network. The AMI application is comprised of 330 smart meters deployed in the low voltage system of the feeder and 33 data concentrators in the medium voltage system. A power line carrier (PLC) communication design was developed and simulated in Network Simulator 3 (NS-3). The result was validated by comparing the communication network performance with the minimum requirements from the IEC Std. 61968. The average global end-to-end delay is 216 ms and the maximum delay is 459 ms. All the measurement delays and the availability are according to the IEC Std. 61968.
I. INTRODUCTION
Smart grids also known as modern electric networks integrate the existing power system infrastructure with an ICT network allowing improvements of the system in terms of efficiency, reliability, and flexibility [1] [2] [3] . Among the definitions of smart grid in the literature, the authors have adopted the definition from the National Institute of Standards and Technology (NIST) that includes the increased use of digital information and controls technology in the power system as one the main aspects of the modern electric networks [4] .
Since the amount of data and control in the modern power grid is increasing as it becomes more mature, the interdependency between the cyber and physical systems increases as well. The ICT network designs for smart power applications becomes an even more critical task [5] . In the last few years, several surveys have been published addressing the smart grid applications and its communication requirements as well as the ICT technologies commonly used for this matter [6] . The book written by authors in [4] provides a comprehensive overview on the design process of the ICT layer of a smart grid. However, due to the complexity the design and implementation of the ICT network for a smart grid is still a very challenging task. Different power system utilities across the globe have very different power networks characteristics as well as different geographical features that make it difficult to have a single generalized design procedure that fits all power systems [7] . The design process depends on the specific features and requirements and what makes case studies valuable for such design task. The purpose of this paper is to evaluate a case study on the design of an ICT network for an AMI using the Network Simulator 3 (NS-3) software [8] and deployed on the IEEE 34 node radial distribution test network shown in Figure 1 [9] . The power distribution network under study is very long and lightly loaded with 24.9 kV nominal voltage and 2,064 kVA rated power. A PLC model library provided in reference [10] is also utilized. 
II. COMMUNICATION NETWORK DESIGN PROCESS
This paper adopted a communication network design process similar to the one proposed in [4] because its methodology is tailored to specific needs of power system applications. In a nutshell the following design steps describes the approach [4] :
 Smart grid application requirements: The first step is to determine what applications and functionalities will be part of the smart grid. Each application has different needs in terms of reliability, security, and performance that comprise the quality of service requirements (QoS). In addition to the previous mentioned items the communication engineer should also list physical constrains related to the terrain and device locations as well as the available ICT budget.
 Network traffic estimation: The next step it to identify all sources of data traffic in the network. Each source of data may have different sizes of data packets so it is necessary to list all possible data packet sizes and how frequent they are generated. It is worth mentioning that the size of the data traffic depends on the information model of each application that is specified by each smart grid application standard.  Network design validation: There are two approaches to validate a communication network. First, is by running actual experiments with real hardware in the physical location or in a location with similar features as the target location, or second, by running computer simulations and using communication models that give an approximation of real world performances. Actual experiments are the more accurate alternative but they are expensive and time consuming so usually validation is done through computer simulations. Some of the communication network simulators most used for smart grid applications are the Network Simulator 3 (NS-3), OMNet++, and OPNET. Each simulator has its advantages and disadvantages, but this discussion is beyond the scope of this paper, besides, a thoroughly discussion on both the communication and power simulators commonly used for smart grid studies has been presented in reference [1] .  Verification: The final step is to verify if the network design meets the minimum application requirements in terms of QoS. If application requirements are met then the communication network design is finished, but if not, then a redesign should be done in order to meet the minimum application requirements. The following subsections present the design steps for the AMI case study proposed in this paper.
A. AMI Application Requirements
Each smart grid application has different requirements in terms of reliability, bandwidth and latency. The minimum requirements for some of the common applications found in modern power systems are available in literature [3] . The minimum recommended data rate for AMI applications is 56 kbps and the maximum latency is 2 seconds [3] . However, it is a good practice to design a communication network based on the network traffic estimation that may have more stringent requirements than the ones imposed by the standards.
In the case of AMI, the standard communication protocol is IEC Std. 61968 that specifies the information model that should be used as well as which network protocols may be used and all the request messages between the substation and the smart meters should be done using either hypertext transfer protocol (HTTP) or they should be done using extensible markup language (XML). The latter network protocol is the one adopted in this project.
B. AMI Network Traffic Estimation
In order to simulate and test the proposed communication scheme it is necessary to have the load profile for each smart meter. Since the IEEE 34 node feeder is located in Arizona, USA a typical load profile of average residential power consumption from Phoenix, Arizona, available from the OpenEI database [12] is used in this study. For simplicity and proof of concept, the same profile as shown in Figure 2 was used for all the smart meters. Figure 2 . Daily load profile used as data input for all residential smart meters [12] .
The information model used for structuring the load measurement is based on the IEC Std. 61968 where all the measurement information is structured in one XML file with each type of information categorized by a XML tag as shown in Figure 3 below. Each measurement from the smart meters follows the above model. The presentation layer of the open systems interconnection (OSI) model is chosen to be UTF-8 that uses one-byte encoding meaning that every character symbol in the information model will add one byte to the total size of the packet so every measurement message will have 381 characters and therefore, it will have 381 bytes. The total network traffic estimation for this project is 128,370 bytes that is, the total amount of data that will flow in the communication network during every measurement interval. The interval for AMI according to IEC Std. 61968 is between 5 to 15 minutes. However, because the available input load profile had hourly granularity, this study considered AMI measurements on every hour during a 24hour period. Table II summarizes the network traffic  estimation for this case study.   TABLE II 
C. AMI Communication Network Design for the IEEE 34 Node Test System
In this study, 330 houses are considered where 10 houses are connected to a data concentrator located on every distribution transformer in the feeder. The feeder topology is shown in Figure 1 . Every node has a data concentrator that gathers all the smart meter measurements and then it sends all measurements to the controller located in the substation once every hour. Once all the information is gathered at the substation controller, it may be used later for both billing purposes and/or for demand response programs.
Based on the physical topology, AMI requirements and network traffic estimation the data rate has to be at least 130 kbps, and the longest communication channel is around 11 km. Due to the 11km distance, it is possible to eliminate many technology options that are meant for short distances described in IEEE Std. 802.15.4 and IEEE Std. 802.11. Taking into account the technology options that have physical range capabilities greater than 11 km and data rates higher than 130 kbps we may consider IEEE Std. 802.16 (WiMAX), Fiber or narrowband PLC. Among the three technologies, PLC is the one with the cheapest cost since it utilizes the existing power line as the communication medium avoiding higher installation costs when compared to fiber and WiMAX.
In summary, PLC is the communication technology of choice for this study since it meets minimum application data rate and physical requirements with an affordable cost.
The data rate of narrowband PLC ranges from 5 to 500 kbps [13] . In this ICT design, the data rate is set to 130 kbps and leaves room for scalability in the future. The modulation technique choice is binary phase shift keying (BPSK) due to its inherent reliability. The medium access control (MAC) algorithm was carrier sense multiple access (CSMA) with collision avoidance (CSMA/CA) because it is the MAC algorithm specified by the IEEE Std. P1901.2 [13] which is the one adopted here.
III. SYSTEM MODELING AND SIMULATION RESULTS
In order to validate the PLC network, a communication model has been developed for the IEEE 34 bus system. The NS-3 simulator modeler [8] as well as the PLC library developed in [10] has been used in the simulation. The NS-3 is a discrete vent simulator that allows detailed modeling of computer networks from the physical layer to the application layer. Subsection III-A describes the details of the developed PLC communication model for IEEE 34 nodes system followed by subsection III-B that presents the simulation results and compares it with the standardized minimum requirements.
A. PLC Network System Modeling
The PLC communication model for the case study was modeled using the C++ language and the NS-3 simulator. The used electrical model for overhead lines, transformers and other electric devices as well as the channel model was developed in [10] and this was the base for building the physical electric model. For this study, 330 smart meters deployed in the low voltage part of the feeder comprise the AMI application. Each smart meter is connected to one of the 33 data concentrators that are located in the high voltage side of each one of the distribution transformers. Each data concentrator gathers the smart meter load data and then on every hour the controller located in the substation pulls all the measurement data available from all data concentrators. Once all the information is gathered at the substation controller, it may be used later for both billing purposes and for demand response programs. Each data concentrator is capable of transmitting data at 130 kbps with binary phase shift keying (BPSK) modulation and carrier sense multiple access with collision avoidance (CSMA/CA) as the medium access control protocol in order to make shared medium communication possible. In this design, the presentation, session, transport, and network layers were not used because they would increase the overhead size therefore increasing the data traffic in the computer network without adding relevant benefits for this project since the computer network only has 33 data concentrators and one substation controller. The smart meter device models developed here mimic the behavior of real smart meters by sending power measurements once every single hour whenever the substation sends metering requests comprise the application layer. Each measurement from the smart meters follows the information model shown in Figure 3 . The table III summarizes all the simulation  parameters for the developed PLC network model. The main objective of the developed simulation model is to measure the total delay of every single smart meter measurement by using the propagation model and a MAC protocol model. In order to count how many measurements were received at the substation and to calculate the signal to noise ratio the PLC receiver modem sensitivity is set to -20 dBm. The communication signal is transmitted from the data concentrators to the substation with transmission power set to 1W and it arrives at the receiver with some signal attenuation due to fading over the overhead lines. Then, if the received signal has less than 100mW power, the receiver will not be able to identify the message therefore causing a packet drop. The developed communication model was used to simulate a PLC network gathering measurements of the AMI smart meters and sending them to a substation located in node 800 of the IEEE 34 node bus system. The simulation generates 330 smart meter measurements on every hour from the load profile presented in Figure 2 during a period of 24 hours and sends it through the designed PLC communication network to the controller at the substation. Once the substation gathers all the measurements then it computes the time delay of every single packet received at the substation as well as how many measurements were received.
B. Simulation Results
The designed model was simulated for a period of 24 hours. The global end-to-end delay between every smart meter and controller at substation was measured totalizing 7,920 measurement packets over the simulation cycle. The delay of all packets throughout the simulation is shown in Figure 4 . It is important to mention that figure 4 shows the delay result of both the smart measurement packets as well as the delay of the control messages so the total amount of messages from the simulation is over 15000 messages.
From simulation results, it is possible to make a few observations about the global end-to-end delay measurements and about the simulation results:
 Due to the CSMA/CA algorithm all the communication nodes listen to the shared medium to identify whether another node is using the channel or not in order to avoid collision. If the channel is busy then the node waits until the channel is clear before it begins transmitting the message. In this simulation, a CSMA/CA coordinator node schedules all messages to avoid collisions putting all the messages in a first-in first-out queue what gives this "saw-tooth" shape for the global end-to-end delay. Every peak in the figure 4 corresponds to a synchronized polling of the smart meters at the same time and four polling happened on every hour in order to reduce the overall delay, since reading all meters at the same time would increase the scheduling time. If the MAC algorithm used was CSMA/CD then the shape of figure 4 would have a stochastic component as well.
 The global end-to-end average delay as well as the global end-to-end maximum delay both increase as the number of measurements increase and as the packet size increases.
 The average delay was 216 ms and the maximum delay was 459 ms. All the measurement delays were below 2 seconds as the IEC Std. 61968 requires.  In addition, all the smart meter measurements were received at the substation with 100% availability that is also more than 99.99% minimum availability imposed by the IEC Std. 61968.
In a nutshell, the proposed narrowband PLC communication network design for an AMI application in the IEEE 34 bus system was able to meet the minimum requirements according IEC Std. 61968 with a data rate of 130 kbps. Since this technology allows data rates up to 500 kbps there is still enough room for future scalability. The table IV bellow summarizes the simulation results and presents the minimum requirements for AMI. 
IV. CONCLUSIONS
This paper presents a narrowband PLC communication design and model for an AMI application deploying 330 smart meters and 33 data concentrators along the IEEE 34 bus distribution network. The PLC network and the AMI application were modeled in Network Simulator 3 (NS-3) and the project was validated by comparing the communication network performance with the minimum requirements from the IEC Std. 61968. The simulation results show that the proposed communication network meets the minimum requirements the following lessons were learned:
• Among all communication technologies applicable to modern power systems there is no "best" technology. Each communication technology has pros and cons and the communication engineer should look for the options that meet all the project requirements with the lowest cost as possible that meets the design criteria.
• PLC communication has proven to be a cost effective solution for AMI application However, it is important to mention that all the communication network design steps are still relevant and that each project may have different requirements.
• Finally, even though this paper has dealt with only on AMI application, the presented design procedure can be used for many other smart grid applications.
