Abstract. We prove disjointification inequalities due to Johnson and Schechtman for noncommutative random variables independent in the sense of Junge and Xu. In the same setting, we also prove noncommutative Khinchine inequalities. These inequalities are proved both for symmetric operator spaces and for modulars.
Introduction
The classical Khinchine inequality asserts that for every 0 < p < ∞ and for every finite sequence
where {r k } k≥0 is a Rademacher sequence on a probability space.
Here and in what follows, A ≈ p B means that there are constants C p > 0 such that A ≤ C p B and B ≤ C p A. In a remarkable paper [36] , Rosenthal generalised the Khinchine inequality by replacing {r k } k≥0 with an arbitrary sequence {f k } k≥0 ⊂ L p (0, 1), p > 2, of independent mean zero random variables. More precisely, Theorem 3 in [36] states that Carothers and Dilworth [12] extended the result above to the case of Lorentz spaces L p,q , 1 ≤ p < ∞, 0 < q ≤ ∞. The real breakthrough was achieved by Johnson and Schechtman [22] who established a far reaching generalisation of Rosenthal's result for symmetric Banach and quasi-Banach function spaces (see next section for precise definitions of these notions and subsequent terms and symbols). Let E be a symmetric space on [0, 1] and let Z which is a Lebesgue measurable function on (0, ∞). In the commutative case, the best possible results were achieved in [2, 5] by using the so-called Kruglov operator/property introduced in [10, 3] (see detailed exposition of this theme in [4] ).
Junge, Parcet and Xu [23] extended Rosenthal inequality (1.2) to the realm of (noncommutative) free probability theory (we refer the reader to [42] and [33] for the necessary background) in the case that E = L p for 1 ≤ p < ∞, and for p = ∞, we refer to Voiculescu [41] . Recently, a version of free Kruglov operator was constructed in [40] . By using a free Kruglov operator, a version of JohnsonSchechtman inequalities in the setting of free probability theory was obtained in [40] .
In 2008, Junge and Xu [24] (see also [37] ) introduced the widest possible definition of independence for noncommutative random variables; see Definition 2.1 in Section 2. Their main result (Theorem 2.1 and Corollary 2.4 in [24] ) reads as follows.
Theorem 1.1. Let (M, τ ) be a noncommutative probability space. If x k ∈ L p (M), k ≥ 0, 2 ≤ p < ∞, are mean zero independent random variables, then In the same paper they also treated the case 1 < p ≤ 2 (see [24, Theorem 3.2] ), however the right hand side becomes incomputable. Also the proofs in [24, Theorem 3.2] are quite sketchy.
It is very natural to pursue a noncommutative version of the Johnson-Schechtman inequality (1.2) for random variables independent in the sense of Junge-Xu [24] . This is one of the main aims in the present paper. Our first main result can be stated as follows. Its proof can be found in Section 4. We refer to Section 2 for the unexplained notations. Theorem 1.2. Let E = E(0, 1) be a symmetric Banach function space and let (M, τ ) be a noncommutative probability space. If x k ∈ E(M), k ≥ 0, are mean zero independent random variables and
.
(
At the time of writing, it is not clear to the authors whether the condition on E in (iii) is sharp.
Similarly to the second equality in (1.2), when {x k } k≥0 is a sequence of independent positive random variables, we have the following assertion. Corollary 1.3. Let E = E(0, 1) be a symmetric Banach function space and let (M, τ ) be a noncommutative probability space. Let x k ∈ E(M), k ≥ 0, be positive independent random variables.
(i) If E is an arbitrary symmetric space, then
Our second main result establishes Khinchine inequalities for noncommutative independent random variables. It significantly extends/strengthens a number of previously known results. We mention [19, Theorem 3 .1] and [13, Corollary 4.18] as well as purely commutative Khinchine inequality [5, Theorem 22] , which are augmented by Theorem 1.4 below. Its proof can be found in Section 5. Theorem 1.4. Let E = E(0, 1) be a symmetric Banach function space and let (M, τ ) be a noncommutative probability space. Let
As a note of caution to the reader, we would like to emphasise that the noncommutative Khinchine inequality stated below is substantially different from vectorvalued versions of that inequality studied in [31, 32] . In fact, the proof of Theorem 1.4 does not depend on the self-adjointness of x k . Verbatim repetition of the argument from Section 5 yields the following assertion. Remark 1.5. Let {x k } k≥0 ⊂ E(M) be a sequence of not necessarily self-adjoint operators. If {x k } k≥0 are independent and mean zero, then we have
Clearly, the last equality fails 1 when the independence assumption is omitted.
Note that the assertions of Theorems 1.2 and 1.4 hold also for arbitrary quasiBanach symmetric spaces. Proofs require only minor adjustments. The assertions of Corollary 1.3 (ii),(iii) also hold for arbitrary quasi-Banach symmetric spaces. However, the assertion of Corollary 1.3 (i) requires additional restrictions on a
Lp(M) = 1.
Of course, the sequence {x k } k≥0 is not independent.
quasi-Banach symmetric space E (e.g. it suffices that the quasi-norm · E is monotone with respect to Hardy-Littlewood submajorization). We also prove Φ-moment analogues of Johnson-Schechtman and Khinchine inequalities for noncommutative independent random variables. Let Φ be an Orlicz function on [0, ∞). The study of Φ-moment inequalities was initiated by Kruglov [28] for classical independent random variables and by Burkholder-Gundy [11] for martingales. In recent years, Φ-moment inequalities have been extended to noncommutative martingales [6, 7, 21] and freely independent random variables [20] . In particular, in [20] , the substantial difference 2 between Johnson-Schechtman inequalities and their Φ-moment analogues has been demonstrated in the case of independent and freely independent random variables. Very recently, Φ-moment analogues of the noncommutative Burkholder/Rosenthal inequalities are obtained in [35] . In what follows, we continue this line of research by providing a noncommutative Φ-moment analogues of Theorem 1.2 and Theorem 1.4. The proof of the following theorem can be found in Section 6. Theorem 1.6. Let Φ be an Orlicz function which is p-convex and q-concave, 1 < p ≤ q < ∞, and let (M, τ ) be a noncommutative probability space. Let
We remark that Theorem 1.6 (i) and (ii) improve/strengthen [35, Corollary 5.2 and Theorem 5.6] in the case that conditional expectation used in [35] is a trace, and Theorem 1.6 (iii) strengthens [6, Theorem 5.1] . For example, consider the Orlicz function Φ(t) = t p log(1 + t q ) with p > 1 and q > 0. It is easy to check that Φ is p-convex and (p + q)-concave. If, for example, p = 2 or p + q = 2, then the results from [35] and [6] are not applicable, whereas Theorem 1.6 still holds.
Preliminaries
2.1. Noncommutative symmetric spaces. Let M be a finite (or semifinite) von Neumann algebra equipped with a faithful normal finite (or semifinite) trace τ . We denote by L 0 (M, τ ), or simply L 0 (M), the family of all τ -measurable operators [16] . Recall that e (s,∞) (|x|) is the spectral projection of x ∈ L 0 (M) associated with the interval (s, ∞). For x ∈ L 0 (M), the generalized singular value function is defined by µ(t, x) = inf{s > 0 : τ (e (s,∞) (|x|)) ≤ t}, t > 0.
The function t → µ(t, x) is decreasing and right-continuous [16] . For the case that M is the abelian von Neumann algebra L ∞ (0, 1) with the trace given by integration with respect to the Lebesgue measure, L 0 (M) is the space of all measurable functions and µ(f ) is the decreasing rearrangement of the measurable function f ; see [27, 29] . A Banach (or quasi-Banach) function space (E, · E ) on the interval (0, α), 0 < α ≤ ∞ is called symmetric if for every g ∈ E and for every measurable function f with µ(f ) ≤ µ(g), we have f ∈ E and f E ≤ g E .
For a given symmetric Banach (or quasi-Banach) space (E, · E ), we define the corresponding noncommutative space on (M, τ ) by setting [26] (2.1)
Endowed with the quasi-norm x E(M) := µ(x) E , the space E(M, τ ) (or, briefly, E(M)) is called the noncommutative symmetric space associated with (M, τ ) corresponding to the function space (E, · E ). It is shown in [39] that the quasi-norm
Throughout this paper, we write A E B if there is a constant C E > 0 depending only on E such that A ≤ C E B; and we write A ≈ E B if both A ≤ C E B and B ≤ C E A hold, possibly with different constants; we write A ≈ B if the inequalities above hold for an absolute constant C which is independent of E.
Z
p E spaces and interpolation spaces. As usual, (L p ∩ L q )(0, ∞) is the intersection of the Banach spaces L p (0, ∞) and L q (0, ∞). Its norm is given by the formula
is the sum of the Banach spaces L p (0, ∞) and L q (0, ∞). Its norm is given by the formula
In the computations below, we often use the well-known Holmstedt formula (see [18, Theorem 4 
For every semifinite von Neumann algebra N , the spaces (L p ∩ L q )(N ) and (L p + L q )(N ) are defined according to (2.1) (see [26] 
The following useful construction can be found in [22] . If E is a symmetric quasi-Banach space on the interval (0, 1), then the space
Clearly, Z p E is a symmetric Banach function space on the semi-axis (0, ∞). For every semifinite von Neumann algebra N , the space Z p E (N ) is defined according to (2.1) (see [26] ).
Further, it is useful to note that
Let F 1 , F 2 and F 1 + F 2 ⊂ E ⊂ F 1 + F 2 be symmetric quasi-Banach spaces. We say that E is an interpolation space between F 1 and F 2 (written E ∈ Int(F 1 , F 2 )) if, for every linear map T : F 1 + F 2 → F 1 + F 2 such that (the restrictions) T : F 1 → F 1 and T : F 2 → F 2 are bounded, we also have T : E → E is bounded. We refer to [27] and [25] for some necessary background on interpolation.
In what follows, instead of writing T 1 :
we simply write T : F 1 → E 1 and T : F 2 → E 2 where T is a common notation for T 1 and T 2 .
2.3. Noncommutative probability space and independence. In this subsection we introduce some basic definitions concerning noncommutative probability spaces and noncommutative independence. Let M be a finite von Neumann algebra equipped with a faithful normal trace τ . If
We now introduce the noncommutative independence. The following definition of independence can be found in [24, page 233] . In a sense, it is the widest possible definition of independence. The germ of this definition was known much earlier, see e.g. Sarymsakov's book [37] .
Definition 2.1. Let (M, τ ) be a noncommutative probability space.
(i) We say that a sequence {M k } k≥0 of von Neumann subalgebras in M is independent (with respect to τ ) if for every k, τ (xy) = τ (x)τ (y) holds for all x ∈ M k and for every y in the von Neumann algebra generated by
is said to be independent with respect to τ if the unital von Neumann subalgebras M k , k ≥ 0, generated by x k , k ≥ 0, are independent.
Here, we follow a physical tradition (and a widely spread mathematical tradition in probability theory) that random variables are self-adjoint. However, in [24] this assumption was not imposed and exactly the same definition of independence is given for arbitrary elements. Examples 1.4 and 1.5 in [24] show that the notion of classical independence and that of free independence are very special cases of Definition 2.1. Also, fermions (i.e. anti-commuting Pauli matrices) generate independent algebras (even though these algebras are very thin). However, [24] supplies other interesting examples of independent random variables. Namely, Example 1.6 in [24] demonstrates that q-independence introduced in [9] is also a special case of Junge-Xu independence.
Remark 2.2. Let N and M k , k ≥ 0, be von Neumann subalgebras of M. In [24] , the subalgebras {M k } k≥0 are said to be independent with respect to N if for every k, E N (xy) = E N (x)E N (y) holds for all x ∈ M k and for every y in the unital von Neumann algebra generated by {M j } j =k . This notion generalises the classical notion of conditional independence. Our Definition 2.1 is the special case of that in [24] with N = C. That is, the notion introduced in Definition 2.1 generalises the classical notion of independence and coincides with the latter when M = L ∞ (0, 1). 
Obviously, if Φ(t) = t p for 1 ≤ p < ∞, then this reduces to the usual p-moment of |x|. By induction, it follows from [16, Proposition 4.2 (ii)] that for every sequence
We now recall the definition of Orlicz spaces. Given an Orlicz function Φ, the Orlicz function space L Φ (0, α), 0 < α ≤ ∞ is the set of all measurable functions f on (0, α) such that
An Orlicz function is said to satisfy ∆ 2 -condition if there exists a constant
Given 1 ≤ p ≤ q ≤ ∞, an Orlicz function Φ is said to be p-convex if the function t → Φ(t 1 p ), t > 0 is convex, and Φ is said to be q-concave if the function t → Φ(t 
It follows from [15, Theorem 11] that for every Orlicz function Φ (2.7)
The following definition is introduced originally in [26] (see also [30] for a more readable exposition).
Definition 2.4. Let M be a semifinite von Neumann algebra and let x, y ∈ (L 1 + L ∞ )(M). We say that y is uniformly submajorized by x (written y ⊳ x) if there exists λ ∈ N such that
Uniform submajorization is stronger than the Hardy-Littlewood submajorization. That is, y ⊳ x implies that y ≺≺ x. 
Furthermore, E D is positive unital trace preserving linear map. That is, E D is contraction from M onto D and it uniquely extends to a contraction from
See, for example, [38] for these and other facts.
Various tensor product algebras.
In what follows, ℓ ∞ is the von Neumann algebra of all bounded sequences (enumeration starts from 0). It can be viewed as acting on the Hilbert space ℓ 2 of all square-summable sequences. In what follows, {e k } k≥0 are the standard unital vectors in ℓ ∞ . Also, L(ℓ 2 ) is the von Neumann algebra of all bounded operators on ℓ 2 . As usual, {e k,l } k,l≥0 are the matrix units in L(ℓ 2 ).
Let (M, τ ) be a noncommutative probability space. In what follows, we frequently use algebras M⊗L(ℓ 2 ), M⊗ℓ ∞ and M⊗L ∞ (0, 1). We equip those algebras with their natural (semi-)finite traces. i.e. τ ⊗ Tr, τ ⊗ Σ and τ ⊗ .
Here, Tr is the standard trace on L(ℓ 2 ) given by the formula
And, is just the Lebesgue integration on L ∞ (0, 1). Those operators affiliated to M⊗ℓ ∞ , which happen to be τ ⊗ Σ−measurable, are written as x = k≥0 x k ⊗ e k . Also, τ ⊗ Tr−measurable operators affiliated to M⊗L(ℓ 2 ) are written as x = k,l≥0 x k,l ⊗ e k,l .
Interpolation lemmas
In this section, we provide several interpolation lemmas. Lemma 3.1 and Lemma 3.2 are used to prove Theorem 1.2, and Lemma 3.3 and Lemma 3.4 are employed for the proof of Theorem 1.4.
Prior to stating lemmas, note that the space Z 2 E (N ) sits inside the space (L 1 + L 2 )(N ) and therefore, one can speak of the reduction of the operator V (defined on the latter space) to Z 2 E (N ).
Lemma 3.1. Let (M, τ ) be a finite von Neumann algebra and let (N , ν) be a semifinite atomless one. If
E (N ) and consider the spectral projections associated with the sets (µ(1, x), ∞) and {µ(1, x)}, respectively, p := e (µ(1,x),∞) (|x|) and r := e {µ(1,x)} (|x|).
It follows immediately from the definition of singular value function that ν(p) ≤ 1. Since N is atomless, there exists a projection r 0 ≤ r such that ν(
. By the assumption, the operator V :
On the other hand, q commutes with x and, therefore,
Therefore, by (2.2), we have
The above arguments guarantee that the element (1 − q)x(1 − q) belongs to (L q ∩ L 2 )(N ) and that
By assumption, we know that
Noting that xq = qx, we arrive at
. This proves the assertion for self-adjoint x.
Let now x be an arbitrary element from Z 2 E (N ). By splitting x into its real part and imaginary parts, we obtain
Lemma 3.2. Let (M, τ ) be a finite von Neumann algebra and let (N , ν) be a semifinite atomless one. If V :
Proof. Without loss of generality, we may assume that V maps self-adjoint operators to self-adjoint ones. Indeed, we can write V = V 1 + iV 2 , where
so that both V 1 and V 2 map self-adjoint operators to self-adjoint ones.
Fix an element x = x * ∈ E(M) and consider the spectral projection of |V x| associated with the interval (µ (1, V x) , ∞),
It is clear that ν(p) ≤ 1. Fix a projection q ≥ p such that ν(q) = 1. Consider the operator
Noting that µ(q · V x · q) lives on the interval (0, 1), we have
and since 1 ≤ p ≤ 2 (again by (2.2)),
Noting that (L 2 ∩L ∞ )(N ) ⊂ Z 2 E (N ) and combining (3.1), (3.2) and (3.3), we obtain that
This proves the assertion for self-adjoint x.
Let now x be an arbitrary element from E(M). By splitting x into its real part and imaginary parts and using the observation made at the outset of the proof, we conclude the argument. 
Proof. Fix an element x = x * ∈ E(M) and define the projections p and q as in the proof of Lemma 3.2. Consider the operator
Note that µ(q · V x · q) lives on the interval (0, 1). For definiteness, let p ≤ q so that E ⊂ L p . We have
This proves the assertion for every self-adjoint x ∈ E(M). Arguing as at the end of Lemma 3.1, we conclude the proof for an arbitrary x ∈ E(M).
Lemma 3.4. Let (M, τ ) be a finite von Neumann algebra and let (N , ν) be a semifinite atomless one. If V :
Proof. Fix a self-adjoint element x = x * ∈ Z 1 E (N ) and choose a projection q such that xq = qx, ν(q) = 1 and |x|q ≥ µ(1, x)q. Similarly, the operator V : E(qN q) → E(M) is bounded and, therefore,
For definiteness, we assume that p < q so that L q ⊂ E. We have
Hence,
. This proof is complete.
Johnson-Schechtman inequality for noncommutative symmetric spaces
This section is devoted to prove the noncommutative Johnson-Schechtman inequality, Theorem 1.2. We first give two lemmas. .
If the series on the right hand side of (4.1) converges in L q (M⊗L ∞ (0, 1)), then the partial sums of the series on the left hand side of (4.1) form a Cauchy sequence in L q (M). Thus, the series on the left hand side of (4.1) also converges in L q (M). Taking the limit in the last inequality as n → ∞ and putting m = 0, we conclude the proof.
The following lemma plays a crucial role in the proof of main results.
where c N denotes a constant dependent only on N.
Proof. It follows from Definition 2.1 that independent mean zero random variables are pairwise orthogonal with respect to the usual inner product in L 2 (M). Thus, for N = 1, the assertion obviously holds (with c 1 = 1). We prove the assertion by induction with respect to N ∈ N. By Lemma 4.1 and Khinchine inequality due to Lust-Piquard [31] , we have
Define mean zero random variables y
. It follows directly from Definition 2.1 that so-constructed random variables are independent. Triangle inequality in the space
Applying induction for the sequence {y k } k≥0 , we obtain that
. Now we estimate the first term on the right hand side of the above inequality. By the triangle inequality,
we have that
, where the last inequality follows from the obvious inequality
, we complete the induction process and conclude the proof.
We are now in a position to prove Theorem 1.2.
of Theorem 1.2.
Step 1: Let M k be the unital von Neumann subalgebras generated by mean zero independent random variables x k and E k be the conditional expectation onto M k . Since the random variables x k , k ≥ 0, are independent, then so are the subalgebras
We claim that
First, we prove that the operator T is well defined and also establish (4.3). Fix z ∈ (L 1 + L 2 )(M⊗ℓ ∞ ) and ε > 0. Choose a ∈ L 1 (M⊗ℓ ∞ ) and b ∈ L 2 (M⊗ℓ ∞ ) such that z = a + b and such that
It is immediate that
Writing b = k≥0 b k ⊗ e k and noting that E k (b k ) − τ (b k ), k ≥ 0, are mean zero independent random variables, we infer that
where the series on the left hand sides converges in L 1 (M). It follows from the two preceding inequalities that
and so the series on the left hand sides converges in L 1 (M). Thus,
Since ε > 0 is arbitrarily small, (4.3) follows.
We now establish (4.4). By Lemma 4.2, we have
Note that every conditional expectation operator is a contraction on L 1 (M) and on L ∞ (M). It is immediate that
Since L 2 N ∩ L 2 is fully symmetric, it follows that
This proves (4.4).
Step 2: By Step 1, the operator T defined by the formula (4.2) boundedly acts
Since T : X → Y implies T * : Y * → X * and T * = T , by taking the adjoints, we have
and
are both bounded. There is no ambiguity in denoting these operators with the same letter because that they both have the form
where
and, therefore,
This shows (4.7).
Step
Step 1 (see (4.3) and (4.4)) and Lemma 3.1, we have that
Applying the operator T to the element k≥0 x k ⊗ e k , we conclude the proof
for some N ∈ N. By Step 2 (see (4.5) and (4.6)) and Lemma 3.2, we have that
Applying the operator T * to the element k≥0 x k , we conclude the proof of (ii). The claim in (iii) is a trivial corollary of those in (i) and (ii).
The proof of Theorem 1.2 is complete.
Applying Theorem 1.2, we easily establish Corollary 1.3.
of the Corollary 1.3. Clearly, the sequence {x k − τ (x k )} k≥0 satisfies the assumptions of Theorem 1.
For simplicity of notations, let us assume that 1 E = 1. It is clear from the triangle inequality in the space
Applying Theorem 1.2 to the first term on the right hand side, we obtain that
Using triangle inequality in the space Z 2 E (M⊗ℓ ∞ ), we obtain that
Consequently,
This proves (ii).
To see (i), suppose first that the series we consider contain only finitely many non-zero summands. Let X = k≥0 x k ⊗e k . Set x 1k = x k e (µ(1,X),∞) (x k ). For every k ≥ 0, we have x k ≤ x 1k + µ(1, X) and, therefore,
It follows from [40, Lemma 36] that
By [30, Corollary 3.4.3], we have
Therefore,
Given the obvious inequalities
x k E(M) and
we have
This proves (i) for the case of finitely many summands. Let us now have infinitely many summands in our series. If n, m ∈ Z + , then it follows from the above paragraph that
Since the series k≥0 x k converges in E(M), it follows that its partial sums form a Cauchy sequence in E(M). Thus, partial sums of the series k≥0 x k ⊗ e k form a Cauchy sequence in Z 1 E (M⊗ℓ ∞ ). Passing m → ∞ and letting n = 0, we conclude the proof of (i).
(iii) immediately follows from the combination of (ii) and (i). The proof of Corollary 1.3 is complete. (4)] (for the Banach space case).
Khinchine inequality for symmetric spaces
In this section, we provide the proof of the noncommutative Khinchine inequality for symmetric spaces.
We have L Lq→Lq ≤ 1, q ≥ 2.
Proof. We claim that |Lz| 2 ≺≺ |z| 2 , z ∈ L q (M⊗L(ℓ 2 )). To see the claim, note that
It follows from [30, Lemma 3.3.7] that
This proves the claim. Since q ≥ 2, it follows that
Thus, L is bounded.
of Theorem 1.4. Let M k be the unital von Neumann subalgebras generated by independent mean zero random random variables x k and let E k be the conditional expectation onto M k . Since the random variables x k , k ≥ 0, are independent, then so are the subalgebras M k , k ≥ 0. By assumption, our space E ∈ Int(L p , L q ), 1 < p ≤ q < ∞. Without loss of generality, 1 < p ≤ 2, 2 ≤ q < ∞ and
That is, p and q are fixed during the proof.
Step 1: Let {e ij } i,j≥0 denote the standard basis of L(ℓ 2 ). Define the operator S :
We claim that S :
) is bounded. To this end, note that
⊗ e 0,0 , and, hence,
Clearly, the random variables
, k ≥ 0, are independent and mean zero. Since 2 ≤ q < ∞, it follows from the Corollary 1.3 (ii) that
where T * is the operator introduced in (Step 2 of) the proof of Theorem 1.2. Since q > 1, it was established there that T * :
Step 2: Using Step 1 and taking adjoints, we infer that the operator S * :
Similarly to (4.7), a simple computation shows that
We claim that the operator S * :
given by the formula (5.2) is also bounded. Again taking the adjoints and arguing as in (4.7), we would infer that the operator S : L p (M) → L p (M⊗L(ℓ 2 )), given by the formula (5.1) is also bounded.
, k ≥ 0, are independent and mean zero. It follows from Theorem 1.2 that
However,
is bounded, it follows from Lemma 5.1 that
) is bounded. Since our random variables x k , k ≥ 0, generate the respective algebras M k , k ≥ 0, and are mean zero, it follows from the definition of the operator S that
Applying the operator S to the element k≥0 x k , we arrive at
Applying the operator S * to the element k≥0 x k ⊗ e k,0 , we arrive at
This proves the theorem.
Johnson-Schechtman and Khinchine inequalities for modulars
In this section, we prove the noncommutative Johnson-Schechtman and Khinchine inequalities associated with an Orlicz function Φ. We need interpolation lemmas for Φ-moments similar to those given in Section 3. The proof below have subtle differences with those in Section 3.
Let 1 ≤ p ≤ q < ∞. We introduce the Orlicz function
It is clear that M p,q is a p-convex and q-concave Orlicz function. 
By q-concavity, M 0 is a concave function. Using the basic properties of concave functions, it is clear that
for all t 1 , t 2 > 0. Therefore, by (2.7) we have
Since M p,q (t) ≤ qt p and M p,q (t) ≤ qt q for every t > 0, it follows that
Since the spectrum of |x 1 | is in [0, 1] and since the spectrum of
Thus,
The following lemma extends Φ-moment interpolation theorem [6, Theorem 2.1]; our methods are quite distinct from those used in [6] . Lemma 6.2. Let (M 1 , τ 1 ) and (M 2 , τ 2 ) be semifinite von Neumann algebras and and let Φ be p-convex and q-concave Orlicz function,
Proof. Define the function φ : (0, ∞) → (0, ∞) by setting Φ(t) = t p φ(t q−p ), t > 0. Since Φ is p-convex and q-concave, it follows that φ is quasi-concave (see [ Note that min{t p , t q } ≈ p,q M p,q (t) for all t ≥ 0, we have
where the positive measure ν is defined by setting dν(s) = s
Therefore, by Lemma 6.1, we have
which is our desired inequality and the proof is complete.
, where the last inequality follows from the assumption of q-concavity of Φ.
Lemma 6.4. Let (M, τ ) be a finite von Neumann algebra and let (N , ν) be a semifinite atomless one. Let Φ be a q-concave Orlicz function with 2 ≤ q < ∞. If
Proof. Without loss of generality, let x be self-adjoint and fix x = x * . Choose a projection q such that xq = qx, ν(q) = 1 and |x|q ≥ µ(1, x)q. The operator
It follows from the assumption of q-concavity of Φ that Φ 0 is concave. For an arbitrary z ∈ L q (M), by the Jensen inequality we have
Since the assumption of q-concavity of Φ implies ∆ 2 -condition, it follows from (2.6)
Lemma 6.5. Let (M, τ ) be a finite von Neumann algebra and let (N , ν) be a semifinite atomless one. Let Φ be a p-convex and q-concave Orlicz function with
, are bounded linear maps, then
Proof. Without loss of generality, V maps self-adjoint operators to self-adjoint ones. Fix x = x * and consider the spectral projection of |V x| associated with the interval (µ(1, V x), ∞), p := e (µ(1,V x),∞) (|V x|).
It is clear that ν(p) ≤ 1. Choose a projection q ≥ p. Without loss of generality, q commutes with V x and q ≤ e [µ(1,V x),∞) (|V x|). Consider the operator It follows from (2.2) and the assumption of V that
This concludes the proof.
We now provide the proof of Theorem 1.6.
Proof of Theorem 1.6. First, let x k , k ≥ 0, be mean zero independent random variables. We first prove (ii). Recall that T is the operator introduced in the proof of Theorem 1.2. By Lemma 6.4, we have τ Φ(|T x|) Applying the latter inequality to the x = k≥0 x k , we obtain E(Φ(µ(X)χ (0,1) )) + Φ(
This concludes the proof of (ii). We now prove (i). It follows from q-concavity of Φ that
Setting Y = k≥0 (x k − τ (x k )) ⊗ e k and applying (ii), we arrive at
Clearly, Y ≺≺ 2X and, therefore, µ(Y )χ (0,1) ≺≺ 2µ(X)χ (0,1) . Again using qconcavity, we obtain τ Φ( k≥0 x k ) Φ E(Φ(µ(X)χ (0,1) )) + Φ( X 1 ).
To see the converse inequality, we can assume without loss of generality that there are only finitely many summands. Let X = k≥0 x k ⊗ e k . Set x 1k = x k e (µ(1,X),∞) (x k ). We have µ(X)χ (0,1) ≤ µ k≥0 x 1k ⊗ e k + µ(1, X)χ (0,1) .
It follows from [30, Lemma 3.3.7] that It follows from the convexity of Φ and (2.7) that
It follows from q-concavity of Φ that E(Φ(µ(X)χ (0,1) )) (τ ⊗Σ) Φ( We conclude the proof of (i).
We now prove (iii). Let S be the operator introduced in the proof of Theorem 1.4. By Lemma 6.2, we have (τ ⊗ Tr) Φ(|Sz|) Φ τ (Φ(|z|)). Applying the operator S to the element k≥0 x k , we arrive at
By Lemma 6.2, we have τ Φ(|S * z|) Φ τ (Φ(|z|)). Applying the operator S * to the element k≥0 x k ⊗ e k , we arrive at
This concludes the proof of (iii). Hence, the proof of Theorem 1.6 is complete.
Remark 6.6. It follows from the proof of Theorem 1.6 (iii) that if {x k } k≥0 is an arbitrary sequence of mean zero independent elements (not necessarily self-adjoint) from L Φ (M) where Φ is a p-convex and q-concave Orlicz function with 1 < p ≤ q < ∞, then
Indeed, the first equality is proved by verbatim repetition of the argument, while the second one is proved by substituting x * k instead of x k .
