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Abstract. A major limitation of current generations of quantum annealers is the sparse connectivity of
manufactured qubits in the hardware graph. This technological limitation has generated considerable
interest, motivating efforts to design efficient and adroit minor-embedding procedures that bypass
sparsity constraints. In this paper, starting from a previous equational formulation by Dridi et al.
(arXiv:1810.01440), we propose integer programming (IP) techniques for solving the minor-embedding
problem. The first approach involves a direct translation from the previous equational formulation to
IP, while the second decomposes the problem into an assignment master problem and fiber condition
checking subproblems. The proposed methods are able to detect instance infeasibility and provide bounds
on solution quality, capabilities not offered by currently employed heuristic methods. We demonstrate
the efficacy of our methods with an extensive computational assessment involving three different families
of random graphs of varying sizes and densities. The direct translation as a monolithic IP model can
be solved with existing commercial solvers yielding valid minor-embeddings, however, is outperformed
overall by the decomposition approach. Our results demonstrate the promise of our methods for the
studied benchmarks, highlighting the advantages of using IP technology for minor-embedding problems.
Keywords: Graph minors · Quantum annealers · Integer programming · Decomposition · Algebraic geometry
1 Introduction
Graph minor theory (GMT), the central theme of this work, is prominent across many fields. In quantum
computing, GMT is employed to extend the scope of problems that can be represented on current quantum
annealing hardware [5, 19]. Mapping a dense problem (logical) graph Y to a sparse (target) graph X can be
achieved by constructing connected subgraphs of the target graph X from the high degree logical vertices y.
The resulting mapping is called a minor-embedding of Y inside X.
Numerous heuristics for finding minor-embeddings have been proposed [1, 4, 29]. While these approaches
are generally fast, they do not provide guarantees on the quality of the produced minor-embeddings nor can
they prove the nonexistence of a minor-embedding for infeasible problems. An approach that attempts to
address these shortcomings was recently introduced in Dridi et al. [9]. This approach uses tools from algebraic
geometry and produces an equational formulation (as opposed to a purely combinatorial approach) to the
minor-embedding problem.
In this paper, starting from this equational formulation, we propose integer programming (IP) techniques
for tackling the embedding problem. Our proposed approaches differ from the computationally demanding
Groebner bases computation used previously and are aimed at more efficiently computing embeddings while
retaining the interesting properties that arise from the equational formulation of the problem. Our first
approach, detailed in Section 3, directly translates the previous equational formulation to IP, while our
second approach decomposes the problem into an assignment master problem and fiber condition checking
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subproblems, as described in Section 4. The proposed methods are able to detect instance infeasibility and
provide bounds on solution quality, capabilities not offered by currently employed heuristic methods. While
recent work uses an approach with integer programming to address the embedding problem based on templates
specific to D-Wave quantum annealers [27], the techniques we present in this paper are hardware agnostic.
We conduct an extensive empirical analysis involving a benchmark consisting of three different families of
random graphs in Section 5. There we present our results on an illustrative and challenging case for heuristics,
which motivates the use of IP over Computational Algebraic Geometry (CAG) methods in random structured
and unstructured graphs, and in applications for quantum annealing. The results of the experiments indicate
that, while the IP-based methods are slower than currently employed heuristics whenever the heuristics
are able to find an embedding, the IP methods provide infeasibility proofs and quality guarantees which
the heuristics are unable to provide. Furthermore, comparing the monolithic IP against the decomposition,
our experiments suggest that the decomposition results in a more efficient way to find concise embeddings.
Depending on the tested instances the decomposition approach does not perform as efficiently as the monolithic
IP approach in providing optimality or infeasibility guarantees, especially seen in the illustrative example and
small structured graphs. We provide concluding remarks in Section 6.
Notations. All graphs considered in this paper are simple and undirected. We use V(X) and E(X) to
denote the vertex and edge sets of a graph X, respectively. We also define n = |V(X)|, and m = |V(Y )|.
Finally, given a vector v, v denotes the concatenation v = (v1, · · · , v|v|).
2 The equational model for embedding
Let X be a fixed target graph. A minor-embedding of the graph Y inside X, is a map φ from V(Y ) to the set
of connected subtrees of X, that satisfies the following condition: for each (y1, y2) ∈ E(Y ), there exists at
least one edge in E(X) connecting the two subtrees φ(y1) and φ(y2). The condition that each vertex model
φ(y) is a connected subtree of X can be relaxed into φ(y) is a connected subgraph. In the literature, there is
another but equivalent definition of minor-embedding in terms of deleting and collapsing the edges of X. This
follows from the fact that, given a minor-embedding φ, the graph Y can be recovered from X by collapsing
each set φ(y) (into the vertex y) and ignoring (deleting) all vertices of X that are not part of any of the
subtrees φ(y). For the sake of a simple and clean terminology, we shall use the term embedding instead of
minor-embedding throughout the remainder of the paper. Suppose φ is an embedding of the graph Y inside
the graph X. The subgraph of X given by φ(Y ) := ∪y∈V(Y )φ(y) is called a Y minor in GMT. In the context
of quantum computations, it represents what the quantum processor sees since it does not distinguish between
qubits representing different nodes of the logical graph or qubits representing the same node in the logical
graph, fibers. In practice, quantum annealers use a strong ferromagnetic coefficient to enforce these replicated
values to be equal, i.e., acting as a single qubit.
The hardware configuration of the D-Wave quantum annealers is described as a graph known as Chimera
graph. The Chimera graph, CL,M,N , is a grid of M ×N cells of KL,L biclique graphs connected in a nearest-
neighbor fashion by means of non-planar edges [21]. Figure 1 presents the working graph of the D-Wave 2000Q
Quantum Annealer located at NASA Ames Research Center. Specific heuristics for finding embedding inside
Chimera graphs were developed in [15, 22, 28, 29] besides of the general embedding heuristics referenced
above. A new generation of quantum annealers is in development, the D-Wave Advantage, using the Pegasus
topology with increased connectivity [3] (Figure 1, right). The Pegasus graph, PL,M,N,O, is composed of O
layers of M ×N grids of KL,L biclique graphs with additional edges within and among cells. The Pegasus
topology has the number of layers fixed, O = 3, with K4,4 cells, i.e. L = 4, with 4 additional edges each.
In the equational approach, embedding the logical graph Y inside the target graph X, is represented by a
surjective map pi : X → Y , which goes in the opposite direction of the map φ : Y → X, introduced earlier
such that: pi−1(y) = φ(y). The map pi is required to be surjective to guarantee that all logical qubits are
embedded. In geometry, the subgraph pi−1(y) is called the fiber at y of the projection pi, and the mapping
pi : X → Y is a fiber-bundle. We can write:
pi(xi) =
∑
j:yj∈V(Y )
αijyj , ∀xi ∈ V(X) (1)
Integer programming techniques for minor-embedding in quantum annealers 3
Fig. 1: Cross representation of D-Wave Systems 2000Q processor working graph corresponding to an incomplete
Chimera graph C4,16,16 (left and center) and Pegasus graph P4,2,2,3 (right).
where αij are binary coefficients. For this map to be well-defined we impose:∑
j:yj∈V(Y )
αij ≤ 1 ∀xi ∈ V(X), (2)
that is, at most one αij is non-zero for each vertex in the graph X. The unique non zero αij (if any) represents
whether the physical qubit xi embeds yj , i.e., φ(yj) = xi. When all the coefficients αij are zero, we get
pi(xi) = 0 indicating that the physical qubit is not used. In other words, while the domain of definition of pi is
V(X), its support is only a subset of V(X). The other conditions included in the definition of the embedding
φ (e.g., the connectivity of the fibers) and the desired properties of such an embedding (e.g., the size of the
fibers) can similarly be translated into equational form.
3 IP reformulation of polynomial equations
We tackle the problem of determining the mapping pi using integer programming (IP). IP is a mathematical
optimization technique used for problems modeled as a set of decision variables taking on integer values,
constrained by linear constraints and looking to optimize a linear objective function. The standard solution
approach to IP models is branch-and-bound tree search. Indeed, due to their many practical applications, the
computational capabilities of modern IP solvers have increased tremendously in recent years [2]. These IP
solvers are capable of proving instance infeasibility, and providing certificates of optimality and bounds on
solution quality.
In our first approach, the previously proposed polynomial equations [9] are reformulated such that they
represent the original logic and are representable in the IP formalism (i.e., linear constraints involving integer
variables).
3.1 Constraints
Consider the mapping pi given by Eqn. (1). In this section, we present the IP formulation of the polynomial
conditions, from Dridi et al. [9], that the coefficients αij ∈ {0, 1} ∀xi ∈ V(X),∀yj ∈ V(Y ) need to satisfy
for pi to be a valid embedding. This constitutes the first contribution of the paper. Note that, with a slight
abuse of notation, our IP approaches redefine αij as a binary decision variable equal to 1 if xi belongs to the
vertex model of yj , and 0 otherwise.
1. Minimum and maximum size. These constraints ensure that the total number of qubits is bounded within
the number of variables in the original problem and the total number of qubits n.
m ≤
∑
i:xi∈V(X)
∑
j:yj∈V(Y )
αij ≤ n. (3)
2. Well-definition of the map pi. This is captured by Eq. (2).
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3. Fiber size constraint. This constraint on the size of the vertex models |φ(yj)|, known as fiber size, is given
by:
1 ≤
∑
i:xi∈V(X)
αij ≤ k ∀yj ∈ V(Y ). (4)
where k is the desired maximum size of each fiber pi−1(yj). The lower bound ensures that all the logical
variables are embedded i.e., the map pi is a surjection on the set V(X). We also include the following constraint:
1 ≥ αi1j + αi2j ∀xi1 , xi2 ∈ V(X),min d(xi1 , xi2) > k, ∀yj ∈ V(Y ). (5)
This additional refinement excludes pairs xi1 and xi2 from being in the fiber pi−1(yj) whenever their distance,
d(xi1 , xi2), is larger than k, the desired maximum size of the fiber.
4. Fiber condition. We require that each fiber to be a connected subtree of X:
∀xi1 , xi2 ∈ pi−1(yj) : αi1j + αi2j +
 ∑
ck(xi1 ,xi2 )∈Ck(xi1 ,xi2 )
(γck,j)− 1
 ≤ 2. (6)
The binary variable γck,j takes a value of 1 if a fiber ck(xi1 , xi2) is used in the vertex model of yj , and
0 otherwise. Here ck(xi1 , xi2) is a fiber of size ≤ k connecting the two physical qubits xi1 and xi2 , and
int(ck(xi1 , xi2)) = ck(xi1 , xi2)\{xi1 , xi2}. We also write Ck(xi1 , xi2) to denote the set of all fibers of size
≤ k connecting xi1 and xi2 . This condition implies the existence of a unique fiber connecting the pair and
completely contained in pi−1(yj). This automatically implies that pi−1(yj) is connected. The binary γck,j
can be defined using the following IP representable constraints: for all ck(xi1 , xi2) ∈ Ck(xi1 , xi2) and for all
yj ∈ V(Y ):
γck,j =
∏
`:x`∈int(ck(xi1 ,xi2 ))
α`j ⇔
{
γck,j ≤ α`j ∀x` ∈ int(ck(xi1 , xi2))
γck,j ≥ 1− (k − 1) +
∑
`:x`∈int(ck(xi1 ,xi2 )) α`j
(7)
The constraint in Eq. (6) does not exclude the cases where 2 variables in the source graph (yj1 , yj2) ∈ E(Y )
are mapped to 4 different qubits in a fiber {xi1 , · · · , xi4}, where the vertex models are intercalated, i.e.
φ(yj1) = {xi1 , xi3}, φ(yj2) = {xi2 , xi4}. The following constraint ensures that if two nodes in the target graph
are in the vertex model of the same logical variable, and are not neighbors in the target graph, then one of
the fibers joining them has to be active.
αi1j + αi2j −
∑
ck(xi1 ,xi2 )∈Ck(xi1 ,xi2 )
(γck,j) ≤ 1 ∀yj ∈ V(Y )
∀(xi1 , xi2) ∈ V(X), (xi1 , xi2) 6∈ E(X),min d(xi1 , xi2) ≤ k
(8)
5. Pullback condition. We require that for each edge (yj1 , yi2) in E(Y ), there exists at least one edge in E(X)
connecting the fibers pi−1(yj1) and pi−1(yi2). The way we guarantee this is by requiring that the quadratic
form of the logical graph y vanishes modulo the (pullback along pi of the) quadratic form of the graph X. The
details of this are in [9]. The resulting constraint can be written as
1 ≤
∑
i1,i2:(xi1 ,xi2 )∈E(X)
(
δ
‖
i1i2j1j2
+ δ⊥i1i2j1j2
)
∀(yj1 , yj2) ∈ E(Y ), (9)
where we have introduced the binaries δ‖i1i2j1j2 and δ
⊥
i1i2j1j2
for all (xi1 , xi2) ∈ E(X) and all (yj1 , yj2) ∈ E(Y ):
The binary variable δ‖i1i2j1j2 is one if xi1 and xi2 are edges of the vertex-models φ(yj1), φ(yj2) respectively,
and the binary variable δ⊥i1i2j1j2 is one if xi2 and xi1 are edges of the vertex-models φ(yj1), φ(yj2) respectively.
This conditions are equivalent to δ‖i1i2j1j2 = αi1j1αi2j2 and δ
⊥
i1i2j1j2
= αi1j2αi2j1 . We can then represent these
new variables using linear inequalities as follows: ∀(xi1 , xi2) ∈ E(X),∀(yj1 , yj2) ∈ E(Y ):
δ
‖
i1i2j1j2
= αi1j1αi2j2 ⇔

δ
‖
i1i2j1j2
≤ αi1j1
δ
‖
i1i2j1j2
≤ αi2j2
δ
‖
i1i2j1j2
≥ αi1j1 + αi2j2 − 1
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and equivalently for δ⊥i1i2j1j2 . Both variables cannot be one for a single combination of (i1i2j1j2) simultaneously.
This leads to the following constraint.
δ
‖
i1i2j1j2
+ δ⊥i1i2j1j2 ≤ 1 ∀(xi1 , xi2) ∈ E(X),∀(yj1 , yj2) ∈ E(Y ). (10)
3.2 Complete IP model
The feasible region of the IP formulation is defined by:
F =
{
(α,γ, δ‖, δ⊥)|(α,γ, δ‖, δ⊥) ∈ ((2) ∩ · · · ∩ (10))
}
. (11)
A constant objective function can be set for this problem such that any solution that lies within the feasible
region defined in Eq. (11) optimizes it.
Embedding size. Another choice is given by the embedding size: Given the limitations on the available quantum
annealing hardware in the size of available qubits, a desired property of an embedding is to have a small qubit
footprint. The objective function in this case is encoded as
min
∑
i:xi∈V(X)
∑
yj∈V(Y )
αij s.t. (α,γ, δ‖, δ⊥) ∈ F. (12)
Other objective functions such as fiber size minimization, minimal fiber size dispersion, small difference
between a variable degree and fiber size, and available edges in the embedding are also IP representable and
can be implemented within this framework.
4 Decomposition approach
Implementing all the constraints at once in the IP formulation leads to a model which is often intractable
in practice. The fiber conditions require many constraints to be enforced, and only a small fraction of these
are active in optimal solutions. We investigate the application of a decomposition approach which iterates
between a qubit assignment master problem and fiber condition checking subproblems. The strategy adds
strengthened ‘no-good’ constraints (i.e., cuts) to the master problem when they are found to be violated. Such
an approach bears resemblance to decomposition techniques used for scheduling and routing problems, such
as classical and logic-based Benders decomposition and branch-and-check [14, 18, 26].
4.1 Master Problem
In the master problem, we relax the fiber conditions, permitting a node in the logical graph to be mapped in
multiple parts of the target graph without being connected. For our master problem, we introduce a new
binary decision variable, zexey ∀ex ∈ E(X),∀ey ∈ E(Y ), to track the embedding of problem edges in the
target graph edges. The variable takes on a value of 1 if if edge ex = (xi1 , xi2) : ex ∈ E(X) is mapped through
the embedding in edge ey = (yj1 , yj2) : ey ∈ E(Y ), and 0 otherwise. For modeling purposes, we also denote
ex,1 = xi1 , ex,2 = xi2 , ey,1 = yj1 , and ey,2 = yj2 . This master problem formulation includes previously expressed
mapping constraints, Eq. (2), and size constraints in Eq. (4), in addition to constraints (13) through (15) as
follows:
Assignment of edges. Each edge in the source graph has to be assigned to an edge in the target graph.∑
ex∈E(X)
zexey = 1 ∀ey ∈ E(Y ). (13)
Linking constraints. To link the assigned qubit values to the zexey variables, we use the following set of
constraints ∀ex ∈ E(X),∀ey ∈ E(Y ):
zexey ≤ αex,1ex,2 zexey ≤ αey,1ey,2 . (14)
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Together, these constraints ensure that a problem edge can only be assigned to an edge in the target graph if
the pair of nodes involved in that edge take on the required values, which are aggregated in the following
constraint
2 · zexey ≤ αex,1ex,2 + αey,1ey,2 ∀ex ∈ E(X),∀ey ∈ E(Y ). (15)
Subproblem relaxation. Although the constraints above already represent the assignment problem to be
modeled in the master problem, we can include a relaxation of the subproblem to help guide to master problem
towards feasible solutions. This requires the addition of another set of binary variables, wj that track whether
vertex model φ(yj) has a size greater than one. Then, ∀yj ∈ V(Y ):∑
i:xi∈V(X)
αij − n · wj ≤ 1, (16a)
n(1− αij) +
∑
`:(xi,x`)∈E(X)
α`j +
∑
`:(x`,xi)∈E(X)
α`j ≥ wj ∀xi ∈ V(X). (16b)
This constraints ensure that the variable wj is one if the node yj is mapped to more than one node xi. Eqs.
(13)-(16), together with the cuts generated by the subproblems, define the master problem.
4.2 Subproblems
The subproblem validates if there exist vertices in the embedding belonging to the same vertex model φ(yj)
which are not connected in the target graph. If this is the case, it returns a constraint that either: i) encourages
connectivity in future iterations, or ii) removes occurrences of the disconnected vertex models from the graph.
For each vertex model with more than one vertex on the embedding, it checks at each vertex on the target
graph that belongs to that vertex model. If that vertex does not contain an edge that connects it to another
vertex of that vertex model, then the checking procedure returns disconnected.
4.3 Cuts
If a particular vertex model is found to be disconnected in the solution, we add a constraint to remove the
current solution and prevent future solutions from having the same disconnectivity. Let the set of disconnected
vertices in the source graph be denoted as jˆ : yjˆ ∈ Yˆ . Let the set of vertices in the target graph that belong
to this vertex model, yjˆ , in the current incumbent solution, be represented as the vertex model φ(yjˆ) ⊆ X.
Let the set of vertices that are adjacent to any vertex in φ(yjˆ), but are not assigned value yjˆ , be denoted
φ′(yjˆ). The constraint generated in the current iteration for disconnected qubit yjˆ is then given by:|φ(yjˆ)| − ∑
i:xi∈φ(yjˆ)
αijˆ
+ ∑
i:xi∈φ′(yjˆ)
αijˆ ≥ 1. (17)
This removes the current infeasible solution from the search space and requires the master problem to: i)
include at least one fewer vertex with this vertex model (bracketed term), or ii) include at least one more
vertex with this vertex model, among the set of vertices that could improve connectivity (non-bracketed term).
Notice that we reformulated the pullback condition from the Eq. (9) in terms of δ‖ and δ⊥ into the
variables zexey and its corresponding constraints, while the fiber condition is relaxed with the subproblem and
cut generation procedure.
Following the intuition in [4], where the heuristic method tries to obtain embeddings with a small qubit
footprint, the default objective function implemented in the master problem is to minimize size, as in Eq. (12).
This objective leads the master problem to return compact assignments of variables. In the case that the
feasibility objective is considered within this approach, the optimization procedure is stopped when the first
feasible solution is found.
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5 Results
The model in Section 3 was implemented using the Python-package Pyomo [17], which interfaces with several
solvers, including open-source and commercial solvers. The decomposition approach, presented in Section 4, is
implemented in C++ and uses the CPLEX 12.9 solver [7]. Our approaches are compared with the D-Wave
default heurestic minorminer, introduced in [4] (available at github.com/dwavesystems/minorminer). Unless
otherwise stated, the monolithic IP method assumes a value of maximum fiber size k = 3, which is justified
for the structured random graphs given their construction. This provides the monolithic method with an
advantage with respect to the decomposition method given that the infeasibility proofs are contingent on
the value of k. The results below were obtained using a laptop running Ubuntu 18.04 with an Intel Core
i7-6820HQ CMU @ 2.7GHz with 8 threads and 16 GB of RAM.
5.1 Illustrative Example
This example is taken from [9], where a K4,4 bipartite graph is connected through a single edge to a structured
4 nodes graph and is embedded in a C4,1,2 chimera graph as seen in Figure 2. This embedding is challenging
(a) Source graph (b) Minimal size embedding
Fig. 2: Source graph of illustrative example [9] and its minimal size embedding in C4,1,2. Grey nodes and edges represent
unused nodes and edges in embedding, but present at the target graph. Bold edges represent edges in chains .
for heuristic methods that search vertex models outside of the blocks [9]. The embedding with the minimal
size is given when one of the nodes in the 4-node block is embedded in a chain of length 2, resulting in an
embedding of length 13. The heuristic implemented in minorminer fails 50% of the times tried (1000), in
the sense that it is not able to find a valid embedding in half of the experiments. We consider solving this
problem using the CAG approach proposed in [9], by computing the Groebner basis of the polynomial ideal.
When using the software Maple 2017 [20], which includes Faugère’s algorithm [11, 12], the Groebner basis
computation is unable to find a solution after 5 hours of computation before it runs out of memory. We apply
our IP approach and include the open-source solvers GLPK 4.61 [23] and CBC 2.9.6 [13], and the commercial
solvers Gurobi 8.1 [16] and CPLEX 12.9 [7]. Here we set a time limit of one minute per each run.
The open-source solvers fail to provide feasible solutions within the time limit when there is a constant
objective function. CBC can find a solution when we consider the embedding size minimization as an objective,
showing how the including an objective function can be beneficial for the IP solvers. In that case, the solver
is unable to guarantee the optimality solution, although it finds the optimal solution, and it provides an
optimality gap of 8.3%. The commercial solvers, on the other hand, can provide both feasible and optimal
solutions in under a minute of computation. In particular, Gurobi takes 1.3 seconds to find a feasible solution
and 31.2 seconds to find and prove the optimality of the solution while CPLEX takes 3.5 seconds and 9.4
seconds in the same tasks, respectively. As expected, the time required to provide a feasible solution is less
than that to give optimality guarantees. Based on the better results obtained using CPLEX compared to
Gurobi, we only present the results using this solver in the remaining of the manuscript. Apart from it, the
decomposition approach can provide feasible solutions more efficiently, and with higher quality compared
to the other approaches. In this case, it only took 0.4 seconds for the decomposition approach to provide a
feasible solution which was nearly optimal, with a 7% optimality gap, and to find a provable optimal solution
it required 46.5 seconds. These results suggest that the usage of commercial solvers is required for solving these
challenging IP problems, and therefore the results presented in the remaining of this manuscript correspond
to these solvers.
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5.2 Random Graphs
1. Random structured graphs. Here we generalize the example above. We consider the bipartite graphK4,4(pinter)
parametrized by pinter, which is the probability of the existence of edges between the two partitions. We
randomly choose ζ edges, which we contract into nodes (each edge into a single node). This graph is then
connected (attached) to a complete K4,4 bipartite graph by 4 edges chosen with a probability pintra. By
construction, the resulting graph is a subgraph of C4,1,2, and its size is m+ ζ. It is the smallest minor of the
corresponding graph without contraction. The example of Section 5.1 is obtained with ζ = 1 (and m = 12).
Fixing pinter = pintra = 0.5, for each value of of contracted edges ζ ∈ {0, · · · , 3}, we generated 10 random
graphs. These random graphs were embedded in a C4,1,2 graph with a time limit of 300 seconds. Figure 3a
gives the runtimes for the monolithic IP and the decomposition methods solved using CPLEX. This figure
also shows the boxplots for the 1000 runs of minorminer. For this case, given the way the random structured
graphs are constructed, we see that the longest fiber will be at most of size 3, which we encode for the
monolithic IP approach using the parameter k = 3. Notice that this observation biases the results in favor
of the monolithic IP approach with respect to the decomposition approach. For finding a feasible solution,
the decomposition approach is more efficient than the monolithic IP approach. When ζ = 0, where finding
a feasible embedding is practically finding the minimally sized embedding, there is no difference in time
performance between the cases of embedding size minimization and finding a feasible solution. For ζ > 0, the
embedding size minimization becomes more expensive, in particular for the decomposition approach. The
monolithic IP and the decomposition approaches were able to find smaller or equally sized embeddings for 33
and 30 cases out of the 40 experiments, respectively. When the objective function is the size minimization,
this number increased for all instances in all cases and is strictly better in 22 cases for the monolithic IP
and 21 cases for the decomposition approach. Notice that the monolithic IP approach was able to find an
embedding for one instance which was smaller than any of the 1000 runs of the heuristic method.
Larger instances of random structures graphs can be generated by combining two graphs like the ones
described above, and include the edges appearing in a C4,2,2 graph between the cells with probability pintra.
As before, we generated 10 random instances with values of ζ ranging from 0 to 3. The time performance of
the different methods is shown in Figure 3a. Out of the 40 instances the monolithic IP and the decomposition
method are still able to find embeddings as succinct as the median heuristic behavior in 17 and 23 instances
when trying to find a feasible solution, and in 20 and 17 instances when trying to minimize the size of the
embedding, respectively. As in the previous case, the monolithic IP approach is able to find smaller embeddings
than any of the 1000 runs of the heuristic method, although for this family of instances this happens for two
cases.
Figure 3b shows a comparison of the embedding median sizes obtained by the heuristic method versus the
ones obtained for the IP methods. The size of the makers represents the heuristic failure rate fraction, computed
from the 1000 runs of the heuristic method for each instance. Both the monolithic and the decomposition
approaches (different colors) and the feasibility and size minimization objectives (different markers) are
represented in this figure. In total, out of the 80 structured instances, the heuristic failed more than 50% for
47 instances, more than 80% for 12 instances, and more than 90% for 3 instances. These instances appear
on the right size of Figure 3b. For those instances, the IP approaches were able to find a feasible solution
in less than 20 seconds, and only for 19, 7, and 2 instances, respectively, the optimal solution could not be
guaranteed within the time limit. For high failure rate problems (> 50% failure rate) for the heuristic, our
methods find a feasible solution in under 20 seconds and prove optimality in more than half of the instances in
less than 5 minutes. Notice that most of the runs corresponding to finding a feasible embedding (circles) are
above the diagonal line, indicating a larger embedding size for the IP methods compared to the embeddings,
while size minimization runs (triangles) lie on the diagonal or below it.
2. Erdös-Rényi graphs. These graphs are parametrized by the number of nodes ν and the probability of an
edge existing between each pair of nodes p. We consider a set of 10 random instances for each combination
of ν ∈ {5, 6, · · · , 16} and p ∈ {0.3, 0.5, 0.7}. Each of this graphs is embedded in different sizes of Chimera,
C4,1,1, C4,2,1, C4,3,1, and C4,2,2, and Pegasus, P4,1,1,1 and P4,2,2,3. We set the time limit to 60 seconds. In the
trivially infeasible case where ν > n our methods could almost immediately identify the infeasibility, contrary
to the minorminer heuristic. The conclusion is that the runtime for the monolithic IP methods increases with
the size of the target and source graphs, the density of the source graph given by p, and when the objective
function is to minimize the embedding sizes.
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(a) Embedding time (b) Embedding size
Fig. 3: Embedding time and size comparison for different embedding methods for structured random graphs in C4,1,2
and C4,2,2 with respect to median behavior of minorminer. Values beyond the red lines represent embeddings where
the heuristic median performance (right) or the IP methods (top) failed to return an embedding.
In this experiment, we considered 2160 instances. In 1100 of them, the heuristic method could not find
any feasible embedding after 1000 runs– Expectedly, the number of infeasible embeddings significantly drops
when using the Pegasus graph. In 94% of these cases, at least one of the monolithic IP methods does not time
out, meaning that the methods could prove the infeasibility of the embedding or find a feasible embedding.
This proves that the methods proposed in this work are valid for providing guarantees of embeddability of
graph minors in cases where the current heuristics are unable to answer this satifiability question.
We complete our benchmark of random graphs embedding larger problems. In this case we, consider 5
random instances for each combination of ν ∈ {10, 15, · · · , 35} and p ∈ {0.1, 0.3, 0.5, 0.7} embedded into C4,4,4,
where the longest fiber size was increased to k = 5. We observe that for these instances, the only IP solver
that does not run out time is CPLEX implementing either the monolithic IP or the decomposition approach
with the feasible solution objective.
Figure 4 presents the embedding size and time comparison for the small random graph experiments. For
this test-case, in 60% of the instances, the decomposition approach yielded embeddings with sizes equal or
smaller than the median of the ones returned by the heuristic, when looking for a feasible solution, and in
90% of the instances when minimizing the embedding size. The monolithic IP approach was more efficient to
declare infeasibility in non-trivial cases (m < n) than the decomposition approach, Figures 4a and 4b, as the
values below the diagonal with large heuristic failure fractions and longer runtimes. When compared to the
minimal size found after the 1000 runs of the heuristic method, the monolithic IP methods are still able to find
smaller embeddings for around 5% of the cases. The comparison in Figure 4 highlights that the sizes of the
embeddings found by the decomposition approach are in most cases as small or smaller than the monolithic IP
approach. In terms of the computational time, we observe that those instances that were challenging for the
heuristic (large markers) are more easily solved by the decomposition approach, especially when minimizing
the size of the embedding. The remaining instances appear to be solved more efficiently using the monolithic
IP approach. The larger and more challenging instances lead to different results. Out of the 120 instances
solved, the decomposition approach behaves better than the monolithic IP approaches, obtaining equally good
or better embedding than the median heuristic behavior in 30% of the cases, compared to around 10% for the
monolithic IP approaches. The solution requires larger fibers, which affected directly the formulation size of
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the monolithic case making it more challenging to solve. Only for one instance, a smaller embedding than any
of the observed heuristic solutions is obtained, in this case by the decomposition approach.
(a) Feasibility: Time (b) Minimize size: Size (c) Minimize size: Time
Fig. 4: Embedding size and time comparison for Erdös-Rényi graphs (ν ∈ {5, 6, · · · , 16}, p ∈ {0.3, 0.5, 0.7}) given
different objectives. Values beyond the red lines represent embedding where the decomposition (right) or the monolithic
IP methods (top) failed to return an embedding or went over the time limit.
5.3 Applications
1. Gadgets. It has been shown in [8], that all the cubic gadgets can be embedded in a single cell of either
Chimera of Pegasus graphs, but three of the quartic gadgets required more than a single Chimera cell. The
three gadgets were K6 − e, Double K4, and K6. We find more efficient embeddings for several of the gadgets,
namely K5 (with 2 and 1 auxiliary variables), K6, and K6 − e compared to [8]. The embeddings found can be
guaranteed to be the minimal size within a few seconds of computation. For the case of the quartic gadgets,
all but one (double K4) could be embedded in a single Chimera cell, in which case our method could provide
infeasibility guarantees in less than 10 seconds.
2. Spanning tree. An example of an application is the communication of vehicles/agents with a central control
station that can be disrupted in a particular area and can be routed through ∆ agents/vehicles. Finding the
communication routing of the vehicles that minimizes the distance, is equivalent to finding the minimum
spanning tree with bounded degree ∆. Rieffel et al. [25] propose three different formulations of this problem
that can be embedded in a quantum annealer. Given the graph defined by the agents/vehicles S = (V,E), the
distances among them might change but not the graph itself. At the same time, the degree of the spanning
tree ∆ is fixed by the communication equipment. We generate instances 80 with graphs S with 4 vertices
and between 3 and 5 edges. When reformulating the problems as QUBOs, we obtain instances where the
target graph ranges in size between 19 and 29 nodes, and with 35 to 70 edges. The resulting QUBOs were
embedded using the decomposition approach and compared to the heuristic in minorminer. We obtain smaller
(or equally sized) embeddings than the median length of the heuristic in 12.5% (15%) of the instances in 5
minutes of computational time (compared to 1000 runs of the heuristic).
3. Protein folding. Perdomo-Ortiz et al. [24] encode the different configuration of the amino acids in a protein
in terms of a QUBO representing the overall energy of the system. Minimizing this QUBO with respect to the
different number of bonds between amino-acids would yield the protein’s least-energy configuration. [24] shows
not only the encoding of the problem as a QUBO, but also provides a custom algorithm to embed it in the
D-Wave One chip, which has hardware described by a faulty C4,4,4 graph. The largest instance solved in this
paper involved embedding a QUBO of 19 variables in a target graph of 127 qubits. The resulting embedding
involved 81 qubits with the largest vertex model of length 5, being at the time the largest problem embedded
and solved in D-Wave’s quantum annealers. We highlight two qualities of our approach: 1) we are not making
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any assumption about the source or target graphs, allowing us to work with faulty Chimera graphs as targets;
and 2) we can exploit the fact of having an existing embedding to initialize our procedures, allowing us to
solve our IP problems more efficiently. Initializing with the embedding provided by Perdomo-Ortiz et al. [24]
while restricting the k = 5 in the monolithic IP approach, we find an embedding of length 77 (4.9% qubit
footprint reduction) within an hour of computation. Allowing larger fibers, we find an embedding of size 74
(8.6% qubit footprint reduction) with a fiber of size 6. These embeddings are not guaranteed to be optimal,
but in both cases improve those previously found.
6 Conclusions
Integer programming (IP) approaches are proposed to solve the graph minor-embedding problem. Specifically,
we develop a monolithic IP derived from the polynomial equations presented in Dridi et al. [9], and a
decomposition approach, both of which are capable of identifying infeasible instances and providing bounds
on solution quality. These approaches are also agnostic of the source and target graphs. Both approaches were
implemented and tested using a range of different source graphs with various sizes, densities, and structures.
The target graphs used follow the architecture of the chips in D-Wave’s current and future quantum annealers.
Although slower overall than the currently-employed heuristic method [4], the proposed methods prove to
be a viable solution approach for highly structured source graphs, where the heuristic fails with a higher
probability.
The results presented in this paper highlight the more general approaches to minor-embedding using IP.
Another way of obtaining better performance is by reducing the search space by imposing certain limitations
to the embedding, e.g. by allowing only certain topologies for the vertex models or by fixing certain embedding
characteristics, like maximum fiber size. Initial attempts to include these approximations show a promising
decrease in the computation time with an acceptable trade-off in quality. Our formulation and results are a
baseline for future methods that can work at application-scale. A promising future direction is to use symmetries
and the invariant formulation as previously suggested [9]. Finally, applications in gadget embeddings, spanning
tree problems, and protein folding demonstrate the advantages of our approaches.
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Crash course on Groebner bases
For completeness, we include the following introductory material adopted from [9, 10]. First, the notations:
We write Q[x0, . . . , xn−1] for the ring of polynomials in x0, . . . , xn−1 with rational coefficients. Let S be a
set of polynomials f ∈ Q[x0, . . . , xn−1]. Let V(S) denotes the algebraic variety defined by the polynomials
f ∈ S, that is, the set of common zeros of the equations f = 0, f ∈ S. The system S generates an ideal I
by taking all linear combinations over Q[x0, . . . , xn−1] of all polynomials in S; we have V(S) = V(I). The
ideal I reveals the hidden polynomials that are the consequence of the generating polynomials in S. For
instance, if one of the hidden polynomials is the constant polynomial 1 (i.e., 1 ∈ I), then the system S is
inconsistent (because 1 6= 0). To be precise, the set of all hidden polynomials is given by the so-called radical
ideal
√I, which is defined by √I = {g ∈ Q[x1, . . . , xn]| ∃r ∈ N : gr ∈ I}. We have I(V(I)) =
√I. Of course,
the radical ideal
√I is infinite. Luckily, thanks to a prominent technical result (i.e., Dickson’s lemma), it has
a finite generating set i.e., a Groebner basis B, which one might take to be a triangularization of the ideal √I.
The computation of Groebner bases generalizes Gaussian elimination in linear systems. We also continue to
have V(S) = V(I) = V(√I) = V(B). Instead of giving the technical definition of what a Groebner basis is
(which can be found in [6] and in many other textbooks) let us give an example (for simplicity, we use the
term “Groebner bases" to refer to reduced Groebner bases, which is, technically what we are working with):
Example 1. Consider the system by
S = {x2 + y2 + z2 − 4, x2 + 2y2 − 5, xz − 1}.
We want to solve S. One way to do so is to compute a Groebner basis for S. In Figure 5, the output of cell
number 4 gives a Groebner basis of S. We can see that the initial system has been triangulized: The last
equation contains only the variable z, whilst the second has an additional variable, and so on. The variable z
is said to be eliminated with respect to the rest of the variables. When computing the Groebner basis, the
underlying algorithm (Buchberger’s algorithm) uses the ordering x > y > z (called lexicographical ordering)
for the computing of two internal calculations: cross-multiplications and Euclidean divisions. The program
tries to isolate z first, then z and y, and finally x, y, and z (all variables). Different orderings yield different
Groebner bases.
Fig. 5: Jupyter notebook for computing Groebner bases using Python package sympy. More efficient algorithms exist
(e.g., [11, 12]).
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The mathematical power of Groebner bases doesn’t stop at solving systems of algebraic equations. The
applicability of Groebner bases goes well beyond this: it gives necessary and sufficient conditions for the
existence of solutions. For instance, if the ideal represents a system of algebraic equations and these equations
are (algebraically) dependent on certain parameters, then the intersection (23) gives all necessary and sufficient
conditions for the existence of solutions. The following embedding example makes this more concrete. The
example also illustrates the original equational approach [9].
Example 2. Consider the two graphs in Figure 6. We would like to determine all embeddings pi : X → Y . In
this case, well-definition equations (I) are given by
α1,1α1,2, α1,1α1,3, α1,2α1,3, (18)
α2,1α2,2, α2,1α2,3, α2,2α2,3, (19)
α3,1α3,2, α3,1α3,3, α3,2α3,3, (20)
α4,1α4,2, α4,1α4,3, α4,2α4,3, (21)
α5,1α5,2, α5,1α5,3, α5,2α5,3, (22)
and
α1,1 + α1,2 + α1,3 − β1, α2,1 + α2,2 + α2,3 − β2, α3,1 + α3,2 + α3,3 − β3,
α4,1 + α4,2 + α4,3 − β4, α5,1 + α5,2 + α5,3 − β5.
Fig. 6: The set of all fiber bundles pi : X → Y defines an algebraic variety. This variety is given by the Groebner
basis (23).
The pullback condition reads
−1 + α4,1α5,2 + α3,1α4,2 + α1,1α2,2 + α3,2α4,1 + α1,2α2,1 + α1,2α4,1 + α2,2α3,1 + α1,1α4,2 + α2,1α3,2 + α4,2α5,1,
−1 + α3,3α4,1 + α1,3α2,1 + α2,3α3,1 + α4,1α5,3 + α1,3α4,1 + α1,1α2,3 + α4,3α5,1 + α2,1α3,3 + α3,1α4,3 + α1,1α4,3,
−1 + α3,3α4,2 + α1,2α2,3 + α1,2α4,3 + α1,3α2,2 + α1,3α4,2 + α2,3α3,2 + α2,2α3,3 + α4,2α5,3 + α3,2α4,3 + α4,3α5,2.
Finally, the connected fiber condition is given by
−α1,1α2,1α5,1,−α1,1α3,1α5,1,−α1,2α2,2α5,2,−α1,2α3,2α5,2,−α1,3α2,3α5,3,−α1,3α3,3α5,3
−α2,1α3,1α5,1,−α2,1α4,1α5,1,−α2,2α3,2α5,2,−α2,2α4,2α5,2,−α2,3α3,3α5,3,−α2,3α4,3α5,3,
α2,1α5,1, α2,2α5,2, α2,3α5,3.
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The reduced Groebner basis of the resulted system (computed using the ordering α  β ) is given by
B = {β1 − 1, β2 − 1, β3 − 1, β4 − 1, β2i − βi, α2ij − αij ,
α1,2α1,3, α1,2α3,2, α1,3α3,3, α2,2α2,3, α2,2α4,2, α2,2α5,2, α2,3α4,3, α2,3α5,3, α3,2α3,3, α4,2α4,3,
α4,2α5,3, α4,3α5,2, α5,2α5,3, α4,2α5,2 − α5,2, α4,2β5 − α5,2, α4,3α5,3 − α5,3,
...
−α2,2α5,3 − α3,2α5,3 + α1,2β5 + α2,2β5 + α3,2β5 + α3,3β5 + α5,2 + α5,3 − β5 } .
In particular, the intersection B ∩Q[β] = (β1 − 1, β2 − 1, β3 − 1, β4 − 1, β52 − β5) gives the two Y minors (i.e.,
subgraphs Xβ) inside X. The remainder of B gives the explicit expressions of the corresponding mappings.
This feature of Groebner bases can be made more precise as follows:
Theorem 1. Let I ⊂ Q[x0, . . . , xn−1] be an ideal, and let B be a reduced Groebnber basis of I with respect to
the lex order x0  . . .  xn−1. Then, for every 0 ≤ l ≤ n− 1, the set
B ∩Q[xl, . . . , xn−1] (23)
is a Groebner basis of the ideal I ∩Q[xl, . . . , xn−1].
Let us conclude by explaining how the number of solutions of an algebraic systems I ⊂ Q[x0, · · · , xn−1] can
be read from the Groebner basis. This is done using staircase diagrams, as follows. To each polynomial in I
we assign a point in the Euclidean space En given by the exponents of its leading term (with respect to the
given monomial order). The key idea is given by the following proposition:
Proposition 1. The ideal I ⊂ Q[x0, · · · , xn−1] is zero dimensional if and only if the number of points
under the shaded region of its staircase is finite, and this number is equal to the dimension of the quotient
Q[x0, · · · , xn−1]/I, that is, the number of zeros of I.
