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Resumo Nesta tese é apresentada a derivação de vários métodos de construção de
intervalos de confiança para combinações lineares de proporções binomiais
de k ≥ 2 populações independentes (Xi ∼ Bin(ni, pi) , i = 1, . . . , k). Re-
conhecidas as deficiências do método de Wald clássico, a utilização de uma
versão ajustada deste método, baseada na família paramétrica de estimado-
res de contração (Xi + hi)/(ni + 2hi), hi > 0, permite a derivação de vários
métodos alternativos que têm vindo a ser propostos na literatura. Contudo,
tanto quanto foi possível apurar, nenhum dos parâmetros hi sugeridos pelos
vários autores considerou o efeito da estimativa encontrada para pi na estima-
ção da combinação linear. Para colmatar esta lacuna, é proposta nesta tese
uma nova variante do método de Wald ajustado. Além das cinco variantes
do método de Wald ajustado aqui consideradas, que se baseiam no modelo
não restrito, são também apresentados outros métodos baseados em mode-
los restritos, designadamente os métodos de Newcombe-Zou e Wilson-score-
Yu, desenvolvidos segundo a metodologia MOVER, e os métodos Peskun e
score.
A avaliação e comparação do desempenho dos vários métodos são feitas
através do cálculo de várias medidas baseadas nas probabilidades de co-
bertura exata, nos comprimentos esperados e nas probabilidades de não-
-cobertura mesial e distal de cada um dos intervalos. Os conceitos de proba-
bilidade de não-cobertura mesial e distal são estendidos e é introduzido um
novo critério de classificação para a localização intervalar adaptado a amos-
tras pequenas e à presença de observações extremais.
Os resultados para os cenários aqui considerados mostram que os intervalos
de confiança obtidos a partir da nova variante têm, em geral, um desempenho
similar aos das outras variantes, mas um desempenho melhorado quando en-
tre as k populações existem desequilíbrios entre os pesos de cada proporção
da combinação linear e o tamanho da amostra.
Foi realizado um estudo meta-analítico no contexto de prevalências baixas ou
muito baixas, usando quer o modelo de efeito fixo quer o modelo de efeitos
aleatórios, em que foi utilizado o método de Monte Carlo para avaliar e com-
parar o desempenho dos intervalos de confiança obtidos através da variante
proposta nesta tese com o dos intervalos de confiança obtidos através de ou-
tras variantes do método de Wald ajustado e do método de Wald clássico com
transformações logit e duplo arco-seno. Os resultados da simulação mostram
que o método com melhor desempenho é o método de Wald clássico com a
transformação duplo arco-seno, exceto quando o número de estudos é relati-
vamente elevado e as prevalências são baixas ou muito baixas, situação em
que a nova variante apresenta um melhor desempenho.

Keywords Confidence intervals, Linear combination of binomial proportions, Restricted
models (score method), Interval location, Meta-analysis of prevalence, Logit,
Double arcsine.
Abstract This thesis presents the derivation of several confidence interval construc-
tion methods for linear combinations of binomial proportions of k ≥ 2 in-
dependent populations (Xi ∼ Bin(ni, pi) i = 1, . . . , k). Acknowledging the
deficiencies of the classic Wald method, the utilization of an adjusted ver-
sion of this method, based on the parametric family of shrinkage estimators
(Xi +hi)/(ni +2hi), hi > 0, has allowed the derivation of alternative methods
that has been proposed by several authors. However, to the best of our kno-
wledge, none of the parameters hi suggested to date by the various authors
takes into account the effect of the estimate found for pi on the estimation of
the linear combination. To overcome this lack, a new variant of the adjusted
Wald method is proposed in this thesis. Besides the five variants of the adjus-
ted Wald method herein considered, which are based on the unrestricted mo-
del, other methods, based on restricted models, are also presented, namely
the methods Newcombe-Zou and Wilson-score-Yu, which were developed ac-
cording to the MOVER methodology, and the Peskun and score methods.
The evaluation and performance comparison of the various methods are per-
formed by calculating several measures based on the exact coverage proba-
bilities, the expected lengths and the mesial and distal non-coverage proba-
bilities of each of the confidence intervals. The concepts of mesial and distal
non-coverage probabilities are extended and a new classification criterion for
interval location suited to small samples and the presence of extremal obser-
vations is introduced.
The results for the scenarios herein considered show that the confidence in-
tervals obtained from the new variant proposed in this thesis have, in general,
a similar performance to those from other variants, but show improved perfor-
mance when there is an imbalance between the weight of each proportion of
the linear combination and the size of the sample among the k populations.
A meta-analytic study was conducted in the context of low or very low pre-
valences, using either the fixed-effect model or the random-effects model, in
which we used the Monte Carlo method to evaluate and compare the perfor-
mance of the confidence intervals obtained through the variant proposed in
this thesis with that of the confidence intervals obtained from other variants
of the adjusted Wald method and from the classical Wald method with the lo-
git and double arcsine transformations. The simulation results show that the
method that performs better is the classic Wald method with the double arc-
sine transformation, except when the number of studies is relatively high and
prevalence is low or very low, in which case the new variant performs better.
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Introduc¸a˜o
A designac¸a˜o intervalo de confianc¸a (IC) refere-se habitualmente a um intervalo bilateral.
As principais razo˜es para que isso acontec¸a sa˜o as que se seguem. O IC e´ conceptualizado
como uma margem de erro em torno de uma quantidade estimada, para expressar a incerteza
associada ao fato de se basear numa amostra limitada. No interesse de uma representac¸a˜o
imparcial dos resultados, e´ conveniente referir ambos os limites do IC. Uma outra raza˜o
e´ a existeˆncia de uma relac¸a˜o dual entre um IC bilateral e um teste de hipo´tese bilateral
(Newcombe 2011).
Os ICs podem ser obtidos a partir de va´rias metodologias, tais como, por exemplo, a fre-
quencista ou a Bayesiana. Do ponto de vista da metodologia frequencista, as observac¸o˜es sa˜o
realizac¸o˜es de uma amostra aleato´ria e assume-se que o paraˆmetro desconhecido e´ uma cons-
tante fixa durante o processo de repetic¸a˜o, sendo o objetivo localiza´-lo dentro de uma estreita
margem de erro. Os me´todos frequencistas na˜o levam em considerac¸a˜o qualquer informac¸a˜o
pre´-existente sobre o paraˆmetro. Do ponto de vista da metodologia Bayesiana, os dados sa˜o
observados a partir de uma amostra realizada, assumindo-se que o paraˆmetro desconhecido
e´ uma varia´vel aleato´ria que segue uma distribuic¸a˜o a priori e que representa o grau de co-
nhecimento ou crenc¸a sobre a localizac¸a˜o do paraˆmetro. Os intervalos Bayesianos sa˜o muitas
vezes referidos como intervalos de credibilidade, para enfatizar que devem ser interpretados
de forma diferente dos intervalos frequencistas. Em termos de interpretac¸a˜o frequencista,
tem-se que para um conjunto de amostras obtidas nas mesmas condic¸o˜es, 100(1 − α)% dos
ICs conteˆm o verdadeiro valor do paraˆmetro, enquanto que do ponto de vista Bayesiano,
um intervalo com 100(1 − α)% de credibilidade e´ um intervalo em que se estima haver uma
probabilidade de 100(1−α)% de o verdadeiro valor do paraˆmetro estar contido nesse intervalo.
Um intervalo diz-se conservativo se a probabilidade de cobertura (probabilidade de que
o intervalo inclua o verdadeiro valor do paraˆmetro) for superior ao n´ıvel nominal 100(1−α)%
e diz-se liberal se a probabilidade de cobertura for inferior ao n´ıvel nominal 100(1− α)%.
Um intervalo degenerado e´ um intervalo com comprimento nulo. A ocorreˆncia de overshoot
verifica-se quando os limites do IC esta˜o fora do suporte do paraˆmetro.
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Diz-se que a probabilidade de na˜o-cobertura e´ mesial sempre que o IC esta´ localizado de-
masiado distalmente, isto e´, encontra-se demasiado afastado do ponto me´dio do suporte.
Diz-se que a probabilidade de na˜o-cobertura e´ distal sempre que o IC esta´ localizado dema-
siado mesialmente, isto e´, encontra-se demasiado pro´ximo do ponto me´dio do suporte.
A construc¸a˜o de um IC pode ser feita de uma forma exata ou aproximada. Na forma
exata, o erro real α∗ e´ sempre inferior ou igual ao erro nominal α, enquanto que, na forma
aproximada, α∗ pode ser superior a α. Em ambos os casos e´ deseja´vel que α∗ esteja ta˜o
pro´ximo quanto poss´ıvel de α (Mart´ın Andre´s e A´lvarez Herna´ndez 2013). Na pra´tica, a
obtenc¸a˜o de ICs exatos e´, em geral, computacionalmente muito mais intensiva, sobretudo
para amostras moderadamente grandes, do que a obtenc¸a˜o de ICs aproximados. Ale´m disso,
os ICs aproximados sa˜o mais fa´ceis de calcular e podem produzir resultados satisfato´rios sem
serem excessivamente conservativos (Roths e Tebbs 2006).
Nesta tese sa˜o considerados intervalos aproximados baseados na distribuic¸a˜o assimpto´tica
(normal) da varia´vel fulcral, que e´ func¸a˜o do estimador do paraˆmetro a estimar, segundo a
metodologia frequencista.
Va´rios me´todos aproximados e variantes destes teˆm sido propostos na literatura para a
construc¸a˜o de ICs para o paraˆmetro θ, func¸a˜o linear de k ≥ 1 proporc¸o˜es de sucesso de
distribuic¸o˜es binomiais independentes, dado por
θ =
k∑
i=1
βi pi , (1)
onde cada βi e´ um valor conhecido e cada pi e´ a proporc¸a˜o desconhecida de uma binomial.
Para uma proporc¸a˜o θ = p (k = 1 e β1 = 1), existem va´rios me´todos a` escolha (Vollset 1993,
Agresti e Coull 1998, Newcombe 1998a, Brown et al. 2001, Bo¨hning e Viwatwongkasem 2005,
Pires e Amado 2008). Tambe´m existem va´rios me´todos dispon´ıveis para a diferenc¸a entre duas
proporc¸o˜es binomiais independentes θ = p1−p2 (k = 2, β1 = 1 e β2 = −1) (Anbar 1983, Mee
1984, Newcombe 1998b, Agresti e Caffo 2000, Brown e Li 2005, Santner et al. 2007, Fagerland
et al. 2011). Por outro lado, os ICs aproximados para uma combinac¸a˜o linear de k ≥ 2
proporc¸o˜es binomiais independentes apenas veˆm recebendo alguma atenc¸a˜o na literatura
desde meados da de´cada passada (Price e Bonett 2004, Tebbs e Roths 2008, Mart´ın Andre´s
et al. 2011, 2012b, Decrouez e Robison 2012, Mart´ın Andre´s e A´lvarez Herna´ndez 2013),
apesar da sua importaˆncia pra´tica em estudos cl´ınicos e meta-anal´ıticos como, por exemplo,
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estudos de dose-resposta, elaborac¸a˜o de inque´ritos de sau´de pu´blica, realizac¸a˜o de ensaios
cl´ınicos multiceˆntricos, estudos de prevaleˆncia e experieˆncias agr´ıcolas (Tebbs e Roths 2008).
Devido a` relac¸a˜o dual entre testes estat´ısticos bilaterais e ICs bilaterais, os me´todos usados
para a obtenc¸a˜o de ICs aproximados para θ sa˜o classificados em duas categorias: os me´todos
baseados no modelo na˜o restrito, de que e´ exemplo o me´todo de Wald cla´ssico, e os me´todos
baseados em modelos restritos, de que e´ exemplo o me´todo de score cla´ssico. A abordagem
mais comum para obter estimativas intervalares para amostras grandes consiste na inversa˜o
do teste bilateral
H0 : θ = θ0 vs H1 : θ 6= θ0 , (2)
onde θ0 e´ um nu´mero real pertencente ao suporte do paraˆmetro θ. Este suporte e´ um intervalo
limitado, fechado e com centro de simetria no seu ponto me´dio. No caso particular de uma
proporc¸a˜o (θ = p), o suporte e´ [0 , 1] e o centro de simetria e´ igual a 1/2. No caso da
diferenc¸a de proporc¸o˜es (θ = p1 − p2), o suporte e´ [−1 , 1] e o centro de simetria e´ igual a
zero. Finalmente, no caso geral da combinac¸a˜o linear (1), o suporte e´ [
∑
βi<0
βi ,
∑
βi>0
βi ]
e o centro de simetria e´ igual a
∑k
i=1 βi/2.
O me´todo de Wald cla´ssico foi proposto por Wald (1943) e baseia-se na aproximac¸a˜o normal
dos estimadores da verosimilhanc¸a ma´xima (Maximum Likelihood Estimators, MLEs). Os
limites dos ICs de Wald cla´ssico sa˜o obtidos atrave´s da inversa˜o do teste (2), tomando-se
θˆ − θ0√
vˆ(θˆ)
= zα/2 , (3)
onde zα/2 e´ o quantil superior de ordem α/2 da distribuic¸a˜o normal N(0, 1), θˆ representa a
estimativa da verosimilhanc¸a ma´xima (Maximum Likelihood, ML) de θ e vˆ(θˆ) e´ a variaˆncia
estimada do MLE θˆ. A fo´rmula geral dos limites do IC de Wald cla´ssico a 100(1 − α)% de
confianc¸a e´ dada por
θˆ ∓ zα/2
√
vˆ(θˆ) . (4)
Devido a` sua simplicidade e fa´cil implementac¸a˜o, a aplicac¸a˜o deste me´todo aos casos θ = p
e θ = p1 − p2 encontra-se largamente dispon´ıvel em pacotes de software estat´ıstico e e´ fre-
quentemente ensinada em cursos introduto´rios de Probabilidades e Estat´ıstica. Contudo,
este IC tem um fraco desempenho em termos de probabilidade de cobertura, pois e´ muito
liberal (Agresti e Coull 1998, Agresti e Caffo 2000, Mart´ın Andre´s et al. 2011). Tambe´m e´
poss´ıvel que ocorra degeneresceˆncia, pelo que uma correc¸a˜o de continuidade (cc) e´ muitas
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vezes utilizada para a evitar, melhorando a cobertura deste IC. No entanto, a cc aumenta
o comprimento dos ICs, causando por vezes a ocorreˆncia de overshoot, o que faz com que
o IC resultante possa na˜o ser inteiramente satisfato´rio (Fagerland et al. 2011). O overshoot
pode ser facilmente eliminado atrave´s da truncagem do intervalo, de forma a que este se situe
dentro do suporte, o que, no entanto, na˜o significa que a probabilidade de cobertura melhore.
Por conseguinte, se a truncagem do overshoot for considerada como sendo insatisfato´ria, de-
vera´ tambe´m ser considerada como indeseja´vel a propriedade de o intervalo ser aditivamente
sime´trico em torno da estimativa θˆ , o que esta´ na base dos problemas inerentes ao me´todo de
Wald cla´ssico e outros me´todos similares (Newcombe 2013). Em termos de localizac¸a˜o inter-
valar, os ICs produzidos por estes me´todos tendem a ser localizados demasiado distalmente.
De modo a melhorar o desempenho do me´todo de Wald cla´ssico, foi proposto um ajusta-
mento deste me´todo baseado em estimadores para a proporc¸a˜o alternativos aos MLEs. Sendo
X1, X2, . . . , Xk, k varia´veis aleato´rias binomiais independentes com paraˆmetros (n1, p1), . . . ,
(nk, pk), respetivamente, o MLE da proporc¸a˜o pi e´ dado por pˆi = Xi/ni, i = 1, . . . , k, e um
estimador alternativo, conhecido por estimador de contrac¸a˜o (shrinkage estimator), e´ dado
pela famı´lia parame´trica
p˜i =
Xi + hi
ni + 2hi
, (5)
onde hi > 0. Este estimador tem frequentemente surgido a partir de abordagens heur´ısticas,
baseadas na intuic¸a˜o, tais como, por exemplo, a adic¸a˜o de pseudo-observac¸o˜es (hi sucessos
e hi falhas sa˜o adicionados aos dados originais). A versa˜o ajustada do me´todo de Wald
cla´ssico e´ obtida atrave´s da substituic¸a˜o do estimador pˆi pelo estimador de contrac¸a˜o (5).
A estimativa resultante p˜i = (xi + hi)/(ni + 2hi) esta´ compreendida entre a estimativa ML
pˆi = xi/ni e o ponto me´dio do suporte da proporc¸a˜o pi, 1/2. Nestas circunstaˆncias, p˜i pode
ser interpretado como um estimador de contrac¸a˜o de pi, sendo o grau de contrac¸a˜o em direc¸a˜o
a 1/2 dependente de ni. Fixado um hi, o grau de contrac¸a˜o em direc¸a˜o a 1/2 sera´ tanto maior
quanto menor for o valor de ni e vice-versa (Newcombe 2013).
Dependendo do valor de hi escolhido, podem ser estabelecidas diferentes variantes do
IC de Wald ajustado. Assim, quando hi = 2/k, tem-se a variante proposta por Agresti e
Coull (1998) para uma proporc¸a˜o (k = 1), a variante proposta por Agresti e Caffo (2000)
para a diferenc¸a entre duas proporc¸o˜es (k = 2) e a variante proposta por Price e Bonett
(2004) para uma combinac¸a˜o linear de proporc¸o˜es binomiais independentes (k > 2). Price
e Bonett (2004) compararam o desempenho do seu me´todo com o desempenho do me´todo
de Wald cla´ssico e tambe´m com o desempenho do me´todo de Wald ajustado, considerando,
para este u´ltimo, o estimador de Laplace (isto e´, fazendo hi = 1 no estimador de contrac¸a˜o
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(5)). No estudo de simulac¸a˜o que efetuaram, aqueles autores analisaram o caso de k = 3 e
de k = 4 populac¸o˜es binomiais independentes, considerando va´rias func¸o˜es lineares e va´rios
tamanhos de amostras, tendo conclu´ıdo que, dos treˆs me´todos, aquele que por eles e´ proposto
e´ o que apresenta o melhor desempenho, enquanto que o me´todo de Wald cla´ssico tem o pior
desempenho. Analisaram ainda os casos de k = 5 e k = 10 populac¸o˜es binomiais independen-
tes, chegando a` conclusa˜o de que o padra˜o de resultados obtido para a probabilidade de
cobertura e´ semelhante ao dos casos k = 3 e k = 4. Estes autores na˜o indicam no artigo em
questa˜o quais as func¸o˜es lineares e tamanhos de amostras que usaram no estudo de simulac¸a˜o
para os casos k = 5 e k = 10.
Mart´ın Andre´s et al. (2011) estendem o ajustamento proposto por Price e Bonett (2004)
aos casos em que existem observac¸o˜es extremais (xi = 0 ou xi = ni). Todos esses autores
concluem que as variantes do me´todo de Wald ajustado teˆm melhor desempenho que o me´todo
de Wald cla´ssico.
Outra abordagem comum na construc¸a˜o de ICs para θ em (1), designada por me´todo de
score cla´ssico, baseia-se no teste de score proposto por Rao (1948) para o caso de uma pro-
porc¸a˜o. Neste me´todo, a estat´ıstica de teste e´ sujeita a` restric¸a˜o definida pela hipo´tese nula,
H0 : θ = θ0, ao contra´rio do me´todo de Wald, que exige apenas o modelo na˜o restrito no
processo de estimac¸a˜o. Os limites do IC de score sa˜o obtidos atrave´s da inversa˜o do teste (2),
considerando
θˆ − θ0√
v(θˆ)
∣∣∣∣
θ=θ0
= zα/2 . (6)
A complexidade de resoluc¸a˜o da equac¸a˜o (6) depende da complexidade do estimador θˆ e da
sua variaˆncia.
O IC de score foi proposto pela primeira vez para uma proporc¸a˜o por Wilson (1927), pelo
que sera´ designado nesta tese por IC de Wilson-score. Recentemente, Yu et al. (2012) apre-
sentaram um IC para θ = p, que sera´ aqui designado por IC de Wilson-score-Yu, em que
modificam apenas o centro do IC de Wilson-score de modo a melhorar a probabilidade de
cobertura para valores de p pro´ximos dos valores extremais 0 ou 1, sem aumentar o compri-
mento do intervalo. Mart´ın Andre´s e A´lvarez Herna´ndez (2016) concluem que este IC pode
ser classificado como sendo um h´ıbrido de um IC de Wald ajustado com o IC de Wilson-score.
A localizac¸a˜o intervalar e´ similar em ambos os ICs, com tendeˆncia a ser menos demasiado
mesial no caso do IC de Wilson-score-Yu.
Mee (1984) sugeriu um IC do tipo score para a diferenc¸a entre duas proporc¸o˜es. As
proporc¸o˜es desconhecidas na variaˆncia em (6) sa˜o substitu´ıdas pelos seus respetivos MLEs
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obtidos sob a condic¸a˜o p1 − p2 = θ0. Uma versa˜o ligeiramente mais conservativa do IC de
Mee foi desenvolvida por Miettinen e Nurminen (1985) para uma ana´lise comparativa de
duas proporc¸o˜es binomiais (diferenc¸a, raza˜o, e raza˜o das chances) aplicada a` epidemiolo-
gia e pesquisa me´dica. A diferenc¸a crucial entre estes dois ICs e´ que no IC proposto por
Miettinen-Nurminen a variaˆncia inclui um fator de correc¸a˜o que faz com que este IC tenha
uma cobertura substancialmente melhor (Newcombe e Nurminen 2011). Newcombe (1998b)
propo˜e um IC de score h´ıbrido, aqui designado por Newcombe-score, para a diferenc¸a entre
duas proporc¸o˜es, θ = p1 − p2, tendo em conta os limites do IC de Wilson-score para cada
uma dessas proporc¸o˜es. Esta abordagem foi designada mais tarde por Zou et al. (2009)
como me´todo da recuperac¸a˜o das estimativas da variaˆncia (Method Of Variance Estimates
Recovery, MOVER). Estes autores estenderam o MOVER ao caso de uma combinac¸a˜o linear
de k ≥ 2 proporc¸o˜es, dando origem ao IC de Newcombe-Zou cla´ssico. O MOVER e´ uma
abordagem geral que na˜o necessita de quaisquer suposic¸o˜es espec´ıficas sobre as distribuic¸o˜es
de amostragem, mas somente do conhecimento dos limites de confianc¸a para cada paraˆmetro
pi que tenham probabilidades de cobertura pro´ximas do n´ıvel nominal. Por vezes o termo
h´ıbrido e´ utilizado para ICs derivados a partir da abordagem MOVER, mas tambe´m pode ser
utilizado para ICs derivados de me´todos compostos. Aplicac¸o˜es adicionais desta abordagem
podem ser encontras em Zou e Donner (2008) e Newcombe (2013).
Peskun (1993) propo˜e um IC para a diferenc¸a entre duas proporc¸o˜es, baseado num me´todo
que tem em considerac¸a˜o a distribuic¸a˜o limite de θˆ e um seu valor observado. Os limites do IC
sa˜o obtidos atrave´s da resoluc¸a˜o de dois problemas de programac¸a˜o na˜o-linear, sujeitos a` res-
tric¸a˜o definida pela equac¸a˜o (6), usando os multiplicadores de Lagrange. Mart´ın Andre´s et al.
(2012b) apresentaram uma extensa˜o do procedimento de Peskun ao caso geral da combinac¸a˜o
linear de k ≥ 2 proporc¸o˜es binomiais.
Verso˜es ajustadas de ICs baseadas no me´todo de score cla´ssico, como as que sa˜o cons-
tru´ıdas a partir do me´todo de Wald ajustado pela adic¸a˜o de hi sucessos e hi falhas a`s ni
observac¸o˜es originais obtidas a partir da populac¸a˜o Xi, e de ICs resultantes da aplicac¸a˜o,
como sugerida por Blyth e Still (1983), de uma cc a`s verso˜es clas´sicas dos va´rios me´todos,
foram consideradas e avaliadas empiricamente para o caso de uma proporc¸a˜o (Mart´ın Andre´s
e A´lvarez Herna´ndez 2014) e para a diferenc¸a entre duas proporc¸o˜es (Mart´ın Andre´s et al.
2012a). Os resultados das simulac¸o˜es mostraram que embora alguns ajustamentos melhorem
o desempenho do IC de Wald cla´ssico, o mesmo na˜o acontece para os ICs ajustados baseados
no me´todo de score. Ale´m disso, a aplicac¸a˜o da cc sugerida por Blyth e Still (1983) a`s verso˜es
cla´ssicas dos ICs mostrou-se, em geral, inu´til. Contudo, uma vez que o ponto me´dio do IC
de score se situa entre a estimativa θˆ e o centro do suporte, se for utilizado um IC de score e
INTRODUC¸A˜O 7
simultaneamente acrescentadas pseudo-frequeˆncias o intervalo resultante podera´ localizar-se
demasiado distalmente. Assim sendo, e´ prova´vel que, em consequeˆncia, o intervalo tenha
uma cobertura fraca em relac¸a˜o ao comprimento.
A selec¸a˜o do melhor me´todo depende muito dos crite´rios estabelecidos e da ordem pela
qual sa˜o considerados.
Newcombe (2013) sugere, para θ = p e θ = p1−p2, os seguintes crite´rios: (a) a probabilidade
de cobertura me´dia deve ser ligeiramente conservativa (ligeiramente acima do n´ıvel nominal
(1 − α)) e os intervalos devem ter o mı´nimo comprimento poss´ıvel para o conseguir; (b) o
comprimento do intervalo esperado deve ser analisado, bem como a sua cobertura (a ade-
quac¸a˜o da cobertura na˜o deve ser feita a` custa de uma largura excessiva dos intervalos); (c)
na localizac¸a˜o intervalar, a probabilidade de na˜o-cobertura mesial me´dia e a probabilidade
de na˜o-cobertura distal me´dia devem ser o mais similares poss´ıvel.
Agresti e Caffo (2000) e Brown e Li (2005) sugerem, para θ = p1− p2, que o me´todo deve ser
ligeiramente conservativo, ter poucas falhas liberais (a probabilidade de cobertura inferior a
1 − α − 0.02 deve ser ta˜o pequena quanto poss´ıvel), e o comprimento do intervalo esperado
deve ser ta˜o pequeno quanto poss´ıvel.
Price e Bonett (2004), Zou et al. (2009), Mart´ın Andre´s et al. (2012b) sugerem que para
as combinac¸o˜es lineares de k > 2 proporc¸o˜es o me´todo deve ter poucas falhas liberais, ser
ligeiramente conservativo e o comprimento do intervalo esperado deve ser ta˜o pequeno quanto
poss´ıvel.
Focado sobre ICs para combinac¸o˜es lineares de k ≥ 1 proporc¸o˜es, o objetivo fundamen-
tal desta tese consiste em construir ICs alternativos a partir da introduc¸a˜o de uma nova
“constante”hi no estimador de contrac¸a˜o (5), em particular para situac¸o˜es amostrais que
envolvam observac¸o˜es extremais, dado a pouca investigac¸a˜o desenvolvida nesse to´pico. Nesta
perspetiva, a investigac¸a˜o desse to´pico despoletou a aplicac¸a˜o de tais intervalos no contexto
da meta-ana´lise de prevaleˆncias baixas ou muito baixas e a investigac¸a˜o de novas formas de
avaliar a localizac¸a˜o intervalar.
Os principais contributos desta tese consistem na derivac¸a˜o de uma nova variante do me´todo
de Wald ajustado para uma combinac¸a˜o linear de k ≥ 2 proporc¸o˜es binomiais independentes,
na adaptac¸a˜o do estudo da localizac¸a˜o intervalar ao caso da combinac¸a˜o linear de k ≥ 2
proporc¸o˜es, na aplicac¸a˜o dos ICs obtidos atrave´s do me´todo de Wald ajustado a` meta-ana´lise
de prevaleˆncia, e na comparac¸a˜o dos va´rios me´todos atrave´s de um estudo de simulac¸a˜o de
modo a produzir recomendac¸o˜es sobre a escolha do me´todo ou me´todos a utilizar.
A nova variante proposta e´ capaz de lidar com os casos que incluem observac¸o˜es extre-
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mais e leva em considerac¸a˜o na estimac¸a˜o da combinac¸a˜o linear (1) o efeito das estimativas
encontradas para as proporc¸o˜es. Para amostras pequenas ou na presenc¸a de observac¸o˜es
extremais, verifica-se frequentemente a inexisteˆncia de equil´ıbrio entre as probabilidades de
na˜o-cobertura mesial e distal. Assim sendo, e´ apresentada uma classificac¸a˜o adaptada a estas
situac¸o˜es para a localizac¸a˜o intervalar. A avaliac¸a˜o do desempenho das variantes cla´ssica e
ajustadas dos va´rios ICs e´ feita para diferentes configurac¸o˜es (ni, βi) com base nos crite´rios
acima mencionados.
Esta tese esta´ organizada em cinco cap´ıtulos.
No Cap´ıtulo 1 sa˜o apresentadas as derivac¸o˜es dos limites de alguns ICs bilaterais aproxi-
mados comummente utilizados e recomendados na literatura para uma proporc¸a˜o binomial,
designadamente o IC de Wald cla´ssico, cinco variantes do IC de Wald ajustado, o IC de
Wilson-score e o IC de Wilson-score-Yu. E´ feita uma caracterizac¸a˜o do ponto me´dio do
IC de Wilson-score. De modo a avaliar e comparar o desempenho dos va´rios me´todos, sa˜o
calculados, via simulac¸a˜o, as respetivas probabilidades de cobertura exata e comprimentos
esperados, e realizados os estudos de localizac¸a˜o intervalar de cada um destes ICs. E´ feita
uma recomendac¸a˜o para a selec¸a˜o do melhor me´todo ou me´todos, de acordo com os crite´rios
estabelecidos nesta tese.
No Cap´ıtulo 2 sa˜o estendidas ao caso geral da combinac¸a˜o linear de duas proporc¸o˜es
binomiais independentes (e ao caso particular desta, a diferenc¸a entre duas proporc¸o˜es) as
derivac¸o˜es dos limites de alguns dos ICs apresentados para uma proporc¸a˜o, designadamente
o IC de Wald cla´ssico e treˆs variantes do IC de Wald ajustado. Adicionalmente, e´ feita uma
descric¸a˜o da abordagem MOVER, para derivac¸a˜o dos limites dos ICs de Newcombe-score e do
IC de Wilson-score-Yu. E´ feita ainda a derivac¸a˜o dos limites do IC de Peskun para a diferenc¸a
entre duas proporc¸o˜es e apresentada as expresso˜es dos limites do IC de Wald ajustado para a
variante que e´ proposta nesta tese para a combinac¸a˜o linear de duas proporc¸o˜es. A avaliac¸a˜o
e a comparac¸a˜o do desempenho dos va´rios me´todos sa˜o feitas atrave´s das mesmas medidas
de avaliac¸a˜o que foram usadas para uma proporc¸a˜o. Os crite´rios usados na elaborac¸a˜o das
recomendac¸o˜es para a selec¸a˜o do melhor me´todo ou me´todos sa˜o tambe´m ideˆnticos aos usados
no caso de uma proporc¸a˜o.
No Cap´ıtulo 3 sa˜o estendidas ao caso geral da combinac¸a˜o linear de k > 2 populac¸o˜es
independentes as derivac¸o˜es dos limites dos ICs discutidos no Cap´ıtulo 2 e derivados tambe´m
para esse mesmo caso os limites do IC de score. A avaliac¸a˜o e a comparac¸a˜o do desempenho
dos va´rios me´todos sa˜o feitas atrave´s das mesmas medidas de avaliac¸a˜o que foram usadas
para uma proporc¸a˜o e para a combinac¸a˜o linear de duas proporc¸o˜es. A simulac¸a˜o efetuada
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para esse efeito contemplou os casos k = 3 e k = 4, considerando-se va´rias func¸o˜es lineares e
va´rios tamanhos de amostra. Foi ainda aplicada uma cc a alguns dos ICs e feita a avaliac¸a˜o
e a comparac¸a˜o dos me´todos sem cc e com cc. Sa˜o apresentados treˆs exemplos que ilustram
a aplicac¸a˜o dos me´todos discutidos nesta tese. Os dois primeiros exemplos referem-se a uma
combinac¸a˜o linear de k = 4 populac¸o˜es binomiais independentes. O primeiro exemplo diz
respeito a tamanhos de amostras grandes (no contexto das combinac¸o˜es lineares k > 2), en-
quanto que o segundo exemplo diz respeito a tamanhos de amostras pequenos e considera
a existeˆncia de observac¸o˜es extremais. Finalmente, o terceiro exemplo diz respeito a dados
reais provenientes de uma meta-ana´lise com k = 7 estudos, de entre os quais quatro conteˆm
observac¸o˜es extremais. Para este exemplo as medidas de avaliac¸a˜o sa˜o calculadas atrave´s
do me´todo de Monte Carlo. Os crite´rios usados na elaborac¸a˜o das recomendac¸o˜es para a
selec¸a˜o do melhor me´todo ou me´todos sa˜o tambe´m ideˆnticos aos usados no caso de uma pro-
porc¸a˜o. Este cap´ıtulo baseia-se no artigo aceite para publicac¸a˜o na revista Communications
in Statistics - Simulation and Computation (Escudeiro et al. 2016).
O Cap´ıtulo 4 e´ dedicado a` Meta-ana´lise de prevaleˆncia. E´ feita a descric¸a˜o dos modelos
utilizados na maioria das meta-ana´lises, designadamente o modelo de efeito fixo e o modelo
de efeitos aleato´rios. Analisa-se de que forma a estimativa combinada de k proporc¸o˜es de pre-
valeˆncia esta´ relacionada com a combinac¸a˜o linear de k proporc¸o˜es binomiais independentes.
Os me´todos considerados na meta-ana´lise incluem os me´todos de Wald cla´ssico e ajustado,
mencionados no Cap´ıtulo 3, e o me´todo de Wald cla´ssico com as transformac¸o˜es logit e duplo
arco-seno. A avaliac¸a˜o e comparac¸a˜o do desempenho dos va´rios me´todos sa˜o realizadas com
algumas das mesmas medidas consideradas nos cap´ıtulos anteriores, mas agora calculadas
atrave´s do me´todo de Monte Carlo, pois a maioria das meta-ana´lises envolve um nu´mero
elevado de estudos e o ca´lculo da probabilidade de cobertura exata torna-se um processo
computacionalmente intensivo. Sa˜o calculadas as medidas de avaliac¸a˜o da probabilidade de
cobertura estimada e das probabilidades de na˜o-cobertura mesial e distal estimadas. Sa˜o cal-
culadas ainda a me´dia e o desvio padra˜o das estimativas centrais e dos comprimentos dos ICs,
o vie´s e o erro quadra´tico me´dio (EQM). Com base nestas medidas, definem-se os crite´rios
usados na elaborac¸a˜o das recomendac¸o˜es para a selec¸a˜o do melhor me´todo ou me´todos. Sa˜o
apresentados dois exemplos de aplicac¸a˜o dos me´todos discutidos, no contexto de prevaleˆncias
baixas ou muito baixas. O primeiro exemplo envolve um nu´mero reduzido de estudos (k = 9)
baseado em dados fict´ıcios. O segundo exemplo envolve k = 25 estudos, baseados em dados
reais. E´ ainda apresentado um terceiro exemplo que envolve k = 18 estudos, tambe´m base-
ado em dados reais, mas em que as prevaleˆncias sa˜o moderadas. Este cap´ıtulo baseia-se no
artigo com o t´ıtulo “Adjusted Wald confidence intervals in the meta-analysis of quasi extreme
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proportion” que se encontra atualmente em revisa˜o para ressubmissa˜o.
No Cap´ıtulo 5 sa˜o apresentadas as concluso˜es desta tese e propostas algumas ideias para
trabalho futuro.
No Apeˆndice A sa˜o apresentados os gra´ficos das probabilidades de cobertura de alguns
dos me´todos descritos nesta tese.
No Apeˆndice B esta˜o dispon´ıveis tabelas adicionais com os resultados das medidas de
avaliac¸a˜o para combinac¸o˜es lineares de k = 3 e k = 4 populac¸o˜es, para os n´ıveis de confianc¸a
90% e 99%, e tabelas com os resultados das medidas de avaliac¸a˜o para os me´todos que
apresentaram pior desempenho no caso da combinac¸a˜o linear de k = 3 populac¸o˜es e n´ıvel
de confianc¸a 95%. Foram tambe´m inclu´ıdos neste apeˆndice os resultados do estudo meta-
anal´ıtico referente aos dados dos dois subgrupos do segundo exemplo (k = 16 e k = 9).
Finamente, no Apeˆndice D e´ apresentado o co´digo dos mo´dulos de software em linguagem
C e R desenvolvidos no aˆmbito desta tese para o ca´lculo das probabilidades de cobertura e
na˜o-cobertura (exatas e estimadas) dos ICs produzidos pelos diferentes me´todos.
Cap´ıtulo 1
Intervalos de confianc¸a para uma
proporc¸a˜o
Seja X1, X2, . . . , Xn, uma amostra aleato´ria independente de dimensa˜o n, retirada de uma
populac¸a˜o com distribuic¸a˜o de Bernoulli com paraˆmetro p. Tem-se enta˜o
Xi ∼ Bern(p) e X =
n∑
i=1
Xi ∼ Bin(n, p) . (1.1)
O valor esperado de X e´ E (X) = np e a sua variaˆncia e´ v (X) = n p (1− p). O estimador de
ML da proporc¸a˜o populacional p, dado por
pˆ =
X
n
,
e´ um estimador na˜o enviesado e consistente de p. Quanto maior for o tamanho da amostra
n, mais pro´xima a estimativa emp´ırica pˆ = x/n tendera´ a estar do verdadeiro valor do
paraˆmetro p. O suporte para a proporc¸a˜o p e´ limitada e pertence ao intervalo [0 , 1]. Em
contrapartida, a varia´vel aleato´ria X apenas pode assumir valores de um conjunto discreto
poss´ıvel x = 0, 1, . . . , n− 1, n. Consequentemente, a estimativa pˆ so´ pode assumir um dos
valores do conjunto {0, 1/n, 2/n, . . . , (n− 1)/n, 1}.
A distribuic¸a˜o de pˆ, atendendo ao Teorema do Limite Central, e´ aproximadamente normal,
com E(pˆ) = p e variaˆncia
v(pˆ) =
p(1− p)
n
, (1.2)
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ou seja,
pˆ
a∼ N
(
p,
p(1− p)
n
)
.
De salientar que a aproximac¸a˜o pode na˜o ser adequada para valores moderados de n e pode
tambe´m ser fraca para valores de p pro´ximos dos valores extremais 0 ou 1.
Suponha-se que se deseja realizar o teste bilateral
H0 : p = p0 vs H1 : p 6= p0 , (1.3)
onde p0 e´ uma constante real pertencente ao suporte [0 , 1]. Os ICs aproximados para p sa˜o
constru´ıdos pela inversa˜o do teste (1.3), isto e´, os limites do IC sa˜o determinados atrave´s da
resoluc¸a˜o da equac¸a˜o
(pˆ− p0)2
v(pˆ)
= z2α/2 (1.4)
em ordem a p0.
1.1 Intervalo de Wald cla´ssico
O IC de Wald cla´ssico e´ obtido atrave´s da estimac¸a˜o da variaˆncia (1.2) por
vˆ(pˆ) =
pˆ (1− pˆ)
n
.
Substituindo-se vˆ(pˆ) em (1.4) e resolvendo a equac¸a˜o resultante em ordem a p0, os limites do
IC de Wald cla´ssico a 100(1− α)% de confianc¸a para p sa˜o dados por
pˆ∓ zα/2
√
vˆ(pˆ) . (1.5)
O IC e´ aceita´vel quando o tamanho da amostra n e´ grande e p esta´ pro´ximo de 1/2. Para
valores de p pro´ximos dos valores extremais 0 ou 1, o IC e´ inadequado, parcialmente em
consequeˆncia da utilizac¸a˜o de pˆ como seu ponto me´dio quando a distribuic¸a˜o binomial e´
muito enviesada. Tende tambe´m a ser demasiado estreito, podendo verificar-se a ocorreˆncia
de overshoot, pelo que deve ser feita uma truncagem nos limites do IC de modo a que este
se encontre dentro do suporte [0 , 1]. O overshoot pode ocorrer para proporc¸o˜es pro´ximas de
zero, tais como prevaleˆncias, onde o ca´lculo do limite inferior pode ser menor do que zero,
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e proporc¸o˜es que se aproximam da unidade, tais como a sensibilidade e especificidade de
testes de diagno´stico ou de rastreio onde o limite superior do IC de Wald pode exceder a
unidade (Newcombe 1998a). Para pˆ = 0 ou pˆ = 1, qualquer que seja o valor 1 − α < 1
(Newcombe 1998a) obte´m-se um IC degenerado, isto e´, um intervalo com comprimento nulo.
O IC de Wald esta´ localizado demasiado distalmente, ou seja, encontra-se demasiado afastado
do ponto me´dio do suporte.
1.2 Intervalo de Wilson-score
Na formulac¸a˜o do IC de Wilson-score (Wilson 1927), a variaˆncia (1.2) e´ baseada no valor de
p sob H0, do teste de hipo´teses (1.3), em vez de uma sua estimativa pˆ, como sucede no IC de
Wald cla´ssico. Sob a hipo´tese H0 : p = p0, a variaˆncia de pˆ e´ dada por
v(pˆ) =
p0(1− p0)
n
.
Substituindo v(pˆ) em (1.4), obte´m-se a equac¸a˜o de segundo grau em ordem a p0(
1 +
z2α/2
n
)
p20 − 2
(
pˆ+
z2α/2
2n
)
p0 + pˆ
2 = 0 . (1.6)
As ra´ızes da equac¸a˜o quadra´tica (1.6) sa˜o dadas por
p0 =
pˆ+
z2α/2
2n
∓
√√√√(pˆ+ z2α/2
2n
)2
−
(
1 +
z2α/2
n
)
pˆ2
1 + z2α/2/n
. (1.7)
Simplificando o radical da equac¸a˜o (1.7), esta reduz-se a
p0 =
pˆ+
z2α/2
2n
∓ zα/2
√
pˆ (1− pˆ)
n
+
z2α/2
4n2
1 + z2α/2/n
. (1.8)
Apo´s algumas simplificac¸o˜es alge´bricas em (1.8), os limites do IC de Wilson-score a 100(1− α)%
de confianc¸a para p sa˜o dados por
x+ z2α/2/2
n+ z2α/2
∓ zα/2
n+ z2α/2
√
z2α/2
4
+ pˆ (1− pˆ)n . (1.9)
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Este intervalo e´ na˜o degenerado e na˜o apresenta ocorreˆncia de overshoot. Quando x > 0, o
limite inferior e´ sempre positivo, ao passo que quando x = 0 o limite inferior e´ zero e o limite
superior e´ igual a (z2α/2/2)/(n+ z
2
α/2) > 0. E´ um intervalo que na˜o e´ aditivamente sime´trico
em torno da estimativa pˆ, exceto quando pˆ = 1/2. Este IC tende a ser localizado demasiado
mesialmente, ou seja, a encontrar-se demasiado pro´ximo do ponto me´dio do suporte.
Caracterizac¸a˜o do ponto me´dio do IC de Wilson-score
O ponto me´dio do IC de Wilson-score, Ms, pode ser escrito sob a forma de uma me´dia
ponderada de pˆ e do centro do suporte, 1/2, ou seja,
Ms =
pˆ+ z2α/2/(2n)
1 + z2α/2/n
= pˆ
n
n+ z2α/2
+
1
2
z2α/2
n+ z2α/2
. (1.10)
Atendendo a que pˆ e´ um estimador centrado, o valor esperado de Ms vem igual a
E (Ms) =
p+ z2α/2/(2n)
1 + z2α/2/n
=
np+ z2α/2/2
n+ z2α/2
=
n(p− 1/2 + 1/2) + z2α/2/2
n+ z2α/2
=
1
2
+
n
n+ z2α/2
(
p− 1
2
)
. (1.11)
Da equac¸a˜o (1.11) conclui-se que
z2α/2
2(n+ z2α/2)
≤ E(Ms) ≤
n+ z2α/2/2
n+ z2α/2
e que dados n e zα/2, E (Ms) e´ uma func¸a˜o linear de p que passa pelo ponto (1/2, 1/2). De
igual modo, os valores esperados dos limites inferior e superior do intervalo (aleato´rio) de
Wilson-score podem ser calculados (Yu et al. 2012) atrave´s das fo´rmulas
E (Linf) =
n∑
x=0
Linf(X = x)P (X = x)
=
n∑
x=0
x+ z2α/2/2
n+ z2α/2
− zα/2
n+ z2α/2
√
z2α/2
4
+
x(n− x)
n
(n
x
)
px(1− p)n−x
1.2. INTERVALO DE WILSON-SCORE 15
e
E (Lsup) =
n∑
x=0
Lsup(X = x)P (X = x)
=
n∑
x=0
x+ z2α/2/2
n+ z2α/2
+
zα/2
n+ z2α/2
√
z2α/2
4
+
x(n− x)
n
(n
x
)
px(1− p)n−x .
Uma vez fixados n e zα/2, conclui-se que E (Linf) e E (Lsup) sa˜o func¸o˜es de p. Na Figura 1.1
esta˜o representados E (Linf), E (Lsup), E (Ms) e E(pˆ), para p ∈ [0, 1], n = 10 e 1− α = 0.95.
Ao compararem-se as posic¸o˜es relativas das duas retas E(pˆ) e E(Ms), pode ver-se que o termo
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Figura 1.1: Representac¸a˜o gra´fica dos valores esperados E (Linf) e E (Lsup) dos
limites do IC de Wilson-score. As linhas a tracejado representam os valores de E(pˆ)
e E(Ms), para p ∈ [0, 1] e n = 10, ao n´ıvel de confianc¸a 95%.
z2α/2/(2n) do numerador de E(Ms) e o termo z
2
α/2/n do seu denominador, provocam um enco-
lhimento da gama de valores de E(Ms) de [0, 1] para [z
2
α/2/2(n+ z
2
α/2), (n+ z
2
α/2/2)/(n+ z
2
α/2)].
Note-se ainda que e´ bem vis´ıvel a existeˆncia de um maior afastamento entre as duas retas
para valores de p pro´ximos dos valores extremais 0 ou 1, o que significa que o ponto me´dio
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Ms se encontra mais afastado do paraˆmetro verdadeiro p quando este estiver pro´ximo de 0
ou 1.
De modo a facilitar, na expressa˜o de Ms (1.10), a visualizac¸a˜o da influeˆncia dos termos
z2α/2/(2n) e z
2
α/2/n sobre as probabilidades de cobertura, encontram-se representadas na Fi-
gura 1.2, para p ∈]0, 1[ , n = 10 e n´ıvel de confianc¸a 95%, as probabilidades de cobertura
do IC de Wilson-score considerando os centros Ms e pˆ. Para o IC com centro pˆ, as proba-
bilidades de cobertura esta˜o muito acima do n´ıvel nominal para valores de p pro´ximos dos
valores extremais, descendo e oscilando bastante entre, aproximadamente, 0.73 e 0.93 para
outros valores de p. Os dois termos atuam, portanto, como fatores de estabilidade, estabili-
zando as probabilidades de cobertura para valores de p pro´ximos do centro do suporte. Em
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Figura 1.2: Representac¸a˜o gra´fica das probabilidades de cobertura exata do
IC de Wilson-score considerando os centros Ms e pˆ, para p ∈]0, 1[ e n = 10, ao
n´ıvel de confianc¸a 95%.
anexo encontram-se as representac¸o˜es gra´ficas das probabilidades de cobertura para n = 12
(Figura A.1) e n = 109 (Figura A.2). Para n = 12, verifica-se uma descida abrupta da
probabilidade de cobertura em p = 1/2, o que na˜o acontece para n = 10 (Figura 1.2). Para
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amostras grandes (n = 109), as oscilac¸o˜es para valores de p pro´ximos do centro do suporte
sa˜o menos acentuadas.
Como se depreende do que foi dito atra´s, o efeito de estabilizac¸a˜o e´ dispensa´vel para
valores extremais de p, pois mesmo sem ele sa˜o esperados bons resultados nesses casos. Em
consequeˆncia, para minorar a amplitude dos picos das probabilidade de cobertura do IC de
Wilson-score, que decrescem acentuadamente para valores extremais de p, como mostra a
Figura 1.2, Yu et al. (2012) propo˜em um IC (ver Secc¸a˜o 1.4) que e´ um h´ıbrido do IC de
Wilson-score com o IC de Wald ajustado.
1.3 Intervalo de Wald ajustado
O IC de Wald ajustado para p e´ baseado no estimador de contrac¸a˜o
p˜ =
X + h
n+ 2h
, h > 0 . (1.12)
Este estimador satisfaz as seguintes propriedades, para qualquer escolha do paraˆmetro h :
• E (p˜) =
np+ h
n+ 2h
• v (p˜) =
np(1− p)
(n+ 2h)2
• v (p˜) ≤ v (pˆ)
• Vie´s (p˜) = E (p˜)− p = h (1− 2p)
n+ 2h
• EQM (p˜) = v (p˜) + (Vie´s (p˜))2 =
np(1− p) + h2 (1− 2p)2
(n+ 2h)2
A expressa˜o do intervalo de Wald ajustado e´ obtida atrave´s da substituic¸a˜o, no IC de Wald
cla´ssico (1.5), de pˆ por p˜ e da variaˆncia vˆ(pˆ) pelas variaˆncias v˜(pˆ) ou v˜(p˜), as quais corres-
pondem a` variaˆncia estimada ajustada do estimador pˆ ou p˜, respetivamente, ou seja,
v˜(pˆ) =
p˜(1− p˜)
n˜
, n˜ = n+ 2h e v˜(p˜) =
np˜(1− p˜)
(n+ 2h)2
. (1.13)
Para cada selec¸a˜o do valor de h obte´m-se uma variante distinta do IC de Wald ajustado. Apre-
sentam-se a seguir algumas variantes do me´todo de Wald ajustado frequentemente analisadas
na literatura que teˆm melhor desempenho que o me´todo de Wald cla´ssico. As simulac¸o˜es efe-
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tuadas no aˆmbito desta tese para outros valores de h na˜o permitiram obter ICs com melhor
desempenho do que aqueles que sa˜o referidos abaixo.
• Variante de Chen (1990) - baseado no ponto me´dio Ms (1.10), Chen propoˆs adicionar
h =
z2α/2
2
sucessos e h =
z2α/2
2
falhas aos dados amostrais. Os limites do IC de Wald
ajustado a 100(1− α)% de confianc¸a para p sa˜o dados por
p˜∓ zα/2
√
p˜(1− p˜)
n˜
, (1.14)
com p˜ = (x+
z2α/2
2
)/(n+ z2α/2) e n˜ = n+ z
2
α/2.
• Variante de Agresti e Coull (1998) - baseados no ponto me´dio Ms (1.10) e considerando
o n´ıvel de significaˆncia α = 5% (z20.05/2 ≈ 4), Agresti-Coull propuseram adicionar h = 2
sucessos e h = 2 falhas aos dados amostrais. Os limites do IC de Wald ajustado a 95%
de confianc¸a para p sa˜o dados por
p˜∓ z0.025
√
p˜(1− p˜)
n˜
, (1.15)
com p˜ = (x+ 2)/(n+ 4) e n˜ = n+ 4. Samuels e Witmer (1999) recomendam h = z2α/2
para este IC.
• Variante de Bo¨hning e Viwatwongkasem (2005) - estes autores propuseram um intervalo
de Wald ajustado baseado na variaˆncia do estimador p˜, dada por
v(p˜) =
np(1− p)
(n+ 2h)2
.
Os limites do IC de Wald ajustado a 100(1− α)% de confianc¸a para p sa˜o dados por
p˜∓ z0.025
√
np˜(1− p˜)
(n+ 2h)2
, (1.16)
com p˜ = (x+h)/(n+ 2h) . Nesta tese sera´ escolhido o valor h = 2, de modo a ser poss´ı-
vel comparar os resultados das medidas de desempenho (Secc¸a˜o 1.6) com os resultados
obtidos atrave´s do IC de Agresti-Coull (1.15).
Bo¨hning e Viwatwongkasem (2005) consideraram os valores de h = 0, 1/2, 1, 2 na ava-
liac¸a˜o do desempenho do intervalo (1.16), tendo conclu´ıdo que, em termos da me´dia das
probabilidades de cobertura, para h = 0 (IC de Wald cla´ssico) o intervalo tem um fraco
desempenho, mesmo para amostras grandes (n = 100), e que o melhor desempenho se
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verifica para h = 1 (para amostras de dimensa˜o n ≥ 4) e, em seguida, para h = 1/2
(pelo menos para amostras de dimensa˜o n < 4). Compararam tambe´m o intervalo
(1.16) com o intervalo de Wilson-score (1.9) e verificaram que este u´ltimo e´ aquele que
apresenta melhor desempenho nas treˆs medidas calculadas (me´dia das probabilidades
de cobertura, mı´nimo das probabilidades de cobertura e variaˆncia). Verificaram ainda
que o intervalo de Agresti-Coull e´ mais conservativo do que o intervalo (1.16), uma vez
que n/(n+ 2h) ≤ 1 se h ≥ 0. Conclu´ıram que, em termos de me´dia das probabilidades
de cobertura, o intervalo (1.16), com h = 1, foi melhor para amostras maiores (n > 7),
enquanto que o intervalo de Agresti-Coull apresentou melhores valores para n < 7.
• Variante de Borkowf (2006) - Borkowf propoˆs um intervalo de Wald ajustado conside-
rando expresso˜es diferentes para os limites inferior e superior do IC. Sugeriu adicionar
uma falha no ca´lculo do limite inferior e um sucesso no ca´lculo do limite superior. Os
limites do IC de Wald ajustado a 100(1− α)% de confianc¸a para p sa˜o dados por
p˜inf − zα/2
√
p˜inf(1− p˜inf)
n˜
e p˜sup + zα/2
√
p˜sup(1− p˜sup)
n˜
, (1.17)
com p˜inf = x/(n+ 1) , p˜sup = (x+ 1)/(n+ 1) , n˜ = n+ 1 .
Borkowf (2006) comparou o intervalo (1.17) com o intervalo de Wald cla´ssico (1.5) e com
o intervalo de Chen (1.14). Verificou que, em termos de probabilidade de cobertura,
o intervalo de Borkowf foi o que apresentou melhor desempenho (probabilidades de
cobertura em torno do n´ıvel nominal). O intervalo de Wald cla´ssico teve um fraco
desempenho para valores de p pro´ximos dos valores extremais e o intervalo de Chen
foi ligeiramente liberal para valores de p interme´dios e conservativo para valores de p
pro´ximos dos valores extremais. Em termos de comprimento do intervalo, o intervalo
de Chen e´ aconselha´vel para valores de p pro´ximos de 1/2, enquanto que para valores de
p pro´ximos dos valores extremais e´ aconselha´vel o intervalo (1.17). No final, Borkowf
recomendou o seu pro´prio intervalo, por ser o melhor, salientando no entanto que o
intervalo de Chen tambe´m e´ uma boa alternativa.
• Variante de Mart´ın Andre´s et al. (2011) - com base na variante proposta por estes
autores para o caso de k > 2 proporc¸o˜es, que tem em considerac¸a˜o a existeˆncia de obser-
vac¸o˜es extremais (ver Secc¸a˜o 3.6.2), os limites do IC de Wald ajustado a 100(1− α)%
de confianc¸a para p sa˜o dados por
p˜∓ zα/2
√
p˜(1− p˜)
n˜
, (1.18)
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com p˜ = (x+ h)/(n+ 2h) e n˜ = n+ 2h. O valor de h e´ dado por
h =
z2α/2
2
(1A(x) + 1) ,
onde 1A(·) e´ a func¸a˜o indicatriz do conjunto
A = {x ∈ {0, n} : (n− 2x) (pˆ− p0) < 0} . (1.19)
Note-se que o conjunto A apenas pode conter uma observac¸a˜o extremal e dependera´
de se estar a calcular o limite inferior (p0 < pˆ) ou o limite superior (p0 > pˆ) do IC
(1.18). De facto, para o limite inferior, a condic¸a˜o (n− 2x) (pˆ− p0) < 0 e´ equivalente
a (n− 2x) < 0, ou seja, x = n e, portanto, A sera´ dado por {x : x = n}. Um racioc´ınio
ana´logo e´ va´lido para o limite superior, onde A e´ dado por {x : x = 0}.
No caso de na˜o existirem observac¸o˜es extremais (0 < x < n), o IC de Andre´s et al.
(1.18) coincide com o IC de Chen (1.14).
1.4 Intervalo de Wilson-score-Yu
Muitos autores sugerem que o me´todo de Wilson-score e´ o melhor me´todo para a construc¸a˜o
de ICs para um p moderado. Para valores de p pro´ximo dos valores extremais, a probabilidade
de cobertura decresce acentuadamente sob a forma de um pico no sentido descendente. Ao
modificarem o declive da reta (1.11), Yu et al. (2012) constru´ıram um novo IC, aqui designado
por IC de Wilson-score-Yu, que consegue minorar a amplitude destes picos (ver Figura 1.3).
A modificac¸a˜o que estes autores empreenderam consistiu na adic¸a˜o da quantidade z4α/2/53
(obtida por simulac¸a˜o) na expressa˜o Ms (1.10) do IC de Wilson-score, isto e´,
pˆ
n+ z4α/2/53
n+ z2α/2
+
1
2
z2α/2 − z4α/2/53
n+ z2α/2
=
1
2
+
n+ z4α/2/53
n+ z2α/2
(
pˆ− 1
2
)
. (1.20)
Os limites do IC de Wilson-score-Yu a 100(1− α)% de confianc¸a para p, sa˜o dados por
1
2
+
n+ z4α/2/53
n+ z2α/2
(
pˆ− 1
2
)
∓ zα/2
n+ z2α/2
√
z2α/2
4
+ pˆ (1− pˆ)n . (1.21)
Na Figura 1.4, em que se encontram representados quer os valores esperados para o ponto
me´dio (MsY ), limite inferior (LinfY) e limite superior (LsupY) do IC de Wilson-score-Yu, quer
os valores correspondentes para o IC de Wilson-score, e´ vis´ıvel que a introduc¸a˜o da quantidade
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Figura 1.3: Representac¸a˜o gra´fica das probabilidades de cobertura exata dos
ICs de Wilson-score e Wilson-score-Yu, para p ∈ [0, 1] , n = 10 e n´ıvel de
confianc¸a 95%. A flutuac¸a˜o das probabilidades de cobertura pode ser atribu´ıda
a` diferenc¸a entre a aproximac¸a˜o da distribuic¸a˜o binomial a` normal.
z4α/2/53 na expressa˜o (1.20) se traduz, para cada uma das linhas correspondentes ao IC de
Wilson-score, numa ligeira “rotac¸a˜o”em torno do respetivo ponto de abcissa 1/2, no sentido
anti-hora´rio. Essa alterac¸a˜o permite que o IC de Wilson-score-Yu se encontre mais afastado
do ponto me´dio do suporte do que o IC de Wilson-score e mantenha um comprimento igual
ao do IC de Wilson-score. Mart´ın Andre´s e A´lvarez Herna´ndez (2016) classificaram o IC
de Wilson-score-Yu (1.21) como sendo um h´ıbrido do IC de Wald ajustado com o IC de
Wilson-score, uma vez que o ponto me´dio do IC de Wilson-score-Yu pode ser escrito na
forma
MsY =
x+
nz2α/2(53− z2α/2)
2(53n+ z4α/2)
53n(n+ z2α/2 − z4α/2/53 + z4α/2/53)
53n+ z4α/2
=
x+
nz2α/2(53− z2α/2)
2(53n+ z4α/2)
n+ 2
nz2α/2(53− z2α/2)
2(53n+ z4α/2)
.
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Figura 1.4: Representac¸a˜o gra´fica dos valores esperados E (Linf) e E (Lsup) dos
limites do IC de Wilson-score, e dos valores esperados E (LinfY) e E (LsupY) dos limites
do IC de Wilson-score-Yu. As linhas a tracejado representam os valores esperados
de pˆ, do ponto me´dio Ms do IC de Wilson-score e do ponto me´dio MsY do IC de
Wilson-score-Yu, para p ∈ [0, 1] e n = 10, ao n´ıvel de confianc¸a 95%.
Deste modo, os limites do IC de Wilson-score-Yu a 100(1− α)% de confianc¸a para p tambe´m
podem ser dados por
p˜∓ zα/2
n+ z2α/2
√
z2α/2
4
+ pˆ (1− pˆ)n ,
com p˜ = (x+ h)/(n+ 2h) , onde h =
nz2α/2(53− z2α/2)
2(53n+ z4α/2)
.
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1.5 Intervalos equivariantes
A inversa˜o do teste bilateral (1.3) e´ o me´todo mais u´til na construc¸a˜o de ICs invariantes.
A inversa˜o da regia˜o de aceitac¸a˜o dos testes invariantes conduz frequentemente, sob certas
condic¸o˜es, a ICs equivariantes (Rohatgi e Saleh 2015). A famı´lia de distribuic¸o˜es binomiais
(1.1) e´ invariante sob a transformac¸a˜o g(X) = n − X. De facto, sempre que a distribuic¸a˜o
de X for dada por Bin(n, p) a distribuic¸a˜o de g(X) sera´ dada por Bin(n, 1− p), o que prova
que a famı´lia (1.1) e´ invariante sob g, com g¯(p) = 1 − p. Diz-se que um IC S(x) para p e´
equivariante sob g se, para todo o x = 0, 1, . . . , n e p ∈ [0, 1], se verificar
p ∈ S(x)⇔ g¯(p) ∈ S (g(x)) .
Considerando, por exemplo, um intervalo da forma S(x) = [l(x), u(x)], tem-se enta˜o
p ∈ S(x)⇔ l(x) ≤ p ≤ u(x)⇔ 1− u(x) ≤ 1− p ≤ 1− l(x)
e
g¯(p) ∈ S (g(x))⇔ l(n− x) ≤ 1− p ≤ u(n− x) .
Logo, o IC S(x) para p e´ equivariante sob g(X) se e so´ se
l(x) = 1− u(n− x) e u(x) = 1− l(n− x) . (1.22)
Todos os ICs referidos nas Secc¸o˜es 1.1 a 1.3 sa˜o equivariantes, pelo que para uma avaliac¸a˜o da
cobertura e da localizac¸a˜o intervalar sera´ suficiente considerar-se apenas metade do suporte.
1.6 Crite´rios para avaliac¸a˜o do desempenho dos me´todos de
ICs
De modo a avaliar e comparar entre si o desempenho dos me´todos descritos nas Secc¸o˜es 1.1 a
1.3 (Wald cla´ssico, Wald ajustado, Wilson-score e Wilson-score-Yu), foram calculados, via si-
mulac¸a˜o, as respetivas probabilidades de cobertura exata e comprimentos esperados, os quais
sa˜o medidas de desempenho usadas habitualmente na literatura. Adicionalmente, e como
recomendado por Newcombe (2011), foi ainda realizado o estudo da localizac¸a˜o intervalar
de cada um destes ICs. E´ de salientar que o estudo da localizac¸a˜o intervalar e´ muito pouco
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comum na literatura.
Probabilidade de cobertura exata e comprimento do intervalo
Dado o paraˆmetro n e a proporc¸a˜o p, a probabilidade de cobertura exata R e o comprimento
do intervalo esperado L para uma proporc¸a˜o sa˜o definidos por
R(p) =
n∑
x=0
(
n
x
)
px(1− p)n−x 1[l(x;p),u(x;p)](p)
e
L(p) =
n∑
x=0
(
n
x
)
px(1− p)n−x (u (x; p)− l (x; p)) ,
onde 1[l(x;p),u(x;p)] e´ a func¸a˜o indicatriz do IC [l (x; p) , u (x; p)]. A func¸a˜o indicatriz e´ igual a
1 se o IC conte´m p, e a zero no caso contra´rio.
Para a estimac¸a˜o de R e L sa˜o realizadas simulac¸o˜es, considerando-se p como sendo um
vetor com J proporc¸o˜es e n o tamanho da amostra (J e n a especificar). Sa˜o calculadas J
probabilidades de cobertura (R1,R2, . . . ,RJ) e J comprimentos de intervalo (L1,L2, . . . ,LJ),
para cada conjunto de valores (n, pj), j = 1, . . . , J, e para cada me´todo de IC escolhido. A
Figura 1.5 representa graficamente (R1,R2, . . . ,R500) para os ICs de Wald Cla´ssico e Wilson-
score-Yu, com p a variar de 0.001 ate´ 0.5 (com passo 0.001) e n = 30, para os n´ıveis de
confianc¸a 90%, 95% e 99%. Quando J e´ um nu´mero elevado, e´ habitual na literatura serem
usadas medidas estat´ısticas para R e L, dada a dificuldade de se mostrarem todos os valores
Rj e Lj . Para esse efeito, a grande maioria dos autores apresenta as medidas sugeridas por
Newcombe (1998a), ou seja, o ca´lculo da me´dia e do mı´nimo das probabilidades de cobertura
(Rmean, Rmin) e o ca´lculo da me´dia dos comprimentos dos intervalos (Lmean). Bo¨hning e
Viwatwongkasem (2005) usaram as medidas Rmean e Rmin e o ca´lculo da variaˆncia. Para
combinac¸o˜es lineares de duas ou mais proporc¸o˜es (k ≥ 2) e´ sugerido o ca´lculo da percentagem
de probabilidades de cobertura inferiores a ξ = 100(1 − α − 0.02)%, aqui designada por Rξ.
Nesta tese, a avaliac¸a˜o do desempenho dos ICs para p e´ feita atrave´s da comparac¸a˜o das
medidas Rmean, Rmin, Lmean e Rξ, e tambe´m do estudo da localizac¸a˜o intervalar, apresentado
a seguir.
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Figura 1.5: Representac¸a˜o gra´fica das probabilidades de cobertura exata dos ICs de Wald
cla´ssico e Wilson-score-Yu, para p ∈]0, 0.5] , n = 30 e n´ıveis de confianc¸a 90%, 95% e 99%.
Localizac¸a˜o intervalar
Na literatura, o crite´rio da localizac¸a˜o intervalar parece ter sido considerado por relativamente
poucos investigadores, tais como Lindley (1965), Miettinen e Nurminen (1985) e Newcombe
(1998a). Para colmatar esta lacuna, Newcombe decidiu aprofundar o estudo da localizac¸a˜o
intervalar e apresentou dois ı´ndices para a caracterizar (Newcombe 2011). Um deles, Q, ex-
pressa a magnitude relativa das probabilidades de na˜o-cobertura nas duas extremidades do
intervalo, num estudo onde se avaliam as propriedades de cobertura. O outro ı´ndice (Box-
Cox de simetria) caracteriza a forma de um intervalo, ou seja, exprime como os valores dos
limites do intervalo esta˜o situados em relac¸a˜o a` proporc¸a˜o observada. Nesta tese abordar-se-a´
apenas o ı´ndice Q.
Newcombe (2011) analisa o estudo da localizac¸a˜o intervalar no contexto de intervalos
bilaterais e equivariantes (ver Secc¸a˜o 1.5). Os me´todos apresentados nas Secc¸o˜es 1.1 a 1.3
sa˜o equivariantes, mas nenhum deles atinge exatamente o n´ıvel nominal α/2 de probabilidade
de na˜o-cobertura a` esquerda e a` direita, visto que o espac¸o amostral e´ limitado e discreto.
O suporte para uma proporc¸a˜o p e´ o intervalo [0, 1] e o seu centro de simetria e´ 1/2. Em
qualquer avaliac¸a˜o de propriedades de cobertura, se uma distribuic¸a˜o sime´trica em todo o
suporte for escolhida para p e´ imediato que as probabilidades de na˜o-cobertura a` esquerda e
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a` direita sera˜o iguais. Na Figura 1.6 e´ ilustrado este facto para o IC de Agresti-Coull (1.15)
para n = 10 e 1− α = 0.95.
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Figura 1.6: Probabilidades de na˜o-cobertura exata a` esquerda e a` direita do IC
de Agresti-Coull para p ∈]0, 1[, n = 10 e n´ıvel de confianc¸a 95%.
As probabilidades de na˜o-cobertura a` esquerda e a` direita sa˜o definidas como sendo as
probabilidades de na˜o-cobertura nas extremidades esquerda e direita do intervalo. Da equi-
variaˆncia do IC retira-se que as duas curvas sa˜o o reflexo uma da outra, o que significa que
as probabilidades de na˜o-cobertura sa˜o iguais para quaisquer pares de cena´rios complemen-
tares: (x, n) e (n − x, n). Para os cena´rios extremos (x, n) = (0, 10) e (x, n) = (10, 10), os
ICs de Agresti-Coull sa˜o iguais a ] 0, 0.3261 [ e ] 0.6738, 1 [, respetivamente. Uma vez que as
probabilidades de na˜o-cobertura sa˜o func¸o˜es de p, a na˜o-cobertura a` direita sera´ nula quando
p ≤ 0.3261 (i.e. p ≤ u(x)). De igual modo, quando p ≥ 0.6738 (i.e. p ≥ l(x)) a na˜o-cobertura
a` esquerda e´ nula.
A comparac¸a˜o destas duas quantidades e´ totalmente na˜o informativa no que diz respeito
a` localizac¸a˜o intervalar. Assim, para uma avaliac¸a˜o apropriada da simetria de cobertura
sera´ suficiente, sem perda de generalidade, considerar-se apenas metade do suporte, [0, 0.5],
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como fez Newcombe (1998a). Nessas circunstaˆncias, a probabilidade de na˜o-cobertura a` di-
reita e´ enta˜o interpreta´vel como probabilidade de na˜o-cobertura mesial (mesial non-coverage
probability, MNR), e a probabilidade de na˜o-cobertura a` esquerda e´ interpreta´vel como pro-
babilidade de na˜o-cobertura distal (distal non-coverage probability, DNR). E´ deseja´vel que
MNR e DNR sejam aproximadamente (ou em me´dia) iguais, caso contra´rio considera-se que o
me´todo produz intervalos demasiado pro´ximos ou demasiado afastados de 1/2. A Tabela 1.1
e a Figura 1.7 mostram como a direc¸a˜o de na˜o-cobertura e´ definida no caso da avaliac¸a˜o da
probabilidade de cobertura para uma proporc¸a˜o p ∈]0 , 0.5].
Tabela 1.1: Classificac¸a˜o da probabilidade de na˜o-cobertura como mesial ou distal para p.
Paraˆmetro Limite de confianc¸a Interpretac¸a˜o Predominaˆncia da na˜o-cobertura
p ≤ 1/2 u < p IC demasiado afastado de 1/2 Mesial ≡ Direita
p < 1/2 l > p IC demasiado pro´ximo de 1/2 Distal ≡ Esquerda
1/2 1/2
IC ICp
*
p
*
Mesial Distal
1/2
IC
Distal
1/2
IC
Distal
1/2
IC p
*
Mesial
p
*
p
*
0 0 0 0 0
Figura 1.7: Ilustrac¸a˜o da na˜o-cobertura mesial e distal para p.
As direc¸o˜es mesial e distal sa˜o definidas em relac¸a˜o ao verdadeiro valor de p. Diz-se que a
na˜o-cobertura e´ mesial sempre que o IC esta´ localizado demasiado distalmente (demasiado
afastado de 1/2) para incluir p, e distal sempre que o IC esta´ localizado demasiado mesial-
mente (demasiado pro´ximo de 1/2) para incluir p. Esta definic¸a˜o e´ va´lida independentemente
de qual dos limites calculados esta´ mais pro´ximo do centro de simetria do suporte.
As probabilidades MNR e DNR sa˜o definidas por
MNR(p) =
n∑
x=0
(
n
x
)
px(1− p)n−x 1M(x)
e
DNR(p) =
n∑
x=0
(
n
x
)
px(1− p)n−x 1D(x) ,
onde 1• e´ a func¸a˜o indicatriz dos conjuntos
M = {x : p ≤ 1/2 ∧ u(x) < p}
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e
D = {x : p < 1/2 ∧ l(x) > p} .
Newcombe (2011) definiu o ı´ndice
Q =
MNR
1− R , (1.23)
onde 1− R = MNR + DNR, para caracterizar a localizac¸a˜o dos ICs. Com base nesse ı´ndice,
que expressa a condic¸a˜o de equil´ıbrio entre a MNR e a DNR (Q ∈ [0 , 1]), estabeleceu o crite´rio
de classificac¸a˜o para a localizac¸a˜o intervalar que e´ apresentado na Figura 1.8. O valor ideal
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Figura 1.8: Interpretac¸a˜o da localizac¸a˜o intervalar com base no ı´ndice Q.
para Q e´ 0.5 e quanto mais afastado Q se encontrar deste valor mais desequilibrada sera´ a co-
bertura. Com base nas excelentes propriedades de localizac¸a˜o do me´todo de Clopper-Pearson
(Clopper e Pearson, 1934), o qual apresenta um valor de Q = 0.382, Newcombe considera que
um intervalo de valores aceita´vel para que se considere a localizac¸a˜o intervalar como sendo
satisfato´ria podera´ ser Q ∈ [0.375, 0.625] , uma vez que os limites deste intervalo sa˜o essencial-
mente arbitra´rios. A localizac¸a˜o intervalar tende a ser demasiado mesial se Q ∈ [0.250, 0.375[ ,
extremamente mesial se Q ∈ [0, 0.250[ , demasiado distal se Q ∈ ]0.625, 0.750] e extremamente
distal se Q ∈ ]0.750, 1] .
Para a estimac¸a˜o de MNR e DNR sera˜o realizadas simulac¸o˜es, obtendo-se J probabilida-
des de na˜o-cobertura mesial (MNR1,MNR2, . . . ,MNRJ) e J probabilidades de na˜o-cobertura
distal (DNR1,DNR2, . . . ,DNRJ), para cada conjunto de valores (n, pj), j = 1, . . . , J, e para
cada me´todo de IC escolhido. Designar-se-a˜o por MNRmean e DNRmean as me´dias das proba-
bilidades de na˜o-cobertura mesial e distal, respetivamente. A estimac¸a˜o do ı´ndice Q e´ feita
por
Qmean =
MNRmean
1− Rmean . (1.24)
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Crite´rios de selec¸a˜o
Como referido na Introduc¸a˜o, a selec¸a˜o do melhor me´todo ou me´todos depende muito dos
crite´rios estabelecidos para as medidas de desempenho e da ordem pela qual sa˜o considerados.
De modo a que haja uma uniformizac¸a˜o dos crite´rios de desempenho de proporc¸o˜es em termos
de probabilidades de cobertura e comprimento esperado, sugere-se nesta tese para a selec¸a˜o
do melhor me´todo a utilizac¸a˜o para k ≥ 1 dos crite´rios usados por Mart´ın Andre´s et al.
(2012b) para k > 2 proporc¸o˜es, pela ordem a seguir indicada:
(a) o me´todo deve ter poucas falhas liberais (os valores de Rξ, com ξ = 100(1−α−0.02)%,
devem ser ta˜o pequenos quanto poss´ıvel);
(b) o me´todo deve ser ligeiramente conservativo (os valores de Rmean devem estar ligeira-
mente acima do n´ıvel nominal 100(1− α)%);
(c) o comprimento me´dio dos intervalos deve ser ta˜o pequeno quanto poss´ıvel (os valores
de Lmean devem ser ta˜o pequenos quanto poss´ıvel);
Adicionalmente, e de acordo com a recomendac¸a˜o de Newcombe (2011), sera´ ainda adicionado
um quarto crite´rio relacionado com a localizac¸a˜o intervalar:
(d) MNRmean e DNRmean devem ser o mais similares poss´ıvel entre si, o que corresponde a
valores de Qmean pro´ximos de 0.5 .
1.7 Simulac¸o˜es realizadas
Foi feito um estudo de simulac¸a˜o para avaliar e comparar o desempenho dos me´todos de
Wald cla´ssico, Wilson-score, Wilson-score-Yu, Bo¨hning-Viwat., Borkwof, Andre´s et al., Chen
e Agresti-Coull, no que diz respeito a`s suas probabilidades de cobertura exata, comprimento
dos intervalos e localizac¸o˜es intervalares. Para o efeito, foram realizadas simulac¸o˜es para os
tamanhos de amostra 10, 30 e 109, cada uma delas para os n´ıveis de confianc¸a habituais 90%,
95% e 99%, usando J = 5000 valores de p (na˜o arredondados) gerados aleatoriamente a partir
da distribuic¸a˜o uniforme [0 , 0.5].
Os resultados das medidas de avaliac¸a˜o de probabilidade de cobertura (Rmean, Rmin,
Rξ), de comprimento de intervalo (Lmean), de probabilidade de na˜o-cobertura (MNRmean,
DNRmean) e do ı´ndice de localizac¸a˜o intervalar (Qmean), referentes aos ICs acima mencionados,
sa˜o, para cada n´ıvel de confianc¸a, apresentados nas Tabelas 1.2 a 1.4. A leitura destas tabelas
pode ser sintetizada como se segue.
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Nı´vel de confianc¸a 95% (Tabela 1.2)
• Os ICs produzidos pelo me´todo de Wald cla´ssico esta˜o entre os mais estreitos, inde-
pendentemente do tamanho da amostra (n = 10, 30, 109), o que se deve ao facto de
o me´todo ser muito liberal (os valores de Rmean sa˜o muito inferiores ao n´ıvel nominal
95%). E´ o me´todo que tem mais falhas liberais, sendo os seus valores de R93% demasiado
altos, mesmo para amostras grandes (caso em que R93% = 19.1%). Consequentemente,
os seus valores de Rmin sa˜o baixos. A localizac¸a˜o intervalar tende a ser extremamente
distal, independentemente do tamanho da amostra;
• O me´todo de Wilson-score e´ ligeiramente conservativo, independentemente do tamanho
da amostra. E´ um me´todo que apresentou algumas falhas, mesmo para n = 109 (caso
em que R93% = 0.8%). Dependendo do tamanho da amostra, a localizac¸a˜o intervalar
tende a ser extremamente mesial (n = 10), demasiado mesial (n = 30) ou satisfato´ria
(n = 109);
• O me´todo de Wilson-score-Yu e´ ligeiramente conservativo. Os seus valores de Rmean
sa˜o ideˆnticos aos valores de Rmean do me´todo de Wilson-score. E´ um me´todo que
apresentou sempre menos falhas do que o me´todo de Wilson-score e, no caso n = 109,
na˜o apresentou mesmo quaisquer falhas. A localizac¸a˜o intervalar revelou-se semelhante
a` do me´todo de Wilson-score, mas com valores de MNRmean e DNRmean mais pro´ximos
entre si;
• O me´todo de Bo¨hning-Viwat. e´ demasiado liberal para n = 10, ligeiramente liberal
para n = 30 e ligeiramente conservativo para n = 109. Este me´todo nunca falhou para
n = 109 e, nos casos n = 10 e n = 30, so´ o me´todo de Wald cla´ssico o suplanta em
percentagem de falhas. Dependendo do tamanho da amostra, a localizac¸a˜o intervalar
tende a ser extremamente mesial (n = 10), demasiado mesial (n = 30) ou satisfato´ria
(n = 109);
• Os ICs produzidos pelo me´todo de Borkowf esta˜o entre os mais largos, para o que
contribuiu o facto de o me´todo ser o mais conservativo de todos para n = 10 e n = 30
e um pouco conservativo para n = 109. Este me´todo nunca falhou. A localizac¸a˜o
intervalar revelou-se sempre satisfato´ria, caracter´ıstica que se acentuou ainda mais no
caso n = 10;
• O me´todo de Andre´s et al. e´ muito conservativo. A sua percentagem de falhas para
n = 10 e´ relativamente baixa (R93% = 1.1% ) e na˜o apresenta falhas para n = 30 ou
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Tabela 1.2: Resultados das medidas de avaliac¸a˜o para os ICs obtidos atrave´s dos diferentes
me´todos, para p ∈]0 , 0.5], n = 10, 30, 109 e 1− α = 95% .
Me´todo Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Loc. Intervalar
1− α = 95% (%) (%) (%) (%) (%)
n = 10
Wald cla´ssico 76.9 0.1 93.7 0.40 21.15 1.94 0.916 extremamente distal
Wilson-score 95.4 83.5 13.9 0.44 0.90 3.70 0.195 extremamente mesial
Wilson-score-Yu 95.5 89.9 13.7 0.43 1.07 3.39 0.240 extremamente mesial
Bo¨hning-Viwat. 91.2 71.8 59.5 0.39 0.96 7.80 0.110 extremamente mesial
Borkowf 98.1 94.5 0.0 0.52 1.02 0.91 0.528 satisfato´ria
Andre´s et al. 96.9 92.4 1.1 0.48 0.08 3.03 0.026 extremamente mesial
Chen 96.5 92.4 1.1 0.46 0.51 3.03 0.143 extremamente mesial
Agresti-Coull 96.4 91.7 2.6 0.46 0.47 3.13 0.130 extremamente mesial
n = 30
Wald cla´ssico 87.4 0.3 54.8 0.27 10.99 1.64 0.870 extremamente distal
Wilson-score 95.2 84.0 4.8 0.27 1.51 3.26 0.316 demasiado mesial
Wilson-score-Yu 95.4 92.1 3.9 0.27 1.66 2.99 0.358 demasiado mesial
Bo¨hning-Viwat. 94.5 91.2 12.4 0.26 1.47 4.06 0.266 demasiado mesial
Borkowf 97.0 94.2 0.0 0.30 1.86 1.11 0.626 satisfato´ria
Andre´s et al. 96.8 94.9 0.0 0.30 0.45 2.79 0.139 extremamente mesial
Chen 96.0 93.4 0.0 0.28 1.21 2.79 0.302 demasiado mesial
Agresti-Coull 96.0 93.4 0.0 0.28 1.15 2.89 0.285 demasiado mesial
n = 109
Wald cla´ssico 92.4 1.3 19.1 0.15 5.88 1.72 0.774 extremamente distal
Wilson-score 95.1 84.6 0.8 0.15 1.94 2.94 0.398 satisfato´ria
Wilson-score-Yu 95.2 93.0 0.0 0.15 2.04 2.75 0.426 satisfato´ria
Bo¨hning-Viwat. 95.1 93.4 0.0 0.15 1.87 3.02 0.383 satisfato´ria
Borkowf 96.2 94.4 0.0 0.16 2.32 1.45 0.616 satisfato´ria
Andre´s et al. 96.3 94.5 0.0 0.16 1.02 2.68 0.276 demasiado mesial
Chen 95.5 93.8 0.0 0.15 1.80 2.68 0.402 satisfato´ria
Agresti-Coull 95.5 93.9 0.0 0.15 1.75 2.74 0.390 satisfato´ria
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n = 109. A localizac¸a˜o intervalar, dependendo do tamanho da amostra, tende a ser
extremamente mesial (n = 10 ou n = 30) ou demasiado mesial (n = 109);
• O me´todo de Chen e´ conservativo para n = 10 ou n = 30 e ligeiramente conservativo
para n = 109. Para n = 10 e n = 30, os comprimentos dos ICs sa˜o, em me´dia, ligei-
ramente menores do que os dos ICs de Andre´s et al. e ligeiramente maiores do que
os dos ICs de Wilson-score e Wilson-score-Yu. A localizac¸a˜o intervalar, dependendo
do tamanho da amostra, tende a ser extremamente mesial (n = 10), demasiado mesial
(n = 30) ou satisfato´ria (n = 109);
• O me´todo de Agresti-Coull tem um desempenho ideˆntico ao me´todo de Chen, como
seria de esperar. A localizac¸a˜o intervalar e´ semelhante em ambos os me´todos, mas com
valores de Qmean ligeiramente inferiores no me´todo de Agresti-Coull.
Nı´vel de confianc¸a 90% (Tabela 1.3)
• O me´todo de Wald cla´ssico apresenta, para este n´ıvel de confianc¸a, o mesmo desempenho
que apresenta para o n´ıvel de confianc¸a 95%, com excec¸a˜o da localizac¸a˜o intervalar, que
passa a ser demasiado distal para n = 109;
• O me´todo de Wilson-score mante´m-se ligeiramente conservativo, tendo mais falhas para
este n´ıvel de confianc¸a do que para o n´ıvel de confianc¸a 95%. Para n = 109 a percen-
tagem de falhas e´ R88% = 3.6%. Ainda relativamente ao n´ıvel de confianc¸a 95%, a
localizac¸a˜o intervalar continua a manter-se satisfato´ria para n = 109, mas passa a ser
demasiado mesial para n = 10 e satisfato´ria para n = 30;
• O me´todo de Wilson-score-Yu mante´m-se ligeiramente conservativo, tendo agora mais
falhas do que o me´todo de Wilson-score para n = 10 e n = 30. A percentagem de falhas
para este n´ıvel de confianc¸a e´ tambe´m superior ao que tinha para o n´ıvel de confianc¸a
95%. Para n = 109 a percentagem de falhas e´ R88% = 3.3%. A localizac¸a˜o intervalar
e´ semelhante a` do me´todo de Wilson-score, mas com valores de Qmean ligeiramente
superiores;
• O me´todo de Bo¨hning-Viwat., para este n´ıvel de confianc¸a, e´ ligeiramente liberal para
n = 109, o que representa uma alterac¸a˜o relativamente ao n´ıvel de confianc¸a de 95%, e
mante´m-se demasiado liberal para n = 10 e ligeiramente liberal para n = 30. A percen-
tagem de falhas deste me´todo aumenta para este n´ıvel de confianc¸a, sendo suplantada
apenas pela do me´todo de Wald cla´ssico. Para n = 109 a percentagem de falhas e´ 7.7%.
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Tabela 1.3: Resultados das medidas de avaliac¸a˜o para os ICs obtidos atrave´s dos diferentes
me´todos, para p ∈]0 , 0.5], n = 10, 30, 109 e 1− α = 90% .
Me´todo Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Loc. Intervalar
1− α = 90% (%) (%) (%) (%) (%)
n = 10
Wald cla´ssico 73.5 0.1 76.3 0.35 22.88 3.65 0.862 extremamente distal
Wilson-score 91.0 79.6 17.0 0.37 2.80 6.16 0.313 demasiado mesial
Wilson-score-Yu 91.1 81.9 18.0 0.37 3.01 5.92 0.337 demasiado mesial
Bo¨hning-Viwat. 81.3 0.0 61.8 0.33 1.83 16.83 0.098 extremamente mesial
Borkowf 96.3 89.0 0.0 0.46 1.73 2.01 0.463 satisfato´ria
Andre´s et al. 94.1 88.1 0.0 0.42 0.51 5.41 0.086 extremamente mesial
Chen 92.7 85.4 4.5 0.39 1.94 5.41 0.264 demasiado mesial
n = 30
Wald cla´ssico 83.1 0.3 62.7 0.22 13.43 3.46 0.795 extremamente distal
Wilson-score 90.6 80.4 10.9 0.23 3.67 5.69 0.392 satisfato´ria
Wilson-score-Yu 90.7 82.9 11.4 0.23 3.81 5.51 0.409 satisfato´ria
Bo¨hning-Viwat. 88.3 67.4 41.0 0.22 2.67 9.04 0.228 extremamente mesial
Borkowf 94.3 89.6 0.0 0.26 3.18 2.54 0.556 satisfato´ria
Andre´s et al. 93.2 89.6 0.0 0.25 1.58 5.23 0.232 extremamente mesial
Chen 91.6 85.9 6.3 0.23 3.20 5.23 0.379 satisfato´ria
n = 109
Wald cla´ssico 87.7 1.3 23.8 0.12 8.55 3.79 0.693 demasiado distal
Wilson-score 90.2 81.0 3.6 0.12 4.35 5.47 0.443 satisfato´ria
Wilson-score-Yu 90.2 85.6 3.3 0.12 4.45 5.35 0.454 satisfato´ria
Bo¨hning-Viwat. 89.8 81.0 7.7 0.12 3.53 6.66 0.346 demasiado mesial
Borkowf 92.5 89.8 0.0 0.13 4.18 3.29 0.559 satisfato´ria
Andre´s et al. 92.1 89.1 0.0 0.13 2.74 5.18 0.346 demasiado mesial
Chen 90.7 87.8 0.2 0.12 4.11 5.18 0.442 satisfato´ria
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A localizac¸a˜o intervalar torna-se extremamente mesial para n = 30 e demasiado mesial
para n = 109, mantendo-se extremamente mesial para n = 10;
• O me´todo de Borkowf apresenta, para este n´ıvel de confianc¸a, o mesmo desempenho
que apresenta para o n´ıvel de confianc¸a 95%;
• O me´todo de Andre´s et al. apresenta, para este n´ıvel de confianc¸a, o mesmo desempenho
que apresenta para o n´ıvel de confianc¸a 95%, com excec¸a˜o da percentagem de falhas
para n = 10, que agora e´ nula;
• O me´todo de Chen apresenta, para este n´ıvel de confianc¸a, o mesmo desempenho que
apresenta para o n´ıvel de confianc¸a 95%, com excec¸a˜o da localizac¸a˜o intervalar, que
passa a ser demasiado mesial para n = 10 e satisfato´ria para n = 30 e n = 109.
Nı´vel de confianc¸a 99% (Tabela 1.4)
• O me´todo de Wald cla´ssico apresenta, para este n´ıvel de confianc¸a, um desempenho
semelhante ao que apresenta para o n´ıvel de confianc¸a 95%;
• O me´todo de Wilson-score torna-se ligeiramente liberal, tendo agora menos falhas do
que para os n´ıveis de confianc¸a 90% e 95%. Para n = 109 a percentagem de falhas e´
R97% = 0.6%. Relativamente ao n´ıvel de confianc¸a 95%, a localizac¸a˜o intervalar conti-
nua a manter-se extremamente mesial para n = 10 e n = 30 e passa a ser demasiado
mesial para n = 109;
• O me´todo de Wilson-score-Yu, para este n´ıvel de confianc¸a, e´ ligeiramente liberal para
n = 10, o que representa uma alterac¸a˜o relativamente aos n´ıveis de confianc¸a 90% e
95%, e mante´m-se ligeiramente conservativo para n = 30 e n = 109. A percentagem
de falhas para este n´ıvel de confianc¸a e´ nula.
A localizac¸a˜o intervalar e´ similar a` obtida para o n´ıvel de confianc¸a 95%, mas com os
valores de Qmean mais afastados de 0.5;
• O me´todo de Bo¨hning-Viwat. apresenta, para este n´ıvel de confianc¸a, um desempenho
semelhante ao que apresenta para o n´ıvel de confianc¸a 95% em termos de Rmean. A
percentagem de falhas para este n´ıvel de confianc¸a e´ nula para n = 30 e n = 109. A lo-
calizac¸a˜o intervalar mante´m-se extremamente mesial para n = 10 e torna-se satisfato´ria
para n = 30 e n = 109;
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Tabela 1.4: Resultados das medidas de avaliac¸a˜o para os ICs obtidos atrave´s dos diferentes
me´todos, para p ∈]0 , 0.5], n = 10, 30, 109 e 1− α = 99% .
Me´todo Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Loc. Intervalar
1− α = 99% (%) (%) (%) (%) (%)
n = 10
Wald cla´ssico 80.0 0.1 91.7 0.50 19.29 0.70 0.965 extremamente distal
Wilson-score 98.7 88.8 6.0 0.54 0.06 1.20 0.046 extremamente mesial
Wilson-score-Yu 98.9 97.2 0.0 0.54 0.12 0.95 0.111 extremamente mesial
Bo¨hning-Viwat. 98.1 95.7 13.1 0.50 0.29 1.64 0.150 extremamente mesial
Borkowf 99.5 97.5 0.0 0.62 0.32 0.23 0.581 satisfato´ria
Andre´s et al. 99.2 96.8 0.4 0.58 0.00 0.81 0.000 extremamente mesial
Chen 99.2 96.8 0.4 0.57 0.02 0.81 0.018 extremamente mesial
n = 30
Wald cla´ssico 91.3 0.3 46.9 0.34 8.41 0.33 0.962 extremamente distal
Wilson-score 98.9 89.3 2.2 0.35 0.18 0.93 0.164 extremamente mesial
Wilson-score-Yu 99.1 98.3 0.0 0.35 0.25 0.70 0.262 demasiado mesial
Bo¨hning-Viwat. 98.9 97.4 0.0 0.34 0.43 0.70 0.382 satisfato´ria
Borkowf 99.2 97.3 0.0 0.38 0.61 0.20 0.756 extremamente distal
Andre´s et al. 99.3 98.5 0.0 0.39 0.02 0.67 0.029 extremamente mesial
Chen 99.2 98.5 0.0 0.36 0.12 0.67 0.149 extremamente mesial
n = 109
Wald cla´ssico 96.4 1.3 16.8 0.19 3.28 0.29 0.919 extremamente distal
Wilson-score 98.9 88.9 0.6 0.19 0.30 0.75 0.284 demasiado mesial
Wilson-score-Yu 99.1 98.7 0.0 0.19 0.35 0.59 0.373 satisfato´ria
Bo¨hning-Viwat. 99.0 98.5 0.0 0.19 0.49 0.48 0.503 satisfato´ria
Borkowf 99.1 97.3 0.0 0.20 0.68 0.23 0.749 extremamente distal
Andre´s et al. 99.3 99.0 0.0 0.21 0.10 0.59 0.146 extremamente mesial
Chen 99.1 98.8 0.0 0.19 0.26 0.59 0.303 demasiado mesial
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• O me´todo de Borkowf apresenta, para este n´ıvel de confianc¸a, o mesmo desempenho
que apresenta para o n´ıvel de confianc¸a 95%, com excec¸a˜o da localizac¸a˜o intervalar, que
passa a ser extremamente distal para n = 30 e n = 109;
• O me´todo de Andre´s et al. deixa de ser muito conservativo e torna-se ligeiramente
conservativo para este n´ıvel de confianc¸a. A percentagem de falhas para n = 10
(R97% = 0.4%) diminui relativamente ao n´ıvel de confianc¸a 95% e aumenta relativa-
mente ao n´ıvel de confianc¸a 90%. A` semelhanc¸a do que acontece para os n´ıveis de
confianc¸a 90% e 95%, a percentagem de falhas continua a ser nula para n = 30 e
n = 109. A localizac¸a˜o intervalar tende a ser extremamente mesial, independentemente
do tamanho da amostra;
• O me´todo de Chen passa a ser ligeiramente conservativo, independentemente do ta-
manho da amostra. Em termos do comprimento dos intervalos, mante´m-se a avaliac¸a˜o
feita para o n´ıvel de confianc¸a 95%. A localizac¸a˜o intervalar tende a ser extremamente
mesial para n = 10 e n = 30 e demasiado mesial para n = 109.
A ana´lise conjunta das Tabelas 1.2 a 1.4 permite constatar que, para o n´ıvel de confianc¸a 90%,
a maioria dos me´todos segue uma tendeˆncia similar a` verificada para o n´ıvel de confianc¸a
95% no que diz respeito a` probabilidade de cobertura. O mesmo na˜o acontece para o n´ıvel
de confianc¸a 99%. Em relac¸a˜o a` percentagem de falhas, verifica-se um aumento para o
n´ıvel de confianc¸a 90% e uma diminuic¸a˜o para o n´ıvel de confianc¸a 99%. A Figura 1.9
ilustra a localizac¸a˜o intervalar dos va´rios me´todos para os diferentes n´ıveis de confianc¸a.
As localizac¸o˜es intervalares que se situam entre as duas linhas vermelhas horizontais sa˜o
consideradas satisfato´rias. Aquelas que se situam entre as linhas vermelhas e as linhas pretas
horizontais, sa˜o consideradas com sendo demasiado mesiais ou demasiado distais. Finalmente,
as que se situam fora das linhas pretas horizontais sa˜o consideradas extremamente mesiais
ou extremamente distais. Verifica-se que a localizac¸a˜o dos ICs e´ muito similar para os n´ıveis
de confianc¸a 95% e 90%, sobretudo para n = 109.
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Figura 1.9: Representac¸a˜o gra´fica da localizac¸a˜o intervalar dos va´rios me´todos para
n = 10, 30, 109, para os diferentes n´ıveis de confianc¸a 95%, 90% e 99%.
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1.8 Recomendac¸o˜es para a selec¸a˜o do melhor me´todo
De acordo com os crite´rios estabelecidos na Sec¸a˜o 1.6, e tendo em considerac¸a˜o o tamanho da
amostra, recomendam-se para o n´ıvel de confianc¸a 95% e n = 10 os me´todos de Chen, Andre´s
et al. e Agresti-Coull, pois sa˜o os que mostram maior tendeˆncia para produzir as menores
percentagens de falhas e na˜o sa˜o excessivamente conservativos. A localizac¸a˜o intervalar e´
extremamente mesial, sendo-o ainda mais para o me´todo de Andre´s et al., o qual tem a capa-
cidade de lidar com observac¸o˜es extremais. Para n = 30 recomendam-se os me´todos de Chen
e Agresti-Coull, pois apesar de serem algo conservativos (Rmean = 96.0%), na˜o apresentam fa-
lhas, os comprimentos dos intervalos na˜o sa˜o excessivamente largos quando comparados com
o comprimento dos ICs produzidos pelo me´todo de Wald cla´ssico e a localizac¸a˜o intervalar e´
demasiado mesial. Finalmente, para n = 109 recomendam-se os me´todos de Bo¨hning-Viwat.,
Wilson-score-Yu, Chen e Agresti-Coull. Estes me´todos possuem um desempenho similar. A
cobertura me´dia esta´ pro´xima do n´ıvel nominal (95.1% ≤ Rmean ≤ 95.5%), na˜o apresentam
falhas, os comprimentos dos intervalos sa˜o ideˆnticos e a localizac¸a˜o intervalar e´ satisfato´ria.
O me´todo de Borkowf, apesar de na˜o apresentar falhas, na˜o e´ recomendado para n = 10 ou
n = 30 para os n´ıveis de confianc¸a 90% e 95%, pois e´ um me´todo muito conservativo. Na Ta-
bela 1.5 sa˜o apresentados os me´todos recomendados, por ordem decrescente de importaˆncia,
para uma proporc¸a˜o e para os treˆs n´ıveis de confianc¸a.
Tabela 1.5: Recomendac¸a˜o de me´todos para uma proporc¸a˜o.
Me´todos recomendados, por ordem decrescente de importaˆncia
n 95% 90% 99%
10
Chen, Andre´s et al. e
Agresti-Coull
Andre´s et al. e Chen Borkowf, Wilson-score-Yu e Chen
30 Chen e Agresti-Coull Andre´s et al. e Chen
Wilson-score-Yu, Chen, Borkowf e
Andre´s et al.
109
Bo¨hning-Viwat., Wilson-
score-Yu, Chen e Agresti-
Coull
Andre´s et al., Borkowf
e Chen
Bo¨hning-Viwat., Chen, Wilson-
score-Yu e Andre´s et al.
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1.9 Exemplo de aplicac¸a˜o
Yu et al. (2012) citam um exemplo referente a dados reais que descrevem caracter´ısticas de
algumas pontes Americanas. De entre todas as 109 pontes investigadas, 16 eram de madeira
e as restantes de ferro e ac¸o. Na Tabela 1.6 encontram-se os resultados dos ICs para a
proporc¸a˜o de pontes de madeira, obtidos atrave´s dos va´rios me´todos para diferentes n´ıveis
de confianc¸a.
Tabela 1.6: ICs para a proporc¸a˜o de pontes de madeira, usando oito
me´todos. Nı´veis de confianc¸a 95%, 90% e 99%.
Me´todo IC-95% IC-90% IC-99%
Wald cla´ssico ] 0.0804, 0.2132 [ ] 0.0910, 0.2025 [ ] 0.0595, 0.2341 [
Wilson-score ] 0.0924, 0.2252 [ ] 0.0996, 0.2111 [ ] 0.0799, 0.2542 [
Wilson-score-Yu ] 0.0915, 0.2243 [ ] 0.0992, 0.2106 [ ] 0.0774, 0.2517 [
Bo¨hning-Viwat. ] 0.0930, 0.2256 [ ] 0.1037, 0.2149 [ ] 0.0722, 0.2464 [
Borkowf ] 0.0796, 0.2221 [ ] 0.0902, 0.2112 [ ] 0.0589, 0.2433 [
Andre´s et al. ] 0.0914, 0.2263 [ ] 0.0990, 0.2117 [ ] 0.0777, 0.2564 [
Chen ] 0.0914, 0.2263 [ ] 0.0990, 0.2117 [ ] 0.0777, 0.2564 [
Agresti-Coull ] 0.0918, 0.2268 [
Em relac¸a˜o ao comprimento dos intervalos e para o mesmo n´ıvel de confianc¸a, conclui-se que
os ICs obtidos pelos me´todos Wald cla´ssico, Wilson-score, Wilson-score-Yu e Bo¨hning-Viwat.
teˆm valores aproximados e sa˜o os que possuem o menor comprimento. O IC de Borkowf e´ o
que possui um comprimento maior. Os restantes intervalos, Chen, Agresti-Coull e Andre´s et
al., possuem comprimentos semelhantes entre si. De salientar que os ICs de Chen e Andre´s
et al. sa˜o iguais, visto na˜o existirem observac¸o˜es extremais.
De acordo com a Tabela 1.5, recomendam-se os seguintes ICs para a proporc¸a˜o de pontes
de madeira: IC ] 0.0930, 0.2256 [ com 95% de confianc¸a (me´todo de Bo¨hning-Viwat.), IC
] 0.0990, 0.2117 [ com 90% de confianc¸a (me´todo de Andre´s et al.) e IC ] 0.0722, 0.2464 [ com
99% de confianc¸a (me´todo de Bo¨hning-Viwat.).

Cap´ıtulo 2
Intervalos de confianc¸a para uma
combinac¸a˜o linear de duas
proporc¸o˜es
Sejam Xi1, Xi2, . . . , Xini , com i = 1, 2, duas amostras aleato´rias independentes de dimenso˜es
ni retiradas de duas populac¸o˜es com distribuic¸o˜es de Bernoulli de paraˆmetros pi. Tem-se
enta˜o
Xij ∼ Bern (pi) e Xi =
ni∑
j=1
Xij ∼ Bin(ni, pi), i = 1, 2 .
O valor esperado de Xi e´ E (Xi) = ni pi e a sua variaˆncia e´ v (Xi) = ni pi (1−pi). O estimador
de ML da proporc¸a˜o populacional pi, dado por
pˆi =
Xi
ni
, i = 1, 2 ,
e´ um estimador na˜o enviesado e consistente de pi. As estimativas emp´ıricas pˆi = xi/ni
podem assumir valores que variam de 0 a 1. Uma combinac¸a˜o linear de duas proporc¸o˜es
populacionais pode ser expressa por
L = β1p1 + β2p2 , (2.1)
onde os coeficientes β1 e β2, reais e na˜o nulos, sa˜o conhecidos e as proporc¸o˜es verdadeiras
p1 e p2 sa˜o desconhecidas. O suporte para L e´ o intervalo [
∑
βi<0
βi ,
∑
βi>0
βi ], uma vez
que max(L) ≤ ∑βi>0 βi e min(L) ≥ ∑βi<0 βi. O estimador de ML, Lˆ = β1pˆ1 + β2pˆ2, e´
um estimador na˜o enviesado e consistente de L. Atendendo ao Teorema do Limite Central,
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para n1 e n2 grandes e p1 e p2 na˜o muito pro´ximos da fronteira, a distribuic¸a˜o de Lˆ sera´
aproximadamente normal, Lˆ
a∼ N(L, v(Lˆ)), com variaˆncia
v
(
Lˆ
)
= β21
p1(1− p1)
n1
+ β22
p2(1− p2)
n2
. (2.2)
Suponha-se que se pretende realizar o teste bilateral
H0 : L = λ0 vs H1 : L 6= λ0 , (2.3)
onde λ0 e´ uma constante real pertencente ao suporte [
∑
βi<0
βi ,
∑
βi>0
βi ]. Os ICs apro-
ximados para L sa˜o constru´ıdos pela inversa˜o do teste (2.3), isto e´, os limites do IC sa˜o
determinados atrave´s da resoluc¸a˜o da equac¸a˜o
(
Lˆ− λ0
)2
v(Lˆ)
= z2α/2 (2.4)
em ordem a λ0. A diferenc¸a entre duas proporc¸o˜es, ∆ = p1 − p2, e´ um caso particular
da combinac¸a˜o linear L quando β1 = 1 e β2 = −1. O suporte de ∆ e´ o intervalo [−1 , 1].
O estimador de ML, ∆ˆ = pˆ1 − pˆ2, e´ um estimador na˜o enviesado e consistente de ∆. A
distribuic¸a˜o de ∆ˆ sera´ aproximadamente normal, com E(∆ˆ) = ∆ e variaˆncia
v
(
∆ˆ
)
=
p1(1− p1)
n1
+
p2(1− p2)
n2
. (2.5)
Os ICs aproximados para ∆ sa˜o constru´ıdos pela inversa˜o do teste
H0 : ∆ = ∆0 vs H1 : ∆ 6= ∆0 ,
onde ∆0 pertence ao suporte [−1 , 1], isto e´, os limites do IC sa˜o determinados atrave´s da
resoluc¸a˜o da equac¸a˜o
(
∆ˆ−∆0
)2
v(∆ˆ)
= z2α/2 (2.6)
em ordem a ∆0.
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2.1 Intervalo de Wald cla´ssico
O IC de Wald cla´ssico para a diferenc¸a entre duas proporc¸o˜es de binomiais independentes, ∆,
esta´ estreitamente relacionado com o IC de Wald cla´ssico (1.5) para o caso de uma proporc¸a˜o
e partilha das mesmas desvantagens (cobertura fraca, overshoot e degeneresceˆncia), embora
em menor grau (Newcombe, 2013). O IC para ∆ e´ obtido atrave´s da estimac¸a˜o da variaˆncia
(2.5) por
vˆ(∆ˆ) =
pˆ1(1− pˆ1)
n1
+
pˆ2(1− pˆ2)
n2
.
Substituindo vˆ(∆ˆ) em (2.6) e resolvendo a equac¸a˜o resultante em ordem a ∆0, os limites do
IC de Wald cla´ssico a 100(1− α)% de confianc¸a para ∆ sa˜o dados por
∆ˆ∓ zα/2
√
vˆ(∆ˆ) . (2.7)
Para valores de pˆi , i = 1, 2, pro´ximos dos valores extremais 0 ou 1, o IC tende a ser demasiado
estreito. Quando pˆi = 0 ou pˆi = 1, obte´m-se um intervalo degenerado da forma ]0 , 0[. Quando
pˆ1 = 1− pˆ2 = 0, obte´m-se um intervalo degenerado da forma ]− 1 ,−1[. Finalmente, quando
pˆ2 = 1− pˆ1 = 0 obte´m-se um intervalo degenerado da forma ]1 , 1[. A ocorreˆncia de overshoot
pode suceder mesmo quando pˆi e´ diferente dos valores extremais. Para se exemplificar esta
situac¸a˜o, suponha-se que para n1 = 15 e n2 = 11 se observam x1 = 2 e x2 = 10. O IC de
Wald cla´ssico (2.7) a 95% de confianc¸a para ∆ e´ ]− 1.01753 ,−0.53398[. Como ∆ˆ ' −0.7758
esta´ relativamente pro´ximo de −1, o limite inferior e´ menor do que −1. Comportamento
similar ocorre quando ∆ˆ esta´ pro´ximo de 1, sendo que neste caso o limite superior pode ser
maior do que 1.
A expressa˜o do IC de Wald cla´ssico (2.7) estende-se de forma natural ao caso da com-
binac¸a˜o linear L = β1p1 + β2p2, situac¸a˜o em que a variaˆncia (2.2) e´ estimada por
vˆ(Lˆ) = β21
pˆ1(1− pˆ1)
n1
+ β22
pˆ2(1− pˆ2)
n2
.
Os limites do IC de Wald cla´ssico a 100(1− α)% de confianc¸a para L sera˜o enta˜o dados por
Lˆ∓ zα/2
√
vˆ(Lˆ) . (2.8)
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2.2 Intervalo de Wald ajustado
O IC de Wald ajustado para a diferenc¸a ∆ e para a combinac¸a˜o linear L e´ baseado no
estimador de contracc¸a˜o
p˜i =
Xi + hi
ni + 2hi
, hi > 0 , i = 1, 2 . (2.9)
A expressa˜o do intervalo e´ obtida atrave´s da substituic¸a˜o, no IC de Wald cla´ssico (2.7), de
∆ˆ por ∆˜ = p˜1 − p˜2 e da variaˆncia vˆ(∆ˆ) pela variaˆncia v˜(∆ˆ), que corresponde a` variaˆncia
estimada ajustada do estimador ∆ˆ, ou seja,
v˜(∆ˆ) =
p˜1(1− p˜1)
n˜1
+
p˜2(1− p˜2)
n˜2
, n˜i = ni + 2hi , i = 1, 2 .
No caso da combinac¸a˜o linear, a expressa˜o do intervalo e´ obtida atrave´s da substituic¸a˜o, no
IC de Wald cla´ssico (2.8), de Lˆ por L˜ = β1p˜1 + β2p˜2 e da variaˆncia vˆ(Lˆ) pela variaˆncia v˜(Lˆ),
que corresponde a` variaˆncia estimada ajustada do estimador Lˆ, ou seja,
v˜(Lˆ) = β21
p˜1(1− p˜1)
n˜1
+ β22
p˜2(1− p˜2)
n˜2
, n˜i = ni + 2hi , i = 1, 2 .
Para cada selec¸a˜o do valor de hi obte´m-se uma variante distinta do IC de Wald ajustado.
Apresentam-se a seguir quatro variantes do me´todo de Wald ajustado. As duas primeiras
sa˜o frequentemente analisadas na literatura. A terceira variante, proposta inicialmente para
combinac¸o˜es lineares de k > 2 proporc¸o˜es, e´ uma extensa˜o da segunda variante aos casos
em que existem observac¸o˜es extremais. A quarta variante e´ proposta nesta tese e leva em
considerac¸a˜o na estimac¸a˜o da combinac¸a˜o linear (2.1) o efeito das estimativas encontradas
para as proporc¸o˜es pi.
• Variante de Agresti e Caffo (2000) - estes autores generalizaram o IC de Agresti-Coull
(1.15), obtido para uma proporc¸a˜o, ao caso da diferenc¸a entre duas proporc¸o˜es. Deter-
minaram experimentalmente, via simulac¸a˜o, que o desempenho do IC de Wald cla´ssico
melhora significativamente se forem adicionados um sucesso e uma falha a cada uma
das amostras, o que equivale a escolher hi = 1 em (2.9). Os limites do IC de Wald
ajustado a 95% de confianc¸a para ∆ e L sa˜o dados por
∆˜∓ z0.025
√
v˜(∆ˆ) e L˜∓ z0.025
√
v˜(Lˆ) ,
com ∆˜ = p˜1 − p˜2 , L˜ = β1p˜1 + β2p˜2 , p˜i = (xi + 1)/(ni + 2) e n˜i = ni + 2.
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• A variante de Chen (1990) para uma proporc¸a˜o e´ generalizada para o caso da diferenc¸a
entre duas proporc¸o˜es escolhendo-se hi = z
2
α/2/4 em (2.9). Os limites do IC de Wald
ajustado a 100(1− α)% de confianc¸a para ∆ e L sa˜o dados por
∆˜∓ zα/2
√
v˜(∆ˆ) (2.10)
e
L˜∓ zα/2
√
v˜(Lˆ) , (2.11)
com ∆˜ = p˜1 − p˜2 , L˜ = β1p˜1 + β2p˜2 , p˜i = (xi +
z2α/2
4
)/(ni +
z2α/2
2
) e n˜i = ni +
z2α/2
2
.
• Variante de Mart´ın Andre´s et al. (2011) - com base na variante proposta por estes
autores para o caso de uma combinac¸a˜o linear de k > 2 proporc¸o˜es, que tem em consi-
derac¸a˜o a existeˆncia de observac¸o˜es extremais (ver Secc¸a˜o 3.6.2), os limites do IC de
Wald ajustado a 100(1− α)% de confianc¸a para ∆ e L sa˜o dados por
∆˜∓ zα/2
√
v˜(∆ˆ) (2.12)
e
L˜∓ zα/2
√
v˜(Lˆ) , (2.13)
com ∆˜ = p˜1 − p˜2 , L˜ = β1p˜1 + β2p˜2 , p˜i = (xi + hi)/(ni + 2hi) e n˜i = ni + 2hi. O valor
de hi , i = 1, 2, e´ dado por
hi =
z2α/2
2
(
1Ai(xi) +
1
2
)
,
onde 1Ai(·) e´ a func¸a˜o indicatriz do conjunto
Ai =
{
xi ∈ {0, ni} : (ni − 2xi) (Lˆ− λ0)βi < 0
}
, i = 1, 2 . (2.14)
Note-se que cada conjunto Ai apenas pode conter uma observac¸a˜o extremal e dependera´
de se estar a calcular o limite inferior (λ0 < Lˆ) ou o limite superior (λ0 > Lˆ) do IC. De
facto, para o limite inferior (2.13), a condic¸a˜o λ0 < Lˆ emAi e´ va´lida e, portanto, Ai sera´
dado por {xi : (xi = 0 ∧ βi < 0) ∨ (xi = ni ∧ βi > 0)}. Um racioc´ınio ana´logo e´ va´lido
para o limite superior, onde Ai e´ dado por {xi : (xi = 0 ∧ βi > 0) ∨ (xi = ni ∧ βi < 0)}.
No caso da diferenc¸a de proporc¸o˜es, para o limite inferior (2.12), a condic¸a˜o ∆0 < ∆ˆ
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em Ai e´ va´lida e, portanto, Ai sera´ dado por {xi : x1 = n1 ∨ x2 = 0}. Um racioc´ınio
ana´logo e´ va´lido para o limite superior, onde Ai e´ dado por {xi : x1 = 0 ∨ x2 = n2}.
No caso de 0 < xi < ni, os ICs de Andre´s et.al (2.12) e (2.13) coincidem, respetiva-
mente, com os ICs de Chen (2.10) e (2.11).
• Nova variante - E´ proposta nesta tese uma nova variante (Escudeiro et al. 2016), que
leva em considerac¸a˜o os pesos βi das proporc¸o˜es pi na combinac¸a˜o linear (2.1). O valor
de hi usado no estimador de contracc¸a˜o (2.9) depende de (βi, ni) (para mais detalhes
ver Secc¸a˜o 3.6.3) e e´ dado por
hi '
z2α/2
2
1Ai(xi) + β2i /niβ21
n1
+
β22
n2
 ,
onde 1Ai(·) e´ a func¸a˜o indicatriz do conjunto (2.14). Os limites do IC de Wald ajustado
a 100(1− α)% de confianc¸a para L sa˜o dados por
L˜∓ zα/2
√
v˜(Lˆ) , (2.15)
com L˜ = β1p˜1 + β2p˜2 , p˜i = (xi + hi)/(ni + 2hi) e n˜i = ni + 2hi.
Como referido anteriormente, os diferentes valores de hi no estimador de contracc¸a˜o (2.9)
estabelecem diferentes variantes do IC de Wald ajustado para ∆ e L. Observe-se que fa-
zendo hi = 0 no estimador de contracc¸a˜o, tem-se que p˜i = pˆi. Esta variante, designada por
variante-0, corresponde ao IC de Wald cla´ssico. Na Tabela 2.1 e´ apresentada uma lista dos
valores de hi acima mencionados e das correspondentes variantes do IC de Wald ajustado na
estimac¸a˜o das proporc¸o˜es pi , i = 1, 2.
Tabela 2.1: Valores de hi para as variantes cla´ssica (variante-0) e ajustada (variantes-1, 2, 3, 4)
na estimac¸a˜o de pi baseada em p˜i =
xi + hi
ni + 2hi
. O s´ımbolo 1Ai(·) representa a func¸a˜o indicatriz do
conjunto (2.14).
variante-0 variante-1 variante-2 variante-3 variante-4
hi 0 1
z2α/2
4
z2α/2
2
(
1Ai(xi) +
1
2
)
z2α/2
2
1Ai(xi) + β2i /niβ21
n1
+
β22
n2

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A variante-3 e´ igual a` variante-2 quando 0 < xi < ni para todo o i, i = 1, 2. A variante-1 e´
aproximadamente igual a` variante-2 quando α = 5%. A variante-3 e´ igual a` variante-4 quando
β2i /ni e´ uma constante para todo o i. Salienta-se o facto de que na variante-3 e na variante-4
o valor hi assume valores diferentes quando se calculam os limites dos ICs. Adicionalmente,
o valor de hi na variante-3 e na variante-4 aumenta na presenc¸a de observac¸o˜es extremais
xi ∈ {0, ni}. Portanto, quando a verdadeira proporc¸a˜o coincide com o ponto me´dio do supor-
te, pi = 1/2, o estimador p˜i nestas variantes fara´ com que as estimativas se situem mais perto
da proporc¸a˜o verdadeira, especialmente quando existem observac¸o˜es extremais.
2.3 Abordagem MOVER
Nesta secc¸a˜o apresenta-se a metodologia aplicada por Newcombe (1998b) para a construc¸a˜o
do IC para a diferenc¸a entre duas proporc¸o˜es de binomiais independentes, a qual se julga
ter sido apresentada pela primeira vez por Howe (1974) para intervalos aproximados para a
me´dia ou a soma de duas varia´veis aleato´rias independentes. Zou et al. (2009) designaram
esta metodologia por MOVER (me´todo da recuperac¸a˜o das estimativas da variaˆncia) e apre-
sentaram uma justificac¸a˜o anal´ıtica para a sua aplicabilidade na construc¸a˜o de ICs para a
combinac¸a˜o linear de duas proporc¸o˜es binomiais independentes.
A abordagem MOVER e´ composta essencialmente por duas etapas sequenciais. Na pri-
meira etapa, calculam-se os limites dos ICs para cada proporc¸a˜o pi , i = 1, 2, sem necessidade
de especificar o me´todo utilizado. Na segunda etapa, as estimativas das variaˆncias de pˆi sa˜o
recuperadas a partir desses limites e usadas para obter as expresso˜es do IC para a combinac¸a˜o
linear L = β1p1 + β2p2, com βi ∈ R.
Suponha-se, em primeiro lugar, que se pretende construir um IC aproximado para o caso
particular β1 = 1 e β2 = −1, ou seja, para a diferenc¸a de proporc¸o˜es ∆ = p1 − p2. Atrave´s
da inversa˜o do teste (2.6) e considerando como independentes os estimadores de p1 e p2, os
limites inferior (Linf) e superior (Lsup) do IC a 100(1 − α)% de confianc¸a para ∆ sa˜o dados
por
Linf = ∆ˆ− zα/2
√
v(pˆ1) + v(pˆ2) e Lsup = ∆ˆ + zα/2
√
v(pˆ1) + v(pˆ2) , (2.16)
onde ∆ˆ = pˆ1− pˆ2. As estimativas vˆ(pˆi) das variaˆncias v(pˆi), i = 1, 2, em (2.16) sa˜o calculadas
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a partir dos limites ]li , ui[ dos ICs dispon´ıveis para cada proporc¸a˜o pi:
li = pˆi − zα/2
√
vˆ(pˆi) e ui = pˆi + zα/2
√
vˆ(pˆi) . (2.17)
Devido a` relac¸a˜o existente entre os testes de hipo´teses bilaterais e os ICs bilaterais, o intervalo
deve conter todos os valores dos paraˆmetros que na˜o sa˜o rejeitados pelo teste. Assim, podem
considerar-se os limites Linf e Lsup como os valores mı´nimo e ma´ximo do paraˆmetro ∆,
respetivamente, que satisfazem
(
∆ˆ−∆
)2
v(pˆ1) + v(pˆ2)
= z2α/2 .
Entre os poss´ıveis valores do paraˆmetro p1, fornecidos pelo IC ]l1 , u1[, e do paraˆmetro p2,
fornecidos pelo IC ]l2 , u2[, tem-se que l1 − u2 < p1 − p2 < u1 − l2. Daqui resulta que l1 − u2
esta´ geralmente mais pro´ximo de Linf do que ∆ˆ e u1− l2 esta´ mais pro´ximo de Lsup do que ∆ˆ.
Deste modo, para obter Linf estima-se v(pˆ1) usando p1 = l1 e v(pˆ2) usando p2 = u2. Por outro
lado, para obter Lsup estima-se v(pˆ1) usando p1 = u1 e v(pˆ2) usando p2 = l2. Atendendo a`s
expresso˜es (2.17), a variaˆncia estimada para pˆi em pi = li e´ dada por
vˆ(pˆi) =
(pˆi − li)2
z2α/2
, (2.18)
e a variaˆncia estimada em pi = ui e´ dada por
vˆ(pˆi) =
(ui − pˆi)2
z2α/2
. (2.19)
Note-se que as estimativas das variaˆncias (2.18) e (2.19) sa˜o diferentes, exceto quando o IC
]li , ui[ e´ sime´trico em relac¸a˜o a pˆi. Substituindo estas variaˆncias estimadas em (2.16), os
limites do IC para ∆ sa˜o dados por
Linf = ∆ˆ− zα/2
√√√√(pˆ1 − l1)2
z2α/2
+
(u2 − pˆ2)2
z2α/2
= pˆ1 − pˆ2 −
√
(pˆ1 − l1)2 + (u2 − pˆ2)2 (2.20)
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e
Lsup = ∆ˆ + zα/2
√√√√(u1 − pˆ1)2
z2α/2
+
(pˆ2 − l2)2
z2α/2
= pˆ1 − pˆ2 +
√
(u1 − pˆ1)2 + (pˆ2 − l2)2 . (2.21)
Esta abordagem estende-se, de forma natural, para o caso de uma combinac¸a˜o linear de
quaisquer duas proporc¸o˜es L = β1p1 + β2p2, com βi ∈ R. Atrave´s da inversa˜o do teste (2.4)
e considerando como independentes os estimadores de p1 e p2, os limites Linf e Lsup do IC a
100(1− α)% de confianc¸a para L sa˜o dados por
Linf = Lˆ− zα/2
√
v(β1pˆ1) + v(β2pˆ2) e Lsup = Lˆ+ zα/2
√
v(β1pˆ1) + v(β2pˆ2) , (2.22)
onde Lˆ = β1 pˆ1 + β2 pˆ2. Se βi > 0 tem-se que βi li < βi pi < βi ui. Se βi < 0 tem-se que
βi ui < βi pi < βi li. Deste modo, para qualquer βi ∈ R, tem-se que
min{βi li, βi ui} < βi pi < max{βi ui, βi li} .
Entre os poss´ıveis valores de β1 p1, fornecidos pelo IC ] min{β1 l1, β1 u1} ,max{β1u1, β1l1}[, e
de β2 p2, fornecidos pelo IC ] min{β2 l2, β2 u2} ,max{β2 u2, β2 l2}[, tem-se que
min{β1 l1, β1 u1}+ min{β2 l2, β2 u2} < β1 p1 + β2 p2 < max{β1 u1, β1 l1}+ max{β2 u2, β2 l2} .
Daqui resulta que min{β1 l1, β1 u1}+ min{β2 l2, β2 u2} esta´ geralmente mais pro´ximo de Linf
do que Lˆ e max{β1 u1, β1 l1}+ max{β2 u2, β2 l2} esta´ mais pro´ximo de Lsup do que Lˆ. Deste
modo, para obter Linf estima-se v(β1 pˆ1) usando β1 p1 = min{β1 l1, β1 u1} e v(β2 pˆ2) usando
β2 p2 = min{β2 l2, β2 u2}. Por outro lado, para obter Lsup estima-se v(β1 pˆ1) usando β1 p1 =
max{β1 u1, β1 l1} e v(β2 pˆ2) usando β2 p2 = max{β2 u2, β2 l2}. Atendendo ao Teorema do
Limite Central,
βi pˆi ∼ N(βi pi, v (βi pˆi)) .
Aplicando o princ´ıpio da inversa˜o, tem-se
(βi pˆi − βi pi)2
v (βi pˆi)
= z2α/2 .
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A variaˆncia estimada para βi pˆi em βi pi = min{βi li, βi ui} e´ dada por
vˆ(βi pˆi) =
(βi pˆi −min{βi li, βi ui})2
z2α/2
,
e a variaˆncia estimada em βi pi = max{βi ui, βi li} e´ dada por
vˆ(pˆi) =
(βi pˆi −max{βi ui, βi li})2
z2α/2
.
Substituindo estas variaˆncias estimadas em (2.22), os limites do IC a 100(1−α)% de confianc¸a
para a combinac¸a˜o linear L sa˜o dados por
Linf = β1pˆ1 + β2pˆ2 −
√
[β1pˆ1 −min{β1l1, β1u1}]2 + [β2pˆ2 −min{β2l2, β2u2}]2 (2.23)
e
Lsup = β1pˆ1 + β2 pˆ2 +
√
[β1pˆ1 −max{β1u1, β1l1}]2 + [β2pˆ2 −max{β2u2, β2l2}]2 . (2.24)
A abordagem MOVER na˜o necessita de quaisquer distribuic¸o˜es espec´ıficas subjacentes a
pˆi, mas apenas o conhecimento dos limites dos ICs para cada proporc¸a˜o pi e, de prefereˆncia,
que esses ICs tenham n´ıveis de cobertura pro´ximos do n´ıvel nominal.
2.4 Intervalo de Newcombe-score
Newcombe (1998b) construiu um IC, aqui designado por IC de Newcombe-score, para a
diferenc¸a entre duas proporc¸o˜es ∆ = p1 − p2 usando a abordagem MOVER descrita na
secc¸a˜o 2.3. Escolheu como limites ]li , ui[ dos ICs para cada proporc¸a˜o pi , i = 1, 2, os limites
do IC de Wilson-score (1.9), ou seja,
li =
xi + z
2
α/2/2
ni + z2α/2
− zα/2
ni + z2α/2
√
z2α/2
4
+ pˆi (1− pˆi)ni
e
ui =
xi + z
2
α/2/2
ni + z2α/2
+
zα/2
ni + z2α/2
√
z2α/2
4
+ pˆi (1− pˆi)ni .
Os limites do IC de Newcombe-score a 100(1 − α)% de confianc¸a para ∆ sa˜o dados pelas
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expresso˜es (2.20) e (2.21), isto e´,
Linf = ∆ˆ−
√
(pˆ1 − l1)2 + (u2 − pˆ2)2 e Lsup = ∆ˆ +
√
(u1 − pˆ1)2 + (pˆ2 − l2)2 . (2.25)
Os limites (2.25) podem ainda ser escritos sob a forma
Linf = ∆ˆ− zα/2
√
l1(1− l1)
n1
+
u2(1− u2)
n2
e Lsup = ∆ˆ + zα/2
√
u1(1− u1)
n1
+
l2(1− l2)
n2
,
visto que li e ui sa˜o ra´ızes da equac¸a˜o (pˆi − pi)2 = z2α/2
pi(1− pi)
ni
, i = 1, 2.
Para a combinac¸a˜o linear L = β1p1 + β2p2, com βi ∈ R, os limites do IC de Newcombe-score
a 100(1 − α)% de confianc¸a sa˜o dados pelas expresso˜es (2.23) e (2.24), as quais podem ser
escritas sob a forma
Linf = Lˆ− zα/2
√√√√∑
βi<0
β2i ui (1− ui)
ni
+
∑
βi>0
β2i li (1− li)
ni
e
Lsup = Lˆ+ zα/2
√√√√∑
βi<0
β2i li (1− li)
ni
+
∑
βi>0
β2i ui (1− ui)
ni
.
2.5 Intervalo de Wilson-score-Yu
Seguindo o mesmo racioc´ınio usado por Newcombe (1998b) quando aplicou a abordagem
MOVER para obter um IC para a diferenc¸a entre duas proporc¸o˜es ∆ = p1−p2, construir-se-a´
nesta tese um novo IC para ∆, que se designara´ por Wilson-score-Yu, para o qual sera˜o
escolhidos como limites ]li , ui[ dos ICs para cada proporc¸a˜o pi , i = 1, 2, os limites do IC de
Wilson-score-Yu (1.21), ou seja,
li =
1
2
+
ni + z
4
α/2/53
ni + z2α/2
(
pˆi − 1
2
)
− zα/2
ni + z2α/2
√
z2α/2
4
+ pˆi (1− pˆi)n
e
ui =
1
2
+
ni + z
4
α/2/53
ni + z2α/2
(
pˆi − 1
2
)
+
zα/2
ni + z2α/2
√
z2α/2
4
+ pˆi (1− pˆi)n .
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Os limites do IC de Wilson-score-Yu a 100(1− α)% de confianc¸a para ∆ sa˜o dados pelas
expresso˜es (2.20) e (2.21). Para a combinac¸a˜o linear L = β1p1 + β2p2, com βi ∈ R, os limites
do IC sa˜o dados pelas expresso˜es (2.23) e (2.24).
2.6 Intervalo de Peskun
O IC de Peskun para a diferenc¸a de proporc¸o˜es ∆ = p1 − p2 e´ baseado num me´todo geral
para a obtenc¸a˜o de limites de confianc¸a a partir de uma amostra da distribuic¸a˜o amostral do
MLE ∆ˆ. Tendo em conta a distribuic¸a˜o normal limite de ∆ˆ e dado um valor observado d0
de ∆ˆ, o me´todo permite determinar os candidatos a pontos de mı´nimo e ma´ximo de ∆ como
sendo os limites inferior e superior do IC de Peskun a 100(1 − α)% de confianc¸a para ∆. A
condic¸a˜o de restric¸a˜o garante o n´ıvel nominal de 1− α para o IC (Peskun 1993).
Sera´ aplicado o me´todo dos multiplicadores de Lagrange para encontrar a soluc¸a˜o (valor
mı´nimo e valor ma´ximo) de cada um dos problemas cla´ssicos de programac¸a˜o na˜o-linear de
igualdade restrita
min
p
/max
p
∆(p) = p1 − p2
sujeito a h(p) =
(d0 −∆)2
v(∆ˆ)
− z2α/2 = 0 ,
(2.26)
onde ∆ : [0 , 1]× [0 , 1] ⊂ R2 → [−1 , 1], h : [0 , 1]× [0 , 1] ⊂ R2 → R, p = (p1, p2) e d0 um valor
observado de ∆ˆ. Os candidatos a soluc¸o˜es do problema (2.26) devem satisfazer portanto as
condic¸o˜es:
∇pH(p, γ) = ∇∆(p)− γ∇h(p) = 0 (2.27)
∇γ H(p, γ) = h(p) = 0 , (2.28)
onde H : [0 , 1]× [0 , 1]× R ⊂ R3 → R e´ a func¸a˜o lagrangeana
H(p1, p2, γ) = ∆(p1, p2)− γ h(p1, p2) .
O nu´mero real γ e´ o multiplicador de Lagrange. As condic¸o˜es (2.27) e (2.28) sa˜o equivalentes
ao sistema
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
∂H
∂p1
(p1, p2, γ) = 0
∂H
∂p2
(p1, p2, γ) = 0
∂H
∂γ (p1, p2, γ) = 0
⇔

∂∆
∂p1
(p1, p2)− γ ∂h∂p1 (p1, p2) = 0
∂∆
∂p2
(p1, p2)− γ ∂h∂p2 (p1, p2) = 0
h(p1, p2) = 0
Derivando H em relac¸a˜o a`s treˆs varia´veis, obte´m-se
∂H
∂p1
= 0⇔ 1− γ
2 (d0 −∆)
v
(
∆ˆ
) + (d0 −∆)2
v
(
∆ˆ
) (1− 2p1)
n1
 = 0 , (2.29)
∂H
∂p2
= 0⇔ 1− γ
2 (d0 −∆)
v
(
∆ˆ
) − (d0 −∆)2
v
(
∆ˆ
) (1− 2p2)
n2
 = 0 (2.30)
e
∂H
∂γ
= 0⇔ (d0 −∆)
2
v(∆ˆ)
= z2α/2 . (2.31)
Substituindo (2.31) nas expresso˜es (2.29) e (2.30), obteˆm-se as equac¸o˜es
1 = γ
2 (d0 −∆)
v
(
∆ˆ
) + z2α/2 (1− 2p1)n1
 (2.32)
e
1 = γ
2 (d0 −∆)
v
(
∆ˆ
) − z2α/2 (1− 2p2)n2
 . (2.33)
Subtraindo as expresso˜es (2.32) e (2.33), obte´m-se a condic¸a˜o
1− 2p1
n1
+
1− 2p2
n2
= 0 (2.34)
para todo o γ 6= 0. Considerando
1− 2p1
n1
= −1− 2p2
n2
≡ C ,
onde C uma constante a ser determinada, e´ poss´ıvel escrever
p1 =
1− Cn1
2
e p2 =
1 + Cn2
2
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e, por conseguinte,
v
(
∆ˆ
)
=
1
4
[(
1
n1
+
1
n2
)
− C2 (n1 + n2)
]
.
Atendendo a que ∆ = p1 − p2 = −C(n1 + n2)/2, tem-se que C = −2∆/(n1 + n2) e, conse-
quentemente,
v
(
∆ˆ
)
=
1
4
(
2∑
i=1
1
ni
− (2∆)
2
n1 + n2
)
. (2.35)
Substituindo em (2.31) a expressa˜o da variaˆncia (2.35), obte´m-se a seguinte equac¸a˜o de
segundo grau em ordem a ∆:(
1 +
z2α/2
n1 + n2
)
∆2 − 2 d0 ∆ + d02 −
z2α/2
4
2∑
i=1
1
ni
= 0 .
As duas ra´ızes da equac¸a˜o anterior correspondem aos valores mı´nimo e ma´ximo da func¸a˜o ∆,
pelo que os limites do IC de Peskun a 100(1−α)% de confianc¸a para ∆ sa˜o dados (tendo em
conta que d0 e´ um valor observado de ∆ˆ) por
n1 + n2
n1 + n2 + z2α/2
∆ˆ∓
zα/2
2
√√√√√n1 + n2 + z2α/2
n1 + n2
(
2∑
i=1
1
ni
)
−
(
2∆ˆ
)2
n1 + n2
 . (2.36)
Procedendo-se de forma ana´loga para o caso da combinac¸a˜o linear L = β1p1 + β2p2, com
βi ∈ R (se necessa´rio, ver derivac¸a˜o para o caso de k > 2 na Secc¸a˜o 3.10), os limites do IC
de Peskun a 100(1− α)% de confianc¸a para L sa˜o dados por
n1 + n2
n1 + n2 + z2α/2
Lˆ+
z2α/2
∑2
i=1 βi
2(n1 + n2)
∓ zα/2
2
√√√√√n1 + n2 + z2α/2
n1 + n2
(
2∑
i=1
β2i
ni
)
−
(∑2
i=1 βi − 2Lˆ
)2
n1 + n2

Estes limites reduzem-se aos limites (2.36), uma vez que para ∆ tem-se que
∑2
i=1 βi = 0.
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2.7 Intervalos equivariantes
A combinac¸a˜o linear da famı´lia de distribuic¸o˜es binomiais independentes
2∑
i=1
βiBin(ni, pi)
e´ invariante sob a transformac¸a˜o g(X) = n −X, com X = (X1, X2) e n = (n1, n2). De
facto, considerando Xi ∼ Bin(ni, pi), i = 1, 2, independentes, tem-se
2∑
i=1
βiXi ∼
2∑
i=1
βiBin(ni, pi)
e
2∑
i=1
βi (ni −Xi) ∼
2∑
i=1
βiBin(ni, 1− pi) .
Logo,
∑2
i=1 βi (ni − Xi) continua a ser uma combinac¸a˜o linear de distribuic¸o˜es binomiais
independentes, ou seja, pertence a` mesma famı´lia que
∑2
i=1 βiXi. O valor de g¯ neste contexto
e´ dado por
g¯ (L) =
2∑
i=1
βi g¯ (pi) =
2∑
i=1
βi (1− pi) =
2∑
i=1
βi − L .
Diz-se que um IC S(x) para L e´ equivariante sob g se, para todo o xi = 0, 1, . . . , ni e pi ∈ [0 , 1],
se verificar
L ∈ S(x)⇔ g¯ (L) ∈ S (n− x) .
Considerando, por exemplo, um intervalo da forma S(x) = [l(x) , u(x)], tem-se enta˜o que
p ∈ S(x)⇔ l(x) ≤ L ≤ u(x)⇔
2∑
i=1
βi − u(x) ≤
2∑
i=1
βi − L ≤
2∑
i=1
βi − l(x)
e
2∑
i=1
βi − L ∈ S (n− x)⇔ l(n− x) ≤
2∑
i=1
βi − L ≤ u(n− x) .
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Logo, o IC S(x) para L e´ equivariante sob g(X) se e so´ se
l(x) =
2∑
i=1
βi − u(n− x) e u(x) =
2∑
i=1
βi − l(n− x) .
Todos os ICs referidos nas Secc¸o˜es 2.1 a 2.6 sa˜o equivariantes, pelo que para uma avaliac¸a˜o da
cobertura e da localizac¸a˜o intervalar sera´ suficiente considerar-se apenas metade do suporte.
2.8 Crite´rios para avaliac¸a˜o do desempenho dos me´todos de
ICs
A` semelhanc¸a do que foi feito para uma proporc¸a˜o, de modo a avaliar e a comparar entre si
o desempenho dos me´todos descritos nas Secc¸o˜es 2.1 a 2.6 (me´todo de Wald cla´ssico, Wald
ajustado, Newcombe-score, Wilson-score-Yu e Peskun), foram calculados, via simulac¸a˜o, as
respetivas probabilidades de cobertura exata e comprimentos esperados, e realizados os estu-
dos de localizac¸a˜o intervalar de cada um destes ICs.
Probabilidade de cobertura exata e comprimento esperado
Dados os paraˆmetros ni e as proporc¸o˜es pi, a probabilidade de cobertura exata R e o com-
primento do intervalo esperado L, para ∆ = p1 − p2 ou L = β1p1 + β2p2, sa˜o definidos
por
R(L) =
n1∑
x1=0
n2∑
x2=0
(
n1
x1
)(
n2
x2
)
px11 (1− p1)n1−x1px22 (1− p2)n2−x2 1[l(x;L),u(x;L)](L)
e
L(L) =
n1∑
x1=0
n2∑
x2=0
(
n1
x1
)(
n2
x2
)
px11 (1− p1)n1−x1px22 (1− p2)n2−x2 (u (x;L)− l (x;L)) ,
onde 1[l(x;L),u(x;L)] e´ a func¸a˜o indicatriz do IC [l (x;L) , u (x;L)] que e´ obtida a partir do
vetor de observac¸o˜es x = (x1, x2), para a combinac¸a˜o linear L. A func¸a˜o indicatriz e´ igual a
1 se o IC conte´m L, e a zero caso contra´rio.
Para a estimac¸a˜o de R e L sa˜o realizadas simulac¸o˜es, considerando-se p como sendo uma ma-
triz com J × 2 proporc¸o˜es, em que cada proporc¸a˜o e´ gerada aleatoriamente a partir da distri-
buic¸a˜o uniforme padra˜o. Sa˜o calculadas assim J probabilidades de cobertura (R1,R2, . . . ,RJ)
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e J comprimentos de intervalo (L1,L2, . . . ,LJ), para cada conjunto de valores (ni, βi) e para
cada me´todo de IC escolhido. Na representac¸a˜o gra´fica das probabilidades de cobertura da
diferenc¸a de proporc¸o˜es ∆ = p1−p2, e´ frequente fixarem-se os tamanhos das amostras e uma
das proporc¸o˜es e representar as probabilidades de cobertura R em func¸a˜o da outra proporc¸a˜o
(Agresti e Caffo (2000)) e na˜o em func¸a˜o do paraˆmetro ∆. Na Figura 2.1, encontram-se
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Figura 2.1: Probabilidades de cobertura do IC de Wald cla´ssico para ni = (10, 10) (gra´ficos
superiores) e ni = (30, 30) (gra´ficos inferiores), em func¸a˜o das combinac¸o˜es lineares L = p1 − 2p2,
L = 0.5p1 + 3p2 e L = 0.01p1 + 0.02p2. Nı´vel de confianc¸a 1− α = 95%.
representadas as probabilidades de cobertura em func¸a˜o da combinac¸a˜o linear L (em todo
o seu suporte), usando o me´todo de Wald cla´ssico e considerando os tamanhos de amos-
tras ni = (10, 10) e ni = (30, 30), para cada uma das combinac¸o˜es lineares L = p1 − 2p2,
L = 0.5p1 + 3p2 e L = 0.01p1 + 0.02p2. Na representac¸a˜o e´ bem vis´ıvel a propriedade da
equivariaˆncia.
A avaliac¸a˜o do desempenho dos ICs para ∆ e para a combinac¸a˜o linear L e´ feita conside-
rando-se as mesmas medidas usadas para uma proporc¸a˜o, isto e´, atrave´s da comparac¸a˜o da
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me´dia e do mı´nimo das probabilidades de cobertura (Rmean e Rmin), da me´dia dos compri-
mentos dos intervalos (Lmean) e da percentagem das probabilidades de cobertura inferiores a
ξ (Rξ).
Localizac¸a˜o intervalar
Para analisar a localizac¸a˜o intervalar para combinac¸o˜es lineares de k = 2 proporc¸o˜es, estender-
-se-a´ o procedimento para uma proporc¸a˜o sugerido por Newcombe (2011) (ver Secc¸a˜o 1.6).
Os ICs apresentados nas Secc¸o˜es 2.1 a 2.6 gozam da propriedade de equivariaˆncia, pelo
que e´ suficiente considerar-se apenas metade do suporte. Na diferenc¸a de proporc¸o˜es pode,
por exemplo, considerar-se sem que haja perda de generalidade, ∆ ∈ [0 , 1]. A Tabela 2.2 e
a Figura 2.2 mostram como a direc¸a˜o de na˜o-cobertura e´ definida no caso da avaliac¸a˜o da
probabilidade de cobertura para a diferenc¸a entre duas proporc¸o˜es.
Tabela 2.2: Classificac¸a˜o da probabilidade de na˜o-cobertura como mesial ou distal para ∆.
Paraˆmetro Limite de confianc¸a Interpretac¸a˜o Predominaˆncia da na˜o-cobertura
∆ > 0 u < ∆ IC demasiado pro´ximo de 0 Distal ≡ Direita
∆ ≥ 0 l > ∆ IC demasiado afastado de 0 Mesial ≡ Esquerda
1
IC IC
*
Distal Distal
IC
Mesial
1
IC
Distal
Δ
*
Δ
*
Δ
10 0 0
*
Δ
0 1
IC
Mesial
*
Δ
0 1
Figura 2.2: Ilustrac¸a˜o da na˜o-cobertura mesial e distal para ∆.
As direc¸o˜es mesial e distal sa˜o definidas em relac¸a˜o ao verdadeiro valor de ∆. Diz-se que
a na˜o-cobertura e´ mesial sempre que o IC esta´ localizado demasiado distalmente (demasiado
afastado de 0) para incluir ∆, e distal sempre que o IC esta´ localizado demasiado mesialmente
(demasiado pro´ximo de 0) para incluir ∆. Esta definic¸a˜o e´ va´lida independentemente de qual
dos limites calculados esta´ mais pro´ximo do centro de simetria do suporte.
As probabilidades MNR e DNR sa˜o definidas pelas expresso˜es
MNR(∆) =
n1∑
x1=0
n2∑
x2=0
(
n1
x1
)(
n2
x2
)
px11 (1− p1)n1−x1px22 (1− p2)n2−x2 1M(x)
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e
DNR(∆) =
n1∑
x1=0
n2∑
x2=0
(
n1
x1
)(
n2
x2
)
px11 (1− p1)n1−x1px22 (1− p2)n2−x2 1D(x) ,
onde 1• e´ a func¸a˜o indicatriz dos conjuntos
M = {x : ∆ ≥ 0 ∧ l (x) > ∆}
e
D = {x : ∆ > 0 ∧ u (x) < ∆} .
A localizac¸a˜o dos ICs para k = 2 proporc¸o˜es sera´ caracterizada com base no ı´ndice Q (1.23)
de acordo com o crite´rio apresentado na Figura 1.8. Contudo, chama-se a atenc¸a˜o para o
facto de esta classificac¸a˜o assumir que as probabilidades de na˜o-cobertura MNR e DNR esta˜o
equilibradas, o que muitas vezes na˜o acontece para os ICs constru´ıdos a partir de amostras
pequenas ou quando existem observac¸o˜es extremais. Na Secc¸a˜o 3.12 e´ apresentada uma
adaptac¸a˜o do crite´rio de classificac¸a˜o, que passa a basear-se nos valores individuais de MNR
e DNR e que pode ser aplicada, no caso das variantes-3, 4, a combinac¸o˜es lineares de k = 2
proporc¸o˜es.
2.9 Simulac¸o˜es realizadas
Foi feito um estudo de simulac¸a˜o para avaliar e comparar os me´todos de Wald cla´ssico
(variante-0), Wald ajustado (variantes-1, 2, 3, 4), Newcombe-score, Wilson-score-Yu e Pes-
kun, para quaisquer combinac¸o˜es lineares de k = 2 proporc¸o˜es binomiais independentes, no
que diz respeito a`s suas probabilidades de cobertura exata, comprimento dos intervalos e
localizac¸o˜es intervalares. Para o efeito, foram realizadas simulac¸o˜es considerando-se va´rias
func¸o˜es lineares, va´rios tamanhos de amostras e J = 10000 conjuntos de proporc¸o˜es binomiais
gerados aleatoriamente a partir da distribuic¸a˜o uniforme [0 , 1]. Assumiram-se os n´ıveis de
confianc¸a habituais 90%, 95% e 99%.
Os resultados das medidas de avaliac¸a˜o de probabilidade de cobertura (Rmean, Rmin,
Rξ), de comprimento de intervalo (Lmean), de probabilidade de na˜o-cobertura (MNRmean,
DNRmean) e do ı´ndice de localizac¸a˜o intervalar (Qmean), referentes aos ICs acima mencionados
sa˜o apresentados nas Tabelas 2.3 a 2.11. A leitura destas Tabelas pode ser sintetizada como
se segue.
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ICs de Wald: variantes-0,1,2,3,4
Nı´vel de confianc¸a 95% (Tabelas 2.3 e 2.4)
• A variante-0 e´ um pouco liberal para ni = (109, 109) e muito liberal para os restantes
casos (os valores de Rmean pertencem ao intervalo 80.3% − 94.0%). E´ a variante que
apresenta a maior percentagem de falhas liberais, mesmo para ni = (109, 109), caso
em que R93% tem um valor de apenas 1.5% para a diferenc¸a de proporc¸o˜es. Os ICs
produzidos por esta variante esta˜o entre os mais estreitos. A localizac¸a˜o intervalar
tende a ser quase sempre satisfato´ria quando existe equil´ıbrio entre os pesos e demasiado
distal ou extremamente distal quando existe um maior desequil´ıbrio entre os pesos, isto
e´, (β1, β2) = (−2, 1/2);
• As variantes-1, 2 sa˜o similares em tendeˆncia porque zα/2 ' 2. Quando ni = (30, 30) ou
ni = (109, 109), ambas as variantes sa˜o ligeiramente conservativas, praticamente na˜o
apresentam falhas e produzem ICs com comprimento ideˆntico aos dos ICs produzidos
pela variante-0. Quando uma das amostras tem tamanho 10 ambas as variantes sa˜o algo
conservativas, apresentam poucas falhas e produzem ICs com comprimento um pouco
mais largo do que os dos ICs produzidos pela variante-0. A localizac¸a˜o intervalar tende
a ser satisfato´ria quando o tamanho de pelo menos uma das amostras e´ 109, demasiado
mesial quando o tamanho de pelo menos uma das amostras e´ 30, e na˜o apresenta uma
tendeˆncia definida para ni = (10, 10). De salientar que, independentemente do tamanho
das amostras, os valores de Qmean da variante-1 sa˜o sempre inferiores aos valores de
Qmean da variante-2;
• As variantes-3, 4 sa˜o ligeiramente conservativas para ni = (109, 109), muitos conserva-
tivas quando o tamanho de uma das amostras e´ 10 e um pouco conservativas quando o
tamanho de uma das amostras e´ 30 ou 109. A variante-3 apresenta uma proporc¸a˜o mais
satisfato´ria de falhas liberais do que a variante-4, exceto quando se verifica um maior
desequil´ıbrio entre os pesos e o tamanho de pelo menos uma das amostras e´ 10. Quando
ni = (30, 30) ou ni = (109, 109), a variante-3 na˜o apresenta falhas. O comprimento dos
ICs e´ um pouco mais largo do que os dos ICs produzidos pelas outras variantes.
Os valores de Qmean mostram a auseˆncia de equil´ıbrio entre as me´dias das probabilida-
des de na˜o-cobertura mesial e distal em ambas as variantes, quando o tamanho de uma
das amostras e´ 10. Nestes casos, a localizac¸a˜o intervalar tende a ser extremamente me-
sial ou demasiado mesial. Quando o tamanho de uma das amostras e´ 109 e o da outra
amostra e´ 30 ou ambas teˆm tamanho 109, a localizac¸a˜o tende a ser sempre satisfato´ria
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Tabela 2.3: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald. Nı´vel de confianc¸a 1− α = 95%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 89.1 2.9 88.5 0.65 6.21 4.71 0.569 96.0 90.4 1.1 0.67 0.95 3.05 0.237 96.0 90.5 1.1 0.67 1.01 3.03 0.250
10/30 89.5 7.0 93.1 0.53 6.52 3.98 0.621 95.9 89.4 0.4 0.55 1.27 2.81 0.311 95.9 89.4 0.5 0.55 1.33 2.79 0.323
10/109 86.4 9.5 95.8 0.47 9.63 3.98 0.708 96.1 89.2 1.0 0.50 1.54 2.35 0.395 96.1 89.2 1.4 0.50 1.60 2.35 0.405
30/30 93.3 8.5 18.0 0.40 3.93 2.77 0.586 95.4 92.4 0.1 0.40 1.58 3.00 0.344 95.4 92.4 0.1 0.40 1.62 2.97 0.353
30/109 93.1 22.9 22.4 0.32 4.30 2.60 0.624 95.4 93.2 0.0 0.32 1.86 2.71 0.408 95.4 92.6 0.0 0.32 1.91 2.69 0.416
109/109 94.6 27.5 1.5 0.21 3.03 2.40 0.558 95.1 93.9 0.0 0.21 2.03 2.84 0.417 95.1 93.9 0.0 0.21 2.06 2.81 0.422
(β1, β2) = (1/2, 1/2)
10/10 89.0 6.0 88.0 0.32 6.11 4.85 0.557 96.0 90.7 1.1 0.34 0.95 3.07 0.237 96.0 90.7 1.1 0.34 1.01 3.04 0.249
10/30 89.5 7.7 93.2 0.27 6.46 4.04 0.615 95.9 90.9 0.3 0.28 1.27 2.81 0.311 95.9 89.9 0.5 0.28 1.33 2.79 0.323
10/109 86.4 11.7 95.9 0.24 9.65 3.91 0.712 96.1 89.7 1.2 0.25 1.54 2.38 0.393 96.0 89.7 1.6 0.25 1.61 2.37 0.404
30/30 93.3 17.0 18.4 0.20 3.91 2.83 0.580 95.4 92.3 0.0 0.20 1.57 3.00 0.344 95.4 92.3 0.1 0.20 1.62 2.97 0.353
30/109 93.1 27.8 21.6 0.16 4.29 2.59 0.623 95.4 93.0 0.0 0.16 1.88 2.70 0.410 95.4 93.0 0.0 0.16 1.92 2.68 0.418
109/109 94.6 49.3 1.6 0.11 3.01 2.42 0.554 95.1 93.6 0.0 0.11 2.03 2.84 0.417 95.1 93.6 0.0 0.11 2.06 2.82 0.422
(β1, β2) = (1, 2)
10/10 87.5 6.0 97.9 1.01 9.37 3.12 0.750 96.1 91.0 0.7 1.06 1.18 2.71 0.304 96.1 90.5 0.8 1.06 1.26 2.67 0.320
10/30 91.7 9.9 59.7 0.73 5.20 3.11 0.626 95.7 91.2 0.3 0.74 1.50 2.83 0.347 95.7 91.0 0.2 0.74 1.55 2.79 0.357
10/109 90.3 14.2 89.7 0.55 5.54 4.16 0.571 95.8 90.4 0.4 0.56 1.61 2.58 0.385 95.8 90.4 0.4 0.56 1.66 2.57 0.392
30/30 92.7 17.0 34.0 0.62 5.17 2.16 0.706 95.5 92.4 0.1 0.63 1.88 2.62 0.418 95.5 92.1 0.1 0.63 1.95 2.59 0.430
30/109 94.0 27.8 7.1 0.41 3.46 2.54 0.577 95.3 92.9 0.0 0.41 1.97 2.75 0.418 95.3 92.9 0.0 0.41 2.01 2.73 0.424
109/109 94.4 44.1 2.4 0.33 3.52 2.09 0.627 95.2 93.8 0.0 0.33 2.25 2.58 0.467 95.2 93.7 0.0 0.33 2.29 2.55 0.473
(β1, β2) = (−2, 1/2)
10/10 84.3 6.0 98.7 0.91 13.2 2.51 0.840 96.2 88.8 3.0 0.97 1.51 2.33 0.393 96.1 88.8 3.8 0.97 1.60 2.31 0.409
10/30 82.4 8.2 97.8 0.88 15.35 2.22 0.874 96.2 89.1 6.9 0.95 1.59 2.26 0.414 96.1 89.0 9.1 0.95 1.69 2.24 0.430
10/109 80.3 8.2 94.6 0.87 17.53 2.15 0.891 96.2 89.1 15.0 0.94 1.63 2.22 0.423 96.1 89.0 17.1 0.94 1.72 2.20 0.439
30/30 91.4 17.0 54.8 0.57 6.79 1.82 0.788 95.6 92.4 0.1 0.58 2.20 2.21 0.498 95.5 91.8 0.2 0.58 2.27 2.19 0.509
30/109 90.2 22.7 57.4 0.55 8.08 1.72 0.825 95.6 92.6 0.1 0.56 2.30 2.09 0.524 95.6 92.3 0.1 0.56 2.38 2.07 0.535
109/109 94.0 49.3 9.6 0.30 4.14 1.86 0.690 95.2 93.7 0.0 0.31 2.47 2.31 0.517 95.2 93.7 0.0 0.31 2.51 2.28 0.523
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Tabela 2.4: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald. Nı´vel
de confianc¸a 1− α = 95%.
Me´todo: Wald variante-3 variante-4
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 96.8 91.1 0.5 0.72 0.49 2.71 0.154 96.8 91.1 0.5 0.72 0.49 2.71 0.154
10/30 96.6 91.8 0.1 0.58 0.86 2.57 0.252 96.3 89.8 1.2 0.57 0.85 2.90 0.226
10/109 96.8 89.9 0.7 0.52 1.07 2.11 0.337 96.3 92.3 0.2 0.51 0.92 2.74 0.252
30/30 95.7 93.2 0.0 0.41 1.37 2.93 0.319 95.7 93.2 0.0 0.41 1.37 2.93 0.319
30/109 95.6 93.5 0.0 0.32 1.72 2.65 0.393 95.6 90.9 0.4 0.32 1.52 2.89 0.345
109/109 95.2 94.2 0.0 0.21 1.99 2.81 0.415 95.2 94.2 0.0 0.21 1.99 2.81 0.415
(β1, β2) = (1/2, 1/2)
10/10 96.8 91.3 0.4 0.36 0.49 2.72 0.152 96.8 91.3 0.4 0.36 0.49 2.72 0.152
10/30 96.6 91.7 0.1 0.29 0.86 2.58 0.251 96.3 89.7 1.1 0.29 0.84 2.90 0.224
10/109 96.8 89.7 0.7 0.26 1.08 2.14 0.336 96.3 92.5 0.1 0.25 0.91 2.74 0.249
30/30 95.7 93.1 0.0 0.20 1.37 2.92 0.320 95.7 93.1 0.0 0.20 1.37 2.92 0.320
30/109 95.6 93.6 0.0 0.16 1.72 2.65 0.394 95.6 91.4 0.3 0.16 1.52 2.89 0.344
109/109 95.2 94.2 0.0 0.11 1.99 2.81 0.414 95.2 94.2 0.0 0.11 1.99 2.81 0.414
(β1, β2) = (1, 2)
10/10 96.9 91.4 0.2 1.13 0.57 2.51 0.185 96.6 86.5 2.2 1.12 0.43 2.93 0.127
10/30 96.2 91.6 0.1 0.77 1.17 2.61 0.309 96.3 90.7 0.2 0.77 1.10 2.64 0.295
10/109 96.4 92.6 0.0 0.59 1.29 2.31 0.359 96.1 91.8 0.3 0.58 1.40 2.46 0.362
30/30 95.8 93.3 0.0 0.64 1.67 2.56 0.394 95.7 88.8 0.9 0.64 1.30 2.99 0.303
30/109 95.4 93.8 0.0 0.42 1.87 2.68 0.411 95.4 93.8 0.0 0.42 1.86 2.69 0.409
109/109 95.2 94.3 0.0 0.33 2.22 2.55 0.466 95.2 91.7 0.2 0.34 1.92 2.86 0.402
(β1, β2) = (−2, 1/2)
10/10 97.0 92.0 1.0 1.03 0.78 2.24 0.257 96.7 89.3 0.2 1.01 0.35 2.99 0.105
10/30 96.9 89.7 5.0 1.00 0.86 2.23 0.278 96.6 93.4 0.0 0.98 0.36 3.03 0.107
10/109 96.9 89.0 8.1 0.99 0.89 2.20 0.287 96.6 93.2 0.0 0.96 0.36 3.01 0.107
30/30 95.9 93.2 0.0 0.59 1.95 2.17 0.473 95.9 91.1 0.2 0.59 1.20 2.91 0.292
30/109 95.9 92.6 0.0 0.57 2.05 2.07 0.498 96.0 93.4 0.0 0.58 1.18 2.80 0.296
109/109 95.3 94.3 0.0 0.31 2.44 2.28 0.516 95.3 90.4 0.3 0.31 1.83 2.84 0.392
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no caso da variante-3 e demasiado mesial ou satisfato´ria no caso da variante-4. Uma
ana´lise detalhada dos valores de MNRmean e DNRmean permite-nos refinar a classi-
ficac¸a˜o do tipo de localizac¸a˜o e conjeturar que, independentemente da relac¸a˜o entre
MNRmean e DNRmean, a localizac¸a˜o dos ICs e´ mesialmente satisfato´ria porque os va-
lores de DNRmean esta˜o compreendidos entre 1.88% e 3.12% (ver Secc¸a˜o 3.12). Os
valores de DNRmean da variante-4 sa˜o iguais ou superiores aos valores de DNRmean
da variante-3 em todos os casos (βi, ni) considerados. A probabilidade de um IC ser
localizado distalmente e´ muito baixa na maioria dos casos, o que e´ consistente com a
capacidade que estas variantes possuem de lidar com observac¸o˜es extremais.
ICs de Newcombe-score, Wilson-score-Yu e Peskun
Nı´vel de confianc¸a 95% (Tabela 2.5)
• O me´todo de Newcombe-score e´ ligeiramente conservativo e esta´ entre aqueles que
produzem ICs mais estreitos. A maior percentagem de falhas liberais verifica-se nos
casos ni = (10, 10) e ni = (10, 30) para qualquer dos pesos considerados, e tambe´m no
caso ni = (10, 109) quando βi = (−2, 1/2). Quando ni = (109, 109) ou ni = (30, 109),
este me´todo quase na˜o apresenta falhas e a localizac¸a˜o intervalar tende a ser satisfato´ria
ou ligeiramente demasiado mesial. Quando o tamanho de pelo menos uma das amostras
e´ 10 a localizac¸a˜o intervalar tende a ser extremamente mesial ou demasiado mesial;
• O me´todo de Wilson-score-Yu e´ estritamente conservativo na maioria dos casos (valores
de Rmean ≥ 95.0%), exceto quando se verifica um maior desequil´ıbrio entre os pesos e
ni = (10, 109), situac¸a˜o em que e´ ligeiramente liberal. Como esperado, os comprimentos
dos ICs sa˜o ideˆnticos aos dos ICs de Newcombe-score. A percentagem de falhas para
ni = (109, 109) e´ relativamente baixa (R93% = 0.3%), mas e´ relativamente elevada para
ni = (10, 10). A localizac¸a˜o intervalar e´ ideˆntica a` do me´todo de Newcombe-score;
• O me´todo de Peskun e´ o que produz ICs mais largos, para o que contribui o facto de este
me´todo ser o mais conservativo de todos. E´ um me´todo que quase nunca apresentou
falhas, exceto quando ni = (10, 10) e existe equil´ıbrio entre os pesos. A localizac¸a˜o
intervalar tende a ser ligeiramente demasiado mesial para ni = (10, 10) e satisfato´ria
para quase todos os restantes casos.
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Tabela 2.5: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-score, Wilson-score-Yu e Peskun. Nı´vel de confianc¸a 1− α = 95%.
Me´todo: Newcombe-score Wilson-score-Yu Peskun
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 95.4 84.8 7.6 0.65 1.12 3.52 0.241 95.1 68.3 10.2 0.65 1.14 3.78 0.232 96.9 84.8 0.7 0.72 1.17 1.95 0.374
10/30 95.3 88.6 1.3 0.54 1.33 3.36 0.283 95.0 69.8 3.6 0.53 1.35 3.61 0.273 97.3 92.5 0.0 0.63 1.09 1.65 0.397
10/109 95.3 89.6 0.5 0.47 1.39 3.30 0.296 94.8 69.8 7.6 0.47 1.44 3.72 0.278 97.6 93.2 0.0 0.62 0.98 1.42 0.407
30/30 95.2 89.3 0.8 0.40 1.61 3.15 0.339 95.1 61.1 1.9 0.40 1.64 3.26 0.335 96.8 91.3 0.1 0.44 1.39 1.84 0.431
30/109 95.2 90.6 0.1 0.32 1.75 3.06 0.364 95.0 72.0 0.7 0.31 1.78 3.18 0.359 97.3 93.6 0.0 0.37 1.21 1.51 0.444
109/109 95.1 90.9 0.1 0.21 2.04 2.87 0.415 95.0 72.5 0.2 0.21 2.05 2.90 0.414 96.7 93.4 0.0 0.24 1.52 1.75 0.465
(β1, β2) = (1/2, 1/2)
10/10 95.4 86.5 7.3 0.33 1.12 3.51 0.242 95.1 67.6 9.5 0.32 1.14 3.72 0.235 96.9 86.5 0.8 0.36 1.17 1.96 0.374
10/30 95.3 89.0 1.2 0.27 1.31 3.36 0.280 95.1 64.8 3.2 0.27 1.34 3.59 0.272 97.2 92.9 0.0 0.32 1.09 1.67 0.396
10/109 95.3 91.0 0.4 0.24 1.37 3.31 0.292 94.9 68.3 7.0 0.23 1.42 3.72 0.276 97.6 93.7 0.0 0.31 0.99 1.45 0.405
30/30 95.3 88.9 0.8 0.20 1.61 3.14 0.339 95.1 64.7 1.8 0.20 1.64 3.25 0.335 96.8 89.6 0.0 0.22 1.39 1.84 0.430
30/109 95.2 91.3 0.0 0.16 1.74 3.05 0.364 95.1 76.1 0.6 0.16 1.77 3.16 0.360 97.2 93.9 0.0 0.19 1.22 1.53 0.443
109/109 95.1 91.8 0.0 0.11 2.04 2.86 0.416 95.1 86.0 0.1 0.11 2.05 2.89 0.415 96.7 91.8 0.0 0.12 1.52 1.75 0.465
(β1, β2) = (1, 2)
10/10 95.3 84.7 2.4 1.02 1.06 3.60 0.228 95.0 68.0 5.9 1.01 1.09 3.90 0.218 97.0 92.4 0.1 1.15 0.98 1.97 0.334
10/30 95.3 88.4 1.0 0.73 1.53 3.18 0.324 95.1 64.8 2.2 0.72 1.56 3.32 0.320 96.8 92.8 0.0 0.81 1.32 1.89 0.411
10/109 95.3 91.4 0.3 0.55 1.79 2.92 0.381 95.1 68.3 1.6 0.54 1.86 3.08 0.377 97.3 93.7 0.0 0.67 1.17 1.48 0.442
30/30 95.2 89.7 0.3 0.62 1.57 3.20 0.329 95.1 64.9 1.2 0.62 1.60 3.34 0.324 97.0 93.0 0.0 0.70 1.24 1.79 0.410
30/109 95.2 90.9 0.1 0.41 1.96 2.87 0.405 95.1 72.2 0.3 0.41 1.98 2.93 0.404 96.8 93.2 0.0 0.46 1.46 1.74 0.455
109/109 95.1 92.4 0.0 0.33 2.00 2.90 0.408 95.0 86.1 0.1 0.33 2.02 2.93 0.407 96.9 94.5 0.0 0.38 1.39 1.68 0.453
(β1, β2) = (−2, 1/2)
10/10 95.3 84.3 2.9 0.92 1.00 3.69 0.213 94.7 68.4 10.3 0.91 1.03 4.22 0.196 97.1 92.2 0.1 1.06 0.86 2.01 0.300
10/30 95.3 84.3 2.1 0.89 0.98 3.67 0.210 94.6 72.2 12.2 0.88 1.01 4.43 0.185 97.5 92.6 0.0 1.14 0.78 1.75 0.309
10/109 95.4 84.3 4.5 0.88 0.97 3.66 0.210 94.4 69.6 14.0 0.87 1.00 4.61 0.179 97.6 94.1 0.0 1.20 0.75 1.61 0.316
30/30 95.2 89.0 0.4 0.57 1.54 3.26 0.321 94.9 67.2 2.6 0.56 1.57 3.51 0.309 97.1 93.5 0.0 0.65 1.14 1.79 0.389
30/109 95.2 90.8 0.2 0.55 1.53 3.25 0.320 94.8 67.2 5.7 0.55 1.56 3.68 0.297 97.4 93.4 0.0 0.68 1.01 1.54 0.396
109/109 95.1 92.3 0.0 0.30 1.97 2.93 0.402 95.0 76.2 0.3 0.30 1.99 3.00 0.398 97.0 94.7 0.0 0.35 1.31 1.65 0.442
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ICs de Wald: variantes-0,1,2,3,4
Nı´vel de confianc¸a 90% (Tabelas 2.6 e 2.7)
• A variante-0 apresenta, para este n´ıvel de confianc¸a, um desempenho semelhante ao
que apresenta para o n´ıvel de confianc¸a 95%;
• As variantes-1, 2 apresentam, para este n´ıvel de confianc¸a, um desempenho semelhante
ao que apresentam para o n´ıvel de confianc¸a 95%, com excec¸a˜o da percentagem de
falhas e da localizac¸a˜o intervalar. A percentagem de falhas aumenta para ni = (10, 10) e
ni = (30, 30), sendo este aumento mais significativo no caso da variante-2. A localizac¸a˜o
intervalar, no caso da variante-2, passa a ser quase sempre satisfato´ria;
• As variantes-3, 4 apresentam em quase todas as medidas de avaliac¸a˜o, para este n´ıvel
de confianc¸a, um desempenho semelhante ao que apresentam para o n´ıvel de confianc¸a
95%, com excec¸a˜o da percentagem de falhas, que aumenta significativamente no caso
da variante-3 e diminui ligeiramente no caso da variante-4.
ICs de Newcombe-score, Wilson-score-Yu e Peskun
Nı´vel de confianc¸a 90% (Tabela 2.8)
• O me´todo de Newcombe-score apresenta, para este n´ıvel de confianc¸a, um desempenho
semelhante ao que apresenta para o n´ıvel de confianc¸a 95%, com excec¸a˜o da localizac¸a˜o
intervalar, que passa a ser menos demasiado mesial e mais satisfato´ria;
• O me´todo de Wilson-score-Yu torna-se ligeiramente conservativo para este n´ıvel de
confianc¸a, tendo agora, exceto no caso ni = (10, 10), menos falhas do que para o n´ıvel
de confianc¸a 95%. Os comprimentos dos ICs sa˜o ideˆnticos aos dos ICs de Newcombe-
score, assim como a localizac¸a˜o intervalar;
• O me´todo de Peskun apresenta, para este n´ıvel de confianc¸a, um desempenho seme-
lhante ao que apresenta para o n´ıvel de confianc¸a 95%, exceto na percentagem de falhas,
que aumenta, sobretudo para ni = (10, 10).
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Tabela 2.6: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald. Nı´vel de confianc¸a 1− α = 90%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 84.0 2.9 81.1 0.55 8.86 7.1 0.555 91.6 74.4 5.1 0.57 1.95 6.50 0.231 91.1 83.0 4.0 0.57 2.98 5.89 0.336
10/30 84.5 7.0 93.7 0.45 9.31 6.17 0.601 91.5 85.5 0.8 0.46 2.50 5.99 0.295 91.0 81.9 3.3 0.46 3.47 5.50 0.387
10/109 81.7 9.5 95.1 0.40 12.38 5.90 0.677 92.0 83.1 0.6 0.42 2.89 5.09 0.362 91.3 81.7 6.1 0.42 3.89 4.82 0.447
30/30 88.2 8.5 23.8 0.33 6.60 5.18 0.560 90.7 84.1 1.2 0.34 3.15 6.18 0.337 90.4 86.2 0.7 0.34 3.91 5.66 0.408
30/109 88.1 22.9 24.7 0.27 7.02 4.88 0.590 90.7 86.7 0.1 0.27 3.61 5.68 0.389 90.4 84.9 0.2 0.27 4.32 5.27 0.451
109/109 89.5 27.5 2.2 0.18 5.63 4.83 0.538 90.2 87.8 0.0 0.18 4.04 5.75 0.412 90.1 87.0 0.0 0.18 4.47 5.40 0.452
(β1, β2) = (1/2, 1/2)
10/10 84.0 6.0 81.7 0.27 8.77 7.25 0.547 91.6 74.6 5.1 0.28 1.95 6.44 0.233 91.2 82.5 3.8 0.28 2.98 5.85 0.337
10/30 84.5 9.9 93.6 0.23 9.27 6.2 0.599 91.5 84.2 0.9 0.23 2.51 5.99 0.295 91.0 80.9 3.1 0.23 3.48 5.49 0.388
10/109 81.7 11.7 95.1 0.20 12.39 5.86 0.679 92.0 85.3 0.5 0.21 2.90 5.10 0.363 91.3 81.8 5.9 0.21 3.91 4.81 0.448
30/30 88.2 17.0 23.9 0.17 6.55 5.24 0.556 90.7 85.6 1.0 0.17 3.13 6.18 0.336 90.4 85.0 0.8 0.17 3.90 5.66 0.408
30/109 88.1 27.6 23.7 0.13 7.01 4.87 0.590 90.7 87.0 0.1 0.13 3.62 5.67 0.389 90.4 85.0 0.2 0.13 4.33 5.26 0.452
109/109 89.5 48.8 2.1 0.09 5.62 4.85 0.537 90.2 86.2 0.0 0.09 4.03 5.75 0.412 90.1 87.8 0.0 0.09 4.47 5.41 0.452
(β1, β2) = (1, 2)
10/10 82.6 6.0 94.8 0.85 12.15 5.21 0.700 91.9 81.7 2.3 0.89 2.26 5.86 0.278 91.3 80.7 7.3 0.89 3.51 5.20 0.403
10/30 86.6 9.9 67.7 0.61 7.90 5.53 0.588 91.1 83.8 2.3 0.62 2.99 5.94 0.335 90.7 82.8 1.3 0.62 3.86 5.42 0.416
10/109 85.3 14.2 91.1 0.46 8.18 6.56 0.555 91.3 84.7 0.2 0.47 3.28 5.38 0.379 90.9 81.4 1.7 0.47 3.95 5.14 0.434
30/30 87.7 17.0 39.4 0.52 7.98 4.34 0.648 90.8 85.8 0.4 0.53 3.52 5.65 0.384 90.5 84.4 0.5 0.53 4.41 5.08 0.465
30/109 88.9 27.5 8.1 0.34 6.1 4.96 0.552 90.4 85.9 0.1 0.35 3.91 5.65 0.409 90.3 85.1 0.1 0.35 4.43 5.30 0.455
109/109 89.4 43.9 2.0 0.28 6.20 4.40 0.585 90.3 87.9 0.0 0.28 4.30 5.42 0.442 90.1 88.4 0.0 0.28 4.80 5.05 0.488
(β1, β2) = (−2, 1/2)
10/10 79.8 6.0 95.6 0.77 15.8 4.35 0.784 92.2 84.7 1.6 0.82 2.67 5.1 0.343 91.4 81.2 16.5 0.81 4.08 4.53 0.474
10/30 78.3 8.2 89.9 0.74 17.74 4.00 0.816 92.3 82.4 2.8 0.80 2.78 4.87 0.364 91.4 80.1 26.3 0.80 4.23 4.38 0.491
10/109 76.4 8.2 83.0 0.73 19.68 3.89 0.835 92.4 83.0 8.3 0.79 2.83 4.78 0.372 91.4 81.6 28.2 0.79 4.29 4.32 0.498
30/30 86.6 17.0 57.4 0.48 9.62 3.81 0.717 91.1 85.9 0.3 0.49 3.86 5.02 0.435 90.6 85.4 0.9 0.48 4.88 4.50 0.521
30/109 85.5 22.5 60.6 0.46 10.89 3.61 0.751 91.3 86.5 0.4 0.47 3.97 4.73 0.457 90.7 85.0 1.8 0.47 5.05 4.26 0.543
109/109 89.0 49.2 7.8 0.26 6.91 4.05 0.630 90.4 88.1 0.0 0.26 4.52 5.07 0.471 90.2 86.7 0.0 0.26 5.10 4.68 0.521
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Tabela 2.7: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald. Nı´vel
de confianc¸a 1− α = 90%.
Me´todo: Wald variante-3 variante-4
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 93.0 85.0 0.5 0.60 1.64 5.32 0.236 93.0 85.0 0.5 0.60 1.64 5.32 0.236
10/30 92.6 85.4 1.2 0.49 2.33 5.12 0.313 92.3 85.2 0.4 0.48 2.22 5.45 0.290
10/109 93.0 81.7 3.5 0.44 2.63 4.41 0.374 92.7 88.3 0.0 0.43 2.22 5.13 0.302
30/30 91.1 87.4 0.4 0.34 3.37 5.58 0.376 91.1 87.4 0.4 0.34 3.37 5.58 0.376
30/109 90.9 87.5 0.0 0.27 3.87 5.21 0.426 91.0 87.2 0.0 0.27 3.52 5.49 0.390
109/109 90.3 88.3 0.0 0.18 4.35 5.39 0.447 90.3 88.3 0.0 0.18 4.35 5.39 0.447
(β1, β2) = (1/2, 1/2)
10/10 93.1 85.5 0.6 0.30 1.63 5.30 0.235 93.1 85.5 0.6 0.30 1.63 5.30 0.235
10/30 92.5 84.9 0.9 0.24 2.34 5.13 0.313 92.3 85.0 0.5 0.24 2.22 5.46 0.289
10/109 92.9 81.8 3.4 0.22 2.65 4.44 0.374 92.6 88.1 0.0 0.22 2.22 5.16 0.301
30/30 91.1 87.5 0.5 0.17 3.36 5.57 0.376 91.1 87.5 0.5 0.17 3.36 5.57 0.376
30/109 90.9 87.3 0.0 0.14 3.88 5.20 0.427 91.0 86.3 0.1 0.14 3.52 5.50 0.390
109/109 90.3 88.3 0.0 0.09 4.35 5.40 0.446 90.3 88.3 0.0 0.09 4.35 5.40 0.446
(β1, β2) = (1, 2)
10/10 93.2 84.5 2.4 0.95 1.84 4.98 0.270 93.0 80.0 1.4 0.95 1.48 5.56 0.210
10/30 92.0 85.9 0.1 0.65 2.97 5.05 0.370 92.0 84.3 0.1 0.65 2.88 5.12 0.360
10/109 92.3 85.2 0.7 0.49 3.09 4.63 0.400 92.1 88.0 0.0 0.49 3.14 4.75 0.398
30/30 91.2 86.9 0.0 0.54 3.82 5.03 0.432 91.2 83.2 0.5 0.54 3.22 5.61 0.365
30/109 90.7 88.4 0.0 0.35 4.16 5.19 0.445 90.6 88.4 0.0 0.35 4.15 5.21 0.443
109/109 90.3 88.9 0.0 0.28 4.67 5.04 0.481 90.3 84.4 0.1 0.28 4.24 5.43 0.439
(β1, β2) = (−2, 1/2)
10/10 93.3 81.8 9.3 0.87 2.27 4.42 0.339 93.1 84.3 0.2 0.86 1.36 5.54 0.197
10/30 93.2 81.5 14.2 0.84 2.45 4.36 0.360 93.1 88.4 0.0 0.83 1.39 5.53 0.201
10/109 93.2 81.6 14.1 0.84 2.50 4.32 0.366 93.2 88.4 0.0 0.82 1.37 5.46 0.201
30/30 91.3 86.5 0.3 0.49 4.22 4.46 0.486 91.5 84.2 0.1 0.49 3.05 5.49 0.357
30/109 91.4 85.2 1.5 0.48 4.35 4.26 0.505 91.7 87.4 0.1 0.48 3.01 5.32 0.361
109/109 90.4 88.3 0.0 0.26 4.94 4.68 0.514 90.5 86.0 0.2 0.26 4.10 5.40 0.432
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Tabela 2.8: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-score, Wilson-score-Yu e Peskun. Nı´vel de confianc¸a 1− α = 90% .
Me´todo: Newcombe-score Wilson-score-Yu Peskun
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 90.7 80.4 9.2 0.56 3.09 6.19 0.333 90.5 74.4 10.7 0.55 3.13 6.33 0.331 93.1 80.4 4.5 0.62 3.02 3.89 0.437
10/30 90.7 82.2 0.6 0.46 3.30 6.01 0.354 90.5 81.6 1.1 0.45 3.34 6.15 0.352 93.9 83.2 0.1 0.54 2.67 3.45 0.437
10/109 90.8 82.2 0.8 0.40 3.27 5.89 0.357 90.6 78.4 1.2 0.40 3.32 6.10 0.353 94.6 87.6 0.0 0.52 2.35 3.08 0.433
30/30 90.3 86.0 2.1 0.33 3.88 5.80 0.401 90.2 72.9 2.7 0.33 3.91 5.86 0.400 93.0 86.4 1.7 0.37 3.27 3.76 0.465
30/109 90.3 87.8 0.0 0.27 4.01 5.66 0.415 90.2 77.1 0.1 0.26 4.04 5.73 0.414 94.0 87.9 0.0 0.31 2.80 3.23 0.464
109/109 90.1 87.1 0.0 0.18 4.44 5.46 0.449 90.1 72.5 0.0 0.18 4.46 5.48 0.449 92.9 86.0 0.1 0.20 3.42 3.66 0.483
(β1, β2) = (1/2, 1/2)
10/10 90.7 83.0 9.0 0.28 3.08 6.18 0.332 90.6 73.7 10.6 0.28 3.12 6.31 0.331 93.1 83.2 4.3 0.31 3.02 3.90 0.436
10/30 90.7 86.4 0.6 0.23 3.30 6.03 0.354 90.5 78.3 1.1 0.23 3.34 6.16 0.352 93.8 82.4 0.2 0.27 2.69 3.49 0.436
10/109 90.8 83.6 0.8 0.20 3.27 5.90 0.356 90.6 82.6 1.3 0.20 3.32 6.11 0.352 94.5 88.3 0.0 0.26 2.37 3.12 0.432
30/30 90.3 85.7 1.9 0.17 3.88 5.78 0.402 90.2 75.6 2.3 0.17 3.91 5.85 0.401 93.0 86.5 1.6 0.19 3.27 3.75 0.466
30/109 90.3 87.7 0.0 0.13 4.01 5.65 0.415 90.2 77.3 0.1 0.13 4.04 5.72 0.414 93.9 88.5 0.0 0.16 2.82 3.26 0.464
109/109 90.1 87.2 0.1 0.09 4.45 5.45 0.449 90.1 86.0 0.1 0.09 4.46 5.47 0.449 92.9 86.0 0.1 0.10 3.41 3.66 0.483
(β1, β2) = (1, 2)
10/10 90.8 83.9 3.0 0.87 2.92 6.29 0.317 90.6 79.4 4.5 0.86 2.97 6.44 0.316 93.5 85.7 0.9 0.98 2.61 3.92 0.400
10/30 90.5 84.9 0.9 0.61 3.75 5.76 0.395 90.4 78.3 1.7 0.61 3.79 5.84 0.393 92.9 86.1 0.3 0.69 3.21 3.85 0.454
10/109 90.6 86.4 0.3 0.46 3.97 5.4 0.423 90.5 85.4 0.5 0.46 4.03 5.50 0.423 94.1 86.6 0.0 0.57 2.77 3.18 0.465
30/30 90.4 84.0 0.1 0.52 3.80 5.81 0.396 90.3 75.9 0.2 0.52 3.84 5.89 0.394 93.4 87.6 0.0 0.59 2.94 3.68 0.444
30/109 90.2 87.7 0.0 0.35 4.34 5.44 0.444 90.2 77.1 0.0 0.34 4.37 5.48 0.444 93.0 88.4 0.0 0.39 3.33 3.65 0.477
109/109 90.1 88.8 0.0 0.28 4.41 5.47 0.446 90.1 87.8 0.0 0.28 4.42 5.49 0.446 93.3 88.9 0.0 0.32 3.14 3.52 0.472
(β1, β2) = (−2, 1/2)
10/10 90.9 84.3 1.7 0.79 2.83 6.30 0.310 90.6 77.2 3.4 0.78 2.88 6.56 0.305 93.7 83.0 0.5 0.91 2.32 3.98 0.368
10/30 91.0 83.1 4.2 0.76 2.79 6.24 0.309 90.6 77.2 7.2 0.76 2.84 6.56 0.302 94.3 86.4 0.1 0.97 2.09 3.56 0.370
10/109 91.0 84.2 9.2 0.75 2.78 6.20 0.310 90.6 77.2 13.6 0.75 2.83 6.57 0.301 94.7 88.3 0.0 1.01 1.99 3.34 0.373
30/30 90.4 87.0 0.2 0.48 3.74 5.84 0.390 90.3 82.6 0.5 0.48 3.78 5.96 0.388 93.6 87.4 0.0 0.55 2.73 3.67 0.426
30/109 90.5 86.9 0.3 0.46 3.72 5.81 0.390 90.3 78.6 0.9 0.46 3.75 5.99 0.385 94.4 87.6 0.0 0.58 2.42 3.23 0.428
109/109 90.2 87.8 0.0 0.26 4.36 5.48 0.443 90.1 85.6 0.0 0.25 4.38 5.52 0.442 97.0 94.7 0.0 0.35 1.31 1.65 0.442
2.9. SIMULAC¸O˜ES REALIZADAS 69
ICs de Wald: variantes-0,1,2,3,4
Nı´vel de confianc¸a 99% (Tabelas 2.9 e 2.10)
• A variante-0 apresenta, para este n´ıvel de confianc¸a, um desempenho semelhante ao
que apresenta para o n´ıvel de confianc¸a 95%, com excec¸a˜o da localizac¸a˜o intervalar, que
passa a ser demasiado distal quando existe equil´ıbrio entre os pesos e extremamente
distal quando existe um maior desequil´ıbrio entre os pesos;
• As variantes-1, 2, para este n´ıvel de confianc¸a, deixam de ser ta˜o similares como eram
para os n´ıveis de confianc¸a 90% e 95%. As variantes passam a ser estritamente conser-
vativas. A percentagem de falhas diminui no caso da variante-1, enquanto a variante-2
deixa de ter falhas. A maior discrepaˆncia entre estas duas variantes verifica-se em ter-
mos de localizac¸a˜o intervalar. Quando ni = (10, 10) ou ni = (10, 30), a variante-2 passa
a ser extremamente mesial. De salientar que, para todos os tamanhos de amostras,
os valores de Qmean da variante-1 passaram a ser superiores aos valores de Qmean da
variante-2;
• As variantes-3, 4 tornam-se ligeiramente conservativas para este n´ıvel de confianc¸a. A
variante-3 deixa de ter falhas e a variante-4 passa a falhar so´ um pouco. A localizac¸a˜o
intervalar revela-se mesialmente e distalmente na˜o-satisfato´ria para este n´ıvel de con-
fianc¸a.
ICs de Newcombe-score, Wilson-score-Yu e Peskun
Nı´vel de confianc¸a 99% (Tabela 2.11)
• O me´todo de Newcombe-score torna-se estritamente liberal (valores de Rmean ≤ 99.0%)
para este n´ıvel de confianc¸a. A localizac¸a˜o intervalar passa a ser demasiado mesial
quando ni = (109, 109) e extremamente mesial quando ni = (10, 10) ou ni = (30, 30).
As concluso˜es sobre a percentagem de falhas e os comprimentos dos ICs sa˜o similares
a`s obtidas para os outros dois n´ıveis de confianc¸a;
• O me´todo de Wilson-score-Yu torna-se ligeiramente liberal na maioria dos casos, exceto
quando ni = (10, 10) ou ni = (10, 109), situac¸a˜o em que e´ muito liberal. A percentagem
de falhas aumentou, na maioria dos casos, relativamente ao verificado para os outros
dois n´ıveis de confianc¸a. Os comprimentos dos ICs e a localizac¸a˜o intervalar continua
a manter-se ideˆntica a` do me´todo de Newcombe-score;
7
0
C
A
P
I´T
U
L
O
2
.
IN
T
E
R
V
A
L
O
S
D
E
C
O
N
F
IA
N
C¸
A
P
A
R
A
U
M
A
C
O
M
B
IN
A
C¸
A˜
O
L
IN
E
A
R
D
E
D
U
A
S
P
R
O
P
O
R
C¸
O˜
E
S
Tabela 2.9: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald. Nı´vel de confianc¸a 1− α = 99% .
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 93.9 2.9 68.4 0.84 3.55 2.56 0.581 99.2 97.0 0.0 0.88 0.22 0.59 0.270 99.3 96.7 0.0 0.87 0.06 0.66 0.087
10/30 94.5 7.0 85.4 0.70 3.49 2.04 0.631 99.1 95.9 0.1 0.72 0.32 0.57 0.360 99.3 97.4 0.0 0.72 0.13 0.59 0.181
10/109 91.4 14.4 93.4 0.62 6.29 2.33 0.729 99.0 95.8 0.2 0.65 0.44 0.55 0.445 99.3 97.7 0.0 0.65 0.20 0.45 0.305
30/30 97.7 8.5 10.1 0.52 1.46 0.82 0.641 99.1 97.4 0.0 0.53 0.36 0.58 0.382 99.1 98.0 0.0 0.53 0.19 0.67 0.220
30/109 97.5 22.9 12.9 0.41 1.66 0.79 0.678 99.0 96.7 0.0 0.42 0.47 0.53 0.468 99.2 98.3 0.0 0.42 0.28 0.56 0.331
109/109 98.7 27.5 1.2 0.28 0.80 0.50 0.613 99.0 97.9 0.0 0.28 0.44 0.55 0.443 99.0 98.4 0.0 0.28 0.32 0.63 0.338
(β1, β2) = (1/2, 1/2)
10/10 93.8 6.0 69.1 0.42 3.45 2.72 0.560 99.2 97.0 0.0 0.44 0.22 0.59 0.271 99.3 96.9 0.0 0.44 0.06 0.66 0.088
10/30 94.5 9.9 85.8 0.35 3.45 2.07 0.626 99.1 95.5 0.2 0.36 0.32 0.57 0.359 99.3 97.3 0.0 0.36 0.13 0.59 0.180
10/109 91.5 14.2 93.3 0.31 6.29 2.25 0.737 99.0 95.8 0.2 0.33 0.44 0.55 0.444 99.3 97.7 0.0 0.32 0.20 40.46 0.303
30/30 97.7 17.0 10.2 0.26 1.42 0.88 0.617 99.1 97.3 0.0 0.26 0.36 0.58 0.382 99.1 97.9 0.0 0.26 0.19 0.67 0.220
30/109 97.6 27.8 12.7 0.21 1.63 0.79 0.673 99.0 97.1 0.0 0.21 0.47 0.53 0.471 99.2 98.2 0.0 0.21 0.28 0.56 0.332
109/109 98.7 49.3 1.1 0.14 0.78 0.51 0.605 99.0 97.6 0.0 0.14 0.44 0.55 0.442 99.1 98.4 0.0 0.14 0.32 0.63 0.338
(β1, β2) = (1, 2)
10/10 92.3 6.0 96.5 1.30 6.21 1.40 0.816 99.1 96.3 0.2 1.38 0.31 0.57 0.353 99.3 97.1 0.0 1.37 0.09 0.58 0.134
10/30 96.4 9.9 29.3 0.95 2.52 1.10 0.695 99.1 96.4 0.1 0.97 0.35 0.53 0.398 99.2 97.2 0.0 0.97 0.18 0.63 0.218
10/109 95.3 14.2 75.9 0.72 2.77 1.92 0.590 99.1 95.8 0.1 0.74 0.38 0.53 0.415 99.3 97.7 0.0 0.73 0.22 0.53 0.294
30/30 97.2 17.0 17.7 0.82 2.28 0.53 0.811 99.0 96.7 0.0 0.83 0.52 0.47 0.524 99.2 98.0 0.0 0.83 0.27 0.55 0.328
30/109 98.3 27.8 4.5 0.54 1.08 0.61 0.638 99.0 97.2 0.0 0.54 0.44 0.53 0.454 99.1 98.2 0.0 0.54 0.30 0.60 0.336
109/109 98.6 49.3 1.7 0.44 1.06 0.38 0.734 99.0 97.5 0.0 0.44 0.55 0.45 0.550 99.1 98.3 0.0 0.44 0.40 0.53 0.429
(β1, β2) = (−2, 1/2)
10/10 88.9 6.0 98.3 1.16 10.02 1.04 0.906 99.0 95.5 0.6 1.26 0.48 0.53 0.474 99.3 97.4 0.0 1.26 0.15 0.51 0.223
10/30 86.9 9.9 95.7 1.14 12.34 0.79 0.940 98.9 95.7 1.2 1.23 0.54 0.53 0.503 99.3 97.7 0.0 1.23 0.17 0.49 0.252
10/109 84.4 8.2 94.3 1.12 14.89 0.74 0.953 98.9 96.0 4.4 1.22 0.56 0.52 0.516 99.3 97.7 0.0 1.22 0.18 0.48 0.267
30/30 95.9 17.0 41.3 0.74 3.66 0.43 0.895 98.9 96.5 0.0 0.76 0.70 0.39 0.644 99.2 98.2 0.0 0.76 0.36 0.44 0.453
30/109 94.7 22.7 45.4 0.72 4.94 0.37 0.930 98.9 97.3 0.0 0.74 0.76 0.37 0.672 99.2 98.3 0.0 0.74 0.39 0.41 0.488
109/109 98.2 49.3 6.2 0.40 1.48 0.32 0.820 99.0 97.5 0.0 0.40 0.68 0.37 0.645 99.1 98.7 0.0 0.40 0.48 0.43 0.525
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Tabela 2.10: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald. Nı´vel
de confianc¸a 1− α = 99% .
Me´todo: Wald variante-3 variante-4
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 99.4 96.7 0.0 0.92 0.02 0.60 0.039 99.4 96.7 0.0 0.92 0.02 0.60 0.039
10/30 99.4 97.6 0.0 0.75 0.08 0.54 0.132 99.2 95.6 0.7 0.73 0.10 0.75 0.114
10/109 99.5 98.0 0.0 0.67 0.14 0.40 0.256 99.1 96.5 0.2 0.64 0.15 0.76 0.162
30/30 99.2 98.1 0.0 0.54 0.16 0.66 0.198 99.2 98.1 0.0 0.54 0.16 0.66 0.198
30/109 99.2 98.5 0.0 0.43 0.25 0.55 0.315 99.1 96.8 0.0 0.43 0.22 0.68 0.245
109/109 99.1 98.6 0.0 0.28 0.31 0.63 0.332 99.1 98.6 0.0 0.28 0.31 0.63 0.332
(β1, β2) = (1/2, 1/2)
10/10 99.4 96.9 0.0 0.46 0.02 0.59 0.038 99.4 96.9 0.0 0.46 0.02 0.59 0.038
10/30 99.4 97.6 0.0 0.38 0.08 0.54 0.130 99.2 95.6 0.8 0.37 0.09 0.74 0.111
10/109 99.5 97.9 0.0 0.34 0.14 0.41 0.251 99.1 96.6 0.2 0.32 0.14 0.75 0.156
30/30 99.2 98.0 0.0 0.27 0.16 0.66 0.198 99.2 98.0 0.0 0.27 0.16 0.66 0.198
30/109 99.2 98.4 0.0 0.21 0.26 0.56 0.315 99.1 96.6 0.0 0.21 0.22 0.68 0.243
109/109 99.1 98.5 0.0 0.14 0.31 0.63 0.331 99.1 98.5 0.0 0.14 0.31 0.63 0.331
(β1, β2) = (1, 2)
10/10 99.4 97.2 0.0 1.45 0.03 0.52 0.053 99.3 94.5 1.2 1.42 0.02 0.71 0.028
10/30 99.3 97.2 0.0 1.00 0.14 0.60 0.184 99.3 97.0 0.0 1.01 0.12 0.60 0.161
10/109 99.3 98.3 0.0 0.76 0.18 0.48 0.269 99.1 96.6 0.1 0.74 0.25 0.62 0.290
30/30 99.2 98.2 0.0 0.85 0.23 0.55 0.298 99.1 95.6 0.3 0.85 0.15 0.73 0.171
30/109 99.1 98.3 0.0 0.55 0.29 0.60 0.326 99.1 98.2 0.0 0.55 0.28 0.60 0.321
109/109 99.1 98.3 0.0 0.44 0.39 0.53 0.424 99.0 96.5 0.1 0.44 0.29 0.67 0.307
(β1, β2) = (−2, 1/2)
10/10 99.5 97.9 0.0 1.32 0.03 0.48 0.068 99.2 95.2 0.2 1.26 0.01 0.77 0.012
10/30 99.5 97.9 0.0 1.29 0.05 0.47 0.096 99.2 97.2 0.0 1.21 0.01 0.79 0.015
10/109 99.5 97.9 0.0 1.27 0.06 0.47 0.113 99.2 97.2 0.0 1.20 0.01 0.79 0.015
30/30 99.3 98.5 0.0 0.78 0.32 0.43 0.422 99.2 97.4 0.0 0.77 0.13 0.70 0.155
30/109 99.2 98.3 0.0 0.76 0.35 0.41 0.459 99.2 98.7 0.0 0.75 0.13 0.67 0.158
109/109 99.1 98.8 0.0 0.40 0.47 0.43 0.520 99.1 96.1 0.1 0.41 0.27 0.65 0.294
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Tabela 2.11: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-score, Wilson-score-Yu e Peskun. Nı´vel de confianc¸a 1−α = 99% .
Me´todo: Newcombe-score Wilson-score-Yu Peskun
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
(β1, β2) = (1,−1)
10/10 98.8 90.0 6.1 0.82 0.11 1.13 0.091 97.8 47.0 10.6 0.80 0.11 2.13 0.051 99.5 90.0 0.3 0.91 0.12 0.43 0.210
10/30 98.8 90.7 2.8 0.68 0.17 1.02 0.144 98.1 50.0 8.1 0.67 0.18 1.74 0.091 99.6 98.5 0.0 0.81 0.13 0.32 0.292
10/109 98.8 92.2 2.0 0.60 0.23 1.01 0.184 97.6 52.5 19.4 0.58 0.29 2.09 0.121 99.6 98.9 0.0 0.81 0.13 0.24 0.349
30/30 99.0 91.4 1.0 0.52 0.20 0.85 0.189 98.7 37.0 3.2 0.51 0.21 1.13 0.155 99.4 91.5 0.0 0.57 0.18 0.38 0.322
30/109 98.9 93.1 0.4 0.41 0.26 0.80 0.248 98.7 49.7 2.4 0.41 0.28 1.02 0.213 99.5 98.9 0.0 0.49 0.18 0.28 0.390
109/109 99.0 92.8 0.1 0.28 0.31 0.68 0.317 98.9 66.1 0.4 0.28 0.32 0.74 0.305 99.4 95.8 0.0 0.31 0.23 0.34 0.407
(β1, β2) = (1/2, 1/2)
10/10 98.8 88.8 5.9 0.41 0.11 1.13 0.089 97.9 47.1 10.5 0.40 0.11 2.03 0.052 99.5 88.8 0.2 0.46 0.11 0.44 0.207
10/30 98.8 90.9 2.5 0.34 0.17 1.00 0.142 98.2 37.3 7.9 0.33 0.17 1.66 0.094 99.5 98.5 0.0 0.41 0.13 0.32 0.291
10/109 98.8 91.8 1.6 0.30 0.22 1.00 0.181 97.7 53.0 19.4 0.29 0.29 1.99 0.127 99.6 99.0 0.0 0.40 0.13 0.25 0.345
30/30 99.0 90.9 0.8 0.26 0.20 0.83 0.191 98.7 36.3 3.0 0.26 0.21 1.08 0.161 99.4 95.1 0.0 0.29 0.18 0.38 0.326
30/109 98.9 94.5 0.3 0.21 0.26 0.79 0.248 98.7 57.9 1.9 0.20 0.27 1.00 0.215 99.5 98.7 0.0 0.24 0.18 0.28 0.389
109/109 99.0 95.1 0.1 0.14 0.31 0.67 0.318 98.9 36.7 0.4 0.14 0.32 0.73 0.306 99.4 97.9 0.0 0.16 0.23 0.34 0.408
(β1, β2) = (1, 2)
10/10 98.7 89.5 5.1 1.28 0.10 1.16 0.080 97.6 50.5 12.1 1.25 0.10 2.28 0.043 99.5 97.6 0.0 1.45 0.10 0.41 0.194
10/30 98.9 91.6 2.0 0.93 0.19 0.93 0.172 98.4 37.3 5.5 0.92 0.20 1.40 0.127 99.4 97.4 0.0 1.04 0.16 0.39 0.287
10/109 98.8 91.8 0.9 0.70 0.33 0.83 0.283 98.4 43.1 5.0 0.69 0.38 1.20 0.238 99.6 98.7 0.0 0.88 0.16 0.26 0.381
30/30 98.9 92.6 1.0 0.81 0.20 0.87 0.184 98.6 37.8 3.7 0.80 0.21 1.20 0.146 99.5 98.7 0.0 0.91 0.17 0.35 0.322
30/109 99.0 94.5 0.3 0.54 0.30 0.71 0.296 98.9 41.6 1.2 0.53 0.31 0.83 0.274 99.5 98.8 0.0 0.60 0.21 0.33 0.389
109/109 99.0 96.6 0.1 0.44 0.31 0.70 0.307 98.9 43.9 0.5 0.43 0.32 0.77 0.291 99.5 98.8 0.0 0.49 0.21 0.31 0.406
(β1, β2) = (−2, 1/2)
10/10 98.7 91.2 5.6 1.15 0.08 1.20 0.064 96.7 48.7 19.4 1.12 0.09 3.25 0.026 99.5 98.3 0.0 1.34 0.08 0.41 0.159
10/30 98.7 91.3 5.0 1.12 0.08 1.18 0.063 95.9 48.7 19.7 1.08 0.08 4.05 0.02 99.6 98.8 0.0 1.45 0.07 0.33 0.180
10/109 98.7 91.3 6.0 1.10 0.08 1.17 0.063 94.7 48.7 18.8 1.06 0.08 5.24 0.016 99.6 98.9 0.0 1.56 0.07 0.29 0.192
30/30 98.9 92.2 1.3 0.73 0.19 0.92 0.173 98.2 42.4 8.8 0.72 0.20 1.57 0.114 99.5 98.7 0.0 0.84 0.15 0.35 0.302
30/109 98.9 94.0 1.1 0.71 0.19 0.93 0.171 97.8 42.4 11.1 0.70 0.20 2.05 0.090 99.6 98.9 0.0 0.89 0.14 0.29 0.324
109/109 99.0 94.5 0.1 0.40 0.30 0.73 0.295 98.8 50.7 1.3 0.40 0.31 0.88 0.261 99.5 98.8 0.0 0.46 0.20 0.31 0.395
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• O me´todo de Peskun apresenta, para este n´ıvel de confianc¸a, um desempenho seme-
lhante ao que apresenta para o n´ıvel de confianc¸a 95%, excetuando a localizac¸a˜o inter-
valar, que tende agora a ser extremamente mesial quando ni = (10, 10) ou demasiado
mesial para alguns outros casos.
2.10 Recomendac¸o˜es para a selec¸a˜o do melhor me´todo
A selec¸a˜o do melhor me´todo ou me´todos para combinac¸o˜es lineares de k = 2 proporc¸o˜es e´
feita de acordo com os crite´rios que foram estabelecidos na Secc¸a˜o 1.6 desta tese para o caso
de uma proporc¸a˜o. Salienta-se que o me´todo de Wilson-score-Yu, aplicado ao caso k = 2, para
o n´ıvel de confianc¸a 95% e quando ni = (109, 109), apresenta um comportamento ana´logo
ao que teve no caso k = 1. De qualquer forma, este me´todo na˜o apresenta, na maioria dos
cena´rios, um melhor desempenho do que os me´todos de Wald ajustados e do que o me´todo
de Newcombe-score. Com excec¸a˜o do me´todo de Wald cla´ssico, o me´todo de Wilson-score-Yu
e´ aquele que tem maior percentagem de falhas.
Tendo em considerac¸a˜o os tamanhos das amostras, recomendam-se para os n´ıveis de confianc¸a
90%, 95% e 99% os me´todos indicados na Tabela 2.12 por ordem decrescente de importaˆncia.
Tabela 2.12: Recomendac¸a˜o de me´todos para combinac¸o˜es lineares de k = 2 proporc¸o˜es.
Me´todos recomendados, por ordem decrescente de importaˆncia
n1 / n2 95% 90% 99%
10
10 Wald (variantes-3, 4) Wald (variantes-4, 3) Wald (variantes-2, 3)
30 Wald (variantes-3, 4) Wald (variantes-4, 3) Wald (variantes-2, 3)
109 Wald (variante-4) Wald (variante-4) Wald (variantes-2, 3)
30
30 Wald (variantes-3, 1, 2) Wald (variantes-3, 4) Wald (variantes-2, 3)
109
Wald (variante-3)
Wald (variantes-1, 2)
Newcombe-score
Wald (variante-4)
Newcombe-score
Wald (variantes-1, 3)
Wald (variantes-2, 1)
Wald (variantes-3, 4)
109 109
Wald (variantes-1, 2)
Wald (variante-3)
Newcombe-score
Wald (variantes-2, 1)
Wilson-score-Yu
Newcombe-score
Wald (variantes-3, 4)
Wald (variantes-3, 2)
Wald (variantes-1, 4)

Cap´ıtulo 3
Intervalos de confianc¸a para uma
combinac¸a˜o linear de k proporc¸o˜es
Sejam X1, . . . , Xk , k varia´veis aleato´rias independentes tais que
Xi ∼ Bin (ni, pi) , i = 1, . . . , k.
O valor esperado de Xi e´ E (Xi) = ni pi e a sua variaˆncia e´ v (Xi) = ni pi (1 − pi). O MLE
da proporc¸a˜o populacional pi, dado por
pˆi =
Xi
ni
, i = 1, . . . , k ,
e´ um estimador na˜o enviesado e consistente de pi. As estimativas emp´ıricas pˆi = xi/ni podem
assumir valores que variam de 0 a 1. Uma combinac¸a˜o linear de k proporc¸o˜es populacionais
pode ser expressa como
L =
k∑
i=1
βi pi , (3.1)
onde sa˜o conhecidos os coeficientes βi ∈ R\{0} e desconhecidas as proporc¸o˜es verdadeiras pi.
O suporte para L e´ o intervalo [
∑
βi<0
βi ;
∑
βi>0
βi ]. Diz-se que a combinac¸a˜o linear e´ um
contraste quando
∑k
i=1 βi = 0. O estimador de ML,
Lˆ =
k∑
i=1
βi pˆi , (3.2)
e´ um estimador na˜o enviesado e consistente de L. Atendendo ao Teorema do Limite Central,
para ni’s grandes e pi’s na˜o muito pro´ximos da fronteira, a distribuic¸a˜o de Lˆ sera´ aproxima-
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damente normal, com o valor esperado de Lˆ dado por
E
(
Lˆ
)
= E
(
k∑
i=1
βi pˆi
)
=
k∑
i=1
βi
1
ni
E (Xi) =
k∑
i=1
βi pi = L , (3.3)
e a variaˆncia por
v
(
Lˆ
)
= v
(
k∑
i=1
βi pˆi
)
=
k∑
i=1
β2i
1
n2i
v (Xi) =
k∑
i=1
β2i pi (1− pi)
ni
. (3.4)
Portanto,
Lˆ
a∼ N
(
L,
k∑
i=1
β2i pi (1− pi)
ni
)
.
Observe-se que
∑
βi<0
βi ≤ Lˆ ≤
∑
βi>0
βi, uma vez que 0 ≤ pˆi ≤ 1. Usando o modelo de
ML na˜o restrito (me´todo de Wald) ou os modelos restritos (me´todo de score), os ICs para L
podem ser constru´ıdos atrave´s da inversa˜o do teste bilateral
H0 : L = λ0 vs H1 : L 6= λ0 , (3.5)
onde λ0 e´ uma constante real pertencente ao suporte de L. A inversa˜o do teste (3.5) leva-nos
aos ICs de Wald e score dados porλ0 ∈
∑
βi<0
βi ,
∑
βi>0
βi
 : |Z| < zα/2
 . (3.6)
A estat´ıstica Z depende da escolha do me´todo, isto e´, da estat´ıstica de Wald (ZW ) para
os ICs de Wald e da estat´ıstica score (ZS) para os ICs de score. As duas estat´ısticas sa˜o
definidas como
ZW =
Lˆ− λ0√
vˆ(Lˆ)
e ZS =
Lˆ− λ0√
v¯(Lˆ)
, (3.7)
onde vˆ(Lˆ) e v¯(Lˆ) sa˜o estimativas da variaˆncia v(Lˆ) sob o modelo na˜o restrito e sob um modelo
restrito, respetivamente. Para construir os limites inferior e superior do IC (3.6) e´ necessa´rio
resolver a equac¸a˜o Z2 = z2α/2. Dependendo do estimador v(Lˆ) em (3.7), diferentes variantes
de ICs aproximados para L podem ser deduzidas. No IC de Wald cla´ssico, a variaˆncia e´
estimada usando a estimativa de ML na˜o restrita de L, enquanto que no IC de score cla´ssico
a variaˆncia e´ estimada usando a estimativa de ML restrita de L.
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3.1 Estimativa de ML na˜o restrita
A func¸a˜o de verosimilhanc¸a na˜o restrita de pi , i = 1, 2, . . . , k, para as observac¸o˜es (x1, x2, . . . , xk)
e´ definida por
L (p1, p2, . . . , pk | x1, x2, . . . , xk) =
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi .
A estimativa de ML na˜o restrita de pi, designada por pˆi, e´ um ponto cr´ıtico de L e pode ser
encontrada atrave´s da maximizac¸a˜o da func¸a˜o log-verosimilhanc¸a l, a qual e´ proporcional a
l ∝
k∑
i=1
[xi ln (pi) + (ni − xi) ln (1− pi)] .
A estimativa pˆi obte´m-se resolvendo o sistema de equac¸o˜es
d l
d pi
= 0 , ∀i = 1, . . . , k .
Calculando as derivadas e igualando-as a zero, obte´m-se
xi
pi
− ni − xi
1− pi = 0 ⇔
xi (1− pi)− (ni − xi) pi
pi (1− pi) = 0 ⇔ pi =
xi
ni
.
A estimativa de ML na˜o restrita de pi e´ dada por
pˆi =
xi
ni
, i = 1, 2, . . . , k .
3.2 Estimativa de ML restrita
Sob a hipo´tese nula H0 : L = λ0, a func¸a˜o de verosimilhanc¸a restrita de pi , i = 1, 2, . . . , k,
para as observac¸o˜es (x1, x2, . . . , xk) e´ definida como
L
(
p1, p2, . . . , pk | x1, x2, . . . , xk;
k∑
i=1
βi pi = λ0
)
=
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi .
Sem perda de generalidade, assume-se que, sob H0,
λ0 =
k−1∑
i=1
βi pi + βk pk ⇔ pk = 1
βk
(
λ0 −
k−1∑
i=1
βi pi
)
.
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No caso de Lˆ = λ0, a estimativa de ML restrita de pi, designada por p¯i0, e´ igual a` estimativa
na˜o restrita pˆi. No entanto, se Lˆ 6= λ0, p¯i0 sera´ um ponto cr´ıtico de L e pode ser encontrada
atrave´s da maximizac¸a˜o da func¸a˜o log-verosimilhanc¸a restrita l, a qual e´ proporcional a
l ∝
k∑
i=1
[xi ln (pi) + (ni − xi) ln (1− pi)] .
A estimativa p¯i0 obte´m-se resolvendo o sistema de equac¸o˜es
dl
dpi
=
∂l
∂pi
+
∂l
∂pk
dpk
dpi
= 0 , ∀ i = 1, 2, . . . , k − 1 .
Calculando as derivadas, tem-se
dl
pi
=
xi
pi
− ni − xi
1− pi +
(
xk
pk
− nk − xk
1− pk
)(
− βi
βk
)
, ∀ i = 1, . . . , k − 1 . (3.8)
Igualando (3.8) a zero e efetuando simplificac¸o˜es alge´bricas, obte´m-se
xi − nipi
βi pi (1− pi) =
xk − nkpk
βk pk (1− pk) ⇔
ni (pˆi − pi)
βi pi (1− pi) =
nk (pˆk − pk)
βk pk (1− pk) , ∀ i = 1, . . . , k − 1 .
Consequentemente, os pontos cr´ıticos de L satisfazem as k condic¸o˜es
ni (pˆi − pi)
βi pi (1− pi) = C , i = 1, . . . , k , (3.9)
onde C e´ uma constante na˜o nula a ser determinada. A equac¸a˜o (3.9) pode ser escrita na
forma
ni (pˆi − pi) = Cβi pi (1− pi) ⇔ Cβi p2i − (Cβi + ni) pi + nipˆi = 0 . (3.10)
Resolvendo a equac¸a˜o quadra´tica (3.10) em ordem a pi, os pontos cr´ıticos de L, para cada i,
sa˜o dados por
pi =
βiC + ni ±
√
(βiC + ni)
2 − 4βi nipˆiC
2βiC
=
βiC + ni ±Ri
2βiC
,
onde
Ri =
√
(βiC + ni)
2 − 4βi nipˆiC =
√
n2i + 2βinibiC + β
2
i C
2 , (3.11)
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com bi = 1− 2pˆi. Prova-se que apenas o ponto cr´ıtico
pi =
βiC + ni −Ri
2βiC
maximiza a func¸a˜o de verosimilhanc¸a restrita L (para mais detalhes ver Mart´ın Andre´s et al.
(2011)), o que significa que a estimativa de ML restrita p¯i0, em termos da constante C 6= 0,
e´ dada por
p¯i0 =
ni + βiC −Ri
2βiC
(3.12)
e e´ a u´nica estimativa que verifica a equac¸a˜o
ni (pˆi − p¯i0)
βi p¯i0 (1− p¯i0) = C , i = 1, . . . , k . (3.13)
Adicionalmente, somando ambos os membros da equac¸a˜o (3.12) desde i = 1 ate´ k, obte´m -se
k∑
i=1
(ni + βiC −Ri) =
k∑
i=1
2βip¯i0C ⇔ n+ CB −
k∑
i=1
Ri − 2C
k∑
i=1
βip¯i0 = 0 , (3.14)
onde B =
∑k
i=1 βi e n =
∑k
i=1 ni. Tendo em conta que a estimativa de ML restrita de pi,
para todo o i, foi obtida sob a hipo´tese H0 :
∑k
i=1βi pi = λ0, enta˜o L¯ =
∑k
i=1 βip¯i0 = λ0 . A
partir da equac¸a˜o (3.14) obte´m-se que a constante C e´ soluc¸a˜o da equac¸a˜o
y(C) = n+ (B − 2λ0)C −
k∑
i=1
Ri = 0 . (3.15)
Demonstra-se que a soluc¸a˜o da equac¸a˜o (3.15) e´ a u´nica na˜o nula, C = C0 > 0 quando Lˆ > λ0
e C = C0 < 0 quando Lˆ < λ0. A constante C pode ser expressa de diversas formas, como
por exemplo,
C =
Lˆ− λ0
v¯(Lˆ)
=
1
k
k∑
i=1
ni (pˆi − p¯i0)
βip¯i0 (1− p¯i0) =
∑k
i=1 ni(pˆi − p¯i0)∑k
i=1 βip¯i0 (1− p¯i0)
=
1
B
k∑
i=1
ni(pˆi − p¯i0)
p¯i0 (1− p¯i0) , (3.16)
onde
v¯(Lˆ) =
k∑
i=1
β2i p¯i0 (1− p¯i0)
ni
.
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Para provar a primeira igualdade em (3.16), basta somar ambos os membros da equac¸a˜o
(3.13) desde i = 1 ate´ k, obtendo-se
k∑
i=1
βipˆi −
k∑
i=1
βip¯i0 =
k∑
i=1
β2i p¯i0 (1− p¯i0)
ni
C. (3.17)
Tendo em conta que L¯ = λ0, resulta enta˜o de (3.17) que
C =
Lˆ− λ0
v¯(Lˆ)
. (3.18)
Fazendo um racioc´ınio ana´logo ao anterior, provam-se as restantes igualdades em (3.16).
3.3 Intervalo de Wald cla´ssico
O IC de Wald cla´ssico e´ obtido estimando-se a variaˆncia (3.4) por
vˆ(Lˆ) =
k∑
i=1
β2i pˆi (1− pˆi)
ni
.
Substituindo vˆ(Lˆ) em (3.7) e resolvendo a equac¸a˜o Z2W = z
2
α/2 em ordem a λ0, os limites do
IC de Wald cla´ssico a 100(1− α)% de confianc¸a para L sa˜o dados por
Lˆ ∓ zα/2
√
vˆ(Lˆ) . (3.19)
3.4 Intervalo de score cla´ssico
Como foi visto na Secc¸a˜o 3.2, a estimativa de ML restrita de pi (3.12) e´ dada pela expressa˜o
p¯i0 = (ni + βiC −Ri)/2βiC , onde Ri =
√
n2i + 2βinibiC + β
2
i C
2 , bi = 1 − 2pˆi e C e´ uma
constante que e´ soluc¸a˜o da equac¸a˜o y(C) = n+ (B − 2λ0)C −
∑k
i=1Ri = 0 . Considerando a
estat´ıstica Z2S =
(
Lˆ− λ0
)2
/ v¯(Lˆ), a variaˆncia estimada v¯(Lˆ) e´ dada por
v¯(Lˆ) =
k∑
i=1
β2i p¯i0 (1− p¯i0)
ni
.
Na˜o e´ poss´ıvel obter os limites do IC de score cla´ssico resolvendo analiticamente a equac¸a˜o
Z2S = z
2
α/2 em ordem a λ0. No entanto, atendendo a (3.18) e´ fa´cil ver que a constante C pode
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ser escrita como
C =
Z2S
Lˆ− λ0
, Lˆ 6= λ0 . (3.20)
Resolvendo (3.20) em ordem a λ0 e considerando Z
2
S = z
2
α/2 , tem-se λ0 = Lˆ −
z2α/2
C
. Subs-
tituindo este valor na expressa˜o (3.15), verifica-se que a constante C tambe´m e´ soluc¸a˜o da
equac¸a˜o equivalente
n+
(
B − 2Lˆ
)
C + 2 z2α/2 −
k∑
i=1
Ri = 0 . (3.21)
Resolvendo a equac¸a˜o (3.21) em ordem a C atrave´s de um me´todo nume´rico, obteˆm-se as
soluc¸o˜es C− > 0 (quando Lˆ > λ0) e C+ < 0 (quando Lˆ < λ0). Sa˜o enta˜o encontrados dois
limites para λ0 : λ− = Lˆ − z2α/2/C− e λ+ = Lˆ + z2α/2/C+. Uma vez que 0 ≤ pˆi ≤ 1,
a condic¸a˜o extra
∑
βi<0
βi ≤ λ− < Lˆ < λ+ ≤
∑
βi>0
βi tera´ que se verificar. Assim sendo,
os limites inferior e superior do IC de score cla´ssico a 100(1− α)% de confianc¸a para L veˆm
dados por
max
∑
βi<0
βi, λ−
 e min
λ+,∑
βi>0
βi
 , (3.22)
respetivamente.
3.5 Aproximac¸o˜es ao IC de score cla´ssico
Embora os procedimentos nume´ricos para a obtenc¸a˜o dos valores de C na equac¸a˜o (3.21)
parec¸am ser computacionalmente expeditos quando se calculam os limites de confianc¸a (3.22),
teˆm o inconveniente de na˜o fornecerem expresso˜es expl´ıcitas para os limites e para o centro
do IC. A fim de se estabelecerem fo´rmulas aproximadas para os limites e para o centro do
IC, podem considerar-se aproximac¸o˜es da expressa˜o (3.11) usando a expansa˜o em se´rie de
MacLaurin.
Fazendo a expansa˜o de Ri(C) =
√
n2i + 2βinibiC + β
2
i C
2 , bi = 1 − 2pˆi , em se´rie de
MacLaurin ate´ a` ordem O(1/n2i ),
Ri(C) ≈ Ri(0) +R′i(0)C +
1
2
R
′′
i (0)C
2 +
1
6
R
′′′
i (0)C
3 ,
obte´m-se, apo´s algumas simplificac¸o˜es alge´bricas,
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Ri(C) ≈

ni + βibiC +
2β2i pˆiqˆi
ni
C2 − 2β
3
i pˆiqˆi bi
n2i
C3 , se 0 < pˆi < 1
−(ni + biβiC) , se (bi = ∓1) ∧ (biβiC < 0)
(3.23)
com bi = 1 − 2pˆi e qˆi = 1 − pˆi. Note-se que o segundo ramo de (3.23) aborda os dois casos
extremais pˆi = 0, 1. Mais concretamente, a condic¸a˜o de fronteira (bi = ∓1 ∧ biβiC < 0) e´
equivalente a
(pˆi = 0 ∨ pˆi = 1) ∧ biβiC < 0 .
De (3.20) tem-se que C(Lˆ − λ0) = Z2S > 0, pelo que a condic¸a˜o de fronteira para estes dois
casos extremais pode ser expressa em termos do conjunto
Ai =
{
xi ∈ {0, ni} : (ni − 2xi) (Lˆ− λ0)βi < 0
}
, i = 1, . . . , k . (3.24)
Note-se que cada conjunto Ai apenas pode conter uma observac¸a˜o extremal (xi = 0 ∨ xi = ni)
e dependera´ de se estar a calcular o limite inferior (λ0 < Lˆ) ou o limite superior (λ0 > Lˆ) do IC
de score. De facto, para o limite inferior (3.22), a condic¸a˜o λ0 < Lˆ em Ai e´ va´lida e, portanto,
Ai sera´ dado por {xi : (xi = 0 ∧ βi < 0) ∨ (xi = ni ∧ βi > 0)}. Um racioc´ınio ana´logo e´ va´lido
para o limite superior, onde Ai e´ dado por {xi : (xi = 0 ∧ βi > 0) ∨ (xi = ni ∧ βi < 0)}.
Substituindo a expressa˜o (3.23) na equac¸a˜o (3.15), obte´m-se
C(Lˆ− λ0)− C2 V1 + C3 V2 + CB∗ +N∗ ≈ 0, (3.25)
onde
N∗ =
k∑
i=1
ni1Ai(xi) B
∗ =
k∑
i=1
biβi1Ai(xi) , bi = 1− 2pˆi
V1 =
k∑
i=1
β2i pˆi(1− pˆi)
ni
V2 =
k∑
i=1
β3i pˆi(1− pˆi) bi
n2i
(3.26)
em que 1Ai(·) e´ a func¸a˜o indicatriz do conjunto (3.24). Substituindo agora (3.20) em (3.25),
obte´m-se
Z2S −
Z4S
(Lˆ− λ0)2
V1 +
Z6S
(Lˆ− λ0)3
V2 +
Z2S
(Lˆ− λ0)
B∗ +N∗ ≈ 0 .
Reduzindo ao mesmo denominador os termos da expressa˜o anterior e rearranjando-os em
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seguida, obte´m-se
N∗(Lˆ− λ0)3 + (Lˆ− λ0)2
[
(Lˆ− λ0) +B∗
]
Z2S − (Lˆ− λ0)V1Z4S + V2Z6S ≈ 0 . (3.27)
Considerando apenas os termos ate´ a` ordem O(1/ni) e dividindo a expressa˜o que se obte´m
por Lˆ− λ0, tem-se
N∗(Lˆ− λ0)2 + (Lˆ− λ0)
[
(Lˆ− λ0) +B∗
]
Z2S − V1Z4S ≈ 0 . (3.28)
Resolvendo a equac¸a˜o (3.28) em ordem a Z4S , tem-se
Z4S ≈
1
V1
[
N∗(Lˆ− λ0)2 + (Lˆ− λ0)
[
(Lˆ− λ0) +B∗
]
Z2S
]
.
Substituindo Z6S em (3.27) por
Z6S = Z
2
S Z
4
S ≈
Z2S
V1
[
N∗(Lˆ− λ0)2 + (Lˆ− λ0)
[
(Lˆ− λ0) +B∗
]
Z2S
]
,
obte´m-se a seguinte equac¸a˜o
(
N∗ + Z2S
)
(Lˆ− λ0)2 + Z2S
(
B∗ +
V2
V1
(
N∗ + Z2S
))
(Lˆ− λ0) +
(
V2
V1
B∗ − V1
)
Z4S ≈ 0 .
Aplicando a fo´rmula resolvente a` expressa˜o anterior, tem-se que
Lˆ− λ0 ≈ −Z
2
S
2
(
N∗ + Z2S
) [B∗ + (N∗ + Z2S) V2V1 ∓√D
]
, (3.29)
onde
D =
[
B∗ +
V2
V1
(
N∗ + Z2S
)]2
+ 4
(
N∗ + Z2S
)(
V1 − V2
V1
B∗
)
.
A partir de (3.29), apo´s simplificac¸a˜o do radicando D e considerando Z2S = z
2
α/2, deduz-se o
seguinte IC de score aproximado para L:
Lˆ+
z2α/2
2
(
N∗ + z2α/2
) [B∗ + (N∗ + z2α/2) V2V1 ∓
∓
√(
B∗ − V2
V1
(
N∗ + z2α/2
))2
+ 4
(
N∗ + z2α/2
)
V1
 . (3.30)
No caso de na˜o existirem observac¸o˜es extremais (N∗ = 0 e B∗ = 0), a expressa˜o (3.27)
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reduz-se a` seguinte:
(Lˆ− λ0)3Z2S − (Lˆ− λ0)V1Z4S + V2Z6S ≈ 0 .
Consequentemente, o IC de score aproximado dado pela expressa˜o (3.30) transforma-se em
Lˆ+
z2α/2
2
V2
V1
∓ zα/2
√
V1 +
(
V2
2V1
)2
z2α/2 . (3.31)
Considerando apenas os termos ate´ a` ordem O(1/ni) e dividindo a expressa˜o resultante por
Lˆ− λ0 6= 0, tem-se
(Lˆ− λ0)2 − V1Z2S ≈ 0 .
Fazendo-se Z2S = z
2
α/2 na expressa˜o anterior obte´m-se o IC de Wald cla´ssico (3.19).
3.6 Intervalo de Wald ajustado
O IC de Wald ajustado para a combinac¸a˜o linear L =
∑k
i=1 βi pi e´ baseado no estimador de
contrac¸a˜o
p˜i =
Xi + hi
ni + 2hi
, hi > 0 , i = 1, 2 . . . , k. (3.32)
A expressa˜o do intervalo e´ obtida atrave´s da substituic¸a˜o, no IC de Wald cla´ssico (3.19), de
Lˆ por
L˜ =
k∑
i=1
βi p˜i
e da variaˆncia vˆ(Lˆ) pela variaˆncia v˜(Lˆ) que corresponde a` variaˆncia estimada ajustada do
estimador Lˆ, ou seja,
v˜(Lˆ) =
k∑
i=1
β2i
p˜i(1− p˜i)
n˜i
, n˜i = ni + 2hi , i = 1, . . . , k .
Os limites do IC de Wald ajustado a 100(1− α)% de confianc¸a para L sa˜o dados por
L˜∓ zα/2
√
v˜(Lˆ) . (3.33)
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3.6.1 Variantes-1, 2
Os diferentes valores de hi no estimador (3.32) estabelecem diferentes variantes do IC de Wald
ajustado (3.33). Na Secc¸a˜o 2.2, Tabela 2.1, encontra-se o valor de hi correspondente a cada
variante do IC de Wald para uma combinac¸a˜o linear de duas proporc¸o˜es. A generalizac¸a˜o
da variante-1 para qualquer combinac¸a˜o linear de k > 2 proporc¸o˜es foi feita por Price e
Bonett (2004), considerando hi = 2/k. A generalizac¸a˜o da variante-2 foi feita considerando
hi = z
2
α/2/2k. Analise-se agora a deduc¸a˜o de hi para a variante-3, proposta por Mart´ın Andre´s
et al. (2011), e para a variante-4, uma nova variante apresentada nesta tese.
3.6.2 Variante-3
Mart´ın Andre´s et al. (2011) justificaram teoricamente uma nova escolha para hi baseando-se
no mesmo tipo de racioc´ınio que Agresti e Coull (1998) usaram para uma proporc¸a˜o (os
intervalos de Agresti-Coull (1.15) e Wilson-score (1.9) sa˜o centrados no mesmo valor). Mais
concretamente, Mart´ın Andre´s et al. (2011) estabeleceram um novo estimador pertencente a`
famı´lia (3.32) definindo um valor para hi que resulta da imposic¸a˜o de o centro do IC de Wald
ajustado (3.33), dado por
k∑
i=1
βi
xi + hi
ni + 2hi
, (3.34)
ser igual ao centro do IC de score aproximado (3.30), dado por
Lˆ+
B∗ z2α/2
2
(
N∗ + z2α/2
) + z2α/2
2
V2
V1
, (3.35)
onde V1, V2, N
∗, B∗ sa˜o definidos em (3.26). Assim, igualando as expresso˜es (3.34) e (3.35),
isto e´,
k∑
i=1
βi
xi + hi
ni + 2hi
=
k∑
i=1
βi
xi
ni
+
k∑
i=1
βi
bi z
2
α/21Ai(xi)
2
(
N∗ + z2α/2
) + z2α/2
2
V2
V1
, (3.36)
surge a seguinte igualdade termo a termo:
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xi + hi
ni + 2hi
=
xi
ni
+
bi z
2
α/21Ai(xi)
2
(
N∗ + z2α/2
) + z2α/2
2
β2i pˆi(1− pˆi)bi
n2i
k∑
i=1
β2i pˆi (1− pˆi)
ni
. (3.37)
Mart´ın Andre´s et al. (2011) sugeriram aproximar
V2
V1
em (3.36) com base na assunc¸a˜o de que
cada i-e´simo termo
β2i pˆi(1− pˆi)
ni
e´ a me´dia aritme´tica de todos os i-e´simos termos, isto e´,
β2i pˆi(1− pˆi)
ni
' 1
k
k∑
i=1
β2i pˆi (1− pˆi)
ni
. (3.38)
Substituindo a expressa˜o (3.38) em (3.37), obte´m-se
xi + hi
ni + 2hi
' xi
ni
+
bi z
2
α/21Ai(xi)
2
(
N∗ + z2α/2
) + z2α/2
2
bi
kni
. (3.39)
A expressa˜o (3.39) pode tambe´m ser escrita sob a forma
xi + hi
ni + 2hi
' xi + ci bi
ni
, (3.40)
onde
ci =
z2α/2
2
(
ni1Ai(xi)
N∗ + z2α/2
+
1
k
)
.
Resolvendo (3.40) em ordem a hi, obte´m-se
hi ' ci nini − 2xi
bi
− 2ci
.
Substituindo bi por 1 − 2pˆi na expressa˜o anterior, e simplificando, obte´m-se hi ' cini
ni − 2ci ,
ou seja,
hi '
z2α/2
2
(
ni1Ai(xi)
N∗ + z2α/2
+
1
k
)
1−
z2α/2
ni
(
ni1Ai(xi)
N∗ + z2α/2
)
−
z2α/2
kni
. (3.41)
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Para um ni suficientemente grande, a expressa˜o
ni
N∗ + z2α/2
=
1
1 +O(1/ni)
(3.42)
podera´ ser aproximada a 1 e, portanto, (3.41) pode ser escrita sob a forma
hi '
z2α/2
2
(
1Ai(xi) +
1
k
)
, (3.43)
dando origem ao hi da variante-3. Um racioc´ınio ideˆntico podera´ ser feito relativamente ao
centro do IC de score aproximado (3.31), quando na˜o existem observac¸o˜es extremais (Ai = ∅
e B∗ = N∗ = 0), concluindo-se que a aproximac¸a˜o em (3.43) se torna mais simples, isto e´,
hi ' z2α/2/2k, coincidindo com a generalizac¸a˜o da variante-2, a qual foi proposta por Price e
Bonett (2004) para a famı´lia parame´trica (3.32).
3.6.3 Variante-4
Nenhuma das variantes acima referidas apresenta qualquer dependeˆncia da estimativa encon-
trada para pi na combinac¸a˜o linear L, que e´ o paraˆmetro prima´rio no processo de estimac¸a˜o.
Intuitivamente, quanto maior o peso βi mais influeˆncia a estimativa de pi devera´ ter na
estimac¸a˜o de L e mais impacto havera´ na variaˆncia de Lˆ em termos de β2i /ni. Em particu-
lar, para modelos experimentais desequilibrados, e tendo em considerac¸a˜o este termo β2i /ni,
espera-se que as proporc¸o˜es emp´ıricas de sucesso associadas a maiores pesos na combinac¸a˜o
linear tenham um efeito maior na estimac¸a˜o de L quando o tamanho das amostras corres-
pondentes e´ menor. Uma vez que a escolha (3.43) na˜o reflete tais propriedades esperadas, e´
sugerida nesta tese uma aproximac¸a˜o alternativa para V2/V1 em (3.36) considerando todos
os termos pˆi(1 − pˆi) como constante. Assim, o u´ltimo termo do segundo membro de (3.37)
pode ser simlificado para
z2α/2β
2
i bi
2n2i
∑k
i=1 β
2
i /ni
,
obtendo-se enta˜o
xi + hi
ni + 2hi
' xi
ni
+
bi z
2
α/21Ai(xi)
2
(
N∗ + z2α/2
) + z2α/2
2
β2i bi
n2i
k∑
i=1
β2i
ni
. (3.44)
88 CAPI´TULO 3. INTERVALOS DE CONFIANC¸A PARA UMA COMBINAC¸A˜O LINEAR DE K PROPORC¸O˜ES
A expressa˜o (3.44) pode tambe´m ser escrita sob a forma
xi + hi
ni + 2hi
' xi + c
∗
i bi
ni
, (3.45)
onde
c∗i =
z2α/2
2
 ni1Ai(xi)N∗ + z2α/2 + β
2
i
ni
∑k
i=1
β2i
ni
 .
Resolvendo (3.45) em ordem a hi, obte´m-se
hi ' c
∗
i ni
ni − 2xi
bi
− 2c∗i
.
Substituindo bi por 1 − 2pˆi na expressa˜o anterior, e simplificando, obte´m-se hi ' c
∗
i ni
ni − 2c∗i
,
ou seja,
hi '
z2α/2
2
 ni1Ai(xi)N∗ + z2α/2 + β
2
i
ni
∑k
i=1
β2i
ni

1−
z2α/2
ni
(
ni1Ai(xi)
N∗ + z2α/2
)
−
z2α/2β
2
i
n2i
∑k
i=1
β2i
ni
.
Atendendo a (3.42), a expressa˜o anterior pode ser escrita sob a forma
hi '
z2α/2
2
1Ai(xi) + β2i /ni∑k
i=1
β2i
ni
 ,
dando origem ao paraˆmetro hi da nova variante que e´ proposta nesta tese (variante-4). Esta
escolha de hi torna a estimativa baseada no estimador de contrac¸a˜o (3.32) dependente de
(βi, ni) como se pretendia.
Na Tabela 3.1 e´ apresentada uma lista dos valores de hi e das correspondentes varian-
tes do IC de Wald cla´ssico (variante-0) e do IC de Wald ajustado (variantes-1, 2, 3, 4) acima
mencionados, na estimac¸a˜o das proporc¸o˜es pi, i = 1, . . . , k.
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Tabela 3.1: Valores de hi para as variantes cla´ssica (variante-0) e ajustada (variantes-1, 2, 3, 4)
na estimac¸a˜o de pi baseada em p˜i =
xi + hi
ni + 2hi
. O s´ımbolo 1Ai(·) representa a func¸a˜o indicatriz do
conjunto (3.24).
variante-0 variante-1 variante-2 variante-3 variante-4
hi 0
2
k
z2α/2
2k
z2α/2
2
(
1Ai(xi) +
1
k
)
z2α/2
2
1Ai(xi) + β2i /ni∑k
j=1
β2j
nj

A variante-3 e´ igual a` variante-2 quando 0 < xi < ni para todo o i, i = 1, . . . , k. A variante-1
e´ aproximadamente igual a` variante-2 quando α = 5%. A variante-3 e´ igual a` variante-4
quando β2i /ni e´ uma constante para todo o i. Salienta-se o facto de que na variante-3 e na
variante-4 o valor hi assume valores diferentes quando se calcula o limite inferior (λ0 < Lˆ)
ou o limite superior (λ0 > Lˆ) dos ICs. Adicionalmente, o valor de hi na variante-3 e na
variante-4 aumenta na presenc¸a de observac¸o˜es extremais xi ∈ {0, ni}. Portanto, quando
a proporc¸a˜o verdadeira coincide com o ponto me´dio do suporte, pi = 1/2, o estimador p˜i
nestas variantes fara´ com que as estimativas se situem mais perto da proporc¸a˜o verdadeira,
especialmente quando existem observac¸o˜es extremais.
Existem outros valores poss´ıveis de hi, para ale´m daqueles que sa˜o apresentados na Ta-
bela 3.1, mas a sua utilizac¸a˜o nos estudos de simulac¸a˜o efetuados produziu resultados similares
ou piores, pelo que foram descartados.
3.6.4 Distaˆncia euclidiana
A variante-3 e a variante-4 incluem um termo adicional que depende do conjunto Ai (3.24),
o qual, por sua vez, e´ na˜o vazio quando existem observac¸o˜es extremais (xi = 0 ou xi = ni)
no conjunto de dados. Portanto, estas duas variantes podem ser afetadas por observac¸o˜es
extremais. A fim de avaliar a similaridade entre as estimativas das proporc¸o˜es pi quando
as variantes-3, 4 do me´todo de Wald ajustado sa˜o consideradas na construc¸a˜o do IC para L
(3.33), e´ sugerido o ca´lculo da distaˆncia euclidiana:
d =
√√√√√√√√
k∑
i=1
 β2i
ni
∑k
j=1
β2j
nj
− 1
k

2
. (3.46)
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Se β2i /ni e´ uma constante para todo o i, enta˜o d = 0, o que por sua vez indica que as duas
variantes coincidem e produzira˜o os mesmos resultados. Se d > 0, podem ser esperadas na
estimac¸a˜o das proporc¸o˜es singulares pi da combinac¸a˜o linear L contribuic¸o˜es dos pesos βi
em termos de β2i /ni. Isto significa que quanto maior o valor de d, maior sera´ a contribuic¸a˜o
desses pesos e menor a similaridade dos resultados fornecidos pelas variantes-3, 4.
3.7 Intervalo de score ajustado
O IC de score ajustado pode ser deduzido atrave´s de um racioc´ınio semelhante ao descrito
na Secc¸a˜o 3.4 para o caso do IC de score cla´ssico. Substituindo a estimativa de ML restrita
para a proporc¸a˜o pi (3.12) por uma estimativa baseada no estimador de contrac¸a˜o (3.32), a
variaˆncia ajustada de v(Lˆ) sera´ estimada por
v˜(Lˆ) =
k∑
i=1
β2i p˜i0 (1− p˜i0)
n˜i
,
onde
p˜i0 =
n˜i + βiC˜ − R˜i
2βiC˜
, C˜ =
Z2S
L˜− λ0
e R˜2i =
(
βiC˜ + n˜i
)2 − 4βi n˜ip˜iC˜ ,
e a correspondente versa˜o ajustada da equac¸a˜o (3.21) sera´ dada por
n˜+
(
B − 2L˜
)
C˜ + 2 z2α/2 −
k∑
i=1
R˜i = 0. (3.47)
Analogamente, resolvendo a equac¸a˜o (3.47) em ordem a C˜ atrave´s de um me´todo nume´rico,
obteˆm-se as soluc¸o˜es C˜− > 0 (quando L˜ > λ0 ) e C˜+ < 0 (quando L˜ < λ0). Sa˜o enta˜o
encontrados dois limites para λ0 : λ˜− = L˜ − z2α/2/C˜− e λ˜+ = L˜ + z2α/2/C˜+. Tendo em
considerac¸a˜o a condic¸a˜o
∑
βi<0
βi ≤ λ˜− < L˜ < λ˜+ ≤
∑
βi>0
βi ,
os limites inferior e superior do IC de score ajustado a 100(1−α)% de confianc¸a para L veˆm
dados por
max
∑
βi<0
βi, λ˜−
 e min
λ˜+,∑
βi>0
βi
 , (3.48)
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respetivamente.
3.8 Intervalos de Newcombe-Zou cla´ssico e ajustado
Zou et al. (2009) generalizaram a abordagem MOVER, apresentada na Secc¸a˜o 2.3, ao caso
geral da combinac¸a˜o linear de k > 2 proporc¸o˜es de binomiais independentes. A construc¸a˜o
do IC de Newcombe-Zou cla´ssico para L, baseada na abordagem MOVER, e´ composta por
duas etapas sequenciais. Na primeira etapa, calcula-se o IC de Wilson score (1.9) para cada
proporc¸a˜o pi, o que conduz aos limites inferior (ai−) e superior (ai+)
ai∓ =
pˆi ni +
z2α/2
2
∓ zα/2
√
z2α/2
4
+ pˆi (1− pˆi)ni
ni + z2α/2
. (3.49)
Na segunda etapa, as estimativas da variaˆncia do estimador pˆi sa˜o recuperadas a partir
dos limites do IC ]ai− , ai+ [ , o qual fornece a quantidade (pˆi − ai−)2/z2α/2 como sendo uma
estimativa da variaˆncia para pˆi em pi = ai− e a quantidade (pˆi − ai+)2/z2α/2 como sendo
uma estimativa da variaˆncia para pˆi em pi = ai+ . Prova-se por induc¸a˜o matema´tica que a
abordagem MOVER fornece as quantidades
k∑
i=0
[
βipˆi −min
(
βiai− , βiai+
)]2
z2α/2
e
k∑
i=0
[
βipˆi −max
(
βiai− , βiai+
)]2
z2α/2
(3.50)
como estimativas da variaˆncia para o estimador da combinac¸a˜o linear Lˆ nos limites de
confianc¸a inferior e superior de L, respetivamente. E´ fa´cil verificar que se βi < 0, enta˜o
min
(
βiai− , βiai+
)
= βiai+ e max
(
βiai− , βiai+
)
= βiai− . Por outro lado, se βi > 0, enta˜o
min
(
βiai− , βiai+
)
= βiai− e max
(
βiai− , βiai+
)
= βiai+ . Deste modo, as estimativas da
variaˆncia em (3.50) podem ser escritas como
∑
βi<0
β2i
(
pˆi − ai+
)2
z2α/2
+
∑
βi>0
β2i
(
pˆi − ai−
)2
z2α/2
e
∑
βi<0
β2i
(
pˆi − ai−
)2
z2α/2
+
∑
βi>0
β2i
(
pˆi − ai+
)2
z2α/2
. (3.51)
Uma vez que ai∓ (3.49) sa˜o as ra´ızes da equac¸a˜o (pi − pˆi)2 = z2α/2
pi(1− pi)
ni
, enta˜o
(
ai∓ − pˆi
)2
z2α/2
=
ai∓(1− ai∓)
ni
. (3.52)
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Substituindo (3.52) em (3.51) obteˆm-se as seguintes expresso˜es para os limites do IC de
Newcombe-Zou cla´ssico a 100(1− α)% de confianc¸a para L:
Lˆ∓ zα/2
√√√√∑
βi<0
β2i ai± (1− ai±)
ni
+
∑
βi>0
β2i ai∓ (1− ai∓)
ni
. (3.53)
Uma versa˜o ajustada deste IC pode ser obtida atrave´s da substituic¸a˜o de (Lˆ, ni, ai± , ai∓) em
(3.53) por (L˜, n˜i, a˜i± , a˜i∓), onde por sua vez a˜i± e a˜i∓ sa˜o obtidos por substituic¸a˜o de (ni, pˆi)
em (3.49) por (n˜i, p˜i).
3.9 Intervalos de Wilson-score-Yu cla´ssico e ajustado
Seguindo o mesmo racioc´ınio usado por Zou et al. (2009) na Secc¸a˜o 3.8, isto e´, a aplicac¸a˜o da
abordagem MOVER, os limites do IC de Wilson-score-Yu cla´ssico (variante-0) a 100(1−α)%
de confianc¸a para L sa˜o dados por
Lˆ∓ zα/2
√√√√∑
βi<0
β2i ai± (1− ai±)
ni
+
∑
βi>0
β2i ai∓ (1− ai∓)
ni
, (3.54)
onde ai∓ sa˜o os limites do IC de Wilson-score-Yu h´ıbrido (1.21) para cada proporc¸a˜o pi,
i = 1, . . . , k, ou seja,
ai∓ =
1
2
+
ni + z
4
α/2/53
ni + z2α/2
(
pˆi − 1
2
)
∓ zα/2
ni + z2α/2
√
z2α/2
4
+ pˆi (1− pˆi)ni . (3.55)
Uma versa˜o ajustada deste IC pode ser obtida atrave´s da substituic¸a˜o de (Lˆ, ni, ai± , ai∓) em
(3.54) por (L˜, n˜i, a˜i± , a˜i∓), onde por sua vez a˜i± e a˜i∓ sa˜o obtidos por substituic¸a˜o de (ni, pˆi)
em (3.55) por (n˜i, p˜i).
3.10 Intervalos de Peskun cla´ssico e ajustado
O IC cla´ssico de Peskun para uma combinac¸a˜o linear L e´ baseado num me´todo geral para a
obtenc¸a˜o de limites de confianc¸a a partir de uma amostra da distribuic¸a˜o amostral do MLE
Lˆ. Tendo em conta a distribuic¸a˜o normal limite de Lˆ e dado um valor observado d0 de Lˆ, o
me´todo permite determinar os candidatos a pontos de mı´nimo e ma´ximo de L =
∑k
i=1 βi pi
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como sendo os limites do IC de Peskun cla´ssico a 100(1−α)% de confianc¸a para L. A condic¸a˜o
de restric¸a˜o garante o n´ıvel nominal de 1− α para o IC.
Sera´ aplicado o me´todo dos multiplicadores de Lagrange para encontrar a soluc¸a˜o (valor
mı´nimo e valor ma´ximo) de cada um dos problemas cla´ssicos de programac¸a˜o na˜o-linear de
igualdade restrita
min
p
/max
p
L(p) =
k∑
i=1
βi pi
sujeito a h(p) =
(d0 − L)2
v(Lˆ)
− z2α/2 = 0 ,
(3.56)
onde L : [0 , 1]× · · · × [0 , 1] ⊂ Rk → [∑βi<0 βi ,∑βi>0 βi ], h : [0 , 1]× · · · × [0 , 1] ⊂ Rk → R,
p = (p1, . . . , pk) e d0 um valor observado de Lˆ. Os candidatos a soluc¸o˜es do problema (3.56)
devem satisfazer portanto as condic¸o˜es:
∇pH(p, γ) = ∇L(p)− γ∇h(p) = 0 (3.57)
∇γ H(p, γ) = h(p) = 0 , (3.58)
onde H : [0 , 1]× · · · × [0 , 1]× R ⊂ Rk+1 → R e´ a func¸a˜o lagrangeana
H(p, γ) = L(p)− γ h(p) .
O nu´mero real γ e´ o multiplicador de Lagrange. As condic¸o˜es (3.57) e (3.58) sa˜o equivalentes
ao sistema 
∂L
∂p1
(p) = γ ∂h∂p1 (p)
...
∂L
∂pk
(p) = γ ∂h∂pk (p)
(d0 − L)2
v(Lˆ)
= z2α/2
(3.59)
A partir do sistema (3.59) pode ser facilmente mostrado que
βi
ni
(1− 2pi) = C , ∀i = 1, . . . , k , (3.60)
onde C e´ uma constante comum para todo o i a ser determinada. Assim, a partir de (3.60),
as proporc¸o˜es pi, a func¸a˜o linear L e a variaˆncia v(Lˆ), podem ser escritas em termos da
constante C como segue:
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pi =
1
2
(
1− Cni
βi
)
,
L =
k∑
i=1
βi pi =
1
2
k∑
i=1
βi
(
1− Cni
βi
)
=
1
2
(B − Cn) (3.61)
e
v(Lˆ) =
k∑
i=1
β2i pi (1− pi)
ni
=
1
4
(
k∑
i=1
β2i
ni
− C2n
)
.
Atendendo a (3.61), tem-se que C = (B − 2L)/n e, consequentemente,
v(Lˆ) =
1
4
(
k∑
i=1
β2i
ni
− (B − 2L)
2
n
)
. (3.62)
Substituindo na u´ltima equac¸a˜o do sistema (3.59) a expressa˜o da variaˆncia (3.62), obte´m-se
a seguinte equac¸a˜o de segundo grau em ordem a L:
(
1 +
z2α/2
n
)
L2 − 2
(
d0 +
z2α/2
2n
B
)
L+ d0
2 −
z2α/2
4
k∑
i=1
β2i
ni
+
z2α/2
4n
B2 = 0 .
As duas ra´ızes da equac¸a˜o anterior correspondem aos valores mı´nimo e ma´ximo da func¸a˜o L,
pelo que os limites do IC de Peskun cla´ssico a 100(1 − α)% de confianc¸a para L sa˜o dados
(tendo em conta que d0 e´ um valor observado de Lˆ) por
n
n+ z2α/2
Lˆ+
Bz2α/2
2n
∓ zα/2
2
√√√√√n+ z2α/2
n
(
k∑
i=1
β2i
ni
)
−
(
B − 2Lˆ
)2
n
 . (3.63)
Uma versa˜o ajustada deste IC pode ser obtida atrave´s da substituic¸a˜o de (Lˆ, ni, n) em (3.63)
por (L˜, n˜i, n˜).
3.11 Intervalos com correc¸a˜o de continuidade
A aplicac¸a˜o de uma correc¸a˜o de continuidade (cc) e´ u´til (Cox 1970) quando a distribuic¸a˜o
de uma varia´vel aleato´ria discreta e´ aproximada atrave´s de uma varia´vel aleato´ria cont´ınua.
Haber (1980) sugere que a cc deve consistir em somar ou subtrair a` varia´vel metade do
seu salto me´dio. A varia´vel Lˆ (3.2) e´ aproximada a` distribuic¸a˜o normal e, uma vez que
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∑
βi<0
βi ≤ Lˆ ≤
∑
βi>0
βi, o somato´rio dos saltos sera´ dado por
∑k
i=1 |βi|. O nu´mero total
de pontos do espac¸o amostral e´ obtido atrave´s do produto´rio
∏k
i=1(ni + 1). Assim sendo, o
fator de correc¸a˜o pode ser escrito como
cˇ =
∑k
i=1 |βi|
2
(∏k
i=1(ni + 1)− 1
) . (3.64)
O IC de Wald cla´ssico (3.19) com cc a 100(1− α)% de confianc¸a para L e´ dado por
Lˆ ∓
[
zα/2
√
vˆ(Lˆ) + cˇ
]
.
De igual modo, este fator de cc (3.64) pode ser aplicado tambe´m ao IC de Wald ajustado
(3.33), bem como aos ICs de Newcombe-Zou (3.53), Wilson-score-Yu (3.54) e Peskun (3.63),
nas suas verso˜es cla´ssicas e ajustadas. No caso do IC de score cla´ssico (3.22), e´ suficiente
considerar na equac¸a˜o (3.20)
Z2S =
z2α/2
(
Lˆ− λ0
)2
(
|Lˆ− λ0| − cˇ
)2
e resolver a equac¸a˜o resultante, C = z2α/2(Lˆ− λ0)/
(
|Lˆ− λ0| − cˇ
)2
, em ordem a λ0. Atrave´s
de um me´todo nume´rico, sa˜o enta˜o determinados dois limites para λ0 :
∑
βi<0
βi ≤ λ− ≤ Lˆ− cˇ e Lˆ+ cˇ ≤ λ+ ≤
∑
βi>0
βi .
Assim sendo, os limites inferior e superior do IC de score cla´ssico com cc a 100(1 − α)% de
confianc¸a para L veˆm dados por
max
∑
βi<0
βi, λ− + cˇ
 e min
λ+ − cˇ,∑
βi>0
βi
 ,
respetivamente.
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3.12 Crite´rios para avaliac¸a˜o do desempenho dos me´todos de
ICs
De modo a avaliar e a comparar entre si o desempenho dos me´todos descritos nas Secc¸o˜es 3.3
a 3.11, nas suas verso˜es cla´ssicas e ajustadas (ICs de Wald, score, Newcombe-Zou, Wilson-
score-Yu e Peskun), foram calculadas, via simulac¸a˜o, a probabilidade de cobertura exata, o
comprimento esperado e a localizac¸a˜o intervalar de cada um deles.
Probabilidade de cobertura exata e comprimento esperado
Dados os paraˆmetros (ni, βi) e um conjunto de k proporc¸o˜es binomiais (p1, p2, . . . , pk), a
probabilidade de cobertura exata R e o comprimento do intervalo esperado L, para uma
combinac¸a˜o linear de k proporc¸o˜es, sa˜o definidos como
R(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi 1[l(x;L),u(x;L)](L) (3.65)
e
L(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi (u (x;L)− l (x;L)) , (3.66)
onde 1[l(x;L),u(x;L)] e´ a func¸a˜o indicatriz do IC [l (x;L) , u (x;L)] que e´ obtido a partir do
vetor de observac¸o˜es x = (x1, x2, . . . , xk) para a combinac¸a˜o linear L =
∑k
i=1 βi pi. A func¸a˜o
indicatriz e´ igual a 1 se o IC conte´m a combinac¸a˜o linear L, e a zero no caso contra´rio. Uma
vez que
∑
βi<0
βi ≤ l (x;L) < u (x;L) ≤
∑
βi>0
βi ,
tem-se que o comprimento L obedece a` condic¸a˜o
0 ≤ L ≤
∑
βi>0
βi −
∑
βi<0
βi
 .
Para a estimac¸a˜o de R e L, sa˜o realizadas simulac¸o˜es, considerando-se p como sendo uma ma-
triz com J ×k proporc¸o˜es, em que cada proporc¸a˜o e´ gerada aleatoriamente a partir da distri-
buic¸a˜o uniforme padra˜o. Sa˜o calculadas assim J probabilidades de cobertura (R1,R2, . . . ,RJ)
3.12. CRITE´RIOS PARA AVALIAC¸A˜O DO DESEMPENHO DOS ME´TODOS DE ICS 97
e J comprimentos de intervalo (L1,L2, . . . ,LJ), para cada conjunto de valores (ni, βi) e para
cada me´todo de IC escolhido. A avaliac¸a˜o do desempenho dos va´rios me´todos para a com-
binac¸a˜o linear L de k > 2 proporc¸o˜es e´ feita considerando-se as mesmas medidas usadas
no Cap´ıtulo 1 para uma proporc¸a˜o e no Cap´ıtulo 2 para a combinac¸a˜o linear de k = 2
proporc¸o˜es, isto e´, atrave´s da comparac¸a˜o da me´dia e do mı´nimo das probabilidades de co-
bertura (Rmean e Rmin), da me´dia dos comprimentos dos intervalos (Lmean) e da percentagem
das probabilidades de cobertura inferiores a ξ = 100(1− α− 0.02)% (Rξ).
Localizac¸a˜o intervalar
A localizac¸a˜o de um IC e´ caracterizada pelas suas probabilidades de na˜o-cobertura mesial e
distal. Para analisar a localizac¸a˜o intervalar para combinac¸o˜es lineares de k > 2 proporc¸o˜es,
estender-se-a´ o procedimento sugerido por Newcombe (2011) para o caso de uma proporc¸a˜o
(ver Secc¸a˜o 1.6). Mais concretamente, para cada IC de uma combinac¸a˜o linear, analisa-se a
existeˆncia de equil´ıbrio entre as direc¸o˜es de probabilidade de na˜o-cobertura mesial (MNR) e
de probabilidade de na˜o-cobertura distal (DNR), de tal modo que MNR=DNR. Estas duas
direc¸o˜es sa˜o definidas em relac¸a˜o ao verdadeiro valor da combinac¸a˜o linear L e indicam se
os ICs esta˜o localizados demasiado distalmente ou demasiado mesialmente em relac¸a˜o ao
centro do suporte c =
∑k
i=1 βi/2. A Tabela 3.2 mostra como a direc¸a˜o de na˜o-cobertura
e´ definida no caso da avaliac¸a˜o da probabilidade de cobertura para uma combinac¸a˜o linear
L ∈ [∑βi<0 βi ,∑βi>0 βi ].
Tabela 3.2: Classificac¸a˜o da probabilidade de na˜o-cobertura como mesial ou distal para L.
Paraˆmetro Limite de confianc¸a Interpretac¸a˜o Predominaˆncia da na˜o-cobertura
L ≤ c u < L IC demasiado afastado de c Mesial ≡ Direita
L ≥ c l > L IC demasiado afastado de c Mesial ≡ Esquerda
L < c l > L IC demasiado pro´ximo de c Distal ≡ Esquerda
L > c u < L IC demasiado pro´ximo de c Distal ≡ Direita
As probabilidades MNR e a DNR sa˜o definidas pelas expresso˜es
MNR(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi 1M(x)
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e
DNR(L) =
n1∑
x1=0
n2∑
x2=0
. . .
nk∑
xk=0
k∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi 1D(x) ,
onde 1•(·) e´ a func¸a˜o indicatriz dos conjuntos
M = {x : (L ≤ c ∧ u (x) < L) ∨ (L ≥ c ∧ l (x) > L)}
e
D = {x : (L < c ∧ l (x) > L) ∨ (L > c ∧ u (x) < L)} .
Newcombe (2011) caracterizou a localizac¸a˜o dos ICs para uma proporc¸a˜o atrave´s do ı´ndice
Q =
MNR
1− R .
Baseado numa partic¸a˜o do intervalo de valores de Q, Newcombe estabeleceu um crite´rio de
classificac¸a˜o para a localizac¸a˜o intervalar para uma proporc¸a˜o (ver Figura 1.8), que sera´
aqui aplicado a` localizac¸a˜o de ICs de qualquer combinac¸a˜o linear. Esta classificac¸a˜o assume
que as probabilidades de na˜o-cobertura MNR e DNR esta˜o equilibradas, o que muitas vezes
na˜o acontece para os ICs constru´ıdos a partir de amostras pequenas, ou quando existem
observac¸o˜es extremais. Nestas situac¸o˜es parece mais adequado avaliar a localizac¸a˜o intervalar
em termos de MNR e DNR, individualmente. Para um n´ıvel de confianc¸a de 95%, espera-se
que os ICs para uma combinac¸a˜o linear apresentem
1− R = MNR + DNR = 0.05 e MNR = DNR = 0.025 . (3.67)
O n´ıvel de proximidade destas duas probabilidades de na˜o-cobertura ao valor de refereˆncia
0.025 pode ser classificado da seguinte forma:
• valores de DNR entre 0.0188 e 0.0312 correspondem a me´todos que produzem ICs com
uma localizac¸a˜o mesial satisfato´ria;
• valores de MNR entre 0.0188 e 0.0312 correspondem a me´todos que produzem ICs com
uma localizac¸a˜o distal satisfato´ria.
Os limites inferior e superior deste intervalo sa˜o obtidos pelo arredondamento a quatro casas
decimais de (1 − R) × 0.375 = 0.01875 e de (1 − R) × 0.625 = 0.03125, respetivamente.
Valores de DNR (MNR) fora do intervalo [0.0188, 0.0312] correspondem a ICs mesialmente
3.13. SIMULAC¸O˜ES REALIZADAS 99
(distalmente) na˜o-satisfato´rios.
Para os n´ıveis de confianc¸a 90% e 99% foi seguido um procedimento ideˆntico. No caso do
n´ıvel de confianc¸a de 90%, valores de DNR (MNR) entre 0.0375 e 0.0625 correspondem a
me´todos que produzem ICs com uma localizac¸a˜o mesial (distal) satisfato´ria. Valores de DNR
(MNR) fora do intervalo [0.0375, 0.0625] correspondem a ICs mesialmente (distalmente) na˜o-
satisfato´rios. No caso do n´ıvel de confianc¸a de 99%, valores de DNR (MNR) entre 0.00375
e 0.00625 correspondem a me´todos que produzem ICs com uma localizac¸a˜o mesial (distal)
satisfato´ria. Valores de DNR (MNR) fora do intervalo [0.00375, 0.00625] correspondem a ICs
mesialmente (distalmente) na˜o-satisfato´rios.
A selec¸a˜o do melhor me´todo com base nos valores individuais de MNR e DNR e´ particu-
larmente relevante em contextos em que sa˜o preferidas estimativas deslocadas mesialmente
ou distalmente. Quando, por exemplo, para todas ou quase todas as k populac¸o˜es e´ sabido
de antema˜o que os valores das proporc¸o˜es verdadeiras pi esta˜o pro´ximas da mesma fronteira
do suporte ]0 , 1[ de pi, a estimac¸a˜o intervalar de qualquer combinac¸a˜o linear convexa destes
pi sera´ melhor para os me´todos que tendem a errar no sentido de que produzem ICs me-
sialmente satisfato´rios (i.e., a DNR esta´ pro´xima de 0.025 para 95% de confianc¸a). Neste
contexto, pode referir-se o exemplo da estimac¸a˜o da prevaleˆncia combinada de uma doenc¸a
rara sobre k populac¸o˜es independentes, dada na forma de uma combinac¸a˜o linear
∑k
i=1 βipi,
com βi > 0 e
∑k
i βi = 1. O conhecimento pre´vio baseado em expectativas pra´ticas da
prevaleˆncia combinada da doenc¸a pode permitir-nos pressupor a ocorreˆncia de observac¸o˜es
extremais e, consequentemente, permitir-nos selecionar o IC de acordo. De facto, nessa
situac¸a˜o e´ prefer´ıvel selecionar o me´todo de IC que para ale´m de ser capaz de lidar com
observac¸o˜es extremais tambe´m tenha a tendeˆncia de errar no sentido de sobrestimar, em
vez de subestimar, a prevaleˆncia combinada e, consequentemente, assegurar que o erro das
estimativas deslocadas mesialmente esta´ dentro dos limites expecta´veis.
3.13 Simulac¸o˜es realizadas
Para avaliar e comparar o desempenho dos me´todos de Wald, Newcombe-Zou, Peskun, score e
Wilson-score-Yu, para quaisquer combinac¸o˜es lineares L =
∑k
i=1 βi pi, o estudo de simulac¸a˜o
abordou os casos de k = 3 e k = 4 populac¸o˜es binomiais independentes. Consideraram-se
va´rias func¸o˜es lineares e va´rios tamanhos de amostras frequentemente utilizados na literatura
(Price e Bonett 2004, Zou et al. 2009, Mart´ın Andre´s et al. 2012b), bem como duas func¸o˜es
lineares adicionais (os dois u´ltimos βi das Tabelas 3.3 e 3.4) para cada k, de forma a incluir
uma maior variedade de valores distintos da distaˆncia d definida em (3.46). Foram simula-
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dos, para cada um dos k, J = 10000 conjuntos de proporc¸o˜es binomiais, sendo cada uma
dessas proporc¸o˜es binomiais gerada aleatoriamente a partir da distribuic¸a˜o uniforme padra˜o.
Assumiram-se os n´ıveis de confianc¸a de 90%, 95% e 99%.
Para o n´ıvel de confianc¸a 95%, k = 3 e k = 4, os resultados das medidas estat´ısticas Rmean,
Rmin, R93%, Lmean, MNRmean, DNRmean e Qmean, referentes aos ICs acima mencionados, sa˜o
apresentados nas Tabelas 3.3 a 3.9. As Tabelas 3.3 a 3.6 apresentam os resultados para os
ICs de Wald (variantes-0, 1, 2, 3, 4). As Tabelas 3.7 e 3.8 apresentam os resultados para os
ICs de Newcombe-Zou, Peskun e score, no que diz respeito a` melhor variante (variante-0). A
Tabela 3.9 apresenta os resultados para os ICs de Wilson-score-Yu (variante-0).
A leitura das Tabelas 3.3 a 3.9 pode ser sintetizada como se segue.
ICs de Wald: variantes-0, 1, 2, 3, 4
Nı´vel de confianc¸a 95% (Tabelas 3.3 a 3.6)
• A variante-0 e´ muito liberal, com os valores de Rmean para k = 3 a pertencerem ao
intervalo 82.4% − 94% e os valores para k = 4 a pertencerem ao intervalo 71.8% −
93.8%. Os valores de R93% sa˜o demasiado altos, mesmo para grandes amostras e,
consequentemente, os valores de Rmin sa˜o baixos. Esta variante tem os melhores valores
de Lmean porque os valores de Rmean sa˜o inferiores ao n´ıvel nominal. A localizac¸a˜o
intervalar tende quase sempre a ser satisfato´ria quando ha´ equil´ıbrio entre os pesos
(βi = (1/3, 1/3, 1/3), βi = (1, 1,−1), βi = (1/4, 1/4, 1/4, 1/4), βi = (−1, 1,−1, 1) e
βi = (−3,−1, 1, 3)), extremamente distal quando ha´ um maior desequil´ıbrio entre os
pesos (βi = (1/3, 1/2, 3), βi = (1/6, 1/3, 1/2, 3) e βi = (−1/2, 1/2, 1, 4)), e demasiado
distal nos restantes casos;
• As variantes-1, 2 sa˜o similares em tendeˆncia porque zα/2 ' 2. Para k = 3 sa˜o ambas
ligeiramente conservativas, enquanto que para k = 4 sa˜o ligeiramente conservativas
ou ligeiramente liberais. Em alguns casos, nomeadamente quando se verifica equil´ı-
brio entre os pesos (βi = (1/3, 1/3, 1/3), βi = (1, 1,−1), βi = (1/4, 1/4, 1/4, 1/4) e
βi = (−1, 1,−1, 1)) ou ni = (30, 30, 30) e ni = (20, 20, 20, 20) , pode afirmar-se que
estas variantes teˆm um bom desempenho (teˆm poucas falhas liberais). Nestes casos, a
localizac¸a˜o intervalar tende a ser satisfato´ria ou um pouco demasiado mesial. Para os
casos onde na˜o ha´ equil´ıbrio (βi = (−1, 1/2, 2), βi = (1/3, 1/2, 3), βi = (1/6, 1/3, 1/2, 3)
e βi = (−1/2, 1/2, 1, 4)) ou para algumas amostras pequenas (ni = 5 ou ni = 10, para
algum i), os valores de R93% sa˜o demasiado elevados, sendo piores para a variante-2.
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Tabela 3.3: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald, para k = 3. Nı´vel de confianc¸a 1− α = 95%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 91.6 28.2 89.7 0.27 5.16 3.21 0.617 95.6 91.8 0.2 0.28 1.42 2.99 0.322 95.5 91.8 0.2 0.28 1.48 2.98 0.332
30/30/30 94.0 63.0 3.7 0.16 3.47 2.52 0.579 95.2 93.1 0.0 0.16 1.95 2.85 0.406 95.2 93.1 0.0 0.16 1.99 2.83 0.413
30/10/10 91.6 47.8 96.0 0.24 5.14 3.25 0.613 95.5 91.9 0.1 0.25 1.61 2.89 0.358 95.4 91.9 0.1 0.25 1.67 2.88 0.367
30/20/10 92.2 52.0 83.1 0.22 4.78 3.07 0.609 95.4 89.9 0.1 0.22 1.74 2.86 0.379 95.3 89.9 0.1 0.22 1.80 2.85 0.387
βi = (1, 1,−1)
10/10/10 91.6 28.2 89.2 0.82 5.18 3.19 0.619 95.6 90.8 0.1 0.83 1.41 3.00 0.319 95.5 90.8 0.1 0.83 1.47 2.99 0.330
30/30/30 94.0 63.0 3.6 0.49 3.47 2.51 0.580 95.2 93.4 0.0 0.49 1.95 2.86 0.405 95.2 93.4 0.0 0.49 1.99 2.84 0.412
30/10/10 91.6 46.9 96.6 0.72 5.24 3.20 0.621 95.2 93.4 0.0 0.49 1.60 2.91 0.354 95.4 91.1 0.1 0.74 1.66 2.90 0.364
30/20/10 92.1 51.4 83.9 0.65 4.84 3.03 0.615 95.4 91.4 0.1 0.66 1.74 2.87 0.377 95.3 91.3 0.1 0.66 1.80 2.86 0.386
βi = (1,−1/2,−1/2)
10/10/10 90.4 28.2 98.1 0.57 6.44 3.14 0.672 95.5 88.2 0.7 0.59 1.70 2.77 0.380 95.5 87.5 0.9 0.59 1.77 2.76 0.391
30/30/30 93.6 62.1 8.5 0.35 4.04 2.33 0.634 95.2 92.9 0.0 0.35 2.19 2.64 0.454 95.1 92.9 0.0 0.35 2.24 2.62 0.461
30/10/10 92.7 47.7 46.8 0.44 4.22 3.05 0.581 95.4 92.5 0.1 0.44 1.75 2.81 0.383 95.4 86.7 0.1 0.44 1.80 2.81 0.391
30/20/10 93.0 52.0 31.3 0.41 4.12 2.85 0.591 95.3 86.4 0.0 0.41 1.87 2.78 0.402 95.3 86.4 0.0 0.41 1.92 2.77 0.410
βi = (−1, 1/2, 2)
10/10/10 89.1 28.2 99.2 1.06 7.99 2.87 0.736 95.4 86.3 1.7 1.09 1.70 2.77 0.424 95.4 86.3 2.0 1.09 1.77 2.76 0.436
30/30/30 93.2 62.3 21.6 0.64 4.61 2.17 0.680 95.1 91.9 0.0 0.65 2.19 2.64 0.493 95.1 91.9 0.0 0.65 2.24 2.62 0.501
30/10/10 87.8 42.4 97.2 0.98 9.57 2.59 0.787 95.3 86.3 4.5 1.02 1.75 2.81 0.481 95.2 86.3 6.3 1.02 1.80 2.81 0.492
30/20/10 87.3 35.6 96.8 0.96 10.19 2.55 0.800 95.3 88.9 8.2 1.01 1.87 2.78 0.493 95.2 84.7 10.5 1.00 1.92 2.77 0.505
βi = (−2, 1, 2)
10/10/10 91.0 28.2 98.6 1.41 5.62 3.39 0.624 95.6 86.7 0.2 1.44 1.50 2.95 0.337 95.5 86.4 0.2 1.44 1.57 2.94 0.347
30/30/30 93.8 62.3 6.1 0.85 3.64 2.53 0.590 95.2 92.7 0.0 0.85 2.01 2.81 0.416 95.1 92.7 0.0 0.85 2.05 2.80 0.423
30/10/10 91.3 47.7 92.6 1.19 5.47 3.24 0.628 95.4 86.3 0.3 1.21 1.74 2.82 0.381 95.4 63.3 0.4 1.21 1.80 2.81 0.390
30/20/10 91.0 51.8 90.7 1.14 5.72 3.28 0.636 95.4 86.3 0.5 1.17 1.84 2.78 0.399 95.3 86.3 0.6 1.17 1.91 2.77 0.408
βi = (1/3, 1/2, 3)
10/10/10 86.1 28.2 99.5 0.94 13.78 2.23 0.861 95.3 87.3 15.4 0.99 2.64 2.16 0.550 95.2 87.3 19.9 0.99 2.76 2.15 0.562
30/30/30 91.1 41.4 55.7 0.84 7.14 1.73 0.805 95.0 90.5 0.4 0.86 3.03 1.96 0.607 94.9 90.5 0.6 0.86 3.11 1.95 0.615
30/10/10 83.4 17.9 99.3 1.35 14.39 2.23 0.866 95.2 87.1 31.1 1.44 2.67 2.15 0.553 95.1 86.7 33.0 1.44 2.79 2.14 0.566
30/20/10 82.4 20.2 98.3 1.33 15.45 2.15 0.878 95.1 86.7 32.8 1.43 2.72 2.14 0.559 95.0 86.5 34.5 1.43 2.85 2.13 0.572
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Tabela 3.4: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald, para k = 4. Nı´vel de confianc¸a 1− α = 95%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4, 1/4)
10/10/10/10 92.4 67.6 88.9 0.24 4.39 3.22 0.577 95.3 92.5 0.0 0.24 1.71 3.01 0.362 95.2 92.4 0.0 0.24 1.77 3.01 0.371
20/20/20/20 93.8 84.3 3.1 0.17 3.50 2.71 0.563 95.1 93.9 0.0 0.17 1.99 2.89 0.408 95.1 93.8 0.0 0.17 2.04 2.88 0.414
20/20/10/10 92.7 72.7 72.8 0.21 4.24 3.09 0.578 95.2 92.7 0.0 0.21 1.88 2.94 0.390 95.1 92.7 0.0 0.21 1.93 2.93 0.397
20/15/10/5 90.3 63.1 96.2 0.23 5.71 4.02 0.587 95.3 91.2 0.5 0.24 1.72 2.95 0.368 95.2 91.2 0.7 0.24 1.79 2.97 0.377
βi = (−1, 1,−1, 1)
10/10/10/10 92.4 66.6 88.9 0.95 4.39 3.22 0.577 95.3 93.2 0.0 0.96 1.71 3.00 0.362 95.2 93.2 0.0 0.96 1.77 3.00 0.371
20/20/20/20 93.8 85.0 3.2 0.69 3.49 2.72 0.563 95.1 93.6 0.0 0.69 1.99 2.89 0.408 95.1 93.5 0.0 0.69 2.04 2.88 0.414
20/20/10/10 92.7 79.2 72.4 0.83 4.22 3.11 0.576 95.2 92.6 0.0 0.84 1.87 2.94 0.389 95.1 92.6 0.0 0.84 1.93 2.94 0.396
20/15/10/5 90.3 67.9 95.5 0.94 5.68 4.05 0.584 95.3 90.7 0.5 0.97 1.72 2.95 0.368 95.2 90.6 0.7 0.97 1.79 2.96 0.377
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 89.9 56.4 98.8 0.54 7.39 2.74 0.730 94.9 89.0 4.3 0.55 2.52 2.57 0.495 94.8 89.0 6.1 0.55 2.62 2.57 0.504
20/20/20/20 92.6 77.3 61.9 0.39 5.18 2.26 0.696 94.9 92.1 0.1 0.40 2.71 2.42 0.528 94.8 92.1 0.1 0.40 2.77 2.41 0.535
20/20/10/10 89.0 62.4 97.6 0.51 8.37 2.64 0.760 94.8 88.8 14.1 0.53 2.77 2.48 0.528 94.7 88.8 20.3 0.53 2.87 2.47 0.537
20/15/10/5 80.1 42.1 98.5 0.62 16.04 3.83 0.807 94.8 82.7 39.5 0.69 2.39 2.81 0.460 94.6 82.7 41.1 0.69 2.53 2.83 0.472
βi = (−3,−1, 1, 3)
10/10/10/10 91.1 53.5 98.4 2.09 5.47 3.43 0.614 95.1 89.6 0.1 2.14 2.00 2.93 0.406 95.0 89.6 0.1 2.14 2.07 2.93 0.414
20/20/20/20 93.2 75.0 22.7 1.53 4.09 2.72 0.601 95.0 89.0 0.0 1.54 2.23 2.79 0.444 94.9 88.9 0.0 1.54 2.28 2.78 0.451
20/20/10/10 91.5 66.3 91.5 1.83 5.31 3.22 0.623 95.0 89.3 0.7 1.86 2.17 2.84 0.433 94.9 89.3 0.8 1.86 2.24 2.84 0.441
20/15/10/5 85.6 43.6 95.3 2.15 9.31 5.11 0.646 95.1 84.1 34.3 2.29 2.02 2.91 0.410 94.9 83.0 36.2 2.29 2.12 2.94 0.419
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 84.2 35.4 99.9 1.36 13.62 2.21 0.860 94.3 84.2 42.6 1.44 3.54 2.12 0.626 94.2 82.7 44.2 1.44 3.68 2.11 0.635
20/20/20/20 89.4 43.8 96.9 1.01 8.78 1.80 0.830 94.4 87.6 11.5 1.04 3.66 1.92 0.656 94.3 87.4 13.2 1.04 3.75 1.91 0.663
20/20/10/10 83.6 26.6 99.7 1.35 14.14 2.21 0.865 94.3 83.6 42.8 1.43 3.57 2.11 0.629 94.2 82.8 44.2 1.43 3.72 2.11 0.638
20/15/10/5 71.8 15.9 98.1 1.64 25.00 3.19 0.887 94.5 82.0 31.0 1.93 3.00 2.50 0.545 94.3 81.6 32.5 1.93 3.18 2.52 0.558
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 86.2 38.5 99.8 1.88 11.44 2.32 0.831 94.5 85.9 42.6 1.97 3.29 2.20 0.599 94.4 85.8 45.8 1.97 3.42 2.20 0.609
20/20/20/20 90.6 61.6 95.0 1.40 7.46 1.90 0.797 94.6 89.4 2.6 1.42 3.41 2.02 0.628 94.5 89.4 3.3 1.42 3.50 2.01 0.635
20/20/10/10 85.7 38.5 99.5 1.86 12.01 2.32 0.838 94.5 85.6 43.1 1.96 3.36 2.19 0.606 94.3 85.0 45.8 1.96 3.48 2.18 0.615
20/15/10/5 74.6 21.7 99.3 2.28 22.19 3.22 0.873 94.6 82.0 33.4 2.62 2.82 2.61 0.520 94.4 82.0 34.7 2.62 2.99 2.61 0.534
3.13. SIMULAC¸O˜ES REALIZADAS 103
Nestes casos, a localizac¸a˜o intervalar tende a ser satisfato´ria para k = 3 e tende a ser
satisfato´ria ou um pouco demasiado distal para k = 4. De salientar que para todas as
configurac¸o˜es (ni, βi), os valores de Qmean(variante-1) sa˜o sempre inferiores aos valores
de Qmean(variante-2);
• As variantes-3, 4 sa˜o muitos conservativas e os seus valores de Rmean sa˜o quase ideˆnticos,
com excec¸a˜o do caso k = 4, onde para ni = (20, 15, 10, 5) e d > 0.5 a variante-4 e´
menos conservativa. Embora os valores de Rmin para estas duas variantes estejam mais
pro´ximos do n´ıvel nominal 95% do que os das outras variantes, a variante-4 fornece
uma proporc¸a˜o geralmente mais satisfato´ria de falhas liberais (R93% ≤0.6% para todos
os cena´rios em que k = 3 e R93% ≤ 1.3% para todos os cena´rios em que k = 4) do que
a variante-3 (R93% ≤15.9% para todos os cena´rios em que k = 3 e R93% ≤ 19.2% para
todos os cena´rios em que k = 4).
Os valores de Qmean mostram a auseˆncia de equil´ıbrio entre as probabilidades de na˜o-
cobertura mesial e distal em ambas as variantes, com uma clara predominaˆncia de ICs
localizados demasiado mesialmente. Contudo, interpretando a localizac¸a˜o intervalar
em termos da me´dia das probabilidades de na˜o-cobertura mesial e distal, DNRmean e
MNRmean, pode concluir-se que (i) a proporc¸a˜o de um IC ser localizado mesialmente e´
satisfato´ria porque os valores de DNRmean esta˜o compreendidos entre 2% e 3%, sendo
os valores de DNRmean da variante-4 iguais ou superiores aos valores de DNRmean da
variante-3 em todos os cena´rios, e (ii) a proporc¸a˜o de um IC ser localizado distalmente
e´ muito baixa para quase todos os cena´rios, o que e´ consistente com a capacidade
de estas duas variantes lidarem com observac¸o˜es extremais. Para ni = (30, 30, 30) e
ni = (20, 20, 20, 20) , estas duas concluso˜es manteˆm-se va´lidas para a variante-4 mas na˜o
para a variante-3, para a qual os valores de Qmean mostram que a localizac¸a˜o intervalar
se torna satisfato´ria ou ligeiramente mesial;
• Em termos de distaˆncia d, pode observar-se que quando β2i /ni e´ uma constante para
todo o i, enta˜o d = 0 e as variantes-3, 4 produzem os mesmos resultados. No caso em
que se verifica desequil´ıbrio entre os pesos (βi = (1/3, 1/2, 3), βi = (1/6, 1/3, 1/2, 3) e
βi = (−1/2, 1/2, 1, 4)) e os valores de d sa˜o relativamente elevados, verifica-se pouca si-
milaridade dos resultados entre as variantes-3, 4 em quase todas as medidas estat´ısticas,
apresentando geralmente a variante-4 um melhor desempenho do que a variante-3. O
facto de a contribuic¸a˜o dos pesos ser tanto maior quanto mais alto for o valor de d esta´
de acordo com o que e´ previsto teoricamente.
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Tabela 3.5: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald, para k = 3.
Nı´vel de confianc¸a 1− α = 95%. A distaˆncia d, definida por (3.46), destina-se a diferenciar sumariamente o
desempenho das variantes-3, 4. O valor de d e´ o mesmo para todos os casos onde os ni’s sa˜o iguais.
Me´todo: Wald variant-3 variant-4
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 d (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 (0.00) 97.0 92.2 0.1 0.30 0.57 2.45 0.188 97.0 92.2 0.1 0.30 0.57 2.45 0.188
30/30/30 95.6 93.6 0.0 0.17 1.62 2.74 0.371 95.6 93.6 0.0 0.17 1.62 2.74 0.371
30/10/10 (0.23) 96.7 92.3 0.0 0.26 0.82 2.45 0.250 96.7 91.8 0.0 0.26 0.77 2.52 0.234
30/20/10 (0.27) 96.4 92.3 0.0 0.23 1.06 2.53 0.296 96.3 92.5 0.0 0.23 1.03 2.65 0.281
βi = (1, 1,−1)
10/10/10 (0.00) 97.0 92.0 0.0 0.91 0.56 2.47 0.186 97.0 92.0 0.0 0.91 0.56 2.47 0.186
30/30/30 95.6 94.0 0.0 0.51 1.62 2.75 0.370 95.6 94.0 0.0 0.51 1.62 2.75 0.370
30/10/10 (0.23) 96.7 92.3 0.0 0.79 0.80 2.49 0.244 96.7 93.4 0.0 0.79 0.75 2.58 0.226
30/20/10 (0.27) 96.4 93.1 0.0 0.69 1.05 2.55 0.292 96.3 92.7 0.0 0.69 1.01 2.68 0.274
βi = (1,−1/2,−1/2)
10/10/10 (0.41) 96.9 91.5 0.0 0.64 0.71 2.34 0.231 96.9 90.1 0.5 0.63 0.51 2.64 0.162
30/30/30 95.6 92.9 0.0 0.36 1.83 2.55 0.418 95.7 90.9 0.1 0.36 1.44 2.89 0.333
30/10/10 (0.08) 96.5 92.9 0.0 0.47 1.10 2.39 0.315 96.5 92.9 0.0 0.47 1.06 2.41 0.306
30/20/10 (0.21) 96.2 93.2 0.0 0.43 1.31 2.47 0.347 96.2 92.1 0.0 0.43 1.21 2.57 0.320
βi = (−1, 1/2, 2)
10/10/10 (0.53) 96.9 90.4 0.1 1.18 0.80 2.30 0.258 96.8 90.8 0.6 1.16 0.46 2.76 0.142
30/30/30 95.6 93.0 0.0 0.66 2.01 2.40 0.456 95.7 91.9 0.2 0.66 1.35 2.95 0.315
30/10/10 (0.66) 96.7 91.4 0.6 1.09 1.05 2.22 0.322 96.5 91.8 0.3 1.06 0.53 2.93 0.154
30/20/10 (0.69) 96.6 89.7 3.2 1.07 1.13 2.23 0.336 96.4 92.5 0.2 1.04 0.56 3.03 0.156
βi = (−2, 1, 2)
10/10/10 (0.27) 96.9 90.9 0.1 1.56 0.64 2.42 0.208 96.9 91.5 0.0 1.56 0.53 2.53 0.174
30/30/30 95.6 93.1 0.0 0.88 1.67 2.71 0.381 95.7 90.3 0.0 0.88 1.51 2.82 0.348
30/10/10 (0.37) 96.7 91.4 0.0 1.30 0.96 2.38 0.287 96.5 91.5 0.1 1.28 0.84 2.61 0.244
30/20/10 (0.44) 96.5 92.5 0.0 1.23 1.09 2.43 0.311 96.3 92.8 0.1 1.22 0.93 2.77 0.251
βi = (1/3, 1/2, 3)
10/10/10 (0.77) 96.8 89.8 14.0 1.55 1.16 2.07 0.359 96.7 92.3 0.1 1.04 0.33 2.90 0.101
30/30/30 95.5 92.9 0.0 0.87 2.53 1.92 0.568 96.0 94.7 0.0 0.88 1.18 2.85 0.293
30/10/10 (0.78) 96.7 88.9 14.9 1.54 1.20 2.09 0.364 96.7 94.4 0.0 1.49 0.33 2.95 0.102
30/20/10 (0.79) 96.6 89.0 15.9 1.52 1.25 2.12 0.372 96.7 94.4 0.0 1.47 0.34 3.00 0.102
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Tabela 3.6: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald, para k = 4.
Nı´vel de confianc¸a 1 − α = 95%. A distaˆncia d, definida por (3.46), destina-se a diferenciar sumariamente o
desempenho das variantes-3, 4. O valor de d e´ o mesmo para todos os casos onde os ni’s sa˜o iguais.
Me´todo: Wald variante-3 variante-4
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 d (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4, 1/4)
10/10/10/10 (0.00) 97.1 93.3 0.0 0.27 0.61 2.25 0.214 97.1 93.3 0.0 0.27 0.61 2.25 0.214
20/20/20/20 96.1 94.0 0.0 0.18 1.35 2.60 0.341 96.1 94.0 0.0 0.18 1.35 2.60 0.341
20/20/10/10 (0.17) 96.7 94.1 0.0 0.23 0.91 2.37 0.277 96.7 93.4 0.0 0.23 0.88 2.41 0.269
20/15/10/5 (0.28) 97.5 94.9 0.0 0.27 0.53 1.97 0.211 97.2 93.3 0.0 0.26 0.57 2.19 0.205
βi = (−1, 1,−1, 1)
10/10/10/10 (0.00) 97.1 93.8 0.0 1.06 0.61 2.25 0.213 97.1 93.8 0.0 1.06 0.61 2.25 0.213
20/20/20/20 96.1 94.1 0.0 0.73 1.34 2.60 0.340 96.1 94.1 0.0 0.73 1.34 2.60 0.340
20/20/10/10 (0.17) 96.7 94.1 0.0 0.91 0.90 2.37 0.276 96.7 93.1 0.0 0.90 0.88 2.40 0.268
20/15/10/5 (0.28) 97.5 93.4 0.0 1.08 0.53 1.97 0.211 97.3 93.6 0.0 1.06 0.56 2.18 0.206
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 (0.58) 97.0 92.7 0.0 0.60 0.91 2.16 0.297 96.9 91.8 0.3 0.59 0.46 2.63 0.148
20/20/20/20 95.9 93.7 0.0 0.41 1.86 2.27 0.450 96.1 92.5 0.1 0.41 1.06 2.88 0.269
20/20/10/10 (0.66) 96.7 92.6 0.4 0.57 1.12 2.20 0.337 96.6 91.8 0.5 0.56 0.52 2.86 0.154
20/15/10/5 (0.74) 97.8 93.0 0.0 0.77 0.28 1.89 0.131 97.0 91.5 1.3 0.70 0.17 2.84 0.057
βi = (−3,−1, 1, 3)
10/10/10/10 (0.40) 97.0 93.2 0.0 2.35 0.76 2.27 0.251 97.0 92.3 0.0 2.33 0.50 2.45 0.170
20/20/20/20 95.9 93.9 0.0 1.61 1.52 2.55 0.374 96.1 93.0 0.0 1.61 1.15 2.77 0.293
20/20/10/10 (0.45) 96.6 93.4 0.0 2.01 1.07 2.34 0.315 96.6 93.0 0.0 1.99 0.77 2.63 0.225
20/15/10/5 (0.58) 97.7 93.4 0.0 2.55 0.52 1.81 0.222 97.0 92.0 1.2 2.40 0.46 2.58 0.150
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 (0.82) 96.6 89.3 18.4 1.56 1.39 2.02 0.407 96.8 95.1 0.0 1.51 0.32 2.87 0.101
20/20/20/20 95.6 91.6 1.2 1.08 2.49 1.86 0.572 96.2 95.1 0.0 1.08 0.88 2.87 0.236
20/20/10/10 (0.83) 96.5 89.1 19.2 1.55 1.43 2.05 0.412 96.7 94.8 0.0 1.49 0.33 2.94 0.102
20/15/10/5 (0.84) 97.8 91.9 0.3 2.16 0.06 2.18 0.027 97.1 92.5 0.0 1.93 0.01 2.89 0.005
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 (0.77) 96.7 91.1 14.5 2.14 1.24 2.05 0.377 96.8 92.3 0.1 2.08 0.36 2.83 0.111
20/20/20/20 95.7 92.6 0.0 1.48 2.34 1.95 0.546 96.2 91.9 0.1 1.48 0.92 2.92 0.240
20/20/10/10 (0.78) 96.6 90.1 18.3 2.12 1.31 2.09 0.386 96.7 93.2 0.0 2.05 0.37 2.94 0.112
20/15/10/5 (0.82) 97.8 92.4 0.1 2.93 0.12 2.09 0.055 97.1 93.4 0.0 2.63 0.04 2.89 0.013
106 CAPI´TULO 3. INTERVALOS DE CONFIANC¸A PARA UMA COMBINAC¸A˜O LINEAR DE K PROPORC¸O˜ES
ICs de Newcombe-Zou, Peskun, score e Wilson-score-Yu: variante-0
Nı´vel de confianc¸a 95% (Tabelas 3.7 a 3.9)
• O me´todo de Newcombe-Zou e´ ligeiramente conservativo. De entre os treˆs ICs cla´ssicos,
a fo´rmula do IC de Newcombe-Zou e´ uma das que fornece ICs com menor amplitude.
Para cada βi, a maior percentagem de falhas liberais (valores de R93% mais elevados)
verifica-se para os casos que envolvem amostras pequenas (ni = 10, ∀ i) e ha´ um maior
desequil´ıbrio entre os tamanhos das amostras (ni = (30, 10, 10) e ni = (20, 15, 10, 5)).
No caso de ni = (30, 30, 30) e ni = (20, 20, 20, 20), o nu´mero de falhas e´ menor, mas
ligeiramente superior ao nu´mero de falhas dos ICs de score e Peskun. A localizac¸a˜o
intervalar tende a ser demasiado mesial para ni = (30, 30, 30) e ni = (20, 20, 20, 20) e
demasiado mesial ou extremamente mesial para os outros cena´rios.
Zou et al. (2009) apresentam os resultados das medidas de avaliac¸a˜o Rmean, Rmin e
Lmean referentes ao me´todo de Wald ajustado (variante-1) e ao me´todo de Newcombe-
Zou (variante-0), para os casos k = 3 e k = 4, considerando tamanhos de amostras mais
pequenos (ni = (5, 5, 5), ni = (5, 5, 10), ni = (5, 10, 15), ni = (5, 10, 20), ni = (5, 15, 20),
ni = (5, 20, 20), ni = (5, 5, 5, 5), ni = (5, 5, 10, 10), ni = (5, 5, 15, 15), ni = (5, 5, 15, 20),
ni = (5, 10, 15, 20) ) e concluem que os ICs resultantes do me´todo de Newcombe-Zou
cla´ssico sa˜o menos conservativos e mais estreitos, em praticamente todos os cena´rios
por eles considerados;
• O me´todo de Peskun e´ demasiado conservativo (Rmean > 97.3%). A localizac¸a˜o inter-
valar e´ satisfato´ria ou ligeiramente demasiado mesial, na maioria dos cena´rios. Quando
ha´ desequil´ıbrio entre os pesos e entre os tamanhos das amostras (βi = (1/6, 1/3, 1/2, 3),
βi = (−1/2, 1/2, 1, 4) e ni = (20, 15, 10, 5)), a localizac¸a˜o e´ extremamente mesial. Este
e´ o me´todo com os valores mais altos de Lmean, praticamente na˜o tendo falhas para
k = 3 e na˜o tendo mesmo nenhuma falha para k = 4 (valores de R93% todos nulos);
• O me´todo de score e´ ligeiramente conservativo, sobretudo para a maioria dos cena´rios
onde se verifica um maior desequil´ıbrio entre os pesos, e ligeiramente liberal para os
cena´rios onde se verifica, em simultaˆneo, equil´ıbrio entre os pesos e ni = (30, 30, 30). Os
piores valores de Rmean verificaram-se para os cena´rios com amostras pequenas (ni =
10, ∀i) e equil´ıbrio entre os pesos, sendo piores no caso em que k = 4 (Rmean = 93.8%).
Os valores de Lmean sa˜o similares aos do IC de Wald cla´ssico (variante-0), exceto quando,
em simultaˆneo, βi = (1/3, 1/2, 3) e ni = (30, 30, 30) (situac¸a˜o em que a amplitude do
IC de score e´ maior) ou, no caso de ni = (20, 15, 10, 5), existir um maior desequil´ıbrio
entre os pesos (situac¸a˜o em que a amplitude do IC de score e´ menor).
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Tabela 3.7: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score cla´ssicos, para k = 3. Nı´vel de confianc¸a 1−α = 95%.
Me´todo: Newcombe-Zou (variante-0) Peskun (variante-0) score (variante-0)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 95.3 89.0 5.7 0.27 1.33 3.40 0.281 97.4 92.2 0.2 0.32 1.12 1.50 0.427 94.3 92.1 7.1 0.27 2.71 2.95 0.478
30/30/30 95.2 90.3 0.3 0.16 1.75 3.06 0.364 97.3 92.3 0.0 0.19 1.22 1.44 0.459 94.8 92.3 0.0 0.16 2.49 2.75 0.476
30/10/10 95.3 89.5 0.8 0.24 0.71 4.66 0.133 97.6 93.6 0.0 0.29 1.03 1.37 0.429 95.0 92.2 0.0 0.24 2.26 2.78 0.449
30/20/10 95.3 88.0 0.4 0.21 1.51 3.22 0.319 97.5 93.9 0.0 0.26 1.07 1.39 0.436 95.1 93.6 0.0 0.22 2.12 2.76 0.434
βi = (1, 1,−1)
10/10/10 95.2 86.9 5.7 0.81 1.33 3.43 0.279 97.4 91.7 0.1 0.94 1.12 1.50 0.427 94.4 91.7 6.7 0.82 2.70 2.94 0.479
30/30/30 95.2 91.4 0.4 0.49 1.75 3.07 0.363 97.3 93.1 0.0 0.57 1.23 1.46 0.459 94.8 91.9 0.0 0.49 2.49 2.75 0.476
30/10/10 95.3 89.6 0.8 0.72 1.39 3.35 0.293 97.6 94.0 0.0 0.87 1.03 1.38 0.426 94.9 91.9 0.0 0.73 2.26 2.80 0.446
30/20/10 95.3 91.0 0.4 0.64 1.49 3.26 0.314 97.5 94.2 0.0 0.77 1.07 1.41 0.432 95.1 93.7 0.0 0.65 2.10 2.78 0.431
βi = (1,−1/2,−1/2)
10/10/10 95.3 87.8 1.5 0.57 1.21 3.54 0.255 97.4 93.5 0.0 0.67 0.99 1.56 0.389 95.1 92.3 0.2 0.58 1.74 3.13 0.357
30/30/30 95.2 91.2 0.1 0.35 1.67 3.14 0.346 97.4 94.1 0.0 0.40 1.14 1.47 0.437 94.9 93.3 0.0 0.35 2.24 2.81 0.444
30/10/10 95.2 89.9 0.6 0.44 1.61 3.16 0.337 97.3 93.7 0.0 0.51 1.19 1.49 0.444 94.4 92.4 0.1 0.44 2.68 2.90 0.480
30/20/10 95.2 89.8 0.3 0.41 1.63 3.14 0.341 97.4 94.7 0.0 0.47 1.17 1.48 0.442 94.6 93.2 0.0 0.41 2.55 2.80 0.477
βi = (−1, 1/2, 2)
10/10/10 95.3 90.4 1.4 1.05 1.13 3.59 0.240 97.4 93.8 0.0 1.25 0.93 1.63 0.364 95.3 92.5 0.1 1.07 1.47 3.19 0.316
30/30/30 95.2 91.3 0.1 0.64 1.62 3.18 0.338 97.4 94.6 0.0 0.75 1.11 1.51 0.425 95.1 93.9 0.0 0.64 2.00 2.87 0.410
30/10/10 95.3 91.4 0.7 0.98 1.12 3.59 0.238 97.5 94.2 0.0 1.22 0.88 1.58 0.358 95.5 90.9 0.1 0.99 1.24 3.26 0.276
30/20/10 95.3 91.2 0.5 0.96 1.11 3.59 0.236 97.6 94.4 0.0 1.22 0.86 1.56 0.356 95.5 90.3 0.1 0.97 1.20 3.25 0.269
βi = (−2, 1, 2)
10/10/10 95.3 88.7 1.5 1.40 1.25 3.46 0.266 97.4 93.7 0.0 1.64 1.05 1.51 0.409 95.0 91.4 0.1 1.43 2.19 2.85 0.434
30/30/30 95.2 90.6 0.1 0.85 1.70 3.10 0.355 97.4 94.4 0.0 0.99 1.18 1.44 0.449 94.8 93.5 0.0 0.85 2.46 2.73 0.474
30/10/10 95.3 90.0 0.6 1.18 1.43 3.30 0.301 97.5 94.1 0.0 1.42 1.05 1.45 0.421 95.2 93.2 0.0 1.20 1.93 2.87 0.402
30/20/10 95.3 91.3 0.3 1.14 1.42 3.30 0.301 97.5 94.6 0.0 1.38 1.03 1.43 0.418 95.4 92.2 0.0 1.15 1.80 2.80 0.391
βi = (1/3, 1/2, 3)
10/10/10 95.3 89.7 1.6 1.36 0.99 3.69 0.211 97.4 93.9 0.0 1.67 0.79 1.81 0.303 95.5 86.6 0.3 1.37 1.01 3.53 0.223
30/30/30 95.2 91.9 0.2 0.84 1.54 3.26 0.321 97.3 94.6 0.0 1.01 1.04 1.62 0.392 95.3 92.6 0.0 0.84 1.58 3.12 0.337
30/10/10 95.3 90.0 1.6 1.35 0.98 3.68 0.210 97.6 94.3 0.0 1.75 0.76 1.69 0.309 95.5 86.6 0.5 1.36 1.00 3.54 0.221
30/20/10 95.4 90.0 1.1 1.34 0.97 3.67 0.209 97.6 94.5 0.0 1.76 0.75 1.68 0.308 95.5 87.5 0.3 1.35 0.98 3.54 0.217
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Tabela 3.8: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score cla´ssicos, para k = 4. Nı´vel de confianc¸a 1−α = 95%.
Me´todo: Newcombe-Zou (variante-0) Peskun (variante-0) score (variante-0)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4, 1/4)
10/10/10/10 95.2 89.6 4.8 0.24 1.46 3.34 0.304 97.7 92.9 0.0 0.28 1.04 1.30 0.443 93.8 91.7 6.5 0.24 3.01 3.16 0.488
20/20/20/20 95.2 91.5 0.6 0.17 1.68 3.11 0.351 97.6 93.6 0.0 0.20 1.09 1.27 0.462 94.5 92.0 0.1 0.17 2.66 2.83 0.484
20/20/10/10 95.2 91.6 0.5 0.21 1.54 3.24 0.322 97.7 94.2 0.0 0.25 1.02 1.25 0.450 94.4 93.2 0.0 0.21 2.70 2.93 0.480
20/15/10/5 95.2 90.9 1.2 0.23 1.43 3.37 0.297 97.8 94.9 0.0 0.29 0.94 1.25 0.429 95.1 93.2 0.0 0.24 2.08 2.84 0.423
βi = (−1, 1,−1, 1)
10/10/10/10 95.2 88.6 4.8 0.94 1.46 3.34 0.303 97.7 92.9 0.0 1.13 1.03 1.30 0.443 93.8 91.8 6.4 0.94 3.01 3.16 0.487
20/20/20/20 95.2 91.3 0.5 0.69 1.68 3.11 0.351 97.6 93.9 0.0 0.82 1.09 1.27 0.463 94.5 92.1 0.1 0.69 2.66 2.83 0.485
20/20/10/10 95.2 91.3 0.7 0.82 1.54 3.23 0.323 97.7 94.2 0.0 1.00 1.02 1.25 0.450 94.4 93.1 0.0 0.83 2.71 2.92 0.481
20/15/10/5 95.2 90.3 1.2 0.94 1.43 3.36 0.299 97.8 94.9 0.0 1.17 0.94 1.25 0.430 95.1 92.1 0.0 0.96 2.09 2.82 0.425
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 95.2 90.3 1.4 0.53 1.18 3.61 0.246 97.6 94.2 0.0 0.65 0.88 1.49 0.372 95.3 93.4 0.0 0.54 1.48 3.26 0.312
20/20/20/20 95.2 91.1 0.2 0.39 1.48 3.31 0.310 97.6 94.4 0.0 0.47 0.99 1.43 0.410 95.2 93.8 0.0 0.39 1.83 2.98 0.381
20/20/10/10 95.3 90.5 0.6 0.51 1.15 3.60 0.242 97.7 94.7 0.0 0.64 0.85 1.47 0.365 95.4 94.1 0.0 0.52 1.33 3.23 0.292
20/15/10/5 95.3 91.7 2.0 0.63 0.77 3.92 0.164 97.8 94.2 0.0 0.87 0.64 1.57 0.291 95.6 92.5 0.0 0.65 0.83 3.52 0.191
βi = (−3,−1, 1, 3)
10/10/10/10 95.3 90.4 1.0 2.09 1.25 3.47 0.264 97.7 94.4 0.0 2.52 0.94 1.36 0.409 95.0 92.4 0.0 2.12 2.14 2.84 0.431
20/20/20/20 95.2 90.3 0.1 1.53 1.54 3.21 0.324 97.7 94.5 0.0 1.83 1.02 1.31 0.438 94.7 93.5 0.0 1.53 2.51 2.76 0.476
20/20/10/10 95.3 90.7 0.4 1.82 1.37 3.36 0.289 97.7 94.7 0.0 2.23 0.96 1.34 0.417 95.2 93.7 0.0 1.85 1.97 2.84 0.410
20/15/10/5 95.3 91.1 1.1 2.17 1.16 3.56 0.246 97.8 94.9 0.0 2.84 0.83 1.38 0.375 95.6 92.5 0.0 2.23 1.42 2.94 0.325
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 95.3 91.5 1.5 1.37 0.98 3.71 0.210 97.5 94.8 0.0 1.73 0.76 1.72 0.307 95.5 91.9 0.1 1.37 1.01 3.52 0.224
20/20/20/20 95.2 91.7 0.3 1.01 1.35 3.41 0.285 97.5 94.1 0.0 1.25 0.93 1.59 0.369 95.4 93.7 0.0 1.02 1.39 3.24 0.301
20/20/10/10 95.3 92.1 1.5 1.36 0.98 3.69 0.210 97.6 94.7 0.0 1.77 0.74 1.65 0.310 95.5 91.7 0.2 1.37 1.00 3.53 0.222
20/15/10/5 95.5 88.7 3.9 1.74 0.53 4.01 0.117 97.8 93.5 0.0 2.50 0.49 1.76 0.218 95.6 88.7 1.2 1.75 0.54 3.88 0.122
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 95.3 90.6 1.4 1.88 1.02 3.70 0.216 97.5 94.8 0.0 2.36 0.79 1.66 0.322 95.5 92.5 0.0 1.90 1.10 3.45 0.241
20/20/20/20 95.2 90.9 0.3 1.39 1.38 3.39 0.289 97.5 94.8 0.0 1.71 0.95 1.55 0.378 95.4 94.3 0.0 1.40 1.47 3.16 0.318
20/20/10/10 95.3 91.5 1.5 1.87 1.01 3.69 0.216 97.6 94.8 0.0 2.41 0.77 1.60 0.325 95.5 92.4 0.0 1.88 1.08 3.45 0.238
20/15/10/5 95.4 91.4 3.1 2.37 0.57 4.03 0.123 97.8 93.5 0.0 3.37 0.51 1.72 0.230 95.6 90.6 0.4 2.39 0.59 3.81 0.133
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Tabela 3.9: Resultados das medidas de avaliac¸a˜o para o me´todo de Wilson-score-Yu (variante-0), para k = 3 e k = 4. Nı´vel de
confianc¸a 1− α = 95%.
Me´todo: Wilson-score-Yu (variante-0) (k = 3) Wilson-score-Yu (variante-0) (k = 4)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean 1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) n1/n2/n3/n4 (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3) βi = (1/4, 1/4, 1/4/1/4)
10/10/10 95.1 71.8 6.9 0.27 1.36 3.55 0.278 10/10/10/10 95.0 87.9 5.9 0.23 1.49 3.46 0.301
30/30/30 95.1 81.5 0.6 0.16 1.78 3.13 0.363 20/20/20/20 95.1 90.7 0.8 0.17 1.72 3.19 0.350
30/10/10 95.1 79.4 2.2 0.24 1.44 3.44 0.296 20/20/10/10 95.1 87.6 1.4 0.20 1.58 3.35 0.320
30/20/10 95.1 83.9 1.1 0.21 1.55 3.34 0.316 20/15/10/5 95.0 88.6 2.7 0.23 1.46 3.50 0.294
βi = (1, 1,−1) βi = (−1, 1,−1, 1)
10/10/10 95.1 79.3 6.9 0.81 1.36 3.56 0.276 10/10/10/10 95.0 87.2 5.8 0.94 1.49 3.46 0.301
30/30/30 95.1 89.4 0.7 0.49 1.78 3.14 0.362 20/20/20/20 95.1 90.4 0.9 0.69 1.72 3.19 0.350
30/10/10 95.1 85.6 2.2 0.71 1.42 3.49 0.290 20/20/10/10 95.1 87.6 1.5 0.82 1.58 3.34 0.321
30/20/10 95.1 84.7 1.2 0.64 1.53 3.38 0.311 20/15/10/5 95.1 88.2 2.7 0.93 1.46 3.48 0.296
βi = (1,−1/2,−1/2) βi = (1/3, 1/3, 1/3, 1)
10/10/10 95.0 83.4 3.4 0.56 1.24 3.72 0.249 10/10/10/10 94.9 87.1 11.6 0.63 0.78 4.31 0.153
30/30/30 95.1 88.4 0.4 0.34 1.70 3.23 0.344 20/20/20/20 95.0 87.6 0.7 0.39 1.52 3.44 0.306
30/10/10 95.1 82.4 1.5 0.43 1.65 3.26 0.336 20/20/10/10 95.0 86.7 4.0 0.50 1.18 3.85 0.234
30/20/10 95.1 82.9 1.0 0.40 1.66 3.24 0.339 20/15/10/5 94.9 87.1 11.6 0.63 0.78 4.31 0.153
βi = (−1, 1/2, 2) βi = (−3,−1, 1, 3)
10/10/10 95.0 83.8 4.4 1.04 1.16 3.82 0.233 10/10/10/10 95.1 85.2 3.1 2.07 1.28 3.63 0.260
30/30/30 95.1 80.9 0.5 0.64 1.65 3.28 0.335 20/20/20/20 95.1 85.8 0.7 1.52 1.57 3.32 0.322
30/10/10 94.9 82.8 5.0 0.97 1.15 3.91 0.227 20/20/10/10 95.1 84.7 1.8 1.81 1.40 3.51 0.285
30/20/10 94.9 82.6 5.7 0.95 1.14 3.95 0.223 20/15/10/5 95.0 87.5 4.7 2.15 1.18 3.77 0.239
βi = (−2, 1, 2) βi = (1/6, 1/3, 1/2, 3)
10/10/10 95.1 82.8 3.4 1.39 1.29 3.62 0.262 10/10/10/10 94.7 80.4 11.7 1.35 1.02 4.31 0.191
30/30/30 95.1 81.0 0.3 0.85 1.73 3.17 0.354 20/20/20/20 94.8 78.9 6.5 1.00 1.39 3.79 0.268
30/10/10 95.1 82.4 1.6 1.17 1.46 3.45 0.297 20/20/10/10 94.6 78.5 11.9 1.34 1.01 4.34 0.189
30/20/10 95.1 82.3 1.5 1.13 1.45 3.46 0.296 20/15/10/5 94.7 82.6 16.8 1.71 0.55 4.72 0.104
βi = (1/3, 1/2, 3) βi = (−1/2, 1/2, 1, 4)
10/10/10 94.7 79.1 11.9 1.35 1.02 4.31 0.191 10/10/10/10 94.8 83.0 8.5 1.86 1.06 4.13 0.204
30/30/30 94.9 73.0 3.9 0.83 1.57 3.54 0.307 20/20/20/20 94.9 80.1 3.2 1.38 1.41 3.66 0.279
30/10/10 94.6 74.7 11.8 1.34 1.01 4.35 0.189 20/20/10/10 94.8 80.6 9.2 1.84 1.05 4.16 0.201
30/20/10 94.5 74.7 12.1 1.32 1.00 4.45 0.184 20/15/10/5 94.8 83.7 16.5 2.34 0.58 4.62 0.112
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Quando ha´ equil´ıbrio entre os pesos e entre o tamanho das amostras (ni = 10, ∀ i),
a percentagem de falhas e´ elevada. Nos restantes casos, o me´todo apresenta poucas
falhas, exceto quando βi = (1/3, 1/2, 3) e ni = (30, 10, 10) ou βi = (1/6, 1/3, 1/2, 3) e
ni = (20, 15, 10, 5).
A localizac¸a˜o intervalar e´ satisfato´ria nos casos em que existe equil´ıbrio entre os pesos
ou quando ni = (30, 30, 30) ou ni = (20, 20, 20, 20). Nos restantes casos tende a ser
demasiado mesial, ou extremamente mesial se existir um maior desequil´ıbrio entre os
pesos;
• O me´todo de Wilson-score-Yu e´ o me´todo que possui os valores de Rmean mais pro´ximos
do n´ıvel nominal 95% em todos os cena´rios. Em contrapartida, e´ um me´todo que tem
falhas em todos os cena´rios. Os valores de R93% sa˜o muito elevados quando compa-
rados com os valores obtidos a partir dos ICs de Newcombe-Zou, Peskun e score. Os
comprimentos dos intervalos sa˜o ideˆnticos aos dos ICs de Newcombe-Zou, assim como
a localizac¸a˜o intervalar. De salientar que para a maioria dos cena´rios, os valores de
Qmean do me´todo Wilson-score-Yu sa˜o ligeiramente inferiores aos valores de Qmean do
me´todo Newcombe-Zou.
As Tabelas B.5 a B.18, que se encontram em apeˆndice, conteˆm os resultados das medi-
das referentes aos ICs de Wald (variantes-0, 1, 2, 3, 4), Newcombe-Zou (variante-0), Peskun
(variante-0), score (variante-0) e Wilson-score-Yu (variante-0), para k = 3 e k = 4 e para os
n´ıveis de confianc¸a 90% e 99%. As concluso˜es para estes n´ıveis de confianc¸a sa˜o similares a`s
apresentadas acima para o n´ıvel de confianc¸a 95%.
Sa˜o ainda inclu´ıdos em apeˆndice, nas Tabelas B.1 a B.4, os resultados das verso˜es ajustadas
(variantes-1, 2, 3, 4) dos ICs de Newcombe-Zou, Peskun e score, mas apenas para k = 3 e para
o n´ıvel de confianc¸a 95%. Na˜o se apresentam os resultados das verso˜es ajustadas do IC de
Wilson-score-Yu, dado que se trata de um me´todo com desempenho ideˆntico ao do me´todo
de Newcombe-Zou, mas com a desvantagem de ter mais falhas. Embora estes resultados
sugiram que as variantes-1, 2, 3, 4 dos me´todos de Newcombe-Zou, Peskun, Wilson-score-Yu
e score, em paralelo com a variante-0 do me´todo de Wald, sa˜o as que teˆm pior desempe-
nho, a ana´lise conjunta das Tabelas 3.3 a 3.9 na˜o e´ suficiente para determinar qual o melhor
me´todo para o conjunto de todas as configurac¸o˜es βi. A ana´lise das probabilidades de cober-
tura mostra que o me´todo de Newcombe-Zou cla´ssico produz os melhores resultados globais
(95.2% ≤ Rmean ≤ 95.4%). Com base nos valores de R93%, a variante-4 do me´todo de Wald
e o me´todo de Peskun cla´ssico sa˜o os que mostram maior tendeˆncia para produzir as me-
nores percentagens de falhas liberais. No entanto, o me´todo de Peskun tem a desvantagem
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de ser demasiado conservativo e conduzir a ICs excessivamente largos. Ainda no que diz
respeito ao comprimento dos intervalos, os ICs com maior precisa˜o sa˜o os produzidos pelos
me´todos cla´ssicos de Wald, Newcombe-Zou, score e Wilson-score-Yu. Se as amostras na˜o
forem muito pequenas (ni > 10, ∀ i), o me´todo de score cla´ssico tem um bom desempenho na
maioria dos cena´rios considerados. A medida de avaliac¸a˜o Qmean mostra que a maioria dos
ICs produzidos pelas variantes-1, 2 do me´todo de Wald esta˜o localizados satisfatoriamente.
Ao considerarem-se as medidas de avaliac¸a˜o MNRmean e DNRmean, e´ aparente que os ICs
produzidos pelas variantes-3, 4 do me´todo de Wald teˆm localizac¸o˜es mesiais satisfato´rias e
uma muito baixa probabilidade de serem localizados distalmente, o que e´ consistente com a
capacidade que estas duas variantes possuem de lidar com observac¸o˜es extremais.
A ana´lise da localizac¸a˜o intervalar, baseada nas medidas MNRmean e DNRmean, realizada
para as variantes-3, 4 do me´todo de Wald foi tambe´m realizada para os restantes me´todos.
E´ interessante notar que MNRmean < DNRmean para todos os ICs baseados na variante-0
dos me´todos de Newcombe-Zou, Peskun, score e Wilson-score-Yu e tambe´m para a maioria
dos ICs produzidos pelas variantes-1, 2 do me´todo de Wald. Em alguns casos, no entanto,
a diferenc¸a entre esses dois valores na˜o foi suficiente para permitir classificar um intervalo
como mesialmente satisfato´rio, uma vez que o crite´rio de equil´ıbrio (0.375 < Qmean < 0.625)
na˜o foi satisfeito. A partir da ana´lise dos valores MNRmean e DNRmean conclui-se que:
• as localizac¸o˜es dos ICs de Newcombe-Zou e Wilson-score-Yu sa˜o sempre mesialmente e
distalmente na˜o satisfato´rias;
• as localizac¸o˜es dos ICs de Peskun sa˜o sempre mesialmente e distalmente na˜o satis-
fato´rias, mesmo para alguns cena´rios para os quais MNRmean e DNRmean esta˜o aproxi-
madamente equilibradas;
• as localizac¸o˜es dos ICs de score sa˜o mesialmente e distalmente satisfato´rias quando
MNRmean e DNRmean esta˜o aproximadamente equilibradas e mesialmente e distalmente
na˜o satisfato´rias no caso contra´rio;
• a maioria das localizac¸o˜es dos ICs de Wald (variantes-1, 2) sa˜o mesialmente satisfato´rias
e, de entre essas, algumas sa˜o distalmente satisfato´rias ou distalmente na˜o satisfato´rias.
Mart´ın Andre´s et al. (2012b) aplicaram a correc¸a˜o de continuidade (cc) proposta por
Haber (1980) aos me´todos de Wald (variantes-0, 1, 2, 3), Newcombe-Zou (variante-0), Peskun
(variante-0) e score (variante-0), apenas para o caso k = 3. Verificaram que o me´todo de
Wald (variante-3) e o me´todo de Peskun (variante-0) se tornam ainda mais conservativos e
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Tabela 3.10: Resultados das medidas de avaliac¸a˜o para os me´todos cla´ssicos de Newcombe-Zou e score
com cc, para k = 3. Nı´vel de confianc¸a 1− α = 95%.
Me´todo: Newcombe-Zou (variante-0) - cc score (variante-0) - cc
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 95.3 89.0 5.1 0.27 1.31 3.36 0.281 94.4 92.1 6.0 0.27 2.67 2.91 0.478
30/30/30 95.2 90.3 0.3 0.16 1.75 3.06 0.364 94.8 92.3 0.0 0.16 2.49 2.74 0.476
30/10/10 95.3 89.5 0.7 0.24 1.40 3.28 0.299 95.0 92.2 0.0 0.24 2.25 2.76 0.449
30/20/10 95.3 88.0 0.4 0.22 1.50 3.21 0.319 95.1 93.6 0.0 0.22 2.11 2.75 0.434
βi = (1, 1,−1)
10/10/10 95.3 86.9 5.2 0.82 1.31 3.39 0.278 94.4 92.2 5.8 0.82 2.66 2.90 0.478
30/30/30 95.2 91.4 0.3 0.49 1.75 3.07 0.363 94.8 93.0 0.0 0.49 2.49 2.75 0.476
30/10/10 95.3 89.6 0.7 0.72 1.38 3.34 0.293 95.0 92.8 0.0 0.73 2.24 2.79 0.446
30/20/10 95.3 91.0 0.3 0.65 1.49 3.25 0.314 95.1 93.8 0.0 0.65 2.10 2.77 0.431
βi = (1,−1/2,−1/2)
10/10/10 95.3 87.8 1.3 0.57 1.19 3.49 0.255 95.2 92.3 0.1 0.58 1.71 3.10 0.356
30/30/30 95.2 91.2 0.1 0.35 1.66 3.14 0.346 95.0 93.4 0.0 0.35 2.24 2.81 0.444
30/10/10 95.3 89.9 0.6 0.44 1.60 3.15 0.337 94.4 92.4 0.1 0.44 2.66 2.89 0.479
30/20/10 95.2 89.8 0.3 0.41 1.62 3.13 0.341 94.7 93.2 0.0 0.41 2.55 2.79 0.477
βi = (−1, 1/2, 2)
10/10/10 95.3 90.4 1.2 1.06 1.12 3.54 0.240 95.4 92.5 0.1 1.07 1.45 3.15 0.315
30/30/30 95.2 91.3 0.1 0.64 1.62 3.17 0.338 95.1 93.9 0.0 0.64 1.99 2.87 0.410
30/10/10 95.3 91.4 0.6 0.98 1.12 3.57 0.238 95.5 90.9 0.0 0.99 1.24 3.25 0.275
30/20/10 95.3 91.5 0.5 0.96 1.11 3.58 0.236 95.6 90.3 0.1 0.97 1.20 3.24 0.269
βi = (−2, 1, 2)
10/10/10 95.3 88.7 1.3 1.41 1.24 3.42 0.266 95.0 91.4 0.1 1.43 2.15 2.82 0.433
30/30/30 95.2 90.6 0.1 0.85 1.70 3.09 0.355 94.8 93.5 0.0 0.85 2.46 2.72 0.474
30/10/10 95.3 90.0 0.5 1.19 1.42 3.28 0.302 95.2 93.2 0.0 1.20 1.92 2.85 0.402
30/20/10 95.3 91.3 0.3 1.14 1.41 3.29 0.301 95.4 92.2 0.0 1.16 1.79 2.79 0.391
βi = (1/3, 1/2, 3)
10/10/10 95.4 89.7 1.3 1.37 0.98 3.65 0.211 95.5 91.4 0.2 1.38 1.00 3.50 0.223
30/30/30 95.2 92.3 0.2 0.84 1.54 3.26 0.321 95.3 92.6 0.0 0.84 1.58 3.12 0.337
30/10/10 95.4 90.0 1.4 1.36 0.98 3.66 0.211 95.5 86.6 0.5 1.36 1.00 3.52 0.221
30/20/10 95.4 90.0 1.0 1.34 0.97 3.66 0.209 95.5 87.5 0.3 1.35 0.98 3.54 0.217
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Tabela 3.11: Resultados das medidas de avaliac¸a˜o para os me´todos cla´ssicos de Newcombe-Zou e score com
correc¸a˜o de continuidade, para k = 4. Nı´vel de confianc¸a 1− α = 95%.
Me´todo: Newcombe-Zou (variante-0) - cc score (variante-0) - cc
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4, 1/4)
10/10/10/10 95.2 89.6 4.8 0.24 1.46 3.34 0.304 93.8 91.7 6.4 0.24 3.01 3.16 0.488
20/20/20/20 95.2 91.5 0.6 0.17 1.68 3.11 0.351 94.5 92.0 0.1 0.17 2.66 2.83 0.484
20/20/10/10 95.2 91.6 0.5 0.21 1.54 3.24 0.322 94.4 93.2 0.0 0.21 2.70 2.93 0.480
20/15/10/5 95.2 90.9 1.2 0.23 1.43 3.37 0.297 95.1 93.4 0.0 0.24 2.08 2.83 0.423
βi = (−1, 1,−1, 1)
10/10/10/10 95.2 88.6 4.8 0.94 1.45 3.34 0.303 93.8 91.8 6.3 0.95 3.00 3.16 0.487
20/20/20/20 95.2 91.3 0.5 0.69 1.68 3.11 0.351 94.5 92.1 0.1 0.69 2.66 2.83 0.485
20/20/10/10 95.2 91.3 0.7 0.82 1.54 3.23 0.323 94.4 93.1 0.0 0.83 2.71 2.92 0.481
20/15/10/5 95.2 90.3 1.2 0.94 1.43 3.36 0.299 95.1 92.1 0.0 0.96 2.08 2.82 0.425
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 95.2 90.3 1.3 0.53 1.17 3.61 0.246 95.3 93.4 0.0 0.54 1.48 3.26 0.312
20/20/20/20 95.2 91.1 0.2 0.39 1.48 3.31 0.310 95.4 94.1 0.0 0.52 1.33 3.23 0.292
20/20/10/10 95.3 90.6 0.6 0.51 1.15 3.60 0.242 95.4 94.1 0.0 0.52 1.33 3.23 0.292
20/15/10/5 95.3 91.7 1.9 0.63 0.77 3.92 0.164 95.6 92.5 0.0 0.65 0.83 3.52 0.191
βi = (−3,−1, 1, 3)
10/10/10/10 95.3 90.4 1.0 2.09 1.24 3.47 0.264 95.0 92.4 0.0 2.12 2.14 2.83 0.431
20/20/20/20 95.2 90.3 0.1 1.53 1.54 3.21 0.324 94.7 93.5 0.0 1.53 2.50 2.76 0.476
20/20/10/10 95.3 91.1 0.4 1.82 1.37 3.36 0.289 95.2 93.7 0.0 1.85 1.97 2.84 0.410
20/15/10/5 95.3 91.1 1.1 2.17 1.16 3.56 0.246 95.6 92.5 0.0 2.23 1.42 2.94 0.325
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 95.3 91.5 1.5 1.37 0.98 3.70 0.210 95.5 91.9 0.1 1.37 1.01 3.52 0.224
20/20/20/20 95.2 91.7 0.3 1.01 1.35 3.41 0.285 95.4 93.7 0.0 1.02 1.39 3.24 0.301
20/20/10/10 95.3 92.1 1.4 1.36 0.98 3.69 0.210 95.5 91.7 0.2 1.37 1.00 3.53 0.222
20/15/10/5 95.5 88.7 3.8 1.74 0.53 4.01 0.117 95.6 88.7 1.2 1.75 0.54 3.88 0.121
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 95.3 90.6 1.4 1.88 1.02 3.70 0.216 95.5 92.5 0.0 1.90 1.10 3.45 0.241
20/20/20/20 95.2 90.9 0.3 1.39 1.38 3.39 0.289 95.4 94.3 0.0 1.40 1.47 3.16 0.317
20/20/10/10 95.3 91.5 1.5 1.87 1.01 3.69 0.216 95.5 92.4 0.0 1.88 1.08 3.45 0.238
20/15/10/5 95.4 91.4 3.0 2.37 0.57 4.03 0.123 95.6 90.6 0.4 2.39 0.59 3.81 0.133
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imprecisos, enquanto que o me´todo de score (variante-0) melhora ligeiramente o seu desem-
penho quando se consideram amostras pequenas (ni = 10, ∀ i). Aplicaram ainda a cc ao
me´todo de Newcombe-Zou (variante-0), concluindo que este melhora apenas ligeiramente em
termos de falhas (valores de R93% mais pro´ximos de zero), mas na˜o em termos de Rmean e
Lmean. Nesta tese, foi aplicada a cc, para k = 3 e k = 4, aos me´todos acima referidos e
tambe´m a` variante-4 do me´todo de Wald, verificando-se que, com excec¸a˜o da percentagem
de falhas, os resultados das medidas de avaliac¸a˜o sa˜o similares entre os me´todos com cc e
sem cc para todos os cena´rios (ni, βi) considerados. Esta similaridade, bem como o facto
de a percentagem de falhas produzidas pelos me´todos com cc ser sempre menor ou igual a`
dos me´todos sem cc, pode ser constatada atrave´s da comparac¸a˜o dos resultados apresentados
nas Tabelas 3.7 e 3.8 (sem cc) com as Tabelas 3.10 e 3.11 (com cc), para os me´todos de
Newcombe-Zou (variante-0) e score (variante-0). No caso k = 3, a aplicac¸a˜o da cc levou a
uma diminuic¸a˜o de 0.6 da percentagem de falhas no me´todo de Newcombe-Zou (variante-0)
e de 1.1 no me´todo de score (variante-0). No entanto, para k = 4, a diminuic¸a˜o foi de apenas
0.06 no me´todo de Newcombe-Zou (variante-0) e de 0.09 no me´todo de score (variante-0).
3.14 Exemplos de aplicac¸a˜o
Os exemplos aqui apresentados ilustram a aplicac¸a˜o dos me´todos de Wald cla´ssico (variante-0)
e ajustado (variantes-1, 2, 3, 4) e dos me´todos de Newcombe-Zou, Peskun e score cla´ssicos.
Da ana´lise destes exemplos excluiu-se o me´todo de Wilson-score-Yu, visto ser um me´todo
com um desempenho ideˆntico ao do me´todo de Newcombe-Zou, mas com a agravante de ter
mais falhas, como se viu nos cena´rios apresentados na Tabela 3.9.
Os dois primeiros exemplos referem-se a uma combinac¸a˜o linear de k = 4 populac¸o˜es. Os
dados do primeiro exemplo proveˆm de um estudo em que ratos sa˜o alimentados com diferentes
tipos de dietas controladas por dois fatores (fibra e gordura), o tamanho das amostras e´ igual
a 30, os pesos βi sa˜o equilibrados e a combinac¸a˜o linear e´ um contraste, isto e´,
∑4
i=1 βi = 0. O
segundo exemplo diz respeito a dados fict´ıcios, em que se considera a existeˆncia de observac¸o˜es
extremais, o tamanho das amostras e´ igual ou inferior a 10 e a combinac¸a˜o linear na˜o e´ um
contraste.
O terceiro e u´ltimo exemplo diz respeito a dados reais provenientes de uma meta-ana´lise.
Estes dados consistem em k = 7 estudos em que a especificidade foi perfeita (100%) em
quatro deles, ou seja, verifica-se a existeˆncia de observac¸o˜es extremais. Assumiram-se como
sendo iguais entre si os pesos βi atribu´ıdos a cada estudo.
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3.14.1 Exemplo 1: cancro e dieta
Cohen et al. (1991) investigaram o efeito de quatro dietas diferentes que combinam fibra
e gordura, no desenvolvimento de cancros induzidos quimicamente em ratos. A populac¸a˜o
de ratos foi dividida em k = 4 grupos. Em cada grupo foram selecionados 30 ratos alea-
toriamente. O nu´mero de ratos com cancro em cada amostra foi registado. Os dados da
experieˆncia encontram-se reproduzidos na Tabela 3.12.
Tabela 3.12: Estudo de associac¸a˜o entre cancro e dieta.
Com fibra Sem fibra
Teor de gordura Alto Baixo Alto Baixo
Tamanho da amostra (ni) 30 30 30 30
Ratos com cancro (xi) 20 14 27 19
Fibra × Gordura (βi) +1 −1 −1 +1
Fibra +1 +1 −1 −1
Gordura +1 −1 +1 −1
Seja pi a proporc¸a˜o da populac¸a˜o desconhecida em cada um dos quatro grupos. Testar, por
exemplo, a interac¸a˜o entre os efeitos da fibra e da gordura (Fibra × Gordura), corresponde
a realizar o teste
H0 : p1 − p2 − p3 + p4 = 0 vs H1 : p1 − p2 − p3 + p4 6= 0 . (3.68)
Devido a` relac¸a˜o dual entre testes estat´ısticos e ICs, atrave´s da inversa˜o do teste (3.68) podem
construir-se ICs para a combinac¸a˜o linear das quatro proporc¸o˜es binomiais independentes.
3.14.2 Exemplo 2: dados fict´ıcios
Neste exemplo utiliza-se um conjunto de dados fict´ıcios criados com amostras de tamanhos
pequenos, obtidas a partir de cada uma das quatro populac¸o˜es binomiais independentes
(Tabela 3.13). A fim de investigar se o triplo da proporc¸a˜o da Populac¸a˜o 1 e´ estatisticamente
diferente da me´dia das proporc¸o˜es das outras treˆs populac¸o˜es, define-se o teste de hipo´teses
H0 : 3p1 =
1
3
(p2 + p3 + p4) vs H1 : 3p1 6= 1
3
(p2 + p3 + p4) . (3.69)
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A construc¸a˜o dos ICs diz respeito a` combinac¸a˜o linear 3p1− 1/3 p2− 1/3 p3− 1/3 p4, que na˜o
e´ um contraste.
Tabela 3.13: Dados fict´ıcios para quatro populac¸o˜es binomiais independentes.
Populac¸a˜o 1 Populac¸a˜o 2 Populac¸a˜o 3 Populac¸a˜o 4
Tamanho da amostra (ni) 5 5 10 10
Observac¸o˜es (xi) 5 3 6 5
Pesos (βi) −3 1/3 1/3 1/3
3.14.3 Exemplo 3: especificidade
Hlibczuk et al. (2010) analisaram a precisa˜o do diagno´stico da tomografia axial computorizada
sem contraste em adultos com suspeita de apendicite. Os dados consistem em k = 7 estudos
em que a especificidade foi perfeita (100%) em quatro deles. Os dados sa˜o reproduzidos na
Tabela 3.14, onde o valor da especificidade de cada estudo foi registada. O objetivo deste
Tabela 3.14: Tomografia axial computorizada sem contraste para diagnosticar
apendicites. VP: verdadeiro positivo; FP: falso positivo; FN: falso negativo;
VN: verdadeiro negativo.
ni βi Especificidade (pˆi)
Nome do estudo VP FP FN VN (VN+FP) VN/(VN+FP)
Ashraf 2006 21 0 2 35 35 1/7 1.00
Ege 2002 104 3 4 185 188 1/7 0.98
Horton 2000 37 0 1 11 11 1/7 1.00
In’t Hof 2004 83 0 4 16 16 1/7 1.00
Keyzer 2005 26 5 4 59 64 1/7 0.92
Stacher 1999 21 0 1 34 34 1/7 1.00
Tamburrini 2007 73 13 8 310 323 1/7 0.96
exemplo e´ a determinac¸a˜o de uma estimativa intervalar para a especificidade combinada de
um teste de diagno´stico cl´ınico, isto e´, para a combinac¸a˜o linear
∑7
i=1 βi pi. Por uma questa˜o
de simplicidade, assumiu-se que todos os estudos teˆm igual peso βi = 1/7, ∀i.
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3.14.4 ICs para os Exemplos 1, 2 e 3
Para a avaliac¸a˜o e comparac¸a˜o do desempenho dos va´rios me´todos, procedeu-se de forma
ana´loga a` da Secc¸a˜o 3.13. Nos Exemplos 1 e 2 foram simulados 10000 conjuntos de proporc¸o˜es
binomiais, sendo cada uma dessas proporc¸o˜es gerada aleatoriamente a partir da distribuic¸a˜o
uniforme padra˜o. Para o Exemplo 3, o ca´lculo das probabilidades de cobertura exata e´ um
processo computacionalmente intensivo, uma vez que o nu´mero de estudos, bem como alguns
tamanhos de amostra, sa˜o relativamente elevados. Por esse motivo utilizou-se o me´todo de
Monte Carlo para o ca´lculo das probabilidades de cobertura estimada. A simulac¸a˜o reali-
zada baseou-se em 1000 conjuntos de 200000 k-amostras a partir de k populac¸o˜es binomiais
Bin(ni, pi), i = 1, . . . , 7. A simulac¸a˜o incluiu apenas cena´rios com proporc¸o˜es muito elevadas
gerados aleatoriamente a partir de distribuic¸o˜es uniformes no intervalo [0.95, 1], uma vez que
as proporc¸o˜es extremais observadas em quatro dos estudos na meta-ana´lise sugerem que a
especificidade real do teste de diagno´stico sob avaliac¸a˜o e´ muito alta. Cada repetic¸a˜o forne-
ceu um valor estimado de R, de Lmean, de MNR, de DNR e de Q. Em seguida foi feita a
me´dia dos 1000 valores de cada uma destas medidas obtidos durante o processo de repetic¸a˜o.
Assumiu-se o n´ıvel de confianc¸a de 95% para os treˆs exemplos. Os resultados das medidas
de avaliac¸a˜o para os cena´rios (ni, βi) dos Exemplos 1 e 2 sa˜o apresentados na Tabela 3.15. A
Tabela-3.16 resume os resultados do Exemplo 3.
Ana´lise dos resultados das medidas de avaliac¸a˜o: Exemplos 1, 2 e 3
• Pela ana´lise da Tabela 3.15 (Exemplos 1 e 2) observa-se que, em ambos os cena´rios
(ni, βi), o me´todo de Wald (variante-0) produz os ICs mais liberais e e´ aquele que,
globalmente, tem o pior desempenho. Os me´todos de Peskun (variante-0) e Wald
(variantes-3, 4) produzem os ICs mais conservativos e mais largos, alcanc¸ando tambe´m
os melhores resultados em termos de Rmin e R93%. Os me´todos de Wald (variantes-1, 2)
e Newcombe-Zou (variante-0) produzem ICs ligeiramente conservativos e praticamente
na˜o teˆm falhas no primeiro cena´rio (Exemplo 1).
Em termos de localizac¸a˜o intervalar, no primeiro cena´rio todos os me´todos produzem
intervalos localizados de forma satisfato´ria, no sentido em que ha´ um equil´ıbrio entre
as MNR e DNR esperadas (0.375 ≤ Qmean ≤ 0.555). Uma vez que no segundo cena´rio
(Exemplo 2) as amostras sa˜o pequenas e existe desequil´ıbrio entre os pesos, verifica-se
na maioria dos casos um maior desequil´ıbrio entre as medidas MNRmean e DNRmean.
Uma ana´lise detalhada dos valores de MNRmean e DNRmean permite-nos refinar a classi-
1
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Tabela 3.15: Resultados das medidas de avaliac¸a˜o para os ICs obtidos atrave´s dos diferentes me´todos, para k = 4,
considerando os dados do Exemplo 1 (Tabela 3.12) e do Exemplo 2 (Tabela 3.13). Nı´vel de confianc¸a 1− α = 95%.
Me´todo: 1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Localizac¸a˜o intervalar
n1/n2/n3/n4 (%) (%) (%) (%) (%)
βi = (1,−1,−1, 1)
30/30/30/30
Wald (variante-0) 94.2 85.7 0.6 0.57 3.21 2.58 0.555 apenas m.s. - demasiado distal
Wald (variante-1) 95.1 92.7 0.0 0.57 2.10 2.83 0.426 satisfato´ria
Wald (variante-2) 95.1 92.8 0.0 0.57 2.14 2.81 0.431 satisfato´ria
Wald (variantes-3, 4) 95.7 93.2 0.0 0.59 1.68 2.66 0.387 apenas m.s. - demasiado mesial
Newcombe-Zou (variante-0) 95.2 92.5 0.1 0.57 1.81 3.02 0.375 apenas m.s - demasiado mesial
Peskun (variante-0) 97.7 94.0 0.0 0.67 1.10 1.25 0.469 m.n.s. e d.n.s. mas equilibrados
score (variante-0) 94.7 93.4 0.0 0.57 2.56 2.73 0.484 satisfato´ria
βi = (3,−1/3,−1/3,−1/3)
5/5/10/10
Wald (variante-0) 72.7 21.1 99.0 1.67 24.06 3.26 0.881 m.n.s. e d.n.s. - extremamente distal
Wald (variante-1) 94.5 81.4 32.1 1.95 3.02 2.49 0.548 satisfato´ria
Wald (variante-2) 94.3 80.9 33.3 1.95 3.20 2.51 0.561 apenas m.s. - demasiado distal
Wald (variante-3) 97.8 91.1 0.3 2.20 0.04 2.11 0.021 apenas m.s. - extremamente mesial
Wald (variante-4) 97.3 93.5 0.0 1.96 0.01 2.69 0.004 apenas m.s. - extremamente mesial
Newcombe-Zou (variante-0) 95.4 90.0 3.6 1.75 0.55 4.05 0.120 m.n.s. e d.n.s. - extremamente mesial
Peskun (variante-0) 97.7 93.5 0.0 2.42 0.51 1.79 0.220 m.n.s. e d.n.s. - extremamente mesial
score (variante-0) 95.5 90.0 0.6 1.76 0.56 3.92 0.125 m.n.s. e d.n.s. - extremamente mesial
m.s. - mesialmente satisfato´ria m.n.s. - mesialmente na˜o-satisfato´ria d.n.s. - distalmente na˜o-satisfato´ria
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Tabela 3.16: Resultados das medidas de avaliac¸a˜o para os ICs obtidos atrave´s dos diferentes me´todos, para k = 7,
considerando os dados do Exemplo 3 (Tabela 3.14). Nı´vel de confianc¸a 1− α = 95%.
Me´todo: 1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Localizac¸a˜o intervalar
n1/n2/ · · · /n7 (%) (%) (%) (%) (%)
βi = (1/7, 1/7, . . . , 1/7)
Wald (variante-0) 83.2 66.5 100 0.04 16.53 0.29 0.983 m.n.s. e d.n.s. - extremamente distal
Wald (variante-1) 98.8 98.0 0.0 0.05 0.02 1.21 0.014 m.n.s. e d.n.s. - extremamente mesial
Wald (variante-2) 98.8 97.9 0.0 0.05 0.03 1.15 0.023 m.n.s. e d.n.s. - extremamente mesial
Wald (variante-3) 98.9 98.1 0.0 0.09 0.00 1.15 0.000 m.n.s. e d.n.s. - extremamente mesial
Wald (variante-4) 97.6 96.6 0.0 0.09 0.00 2.45 0.000 apenas m.s.
Newcombe-Zou (variante-0) 90.6 89.8 99.9 0.06 0.00 9.41 0.000 m.n.s. e d.n.s. - extremamente mesial
Peskun (variante-0) 100.0 99.9 0.0 0.12 0.00 0.01 0.000 m.n.s. e d.n.s.
score (variante-0) 95.9 95.1 0.0 0.05 0.00 4.13 0.000 m.n.s. e d.n.s. - extremamente mesial
m.s. - mesialmente satisfato´ria m.n.s. - mesialmente na˜o-satisfato´ria d.n.s. - distalmente na˜o-satisfato´ria
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ficac¸a˜o do tipo de localizac¸a˜o (ver Tabela 3.15) e conjeturar que, independentemente da
relac¸a˜o entre MNRmean e DNRmean, a localizac¸a˜o dos ICs do me´todo de Wald ajustado
(variantes-1, 2, 3, 4) e´ mesialmente satisfato´ria para ambos os cena´rios. Mais uma vez,
as variantes-3, 4 produzem ICs com uma probabilidade muito baixa de serem localizados
distalmente. A localizac¸a˜o dos ICs baseados no me´todo de Newcombe-Zou (variante-0)
e score (variante-0) tambe´m e´ mesialmente satisfato´ria, mas apenas para o primeiro
cena´rio.
• Pela ana´lise da Tabela 3.16 (Exemplo 3) pode ser visto que apesar de o me´todo de
score (variante-0) produzir ICs ligeiramente conservativos e na˜o demasiado largos, as
suas localizac¸o˜es tendem a ser completamente na˜o-satisfato´rias. Em relac¸a˜o a` proba-
bilidade de cobertura, o segundo melhor resultado e´ fornecido pelo me´todo de Wald
(variante-4), o qual produziu ICs de localizac¸a˜o mesialmente satisfato´ria, com 0.0% de
falhas liberais. Uma vez que a especificidade de um teste de diagno´stico se refere a`
capacidade de esse teste identificar corretamente os indiv´ıduos que na˜o teˆm uma dada
doenc¸a, e´ enta˜o prefer´ıvel selecionar a variante-4, pois ale´m de ser capaz de lidar com
observac¸o˜es extremais tem tambe´m tendeˆncia a errar no sentido de subestimar, em vez
de sobrestimar, a especificidade combinada do teste de diagno´stico e assim assegurar
que o erro das estimativas deslocadas mesialmente esta´ dentro dos limites expecta´veis.
Observe-se que a variante-4 e´ a variante com melhor desempenho entre os ICs de Wald
ajustados.
Com base nos crite´rios de selec¸a˜o do melhor me´todo apresentados na Secc¸a˜o 1.6, suge-
rem-se, para o cena´rio do Exemplo 1, os me´todos de Wald (variantes-1, 2) e Newcombe-Zou
(variante-0), uma vez que e´ esperado que produzam ICs ligeiramente conservativos, menos
largos e de localizac¸a˜o satisfato´ria, com praticamente 0.0% de falhas liberais. Apesar de ser
muito conservativa, sugere-se a aplicac¸a˜o da variante-4 do me´todo de Wald proposta nesta
tese aos cena´rios dos Exemplos 2 e 3, uma vez que e´ esperado que produza ICs de localizac¸a˜o
mesialmente satisfato´ria, com praticamente 0.0% de falhas liberais.
Os resultados da simulac¸a˜o do cena´rio do Exemplo 1, referentes a βi = (1,−1,−1, 1) e
ni = (30, 30, 30, 30), sa˜o similares aos resultados registados nas Tabelas 3.4, 3.6 e 3.8, para
a configurac¸a˜o βi = (−1, 1,−1, 1) e ni = (20, 20, 20, 20). Pode concluir-se assim que para
cena´rios (ni, βi) ideˆnticos aos apresentados nessas tabelas na˜o sera´ necessa´rio efetuar o ca´lculo
das medidas de avaliac¸a˜o, podendo essas mesmas tabelas ser usadas como refereˆncia.
Os limites inferior e superior de cada IC sa˜o apresentados na Tabela 3.17. Note-se que
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Tabela 3.17: Limites inferior e superior de cada IC a 95% de confianc¸a, para as combinac¸o˜es
lineares de proporc¸o˜es consideradas no Exemplo 1, no Exemplo 2 e no Exemplo 3.
Exemplo 1 Exemplo 2 Exemplo 3
IC (variante) Linf Lsup Linf Lsup Linf Lsup
Wald (variante-0) −0.3854 0.2521 −2.6368 −2.2299 0.9706 0.9910
Wald (variante-1) −0.3806 0.2516 −2.8822 −1.5016 0.9520 0.9913
Wald (variante-2) −0.3808 0.2516 −2.8827 −1.5172 0.9526 0.9914
Wald (variante-3) −0.3808 0.2516 −2.8827 −0.8768 0.8918 0.9914
Wald (variante-4) −0.3808 0.2516 −2.6315 −0.7424 0.8878 0.9907
Newcombe-Zou (variante-0) −0.3790 0.2386 −2.6123 −1.1213 0.9284 0.9877
Peskun (variante-0) −0.4166 0.2875 −3.0000 −1.1029 0.9208 1.0000
score (variante-0) −0.3882 0.2445 −2.6302 −1.1166 0.9430 0.9883
os limites dos ICs de Wald (variantes-3, 4) sa˜o iguais para o cena´rio do Exemplo 1 (visto
que β2i /ni e´ uma constante para todo i = 1, 2, 3, 4) e, consequentemente, os resultados das
medidas de avaliac¸a˜o tambe´m sa˜o iguais para estas duas variantes. O mesmo na˜o acontece
para os cena´rios dos Exemplos 2 e 3, dado que, por exemplo, | β1 | 6= | β2 | ou n2 6= n3.
No Exemplo 1 e´ interessante notar que, independentemente do me´todo escolhido (ver Ta-
bela 3.17), qualquer IC para p1−p2−p3 +p4 levara´ a` na˜o rejeic¸a˜o da hipo´tese H0 em ( 3.68).
Adicionalmente, pode concluir-se que, no Exemplo 2, ha´ uma diferenc¸a estatisticamente sig-
nificativa entre o triplo da proporc¸a˜o da populac¸a˜o 1 e a me´dia da proporc¸a˜o das outras
populac¸o˜es ao n´ıvel de significaˆncia 5%, uma vez que o valor zero na˜o pertence a nenhum IC.
Finalmente, no Exemplo 3, obteve-se o intervalo ]0.8878, 0.9914[ com 95% de confianc¸a para
a especificidade combinada dos sete estudos considerados. A t´ıtulo de curiosidade, note-se
que o me´todo de score produziu o intervalo ] 0.9430, 0.9883 [, o qual na verdade sugere ser
muito mesialmente localizado.

Cap´ıtulo 4
Meta-ana´lise
Meta-ana´lise, termo cunhado por Gene Glass em 1976 e tambe´m conhecido por diferentes
nomes tais como s´ıntese de pesquisa, integrac¸a˜o de pesquisa e combinac¸a˜o de evideˆncias, e´ um
procedimento estat´ıstico que permite analisar uma grande colec¸a˜o de resultados de ana´lises
provenientes de dois ou mais estudos individuais sobre um determinado assunto, tendo como
propo´sito integrar as concluso˜es e descobertas (Hartung et al., 2008). Em cada um dos estudos
e´ estimado o tamanho do efeito, o qual pode representar a me´dia e a diferenc¸a de me´dias
ponderadas ou padronizadas para varia´veis cont´ınuas, a diferenc¸a de risco, a raza˜o de chances,
o risco relativo ou a proporc¸a˜o para varia´veis bina´rias. O tamanho do efeito, um valor que
representa a forc¸a de uma relac¸a˜o entre, por exemplo, duas varia´veis, e´ considerado a unidade
de conta numa meta-ana´lise. O objetivo de uma s´ıntese meta-anal´ıtica e´ a compreensa˜o dos
resultados de qualquer estudo no contexto de todos os outros estudos. Em primeiro lugar,
e´ necessa´rio saber se o tamanho do efeito e´, ou na˜o, consistente em todo o conjunto de
dados. Se for consistente, pretender-se-a´ estimar o verdadeiro tamanho do efeito comum aos
va´rios estudos com a maior precisa˜o poss´ıvel. Por outro lado, se o tamanho do efeito variar
substancialmente de estudo para estudo, pretender-se-a´ quantificar a extensa˜o da variaˆncia e
considerar as suas implicac¸o˜es.
A estimativa do verdadeiro tamanho do efeito resulta da me´dia ponderada dos efeitos
observados em cada um dos estudos. O ca´lculo desta estimativa pode ser feito utilizando
o modelo de efeito fixo e o modelo de efeitos aleato´rios. No modelo de efeito fixo assume-
se que o verdadeiro tamanho do efeito e´ comum a todos os estudos (homogeneidade dos
estudos) e que as poss´ıveis diferenc¸as observadas entre estudos sa˜o devidas apenas a erros de
amostragem (variabilidade dentro dos estudos). No modelo de efeitos aleato´rios assume-se
que o verdadeiro tamanho do efeito pode variar de estudo para estudo e que a diferenc¸a entre
estudos e´ devida ao erro de amostragem dentro do estudo e a` heterogeneidade entre estudos
(Borenstein et al., 2010).
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4.1 Modelo de efeito fixo
No modelo de efeito fixo assume-se que todos os estudos na meta-ana´lise partilham um
tamanho do efeito comum, isto e´, assume-se que o verdadeiro tamanho do efeito e´ igual em
todos os estudos. Assim sendo, segue-se que o tamanho do efeito observado varia de um
estudo para o outro apenas devido ao erro amostral inerente a cada estudo. Se cada estudo
tivesse uma amostra com dimensa˜o igual a` da populac¸a˜o, o erro amostral seria zero e o
efeito observado para cada estudo seria o mesmo que o efeito verdadeiro. Como na pra´tica
a dimensa˜o da amostra em cada estudo e´ inferior a` dimensa˜o da respetiva populac¸a˜o, enta˜o
existe erro amostral e o efeito observado no estudo na˜o e´ o mesmo que o efeito verdadeiro.
Considerem-se k estudos ou populac¸o˜es independentes e designem-se por θ1, . . . , θk os
paraˆmetros de interesse, onde cada paraˆmetro θi representa o verdadeiro tamanho do efeito
referente ao i-e´simo estudo ou populac¸a˜o. Seja Yi (estimador do paraˆmetro θi) o efeito
observado no i-e´simo estudo e σ2i a variaˆncia de Yi. Assumindo-se que os paraˆmetros θi sa˜o
fixos e homoge´neos, isto e´, θ1 = · · · = θk = θ, onde θ representa o efeito comum a todos os
estudos, o modelo de efeito fixo e´ dado por
Yi = θ + i , (4.1)
onde i representa o erro aleato´rio do i-e´simo estudo e segue uma distribuic¸a˜o normal de
me´dia 0 e variaˆncia σ2i . O facto de i seguir uma distribuic¸a˜o normal implica que Yi tambe´m
e´ normalmente distribu´ıdo, com me´dia θ e variaˆncia σ2i , isto e´,
Yi ∼ N
(
θ, σ2i
)
, i = 1, . . . , k . (4.2)
Apesar de se assumir que os θi sa˜o iguais, os efeitos observados Yi na˜o sa˜o identicamente
distribu´ıdos devido a` possibilidade de diferirem na variaˆncia.
O objetivo da meta-ana´lise consiste em estimar θ. O estimador de θ e´ geralmente uma simples
me´dia ponderada dos efeitos observados Yi, com os pesos a serem proporcionais a 1/σ
2
i . De
facto, considerando que a variaˆncia σ2i e´ conhecida, a func¸a˜o de verosimilhanc¸a e´ dada por
L (θ | Y1, Y2, . . . , Yk) =
k∏
i=1
1√
2pi σ2i
e
−
(Yi − θ)2
2σ2i
e a func¸a˜o log-verosimilhanc¸a vem na forma
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lnL (θ | Y1, Y2, . . . , Yk) = −
k∑
i=1
ln
(√
2pi σ2i
)
− 1
2
k∑
i=1
(Yi − θ)2
σ2i
. (4.3)
Derivando (4.3) em ordem a θ, obte´m-se
d lnL
dθ
=
k∑
i=1
Yi
σ2i
− θ
k∑
i=1
1
σ2i
e
d2 lnL
dθ2
= −
k∑
i=1
1
σ2i
. (4.4)
Igualando
d lnL
dθ
a zero em (4.4), tem-se
θ =
(
k∑
i=1
Yi
σ2i
)
/
k∑
i=1
1
σ2i
.
Deste modo, o MLE de θ, designado por θFix , e´ igual a` me´dia ponderada dos efeitos observados
em cada estudo
θFix =
∑k
i=1wiYi∑k
i=1wi
, (4.5)
com o peso wi atribu´ıdo ao i-e´simo estudo a ser inversamente proporcional a` variaˆncia do
estimador Yi, isto e´,
wi =
1
σ2i
, i = 1, . . . , k . (4.6)
Atendendo a`s propriedades de um MLE, para qualquer escolha dos wi, θFix e´ um estimador
na˜o enviesado de θ e a sua distribuic¸a˜o e´ assimptoticamente normal, com
E (θFix) = θ e v (θFix) =
1∑k
i=1wi
. (4.7)
De facto, no caso da variaˆncia, atendendo a`s propriedades desta, tem-se
v (θFix) =
1(∑k
i=1wi
)2 k∑
i=1
w2i σ
2
i .
Uma vez que σ2i = 1/wi , obte´m-se da equac¸a˜o anterior
v (θFix) =
1(∑k
i=1wi
)2 k∑
i=1
wi =
1∑k
i=1wi
.
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Dado que na pra´tica as variaˆncias σ2i sa˜o habitualmente desconhecidas, o mesmo acontecera´
aos pesos. Assim sendo, as variaˆncias σ2i na˜o podera˜o ser usadas. No entanto, quando
se considera a variaˆncia estimada σˆ2i de Yi, e´ poss´ıvel estimar θFix e v(θFix) . Portanto,
considerando o peso do i-e´simo estudo como sendo igual ao inverso da variaˆncia estimada
wˆi =
1
σˆ2i
, i = 1, . . . , k , (4.8)
tem-se que a estimativa combinada de θ vem dada por
θˆFix =
∑k
i=1 wˆiYi∑k
i=1 wˆi
, (4.9)
e, consequentemente, a variaˆncia estimada de θˆFix e´ dada por
vˆ
(
θˆFix
)
=
1∑k
i=1 wˆi
=
1∑k
i=1
1
σˆ2i
. (4.10)
Os limites do IC de Wald cla´ssico a 100(1− α)% de confianc¸a para θ veˆm definidos por
θˆFix ∓ zα/2
√
vˆ
(
θˆFix
)
. (4.11)
Com base nos dados obtidos a partir dos k estudos e considerando os pesos wˆi em (4.8),
e´ poss´ıvel testar a validade da assunc¸a˜o do modelo (hipo´tese de homogeneidade)
H0 : θ1 = θ2 = · · · = θk = θ vs H1 : ∃ i, j : θi 6= θj , i 6= j (4.12)
usando um teste assimpto´tico do qui-quadrado. A estat´ıstica de teste Q, proposta por Co-
chran (1954) e dada por
Q =
k∑
i=1
wˆi
(
Yi − θˆFix
)2
, (4.13)
segue aproximadamente um qui-quadrado com (k − 1) graus de liberdade sob a hipo´tese
de homogeneidade. Note-se que a estat´ıstica Q corresponde a uma soma ponderada dos
quadrados dos desvios de cada tamanho do efeito em relac¸a˜o a` me´dia. A ponderac¸a˜o e´ feita
pelo inverso da variaˆncia estimada de cada estudo. De modo a facilitar os ca´lculos, e´ poss´ıvel
deduzir uma fo´rmula equivalente para Q. Desenvolvendo o quadrado em (4.13), tem-se que
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Q =
k∑
i=1
wˆiY
2
i − 2θˆFix
(
k∑
i=1
wˆi
)∑k
i=1 wˆiYi∑k
i=1 wˆi
+ θˆ2
Fix
k∑
i=1
wˆi =
k∑
i=1
wˆiY
2
i − θˆ2Fix
k∑
i=1
wˆi .
De modo equivalente,
Q =
k∑
i=1
wˆiY
2
i −
(∑k
i=1wˆiYi
)2
∑k
i=1wˆi
. (4.14)
Se o pressuposto de homogeneidade for rejeitado, o estimador θFix em (4.5) continua ainda
a ser um estimador na˜o enviesado de uma me´dia ponderada de paraˆmetros θi’s, designada-
mente
∑k
i=1wiθi/
∑k
i=1wi. Assim, o IC de Wald (4.11) pode ser sempre usado para esta
me´dia ponderada de paraˆmetros (Schulze et al., 2002).
4.2 Modelo de efeitos aleato´rios
Ao realizar-se a meta-ana´lise de um grupo com k estudos, assume-se que esses estudos teˆm
o suficiente em comum para que fac¸a sentido sintetizar a informac¸a˜o por eles veiculada, mas
geralmente na˜o ha´ raza˜o para supor que eles sa˜o ideˆnticos no sentido de que o verdadeiro
tamanho do efeito e´ exatamente o mesmo em todos os estudos. Em contraste com o modelo
de efeito fixo, no modelo de efeitos aleato´rios na˜o se assume que os verdadeiros tamanhos dos
efeitos dos diferentes estudos sejam iguais, mas pressupo˜e-se que proveˆm de uma distribuic¸a˜o
de efeitos verdadeiros, sendo o objetivo da meta-ana´lise a estimac¸a˜o da me´dia dessa distri-
buic¸a˜o. A fo´rmula de ca´lculo para o tamanho do efeito combinado e´ a mesma que e´ usada no
modelo de efeito fixo, mas com a variaˆncia para cada estudo a ser igual a` soma da variaˆncia
dentro do estudo com a variaˆncia entre estudos (Borenstein et al., 2010).
Seja Yi o efeito observado e θi o efeito verdadeiro no i-e´simo estudo. Assumindo que os
paraˆmetros θi possam na˜o ser homoge´neos, o modelo de efeitos aleato´rios sera´ dado por
Yi = θi + i , onde i ∼ N
(
0, σ2i
)
θi = θ + ζi , onde ζi ∼ N(0, τ2)
(4.15)
O termo i representa o erro aleato´rio do i-e´simo estudo e o termo ζi representa o efeito
aleato´rio do i-e´simo estudo. Assume-se que ambos os termos sa˜o independentes entre si. O
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paraˆmetro τ2 representa a variaˆncia entre estudos. Do modelo (4.15), tem-se que
Yi | θi, σ2i ∼ N
(
θi, σ
2
i
)
, i = 1, . . . , k,
e para cada me´dia espec´ıfica θi assume-se que a mesma e´ extra´ıda a partir de uma superpo-
pulac¸a˜o de efeitos com me´dia θ e variaˆncia τ2, isto e´,
θi | θ, τ2 ∼ N(θ, τ2) .
O modelo (4.15) tambe´m pode ser escrito como
Yi = θ + ζi + i , onde i ∼ N
(
0, σ2i
)
e ζi ∼ N
(
0, τ2
)
. (4.16)
Atendendo a` independeˆncia de i e ζi tem-se enta˜o que
Yi ∼ N
(
θ, τ2 + σ2i
)
, i = 1, . . . , k. (4.17)
θ
θiY i
ζi
εi
Figura 4.1: Modelo de efeitos aleato´rios: efeito verdadeiro
(θi), efeito observado (Yi), erro aleato´rio (i) e efeito aleato´rio
(ζi) no i-e´simo estudo. Figura adaptada do livro de Borenstein
et al. (2010).
Se τ2 = 0, o modelo de efeitos aleato´rios (4.16) reduz-se ao modelo de efeito fixo (4.1). A`
semelhanc¸a do que foi feito para o modelo de efeito fixo, se τ2 em (4.17) for conhecido prova-
-se que o MLE de θ, designado por θ
Rand
, e´ igual a` me´dia ponderada dos efeitos observados
em cada estudo, isto e´,
θ
Rand
=
∑k
i=1w
∗
i Yi∑k
i=1w
∗
i
, (4.18)
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com o peso w∗i atribu´ıdo ao i-e´simo estudo a ser dado por
w∗i =
1
σ∗2i
, com σ∗2i = τ
2 + w−1i , i = 1, . . . , k. (4.19)
Atendendo a`s propriedades de um estimador de verosimilhanc¸a ma´xima, para qualquer esco-
lha dos w∗i , θRand sera´ um estimador na˜o enviesado de θ e a sua distribuic¸a˜o assimptoticamente
normal, com
E (θ
Rand
) = θ e v (θ
Rand
) =
1∑k
i=1w
∗
i
. (4.20)
Observe-se que w∗i ≤ wi, o que implica que v (θRand) ≥ v (θFix) e, por conseguinte, os ICs para
θ constru´ıdos a partir do modelo de efeitos aleato´rios sa˜o geralmente mais largos do que os
ICs constru´ıdos a partir do modelo de efeito fixo (Brockwell e Gordon 2001).
No modelo de efeitos aleato´rios, para calcular a variaˆncia de um estudo, σ∗2i , e´ necessa´rio
conhecer a variaˆncia dentro do estudo σ2i e a variaˆncia entre estudos τ
2, uma vez que a
variaˆncia total do estudo e´ a soma destas duas variaˆncias. A deduc¸a˜o de um estimador para
τ2 pode ser feita atrave´s de uma abordagem ponderada e uma abordagem na˜o ponderada.
Nesta tese apenas e´ referida a abordagem ponderada usando o me´todo dos momentos pon-
derado, tambe´m conhecido como me´todo de DerSimonian e Laird (1986), o qual e´ derivado
atrave´s da estat´ıstica de teste Q dada pela expressa˜o (4.13). Uma vez que Q e´ uma medida
padronizada, o valor esperado, E(Q), na˜o dependera´ da me´trica do tamanho do efeito mas
simplesmente dos graus de liberdade (Borenstein et al. 2010). Assumindo-se a hipo´tese de
homogeneidade (todos os estudos partilham um efeito comum e a variac¸a˜o e´ devida apenas
a erros de amostragem dentro dos estudos), o valor esperado de Q e´ dado por
E (Q) = (k − 1) + τ2
(
k∑
i=1
wˆi −
∑k
i=1wˆ
2
i∑k
i=1wˆi
)
. (4.21)
De facto, considerando θˆFix uma estimativa combinada de θ, a estat´ıstica Q em (4.13) pode
ser escrita como
Q =
k∑
i=1
wˆi
[
(Yi − θ)−
(
θˆFix − θ
)]2
=
k∑
i=1
wˆi (Yi − θ)2 − 2
(
θˆFix − θ
)(
θˆFix
k∑
i=1
wˆi −
k∑
i=1
wˆiθ
)
+
k∑
i=1
wˆi
(
θˆFix − θ
)2
=
k∑
i=1
wˆi (Yi − θ)2 −
(
k∑
i=1
wˆi
)(
θˆFix − θ
)2
.
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Consequentemente,
E (Q) =
k∑
i=1
wˆiE
[
(Yi − θ)2
]
−
(
k∑
i=1
wˆi
)
E
[(
θˆFix − θ
)2]
.
Atendendo a que
E
[
(Yi − θ)2
]
= E
(
Y 2i − 2θE (Yi) + θ2
)
= E
(
Y 2i
)− (E (Yi))2 = σ∗2i ,
tem-se que
E (Q) =
k∑
i=1
wˆi σ
∗2
i −
(
k∑
i=1
wˆi
)
v
(
θˆFix
)
. (4.22)
Atendendo a que θˆFix e´ uma me´dia ponderada, tem-se que
v
(
θˆFix
)
=
∑k
i=1 wˆ
2
i σ
∗2
i(∑k
i=1 wˆi
)2 = ∑ki=1 wˆ2i
(
τ2 + wˆ−1i
)(∑k
i=1 wˆi
)2
=
∑k
i=1 wˆ
2
i(∑k
i=1 wˆi
)2 τ2 + 1∑k
i=1 wˆi
.
Substituindo em (4.22) as variaˆncias σ∗2i e v
(
θˆFix
)
, obte´m-se
E (Q) =
k∑
i=1
wˆi
(
τ2 + wˆ−1i
)−( k∑
i=1
wˆi
) ∑ki=1 wˆ2i(∑k
i=1 wˆi
)2 τ2 + 1∑k
i=1 wˆi

= τ2
k∑
i=1
wˆi + k −
∑k
i=1 wˆ
2
i∑k
i=1 wˆi
τ2 − 1
= (k − 1) + τ2
(
k∑
i=1
wˆi −
∑k
i=1wˆ
2
i∑k
i=1wˆi
)
.
Aplicando o me´todo dos momentos, isto e´, fazendo E (Q) = Q, obte´m-se o estimador de τ2,
τˆ2 =

0 , se Q ≤ k − 1
Q− (k − 1)
U
, se Q > k − 1
(4.23)
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onde k e´ o nu´mero de estudos e Q e U sa˜o dados, respetivamente, por
Q =
k∑
i=1
wˆiY
2
i −
(∑k
i=1wˆiYi
)2
∑k
i=1wˆi
.
e
U =
k∑
i=1
wˆi −
∑k
i=1wˆ
2
i∑k
i=1wˆi
.
Uma vez que a estat´ıstica Q e´ igual a` soma ponderada dos quadrados dos desvios observados
(o valor de Q reflete a dispersa˜o total) e os graus de liberdade (k − 1) sa˜o iguais a` soma
ponderada dos quadrados dos desvios esperados, o numerador Q− (k− 1) em (4.23) reflete o
excesso de dispersa˜o, ou seja a parte que sera´ atribu´ıvel a`s diferenc¸as dos efeitos verdadeiros
de estudo para estudo (Borenstein et al. 2010). O denominador e´ um fator de escala que
permite exprimir a dispersa˜o na mesma escala do tamanho do efeito ou como uma raza˜o.
DerSimonian e Laird (1986) propuseram que a estimativa (4.23) pode enta˜o ser incorporada
nos pesos dos efeitos aleato´rios, isto e´,
wˆ∗i =
1
τˆ2 + wˆ−1i
, i = 1, . . . , k. (4.24)
Uma estimativa de θ e´ enta˜o dada por
θˆ
Rand
=
∑k
i=1wˆ
∗
i Yi∑k
i=1 wˆ
∗
i
, (4.25)
e, consequentemente, a variaˆncia estimada de θˆ
Rand
e´ dada por
vˆ
(
θˆ
Rand
)
=
1∑k
i=1wˆ
∗
i
. (4.26)
Os limites do IC de Wald cla´ssico a 100(1− α)% de confianc¸a para θ veˆm definidos por
θˆ
Rand
∓ zα/2
√
vˆ
(
θˆ
Rand
)
. (4.27)
4.3 Identificac¸a˜o e quantificac¸a˜o da heterogeneidade
A refereˆncia a` heterogeneidade nos tamanhos do efeito deve ser entendida como uma refereˆncia
a uma variac¸a˜o dos tamanhos do efeito verdadeiro. A variac¸a˜o que realmente se observa e´
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parcialmente espu´ria, incorporando a heterogeneidade verdadeira e tambe´m o erro aleato´rio.
Na realizac¸a˜o da meta-ana´lise, para testar a existeˆncia de homogeneidade ou heteroge-
neidade e´ geralmente usada a estat´ıstica Q proposta por Cochran (1954). Contudo, em
meta-ana´lises que envolvem um nu´mero reduzido de estudos, o poder deste teste e´ baixo,
na˜o conseguindo detetar a heterogeneidade. Por outro lado, quando a meta-ana´lise envolve
um nu´mero elevado de estudos, a poteˆncia do teste e´ alta na detec¸a˜o de heterogeneidades
clinicamente na˜o importantes (Higgins e Thompson (2002)). Para quantificar a proporc¸a˜o
da variaˆncia observada que reflete diferenc¸as reais entre estudos (em vez do erro de amostra-
gem), considera-se inicialmente a estat´ıstica de Cochran (como esta´ numa escala padronizada
e´ sens´ıvel ao nu´mero de estudos), remove-se-lhe em seguida a dependeˆncia do nu´mero de estu-
dos e, por fim, exprime-se o resultado como uma raza˜o, designada por ı´ndice I2. Este e´ um dos
mais conhecidos ı´ndices para quantificar o impacto da heterogeneidade que e´ independente
do nu´mero de estudos e do tamanho do efeito, sendo definido por
I2 =

0 , se Q ≤ k − 1
Q− (k − 1)
Q
× 100% , se Q > k − 1
(4.28)
O ı´ndice I2 pode facilmente ser interpretado como uma percentagem de heterogeneidade, isto
e´, a parte de variac¸a˜o total que e´ devida a` variaˆncia entre estudos, τ2 (4.23), existindo uma
relac¸a˜o direta entre τ2 e I2 traduzida pela expressa˜o
τ2 =
Q
U
I2 ,
a qual decorre das equac¸o˜es (4.23) e (4.28). Higgins e Thompson (2002) sugerem uma es-
cala em que uma maior proximidade do valor de I2 a 0% indica na˜o-heterogeneidade, um
valor pro´ximo de 25% indica baixa heterogeneidade, um valor pro´ximo de 50% indica hete-
rogeneidade moderada e um valor pro´ximo de 75% indica uma alta heterogeneidade entre
estudos.
4.4 Meta-ana´lise de prevaleˆncia
Os estudos de prevaleˆncia sa˜o os estudos populacionais descritivos mais amplamente difundi-
dos e publicados em epidemiologia. A prevaleˆncia e´ definida como uma proporc¸a˜o, represen-
tando o seu numerador o nu´mero de casos de uma doenc¸a e o seu denominador o tamanho
da populac¸a˜o. No contexto da prevaleˆncia, o nu´mero de casos de uma doenc¸a de uma deter-
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minada amostra segue uma distribuic¸a˜o binomial (Barendregt et al., 2013). A meta-ana´lise
pode ser utilizada para obter uma estimativa combinada (estimativa global) mais precisa da
frequeˆncia da doenc¸a e tambe´m da prevaleˆncia.
Considerem-se k populac¸o˜es independentes e seja Xi o nu´mero de sucessos, tais que
Xi ∼ Bin (ni, pi) , i = 1, . . . , k ,
onde pi representa o verdadeiro tamanho do efeito referente a` i-e´sima populac¸a˜o e ni a sua
dimensa˜o.
No modelo de efeito fixo assume-se que p1 = p2 = · · · = pk = p. O MLE do verdadeiro
tamanho do efeito comum a todas as populac¸o˜es, p, e´ igual a` me´dia ponderada dos efeitos
observados pˆi nas k populac¸o˜es,
pFix =
∑k
i=1wipˆi∑k
i=1wi
, (4.29)
com o peso wi atribu´ıdo a` i-e´sima populac¸a˜o a ser inversamente proporcional a` variaˆncia do
estimador ML pˆi = Xi/ni, isto e´,
wi =
1
v(pˆi)
, i = 1, . . . , k .
Atendendo a`s propriedades da variaˆncia, tem-se
v (pFix) =
1∑k
i=1wi
=
1∑k
i=1
1
v(pˆi)
. (4.30)
Uma vez que v(pˆi) =
pi(1− pi)
ni
e´ desconhecida, enta˜o os pesos wi tambe´m sa˜o desconhecidos.
Nas Secc¸o˜es 4.1 e 4.2 apenas se considera o MLE pˆi no processo de estimac¸a˜o da variaˆncia.
Contudo, a` semelhanc¸a do que foi feito nos cap´ıtulos anteriores desta tese, tambe´m agora sera˜o
considerados, no contexto da prevaleˆncia, estimadores alternativos ao MLE, designadamente
o estimador de contrac¸a˜o
p˜i =
Xi + hi
ni + 2hi
, hi ≥ 0 .
Por conseguinte, e´ poss´ıvel estimar a variaˆncia de pˆi atrave´s da expressa˜o
v˜(pˆi) =
p˜i(1− p˜i)
ni + 2hi
,
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e, consequentemente, os pesos wi no ca´lculo da estimativa combinada de p sera˜o estimados
por
w˜i =
1
v˜(pˆi)
=
ni + 2hi
p˜i(1− p˜i) , i = 1, . . . , k . (4.31)
Nessas condic¸o˜es, a estimativa combinada de p, designada por p˜Fix , pode ser escrita como
sendo a me´dia ponderada dos efeitos observados p˜i nas k populac¸o˜es,
p˜Fix =
∑k
i=1 w˜i p˜i∑k
i=1 w˜i
, (4.32)
e a variaˆncia estimada por
v˜ (p˜Fix) =
1∑k
i=1 w˜i
.
No modelo de efeitos aleato´rios, supo˜e-se que os tamanhos dos efeitos subjacentes aos diversos
estudos teˆm distribuic¸a˜o normal, isto e´, pi ∼ N
(
p, τ2
)
. Uma estimativa combinada para p,
designada por p˜
Rand
, pode ser calculada atrave´s da fo´rmula
p˜
Rand
=
∑k
i=1 w˜
∗
i p˜i∑k
i=1 w˜
∗
i
, (4.33)
com os pesos w˜∗i a serem dados por
w˜∗i =
1
τ˜2 + v˜(pˆi)
(4.34)
e a variaˆncia estimada por
v˜ (p˜
Rand
) =
1∑k
i=1 w˜
∗
i
.
Atendendo a` expressa˜o (4.23), uma estimativa para τ˜2 e´ dada por
τ˜2 =

0 , se Q˜ ≤ k − 1
Q˜− (k − 1)
U˜
, se Q˜ > k − 1
onde k e´ o nu´mero de estudos e Q˜ e U˜ sa˜o dados, respetivamente, por
Q˜ =
k∑
i=1
w˜ip˜
2
i −
(∑k
i=1w˜i p˜i
)2
∑k
i=1w˜i
e U˜ =
k∑
i=1
w˜i −
∑k
i=1w˜
2
i∑k
i=1w˜i
.
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ICs de Wald cla´ssico e ajustado
Ha´ que salientar o facto de que as estimativas combinadas (4.32) e (4.33) podem ser interpreta-
das como uma estimativa da combinac¸a˜o linear de prevaleˆncias (proporc¸o˜es) L =
∑k
i=1 βi pi,
isto e´, p˜Fix =
∑k
i=1 βi p˜i e p˜Rand =
∑k
i=1 β
∗
i p˜i , em que os coeficientes βi e β
∗
i sa˜o dados,
respetivamente, por
βi =
w˜i∑k
i=1 w˜i
e β∗i =
w˜∗i∑k
i=1 w˜
∗
i
, (4.35)
com w˜i e w˜
∗
i a serem dados pelas expresso˜es (4.31) e (4.34), respetivamente. Observe-se que∑k
i=1 βi = 1 e
∑k
i=1 β
∗
i = 1.
As cinco variantes do me´todo de Wald aplicadas na construc¸a˜o de ICs para a combinac¸a˜o
linear L no Cap´ıtulo 3 podem ser utilizadas para a determinac¸a˜o de ICs para p, usando
quer o modelo de efeito fixo quer o modelo de efeitos aleato´rios. No caso da variante-0, que
corresponde a hi = 0, obte´m-se o IC de Wald cla´ssico (variante-0), cujos limites a 100(1−α)%
de confianc¸a para p veˆm definidos por
pˆFix ∓ zα/2
√
vˆ (pˆFix) e pˆRand ∓ zα/2
√
vˆ (pˆ
Rand
) . (4.36)
No caso das variantes-1, 2, 3, 4, hi assume os valores
2/k , z2α/2/2k ,
z2α/2
2
(
1Ai(xi) +
1
k
)
,
z2α/2
2
1Ai(xi) + β¯2i /ni∑k
i=1
β¯2i
ni
 ,
respetivamente, com β¯i = {βi, β∗i } e o conjunto associado a` func¸a˜o indicatriz 1Ai(·) a ser dado
por {xi : xi = ni} (no caso do limite inferior) ou {xi : xi = 0} (no caso do limite superior).
As expresso˜es dos limites do IC de Wald ajustado (variantes-1, 2, 3, 4) a 100(1− α)% de
confianc¸a para p sa˜o obtidas substituindo-se (pˆFix , vˆ(pˆFix) ) e ( pˆRand , vˆ(pˆRand)) em (4.36) por
(p˜Fix , v˜(p˜Fix) ) e ( p˜Rand , v˜(p˜Rand)), respetivamente.
Numa meta-ana´lise e´ deseja´vel que a estimativa combinada do paraˆmetro seja u´nica. No
entanto, atendendo a`s definic¸o˜es das variantes-3, 4, as estimativas p˜Fix e p˜Rand na˜o sa˜o u´nicas.
Ale´m disso, no caso da variante-4, como os hi dependem dos β¯i ha´ necessidade de se considerar
um estimador para calcular os pesos w˜i e w˜
∗
i sem que se verifique essa dependeˆncia. De forma
a que tal seja poss´ıvel, e dado que estas duas variantes teˆm em considerac¸a˜o a existeˆncia de
observac¸o˜es extremais, os pesos para as variantes-3, 4 sera˜o obtidos considerando no estimador
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de contrac¸a˜o
hi =
z2α/2
2
(
1Bi(xi) +
1
k
)
,
com o conjunto associado a` func¸a˜o indicatriz 1Bi(·) a ser dado por Bi = {xi : xi = ni ∨ xi = 0}.
IC de Wald cla´ssico usando a transformac¸a˜o logit
Para o verdadeiro tamanho do efeito pi da i-e´sima populac¸a˜o a transformac¸a˜o logit e´ dada
por
logit(pi) = log
(
pi
1− pi
)
.
Uma estimativa pontual para logit(pi) e´ dada por
̂logit(pi) = logit(pˆi) = log( pˆi
1− pˆi
)
.
Note-se que esta estimativa na˜o esta´ definida para observac¸o˜es extremais (pˆi = 0 ou pˆi = 1).
No modelo de efeito fixo admite-se que p1 = p2 = · · · = pk = p. A transformac¸a˜o logit de p e´
dada por
logit(p) = log
(
p
1− p
)
. (4.37)
Uma estimativa combinada para logit(p) e´ dada por
̂logit(p) = ∑ki=1wi logit(pˆi)∑k
i=1wi
,
com
wi =
1
v (logit(pˆi))
. (4.38)
Atrave´s do me´todo Delta (Casella e Berger 2001) e´ poss´ıvel determinar uma estimativa apro-
ximada para v (logit(pˆi)). Tem-se enta˜o que
v (logit(pˆi)) ≈
(
d logit(pi)
dpi
)2
v(pˆi)
=
(
1
pi
+
1
1− pi
)2 pi(1− pi)
ni
=
1
nipi(1− pi) .
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Como os pi sa˜o desconhecidos, enta˜o os wi em (4.38) sa˜o estimados por
wˆi =
1
vˆ (logit(pˆi))
= nipˆi(1− pˆi) .
Deste modo, a estimativa combinada para logit(p) e´ dada pela me´dia ponderada dos logit(pˆi),
̂logit(p) = ∑ki=1 wˆi logit(pˆi)∑k
i=1 wˆi
,
e a sua variaˆncia estimada por
vˆ
(̂logit(p)) = 1∑k
i=1 wˆi
.
Os limites do IC de Wald cla´ssico a 100(1−α)% de confianc¸a para logit(p) veˆm definidos por
linf = ̂logit(p)− zα/2√vˆ (̂logit(p)) e lsup = ̂logit(p) + zα/2√vˆ (̂logit(p)) .
Dado que a transformac¸a˜o inversa (4.37) e´ dada por
p =
elogit(p)
1 + elogit(p)
=
1
1 + e−logit(p)
, (4.39)
uma estimativa combinada para p pode ser obtida atrave´s da fo´rmula
pˆFix =
1
1 + e−̂logit(p)
e os limites do IC obtidos atrave´s do me´todo de Wald cla´ssico com transformac¸a˜o logit, a
100(1− α)% de confianc¸a para p, sa˜o dados por
Linf =
1
1 + e−linf
e Lsup =
1
1 + e−lsup
.
No modelo de efeitos aleato´rios supo˜e-se que os tamanhos dos efeitos subjacentes aos diversos
estudos teˆm distribuic¸a˜o normal, isto e´, pi ∼ N
(
p, τ2
)
. Uma estimativa combinada para
logit(p) pode ser calculada atrave´s da fo´rmula
̂logit∗(p) = ∑ki=1 wˆ∗i logit(pˆi)∑k
i=1 wˆ
∗
i
,
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com os pesos wˆ∗i a serem dados por
wˆ∗i =
1
τˆ2 + vˆ (logit(pˆi))
e a variaˆncia estimada por
vˆ
(̂logit∗(p)) = 1∑k
i=1 wˆ
∗
i
.
Atendendo a` expressa˜o (4.23), uma estimativa para τˆ2 e´ dada por
τˆ2 =

0 , se Q ≤ k − 1
Q− (k − 1)
U
, se Q > k − 1
onde k e´ o nu´mero de estudos e Q e U sa˜o dados, respetivamente, por
Q =
k∑
i=1
wˆi (logit(pˆi))
2 −
(∑k
i=1wˆi logit(pˆi)
)2
∑k
i=1wˆi
e U =
k∑
i=1
wˆi −
∑k
i=1wˆ
2
i∑k
i=1wˆi
.
Os limites do IC de Wald cla´ssico a 100(1−α)% de confianc¸a para logit(p) veˆm definidos por
l∗inf = ̂logit∗(p)− zα/2√vˆ (̂logit∗(p)) e l∗sup = ̂logit∗(p) + zα/2√vˆ (̂logit∗(p)) .
Atendendo a` transformac¸a˜o inversa (4.39), uma estimativa combinada para p e´ obtida atrave´s
da fo´rmula
pˆ
Rand
=
1
1 + e−l̂ogit∗(p)
e os limites do IC obtidos atrave´s do me´todo de Wald cla´ssico com transformac¸a˜o logit, a
100(1− α)% de confianc¸a para p, sa˜o dados por
L∗inf =
1
1 + e−l∗inf
e L∗sup =
1
1 + e−l
∗
sup
.
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IC de Wald cla´ssico usando a transformac¸a˜o duplo arco-seno
A transformac¸a˜o duplo arco-seno (Freeman e Tukey 1950) para o verdadeiro tamanho do
efeito pi da i-e´sima populac¸a˜o e´ dada por
ti = arcsin
(√
xi
ni + 1
)
+ arcsin
(√
xi + 1
ni + 1
)
,
onde xi representa o nu´mero de sucessos e ni a dimensa˜o da populac¸a˜o. A variaˆncia de ti e´
dada por
v(ti) =
1
ni + 0.5
.
Sendo esta variaˆncia conhecida previamente (so´ depende de ni), os pesos wi tambe´m sa˜o
conhecidos, pelo que se pode simplificar a notac¸a˜o. Assim sendo, a estimativa combinada
para a transformac¸a˜o duplo arco-seno, num modelo de efeito fixo, pode ser escrita sob a forma
tˆFix =
∑k
i=1wi ti∑k
i=1wi
, wi =
1
v(ti)
e a sua variaˆncia como
v
(
tˆFix
)
=
1∑k
i=1wi
.
De forma ana´loga, num modelo de efeitos aleato´rios a estimativa combinada para a trans-
formac¸a˜o duplo arco-seno pode ser escrita sob a forma
tˆ
Rand
=
∑k
i=1w
∗
i ti∑k
i=1w
∗
i
, w∗i =
1
τ2 + v(ti)
e a sua variaˆncia como
v
(
tˆ
Rand
)
=
1∑k
i=1w
∗
i
.
Atendendo a` expressa˜o (4.23), uma estimativa para τˆ2 e´ dada por
τˆ2 =

0 , se Q ≤ k − 1
Q− (k − 1)
U
, se Q > k − 1
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onde k e´ o nu´mero de estudos e Q e U sa˜o dados, respetivamente, por
Q =
k∑
i=1
wit
2
i −
(∑k
i=1wi ti
)2
∑k
i=1wi
e U =
k∑
i=1
wi −
∑k
i=1w
2
i∑k
i=1wi
.
Ha´ va´rias fo´rmulas aplica´veis para se obter uma estimativa combinada para p. Seja t¯ uma
estimativa combinada, tˆFix ou tˆRand , da transformac¸a˜o duplo arco-seno. A fo´rmula mais
simples, mas menos precisa, para se obter uma estimativa combinada para p (pˆFix ou pˆRand),
e´ dada por
p¯ =
(
sin
(
t¯
2
))2
.
Uma alternativa a` fo´rmula anterior e´ dada por
p¯ = 0.5
1− sgn (cos (t¯ ))
√
1−
[
sin (t¯ ) +
sin (t¯ )− 1/ sin (t¯ )
n
]2 , n =
k∑
i=1
ni .
Esta fo´rmula tem a desvantagem de se poder tornar numericamente insta´vel quando sin (t¯ )
esta´ pro´ximo de zero. De forma a evitar esta instabilidade, optou-se nesta tese pela fo´rmula
que se encontra implementada no programa de software MetaXL, a qual engloba as duas
fo´rmulas anteriores (Barendregt et al. 2013). Considere-se s¯ uma estimativa de p obtida por
s¯ =
(
sin
(
t¯
2
))2
.
Enta˜o, uma estimativa para p e´ dada por
p¯ =

s¯,
s¯
v (t¯ )
< 2 ∨ 1− s¯
v (t¯ )
< 2
0.5 {1− sgn (cos (t¯ ))×A(t¯ )} , caso contra´rio
onde
A (t¯) =
√
1−
[
sin (t¯ ) +
sin (t¯ )− 1/ sin (t¯ )
1/v (t¯ )
]2
.
Os limites do IC obtidos atrave´s do me´todo de Wald cla´ssico com transformac¸a˜o duplo arco-
seno, a 100(1−α)% de confianc¸a para p, usando o modelo de efeito fixo ou de efeitos aleato´rios,
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sa˜o enta˜o definidos por
L¯inf =

0,
p¯
v (t¯ )
< 2
0.5 {1− sgn (cos (tinf))×B (tinf)} , caso contra´rio
e
L¯sup =

1,
1− p¯
v (t¯ )
< 2
0.5 {1− sgn (cos (tsup))×B (tsup)} , caso contra´rio
onde tinf = t¯− zα/2
√
v (t¯ ), tsup = t¯+ zα/2
√
v (t¯ ) e
B (·) =
√
1−
[
sin (·) + sin (·)− 1/ sin (·)
1/v (t¯ )
]2
.
4.5 Crite´rios para avaliac¸a˜o do desempenho dos me´todos de
ICs
Geralmente o nu´mero de estudos integrados numa meta-ana´lise e´ relativamente elevado e o ta-
manho das amostras e´ moderado ou grande, pelo que o ca´lculo da probabilidade de cobertura
exata (3.65) e do comprimento esperado (3.66) torna-se um processo computacionalmente
intensivo. Assim sendo, utilizar-se-a´ o me´todo de Monte Carlo para avaliar e comparar entre
si o desempenho em termos de probabilidade de cobertura estimada (R˙) dos va´rios ICs obti-
dos atrave´s dos me´todos descritos na Secc¸a˜o 4.4, designadamente o me´todo de Wald cla´ssico
e ajustado (variantes-0, 1, 2, 3, 4) e o me´todo de Wald cla´ssico com as transformac¸o˜es logit
e duplo arco-seno. Para cada um deste me´todos sa˜o geradas aleatoriamente N amostras e
assume-se um determinado valor para a prevaleˆncia p.
A` semelhanc¸a do que foi feito para a avaliac¸a˜o de ICs para combinac¸o˜es lineares de k ≥ 1 pro-
porc¸o˜es (Cap´ıtulos 1, 2 e 3), tambe´m no presente contexto de meta-ana´lise se realiza o estudo
da localizac¸a˜o intervalar. Para esse efeito, sa˜o calculadas as probabilidades de na˜o-cobertura
mesial e distal estimadas (MNR˙ e DNR˙) e o ı´ndice de localizac¸a˜o intervalar estimado
Q˙ =
MNR˙
1− R˙ .
Este ı´ndice expressa a condic¸a˜o de equil´ıbrio entre MNR˙ e DNR˙. Por vezes este equil´ıbrio na˜o
acontece para ICs constru´ıdos a partir de amostras pequenas ou quando existem observac¸o˜es
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extremais (caso dos estudos de prevaleˆncia da doenc¸a). Deste modo, a selec¸a˜o do melhor
me´todo com base nos valores individuais de MNR˙ e DNR˙ e´ particularmente relevante em
contextos em que sa˜o preferidas estimativas deslocadas mesialmente ou distalmente. Assim
sendo, a interpretac¸a˜o da localizac¸a˜o intervalar para as variantes-3, 4 do me´todo de Wald e´
feita tambe´m com base nos valores individuais de MNR˙ e DNR˙, em func¸a˜o dos crite´rios de
classificac¸a˜o mencionados no contexto de combinac¸o˜es lineares de k proporc¸o˜es (Secc¸a˜o 3.12):
• valores de DNR˙ entre 0.0188 e 0.0312 correspondem a me´todos que produzem intervalos
com uma localizac¸a˜o mesial satisfato´ria;
• valores de MNR˙ entre 0.0188 e 0.0312 correspondem a me´todos que produzem intervalos
com uma localizac¸a˜o distal satisfato´ria.
Quando existem observac¸o˜es extremais e´, enta˜o, prefer´ıvel selecionar o me´todo de IC que,
ale´m de ser capaz de lidar com este tipo de observac¸o˜es, tambe´m tenha a tendeˆncia de
sobrestimar, em vez de subestimar, a prevaleˆncia combinada e, consequentemente, assegurar
que o erro das estimativas deslocadas mesialmente esta´ dentro dos limites expecta´veis.
Outras medidas de avaliac¸a˜o
A` semelhanc¸a do que fizeram Barendregt et al. (2013), tambe´m aqui sa˜o calculados a me´dia
das N estimativas centrais dos ICs (prevaleˆncia combinada), o vie´s e o erro quadra´tico me´dio
(EQM). Para ale´m destas medidas, calcula-se ainda o desvio padra˜o das N estimativas cen-
trais, a me´dia e o desvio padra˜o dos N comprimentos dos ICs. As fo´rmulas usadas no ca´lculo
destas medidas sa˜o as apresentadas a seguir. Nestas fo´rmulas, a notac¸a˜o pˆ e´ usada para
representar, quer pˆFix quer pˆRand .
• Me´dia: pˆ =
N∑
j=1
pˆ(j)
N
, onde pˆ(j) representa a estimativa combinada do j-e´simo IC.
• Desvio padra˜o =
√√√√ N∑
j=1
(
pˆ(j)− pˆ
)2
N
• Vie´s = pˆ − p
• EQM =
N∑
j=1
(pˆ(j)− p)2
N
• Comprimento: C(j) =| Lsup(j)− Linf(j) | , j = 1, . . . , N
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Crite´rios
A selec¸a˜o do melhor me´todo ou me´todos e´ feita com base nos seguintes crite´rios pela ordem
indicada:
(i) o me´todo deve ser ligeiramente conservativo (os valores de R˙ devem estar ligeiramente
acima do n´ıvel nominal 100(1− α)%);
(ii) o Vie´s e o EQM devem ser ta˜o pequenos quanto poss´ıvel;
(iii) a me´dia e o desvio padra˜o do comprimento dos ICs devem ser ta˜o pequenos quanto
poss´ıvel;
(iv) o me´todo deve produzir ICs com uma localizac¸a˜o (mesial ou distal) satisfato´ria.
4.6 Simulac¸o˜es realizadas
Nesta secc¸a˜o sa˜o apresentados treˆs estudos meta-anal´ıticos por simulac¸a˜o. Cada um destes
estudos corresponde a um dos exemplos de aplicac¸a˜o aqui apresentados. Em todos eles foi
utilizado o me´todo de Monte Carlo para avaliar e comparar, em termos da probabilidade de
cobertura estimada, do vie´s, do EQM, do comprimento e da localizac¸a˜o intervalar, o desem-
penho dos va´rios ICs para a prevaleˆncia combinada p obtidos atrave´s do me´todo de Wald
(variantes-0, 1, 2, 3, 4) e do me´todo de Wald cla´ssico com transformac¸o˜es logit e duplo arco-
seno. Nos Exemplos 1 e 3 foram considerados os dados apresentados por Barendregt et al.
(2013), com k = 9 e k = 18 estudos, respetivamente. No Exemplo 2 foram considerados os
dados apresentados por Diaz et al. (2016), com k = 25 estudos. Motivados por estes exemplos
de aplicac¸a˜o, os valores escolhidos para as prevaleˆncias no estudo de simulac¸a˜o, com k = 9
e k = 25, foram valores baixos ou muito baixos. Para cada IC foram usados o modelo de
efeito fixo e o modelo de efeitos aleato´rios. Para o modelo de efeito fixo assumiram-se valores
de prevaleˆncia p de 0.05, 0.01 e 0.001. Para o modelo de efeitos aleato´rios, sob a hipo´tese
de heterogeneidade, assumiu-se que cada proporc¸a˜o e´ extra´ıda a partir de uma distribuic¸a˜o
normal pi ∼ N
(
p, τ2
)
, i = 1, . . . , k, com p = 0.05, 0.01, 0.001 e τ = 0.005, 0.001, 0.0001. Fi-
nalmente, os valores escolhidos para as prevaleˆncias no estudo de simulac¸a˜o com k = 18 foram
moderados. Para o modelo de efeito fixo assumiram-se valores de prevaleˆncia p de 0.5, 0.25 e
0.15. Para o modelo de efeitos aleato´rios, sob a hipo´tese de heterogeneidade, assumiu-se que
cada proporc¸a˜o e´ extra´ıda a partir de uma distribuic¸a˜o normal pi ∼ N
(
p, τ2
)
, i = 1, . . . , k,
com p = 0.5, 0.25, 0.15 e τ = 0.005, 0.001, 0.0001.
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Para cada um dos me´todos de IC escolhidos foram geradas aleatoriamente N = 200000 amos-
tras, obtendo-se assim para cada IC um valor de R˙, de MNR˙, de DNR˙ e de Q˙ . Assumiu-se
o n´ıvel de confianc¸a 95%. Ale´m do ca´lculo destas medidas de avaliac¸a˜o, foram tambe´m cal-
culadas as restantes medidas de avaliac¸a˜o descritas na Secc¸a˜o 4.5, designadamente a me´dia e
o desvio padra˜o das prevaleˆncias combinadas, o Vie´s, o EQM, a me´dia e o desvio padra˜o dos
comprimentos dos ICs.
4.6.1 Exemplo 1: dados fict´ıcios
Este exemplo diz respeito a um conjunto de dados fict´ıcios sugerido por Barendregt et al.
(2013) e consiste em nove estudos Xi de dimensa˜o ni = 20× i , i = 1, . . . , 9, assumindo-se que
o nu´mero de casos poss´ıveis em cada estudo segue uma distribuic¸a˜o binomial Xi ∼ B(ni, pi).
Os resultados das medidas de avaliac¸a˜o sa˜o apresentados nas Tabelas 4.1 a 4.3.
Ana´lise dos resultados das simulac¸o˜es
• Pela ana´lise da Tabela 4.1 (p = 0.05) pode ser visto que, tanto no caso do modelo de
efeito fixo como no caso do modelo de efeitos aleato´rios, a me´dia das prevaleˆncias combi-
nadas para o me´todo de Wald (variantes-0, 1, 2, 3, 4) e´ mais baixa do que a prevaleˆncia
verdadeira p = 0.05. De entre estas variantes, a variante-4 e´ aquela cuja prevaleˆncia
combinada e´ menos diminu´ıda pelos grandes pesos aplicados a`s amostras com baixa
prevaleˆncia. Todas as variantes sa˜o muito liberais, contudo a variante-4 e´ a menos
liberal e aquela que apresenta melhor Vie´s e EQM. Em termos de localizac¸a˜o intervalar,
verifica-se um desequil´ıbrio muito grande entre a MNR˙ e a DNR˙ em todas as variantes,
mas na˜o ta˜o acentuado no caso da variante-4. A localizac¸a˜o intervalar tende a ser
extremamente distal. Em relac¸a˜o ao me´todo de Wald com transformac¸a˜o, verifica-se
que no caso da transformac¸a˜o logit as prevaleˆncias mais baixas ficam com menor peso e,
portanto, a me´dia das prevaleˆncias combinadas sera´ sobrestimada. O me´todo e´ muito
liberal com a transformac¸a˜o logit, ao passo que com a transformac¸a˜o duplo arco-seno o
me´todo e´ ligeiramente liberal quando se considera o modelo de efeito fixo e algo conser-
vativo quando se considera o modelo de efeitos aleato´rios. Em termos de localizac¸a˜o
intervalar, com a transformac¸a˜o logit tende a ser extremamente mesial, enquanto com
a transformac¸a˜o duplo arco-seno tende ser demasiado mesial. No que diz respeito a`s
outras medidas, a transformac¸a˜o duplo arco-seno e´ a que apresenta globalmente os
melhores resultados;
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Tabela 4.1: Resultados das medidas de avaliac¸a˜o referentes ao conjunto de dados fict´ıcios para os ICs obtidos atrave´s do me´todo
de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo de efeito fixo
com p = 0.05 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.05, (0.005)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 9) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.05 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.02859 0.01710 −0.02141 0.000751 40.3 59.5 0.2 0.997 0.02039 0.00685
variante-1 0.04204 0.00973 −0.00796 0.000158 69.3 30.4 0.4 0.989 0.02582 0.00311
variante-2 0.04184 0.00981 −0.00816 0.000163 68.5 31.2 0.3 0.989 0.02575 0.00315
variante-3 0.04597 0.00792 −0.00403 0.000079 84.9 14.6 0.5 0.969 0.02781 0.00253
variante-4 0.04679 0.00757 −0.00321 0.000068 89.0 10.5 0.5 0.953 0.02847 0.00223
Logit 0.05457 0.00749 0.00457 0.000077 91.2 0.3 8.5 0.032 0.03133 0.00212
Duplo arco-seno 0.05170 0.00735 0.00170 0.000057 94.7 1.7 3.6 0.320 0.02892 0.00194
(p = 0.05 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.04186 0.00857 −0.00814 0.000140 82.3 17.6 0.2 0.991 0.03574 0.00935
variante-1 0.04490 0.00780 −0.00510 0.000087 87.2 12.4 0.4 0.970 0.03124 0.00615
variante-2 0.04478 0.00780 −0.00522 0.000088 87.0 12.7 0.4 0.971 0.03129 0.00620
variante-3 0.04717 0.00751 −0.00283 0.000064 91.1 8.5 0.4 0.950 0.03146 0.00561
variante-4 0.04772 0.00739 −0.00228 0.000060 92.0 7.5 0.4 0.946 0.03297 0.00573
Logit 0.05406 0.00755 0.00406 0.000074 93.1 0.4 6.6 0.053 0.03319 0.00510
Duplo arco-seno 0.05147 0.00768 0.00147 0.000061 95.5 1.4 3.2 0.302 0.03223 0.00541
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Tabela 4.2: Resultados das medidas de avaliac¸a˜o referentes ao conjunto de dados fict´ıcios, para os ICs obtidos atrave´s do me´todo
de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo de efeito fixo
com p = 0.01 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.01, (0.001)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 9) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.01 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00192 0.00135 −0.00808 0.000067 2.5 97.5 0.0 1.000 0.00546 0.00159
variante-1 0.00610 0.00293 −0.00390 0.000024 50.2 49.7 0.1 0.998 0.00986 0.00228
variante-2 0.00596 0.00291 −0.00404 0.000025 48.0 52.0 0.1 0.998 0.00973 0.00229
variante-3 0.01482 0.00248 0.00482 0.000029 99.6 0.0 0.4 0.000 0.01894 0.00243
variante-4 0.01596 0.00236 0.005959 0.000041 99.4 0.0 0.6 0.000 0.02023 0.00233
Logit 0.01549 0.00429 0.005485 0.000048 75.2 0.0 24.8 0.000 0.02151 0.00387
Duplo arco-seno 0.01127 0.00347 0.00127 0.000014 94.8 1.0 4.2 0.193 0.01391 0.00207
(p = 0.01 e τ = 0.001)
Efeitos aleato´rios
Wald-0 0.00239 0.00191 −0.00761 0.000062 9.1 90.9 0.0 1.000 0.00628 0.00250
Wald-1 0.00635 0.00301 −0.00365 0.000022 54.7 45.2 0.1 0.998 0.01023 0.00253
Wald-2 0.00621 0.00301 −0.00379 0.000023 52.9 47.0 0.1 0.998 0.01012 0.00256
Wald-3 0.01485 0.00249 0.00485 0.000030 98.8 0.0 1.2 0.000 0.01724 0.00224
Wald-4 0.01598 0.00237 0.00598 0.000041 89.6 0.0 10.4 0.000 0.01617 0.00265
Logit 0.01543 0.00419 0.00543 0.000047 76.1 0.0 23.9 0.001 0.02169 0.00425
Duplo arco-seno 0.01129 0.00348 0.00129 0.000014 95.3 1.0 3.7 0.218 0.01468 0.00275
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Tabela 4.3: Resultados das medidas de avaliac¸a˜o referentes ao conjunto de dados fict´ıcios, para os ICs obtidos atrave´s do me´todo de
Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo de efeito fixo com
p = 0.001 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.001, (0.0001)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 9) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.001 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00057 0.00009 −0.00043 0.000000 100.0 0.0 0.0 Indet. 0.00312 0.00024
variante-1 0.00201 0.00036 0.00101 0.000001 100.0 0.0 0.0 0.000 0.00582 0.00049
variante-2 0.00194 0.00035 0.00094 0.000001 100.0 0.0 0.0 0.000 0.00571 0.00048
variante-3 0.01536 0.00132 0.01436 0.000208 99.5 0.0 0.5 0.000 0.02398 0.00182
variante-4 0.01631 0.00109 0.01531 0.000236 99.0 0.0 1.0 0.000 0.02531 0.00165
Logit 0.00331 0.00302 0.00231 0.000014 72.4 0.0 27.6 0.000 0.01607 0.00809
Duplo arco-seno 0.00260 0.00093 0.00160 0.000003 95.6 0.0 4.4 0.000 0.00702 0.00112
(p = 0.001 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.00057 0.00009 −0.00043 0.000000 100.0 0.0 0.0 Indet. 0.00312 0.00024
variante-1 0.00202 0.00036 0.00102 0.000001 100.0 0.0 0.0 0.000 0.00582 0.00049
variante-2 0.00194 0.00035 0.00094 0.000001 100.0 0.0 0.0 0.000 0.00571 0.00048
variante-3 0.01536 0.00132 0.01436 0.000208 79.3 0.0 20.7 0.000 0.02305 0.00266
variante-4 0.01631 0.00109 0.01531 0.000236 43.2 0.0 56.8 0.000 0.02259 0.00290
Logit 0.00330 0.00299 0.00230 0.000014 72.5 0.0 27.5 0.000 0.01604 0.00796
Duplo arco-seno 0.00260 0.00093 0.00160 0.000003 95.6 0.0 4.4 0.000 0.00702 0.00112
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• Pela ana´lise da Tabela 4.2 (p = 0.01) pode ser visto que quer no caso do modelo de efeito
fixo quer no caso do modelo de efeitos aleato´rios, a me´dia das prevaleˆncias combinadas
para o me´todo de Wald (variantes-0, 1, 2) e´ mais baixa do que a prevaleˆncia verdadeira
p = 0.01. A variante-4 e´ a que apresenta a me´dia das prevaleˆncias combinadas mais
sobrestimada. As variantes-0, 1, 2 sa˜o demasiado liberais, enquanto que as variantes-3, 4
sa˜o demasiado conservativas. A variante-1 e´ a que apresenta melhor Vie´s e EQM. Em
termos de localizac¸a˜o intervalar, verifica-se um desequil´ıbrio muito grande entre a MNR˙
e a DNR˙ para as variantes-0, 1, 2, enquanto que para as variantes-3, 4 o desequil´ıbrio e´
muito menor.
Em relac¸a˜o ao me´todo de Wald com transformac¸a˜o, as concluso˜es sa˜o similares a`s
retiradas da Tabela 4.1 (p = 0.05), com excec¸a˜o da localizac¸a˜o intervalar, que tende a
ser extremamente mesial com a transformac¸a˜o duplo arco-seno;
• Pela ana´lise da Tabela 4.3 (p = 0.001), conclui-se que, para prevaleˆncias muito baixas,
o me´todo de Wald com a transformac¸a˜o duplo arco-seno e´ o que apresenta o melhor
desempenho em todas as medidas de avaliac¸a˜o, quer no caso do modelo de efeito fixo
quer no caso do modelo de efeitos aleato´rios. A me´dia das prevaleˆncias combinadas
para o me´todo de Wald (variantes-1, 2, 3, 4) e´ mais alta do que a prevaleˆncia verdadeira
p = 0.001. A variante-4 e´ a que apresenta a me´dia das prevaleˆncias combinadas mais
sobrestimada. As variantes-0, 1, 2 atingem probabilidades de cobertura de 100%, inde-
pendentemente do modelo que se considera. As variantes-3, 4 sa˜o muito conservativas
quando se considera o modelo de efeito fixo e muito liberais quando se considera o
modelo de efeitos aleato´rios. Em termos de localizac¸a˜o intervalar, verifica-se uma clara
predominaˆncia da DNR˙.
4.6.2 Exemplo 2: gene mecC MRSA
A bacte´ria Staphylococcus aureus, identificada em 1880, e´ uma das espe´cies mais virulentas
do ge´nero Staphylococcus e tem grande capacidade de adquirir resisteˆncia aos antibio´ticos. A
sua variante MRSA (methicillin-resistant Staphylococcus aureus) e´ resistente a praticamente
todos os antibio´ticos β-lactaˆmicos. Os testes habituais para a detec¸a˜o desta variante incluem
a detec¸a˜o da presenc¸a do gene mecA e a aglutinac¸a˜o de prote´ınas para identificac¸a˜o da PBP2a
(penicilin-binding protein 2a). Em 2011, foi identificada uma nova variante de MRSA em
humanos e animais, na qual estava presente um novo gene homo´logo, mecALGA251, poste-
riormente designado por mecC, que impossibilitava a identificac¸a˜o da MRSA com os testes
habituais.
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Diaz et al. (2016) apresentam um exemplo que incide sobre num conjunto de 25 estudos,
divididos em dois subgrupos, acerca da prevaleˆncia verdadeira do gene mecC em humanos
(k = 16 estudos) e animais (k = 9 estudos). A Tabela 4.4 mostra as seguintes caracter´ısticas
referente a cada estudo: autor, ano, pa´ıs, dimensa˜o, nu´mero de casos positivos e espe´cie hos-
pedeira. Apesar de estes autores terem verificado a presenc¸a de heterogeneidade significativa,
Tabela 4.4: Lista de estudos sobre o gene mecC MRSA em humanos e animais.
Nome do estudo Pa´ıs Dimensa˜o (ni) N
o de casos positivos (xi) Hospedeiro
Paterson GK 2013 Inglaterra 2010 9 Humano
Ganesan A 2013 2013 EUA 364 0 Humano
Petersen A 2013 Dinamarca 56382 288 Humano
Stegger M 2012 Dinamarca 203 12 Humano
Cuny C 2011 Alemanha 12691 11 Humano
Schaumburg F 2012 Alemanha 3207 2 Humano
Schlotter K 2014 Alemanha 38 18 Animal
Vandendriessche S 2013a Be´lgica 303 3 Animal
Vandendriessche S 2013b Be´lgica 41 0 Humano
Deplano A 2014 Be´lgica 4869 9 Humano
Garcia-Garrote F 2014 Espanha 5505 2 Humano
Gomez P 2015a Espanha 6 0 Humano
Porrero MC 2014 Espanha 361 4 Humano
Gomez P 2014 Espanha 13 2 Humano
Gomez P 2015b Espanha 16 11 Animal
Ariza-Miguel J 2014 Espanha 601 1 Animal
van Duijkeren E 2014 Holanda 55 0 Animal
Basset P 2013 Su´ıc¸a 555 0 Humano
Kerschner H 2014 A´ustria 295 6 Humano
Loncaric I 2014 A´ustria 8 3 Animal
Gindonis V 2013 Finlaˆndia 135 1 Animal
Unnerstad HE 2013 Sue´cia 730 4 Animal
Dermota U 2015 Eslove´nia 395 6 Humano
Aqel A 2014 Jordaˆnia 56 0 Humano
Haenni M 2014 Franc¸a 10 4 Animal
o estudo meta-anal´ıtico foi realizado considerando quer o modelo de efeito fixo quer o modelo
de efeitos aleato´rios.
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Os resultados das medidas de avaliac¸a˜o sa˜o apresentados nas Tabelas 4.5 a 4.7.
Ana´lise dos resultados das simulac¸o˜es
• A ana´lise da Tabela 4.5 (p = 0.05) mostra que a me´dia das prevaleˆncias combina-
das para o me´todo de Wald (variantes-0, 1, 2, 3, 4) e´ mais baixa do que a prevaleˆncia
verdadeira p = 0.05, quer no caso do modelo de efeito fixo quer no caso do modelo
de efeitos aleato´rios. De entre estas variantes, as variantes-3, 4 sa˜o aquelas cuja pre-
valeˆncia combinada e´ menos diminu´ıda pelos grandes pesos aplicados a`s amostras com
baixa prevaleˆncia. As variantes-3, 4 sa˜o relativamente liberais, apesar de em menor grau
que as variantes-0, 1, 2, e sa˜o aquelas que apresentam melhor Vie´s e EQM. Em termos
de localizac¸a˜o intervalar, verifica-se um desequil´ıbrio muito grande entre a MNR˙ e a
DNR˙, sendo este desequil´ıbrio menor no caso das variantes-3, 4. A localizac¸a˜o intervalar
tende a ser extremamente distal.
Em relac¸a˜o ao me´todo de Wald com transformac¸a˜o, verifica-se que no caso da trans-
formac¸a˜o logit a me´dia das prevaleˆncias combinadas e´ ligeiramente sobrestimada em
relac¸a˜o a` da transformac¸a˜o duplo arco-seno. O me´todo e´ ligeiramente liberal com am-
bas as transformac¸o˜es quando se considera o modelo de efeito fixo e muito liberal quando
se considera o modelo de efeitos aleato´rios. Em termos de localizac¸a˜o intervalar, os ICs
produzidos pelo me´todo de Wald com a transformac¸a˜o logit tendem a ser demasiado
mesiais, enquanto que os produzidos com a transformac¸a˜o duplo arco-seno tendem a ser
satisfato´rios. No que diz respeito a`s outras medidas, a transformac¸a˜o duplo arco-seno
e´ a que apresenta melhores resultados;
• A ana´lise da Tabela 4.6 (p = 0.01) mostra que a me´dia das prevaleˆncias combinadas
para o me´todo de Wald (variantes-0, 1, 2, 3, 4) e´ subestimada, quer no caso do modelo
de efeito fixo quer no caso do modelo de efeitos aleato´rios. As variantes-0, 1, 2 sa˜o
muito liberais, o mesmo acontecendo com as variantes-3, 4, apesar de em menor grau.
As variantes-3, 4 sa˜o aquelas que apresentam melhor Vie´s e EQM. Em termos de loca-
lizac¸a˜o intervalar, verifica-se um desequil´ıbrio muito grande entre a MNR˙ e a DNR˙ para
as variantes-0, 1, 2, enquanto que para as variantes-3, 4 o desequil´ıbrio e´ muito menor.
No caso da variante-3 pode dizer-se que a localizac¸a˜o intervalar e´ quase mesialmente
satisfato´ria (DNR˙ = 1.8%) com o modelo de efeitos aleato´rios.
Em relac¸a˜o ao me´todo de Wald com transformac¸a˜o, a me´dia das prevaleˆncias combina-
das e´ muito pro´xima da prevaleˆncia verdadeira p = 0.01 quer no caso da transformac¸a˜o
logit quer no caso da transformac¸a˜o duplo arco-seno. Apesar disso, este me´todo tem um
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Tabela 4.5: Resultados das medidas de avaliac¸a˜o referentes ao exemplo sobre o gene mecC MRSA, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeito fixo com p = 0.05 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.05, (0.005)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 25) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.05 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.04753 0.00152 −0.00247 0.000008 25.8 74.2 0.0 1.000 0.00279 0.00004
variante-1 0.04950 0.00085 −0.00050 0.000001 85.6 13.6 0.7 0.949 0.00285 0.00002
variante-2 0.04948 0.00086 −0.00052 0.000001 85.0 14.3 0.7 0.952 0.00285 0.00002
variante-3 0.04985 0.00074 −0.00015 0.000001 94.3 4.3 1.4 0.760 0.00290 0.00003
variante-4 0.04986 0.00074 −0.00014 0.000001 94.3 4.3 1.4 0.758 0.00290 0.00003
Logit 0.05013 0.00073 0.00013 0.000001 94.6 1.7 3.7 0.308 0.00287 0.00002
Duplo arco-seno 0.05005 0.00073 0.00005 0.000001 94.9 2.2 2.9 0.426 0.00287 0.00002
(p = 0.05 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.04085 0.00326 −0.00915 0.000094 20.8 79.2 0.0 1.000 0.013634 0.002382
variante-1 0.04725 0.00280 −0.00275 0.000015 74.0 24.9 1.1 0.958 0.008741 0.002395
variante-2 0.04718 0.00282 −0.00282 0.000016 73.6 25.4 1.0 0.961 0.008802 0.002409
variante-3 0.04934 0.00211 −0.00066 0.000005 87.8 10.5 1.7 0.860 0.008213 0.002236
variante-4 0.04935 0.00210 −0.00065 0.000005 89.2 10.8 0.0 0.997 0.013634 0.001178
Logit 0.05053 0.00211 0.00053 0.000005 83.9 5.2 10.9 0.325 0.006980 0.002390
Duplo arco-seno 0.05016 0.00208 0.00016 0.000004 86.8 5.8 7.4 0.439 0.007151 0.002229
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Tabela 4.6: Resultados das medidas de avaliac¸a˜o referentes ao exemplo sobre o gene mecC MRSA, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeito fixo com p = 0.01 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.01, (0.001)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 25) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.01 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00930 0.00043 −0.00070 0.000001 45.7 54.3 0.0 1.000 0.00126 0.00003
variante-1 0.00945 0.00066 −0.00055 0.000001 65.7 34.0 0.3 0.992 0.00127 0.00005
variante-2 0.00943 0.00067 −0.00057 0.000001 65.0 34.7 0.3 0.992 0.00127 0.00005
variante-3 0.00988 0.00034 −0.00012 0.000001 92.5 6.7 0.8 0.896 0.00133 0.00003
variante-4 0.00988 0.00034 −0.00012 0.000000 92.8 6.4 0.8 0.887 0.00134 0.00003
Logit 0.01012 0.00034 0.00012 0.000000 93.6 1.0 5.4 0.154 0.00132 0.00002
Duplo arco-seno 0.01005 0.00033 0.00005 0.000000 94.8 1.8 3.4 0.343 0.00131 0.00002
(p = 0.01 e τ = 0.001)
Efeitos aleato´rios
variante-0 0.00771 0.00084 −0.00230 0.000006 20.2 79.8 0.0 1.000 0.00337 0.00055
variante-1 0.00897 0.00089 −0.00103 0.000002 68.2 30.0 1.8 0.943 0.00281 0.00127
variante-2 0.00895 0.00090 −0.00105 0.000002 67.8 30.5 1.7 0.947 0.00284 0.00127
variante-3 0.00971 0.00063 −0.00029 0.000002 90.5 7.7 1.8 0.814 0.00279 0.00090
variante-4 0.00975 0.00062 −0.00025 0.000002 90.5 9.3 0.2 0.980 0.00319 0.00077
Logit 0.01029 0.00068 0.00029 0.000002 76.2 6.4 17.4 0.269 0.00190 0.00077
Duplo arco-seno 0.01010 0.00064 0.00010 0.000002 80.0 8.1 11.9 0.405 0.00188 0.00070
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Tabela 4.7: Resultados das medidas de avaliac¸a˜o referentes ao exemplo sobre o gene mecC MRSA, para os ICs obtidos atrave´s do
me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo de
efeito fixo com p = 0.001 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.001, (0.0001)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 25) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.001 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00092 0.00011 −0.00008 0.000000 84.8 15.0 0.2 0.986 0.00040 0.00002
variante-1 0.00080 0.00017 −0.00020 0.000000 56.0 44.0 0.0 1.000 0.00037 0.00004
variante-2 0.00079 0.00017 −0.00021 0.000000 54.4 45.5 0.0 1.000 0.00037 0.00004
variante-3 0.00099 0.00012 −0.00002 0.000000 92.3 7.0 0.7 0.904 0.00045 0.00003
variante-4 0.00101 0.00011 0.00001 0.000000 95.0 4.0 1.1 0.788 0.00045 0.00003
Logit 0.00108 0.00011 0.00008 0.000000 88.6 0.3 11.1 0.023 0.00045 0.00002
Duplo arco-seno 0.00104 0.00011 0.00004 0.000000 93.8 1.1 5.2 0.170 0.00042 0.00002
(p = 0.001 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.00092 0.00012 −0.00008 0.000000 80.4 19.0 0.6 0.970 0.00040 0.00003
variante-1 0.00081 0.00014 −0.00019 0.000000 58.7 41.2 0.1 0.998 0.00044 0.00012
variante-2 0.00080 0.00014 −0.00020 0.000000 57.0 42.9 0.1 0.998 0.00044 0.00012
variante-3 0.00116 0.00016 0.00016 0.000000 93.6 0.0 6.4 0.001 0.00088 0.00013
variante-4 0.00119 0.00016 0.00019 0.000000 73.8 0.0 26.2 0.000 0.00073 0.00012
Logit 0.00111 0.00016 0.00011 0.000000 83.4 0.8 15.8 0.045 0.00051 0.00021
Duplo arco-seno 0.00105 0.00013 0.00005 0.000000 89.8 2.2 8.0 0.213 0.00045 0.00009
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desempenho muito pior em termos de cobertura estimada do que as variantes-3, 4 do
me´todo de Wald, quando se considera o modelo de efeitos aleato´rios. No caso do modelo
de efeito fixo, o me´todo de Wald com a transformac¸a˜o duplo arco-seno continua a ser
o me´todo com o melhor desempenho em todas as medidas consideradas. Em termos
de localizac¸a˜o intervalar, os ICs produzidos pelo me´todo de Wald com a transformac¸a˜o
duplo arco-seno tendem a ser demasiado mesiais quando se considera o modelo de
efeito fixo e a terem uma localizac¸a˜o satisfato´ria quando se considera o modelo de
efeitos aleato´rios. No que diz respeito aos ICs produzidos pelo me´todo de Wald com a
transformac¸a˜o logit, estes tendem a ter uma localizac¸a˜o extremamente mesial quando
se considera o modelo de efeito fixo e demasiado mesial quando se considera o modelo
de efeitos aleato´rios;
• A ana´lise da Tabela 4.7 (p = 0.001) mostra que a me´dia das prevaleˆncias combina-
das para as variantes-3, 4 do me´todo de Wald e´ pro´xima da prevaleˆncia verdadeira
p = 0.001. A variante-4 e´ a que possui melhor desempenho com o modelo de efeito fixo,
enquanto que a variante-3 e´ a que possui melhor desempenho com o modelo de efeitos
aleato´rios. Em termos de localizac¸a˜o intervalar, sa˜o estas as variantes que possuem um
menor desequil´ıbrio entre a MNR˙ e a DNR˙. Contudo, a localizac¸a˜o intervalar revela-se
mesialmente e distalmente na˜o-satisfato´ria.
As Tabelas C.1 a C.3, que se encontram em apeˆndice, conteˆm os resultados das medidas
de avaliac¸a˜o referentes apenas ao subgrupo dos humanos. As Tabelas C.4 a C.6 conteˆm os
resultados das medidas de avaliac¸a˜o referentes apenas ao subgrupo dos animais.
4.6.3 Exemplo 3: esclerose mu´ltipla
A esclerose mu´ltipla e´ uma doenc¸a cro´nica, inflamato´ria e degenerativa que afeta o sistema
nervoso central.
Os estudos sobre os quais vai incidir a meta-ana´lise (k = 18) sa˜o os mesmos que foram usados
em Barendregt et al. (2013) e sa˜o provenientes do projeto “Global Burden of Disease 2010”.
A Tabela 4.8 mostra as seguintes caracter´ısticas de cada estudo: autor, ano, pa´ıs onde foi
realizado, dimensa˜o e n´ıveis de gravidade da doenc¸a (ligeira, moderada e severa).
A partir da Tabela 4.8 e´ claramente vis´ıvel que este exemplo na˜o se enquadrando no con-
texto de prevaleˆncias baixas ou muito baixas. Em todo o caso, uma vez que Barendregt et al.
(2013) na˜o apresentam os resultados do estudo de simulac¸a˜o, mas sim apenas os valores da es-
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Tabela 4.8: Lista de estudos do exemplo sobre esclerose mu´ltipla.
Nome do estudo Pa´ıs Dimensa˜o (ni) Ligeira (xi) Moderada (xi) Severa (xi)
Casetta 1998 Ita´lia 394 221 69 104
Balasa 2007 Rome´nia 152 67 38 47
Tsai 2004 Taiwan 43 28 10 5
Houzen 2003 Taiwan 31 20 4 7
Chancellor 2003 Nova Zelaˆndia 86 44 29 13
Cabre 2001 Cara´ıbas 62 40 19 3
Bencsik 1998 Hungria 130 102 21 7
Lobinska 2004 Polo´nia 204 129 53 22
Bencsik 2001 Hungria 248 37 134 77
Benedikz 2002 Islaˆndia 290 206 52 32
Alvarez 1992 Chile 100 55 33 12
Arruda 2001 Brasil 200 122 45 33
Al-Araji 2005 Iraque 300 120 112 68
Pittock (1) 2004 EUA 162 85 48 29
Pittock (2) 2004 EUA 201 126 45 30
Modrego Pardo 1997 Espanha 46 28 10 8
McDonnell 1998 Irlanda 258 83 123 52
Tola 1999 Espanha 54 31 16 31
timativa combinada e dos limites dos ICs de Wald (variante-0) e Wald com as transformac¸o˜es
logit e duplo arco-seno, optou-se nesta tese por apresentar os resultados da simulac¸a˜o, de
acordo com os n´ıveis de gravidade da doenc¸a, considerando para o tamanho do efeito ver-
dadeiro p = 0.5 (gravidade ligeira), p = 0.25 (gravidade moderada) e p = 0.15 (gravidade
severa). Os resultados das medidas de avaliac¸a˜o sa˜o apresentados nas Tabelas 4.9 a 4.11.
Ana´lise dos resultados das simulac¸o˜es
• A ana´lise da Tabela 4.9 (p = 0.5) mostra, como seria de esperar, que todos os me´todos
teˆm um desempenho similar. A me´dia das prevaleˆncias combinadas e´ pro´xima da
prevaleˆncia verdadeira. No modelo de efeito fixo, todos os me´todos sa˜o ligeiramente
liberais, exceto o me´todo de Wald com transformac¸a˜o logit, o qual e´ ligeiramente con-
servativo. No caso do modelo de efeitos aleato´rios, todos os me´todos sa˜o conservativos
e verifica-se que valores mais pequenos de τ (ver Tabela C.9 em apeˆndice) tornam os
me´todos ligeiramente mais conservativos.
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Tabela 4.9: Resultados das medidas de avaliac¸a˜o referentes ao exemplo sobre esclerose mu´ltipla, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeito fixo com p = 0.5 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.5, (0.005)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 18) Prevaleˆncia combinada Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento do IC
p = 0.5 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.50004 0.00931 0.00004 0.000087 94.6 5.4 0.0 1.000 0.03591 0.00004
variante-1 0.50004 0.00929 0.00004 0.000086 94.7 5.3 0.0 1.000 0.03588 0.00004
variante-2 0.50004 0.00930 0.00004 0.000086 94.7 5.3 0.0 1.000 0.03588 0.00004
variante-3 0.50004 0.00930 0.00004 0.000086 94.7 5.3 0.0 1.000 0.03588 0.00004
variante-4 0.50004 0.00930 0.00004 0.000086 94.7 5.3 0.0 1.000 0.03588 0.00004
Logit 0.50004 0.00914 0.00004 0.000084 95.2 4.8 0.0 1.000 0.03610 0.00004
Duplo arco-seno 0.50004 0.00917 0.00004 0.000084 94.9 5.1 0.0 1.000 0.03596 0.00001
(p = 0.5 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.49999 0.00949 −0.00002 0.000090 95.8 4.2 0.0 1.000 0.03935 0.00489
variante-1 0.49999 0.00947 −0.00002 0.000090 95.8 4.2 0.0 1.000 0.03929 0.00486
variante-2 0.49999 0.00947 −0.00002 0.000090 95.8 4.2 0.0 1.000 0.03929 0.00486
variante-3 0.49999 0.00947 −0.00002 0.000090 95.8 4.2 0.0 1.000 0.03929 0.00486
variante-4 0.49999 0.00947 −0.00002 0.000090 95.8 4.2 0.0 1.000 0.03930 0.00486
Logit 0.49999 0.00929 −0.00002 0.000086 96.1 3.9 0.0 1.000 0.03898 0.00443
Duplo arco-seno 0.49999 0.00932 −0.00002 0.000087 95.9 4.1 0.0 1.000 0.03892 0.00449
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Tabela 4.10: Resultados das medidas de avaliac¸a˜o referentes ao exemplo sobre esclerose mu´ltipla, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeito fixo com p = 0.25 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.25, (0.005)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 18) Prevaleˆncia combinada Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento do IC
p = 0.25 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.24687 0.00850 −0.00313 0.000082 92.1 6.9 1.1 0.865 0.03096 0.00041
variante-1 0.24726 0.00824 −0.00274 0.000075 92.5 6.3 1.2 0.840 0.03096 0.00036
variante-2 0.24724 0.00824 −0.00276 0.000076 92.5 6.3 1.2 0.841 0.03096 0.00036
variante-3 0.24726 0.00816 −0.00274 0.000074 92.5 6.3 1.2 0.841 0.03096 0.00035
variante-4 0.24727 0.00816 −0.00273 0.000074 92.6 6.3 1.2 0.840 0.03096 0.00035
Logit 0.25147 0.00793 0.10147 0.010359 94.7 1.5 3.8 0.284 0.03139 0.00033
Duplo arco-seno 0.25071 0.00794 0.00071 0.000064 94.9 2.1 3.0 0.409 0.03118 0.00033
(p = 0.25 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.24705 0.00834 −0.00296 0.000078 94.3 4.7 0.9 0.834 0.03436 0.00496
variante-1 0.24744 0.00832 −0.00256 0.000076 94.6 4.3 1.1 0.804 0.03426 0.00475
variante-2 0.24743 0.00832 −0.00257 0.000076 94.6 4.3 1.0 0.805 0.03426 0.00476
variante-3 0.24743 0.00832 −0.00257 0.000076 94.6 4.3 1.0 0.805 0.03426 0.00466
variante-4 0.24744 0.00832 −0.00256 0.000076 94.6 4.4 1.1 0.805 0.03419 0.00451
Logit 0.25123 0.00809 0.00123 0.000067 95.8 1.4 2.9 0.321 0.03387 0.00387
Duplo arco-seno 0.25070 0.00812 0.000696 0.00070 95.8 1.7 2.5 0.407 0.03378 0.00394
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Tabela 4.11: Resultados das medidas de avaliac¸a˜o referentes ao exemplo sobre esclerose mu´ltipla, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeito fixo com p = 0.15 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.15, (0.005)2
)
. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 18) Prevaleˆncia combinada Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento do IC
p = 0.15 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.14460 0.01180 −0.00540 0.000168 85.7 13.8 0.5 0.964 0.02521 0.00121
variante-1 0.14568 0.00797 −0.00432 0.000082 87.4 12.0 0.6 0.949 0.02530 0.00063
variante-2 0.14565 0.00803 −0.00435 0.000083 87.3 12.0 0.6 0.950 0.02530 0.00064
variante-3 0.14599 0.00694 −0.00401 0.000064 87.9 11.4 0.6 0.947 0.02534 0.00052
variante-4 0.14603 0.00692 −0.00397 0.000064 88.2 11.2 0.6 0.946 0.02535 0.00051
Logit 0.15206 0.00657 0.00206 0.000047 94.0 1.0 4.9 0.175 0.02609 0.00046
Duplo arco-seno 0.15097 0.00657 0.00097 0.000044 94.8 1.9 3.3 0.358 0.02575 0.00046
(p = 0.15 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.14578 0.00701 −0.00422 0.000067 91.8 7.7 0.5 0.939 0.02915 0.00718
variante-1 0.14636 0.00698 −0.00364 0.000062 92.7 6.7 0.6 0.917 0.02882 0.00565
variante-2 0.14634 0.00698 −0.00366 0.000062 92.7 6.7 0.6 0.917 0.02883 0.00570
variante-3 0.14637 0.00696 −0.00363 0.000062 92.6 6.8 0.6 0.918 0.02868 0.00473
variante-4 0.14641 0.00694 −0.00359 0.000061 92.4 7.0 0.6 0.919 0.02839 0.00423
Logit 0.15178 0.00670 0.00178 0.000048 95.2 1.0 3.8 0.210 0.02808 0.00323
Duplo arco-seno 0.15096 0.00673 0.00096 0.000046 95.6 1.5 2.9 0.339 0.02798 0.00335
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Em termos de localizac¸a˜o intervalar, uma vez que a prevaleˆncia verdadeira coincide com
o ponto me´dio do suporte (os valores da DNR˙ sa˜o todos nulos), todos os ICs produzidos
pelos diferentes me´todos tendem a ser extremamente distais;
• A ana´lise das Tabelas 4.10 (p = 0.25) mostra que a me´dia das prevaleˆncias combi-
nadas obtidas atrave´s das variantes-0, 1, 2, 3, 4 do me´todo de Wald esta´ subestimada.
O desempenho das variantes-1, 2, 3, 4 e´ muito similar, sendo a variante-4 aquela que
apresenta um desempenho ligeiramente melhor em todas as medidas. Em termos de
localizac¸a˜o intervalar, verifica-se um menor desequil´ıbrio entre a MNR˙ e a DNR˙ no
modelo de efeitos aleato´rios. Contudo a localizac¸a˜o intervalar revela-se mesialmente e
distalmente na˜o-satisfato´ria em ambos os modelos.
A me´dia das prevaleˆncias combinadas para o me´todo de Wald com transformac¸o˜es lo-
git e duplo arco-seno esta´ sobrestimada. No caso do modelo de efeito fixo, ambas as
transformac¸o˜es sa˜o ligeiramente liberais, ao passo que no modelo de efeitos aleato´rios
sa˜o ambas conservativas. A transformac¸a˜o duplo arco-seno e´ aquela que apresenta me-
lhor desempenho em ambos os modelos. Em termos de localizac¸a˜o intervalar, os ICs
produzidos pela transformac¸a˜o logit tendem a ser demasiado mesiais, enquanto que os
produzidos com a transformac¸a˜o duplo arco-seno tendem a ser satisfato´rios.
Considerando valores mais pequenos de τ (ver Tabela C.10 em apeˆndice) os me´todos
tornam-se ligeiramente menos liberais ou ligeiramente mais conservativos;
• A ana´lise da Tabela 4.11 (p = 0.15) mostra que a me´dia das prevaleˆncias combinadas
para as variantes-0, 1, 2, 3, 4 do me´todo de Wald esta´ subestimada. Todas as variantes
sa˜o muito liberais. A variante-4 e´ aquela que apresenta melhor desempenho. Verifica-se
um desequil´ıbrio muito grande entre a MNR˙ e a DNR˙.
A me´dia das prevaleˆncias combinadas para o me´todo de Wald com transformac¸o˜es logit
e duplo arco-seno esta´ sobrestimada. No caso do modelo de efeito fixo, a transformac¸a˜o
duplo arco-seno e´ menos liberal (R˙ = 94.8%) do que a transformac¸a˜o logit (R˙ = 94.0%).
A transformac¸a˜o duplo arco-seno e´ a que tem melhor desempenho. No modelo de
efeitos aleato´rios, a transformac¸a˜o logit e´ menos conservativa (R˙ = 95.2%) do que a
transformac¸a˜o duplo arco-seno (R˙ = 95.6%). Em termos de localizac¸a˜o intervalar, os
ICs produzidos pela transformac¸a˜o logit tendem a ser extremamente mesiais, enquanto
que os produzidos com a transformac¸a˜o duplo arco-seno tendem a ser demasiado mesiais.
A` semelhanc¸a do que aconteceu para p = 0.5 e p = 0.25, considerando valores mais
pequenos de τ (ver Tabela C.11 em apeˆndice) os me´todos tornam-se ligeiramente menos
liberais ou ligeiramente mais conservativos.
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4.7 Recomendac¸o˜es para a selec¸a˜o do melhor me´todo
Com base nos crite´rios estabelecidos na Secc¸a˜o 4.5, para prevaleˆncias baixas (p = 0.05 ou
p = 0.01) ou muito baixas (p = 0.001), recomendam-se os me´todos indicados na Tabela 4.12.
Tabela 4.12: Recomendac¸a˜o de me´todos para prevaleˆncias baixas ou muito baixas, considerando o
modelo de efeito fixo e o modelo de efeitos aleato´rios. Nı´vel de confianc¸a 1− α = 95% .
Prevaleˆncias
Modelo de efeito fixo 0.05 0.01 0.001
k = 9: Exemplo 1 (dados fict´ıcios) Duplo arco-seno Duplo arco-seno Duplo arco-seno
k = 25: Exemplo 2 (dados gene mecC) Duplo arco-seno Duplo arco-seno variante-4
k = 16: Exemplo 2 (hospedeiro Humano) Duplo arco-seno Duplo arco-seno Duplo arco-seno
k = 9: Exemplo 2 (hospedeiro Animal) Duplo arco-seno Duplo arco-seno Duplo arco-seno
Modelo de efeitos aleato´rios
k = 9: Exemplo 1 (dados fict´ıcios) Duplo arco-seno Duplo arco-seno Duplo arco-seno
k = 25: Exemplo 2 (dados gene mecC) variante-4 variante-3, 4 variante-3
k = 16: Exemplo 2 (hospedeiro Humano) variante-4 variantes-4 variante-3
k = 9: Exemplo 2 (hospedeiro Animal) variante-4 Duplo arco-seno Duplo arco-seno
Verifica-se, de um modo geral, que o me´todo de Wald com transformac¸a˜o duplo arco-seno e´
o que apresenta melhor desempenho quando se considera o modelo de efeito fixo. Contudo,
para um nu´mero elevado de estudos (k = 25) e prevaleˆncias muito baixas, a variante-4 tem
um desempenho melhor, sendo o valor da sua cobertura estimada (R˙) muito pro´ximo do n´ıvel
nominal. No caso do modelo de efeitos aleato´rios, as variantes-3, 4 sa˜o as que apresentam
melhor desempenho para um nu´mero moderado ou elevado de estudos (k = 16 ou k = 25).
No entanto, alguns dos valores de R˙ destas variantes ainda se encontram relativamente abaixo
do n´ıvel nominal.
Na Tabela 4.13 sa˜o apresentadas as estimativas da prevaleˆncia combinada (p˜) e os li-
mites dos ICs ]Linf ,Lsup[ obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do
me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, referentes aos estudos do
Exemplo 2 (Tabela 4.4). O n´ıvel de confianc¸a considerado foi de 95% e foram usados o modelo
de efeito fixo e o modelo de efeitos aleato´rios. Devido a` presenc¸a de heterogeneidade signifi-
cativa entre os estudos, e de acordo com a Tabela 4.12, recomenda-se o IC ] 0.0021, 0.0058 [
com 95% de confianc¸a para a prevaleˆncia combinada, ou seja, o IC produzido pela variante-4
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Tabela 4.13: Estimativas da prevaleˆncia combinada (p˜) e limites dos
ICs ]Linf,Lsup[ referentes ao gene mecC MRSA (Tabela 4.4). Nı´vel de
confianc¸a 1− α = 95% .
Modelo Efeito fixo Efeitos aleato´rios
k = 25 p˜Fix Linf Lsup p˜Rand Linf Lsup
variante-0 0.0017 0.0014 0.0020 0.0027 0.0011 0.0042
variante-1 0.0016 0.0014 0.0019 0.0028 0.0012 0.0044
variante-2 0.0016 0.0014 0.0019 0.0028 0.0012 0.0044
variante-3 0.0018 0.0015 0.0021 0.0039 0.0018 0.0057
variante-4 0.0019 0.0016 0.0022 0.0040 0.0021 0.0058
Logit 0.0067 0.0061 0.0074 0.0133 0.0054 0.0321
Duplo arco-seno 0.0037 0.0033 0.0041 0.0090 0.0054 0.0135
do me´todo de Wald usando o modelo de efeitos aleato´rios. Salienta-se o facto de estes valores
serem muito similares aos obtidos com a variante-3, igualmente recomendada.
Em anexo, encontram-se os limites dos ICs referentes ao hospedeiro ser humano (Tabela C.7)
e os limites dos ICs referentes ao hospedeiro animal (Tabela C.8).
Com base nos crite´rios estabelecidos na Secc¸a˜o 4.5, recomendam-se para prevaleˆncias
moderadas (p = 0.5, 0.25, 0.15) os me´todos indicados na Tabela 4.14. As estimativas da
Tabela 4.14: Recomendac¸a˜o de me´todos para prevaleˆncias moderadas, considerando o
modelo de efeito fixo e o modelo de efeitos aleato´rios. Nı´vel de confianc¸a 1− α = 95% .
Exemplo 3 (k = 18) Prevaleˆncias
Modelo: p = 0.5 p = 0.25 p = 0.15
Efeito fixo Logit Duplo arco-seno Duplo arco-seno
Efeitos aleato´rios Wald (variantes-1, 2, 3) Duplo arco-seno Logit
prevaleˆncia combinada (p˜) e os limites dos ICs ]Linf ,Lsup[ obtidos atrave´s do me´todo de
Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-
seno, referentes aos estudos do Exemplo 3 (Tabela 4.8), encontram-se na Tabela 4.15. O
n´ıvel de confianc¸a considerado foi de 95% e foram usados o modelo de efeito fixo e o modelo
de efeitos aleato´rios. Devido a` presenc¸a de heterogeneidade significativa entre os estudos, e de
acordo com a Tabela 4.14, sugerem-se as seguintes estimativas intervalares para a prevaleˆncia
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combinada dos k = 18 estudos considerados, de acordo com a gravidade da doenc¸a: ligeira
] 0.4591, 0.6411 [ , moderada ] 0.2234, 0.3360 [ e severa ]0.1346, 0.2035 [ .
Tabela 4.15: Estimativas da prevaleˆncia combinada (p˜) e limites dos ICs ]Linf ,Lsup[ referentes aos dados
do Exemplo 3 (Tabela 4.8). Nı´vel de confianc¸a 1− α = 95% .
Esclerose mu´ltipla: Ligeira Moderada Severa
Wald (k = 18) p˜ Linf Lsup p˜ Linf Lsup p˜ Linf Lsup
Efeito fixo
variante-0 0.5028 0.4861 0.5195 0.2682 0.2528 0.2837 0.1576 0.1448 0.1704
variante-1 0.5028 0.4861 0.5195 0.2686 0.2532 0.2841 0.1585 0.1456 0.1713
variante-2 0.5028 0.4861 0.5195 0.2686 0.2532 0.2841 0.1585 0.1456 0.1713
variante-3 0.5028 0.4861 0.5195 0.2686 0.2532 0.2841 0.1585 0.1456 0.1713
variante-4 0.5030 0.4863 0.5197 0.2687 0.2532 0.2841 0.1588 0.1459 0.1717
Logit 0.5302 0.5111 0.5491 0.3018 0.2848 0.3194 0.2010 0.1863 0.2165
Duplo arco-seno 0.5195 0.5015 0.5375 0.2860 0.2699 0.3024 0.1834 0.1697 0.1975
Efeitos aleato´rios
variante-0 0.5503 0.4591 0.6414 0.2794 0.2246 0.3342 0.1673 0.1295 0.2052
variante-1 0.5501 0.4591 0.6411 0.2800 0.2252 0.3347 0.1681 0.1304 0.2058
variante-2 0.5501 0.4591 0.6411 0.2799 0.2252 0.3347 0.1681 0.1303 0.2058
variante-3 0.5501 0.4591 0.6411 0.2799 0.2252 0.3347 0.1681 0.1303 0.2058
variante-4 0.5499 0.4589 0.6409 0.2802 0.2255 0.3350 0.1683 0.1307 0.2059
Logit 0.5481 0.4695 0.6244 0.2740 0.2213 0.3338 0.1662 0.1346 0.2035
Duplo arco-seno 0.5487 0.4641 0.6320 0.2780 0.2234 0.3360 0.1675 0.1324 0.2057
Cap´ıtulo 5
Concluso˜es e sugesto˜es para
trabalho futuro
Neste trabalho apresentou-se uma comparac¸a˜o sistema´tica do desempenho de va´rios me´todos
de construc¸a˜o de ICs para uma proporc¸a˜o e para a combinac¸a˜o linear de proporc¸o˜es binomiais
de k ≥ 2 populac¸o˜es independentes, quando essas proporc¸o˜es sa˜o estimadas sob o modelo na˜o
restrito ou sob modelos restritos. Os paraˆmetros hi comummente sugeridos na literatura para
a famı´lia parame´trica de estimadores de contrac¸a˜o (Xi + hi)/(ni + 2hi) , hi > 0, paraˆmetros
esses que definem as treˆs variantes do me´todo de Wald ajustado (variantes-1, 2, 3) aqui usadas
como refereˆncia, na˜o levam em considerac¸a˜o o efeito da estimativa encontrada para pi sobre a
combinac¸a˜o linear L =
∑k
i=1 βipi. Para colmatar esta falha, propoˆs-se para k ≥ 2 uma nova
escolha de hi baseada na variante-3, a qual deu origem a uma nova variante do me´todo de
Wald ajustado que se designou por variante-4, que ale´m de ser capaz de lidar com observac¸o˜es
extremais (xi = 0 ou xi = ni) tem ainda a vantagem de levar em considerac¸a˜o na estimac¸a˜o
da combinac¸a˜o linear L o efeito das estimativas encontradas para as proporc¸o˜es. Esta nova
variante e´ definida em termos dos pesos βi das proporc¸o˜es pi e e´ equilibrada pelos tamanhos
de amostras ni das populac¸o˜es correspondentes na combinac¸a˜o linear.
De modo a ser poss´ıvel a comparac¸a˜o do desempenho dos ICs produzidos pela variante-4
com o desempenho dos ICs produzidos pelos outros me´todos apresentados na literatura aqui
considerados, foi aplicado aos ICs obtidos atrave´s dos me´todos que exigem modelos restritos
no processo de estimac¸a˜o das proporc¸o˜es (Newcombe-Zou cla´ssico, Wilson-score-Yu cla´ssico,
Peskun cla´ssico e score cla´ssico), para k > 2, o mesmo ajustamento que foi aplicado ao me´todo
de Wald cla´ssico. Obtiveram-se assim os me´todos de Newcombe-Zou ajustado (variantes-
1, 2, 3, 4), Wilson-score-Yu ajustado (variantes-1, 2, 3, 4), Peskun ajustado (variantes-1, 2, 3, 4)
e score ajustado (variantes-1, 2, 3, 4).
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O desempenho dos va´rios me´todos foi avaliado, via simulac¸a˜o, atrave´s do ca´lculo de va´rias
medidas baseadas na probabilidade de cobertura exata, comprimento do intervalo esperado
e probabilidades de na˜o-cobertura mesial e distal exatas (Rmean, Rmin, Rξ, Lmean, MNRmean
e DNRmean). A localizac¸a˜o intervalar foi caracterizada atrave´s do ı´ndice Qmean e dos valores
individuais MNRmean e DNRmean. Estas duas u´ltimas medidas sa˜o de particular interesse
quando existir um desequil´ıbrio entre as probabilidades de na˜o cobertura mesial e distal,
o que ocorre frequentemente em situac¸o˜es que envolvem amostras pequenas ou observac¸o˜es
extremais (uma situac¸a˜o especialmente apropriada para as variantes-3, 4).
Verificou-se que os ICs produzidos pelo me´todo de Wald cla´ssico e pelos me´todos ajusta-
dos de Newcombe-Zou, Wilson-score-Yu, Peskun e score tiveram o pior desempenho em todos
os cena´rios (βi, ni) considerados. As variantes-1, 2 do me´todo de Wald ajustado mostraram
bom desempenho em termos de probabilidade de cobertura, tiveram algumas falhas para
alguns cena´rios e foram as variantes mais consistentes na produc¸a˜o de ICs localizados satis-
fatoriamente, no sentido da existeˆncia de equil´ıbrio entre os valores de MNRmean e DNRmean.
Apesar do facto de a variante-3 e a variante-4 terem produzido valores quase ideˆnticos de
Rmean e serem muito conservativas, a variante-4 teve menos falhas liberais e produziu ICs
mais estreitos. Para estas duas variantes, a localizac¸a˜o dos ICs foi mesialmente satisfato´ria
em quase todos os cena´rios, sendo muito baixa a probabilidade de se localizarem distalmente
(mais baixa para a variante-4). De entre os va´rios me´todos, os me´todos de Newcombe-Zou
cla´ssico e Wilson-score-Yu cla´ssico foram os melhores em termos de Rmeam e Lmean, apresen-
tando tambe´m um bom desempenho em termos de falhas liberais nalguns cena´rios. Os valores
de Qmean mostraram que este me´todo tem uma clara tendeˆncia para produzir ICs localizados
demasiado mesialmente, para amostras grandes. O me´todo de Peskun cla´ssico foi o me´todo
que produziu a percentagem de falhas liberais mais baixa, tendo sido o mais conservativo de
todos. As localizac¸o˜es intervalares foram sempre mesialmente e distalmente na˜o-satisfato´rias.
O me´todo de score cla´ssico teve tambe´m um bom desempenho em termos de falhas liberais,
exceto para amostras pequenas. Nos restantes casos, produziu os ICs com melhor desempe-
nho. No que diz respeito a` localizac¸a˜o intervalar, esta oscilou entre satisfato´ria (mesialmente
e distalmente satisfato´ria) e demasiado mesial (mesialmente e distalmente na˜o-satisfato´ria)
quando ocorreu um desequil´ıbrio entre os valores de MNRmean e DNRmean. Os ICs produzidos
pela variante-4 do me´todo de Wald ajustado exibiram um desempenho similar aos ICs pro-
duzidos pelas restantes variantes do mesmo me´todo em termos de probabilidade de cobertura
exata e comprimento do intervalo esperado e tiveram um desempenho melhor do que esses
ICs quando entre as k populac¸o˜es ocorreram desequil´ıbrios entre os pesos de cada proporc¸a˜o
da combinac¸a˜o linear e o tamanho da amostra. A localizac¸a˜o intervalar destes ICs foi mesial-
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mente satisfato´ria, com uma muito baixa probabilidade de estarem localizados distalmente,
o que e´ consistente com a capacidade desta variante lidar com observac¸o˜es extremais.
Os resultados obtidos no decorrer desta investigac¸a˜o mostraram que o me´todo de Newcom-
be-Zou cla´ssico e´ ainda aquele que apresenta o melhor desempenho em termos de probabilida-
des de cobertura e comprimento do intervalo esperado, tendo tambe´m um bom desempenho
em termos de falhas liberais em alguns cena´rios. Contudo, a localizac¸a˜o intervalar foi mesi-
almente e distalmente na˜o-satisfato´ria. A variante-4 do me´todo de Wald ajustado, proposta
nesta tese, mostrou ter um bom comportamento e estabilidade na maior parte dos cena´rios
considerados e, devido ao seu desempenho em termos de falhas liberais, e´ o me´todo recomen-
dado de acordo com o crite´rio de selec¸a˜o sugerido nesta tese. Dadas as suas caracter´ısticas,
esta variante e´ particularmente adequada em contextos em que sa˜o preferidas estimativas
mesialmente deslocadas.
No contexto da meta-ana´lise para prevaleˆncias baixas ou muito baixas, foram aplicados
os me´todos de Wald cla´ssico (variante-0), Wald ajustado (variantes-1, 2, 3, 4) e Wald cla´ssico
com transformac¸a˜o logit e duplo arco-seno, usando quer o modelo de efeito fixo quer o modelo
de efeitos aleato´rios.
O desempenho dos va´rios me´todos foi avaliado, via simulac¸a˜o, usando o me´todo de Monte
Carlo, atrave´s do ca´lculo das medidas R˙, MNR˙, DNR˙, Q˙, a me´dia e o desvio padra˜o das
prevaleˆncias combinadas (p˜), o Vie´s, o EQM, a me´dia e o desvio padra˜o dos comprimentos
dos ICs.
Para um nu´mero reduzido de estudos, independentemente de se tratar do modelo de efeito
fixo ou de efeitos aleato´rios, o me´todo de Wald cla´ssico com a transformac¸a˜o duplo arco-seno
foi o me´todo que teve melhor desempenho. Para prevaleˆncias baixas (p = 0.05 ou p = 0.01),
independentemente do nu´mero de estudos, o me´todo de Wald cla´ssico com a transformac¸a˜o
duplo arco-seno foi o que apresentou melhor desempenho com o modelo de efeito fixo. Para
prevaleˆncias muito baixas e um nu´mero de estudos relativamente elevado, a variante com
melhor desempenho foi a variante-4, quando se considera o modelo de efeito fixo. Para o
modelo de efeitos aleato´rios, quando o nu´mero de estudos e´ elevado e a prevaleˆncia e´ baixa,
a variante com melhor desempenho e´ geralmente a variante-4, em conjunto com a variante-3
num dos casos considerados.
O trabalho deixa em aberto questo˜es que podera˜o ser objeto de futuras pesquisas. Teˆm
sido propostas na literatura especializada metodologias de avaliac¸a˜o do desempenho de inter-
valos de confianc¸a para a combinac¸a˜o linear de k ≥ 2 proporc¸o˜es em termos de um conjunto
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de crite´rios ordenados e estabelecidos. Esses crite´rios teˆm por base medidas estat´ısticas de
localizac¸a˜o sobre o conjunto dos valores das probabilidades de cobertura (Rmean, Rmin, Rξ),
sobre o conjunto dos valores das amplitudes dos ICs (Lmean), ou ainda, menos usados, sobre
os conjuntos dos valores das probabilidades de na˜o-cobertura mesial e distal (MNRmean e
DNRmean), para todo o suporte do paraˆmetro. Todos esses crite´rios foram considerados na
presente tese. Uma vez que a tema´tica dos ICs para combinac¸o˜es lineares tem tido rela-
tivamente pouco desenvolvimento, a definic¸a˜o de crite´rios consensuais de avaliac¸a˜o de tais
ICs carece de maior discussa˜o. Em particular, torna-se pertinente equacionar a estabilidade
de comportamento da probabilidade de cobertura ou das probabilidades de na˜o-cobertura
mesial ou distal no suporte da combinac¸a˜o linear. Assim, sugere-se como trabalho futuro
a construc¸a˜o de um instrumento para a ana´lise da estabilidade ou avaliac¸a˜o da dispersa˜o
daquelas probabilidades no suporte dos valores poss´ıveis da combinac¸a˜o linear.
Para finalizar, espera-se que este trabalho possa vir a ser um contributo para o avanc¸o
e a divulgac¸a˜o de me´todos de obtenc¸a˜o de intervalos associados a combinac¸o˜es lineares de
proporc¸o˜es, em particular de medidas suma´rias habitualmente estudadas em Meta-ana´lise
(sensibilidade, especificidade e outras) em situac¸o˜es envolvendo estudos com observac¸o˜es ex-
tremais ou na investigac¸a˜o meta-anal´ıtica de prevaleˆncias extremas.
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Figura A.1: Representac¸a˜o gra´fica das probabilidades de cobertura exata do IC de
Wilson-score considerando os centros Ms e pˆ, para p ∈]0 , 1[ e n = 12, ao n´ıvel de
confianc¸a 95%.
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Figura A.2: Representac¸a˜o gra´fica das probabilidades de cobertura exata do IC de
Wilson-score considerando os centros Ms e pˆ, para p ∈]0 , 1[ e n = 109, ao n´ıvel de
confianc¸a 95%.
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Figura A.3: Representac¸a˜o gra´fica das probabilidades de cobertura exata dos ICs
de Wilson-score e Wilson-score-Yu, para p ∈]0 , 1[ , n = 12 e n´ıvel de confianc¸a 95%.
A flutuac¸a˜o das probabilidades de cobertura pode ser atribu´ıda a` diferenc¸a entre a
aproximac¸a˜o da distribuic¸a˜o binomial a` normal.
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Figura A.4: Representac¸a˜o gra´fica das probabilidades de cobertura exata dos ICs
de Wilson-score e Wilson-score-Yu, para p ∈]0 , 1[ , n = 109 e n´ıvel de confianc¸a 95%.
A flutuac¸a˜o das probabilidades de cobertura pode ser atribu´ıda a` diferenc¸a entre a
aproximac¸a˜o da distribuic¸a˜o binomial a` normal.
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Tabela B.1: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score, variante-1, para k = 3. Nı´vel de confianc¸a
1− α = 95%.
Me´todo: score Newcombe-Zou (variante-1) Peskun (variante-1) score (variante-1)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 94.6 00.0 19.8 0.26 0.52 4.91 0.096 97.2 00.0 5.5 0.30 0.41 2.34 0.148 95.9 00.0 7.4 0.28 0.68 3.43 0.165
30/30/30 95.0 36.9 8.9 0.16 1.08 3.90 0.217 97.3 36.9 1.6 0.19 0.74 1.96 0.274 95.4 66.6 2.1 0.16 1.40 3.25 0.301
30/10/10 94.6 00.0 20.0 0.23 0.70 4.74 0.128 97.6 87.7 0.9 0.28 0.48 1.88 0.205 95.7 00.0 7.8 0.24 0.81 3.45 0.190
30/20/10 94.7 00.0 16.7 0.21 0.83 4.49 0.157 97.5 88.1 0.8 0.25 0.57 1.88 0.232 95.6 44.6 5.3 0.22 1.00 3.43 0.225
βi = (1, 1,−1)
10/10/10 94.5 25.9 20.8 0.79 0.52 4.94 0.095 97.2 59.9 5.6 0.91 0.41 2.35 0.147 95.9 59.9 7.6 0.83 0.67 3.43 0.164
30/30/30 95.0 63.5 9.4 0.49 1.08 3.91 0.216 97.3 79.2 1.7 0.56 0.74 1.98 0.273 95.3 79.2 2.4 0.49 1.39 3.26 0.300
30/10/10 94.5 31.8 21.2 0.70 0.68 4.85 0.123 97.6 86.3 1.0 0.83 0.48 1.92 0.199 95.7 65.6 7.9 0.73 0.79 3.52 0.184
30/20/10 94.6 49.8 17.8 0.63 0.82 4.56 0.152 97.5 89.0 0.8 0.74 0.56 1.91 0.226 95.5 69.8 5.6 0.65 0.98 3.49 0.219
βi = (1,−1/2,−1/2)
10/10/10 94.3 00.0 21.1 0.55 0.49 5.18 0.087 97.4 62.7 2.7 0.64 0.40 2.18 0.154 95.6 52.3 8.7 0.58 0.59 3.78 0.135
30/30/30 94.9 54.2 9.5 0.34 1.04 4.08 0.203 97.4 89.9 0.2 0.40 0.74 1.98 0.273 95.3 75.1 2.4 0.35 1.24 3.46 0.264
30/10/10 94.8 21.2 16.0 0.43 0.89 4.29 0.172 97.2 59.5 3.0 0.49 0.58 2.14 0.212 95.7 54.8 4.8 0.44 1.08 3.19 0.252
30/20/10 94.9 29.2 14.1 0.40 0.93 4.21 0.182 97.3 74.6 2.0 0.46 0.63 2.05 0.234 95.6 65.7 4.0 0.41 1.14 3.27 0.259
βi = (−1, 1/2, 2)
10/10/10 94.1 00.0 21.8 1.03 0.47 5.41 0.080 97.4 88.5 0.7 1.20 0.40 2.13 0.157 95.4 49.1 11.1 1.07 0.54 4.09 0.116
30/30/30 94.8 57.8 10.4 0.64 1.02 4.20 0.195 97.4 94.3 0.0 0.74 0.74 1.86 0.285 95.2 78.5 3.6 0.65 1.16 3.62 0.243
30/10/10 94.0 17.8 22.5 0.96 0.55 5.48 0.091 97.7 94.2 0.0 1.16 0.46 1.86 0.197 94.9 51.4 14.4 0.98 0.59 4.51 0.116
30/20/10 93.9 36.9 23.5 0.95 0.56 5.56 0.092 97.7 94.7 0.0 1.16 0.47 1.81 0.206 94.7 63.0 16.9 0.96 0.60 4.68 0.114
βi = (−2, 1, 2)
10/10/10 94.4 00.0 21.1 1.37 0.50 5.06 0.089 97.3 54.2 3.6 1.57 0.40 2.22 0.153 95.8 52.3 8.4 1.43 0.62 3.58 0.148
30/30/30 95.0 55.6 9.4 0.85 1.05 3.98 0.209 97.3 87.3 0.4 0.97 0.74 1.90 0.280 95.4 73.0 2.4 0.85 1.34 3.31 0.289
30/10/10 94.6 17.8 18.4 1.16 0.76 4.68 0.140 97.5 88.1 0.9 1.36 0.53 1.92 0.218 95.6 51.4 6.3 1.20 0.89 3.54 0.200
30/20/10 94.5 30.7 18.4 1.12 0.56 5.56 0.092 97.6 92.7 0.0 1.32 0.56 1.82 0.236 95.4 57.9 7.1 1.15 0.94 3.66 0.204
βi = (1/3, 1/2, 3)
10/10/10 93.3 00.0 24.3 1.35 0.43 6.26 0.064 97.5 93.4 0.0 1.60 0.37 2.11 0.150 94.1 00.0 21.9 1.36 0.43 5.44 0.074
30/30/30 94.3 00.0 13.1 0.84 0.99 4.73 0.173 97.4 94.0 0.0 0.99 0.75 1.87 0.285 94.6 00.0 10.7 0.84 1.00 4.36 0.187
30/10/10 93.2 00.0 24.3 1.34 0.43 6.33 0.064 97.7 94.4 0.0 1.66 0.37 1.91 0.162 94.0 00.0 22.4 1.35 0.44 5.58 0.073
30/20/10 93.1 00.0 25.2 1.33 0.43 6.43 0.063 97.7 94.7 0.0 1.67 0.37 1.88 0.166 93.7 00.0 24.4 1.34 0.44 5.88 0.069
1
7
9
Tabela B.2: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score, variante-2, para k = 3. Nı´vel de confianc¸a
1− α = 95%.
Me´todo: score Newcombe-Zou (variante-2) Peskun (variante-2) score (variante-2)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 94.6 0.0 19.2 0.26 0.54 4.83 0.100 97.2 0.0 5.2 0.30 0.43 2.36 0.153 95.9 0.0 6.8 0.28 0.71 3.38 0.173
30/30/30 95.0 36.9 8.4 0.16 1.10 3.86 0.222 97.3 36.9 1.4 0.19 0.76 1.95 0.279 95.4 74.0 1.9 0.16 1.43 3.22 0.307
30/10/10 94.6 0.0 19.4 0.23 0.71 4.66 0.133 97.6 87.7 0.7 0.28 0.50 1.87 0.211 95.8 0.0 7.2 0.24 0.83 3.40 0.197
30/20/10 94.7 0.0 16.0 0.21 0.85 4.43 0.161 97.6 88.5 0.6 0.25 0.58 1.86 0.238 95.6 44.6 4.9 0.22 1.02 3.39 0.232
βi = (1, 1,−1)
10/10/10 94.6 26.9 20.2 0.79 0.54 4.87 0.100 97.2 59.9 4.9 0.91 0.42 2.35 0.153 95.9 59.9 6.8 0.83 0.70 3.39 0.172
30/30/30 95.0 63.6 8.9 0.49 1.10 3.87 0.221 97.3 79.2 1.5 0.56 0.76 1.97 0.278 95.3 79.2 2.1 0.49 1.42 3.23 0.306
30/10/10 94.5 31.8 20.5 0.70 0.70 4.77 0.128 97.6 86.3 0.7 0.83 0.49 1.90 0.205 95.7 65.6 7.4 0.73 0.82 3.47 0.191
30/20/10 94.7 49.8 17.0 0.63 0.83 4.49 0.156 97.5 89.0 0.6 0.74 0.57 1.90 0.232 95.6 69.8 5.08 0.65 1.00 3.44 0.226
βi = (1,−1/2,−1/2)
10/10/10 94.4 0.0 20.5 0.56 0.51 5.08 0.091 97.4 71.7 2.3 0.64 0.41 2.18 0.159 95.7 53.6 8.0 0.58 0.61 3.73 0.141
30/30/30 94.9 54.2 8.9 0.34 1.05 4.04 0.207 97.4 89.9 0.1 0.40 0.75 1.87 0.287 95.3 75.1 2.1 0.35 1.27 3.42 0.270
30/10/10 94.9 21.2 15.3 0.43 0.91 4.23 0.176 97.3 59.5 2.7 0.49 0.59 2.13 0.218 95.7 54.8 4.3 0.44 1.11 3.16 0.259
30/20/10 94.9 29.2 13.5 0.40 0.95 4.16 0.187 97.3 74.6 1.7 0.46 0.64 2.04 0.240 95.6 65.7 3.7 0.41 1.17 3.24 0.266
βi = (−1, 1/2, 2)
10/10/10 94.2 0.0 21.2 1.03 0.49 5.31 0.084 97.5 88.5 0.5 1.20 0.41 2.13 0.162 95.4 52.3 10.4 1.07 0.56 4.03 0.122
30/30/30 94.8 58.9 9.8 0.64 1.04 4.15 0.200 97.4 93.9 0.0 0.74 0.76 1.85 0.290 95.2 78.5 3.1 0.65 1.18 3.58 0.248
30/10/10 94.1 21.2 21.7 0.96 0.56 5.38 0.095 97.7 94.2 0.0 1.17 0.47 1.85 0.202 95.0 51.4 13.7 0.98 0.60 4.44 0.120
30/20/10 94.0 37.1 22.8 0.95 0.58 5.45 0.096 97.7 97.7 0.0 1.16 0.48 1.80 0.211 94.8 65.2 15.8 0.96 0.61 4.60 0.118
βi = (−2, 1, 2)
10/10/10 94.5 0.0 20.4 1.37 0.51 4.96 0.094 97.4 54.2 3.2 1.57 0.42 2.23 0.158 95.8 52.3 7.7 1.43 0.65 3.53 0.155
30/30/30 95.0 55.6 8.7 0.85 1.07 3.94 0.214 97.4 87.3 0.3 0.97 0.75 1.88 0.285 95.4 73.0 2.1 0.85 1.37 3.27 0.295
30/10/10 94.6 17.8 17.7 1.16 0.78 4.60 0.145 97.5 88.1 0.6 1.36 0.55 1.91 0.223 95.6 51.4 5.8 1.20 0.91 3.50 0.206
30/20/10 94.6 32.9 17.5 1.12 0.83 4.62 0.152 97.6 92.7 0.0 1.33 0.58 1.81 0.242 95.4 61.0 6.4 1.15 0.96 3.61 0.210
βi = (1/3, 1/2, 3)
10/10/10 93.4 0.0 23.6 1.35 0.44 6.14 0.067 97.5 93.4 0.0 1.61 0.38 2.11 0.154 94.2 0.0 20.9 1.36 0.45 5.32 0.078
30/30/30 94.3 0.0 12.5 0.84 1.00 4.65 0.177 97.4 94.0 0.0 0.99 0.76 1.87 0.288 94.7 0.0 9.9 0.84 1.02 4.29 0.192
30/10/10 93.4 0.0 23.3 1.34 0.44 6.20 0.067 97.7 94.4 0.0 1.66 0.38 1.91 0.166 94.1 0.0 21.6 1.35 0.45 5.45 0.076
30/20/10 93.3 0.0 24.3 1.33 0.45 6.29 0.066 97.7 94.7 0.0 1.67 0.38 1.87 0.170 93.8 0.0 23.7 1.34 0.45 5.74 0.073
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Tabela B.3: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score, variante-3, para k = 3. Nı´vel de confianc¸a
1− α = 95%.
Me´todo: score Newcombe-Zou (variante-3) Peskun (variante-3) score (variante-3)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 95.3 0.0 18.2 0.28 0.27 4.44 0.057 97.5 0.0 5.0 0.32 0.23 2.23 0.092 96.8 0.0 6.4 0.30 0.29 2.96 0.090
30/30/30 95.3 36.9 8.0 0.17 0.93 3.76 0.199 97.4 36.9 1.2 0.19 0.67 1.94 0.257 95.8 74.0 1.6 0.17 1.15 3.09 0.271
30/10/10 95.1 0.0 18.3 0.25 0.47 4.40 0.097 97.9 87.7 0.7 0.29 0.34 1.77 0.160 96.4 0.0 6.9 0.26 0.48 3.11 0.134
30/20/10 95.1 0.0 15.3 0.22 0.63 4.24 0.129 97.8 88.5 0.6 0.26 0.44 1.80 0.197 96.1 44.6 4.8 0.23 0.70 3.17 0.180
βi = (1, 1,−1)
10/10/10 95.2 26.9 19.1 0.84 0.27 4.49 0.058 97.6 59.9 4.8 0.96 0.23 2.22 0.092 96.7 59.9 6.5 0.89 0.30 2.97 0.091
30/30/30 95.3 63.6 8.3 0.50 0.93 3.78 0.198 97.4 79.2 1.3 0.57 0.67 1.96 0.256 95.7 79.2 1.8 0.51 1.15 3.11 0.269
30/10/10 95.0 31.8 19.2 0.74 0.46 4.51 0.092 97.9 86.3 0.7 0.86 0.33 1.81 0.155 96.3 65.6 7.0 0.77 0.47 3.18 0.129
30/20/10 95.1 49.8 16.2 0.66 0.61 4.30 0.125 97.7 89.0 0.6 0.77 0.43 1.84 0.191 96.1 69.8 4.9 0.68 0.68 3.22 0.174
βi = (1,−1/2,−1/2)
10/10/10 95.1 0.0 19.2 0.59 0.27 4.65 0.054 97.7 71.7 2.2 0.67 0.23 2.04 0.101 96.5 61.7 7.8 0.54 0.28 3.26 0.080
30/30/30 95.1 54.2 8.5 0.35 0.92 3.93 0.190 97.5 89.9 0.1 0.40 0.69 1.85 0.271 95.6 75.1 1.8 0.36 1.07 3.30 0.244
30/10/10 95.4 21.2 14.4 0.45 0.65 3.95 0.142 97.5 59.5 2.6 0.51 0.42 2.03 0.172 96.5 54.8 3.9 0.47 0.70 2.83 0.199
30/20/10 95.3 29.2 12.7 0.42 0.74 3.95 0.158 97.5 74.6 1.6 0.47 0.50 1.97 0.204 96.2 65.7 3.4 0.43 0.83 2.99 0.217
βi = (−1, 1/2, 2)
10/10/10 94.8 0.0 19.5 1.09 0.26 4.90 0.050 97.8 88.5 0.5 1.26 0.23 2.00 0.105 96.1 52.3 9.2 1.13 0.28 3.58 0.071
30/30/30 95.0 58.9 9.0 0.65 0.92 4.06 0.185 97.5 94.4 0.0 0.75 0.70 1.84 0.277 95.5 78.5 2.9 0.66 1.03 3.47 0.229
30/10/10 94.6 21.2 19.8 1.01 0.38 5.07 0.069 97.9 94.2 0.0 1.21 0.33 1.77 0.157 95.5 51.4 12.2 1.03 0.39 4.09 0.088
30/20/10 94.3 37.1 21.6 0.99 0.41 5.25 0.072 97.9 94.9 0.0 1.20 0.36 1.75 0.170 95.2 65.2 14.4 1.00 0.43 4.39 0.089
βi = (−2, 1, 2)
10/10/10 95.2 0.0 18.5 1.45 0.27 4.56 0.055 97.7 54.2 3.1 1.65 0.23 2.10 0.098 96.6 52.3 7.2 1.53 0.29 3.12 0.084
30/30/30 95.2 55.6 8.2 0.86 0.92 3.86 0.192 97.4 87.3 0.3 0.99 0.68 1.87 0.267 95.7 73.0 1.8 0.88 1.11 3.18 0.259
30/10/10 95.1 17.8 17.0 1.22 0.54 4.31 0.111 97.8 88.1 0.6 1.42 0.39 1.81 0.177 96.2 51.4 5.7 1.26 0.58 3.17 0.155
30/20/10 95.0 32.9 16.7 1.16 0.62 4.42 0.123 97.8 92.7 0.0 1.37 0.45 1.75 0.203 95.9 61.0 6.0 1.20 0.69 3.40 0.168
βi = (1/3, 1/2, 3)
10/10/10 94.0 0.0 20.7 1.41 0.24 5.76 0.040 97.7 93.4 0.0 1.66 0.23 2.03 0.101 94.8 0.0 17.3 1.43 0.24 4.92 0.047
30/30/30 94.5 0.0 11.9 0.86 0.94 4.57 0.170 97.4 95.1 0.0 1.00 0.73 1.85 0.283 94.8 0.0 9.0 0.86 0.95 4.20 0.184
30/10/10 93.8 0.0 21.4 1.40 0.25 5.95 0.041 97.9 94.4 0.0 1.71 0.24 1.86 0.113 94.6 0.0 18.9 1.41 0.25 5.17 0.047
30/20/10 93.6 0.0 23.3 1.38 0.27 6.15 0.041 97.9 94.7 0.0 1.71 0.25 1.85 0.120 94.1 0.0 22.5 1.39 0.27 5.59 0.046
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Tabela B.4: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score, variante-4, para k = 3. Nı´vel de confianc¸a
1− α = 95%.
Me´todo: score Newcombe-Zou (variante-4) Peskun (variante-4) score (variante-4)
1− α = 95% Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean Rmean Rmin R93% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 95.3 0.0 18.2 0.28 0.27 4.44 0.057 97.5 0.0 5.0 0.32 0.23 2.23 0.092 96.8 0.0 6.4 0.30 0.29 2.96 0.090
30/30/30 95.3 36.9 8.0 0.17 0.93 3.76 0.199 97.4 36.9 1.2 0.19 0.67 1.94 0.257 95.8 74.0 1.6 0.17 1.15 3.09 0.271
30/10/10 94.7 0.0 21.9 0.25 0.49 4.81 0.092 97.7 83.2 1.6 0.28 0.33 1.92 0.148 96.1 0.0 10.7 0.26 0.49 3.40 0.127
30/20/10 94.6 0.0 21.0 0.22 0.69 4.71 0.128 97.6 85.2 1.5 0.25 0.45 1.98 0.185 95.7 42.7 9.4 0.23 0.77 3.53 0.178
βi = (1, 1,−1)
10/10/10 95.2 26.9 19.1 0.84 0.27 4.49 0.058 97.6 59.9 4.8 0.96 0.23 2.22 0.092 96.7 59.9 6.5 0.89 0.30 2.97 0.091
30/30/30 95.3 63.6 8.3 0.50 0.93 3.78 0.198 97.4 79.2 1.3 0.57 0.67 1.96 0.256 95.7 79.2 1.8 0.51 1.15 3.11 0.269
30/10/10 94.6 27.8 23.1 0.74 0.47 4.96 0.086 97.7 86.0 1.8 0.85 0.33 1.97 0.142 96.0 61.8 11.4 0.77 0.48 3.51 0.120
30/20/10 94.5 44.7 22.0 0.66 0.67 4.80 0.122 97.5 85.3 1.7 0.75 0.44 2.02 0.178 95.7 69.6 9.9 0.68 0.74 3.60 0.171
βi = (1,−1/2,−1/2)
10/10/10 94.0 0.0 26.5 0.58 0.24 5.72 0.040 97.3 53.6 5.4 0.66 0.20 2.52 0.075 95.7 52.3 16.0 0.61 0.26 4.04 0.061
30/30/30 94.5 47.4 17.5 0.35 0.81 4.68 0.148 97.3 86.6 0.5 0.40 0.62 2.08 0.231 95.1 71.0 7.4 0.35 0.94 3.95 0.193
30/10/10 95.4 21.2 14.0 0.45 0.62 3.95 0.136 97.6 66.6 2.6 0.51 0.41 2.02 0.170 96.5 54.8 3.9 0.47 0.67 2.84 0.192
30/20/10 95.2 29.2 14.8 0.42 0.69 4.15 0.143 97.5 70.5 2.0 0.47 0.48 2.05 0.191 96.1 65.7 4.8 0.43 0.77 3.15 0.197
βi = (−1, 1/2, 2)
10/10/10 92.8 0.0 32.3 1.07 0.20 7.01 0.027 97.0 70.8 5.9 1.21 0.18 2.79 0.060 94.6 41.5 23.9 1.11 0.22 5.19 0.040
30/30/30 93.8 44.8 23.9 0.65 0.73 5.44 0.118 97.2 92.2 0.0 0.74 0.58 2.20 0.210 94.5 67.0 16.2 0.66 0.81 4.65 0.149
30/10/10 90.6 12.1 41.0 0.98 0.31 9.13 0.033 97.1 88.8 1.3 1.13 0.25 2.60 0.088 92.1 17.8 37.8 0.99 0.33 7.59 0.042
30/20/10 89.5 11.8 43.6 0.95 0.34 10.17 0.032 97.1 91.3 0.2 1.11 0.27 2.61 0.094 90.8 15.2 41.5 0.97 0.36 8.79 0.040
βi = (−2, 1, 2)
10/10/10 94.7 0.0 22.3 1.44 0.24 5.07 0.046 97.5 52.7 4.7 1.63 0.21 2.34 0.081 96.3 52.3 10.9 1.52 0.26 3.46 0.070
30/30/30 95.0 48.1 12.2 0.86 0.86 4.15 0.171 97.4 81.1 0.6 0.98 0.64 2.00 0.242 95.6 72.9 4.3 0.87 1.02 3.41 0.231
30/10/10 94.2 17.8 25.5 1.20 0.58 5.17 0.101 97.5 81.8 2.4 1.38 0.38 2.11 0.151 95.5 46.3 14.3 1.25 0.63 3.82 0.142
30/20/10 93.5 22.0 30.8 1.14 0.70 5.80 0.108 97.4 86.0 1.4 1.32 0.43 2.16 0.166 94.7 50.3 21.4 1.18 0.79 4.49 0.149
βi = (1/3, 1/2, 3)
10/10/10 87.0 0.0 44.3 1.36 0.10 12.92 0.008 96.3 81.7 7.2 1.53 0.09 3.59 0.026 88.2 0.0 43.0 1.37 0.10 11.75 0.009
30/30/30 90.5 0.0 35.7 0.85 0.54 8.98 0.057 97.0 94.9 0.0 0.97 0.46 2.57 0.153 91.1 0.0 35.0 0.86 0.55 8.36 0.062
30/10/10 86.2 0.0 45.4 0.86 0.10 13.73 0.007 96.9 91.6 0.1 1.56 0.10 2.96 0.032 87.2 0.0 44.4 1.36 0.10 12.73 0.008
30/20/10 84.9 0.0 45.5 1.33 0.11 15.04 0.007 96.9 91.8 0.1 1.55 0.10 2.95 0.034 85.4 0.0 44.5 1.33 0.11 14.44 0.008
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Tabela B.5: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald, para k = 3. Nı´vel de confianc¸a 1− α = 90%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 86.2 27.9 90.3 0.23 7.99 5.79 0.580 91.1 83.3 1.4 0.23 2.84 6.06 0.320 90.3 85.0 2.9 0.23 3.90 5.80 0.402
30/30/30 88.9 58.4 6.0 0.14 6.15 4.99 0.552 90.4 87.5 0.0 0.14 3.85 5.77 0.400 90.1 88.0 0.0 0.14 4.46 5.47 0.449
30/10/10 86.3 47.6 98.5 0.20 7.95 5.78 0.579 91.0 86.3 0.2 0.21 3.17 5.85 0.351 90.2 84.8 0.5 0.21 4.14 5.65 0.423
30/20/10 86.9 51.4 90.2 0.18 7.56 5.55 0.577 90.8 85.2 0.1 0.18 3.41 5.79 0.370 90.1 84.7 0.7 0.18 4.29 5.56 0.435
βi = (1, 1,−1)
10/10/10 86.2 27.9 90.0 0.69 8.03 5.76 0.582 91.1 84.3 1.6 0.70 2.83 6.09 0.317 90.3 84.2 3.3 0.70 3.88 5.82 0.400
30/30/30 88.9 60.9 6.3 0.41 6.17 4.98 0.553 90.4 87.7 0.1 0.42 3.84 5.78 0.399 90.1 87.8 0.1 0.41 4.44 5.48 0.448
30/10/10 86.3 46.0 98.5 0.61 8.04 5.70 0.585 91.0 83.9 0.2 0.62 3.14 5.90 0.347 90.2 84.2 0.5 0.62 4.14 5.66 0.422
30/20/10 86.9 51.2 90.2 0.54 7.64 5.49 0.582 90.8 85.2 0.1 0.55 3.38 5.81 0.368 90.1 82.7 0.6 0.55 4.28 5.57 0.435
βi = (1,−1/2,−1/2)
10/10/10 85.1 27.3 98.0 0.48 9.37 5.49 0.631 91.2 86.0 1.1 0.49 3.18 5.67 0.359 90.2 82.0 6.9 0.49 4.35 5.41 0.446
30/30/30 88.5 47.6 11.0 0.29 6.82 4.69 0.592 90.4 88.0 0.0 0.29 4.12 5.47 0.430 90.0 82.1 0.0 0.29 4.81 5.17 0.482
30/10/10 87.4 46.2 73.8 0.37 7.01 5.60 0.556 90.8 85.4 0.4 0.37 3.47 5.73 0.377 90.2 85.6 0.3 0.37 4.26 5.53 0.435
30/20/10 87.8 51.3 47.3 0.34 6.88 5.35 0.563 90.7 86.3 0.1 0.34 3.66 5.68 0.392 90.1 82.4 0.2 0.34 4.41 5.44 0.448
βi = (−1, 1/2, 2)
10/10/10 84.1 27.4 99.3 0.89 10.85 5.08 0.681 91.2 82.2 0.9 0.92 3.45 5.36 0.391 90.1 81.3 11.6 0.91 4.77 5.09 0.484
30/30/30 88.1 51.0 24.3 0.54 7.43 4.43 0.626 90.4 87.5 0.0 0.54 4.36 5.21 0.456 90.0 87.1 0.0 0.54 5.12 4.90 0.511
30/10/10 83.0 34.3 98.1 0.82 12.44 4.60 0.730 91.2 84.5 1.7 0.86 3.82 4.96 0.435 90.1 79.6 34.0 0.85 5.24 4.71 0.526
30/20/10 82.5 27.3 97.3 0.81 13.04 4.50 0.744 91.2 83.6 2.9 0.84 3.91 4.87 0.446 90.0 79.8 42.8 0.84 5.36 4.63 0.536
βi = (−2, 1, 2)
10/10/10 85.7 27.4 98.4 1.18 8.42 5.90 0.588 91.1 83.8 0.5 1.21 2.92 5.98 0.328 90.2 82.4 1.4 1.20 4.00 5.75 0.410
30/30/30 88.7 57.4 7.0 0.71 6.34 4.97 0.560 90.4 87.3 0.0 0.72 3.91 5.71 0.406 90.0 88.2 0.0 0.72 4.54 5.42 0.456
30/10/10 86.0 46.2 96.1 1.00 8.30 5.67 0.594 91.0 84.6 0.3 1.02 3.33 5.71 0.368 90.2 84.6 1.9 1.02 4.31 5.51 0.439
30/20/10 85.8 50.3 93.6 0.96 8.55 5.63 0.603 90.9 84.5 0.3 0.98 3.47 5.62 0.382 90.1 84.1 3.0 0.98 4.46 5.44 0.450
βi = (1/3, 1/2, 3)
10/10/10 79.6 17.9 96.9 1.14 16.37 4.03 0.802 91.3 83.1 22.4 1.21 4.24 4.42 0.490 89.9 74.5 43.9 1.20 5.91 4.17 0.586
30/30/30 86.3 37.5 57.0 0.71 10.00 3.67 0.731 90.6 86.4 0.1 0.72 5.01 4.36 0.535 89.9 82.1 1.7 0.72 6.01 4.09 0.595
30/10/10 79.1 15.4 95.5 1.13 16.93 4.02 0.808 91.3 82.5 24.9 1.21 4.28 4.39 0.493 89.9 74.4 43.9 1.20 5.96 4.15 0.589
30/20/10 78.2 15.0 89.7 1.12 17.89 3.90 0.821 91.3 81.9 28.7 1.20 4.34 4.35 0.499 89.8 76.1 43.4 1.19 6.04 4.12 0.594
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Tabela B.6: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald, para k = 4. Nı´vel de confianc¸a 1− α = 90%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4/1/4)
10/10/10/10 86.9 60.0 94.2 0.20 7.25 5.87 0.553 90.6 86.3 0.5 0.20 3.39 6.00 0.361 89.8 86.8 1.0 0.20 4.30 5.85 0.424
20/20/20/20 88.5 73.8 8.2 0.14 6.23 5.25 0.542 90.3 87.9 0.0 0.15 3.93 5.78 0.405 89.9 87.8 0.0 0.15 4.54 5.57 0.449
20/20/10/10 87.3 68.4 96.4 0.17 7.06 5.68 0.554 90.5 87.3 0.0 0.18 3.67 5.85 0.385 89.8 86.1 0.1 0.18 4.48 5.72 0.439
20/15/10/5 84.7 52.0 99.4 0.20 8.65 6.64 0.566 90.8 85.7 0.4 0.20 3.36 5.84 0.366 89.8 83.1 15.9 0.20 4.40 5.85 0.429
βi = (−1, 1,−1, 1)
10/10/10/10 86.9 61.7 94.4 0.79 7.25 5.86 0.553 90.6 86.2 0.5 0.81 3.39 6.00 0.361 89.8 86.2 1.3 0.80 4.29 5.86 0.423
20/20/20/20 88.5 77.3 7.7 0.58 6.21 5.26 0.542 90.3 87.7 0.0 0.58 3.93 5.78 0.404 89.9 87.9 0.0 0.58 4.55 5.58 0.449
20/20/10/10 87.3 75.4 96.1 0.69 7.03 5.70 0.552 90.5 87.4 0.1 0.70 3.67 5.85 0.385 89.8 87.6 0.1 0.70 4.48 5.72 0.439
20/15/10/5 84.7 63.0 99.2 0.79 8.59 6.68 0.563 90.8 86.2 0.4 0.81 3.36 5.83 0.365 89.8 80.2 15.9 0.81 4.39 5.85 0.429
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 84.7 55.0 99.4 0.45 10.35 4.96 0.676 90.5 83.8 3.5 0.46 4.33 5.19 0.454 89.4 76.5 36.3 0.46 5.60 5.03 0.527
20/20/20/20 87.4 72.2 75.5 0.33 8.06 4.51 0.641 90.2 87.6 0.0 0.33 4.74 5.05 0.484 89.6 86.7 0.3 0.33 5.58 4.84 0.536
20/20/10/10 83.9 57.4 99.0 0.43 11.32 4.75 0.705 90.4 81.5 5.5 0.44 4.61 4.97 0.481 89.0 75.9 58.7 0.57 5.96 4.81 0.553
20/15/10/5 75.5 41.7 99.5 0.52 18.79 5.70 0.767 91.0 80.4 40.2 0.58 3.98 5.06 0.440 89.0 75.9 58.7 0.57 5.94 5.09 0.539
βi = (−3,−1, 1, 3)
10/10/10/10 85.8 52.6 99.7 1.76 8.29 5.95 0.582 90.5 85.5 0.2 1.79 3.70 5.79 0.390 89.6 85.4 1.1 1.79 4.73 5.70 0.454
20/20/20/20 88.0 73.9 31.3 1.29 6.84 5.17 0.569 90.2 88.0 0.0 1.30 4.19 5.59 0.428 89.7 87.7 0.0 1.29 4.88 5.41 0.474
20/20/10/10 86.2 63.6 98.0 1.54 8.14 5.64 0.591 90.4 84.7 0.3 1.56 3.98 5.63 0.414 89.5 84.5 4.4 1.56 4.93 5.53 0.472
20/15/10/5 80.4 43.4 98.6 1.81 12.28 7.32 0.626 90.9 82.0 33.3 1.92 3.60 5.51 0.395 89.3 78.4 53.6 1.91 4.97 5.69 0.466
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 79.7 32.0 98.2 1.14 16.27 4.02 0.802 90.4 78.9 39.1 1.21 5.39 4.23 0.560 88.8 73.4 53.7 1.20 7.14 4.08 0.637
20/20/20/20 84.7 42.8 95.2 0.85 11.60 3.69 0.759 90.1 81.6 5.4 0.87 5.73 4.13 0.581 89.1 77.9 25.1 0.87 6.92 3.94 0.637
20/20/10/10 79.3 24.7 96.7 1.14 16.75 4.00 0.807 90.4 78.7 39.4 1.20 5.43 4.21 0.563 88.7 72.7 52.6 1.19 7.20 4.06 0.639
20/15/10/5 68.3 13.0 100.0 1.39 26.67 5.03 0.841 90.8 78.6 38.9 1.63 4.53 4.65 0.494 88.4 65.7 53.7 1.61 6.91 4.64 0.598
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 81.5 37.8 99.6 1.58 14.25 4.23 0.771 90.4 79.9 32.2 1.66 5.13 4.44 0.537 89.0 75.3 62.8 1.64 6.76 4.28 0.613
20/20/20/20 85.8 58.1 96.9 1.17 10.36 3.88 0.727 90.2 85.6 0.9 1.19 5.48 4.36 0.557 89.3 81.4 8.1 1.19 6.57 4.16 0.612
20/20/10/10 81.0 37.7 99.0 1.57 14.78 4.21 0.778 90.4 79.7 36.1 1.64 5.20 4.39 0.542 88.9 75.2 61.2 1.63 6.86 4.23 0.619
20/15/10/5 70.7 21.2 99.9 1.92 24.26 5.06 0.827 90.9 79.8 39.1 2.20 4.43 4.68 0.486 88.6 69.4 56.6 2.18 6.76 4.64 0.593
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Tabela B.7: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald, para
k = 3. Nı´vel de confianc¸a 1 − α = 90%. A distaˆncia d, definida por (3.46), destina-se a diferenciar
sumariamente o desempenho das variantes-3, 4. O valor de d e´ o mesmo para todos os casos onde os
ni’s sa˜o iguais.
Me´todo: Wald variant-3 variant-4
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3 d (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 (0.00) 93.2 86.1 0.8 0.25 1.86 4.98 0.272 93.2 86.1 0.8 0.25 1.86 4.98 0.272
30/30/30 90.9 88.0 0.0 0.14 3.80 5.32 0.417 90.9 88.0 0.0 0.14 3.80 5.32 0.417
30/10/10 (0.23) 92.7 87.3 0.0 0.22 2.33 4.95 0.320 92.8 87.1 0.0 0.22 2.21 5.03 0.305
30/20/10 (0.27) 92.2 87.0 0.0 0.19 2.79 5.05 0.356 92.2 87.2 0.0 0.19 2.68 5.16 0.342
βi = (1, 1,−1)
10/10/10 (0.00) 93.1 85.4 0.9 0.76 1.85 5.01 0.270 93.1 85.4 0.9 0.76 1.85 5.01 0.270
30/30/30 90.9 87.9 0.0 0.42 3.79 5.33 0.415 90.9 87.9 0.0 0.42 3.79 5.33 0.415
30/10/10 (0.23) 92.7 85.6 0.1 0.66 2.30 5.01 0.315 92.7 86.6 0.0 0.66 2.17 5.10 0.299
30/20/10 (0.27) 92.2 84.9 0.0 0.58 2.77 5.07 0.353 92.1 87.3 0.0 0.58 2.65 5.22 0.337
βi = (1,−1/2,−1/2)
10/10/10 (0.41) 93.1 87.3 0.5 0.53 2.10 4.78 0.306 93.1 84.4 0.3 0.53 1.67 5.22 0.243
30/30/30 90.9 88.5 0.0 0.30 4.07 5.05 0.447 91.0 88.2 0.0 0.30 3.48 5.51 0.387
30/10/10 (0.08) 92.3 86.6 0.0 0.39 2.85 4.80 0.373 92.4 86.6 0.0 0.40 2.80 4.84 0.367
30/20/10 (0.21) 91.8 88.4 0.0 0.36 3.23 4.93 0.396 91.9 87.1 0.0 0.36 3.06 5.06 0.377
βi = (−1, 1/2, 2)
10/10/10 (0.53) 93.0 86.2 0.8 0.99 2.30 4.66 0.331 93.1 86.5 0.2 0.98 1.55 5.37 0.224
30/30/30 90.9 89.0 0.0 0.55 4.32 4.81 0.473 91.1 87.6 0.0 0.56 3.33 5.57 0.374
30/10/10 (0.66) 92.8 84.9 10.4 0.91 2.71 4.48 0.377 92.8 87.4 0.0 0.90 1.65 5.53 0.229
30/20/10 (0.69) 92.7 83.7 21.4 0.89 2.83 4.49 0.386 92.7 88.5 0.0 0.88 1.68 5.64 0.230
βi = (−2, 1, 2)
10/10/10 (0.27) 93.1 87.5 0.0 1.31 1.96 4.95 0.284 93.2 83.2 0.1 1.30 1.74 5.10 0.255
30/30/30 90.9 88.8 0.0 0.73 3.85 5.28 0.422 91.0 88.9 0.0 0.73 3.62 5.43 0.400
30/10/10 (0.37) 92.6 87.9 0.0 1.08 2.54 4.85 0.344 92.6 85.5 0.1 1.08 2.29 5.13 0.308
30/20/10 (0.44) 92.3 87.2 0.0 1.03 2.77 4.92 0.361 92.3 88.8 0.0 1.02 2.42 5.32 0.312
βi = (1/3, 1/2, 3)
10/10/10 (0.77) 93.0 81.8 22.7 1.29 2.97 4.04 0.424 93.3 88.8 0.0 1.28 1.32 5.41 0.196
30/30/30 91.0 87.1 0.1 0.73 4.98 4.05 0.551 91.6 88.7 0.0 0.73 3.03 5.41 0.359
30/10/10 (0.78) 92.9 81.7 23.3 1.28 3.04 4.06 0.428 93.2 88.8 0.0 1.27 1.34 5.47 0.196
30/20/10 (0.79) 93.0 81.3 23.2 1.27 3.11 4.09 0.432 93.1 88.9 0.0 1.25 1.35 5.52 0.197
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Tabela B.8: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald, para k = 4.
Nı´vel de confianc¸a 1 − α = 90%. A distaˆncia d, definida por (3.46), destina-se a diferenciar sumariamente o
desempenho das variantes-3, 4. O valor de d e´ o mesmo para todos os casos onde os ni’s sa˜o iguais.
Me´todo: Wald variante-3 variante-4
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 d (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4, 1/4)
10/10/10/10 (0.00) 93.4 88.3 0.0 0.22 1.95 4.69 0.293 93.4 88.3 0.0 0.22 1.95 4.69 0.293
20/20/20/20 91.5 88.4 0.0 0.15 3.34 5.16 0.393 91.5 88.4 0.0 0.15 3.34 5.16 0.393
20/20/10/10 (0.17) 92.6 88.1 0.0 0.19 2.52 4.85 0.342 92.7 88.3 0.0 0.19 2.45 4.88 0.334
20/15/10/5 (0.28) 94.1 89.9 0.0 0.23 1.69 4.26 0.284 93.8 89.3 0.0 0.22 1.70 4.48 0.275
βi = (−1, 1,−1, 1)
10/10/10/10 (0.00) 93.4 87.6 0.0 0.89 1.94 4.70 0.292 93.4 87.6 0.0 0.89 1.94 4.70 0.292
20/20/20/20 91.5 88.1 0.0 0.61 3.34 5.17 0.392 91.5 88.1 0.0 0.61 3.34 5.17 0.392
20/20/10/10 (0.17) 92.6 88.2 0.0 0.76 2.51 4.85 0.341 92.7 88.3 0.0 0.76 2.45 4.87 0.334
20/15/10/5 (0.28) 94.1 89.9 0.0 0.90 1.68 4.25 0.284 93.8 88.7 0.0 0.89 1.69 4.46 0.275
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 (0.58) 93.1 87.1 2.2 0.50 2.48 4.41 0.360 93.3 87.5 0.0 0.50 1.54 5.19 0.229
20/20/20/20 91.3 88.1 0.0 0.35 4.04 4.61 0.467 91.7 88.0 0.0 0.35 2.80 5.50 0.337
20/20/10/10 (0.66) 92.7 86.9 12.1 0.47 2.82 4.43 0.389 92.9 87.5 0.0 0.47 1.63 5.46 0.230
20/15/10/5 (0.74) 94.8 87.9 0.1 0.65 1.15 4.09 0.220 94.0 88.2 0.0 0.61 0.67 5.30 0.112
βi = (−3,−1, 1, 3)
10/10/10/10 (0.40) 93.1 88.1 0.0 1.96 2.16 4.70 0.315 93.3 88.1 0.0 1.95 1.67 4.99 0.251
20/20/20/20 91.4 88.9 0.0 1.35 3.57 5.08 0.413 91.6 88.2 0.0 1.35 2.99 5.38 0.357
20/20/10/10 (0.45) 92.5 87.4 0.0 1.67 2.74 4.79 0.364 92.6 88.7 0.0 1.67 2.17 5.18 0.296
20/15/10/5 (0.58) 94.4 87.3 0.0 2.15 1.60 4.02 0.285 93.8 87.7 0.0 2.07 1.34 4.89 0.215
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 (0.82) 92.8 81.5 26.3 1.30 3.26 3.92 0.454 93.3 89.3 0.0 1.28 1.29 5.37 0.194
20/20/20/20 91.3 84.8 8.1 0.90 4.88 3.87 0.558 92.1 89.0 0.0 0.90 2.48 5.41 0.314
20/20/10/10 (0.83) 92.7 81.1 1.3 0.81 3.34 3.96 0.457 93.2 89.1 0.0 1.27 1.31 5.46 0.194
20/15/10/5 (0.84) 94.7 82.2 9.9 1.82 0.76 4.52 0.144 94.3 87.5 0.0 1.70 0.20 5.54 0.036
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 (0.77) 92.9 84.4 25.7 1.79 3.05 4.03 0.431 93.3 88.3 0.0 1.77 1.33 5.38 0.198
20/20/20/20 91.3 86.8 0.3 1.23 4.68 4.05 0.536 92.0 88.1 0.0 1.24 2.54 5.50 0.316
20/20/10/10 (0.78) 92.8 82.7 30.3 1.76 3.16 4.08 0.437 93.1 88.6 0.0 1.74 1.36 5.51 0.198
20/15/10/5 (0.82) 94.8 85.6 6.6 2.47 0.89 4.35 0.171 94.2 90.0 0.0 2.31 0.33 5.46 0.057
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Tabela B.9: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score cla´ssicos, para k = 3. Nı´vel de confianc¸a
1− α = 90%.
Me´todo: Newcombe-Zou (variante-0) Peskun (variante-0) score (variante-0)
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 90.5 84.5 9.7 0.23 3.45 6.10 0.361 93.9 83.0 1.4 0.27 2.81 3.24 0.465 88.4 83.0 37.6 0.23 5.68 5.88 0.491
30/30/30 90.2 85.6 0.5 0.14 4.09 5.72 0.417 93.9 87.0 0.2 0.16 2.90 3.18 0.477 89.6 86.8 0.5 0.14 5.08 5.34 0.488
30/10/10 90.5 86.1 0.1 0.20 3.52 5.97 0.371 94.4 86.3 0.0 0.25 2.58 3.05 0.458 89.1 84.5 7.5 0.20 5.35 5.58 0.490
30/20/10 90.4 85.9 0.0 0.18 3.67 5.88 0.384 94.3 88.1 0.0 0.22 2.64 3.08 0.462 89.7 86.7 0.2 0.18 4.85 5.44 0.471
βi = (1, 1,−1)
10/10/10 90.4 84.5 10.1 0.69 3.43 6.13 0.359 93.9 83.0 1.5 0.80 2.83 3.26 0.465 88.4 82.7 38.8 0.69 5.68 5.89 0.491
30/30/30 90.2 86.5 0.5 0.41 4.08 5.73 0.416 93.9 86.6 0.2 0.48 2.92 3.18 0.478 89.6 86.6 0.5 0.41 5.08 5.34 0.487
30/10/10 90.5 85.5 0.1 0.61 3.49 6.02 0.367 94.4 87.9 0.0 0.73 2.57 3.06 0.457 89.1 84.7 7.3 0.61 5.34 5.59 0.489
30/20/10 90.4 88.4 0.0 0.55 3.64 5.92 0.381 94.3 88.0 0.0 0.65 2.65 3.10 0.460 89.7 86.3 0.2 0.55 4.83 5.45 0.470
βi = (1,−1/2,−1/2)
10/10/10 90.6 84.2 1.5 0.48 3.18 6.26 0.337 94.1 86.9 0.2 0.57 2.55 3.34 0.433 89.9 84.2 3.4 0.49 4.25 5.88 0.420
30/30/30 90.2 88.2 0.0 0.29 3.96 5.79 0.406 94.1 88.3 0.0 0.34 2.74 3.20 0.461 89.7 87.6 0.2 0.29 4.93 5.39 0.477
30/10/10 90.3 87.3 0.1 0.37 3.87 5.81 0.400 93.9 86.8 0.0 0.43 2.89 3.25 0.471 88.8 84.6 11.8 0.37 5.47 5.69 0.490
30/20/10 90.3 88.2 0.0 0.34 3.90 5.78 0.403 93.9 87.5 0.0 0.40 2.85 3.22 0.469 89.2 85.8 1.9 0.34 5.28 5.51 0.489
βi = (−1, 1/2, 2)
10/10/10 90.7 87.5 0.1 0.90 3.04 6.29 0.326 94.2 87.4 0.0 1.07 2.41 3.43 0.413 90.4 86.1 0.5 0.90 3.72 5.91 0.386
30/30/30 90.3 88.7 0.0 0.54 3.88 5.81 0.401 94.1 88.7 0.0 0.64 2.67 3.23 0.452 89.9 88.1 0.0 0.54 4.60 5.46 0.457
30/10/10 90.7 87.2 0.0 0.83 2.99 6.27 0.323 94.4 88.9 0.0 1.04 2.24 3.34 0.402 90.8 86.1 0.1 0.84 3.26 5.93 0.355
30/20/10 90.8 87.1 0.0 0.82 2.96 6.26 0.321 94.5 88.9 0.0 1.03 2.20 3.31 0.399 90.9 87.1 0.1 0.82 3.17 5.90 0.349
βi = (−2, 1, 2)
10/10/10 90.5 86.8 1.8 1.19 3.30 6.17 0.348 94.1 86.7 0.1 1.40 2.68 3.27 0.451 89.0 84.2 19.7 1.19 5.36 5.61 0.489
30/30/30 90.2 88.3 0.0 0.71 4.02 5.74 0.412 94.0 88.3 0.0 0.83 2.83 3.15 0.473 89.6 87.1 0.2 0.71 5.06 5.33 0.487
30/10/10 90.5 87.5 0.0 1.00 3.51 5.97 0.370 94.2 86.9 0.0 1.21 2.61 3.15 0.453 90.0 85.9 0.2 1.01 4.51 5.54 0.449
30/20/10 90.6 87.4 0.0 0.96 3.48 5.95 0.369 94.3 89.2 0.0 1.17 2.54 3.12 0.448 90.3 87.1 0.1 0.97 4.24 5.42 0.439
βi = (1/3, 1/2, 3)
10/10/10 90.9 86.9 0.7 1.16 2.82 6.31 0.309 94.2 87.7 0.0 1.43 2.14 3.67 0.369 91.0 84.5 1.2 1.17 2.89 6.16 0.320
30/30/30 90.4 88.3 0.0 0.71 3.74 5.84 0.390 94.1 89.3 0.0 0.85 2.51 3.37 0.427 90.5 88.3 0.0 0.71 0.0383 0.0568 0.403
30/10/10 90.9 86.5 2.0 1.16 2.81 6.29 0.309 94.5 88.8 0.0 1.48 2.05 3.47 0.371 91.0 85.8 2.2 1.16 2.87 6.15 0.318
30/20/10 90.9 86.4 5.3 1.14 2.80 6.27 0.309 94.5 88.8 0.0 1.49 2.02 3.45 0.370 91.0 86.4 5.4 1.15 2.83 6.15 0.315
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Tabela B.10: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score cla´ssicos, para k = 4. Nı´vel de confianc¸a
1− α = 90%.
Me´todo: Newcombe-Zou (variante-0) Peskun (variante-0) score (variante-0)
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4/1/4)
10/10/10/10 90.3 84.7 8.0 0.20 3.63 6.07 0.374 94.4 86.0 0.3 0.24 2.62 2.95 0.470 88.1 82.5 44.4 0.20 5.91 5.98 0.497
20/20/20/20 90.2 86.1 0.8 0.15 4.00 5.80 0.408 94.4 86.9 0.0 0.17 2.68 2.90 0.480 89.2 85.7 0.9 0.14 5.30 5.46 0.492
20/20/10/10 90.3 87.3 0.5 0.17 3.74 5.94 0.387 94.6 88.2 0.0 0.21 2.54 2.88 0.469 88.6 85.7 9.7 0.17 5.61 5.75 0.494
20/15/10/5 90.5 87.6 2.6 0.20 3.46 6.04 0.364 94.7 89.5 0.0 0.25 2.42 2.86 0.457 89.7 85.4 2.2 0.20 4.71 5.61 0.457
βi = (−1, 1,−1, 1)
10/10/10/10 90.3 85.0 7.5 0.80 3.63 6.06 0.375 94.4 86.2 0.3 0.96 2.61 2.96 0.469 88.1 82.5 44.4 0.79 5.91 5.98 0.497
20/20/20/20 90.2 86.7 0.9 0.58 4.00 5.80 0.408 94.4 87.8 0.0 0.69 2.67 2.89 0.480 89.2 85.7 0.9 0.58 5.30 5.46 0.492
20/20/10/10 90.3 87.2 0.5 0.70 3.75 5.92 0.387 94.6 88.1 0.0 0.84 2.55 2.87 0.470 88.6 86.3 9.6 0.69 5.62 5.74 0.495
20/15/10/5 90.5 87.6 2.7 0.80 3.47 6.02 0.366 94.7 88.6 0.0 0.99 2.42 2.86 0.459 89.7 86.3 2.2 0.81 4.73 5.60 0.458
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 90.6 87.4 0.1 0.45 3.12 6.31 0.331 94.5 88.2 0.0 0.55 2.28 3.23 0.414 90.2 87.8 0.1 0.46 90.25 7.00 0.878
20/20/20/20 90.4 88.6 0.0 0.33 3.67 5.97 0.380 94.4 89.7 0.0 1.10 2.35 3.25 0.420 90.0 88.6 0.0 0.33 4.39 5.60 0.439
20/20/10/10 90.7 88.5 0.0 0.43 3.05 6.29 0.326 94.6 89.1 0.0 0.54 2.18 3.18 0.406 90.6 88.1 0.0 0.44 3.45 5.91 0.369
20/15/10/5 91.1 85.9 1.8 0.55 2.23 6.66 0.251 94.8 86.4 0.0 0.74 1.81 3.37 0.349 91.3 85.1 2.8 0.55 2.37 6.28 0.274
βi = (−3,−1, 1, 3)
10/10/10/10 90.5 87.1 0.2 1.77 3.29 6.17 0.348 94.5 88.5 0.0 2.14 2.45 3.02 0.449 89.1 85.9 10.4 1.77 5.35 5.58 0.489
20/20/20/20 90.3 87.8 0.0 1.29 3.79 5.89 0.391 94.5 89.0 0.0 1.54 2.55 2.94 0.464 89.4 87.8 0.1 1.29 5.17 5.41 0.489
20/20/10/10 90.5 87.8 0.0 1.55 3.45 6.05 0.363 94.6 89.4 0.0 1.89 2.43 2.97 0.450 89.9 88.0 0.0 1.55 4.61 5.52 0.455
20/15/10/5 90.9 87.5 0.0 1.86 2.90 6.22 0.318 94.8 89.1 0.0 2.41 2.18 3.06 0.416 91.0 86.2 0.3 1.89 3.37 5.60 0.376
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 90.9 86.7 0.7 1.16 2.81 6.32 0.307 94.4 89.1 0.0 1.47 2.06 3.52 0.369 91.0 86.1 0.9 1.17 2.88 6.15 0.319
20/20/20/20 90.6 87.8 0.0 0.86 3.44 6.00 0.365 94.4 89.0 0.0 1.06 2.31 3.32 0.410 90.6 87.6 0.0 0.86 3.53 5.82 0.377
20/20/10/10 90.9 86.4 1.5 1.16 2.80 6.31 0.307 94.6 89.0 0.0 1.50 2.01 3.41 0.371 91.0 86.4 1.7 1.16 2.86 6.15 0.317
20/15/10/5 91.4 83.3 15.4 1.51 1.92 6.68 0.223 94.8 83.4 11.3 2.12 1.57 3.60 0.304 91.5 83.3 15.4 1.51 1.94 6.56 0.228
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 90.8 87.2 0.0 1.61 2.87 6.36 0.311 94.4 89.2 0.0 2.00 2.10 3.46 0.378 90.9 87.2 0.1 1.62 3.03 6.10 0.332
20/20/20/20 90.5 88.8 0.0 1.18 3.48 6.01 0.367 94.4 89.5 0.0 1.44 2.34 3.27 0.417 90.6 88.5 0.0 1.18 3.69 5.76 0.390
20/20/10/10 90.8 87.0 0.2 1.59 2.85 6.33 0.310 94.6 89.3 0.0 2.04 2.04 3.35 0.378 90.9 86.7 0.4 1.60 2.99 6.10 0.329
20/15/10/5 91.3 83.6 14.0 2.06 1.95 6.73 0.225 94.8 83.9 7.3 2.85 1.61 3.56 0.311 91.5 83.6 14.0 2.07 2.00 6.52 0.235
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Tabela B.11: Resultados das medidas de avaliac¸a˜o para o me´todo de Wilson score-Yu (variante-0), para k = 3 e k = 4. Nı´vel
de confianc¸a 1− α = 90%.
Me´todo: Wilson score-Yu (variante-0) (k = 3) Wilson score-Yu (variante-0) (k = 4)
1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean 1− α = 90% Rmean Rmin R88% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) n1/n2/n3/n4 (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3) βi = (1/4, 1/4, 1/4/1/4)
10/10/10 90.3 80.6 11.0 0.23 3.50 6.20 0.361 10/10/10/10 90.2 84.7 8.7 0.20 3.68 6.16 0.374
30/30/30 90.1 82.2 0.7 0.14 4.13 5.77 0.417 20/20/20/20 90.1 86.0 1.0 0.14 4.04 5.86 0.408
30/10/10 90.4 85.7 0.3 0.20 3.57 6.07 0.371 20/20/10/10 90.2 87.2 0.7 0.17 3.79 6.02 0.386
30/20/10 90.3 85.9 0.1 0.18 3.72 5.96 0.384 20/15/10/5 90.4 87.5 3.3 0.20 3.51 6.13 0.364
βi = (1, 1,−1) βi = (−1, 1,−1, 1)
10/10/10 90.3 83.7 11.1 0.69 3.48 6.23 0.358 10/10/10/10 90.2 84.7 8.3 0.80 3.68 6.15 0.374
30/30/30 90.1 86.5 0.7 0.41 4.11 5.77 0.416 20/20/20/20 90.1 86.4 1.2 0.58 4.04 5.86 0.408
30/10/10 90.3 85.0 0.3 0.61 3.54 6.12 0.366 20/20/10/10 90.2 87.2 0.7 0.70 3.79 6.01 0.387
30/20/10 90.3 87.0 0.1 0.54 3.69 6.01 0.380 20/15/10/5 90.4 86.6 3.3 0.80 3.52 6.11 0.365
βi = (1,−1/2,−1/2) βi = (1/3, 1/3, 1/3, 1)
10/10/10 90.4 83.5 2.2 0.48 3.23 6.38 0.336 10/10/10/10 90.4 86.6 0.5 0.45 3.17 6.44 0.330
30/30/30 90.2 88.2 0.0 0.29 4.00 5.85 0.406 20/20/20/20 90.2 86.9 0.0 0.33 3.71 6.06 0.380
30/10/10 90.2 82.2 0.5 0.37 3.92 5.89 0.400 20/20/10/10 90.5 86.2 0.0 0.43 3.09 6.44 0.324
30/20/10 90.2 84.2 0.1 0.34 3.94 5.86 0.402 20/15/10/5 90.9 85.9 2.2 0.54 2.26 6.87 0.248
βi = (−1, 1/2, 2) βi = (−3,−1, 1, 3)
10/10/10 90.5 84.7 0.2 0.89 3.09 6.43 0.325 10/10/10/10 90.4 85.9 0.4 1.76 3.34 6.28 0.347
30/30/30 90.2 87.1 0.0 0.54 3.92 5.87 0.400 20/20/20/20 90.2 84.8 0.0 1.28 3.83 5.96 0.391
30/10/10 90.5 82.8 0.2 0.83 3.04 6.44 0.320 20/20/10/10 90.4 86.9 0.0 1.54 3.50 6.15 0.362
30/20/10 90.5 83.1 0.1 0.81 3.01 6.45 0.318 20/15/10/5 90.7 87.3 0.1 1.85 2.94 6.36 0.317
βi = (−2, 1, 2) βi = (1/6, 1/3, 1/2, 3)
10/10/10 90.4 82.6 2.5 1.19 3.35 6.28 0.348 10/10/10/10 90.5 84.8 1.8 1.16 2.85 6.60 0.302
30/30/30 90.2 88.1 0.0 0.71 4.06 5.79 0.412 20/20/20/20 90.3 84.8 0.3 0.85 3.48 6.18 0.360
30/10/10 90.4 84.5 0.1 1.00 3.55 6.08 0.369 20/20/10/10 90.6 84.4 2.7 1.15 2.85 6.59 0.301
30/20/10 90.4 86.0 0.0 0.96 3.53 6.05 0.368 20/15/10/5 91.0 82.9 18.9 1.50 1.96 6.99 0.219
βi = (1/3, 1/2, 3) βi = (−1/2, 1/2, 1, 4)
10/10/10 90.5 83.8 2.1 1.16 2.87 6.59 0.304 10/10/10/10 90.5 85.8 0.4 1.60 2.91 6.57 0.307
30/30/30 90.3 83.8 0.1 0.71 3.77 5.97 0.387 20/20/20/20 90.3 84.7 0.1 1.17 3.53 6.15 0.365
30/10/10 90.5 83.6 3.3 1.15 2.86 6.59 0.303 20/20/10/10 90.5 86.1 0.8 1.58 2.89 6.57 0.306
30/20/10 90.6 83.5 7.8 1.14 2.85 6.60 0.301 20/15/10/5 91.0 83.6 15.0 2.04 2.00 7.01 0.222
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Tabela B.12: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald, para k = 3. Nı´vel de confianc¸a 1− α = 99%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 96.7 28.2 29.8 0.36 2.27 0.98 0.697 99.1 96.1 0.0 0.36 0.32 0.62 0.342 99.3 96.9 0.0 0.36 0.12 0.61 0.166
30/30/30 98.4 63.1 1.5 0.22 1.01 0.54 0.651 99.0 98.0 0.0 0.22 1.01 0.54 0.651 99.1 98.0 0.0 0.22 0.28 0.62 0.309
30/10/10 96.7 47.8 41.2 0.32 2.29 1.02 0.690 99.0 96.0 0.0 0.32 0.39 0.62 0.387 99.2 97.4 0.0 0.32 0.17 0.59 0.222
30/20/10 97.1 52.1 29.0 0.28 1.95 0.93 0.676 99.0 96.0 0.0 0.29 0.43 0.61 0.412 99.2 97.3 0.0 0.29 0.21 0.59 0.260
βi = (1, 1,−1)
10/10/10 96.7 28.2 30.7 1.07 2.30 0.96 0.705 99.1 96.3 0.0 1.09 0.32 0.62 0.340 99.3 96.3 0.1 1.09 0.12 0.62 0.165
30/30/30 98.4 63.1 1.6 0.65 1.03 0.54 0.655 99.0 98.2 0.0 0.65 0.44 0.56 0.437 99.1 98.0 0.0 0.65 0.27 0.62 0.307
30/10/10 96.6 47.8 41.8 0.95 2.36 1.00 0.702 99.0 96.1 0.0 0.97 0.39 0.62 0.385 99.2 96.7 0.0 0.96 0.17 0.60 0.218
30/20/10 97.1 52.1 29.7 0.85 2.00 0.91 0.687 99.0 93.3 0.0 0.86 0.43 0.61 0.413 99.2 96.5 0.0 0.86 0.21 0.60 0.256
βi = (1,−1/2,−1/2)
10/10/10 95.6 28.2 86.2 0.75 3.23 1.17 0.735 98.9 95.3 0.2 0.77 0.47 0.62 0.433 99.2 97.3 0.0 0.77 0.18 0.58 0.240
30/30/30 98.1 63.0 3.7 0.45 1.37 0.52 0.726 98.9 94.3 0.0 0.46 0.57 0.51 0.527 99.1 97.9 0.0 0.46 0.36 0.55 0.392
30/10/10 97.6 47.8 12.1 0.58 1.53 0.87 0.639 99.0 96.2 0.0 0.58 0.40 0.56 0.417 99.2 97.5 0.0 0.58 0.21 0.58 0.269
30/20/10 97.8 52.1 10.0 0.53 1.47 0.75 0.662 99.0 96.2 0.0 0.54 0.45 0.56 0.445 99.2 97.8 0.0 0.54 0.25 0.58 0.302
βi = (−1, 1/2, 2)
10/10/10 94.3 28.2 95.9 1.38 4.65 1.07 0.813 98.8 93.0 0.6 1.43 0.60 0.63 0.489 99.2 96.2 0.0 1.43 0.23 0.57 0.289
30/30/30 97.7 63.1 11.4 0.85 1.79 0.48 0.789 98.8 96.1 0.0 0.85 0.69 0.47 0.595 99.1 98.1 0.0 0.85 0.43 0.51 0.458
30/10/10 93.0 47.8 94.1 1.28 6.04 0.95 0.864 98.6 93.0 2.2 1.34 0.78 0.63 0.552 99.1 96.2 0.0 1.34 0.32 0.55 0.368
30/20/10 92.4 51.3 94.0 1.26 6.68 0.95 0.876 98.5 94.5 4.0 1.32 0.83 0.64 0.566 99.1 97.0 0.0 1.32 0.34 0.55 0.384
βi = (−2, 1, 2)
10/10/10 96.1 28.2 53.5 1.84 2.69 1.16 0.699 99.0 95.8 0.0 1.89 0.38 0.63 0.375 99.3 96.6 0.0 1.88 0.15 0.60 0.197
30/30/30 98.3 63.1 2.8 1.12 1.15 0.57 0.667 99.0 96.5 0.0 1.12 0.48 0.56 0.460 99.1 98.1 0.0 1.12 0.30 0.60 0.331
30/10/10 96.4 47.8 60.7 1.56 2.48 1.13 0.687 98.9 95.8 0.1 1.59 0.46 0.62 0.422 99.2 96.2 0.0 1.59 0.21 0.58 0.270
30/20/10 96.1 52.1 72.5 1.50 2.70 1.23 0.687 98.9 95.8 0.2 1.53 0.51 0.64 0.443 99.2 97.6 0.0 1.53 0.24 0.57 0.297
βi = (1/3, 1/2, 3)
10/10/10 88.8 28.2 98.5 1.76 10.45 0.77 0.932 98.4 93.7 19.8 1.88 1.08 0.56 0.657 99.1 97.0 0.0 1.89 0.42 0.52 0.450
30/30/30 95.7 41.5 42.0 1.11 3.95 0.36 0.917 98.5 95.0 0.5 1.12 1.11 0.36 0.753 99.0 97.9 0.0 1.13 0.65 0.38 0.631
30/10/10 88.0 18.0 98.3 1.74 11.18 0.77 0.935 98.3 93.7 21.2 1.87 1.10 0.56 0.662 99.1 96.9 0.0 1.88 0.43 0.51 0.456
30/20/10 86.9 20.9 95.3 1.72 12.35 0.72 0.945 98.3 93.8 23.2 1.86 1.14 0.56 0.669 99.0 96.6 0.0 1.87 0.45 0.51 0.466
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Tabela B.13: Resultados das medidas de avaliac¸a˜o para as variantes-0, 1, 2 do me´todo de Wald, para k = 4. Nı´vel de confianc¸a 1− α = 99%.
Me´todo: Wald variante-0 variante-1 variante-2
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4/1/4)
10/10/10/10 97.5 68.9 9.9 0.31 1.58 0.91 0.636 99.0 98.0 0.0 0.32 0.40 0.63 0.385 99.2 97.6 0.0 0.32 0.18 0.60 0.231
20/20/20/20 98.4 89.4 0.7 0.23 1.01 0.62 0.620 99.0 98.4 0.0 0.23 0.45 0.59 0.433 99.1 98.2 0.0 0.23 0.28 0.61 0.313
20/20/10/10 97.6 81.0 8.8 0.27 1.50 0.85 0.636 98.9 98.0 0.0 0.28 0.45 0.63 0.415 99.2 98.1 0.0 0.28 0.23 0.60 0.278
20/15/10/5 95.9 68.1 71.5 0.31 2.55 1.53 0.625 98.9 94.6 0.1 0.32 0.43 0.68 0.386 99.2 97.5 0.0 0.32 0.18 0.58 0.241
βi = (−1, 1,−1, 1)
10/10/10/10 97.5 69.0 10.1 1.24 1.58 0.91 0.636 99.0 98.0 0.0 1.26 0.40 0.63 0.386 99.2 97.5 0.0 1.26 0.18 0.60 0.230
20/20/20/20 98.4 89.1 0.8 0.91 1.01 0.62 0.620 99.0 98.3 0.0 0.91 0.45 0.59 0.432 99.1 98.0 0.0 0.91 0.28 0.61 0.313
20/20/10/10 97.7 79.4 8.8 1.09 1.49 0.86 0.633 98.9 97.1 0.0 1.10 0.44 0.63 0.415 99.2 98.0 0.0 1.10 0.23 0.60 0.277
20/15/10/5 95.9 70.8 71.8 1.23 2.54 1.54 0.622 98.9 95.6 0.1 1.27 2.54 1.54 0.622 99.2 96.8 0.0 1.27 0.18 0.58 0.241
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 95.1 68.9 91.8 0.70 3.92 0.94 0.806 98.5 94.4 1.1 0.72 0.86 0.65 0.568 99.0 96.6 0.0 0.72 0.39 0.59 0.399
20/20/20/20 97.3 81.0 26.2 0.52 2.16 0.55 0.798 98.6 95.4 0.0 0.52 0.86 0.51 0.628 99.0 96.2 0.0 0.52 0.52 0.51 0.505
20/20/10/10 94.2 66.4 92.9 0.67 4.83 0.96 0.834 98.3 93.9 4.4 0.69 1.02 0.66 0.605 98.9 96.7 0.0 0.69 0.47 0.59 0.446
20/15/10/5 85.7 46.6 94.3 0.81 12.02 2.24 0.843 98.1 92.1 27.3 0.90 0.86 1.06 0.448 99.0 94.1 8.4 0.90 0.27 0.73 0.272
βi = (−3,−1, 1, 3)
10/10/10/10 96.3 61.5 54.6 2.75 2.54 1.18 0.683 98.8 96.3 0.0 2.81 0.57 0.67 0.460 99.1 97.5 0.0 2.81 0.26 0.60 0.302
20/20/20/20 97.9 75.3 10.3 2.01 1.45 0.69 0.678 98.8 97.6 0.0 2.03 0.59 0.59 0.501 99.1 97.8 0.0 2.03 0.36 0.59 0.380
20/20/10/10 96.5 73.4 48.4 2.40 2.36 1.10 0.681 98.7 95.0 0.4 2.45 0.63 0.67 0.485 99.1 97.2 0.0 2.45 0.32 0.60 0.351
20/15/10/5 91.5 55.2 87.5 2.83 5.58 2.93 0.656 98.5 91.8 18.1 3.01 0.65 0.87 0.428 99.1 94.0 0.6 3.01 0.26 0.61 0.300
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 89.0 40.5 98.5 1.77 10.30 0.75 0.932 97.8 91.7 35.9 1.88 1.62 0.59 0.734 98.7 95.1 4.5 1.90 0.73 0.54 0.573
20/20/20/20 94.1 47.7 62.3 1.33 5.45 0.43 0.926 98.1 92.6 11.2 1.36 1.54 0.41 0.792 98.7 95.4 0.2 1.37 0.89 0.41 0.684
20/20/10/10 88.3 34.9 98.4 1.76 10.90 0.75 0.935 97.8 91.7 36.2 1.87 1.65 0.59 0.738 98.7 95.1 6.2 1.89 0.74 0.54 0.578
20/15/10/5 75.8 19.4 99.4 2.06 22.84 1.34 0.945 97.7 90.2 27.3 2.45 1.28 0.99 0.566 98.9 93.4 11.3 2.49 0.31 0.83 0.271
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 91.3 38.6 98.1 2.47 7.90 0.80 0.908 98.0 91.7 28.6 2.59 1.41 0.60 0.701 98.8 95.0 1.0 2.60 0.64 0.55 0.536
20/20/20/20 95.4 62.2 58.3 1.84 4.14 0.46 0.901 98.2 93.3 3.5 1.87 1.35 0.42 0.761 98.8 96.5 0.0 1.88 0.79 0.43 0.648
20/20/10/10 90.6 38.6 98.7 2.44 8.55 0.82 0.912 97.9 91.8 31.6 2.57 1.46 0.60 0.708 98.8 94.9 1.5 2.58 0.66 0.55 0.545
20/15/10/5 79.2 21.8 99.1 2.93 19.31 1.50 0.928 97.8 91.0 27.6 3.39 1.12 1.06 0.512 98.9 93.5 11.5 3.42 0.30 0.81 0.268
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Tabela B.14: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald, para
k = 3. Nı´vel de confianc¸a 1 − α = 99%. A distaˆncia d, definida por (3.46), destina-se a diferenciar
sumariamente o desempenho das variantes-3, 4. O valor de d e´ o mesmo para todos os casos onde os
ni’s sa˜o iguais.
Me´todo: Wald variant-3 variant-4
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3 d (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 (0.00) 99.5 96.9 0.0 0.39 0.03 0.48 0.068 99.5 96.9 0.0 0.39 0.03 0.48 0.068
30/30/30 99.2 98.0 0.0 0.22 0.21 0.60 0.265 99.2 98.0 0.0 0.22 0.21 0.60 0.265
30/10/10 (0.23) 99.5 96.9 0.0 0.39 0.07 0.48 0.129 99.4 96.5 0.0 0.34 0.07 0.53 0.115
30/20/10 (0.27) 99.4 97.7 0.0 0.30 0.11 0.51 0.177 99.3 97.2 0.0 0.30 0.12 0.59 0.168
βi = (1, 1,−1)
10/10/10 (0.00) 99.5 96.7 0.0 1.18 0.04 0.49 0.068 99.5 96.7 0.0 1.18 0.04 0.49 0.068
30/30/30 99.2 98.0 0.0 0.67 0.21 0.60 0.263 99.2 98.0 0.0 0.67 0.21 0.60 0.263
30/10/10 (0.23) 99.4 97.1 0.0 1.03 0.07 0.50 0.123 99.4 97.5 0.0 1.02 0.07 0.55 0.108
30/20/10 (0.27) 99.4 97.1 0.0 0.91 0.11 0.52 0.171 99.3 97.3 0.0 0.90 0.12 0.61 0.160
βi = (1,−1/2,−1/2)
10/10/10 (0.41) 99.5 97.5 0.0 0.83 0.05 0.46 0.095 99.4 96.2 0.1 0.81 0.03 0.58 0.050
30/30/30 99.2 98.1 0.0 0.47 0.28 0.54 0.346 99.2 97.1 0.0 0.47 0.18 0.67 0.214
30/10/10 (0.08) 99.4 97.5 0.0 0.62 0.12 0.50 0.196 99.4 97.2 0.0 0.62 0.11 0.50 0.182
30/20/10 (0.21) 99.3 97.9 0.0 0.57 0.16 0.52 0.239 99.3 96.8 0.0 0.57 0.14 0.55 0.199
βi = (−1, 1/2, 2)
10/10/10 (0.53) 99.5 97.3 0.0 1.54 0.06 0.46 0.118 99.3 96.3 0.3 1.48 0.02 0.64 0.036
30/30/30 99.2 98.3 0.0 0.88 0.34 0.50 0.408 99.1 96.8 0.0 0.87 0.16 0.70 0.188
30/10/10 (0.66) 99.4 97.4 0.0 1.42 0.11 0.46 0.196 99.2 96.4 0.3 1.34 0.04 0.76 0.053
30/20/10 (0.69) 99.4 97.7 0.0 1.40 0.13 0.47 0.213 99.1 96.5 0.3 1.30 0.05 0.81 0.055
βi = (−2, 1, 2)
10/10/10 (0.27) 99.5 96.6 0.0 2.03 0.04 0.47 0.086 99.5 96.5 0.0 2.01 0.03 0.52 0.057
30/30/30 99.2 98.2 0.0 1.16 0.24 0.58 0.289 99.2 97.0 0.0 1.15 0.19 0.63 0.233
30/10/10 (0.37) 99.4 97.5 0.0 1.69 0.10 0.47 0.176 99.3 96.9 0.0 1.66 0.09 0.60 0.128
30/20/10 (0.44) 99.4 98.1 0.0 1.61 0.12 0.48 0.206 99.2 97.0 0.0 1.56 0.11 0.68 0.139
βi = (1/3, 1/2, 3)
10/10/10 (0.77) 99.4 97.4 0.0 2.01 0.10 0.49 0.168 99.3 98.2 0.0 1.87 0.01 0.72 0.008
30/30/30 99.1 98.0 0.0 1.16 0.53 0.38 0.584 99.2 98.8 0.0 1.15 0.12 0.67 0.154
30/10/10 (0.78) 99.4 97.4 0.0 1.99 0.11 0.49 0.180 99.2 98.1 0.0 1.85 0.01 0.75 0.009
30/20/10 (0.79) 99.4 97.4 0.0 1.97 0.12 0.50 0.194 99.2 98.1 0.0 1.82 0.01 0.78 0.010
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Tabela B.15: Resultados das medidas de avaliac¸a˜o para as variantes-3, 4 do me´todo de Wald, para k = 4.
Nı´vel de confianc¸a 1 − α = 99%. A distaˆncia d, definida por (3.46), destina-se a diferenciar sumariamente o
desempenho das variantes-3, 4. O valor de d e´ o mesmo para todos os casos onde os ni’s sa˜o iguais.
Me´todo: Wald variante-3 variante-4
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 d (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4, 1/4)
10/10/10/10 (0.00) 99.5 97.6 0.0 0.35 0.04 0.42 0.090 99.5 97.6 0.0 0.35 0.04 0.42 0.090
20/20/20/20 99.3 98.2 0.0 0.24 0.16 0.54 0.230 99.3 98.2 0.0 0.24 0.16 0.54 0.230
20/20/10/10 (0.17) 99.5 98.2 0.0 0.30 0.09 0.46 0.156 99.4 98.0 0.0 0.30 0.09 0.48 0.150
20/15/10/5 (0.28) 99.6 98.2 0.0 0.35 0.04 0.34 0.095 99.5 97.4 0.0 0.34 0.05 0.47 0.101
βi = (−1, 1,−1, 1)
10/10/10/10 (0.00) 99.5 97.5 0.0 1.39 0.04 0.42 0.088 99.5 97.5 0.0 1.39 0.04 0.42 0.088
20/20/20/20 99.3 98.0 0.0 0.96 0.16 0.54 0.229 99.3 98.0 0.0 0.96 0.16 0.54 0.229
20/20/10/10 (0.17) 99.5 98.2 0.0 1.19 0.08 0.46 0.005 99.4 97.6 0.0 1.18 0.08 0.48 0.150
20/15/10/5 (0.28) 99.6 98.3 0.0 1.39 0.04 0.34 0.096 99.5 97.5 0.0 1.35 0.05 0.46 0.102
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 (0.58) 99.5 97.1 0.0 0.79 0.08 0.44 0.160 99.4 96.3 0.2 0.76 0.03 0.59 0.042
20/20/20/20 99.2 98.0 0.0 0.55 0.31 0.47 0.398 99.2 97.0 0.0 0.54 0.11 0.67 0.139
20/20/10/10 (0.66) 99.4 97.2 0.0 0.75 0.13 0.46 0.216 99.3 96.2 0.4 0.71 0.04 0.71 0.050
20/15/10/5 (0.74) 99.7 98.2 0.0 0.98 0.01 0.31 0.024 99.1 94.8 4.4 0.84 0.01 0.85 0.011
βi = (−3,−1, 1, 3)
10/10/10/10 (0.40) 99.5 97.7 0.0 3.08 0.07 0.43 0.135 99.5 97.3 0.0 3.02 0.03 0.49 0.054
20/20/20/20 99.3 97.9 0.0 2.13 0.22 0.52 0.294 99.3 97.5 0.0 2.12 0.12 0.60 0.168
20/20/10/10 (0.45) 99.4 97.7 0.0 2.64 0.13 0.46 0.218 99.3 97.4 0.0 2.57 0.07 0.58 0.107
20/15/10/5 (0.58) 99.7 98.2 0.0 3.27 0.04 0.29 0.110 99.2 95.9 1.8 2.96 0.05 0.71 0.062
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 (0.82) 99.3 96.9 0.0 2.04 0.16 0.50 0.245 99.3 98.2 0.0 1.88 0.01 0.71 0.009
20/20/20/20 99.1 97.7 0.0 1.43 0.55 0.40 0.581 99.2 98.8 0.0 1.40 0.07 0.69 0.093
20/20/10/10 (0.83) 99.3 96.9 0.0 2.02 0.18 0.51 0.255 99.2 98.1 0.0 1.86 0.01 0.75 0.009
20/15/10/5 (0.84) 99.7 97.7 0.0 2.69 0.0 0.34 0.000 99.2 96.7 0.1 2.26 0.00 0.84 0.000
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 (0.77) 99.4 96.9 0.0 2.81 0.14 0.49 0.218 99.3 96.5 0.1 2.62 0.01 0.69 0.016
20/20/20/20 99.1 97.8 0.0 1.96 0.48 0.41 0.541 99.2 97.4 0.0 1.92 0.01 0.71 0.101
20/20/10/10 (0.78) 99.3 97.0 0.0 2.78 0.15 0.50 0.234 99.2 96.9 0.0 2.57 0.01 0.75 0.017
20/15/10/5 (0.82) 99.7 97.4 0.0 3.71 0.0 0.33 0.000 99.1 96.3 1.5 3.10 0.00 0.85 0.000
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Tabela B.16: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score cla´ssicos, para k = 3. Nı´vel de confianc¸a
1− α = 99%.
Me´todo: Newcombe-Zou (variante-0) Peskun (variante-0) score (variante-0)
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3)
10/10/10 98.8 89.0 4.2 0.34 0.16 1.04 0.131 99.6 95.8 0.0 0.40 0.12 0.27 0.309 99.1 95.8 0.0 0.36 0.31 0.56 0.359
30/30/30 99.0 93.5 0.4 0.21 0.23 0.77 0.230 99.6 98.1 0.0 0.25 0.16 0.25 0.397 98.9 98.1 0.0 0.22 0.47 0.59 0.443
30/10/10 98.8 92.2 2.3 0.30 0.18 0.97 0.159 99.7 98.7 0.0 0.37 0.12 0.23 0.346 99.2 97.4 0.0 0.32 0.26 0.56 0.315
30/20/10 98.9 93.1 1.2 0.27 0.20 0.91 0.183 99.6 98.9 0.0 0.33 0.13 0.23 0.360 99.1 97.7 0.0 0.29 0.32 0.58 0.355
βi = (1, 1,−1)
10/10/10 98.8 90.4 4.0 1.03 0.16 1.04 0.132 99.6 97.3 0.0 1.20 0.12 0.28 0.305 99.1 97.3 0.0 1.09 0.31 0.56 0.359
30/30/30 99.0 93.8 0.4 0.64 0.23 0.78 0.228 99.6 98.3 0.0 0.74 0.16 0.25 0.394 99.0 98.3 0.0 0.65 0.46 0.58 0.442
30/10/10 98.8 91.9 2.2 0.91 0.18 1.00 0.153 99.7 98.7 0.0 1.11 0.12 0.23 0.341 99.2 97.2 0.0 0.96 0.25 0.57 0.308
30/20/10 98.9 92.6 1.3 0.82 0.20 0.93 0.176 99.6 99.0 0.0 0.99 0.13 0.24 0.355 99.1 98.0 0.0 0.85 0.32 0.59 0.347
βi = (1,−1/2,−1/2)
10/10/10 98.8 92.1 3.7 0.72 0.14 1.09 0.110 99.6 98.7 0.0 0.85 0.11 0.28 0.275 99.0 97.1 0.0 0.75 0.24 0.72 0.249
30/30/30 99.0 92.5 0.4 0.45 0.22 0.82 0.210 99.6 98.8 0.0 0.52 0.15 0.26 0.375 99.0 98.2 0.0 0.46 0.33 0.63 0.343
30/10/10 98.9 92.3 1.6 0.56 0.22 0.89 0.195 99.6 98.2 0.0 0.65 0.14 0.26 0.357 99.0 97.6 0.0 0.58 0.42 0.55 0.431
30/20/10 98.9 92.3 1.0 0.52 0.21 0.86 0.198 99.6 98.9 0.0 0.61 0.15 0.26 0.362 99.0 97.7 0.0 0.54 0.39 0.57 0.408
βi = (−1, 1/2, 2)
10/10/10 98.8 93.0 3.7 1.33 0.12 1.12 0.094 99.6 98.8 0.0 1.59 0.10 0.30 0.250 99.0 96.5 0.0 1.38 0.19 0.77 0.198
30/30/30 98.9 94.6 0.4 0.83 0.21 0.84 0.198 99.6 99.0 0.0 0.98 0.15 0.27 0.358 99.1 98.3 0.0 0.85 0.28 0.66 0.295
30/10/10 98.8 93.3 2.4 1.23 0.12 1.10 0.101 99.6 99.0 0.0 1.57 0.10 0.28 0.262 99.0 96.6 0.0 1.26 0.15 0.86 0.146
30/20/10 98.8 93.2 2.2 1.21 0.12 1.10 0.100 99.6 99.0 0.0 1.57 0.10 0.27 0.263 99.0 96.9 0.0 1.23 0.14 0.87 0.138
βi = (−2, 1, 2)
10/10/10 98.8 91.5 3.4 1.77 0.14 1.07 0.116 99.6 98.5 0.0 2.08 0.11 0.27 0.296 99.2 97.6 0.0 1.87 0.23 0.60 0.272
30/30/30 99.0 93.7 0.3 1.10 0.22 0.80 0.216 99.6 98.8 0.0 1.28 0.15 0.25 0.383 99.0 98.3 0.0 1.12 0.44 0.57 0.436
30/10/10 98.8 92.6 1.7 1.50 0.19 0.96 0.167 99.6 98.9 0.0 1.83 0.13 0.25 0.337 99.1 97.5 0.0 1.57 0.30 0.63 0.318
30/20/10 98.9 92.4 1.3 1.45 0.19 0.95 0.168 99.6 99.1 0.0 1.78 0.13 0.25 0.338 99.1 97.2 0.0 1.50 0.28 0.63 0.306
βi = (1/3, 1/2, 3)
10/10/10 98.7 93.4 5.1 1.71 0.08 1.20 0.061 99.6 98.8 0.0 2.13 0.07 0.35 0.166 98.9 90.2 0.3 1.73 0.08 1.04 0.073
30/30/30 98.9 94.4 0.9 1.09 0.19 0.92 0.173 99.6 99.0 0.0 1.31 0.14 0.30 0.311 99.0 96.6 0.0 1.09 0.20 0.82 0.195
30/10/10 98.7 94.2 5.1 1.70 0.08 1.19 0.060 99.6 99.1 0.0 2.25 0.07 0.31 0.176 98.9 94.6 0.3 1.71 0.08 1.05 0.071
30/20/10 98.7 94.4 4.8 1.68 0.07 1.18 0.060 99.6 99.1 0.0 2.27 0.07 0.31 0.176 98.9 94.0 0.5 1.69 0.08 1.07 0.067
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Tabela B.17: Resultados das medidas de avaliac¸a˜o para os me´todos de Newcombe-Zou, Peskun e score cla´ssicos, para k = 4. Nı´vel de confianc¸a
1− α = 99%.
Me´todo: Newcombe-Zou (variante-0) Peskun (variante-0) score (variante-0)
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3/n4 (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
βi = (1/4, 1/4, 1/4/1/4)
10/10/10/10 98.8 93.7 2.9 0.30 0.19 0.98 0.160 99.7 98.3 0.0 0.36 0.12 0.21 0.364 98.9 98.0 0.0 0.31 0.48 0.62 0.439
20/20/20/20 99.0 95.4 0.5 0.22 0.22 0.80 0.215 99.7 98.7 0.0 0.26 0.14 0.20 0.406 98.9 98.4 0.0 0.23 0.52 0.61 0.459
20/20/10/10 98.9 94.6 1.3 0.26 0.21 0.91 0.186 99.7 98.8 0.0 0.32 0.12 0.19 0.381 99.1 98.2 0.0 0.27 0.37 0.57 0.395
20/15/10/5 98.7 93.9 3.0 0.29 0.21 1.05 0.170 99.7 99.1 0.0 0.38 0.10 0.19 0.349 99.1 97.9 0.0 0.31 0.33 0.59 0.356
βi = (−1, 1,−1, 1)
10/10/10/10 98.8 93.3 2.8 1.19 0.19 0.99 0.159 99.7 98.3 0.0 1.44 0.12 0.21 0.360 98.9 98.3 0.0 1.26 0.48 0.62 0.439
20/20/20/20 99.0 95.2 0.6 0.89 0.22 0.80 0.215 99.7 98.6 0.0 1.06 0.13 0.20 0.407 98.9 98.4 0.0 0.91 0.52 0.61 0.459
20/20/10/10 98.9 94.1 1.4 1.05 0.21 0.91 0.186 99.7 98.8 0.0 1.28 0.12 0.19 0.381 99.1 97.9 0.0 1.10 0.38 0.57 0.396
20/15/10/5 98.7 93.5 3.0 1.17 0.21 1.04 0.171 99.7 99.1 0.0 1.51 0.10 0.19 0.349 99.1 98.2 0.0 1.25 0.33 0.59 0.360
βi = (1/3, 1/3, 1/3, 1)
10/10/10/10 98.7 93.1 3.0 0.67 0.13 1.12 0.106 99.6 98.9 0.0 0.83 0.10 0.26 0.271 99.0 97.7 0.0 0.70 0.19 0.82 0.185
20/20/20/20 98.9 94.4 0.5 0.50 0.18 0.91 0.167 99.6 98.9 0.0 0.61 0.13 0.24 0.341 99.0 98.2 0.0 0.52 0.24 0.71 0.256
20/20/10/10 98.8 94.3 2.4 0.64 0.13 1.11 0.105 99.7 99.1 0.0 0.83 0.09 0.25 0.275 99.0 97.4 0.0 0.66 0.16 0.82 0.164
20/15/10/5 98.6 94.4 7.1 0.77 0.08 1.34 0.056 99.7 99.2 0.0 1.12 0.05 0.25 0.170 98.9 96.0 0.1 0.80 0.09 1.00 0.085
βi = (−3,−1, 1, 3)
10/10/10/10 98.8 92.7 3.0 2.63 0.14 1.08 0.115 99.7 99.0 0.0 3.22 0.10 0.23 0.307 99.2 97.4 0.0 2.78 0.21 0.60 0.006
20/20/20/20 98.9 93.0 0.6 1.97 0.19 0.88 0.175 99.7 98.9 0.0 2.36 0.12 0.21 0.366 99.0 98.3 0.0 2.02 0.38 0.58 0.394
20/20/10/10 98.8 92.6 1.8 2.32 0.17 0.99 0.146 99.7 99.0 0.0 2.87 0.11 0.22 0.335 99.1 97.9 0.0 2.41 0.29 0.62 0.321
20/15/10/5 98.7 93.7 4.5 2.68 0.17 1.17 0.125 99.7 99.2 0.0 3.64 0.08 0.22 0.275 99.0 97.2 0.0 2.82 0.24 0.71 0.255
βi = (1/6, 1/3, 1/2, 3)
10/10/10/10 98.7 94.2 5.0 1.71 0.08 1.21 0.062 99.6 99.1 0.0 2.21 0.07 0.32 0.177 98.9 96.4 0.1 1.73 0.08 1.04 0.074
20/20/20/20 98.8 94.5 1.7 1.30 0.15 1.01 0.130 99.6 99.0 0.0 1.62 0.11 0.30 0.275 99.0 97.2 0.0 1.31 0.16 0.88 0.150
20/20/10/10 98.7 94.6 5.0 1.70 0.08 1.20 0.061 99.6 99.1 0.0 2.29 0.07 0.30 0.183 98.9 96.1 0.1 1.72 0.08 1.04 0.072
20/15/10/5 98.6 93.9 10.2 2.10 0.01 1.40 0.007 99.7 98.9 0.0 3.21 0.01 0.30 0.024 98.7 94.1 2.9 2.11 0.01 1.26 0.008
βi = (−1/2, 1/2, 1, 4)
10/10/10/10 98.7 93.4 4.7 2.36 0.09 1.20 0.071 99.6 99.1 0.0 3.01 0.08 0.30 0.202 98.9 96.6 0.0 2.41 0.10 0.96 0.095
20/20/20/20 98.9 93.7 1.3 1.79 0.16 0.99 0.137 99.6 99.0 0.0 2.21 0.12 0.28 0.292 99.0 97.5 0.0 1.81 0.17 0.83 0.172
20/20/10/10 98.7 93.8 5.0 2.34 0.09 1.19 0.070 99.6 99.2 0.0 3.11 0.08 20.93 0.003 98.9 96.4 0.1 2.38 0.10 0.97 0.092
20/15/10/5 98.6 94.5 9.8 2.87 0.03 1.40 0.018 99.7 99.1 0.0 4.32 0.02 0.28 0.069 98.8 94.3 1.8 2.91 0.03 1.19 0.023
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Tabela B.18: Resultados das medidas de avaliac¸a˜o para o me´todo de Wilson-score-Yu (variante-0), para k = 3 e k = 4. Nı´vel
de confianc¸a 1− α = 99%.
Me´todo: Wilson-score-Yu (variante-0) (k = 3) Wilson-score-Yu (variante-0) (k = 4)
1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean 1− α = 99% Rmean Rmin R97% Lmean MNRmean DNRmean Qmean
n1/n2/n3 (%) (%) (%) (%) (%) n1/n2/n3/n4 (%) (%) (%) (%) (%)
βi = (1/3, 1/3, 1/3) βi = (1/4, 1/4, 1/4/1/4)
10/10/10 98.6 43.8 6.5 0.34 0.16 1.27 0.112 10/10/10/10 98.7 82.2 4.5 0.29 0.19 1.10 0.149
30/30/30 98.9 36.9 1.2 0.21 0.24 0.87 0.219 20/20/20/20 98.9 89.9 1.2 0.22 0.23 0.88 0.209
30/10/10 98.6 52.0 5.7 0.30 0.19 1.20 0.137 20/20/10/10 98.8 84.3 2.9 0.26 0.22 1.03 0.174
30/20/10 98.7 44.6 3.6 0.27 0.21 1.09 0.164 20/15/10/5 98.6 78.3 6.3 0.29 0.21 1.21 0.150
βi = (1, 1,−1) βi = (−1, 1,−1, 1)
10/10/10 98.6 61.6 6.4 1.01 0.16 1.27 0.113 10/10/10/10 98.7 70.1 4.7 1.17 0.19 1.11 0.148
30/30/30 98.9 79.6 1.1 0.63 0.24 0.86 0.220 20/20/20/20 98.9 89.4 1.3 0.88 0.23 0.88 0.208
30/10/10 98.6 57.0 5.5 0.90 0.19 1.22 0.133 20/20/10/10 98.8 81.4 3.1 1.04 0.22 1.02 0.175
30/20/10 98.7 62.7 3.6 0.81 0.21 1.10 0.158 20/15/10/5 98.6 78.2 6.3 1.16 0.21 1.20 0.151
βi = (1,−1/2,−1/2) βi = (1/3, 1/3, 1/3, 1)
10/10/10 98.4 56.0 8.1 0.70 0.14 1.42 0.089 10/10/10/10 98.4 74.2 9.6 0.66 0.14 1.44 0.086
30/30/30 98.8 62.9 1.3 0.44 0.23 0.93 0.196 20/20/20/20 98.7 80.5 3.4 0.50 0.19 1.09 0.149
30/10/10 98.7 59.6 3.2 0.55 0.23 1.03 0.180 20/20/10/10 98.3 76.6 12.2 0.63 0.13 1.53 0.080
30/20/10 98.8 63.8 2.5 0.52 0.22 0.99 0.184 20/15/10/5 97.1 68.9 27.7 0.75 0.07 2.84 0.024
βi = (−1, 1/2, 2) βi = (−3,−1, 1, 3)
10/10/10 98.3 55.3 10.5 1.30 0.12 1.62 0.069 10/10/10/10 98.5 65.5 7.8 2.59 0.14 1.31 0.098
30/30/30 98.8 63.7 2.7 0.82 0.22 1.01 0.178 20/20/20/20 98.8 76.8 3.0 1.95 0.20 1.01 0.162
30/10/10 98.1 55.2 14.9 1.20 0.13 1.73 0.068 20/20/10/10 98.6 70.1 5.8 2.28 0.18 1.20 0.128
30/20/10 98.0 54.8 16.9 1.18 0.12 1.86 0.062 20/15/10/5 98.1 72.8 14.2 2.63 0.16 1.71 0.087
βi = (−2, 1, 2) βi = (1/6, 1/3, 1/2, 3)
10/10/10 98.5 46.7 7.5 1.74 0.14 1.34 0.096 10/10/10/10 96.8 55.7 20.2 1.66 0.09 3.12 0.027
30/30/30 98.9 64.7 1.2 1.09 0.23 0.90 0.204 20/20/20/20 98.0 62.1 14.2 1.27 0.16 1.89 0.078
30/10/10 98.6 60.9 4.6 1.48 0.20 1.18 0.145 20/20/10/10 96.5 54.1 20.0 1.65 0.08 3.39 0.024
30/20/10 98.6 61.0 5.2 1.42 0.20 1.20 0.144 20/15/10/5 93.8 61.3 30.1 2.00 0.01 6.24 0.001
βi = (1/3, 1/2, 3) βi = (−1/2, 1/2, 1, 4)
10/10/10 96.7 53.4 19.9 1.65 0.08 3.19 0.026 10/10/10/10 97.7 58.8 18.7 2.30 0.10 2.24 0.041
30/30/30 98.2 58.5 10.7 1.07 0.20 1.56 0.115 20/20/20/20 98.3 59.7 11.0 1.76 0.17 1.50 0.100
30/10/10 96.4 53.6 19.5 1.64 0.08 3.49 0.023 20/20/10/10 97.5 56.8 18.9 2.28 0.09 2.45 0.037
30/20/10 95.9 53.9 19.4 1.62 0.08 4.06 0.019 20/15/10/5 95.0 63.0 29.5 2.75 0.02 5.03 0.004
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Tabela C.1: Resultados das medidas de avaliac¸a˜o referentes ao hospedeiro ser humano no Exemplo 2 sobre o gene mecC MRSA,
para os ICs obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo
arco-seno, utilizando o modelo de efeito fixo com p = 0.05 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.05, (0.005)2
)
. Nı´vel de
confianc¸a 1− α = 95% .
Wald (k = 16) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.05 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.04887 0.00122 −0.00113 0.000003 66.7 32.9 0.3 0.990 0.00286 0.00004
variante-1 0.04979 0.00076 −0.00021 0.000001 93.1 5.6 1.4 0.803 0.00289 0.00002
variante-2 0.04978 0.00077 −0.00022 0.000001 92.9 5.7 1.4 0.807 0.00289 0.00002
variante-3 0.04989 0.00074 −0.00011 0.000001 94.6 3.7 1.7 0.689 0.00291 0.00002
variante-4 0.04989 0.00074 −0.00011 0.000001 94.6 3.7 1.7 0.688 0.00291 0.00002
Logit 0.05008 0.00074 0.00008 0.000001 94.9 1.9 3.2 0.370 0.00290 0.00002
Duplo arco-seno 0.05003 0.00074 0.00003 0.000001 95.0 2.3 2.8 0.452 0.00290 0.00002
(p = 0.05 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.04468 0.00342 −0.00532 0.000040 61.0 38.5 0.5 0.988 0.01235 0.00336
variante-1 0.04874 0.00253 −0.00126 0.000008 84.0 12.6 3.4 0.789 0.00827 0.00266
variante-2 0.04871 0.00254 −0.00129 0.000008 83.9 12.8 3.3 0.793 0.00830 0.00267
variante-3 0.04950 0.00223 −0.00050 0.000005 87.4 9.0 3.6 0.716 0.00813 0.00257
variante-4 0.04951 0.00222 −0.00049 0.000005 90.3 9.2 0.5 0.949 0.01287 0.00249
Logit 0.05028 0.00222 0.00028 0.000005 85.7 5.6 8.8 0.388 0.00761 0.00263
Duplo arco-seno 0.05006 0.00221 0.00006 0.000006 86.9 6.1 7.0 0.467 0.00769 0.00254
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Tabela C.2: Resultados das medidas de avaliac¸a˜o referentes ao hospedeiro ser humano no Exemplo 2 sobre o gene mecC MRSA,
para os ICs obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo
arco-seno, utilizando o modelo de efeito fixo com p = 0.01 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.01, (0.001)2
)
. Nı´vel de
confianc¸a 1− α = 95% .
Wald (k = 16) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.01 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00958 0.00042 −0.00042 0.000000 71.9 27.9 0.2 0.993 0.00129 0.00003
variante-1 0.00972 0.00048 −0.00028 0.000000 80.6 18.7 0.7 0.962 0.00130 0.00003
variante-2 0.00971 0.00049 −0.00029 0.000000 80.2 19.1 0.7 0.964 0.00130 0.00003
variante-3 0.00991 0.00034 −0.00010 0.000000 93.6 5.4 1.0 0.841 0.00133 0.00003
variante-4 0.00991 0.00034 −0.00009 0.000000 93.7 5.3 1.1 0.833 0.00133 0.00003
Logit 0.01008 0.00034 0.000078 0.000000 94.4 1.3 4.2 0.241 0.00133 0.00002
Duplo arco-seno 0.01003 0.00034 0.00003 0.000000 95.0 2.0 3.0 0.405 0.00133 0.00002
(p = 0.01 e τ = 0.001)
Efeitos aleato´rios
variante-0 0.00867 0.00087 −0.00133 0.000003 66.0 33.8 0.3 0.992 0.00325 0.00085
variante-1 0.00942 0.00082 −0.00058 0.000001 79.9 16.5 3.6 0.821 0.00257 0.00127
variante-2 0.00942 0.00083 −0.00059 0.000001 80.0 16.5 3.5 0.825 0.00259 0.00129
variante-3 0.00977 0.00064 −0.00023 0.000000 87.9 8.7 3.4 0.722 0.00255 0.00093
variante-4 0.00979 0.00063 −0.00021 0.000000 90.0 10.0 0.0 1.000 0.00399 0.00080
Logit 0.01020 0.00067 0.00020 0.000000 80.6 6.3 13.1 0.327 0.00205 0.00083
Duplo arco-seno 0.01006 0.00065 0.00006 0.000000 83.3 7.2 9.5 0.429 0.00208 0.00078
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Tabela C.3: Resultados das medidas de avaliac¸a˜o referentes ao hospedeiro ser humano no Exemplo 2 sobre o gene mecC MRSA, para
os ICs obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno,
utilizando o modelo de efeito fixo com p = 0.001 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.001, (0.0001)2
)
. Nı´vel de confianc¸a
1− α = 95% .
Wald (k = 16) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.001 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00093 0.00011 −0.00007 0.000000 85.7 14.0 0.3 0.980 0.00040 0.00002
variante-1 0.00088 0.00016 −0.00012 0.000000 71.8 28.0 0.2 0.992 0.00039 0.00004
variante-2 0.00087 0.00016 −0.00013 0.000000 71.3 28.5 0.2 0.993 0.00039 0.00004
variante-3 0.00098 0.00012 −0.00003 0.000000 91.6 7.6 0.8 0.908 0.00044 0.00003
variante-4 0.00099 0.00011 −0.00001 0.000000 94.1 4.9 1.0 0.824 0.00044 0.00003
Logit 0.00106 0.00011 0.00006 0.000000 91.4 0.5 8.1 0.060 0.00044 0.00002
Duplo arco-seno 0.00103 0.00011 0.00003 0.000000 94.5 1.5 4.0 0.273 0.00043 0.00002
(p = 0.001 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.00092 0.00013 −0.00008 0.000000 82.4 16.8 0.8 0.954 0.00042 0.00006
variante-1 0.00089 0.00014 −0.00011 0.000000 80.9 18.5 0.6 0.969 0.00048 0.00015
variante-2 0.00088 0.00014 −0.00012 0.000000 80.6 18.8 0.5 0.972 0.00048 0.00016
variante-3 0.00105 0.00014 0.00005 0.000000 95.9 0.2 3.9 0.053 0.00071 0.00014
variante-4 0.00107 0.00014 0.00007 0.000000 88.1 0.3 11.6 0.028 0.00057 0.00013
Logit 0.00109 0.00015 0.00009 0.000000 87.7 1.2 11.1 0.094 0.00052 0.00023
Duplo arco-seno 0.00104 0.00013 0.00004 0.000000 91.4 2.5 6.2 0.286 0.00048 0.00013
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Tabela C.4: Resultados das medidas de avaliac¸a˜o referentes ao hospedeiro animal no Exemplo 2 sobre o gene mecC MRSA, para
os ICs obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno,
utilizando o modelo de efeito fixo com p = 0.05 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.05, (0.005)2
)
. Nı´vel de confianc¸a
1− α = 95% .
Wald (k = 9) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.05 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.02465 0.00974 −0.02535 0.000738 5.7 94.2 0.1 0.999 0.01351 0.00268
variante-1 0.04667 0.00594 −0.00333 0.000046 82.1 17.3 0.6 0.965 0.01888 0.00119
variante-2 0.04654 0.00599 −0.00346 0.000048 81.5 18.0 0.6 0.968 0.01886 0.00120
variante-3 0.04939 0.00525 −0.00061 0.000028 93.3 5.7 1.0 0.844 0.02019 0.00118
variante-4 0.04969 0.00518 −0.00031 0.000027 94.2 4.7 1.1 0.806 0.02033 0.00115
Logit 0.05201 0.00508 0.00201 0.000030 93.4 0.7 5.9 0.103 0.02049 0.00094
Duplo arco-seno 0.05072 0.00503 0.00072 0.000026 94.9 2.0 3.1 0.389 0.01975 0.00093
(p = 0.05 e τ = 0.005)
Efeitos aleato´rios
variante-0 0.03574 0.00767 −0.01426 0.000262 70.5 29.4 0.1 0.997 0.03942 0.00723
variante-1 0.04667 0.00624 −0.00333 0.000050 90.1 9.0 0.9 0.908 0.02390 0.00698
variante-2 0.04655 0.00626 −0.00345 0.000051 90.0 9.2 0.9 0.912 0.02401 0.00708
variante-3 0.04989 0.00570 −0.00012 0.000033 94.5 4.1 1.4 0.750 0.02443 0.00621
variante-4 0.05016 0.00567 0.00016 0.000032 95.6 4.3 0.2 0.964 0.03187 0.00474
Logit 0.05251 0.00597 0.00251 0.000042 92.1 1.1 6.7 0.145 0.02365 0.00661
Duplo arco-seno 0.05078 0.00582 0.00078 0.000035 94.2 2.2 3.6 0.385 0.02351 0.00590
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Tabela C.5: Resultados das medidas de avaliac¸a˜o referentes ao hospedeiro animal no Exemplo 2 sobre o gene mecC MRSA, para
os ICs obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno,
utilizando o modelo de efeito fixo com p = 0.01 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.01, (0.001)2
)
. Nı´vel de confianc¸a
1− α = 95% .
Wald (k = 9) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.01 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00449 0.00161 −0.00551 0.000033 11.2 88.8 0.0 1.000 0.00591 0.00106
variante-1 0.00851 0.00261 −0.00149 0.000009 80.7 19.0 0.3 0.982 0.00814 0.00132
variante-2 0.00845 0.00261 −0.00155 0.000009 79.9 19.8 0.3 0.984 0.00811 0.00133
variante-3 0.01019 0.00257 0.00019 0.000007 92.5 6.7 0.8 0.896 0.00959 0.00135
variante-4 0.01096 0.00243 0.000956 0.000007 96.8 2.0 1.2 0.627 0.01020 0.00117
Logit 0.01180 0.00254 0.00180 0.000010 88.5 0.2 11.3 0.016 0.01087 0.00125
Duplo arco-seno 0.01072 0.00233 0.00072 0.000006 94.7 1.6 3.8 0.294 0.00931 0.00100
(p = 0.01 e τ = 0.001)
Efeitos aleato´rios
variante-0 0.00497 0.00156 −0.00503 0.000028 27.7 72.3 0.0 1.000 0.00755 0.00184
variante-1 0.00873 0.00161 −0.00127 0.000008 84.1 15.5 0.4 0.973 0.00863 0.00161
variante-2 0.00867 0.00245 −0.00133 0.000008 83.3 16.3 0.4 0.976 0.00862 0.00162
variante-3 0.01171 0.00241 0.00171 0.000009 98.2 0.2 1.7 0.092 0.01235 0.00227
variante-4 0.01221 0.00238 0.00221 0.000011 93.6 0.2 6.2 0.026 0.01061 0.00249
Logit 0.01197 0.00275 0.00197 0.000011 90.0 0.2 9.8 0.019 0.01218 0.00450
Duplo arco-seno 0.01082 0.00242 0.00082 0.000007 94.9 1.3 3.8 0.246 0.01010 0.00219
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Tabela C.6: Resultados das medidas de avaliac¸a˜o referentes ao hospedeiro animal no Exemplo 2 sobre o gene mecC MRSA, para
os ICs obtidos atrave´s do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno,
utilizando o modelo de efeito fixo com p = 0.001 e o modelo de efeitos aleato´rios com pi ∼ N
(
0.001, (0.0001)2
)
. Nı´vel de confianc¸a
1− α = 95% .
Wald (k = 9) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
p = 0.001 Me´dia Desvio (%) (%) (%) Me´dia Desvio
Efeito fixo
variante-0 0.00078 0.00026 −0.00023 0.000000 100.0 0.0 0.0 Indet. 0.00247 0.00039
variante-1 0.00092 0.00060 −0.00008 0.000000 99.9 0.0 0.1 0.000 0.00261 0.00079
variante-2 0.00090 0.00060 −0.00010 0.000000 99.9 0.0 0.1 0.000 0.00257 0.00079
variante-3 0.00342 0.00066 0.00242 0.000006 99.8 0.0 0.2 0.000 0.00636 0.00086
variante-4 0.00437 0.00058 0.00337 0.000012 99.0 0.0 1.0 0.000 0.00758 0.00082
Logit 0.00198 0.00138 0.00098 0.000003 79.9 0.0 20.1 0.000 0.00611 0.00302
Duplo arco-seno 0.00158 0.00074 0.00058 0.000001 95.2 0.0 4.8 0.000 0.00363 0.00090
(p = 0.001 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.00077 0.00026 −0.00023 0.000000 100.0 0.0 0.0 0.000 0.00247 0.00039
variante-1 0.00092 0.00060 −0.00008 0.000000 99.9 0.0 0.1 0.000 0.00260 0.00078
variante-2 0.00089 0.00060 −0.00011 0.000000 99.9 0.0 0.1 0.000 0.00257 0.00078
variante-3 0.00517 0.00067 0.00417 0.000018 89.0 0.0 11.0 0.000 0.00996 0.00117
variante-4 0.00570 0.00065 0.00470 0.000022 45.6 0.0 54.4 0.000 0.00943 0.00139
Logit 0.00191 0.00119 0.00091 0.000002 82.2 0.0 17.8 0.000 0.00631 0.00369
Duplo arco-seno 0.00159 0.00074 0.00059 0.000001 95.3 0.0 4.7 0.000 0.00368 0.00098
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Tabela C.7: Estimativas da prevaleˆncia combinada (p˜) e limites dos ICs
]Linf ,Lsup[ referentes ao hospedeiro ser humano (Tabela 4.4). Nı´vel de con-
fianc¸a 1− α = 95% .
Modelo Efeito fixo Efeitos aleato´rios
k = 16 p˜Fix Linf Lsup p˜Rand Linf Lsup
Me´todo: Wald
variante-0 0.0017 0.0014 0.0020 0.0023 0.0008 0.0038
variante-1 0.0017 0.0014 0.0020 0.0024 0.0008 0.0039
variante-2 0.0017 0.0014 0.0020 0.0024 0.0008 0.0039
variante-3 0.0018 0.0015 0.0021 0.0033 0.0012 0.0050
variante-4 0.0019 0.0016 0.0022 0.0033 0.0015 0.0051
Logit 0.0053 0.0048 0.0059 0.0052 0.0025 0.0109
Duplo arco-seno 0.0036 0.0032 0.0040 0.0046 0.0023 0.0076
Tabela C.8: Estimativas da prevaleˆncia combinada (p˜) e limites dos ICs
]Linf ,Lsup[ referentes ao hospedeiro animal (Tabela 4.4). Nı´vel de confianc¸a
1− α = 95% .
Modelo Efeito fixo Efeitos aleato´rios
k = 9 p˜
Fix
Linf Lsup p˜Rand Linf Lsup
Me´todo: Wald
variante-0 0.0030 0.0006 0.0055 0.0108 −0.0017 0.0233
variante-1 0.0041 0.0013 0.0070 0.0157 0.0001 0.0313
variante-2 0.0041 0.0013 0.0069 0.0156 0.0000 0.0311
variante-3 0.0042 0.0013 0.0071 0.0205 0.0022 0.0376
variante-4 0.0056 0.0018 0.0094 0.0215 0.0027 0.0390
Logit 0.1467 0.1049 0.2014 0.0622 0.0098 0.3076
Duplo arco-seno 0.0103 0.0062 0.0154 0.0925 0.0333 0.1745
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Tabela C.9: Resultados das medidas de avaliac¸a˜o referentes ao Exemplo 3 sobre esclerose mu´ltipla, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeitos aleato´rios com pi ∼ N
(
p = 0.5, τ2
)
, onde τ = 0.001, 0.0001. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 18) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
Me´dia Desvio (%) (%) (%) Me´dia Desvio
(p = 0.5 e τ = 0.001)
Efeitos aleato´rios
variante-0 0.50000 0.00939 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03916 0.00476
variante-1 0.50000 0.00938 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03909 0.00473
variante-2 0.50000 0.00938 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03910 0.00473
variante-3 0.50000 0.00938 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03910 0.00473
variante-4 0.50000 0.00938 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03911 0.00473
Logit 0.50000 0.00919 0.00000 0.000085 96.2 3.8 0.0 1.000 0.03879 0.00429
Duplo arco-seno 0.50000 0.00922 0.00000 0.000085 96.0 4.0 0.0 1.000 0.03873 0.00435
(p = 0.5 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.50000 0.00941 0.00000 0.000089 95.9 4.1 0.0 1.000 0.03916 0.00476
variante-1 0.50000 0.00939 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03910 0.00473
variante-2 0.50000 0.00939 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03910 0.00473
variante-3 0.50000 0.00939 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03910 0.00473
variante-4 0.50000 0.00939 0.00000 0.000088 95.9 4.1 0.0 1.000 0.03911 0.00473
Logit 0.49999 0.00921 −0.00001 0.000085 96.2 3.8 0.0 1.000 0.03880 0.00429
Duplo arco-seno 0.49999 0.00924 −0.00001 0.000085 96.0 4.0 0.0 1.000 0.03873 0.00435
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Tabela C.10: Resultados das medidas de avaliac¸a˜o referentes ao Exemplo 3 sobre esclerose mu´ltipla, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo
de efeitos aleato´rios com pi ∼ N
(
p = 0.25, τ2
)
, onde τ = 0.001, 0.0001. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 18) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
Me´dia Desvio (%) (%) (%) Me´dia Desvio
(p = 0.25 e τ = 0.001)
Efeitos aleato´rios
variante-0 0.24710 0.00823 −0.00290 0.000076 94.6 4.6 0.9 0.841 0.03412 0.00473
variante-1 0.24750 0.00820 −0.00250 0.000074 94.9 4.2 1.0 0.811 0.03403 0.00456
variante-2 0.24748 0.00820 −0.00252 0.000074 94.9 4.2 1.0 0.813 0.03403 0.00457
variante-3 0.24748 0.00820 −0.00252 0.000074 94.9 4.2 1.0 0.813 0.03403 0.00450
variante-4 0.24749 0.00820 −0.00251 0.000073 94.8 4.2 1.0 0.812 0.03397 0.00437
Logit 0.25126 0.00797 0.00126 0.000065 95.9 1.3 2.8 0.316 0.03366 0.00370
Duplo arco-seno 0.25073 0.00800 0.00073 0.000064 95.9 1.6 2.4 0.401 0.03357 0.00378
(p = 0.25 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.24705 0.00822 −0.00295 0.000076 94.6 4.5 0.8 0.844 0.03413 0.00473
variante-1 0.24745 0.00820 −0.00255 0.000074 95.0 4.1 0.9 0.816 0.03404 0.00457
variante-2 0.24743 0.00820 −0.00257 0.000074 94.9 4.1 0.9 0.817 0.03404 0.00457
variante-3 0.24743 0.00820 −0.00257 0.000074 94.9 4.1 0.9 0.817 0.03404 0.00452
variante-4 0.24744 0.00820 −0.00256 0.000074 94.9 4.2 0.9 0.817 0.03398 0.00439
Logit 0.25120 0.00797 0.00120 0.000065 96.0 1.3 2.7 0.314 0.03367 0.00373
Duplo arco-seno 0.25068 0.00800 0.00068 0.000064 96.0 1.6 2.4 0.400 0.03358 0.00381
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Tabela C.11: Resultados das medidas de avaliac¸a˜o referentes ao Exemplo 3 sobre esclerose mu´ltipla, para os ICs obtidos atrave´s
do me´todo de Wald (variantes-0, 1, 2, 3, 4) e do me´todo de Wald com transformac¸o˜es logit e duplo arco-seno, utilizando o modelo de
efeitos aleato´rios com pi ∼ N
(
p = 0.15, τ2
)
, onde τ = 0.001, 0.0001. Nı´vel de confianc¸a 1− α = 95% .
Wald (k = 18) Prevaleˆncias combinadas Vie´s EQM R˙ MNR˙ DNR˙ Q˙ Comprimento dos ICs
Me´dia Desvio (%) (%) (%) Me´dia Desvio
(p = 0.15 e τ = 0.001)
Efeitos aleato´rios
variante-0 0.14582 0.00690 −0.00419 0.000065 92.1 7.5 0.5 0.943 0.02891 0.00720
variante-1 0.14639 0.00687 −0.00361 0.000060 93.0 6.5 0.6 0.920 0.02858 0.00562
variante-2 0.14637 0.00687 −0.00363 0.000060 92.9 6.5 0.6 0.921 0.02859 0.00566
variante-3 0.14640 0.00684 −0.00360 0.000060 92.8 6.6 0.6 0.922 0.02844 0.00463
variante-4 0.14645 0.00683 −0.00356 0.000059 92.7 6.8 0.6 0.922 0.02815 0.00411
Logit 0.15174 0.00657 0.00174 0.000046 95.5 1.0 3.6 0.212 0.02784 0.00304
Duplo arco-seno 0.15096 0.00661 0.00096 0.000045 95.9 1.4 2.7 0.339 0.02775 0.00317
(p = 0.15 e τ = 0.0001)
Efeitos aleato´rios
variante-0 0.14584 0.00691 −0.00416 0.000065 92.0 7.5 0.5 0.941 0.02888 0.00713
variante-1 0.14642 0.00687 −0.00359 0.000060 92.9 6.5 0.6 0.918 0.02856 0.00559
variante-2 0.14639 0.00687 −0.00361 0.000060 92.9 6.5 0.6 0.919 0.02857 0.00563
variante-3 0.14642 0.00685 −0.00358 0.000060 92.8 6.6 0.6 0.920 0.02842 0.00462
variante-4 0.14647 0.00683 −0.00353 0.000059 92.7 6.8 0.6 0.920 0.02813 0.00410
Logit 0.15176 0.00658 0.00176 0.000046 95.5 0.9 3.6 0.203 0.02784 0.00304
Duplo arco-seno 0.15098 0.00662 0.00098 0.000045 95.9 1.4 2.8 0.330 0.02774 0.00317

Apeˆndice D
Co´digo desenvolvido
D.1 Combinac¸a˜o linear
Biblioteca de func¸o˜es em linguagem C
1 #include <stdio.h>
2 #include <math.h>
3 #include <R.h>
4 #include <Rdefines.h>
5 #include <Rinternals.h>
6 #include <Rembedded.h>
7 #include <R_ext/Rdynload.h>
8 #include <Rmath.h>
9
10
11 //=======================================================================================
12 // Func¸~oes auxiliares no ca´lculo das probabilidades de cobertura e n~ao-cobertura
13 //=======================================================================================
14
15 double produtoInterno(double *vec1 , double *vec2 , int vecSize) {
16
17 int i;
18 double resultado = 0;
19
20 for (i = 0; i < vecSize; i++) {
21 resultado = resultado + (vec1[i] * vec2[i]);
22 }
23
24 return(resultado);
25
26 }
27
28 double vecSum(double *vec , int vecSize) {
29
30 int i;
31 double resultado = 0;
32
33 for (i = 0; i < vecSize; i++) resultado += vec[i];
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34
35 return(resultado);
36
37 }
38
39 double vecSumMinus(double *vecxi , double *vecbetai , double *h, int vecSize) {
40
41 int i;
42
43 double Bminus = 0;
44
45 for (i = 0; i < vecSize; i++) {
46
47 if(vecbetai[i] > 0) {
48
49 Bminus = Bminus + vecxi[i] + h[i];
50
51 }
52 }
53 return(Bminus);
54 }
55
56 double vecSumPlus(double *vecxi , int *vecni , double *vecbetai , double *h, int
vecSize) {
57
58 int i;
59
60 double Bplus = 0;
61
62 for (i = 0; i < vecSize; i++) {
63
64 if(vecbetai[i] < 0) {
65
66 Bplus = Bplus + (vecni[i] - vecxi[i]) + h[i];
67 }
68 }
69 return(Bplus);
70 }
71
72 double vecSumBnegative(double *vecbetai , int vecSize) {
73
74 int i;
75
76 double Bnegative = 0;
77
78 for (i = 0; i < vecSize; i++) {
79
80 if(vecbetai[i] < 0) {
81
82 Bnegative = Bnegative + vecbetai[i];
83 }
84 }
85 return(Bnegative);
86 }
87
88 double vecSumBpositive(double *vecbetai , int vecSize) {
211
89
90 int i;
91
92 double Bpositive = 0;
93
94 for (i = 0; i < vecSize; i++) {
95
96 if(vecbetai[i] > 0) {
97
98 Bpositive = Bpositive + vecbetai[i];
99 }
100 }
101 return(Bpositive);
102 }
103
104 int vecSumInt(int *vec , int vecSize) {
105
106 int i;
107
108 int resultado = 0;
109
110 for (i = 0; i < vecSize; i++) resultado += vec[i];
111
112 return(resultado);
113
114 }
115
116 double vecProd(double *vec , int vecSize) {
117
118 int i;
119
120 double resultado = 1;
121
122 for (i = 0; i < vecSize; i++) resultado *= vec[i];
123
124 return(resultado);
125
126 }
127
128 double larguraDoIntervalo(double *intervalo) {
129
130 double resultado;
131
132 resultado = intervalo [1] - intervalo [0];
133
134 return(resultado);
135
136 }
137
138 int dentroDeIntervalo(double valor , double *intervalo) {
139
140 if(valor >= intervalo [0] && valor <= intervalo [1]) {
141 return 1;
142 }
143 else {
144 return (0);
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145 }
146 }
147
148 //=======================================================================================
149 // Func¸~oes para o ca´lculo das probabilidades de n~ao-cobertura
150 // mesial (Direita ou Esquerda) e distal (Direita ou Esquerda)
151 //=======================================================================================
152
153 int dentroDeIntervaloMesial(double valorTrue , double mu, double *intervalo) {
154
155 if(( valorTrue <= mu && intervalo [1] < valorTrue) || (valorTrue >= mu && intervalo
[0] > valorTrue)) {
156 return 1;
157 }
158 else {
159 return (0);
160 }
161 }
162
163 int dentroDeIntervaloDistal(double valorTrue , double mu, double *intervalo) {
164
165 if(( valorTrue < mu && intervalo [0] > valorTrue) || (valorTrue > mu && intervalo
[1] < valorTrue)) {
166 return 1;
167 }
168 else {
169 return (0);
170 }
171 }
172
173 int dentroDeIntervaloMesialRight(double valorTrue , double mu, double *intervalo) {
174
175 if(valorTrue <= mu && intervalo [1] < valorTrue) {
176 return 1;
177 }
178 else {
179 return (0);
180 }
181 }
182
183 int dentroDeIntervaloDistalLeft(double valorTrue , double mu , double *intervalo) {
184
185 if(valorTrue < mu && intervalo [0] > valorTrue) {
186 return 1;
187 }
188 else {
189 return (0);
190 }
191 }
192
193
194 int dentroDeIntervaloDistalRight(double valorTrue , double mu, double *intervalo) {
195
196 if(valorTrue > mu && intervalo [1] < valorTrue) {
197 return 1;
198 }
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199 else {
200 return (0);
201 }
202 }
203
204
205 int dentroDeIntervaloMesialLeft(double valorTrue , double mu, double *intervalo) {
206
207 if(valorTrue >= mu && intervalo [0] > valorTrue) {
208 return 1;
209 }
210 else {
211 return (0);
212 }
213 }
214
215
216
217 SEXP N1(SEXP nvec , SEXP xMatriz , SEXP betavec , SEXP k) {
218
219 PROTECT(nvec = coerceVector(nvec ,INTSXP));
220 PROTECT(xMatriz = coerceVector(xMatriz ,INTSXP));
221 PROTECT(betavec = coerceVector(betavec ,REALSXP));
222 PROTECT(k = coerceVector(k,INTSXP));
223
224 int *fnvec = INTEGER(nvec);
225 int *fxMatriz = INTEGER(xMatriz);
226 double *fbetavec = REAL(betavec);
227 int contadorDeLinhasDaXMatriz;
228 int contadorDeColunasDaXMatriz;
229 int numeroDeLinhasDaXMatriz = nrows(xMatriz);
230 int numeroDeColunasDaXMatriz = ncols(xMatriz);
231
232 SEXP resultado;
233 PROTECT(resultado = allocVector(REALSXP ,1));
234 double fresultado = REAL(resultado)[0];
235
236 fresultado = 0;
237
238 for(contadorDeLinhasDaXMatriz = 0; contadorDeLinhasDaXMatriz <
numeroDeLinhasDaXMatriz; contadorDeLinhasDaXMatriz ++) {
239 for(contadorDeColunasDaXMatriz = 0; contadorDeColunasDaXMatriz <
numeroDeColunasDaXMatriz; contadorDeColunasDaXMatriz ++) {
240 printf("%d\t%lf\n", fxMatriz [( numeroDeLinhasDaXMatriz*
contadorDeColunasDaXMatriz)+contadorDeLinhasDaXMatriz], fbetavec[
contadorDeColunasDaXMatriz ]);
241 if(( fxMatriz [( numeroDeLinhasDaXMatriz*contadorDeColunasDaXMatriz)+
contadorDeLinhasDaXMatriz] == 0 && fbetavec[contadorDeColunasDaXMatriz] <
0) || (fxMatriz [( numeroDeLinhasDaXMatriz*contadorDeColunasDaXMatriz)+
contadorDeLinhasDaXMatriz] == fnvec[contadorDeColunasDaXMatriz] &&
fbetavec[contadorDeColunasDaXMatriz] > 0)) {
242 fresultado = fresultado + fnvec[contadorDeColunasDaXMatriz ];
243 }
244 }
245 }
246 printf("\n\n%lf", fresultado);
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247 UNPROTECT (5);
248 return(resultado);
249 }
250
251 //=======================================================================================
252 // Estimador de contrac¸~ao - variantes-0,1,2,3,4
253 //=======================================================================================
254
255 void estimadorLaplace(int metodo , double *fbetavec , double *fxvec , int *fnvec , int
fk, double flambda , double fz, double *hi , double *hs) {
256
257 int contador;
258 double den;
259
260 den = 0;
261
262 // variante-0
263 if (metodo == 0) {
264 for (contador = 0; contador < fk; contador ++) {
265 hi[contador] = 0;
266 hs[contador] = hi[contador ];
267 }
268 }
269 // variante-1
270 else if (metodo == 1) {
271 for (contador = 0; contador < fk; contador ++) {
272 hi[contador] = 2.0 / fk;
273 hs[contador] = hi[contador ];
274 }
275 }
276 // variante-2
277 else if (metodo == 2) {
278 for (contador = 0; contador < fk; contador ++) {
279 hi[contador] = (1.0 * pow(fz, 2)) / (2.0 * fk);
280 hs[contador] = (1.0 * pow(fz, 2)) / (2.0 * fk);
281 }
282 }
283 // variante-3
284 else if (metodo == 3) {
285 for (contador = 0; contador < fk; contador ++) {
286 if((fxvec[contador] == fnvec[contador ])) {
287 hi[contador] = (pow(fz, 2) / 2) * (1 + 1.0 / fk);
288 }
289 else {
290 hi[contador] = (pow(fz, 2) / 2) * (1.0 / fk);
291 }
292 if ((fxvec[contador] == 0)) {
293 hs[contador] = (pow(fz, 2) / 2) * (1 + 1.0 / fk);
294 }
295 else {
296 hs[contador] = (pow(fz, 2) / 2) * (1.0 / fk);
297 }
298 }
299 }
300 // variante-4
301 else if (metodo == 4) {
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302 for (contador = 0; contador < fk; contador ++) {
303 den = den + (1.0 * pow(fbetavec[contador], 2) / (1.0 * fnvec[contador ]));
304 }
305 for (contador = 0; contador < fk; contador ++) {
306 if((fxvec[contador] == 0 && fbetavec[contador] < 0) || (fxvec[contador] ==
fnvec[contador] && fbetavec[contador] > 0)) {
307 hi[contador] = (pow(fz, 2) / 2) * (1 + pow(fbetavec[contador], 2) / (fnvec[
contador] * den));
308 }
309 else {
310 hi[contador] = (pow(fz, 2) / 2) * (pow(fbetavec[contador], 2) / (fnvec[
contador] * den));
311 }
312 if ((fxvec[contador] == 0 && fbetavec[contador] > 0) || (fxvec[contador] ==
fnvec[contador] && fbetavec[contador] < 0)) {
313 hs[contador] = (pow(fz, 2) / 2) * (1 + pow(fbetavec[contador], 2) / (fnvec[
contador] * den));
314 }
315 else {
316 hs[contador] = (pow(fz, 2) / 2) * (pow(fbetavec[contador], 2) / (fnvec[
contador] * den));
317 }
318 }
319 }
320 }
321
322
323 //=======================================================================================
324 // Func¸~oes chamadas pelo me´todo de score
325 //=======================================================================================
326
327 double zero(double (*f)(double , double *, double *, double *, int , double), double
limInf , double limSup , double stol , double *p_i , double *ni , double *betai , int
fk, double z) {
328
329 double x0 = limInf , x1 = limSup;
330 double tol = stol;
331 double f0, f1, fc , xc;
332
333 if(tol <= 0.0) error("non -positive tol value");
334 f0 = f(x0 , p_i , ni, betai , fk, z);
335 f1 = f(x1 , p_i , ni, betai , fk, z);
336 if(f0 == 0.0) return(x0);
337 if(f1 == 0.0) return(x1);
338 if(f0*f1 > 0.0) error("x[0] and x[1] have the same sign");
339 for (;;) {
340 xc = 0.5*( x0+x1);
341 if(fabs(x0-x1) < tol) return(xc);
342 fc = f(xc , p_i , ni, betai , fk, z);
343 if(fc == 0) return(xc);
344 if(f0*fc > 0.0) {
345 x0 = xc; f0 = fc;
346 }
347 else {
348 x1 = xc; f1 = fc;
349 }
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350 }
351 }
352
353 double scorey(double lambda , double *p_i , double *ni, double *betai , int fk, double
z) {
354
355 double Lbar;
356 double C;
357 double bi[fk];
358 double Ri[fk];
359 int contador;
360
361 Lbar = produtoInterno(betai , p_i ,fk);
362 C= pow(z,2)/(Lbar - lambda);
363 for (contador = 0; contador < fk; contador ++) {
364 bi[contador ]=1.0 -(2.0 * p_i[contador ]);
365 Ri[contador ]=sqrt(pow(ni[contador ],2) + 2.0*ni[contador ]*betai[contador ]*bi[
contador ]*C + pow(betai[contador ],2)*pow(C,2));
366 }
367 return (( double) vecSum(ni ,fk)+( vecSum(betai ,fk) -2.0* lambda)*C-vecSum(Ri ,fk));
368 }
369
370
371 void scoreInterval(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz,
double *hi, double *hs , double *intervalo) {
372
373 double lambdaMax;
374 double lambdaMin;
375 int contador;
376 double p_itilde[fk], p_stilde[fk];
377 double L_itilde , L_stilde;
378 double fnvec_i[fk], fnvec_s[fk];
379 double tol;
380 double lambdaLowerbound , lambdaUpperbound;
381
382
383 lambdaMax=vecSumBpositive(fbetavec ,fk);
384 lambdaMin=vecSumBnegative(fbetavec ,fk);
385
386
387 tol=pow(10,-5);
388
389 for (contador = 0; contador < fk; contador ++) {
390 fnvec_i[contador] = fnvec[contador] + 2 * hi[contador ];
391 p_itilde[contador] = (fxvec[contador ]+ hi[contador ]) / fnvec_i[contador ];
392 fnvec_s[contador] = fnvec[contador] + 2 * hs[contador ];
393 p_stilde[contador] = (fxvec[contador ]+ hs[contador ]) / fnvec_s[contador ];
394 }
395 L_itilde = produtoInterno(fbetavec , p_itilde , fk);
396 L_stilde = produtoInterno(fbetavec , p_stilde , fk);
397
398 if(( L_itilde >= lambdaMin) && (L_stilde <= lambdaMax)) {
399 if( L_itilde == lambdaMin) {
400 lambdaLowerbound = lambdaMin;
401 }
402 else {
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403 lambdaLowerbound = zero(scorey ,lambdaMin ,( L_itilde - tol),tol ,p_itilde ,
fnvec_i , fbetavec , fk , fz);
404 }
405 if(L_stilde == lambdaMax){
406 lambdaUpperbound=lambdaMax;
407 }
408 else {
409 lambdaUpperbound=zero(scorey ,( L_stilde+tol),lambdaMax ,tol ,p_stilde , fnvec_s ,
fbetavec , fk,fz);
410 }
411 }
412 else {
413 error("L_itilde < beta[<0] L_stilde > beta[>0 ");
414 }
415 intervalo [0] = lambdaLowerbound;
416 intervalo [1] = lambdaUpperbound;
417 }
418
419
420 //=======================================================================================
421 // IC de Wald ajustado
422 //=======================================================================================
423
424 void wald(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz, double *
hi, double *hs , double *intervalo) {
425
426
427 int contador;
428 double pihati[fk];
429 double pihats[fk];
430 double Lhati;
431 double Lhats;
432
433 double vari;
434 double vars;
435
436 Lhati = 0;
437 Lhats = 0;
438
439 vari = 0;
440 vars = 0;
441
442 for (contador = 0; contador < fk; contador ++) {
443 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
444 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
445 Lhati = Lhati + (fbetavec[contador] * pihati[contador ]);
446 Lhats = Lhats + (fbetavec[contador] * pihats[contador ]);
447 vari = vari + ((pow(fbetavec[contador ],2) * pihati[contador] * (1-pihati[
contador] * 1.0) / (1.0 * fnvec[contador] + 2 * hi[contador ])));
448 vars = vars + ((pow(fbetavec[contador ],2) * pihats[contador] * (1-pihats[
contador] * 1.0) / (1.0 * fnvec[contador] + 2 * hs[contador ])));
449 }
450
451 if((Lhati -fz*sqrt(vari)) < vecSumBnegative(fbetavec ,fk)) {
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452 intervalo [0] =vecSumBnegative(fbetavec ,fk);
453
454 else{
455 intervalo [0] = Lhati -fz*sqrt(vari);
456 }
457 if((Lhats+fz*sqrt(vars)) > vecSumBpositive(fbetavec ,fk)){
458 intervalo [1] = vecSumBpositive(fbetavec ,fk);
459 }
460 else{
461 intervalo [1] = Lhats+fz*sqrt(vars);
462 }
463 }
464
465
466 //=======================================================================================
467 // IC de Newcombe-Zou
468 //=======================================================================================
469
470 void newcombeZou(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz,
double *hi, double *hs , double *intervalo) {
471
472 int contador;
473 double pihati[fk];
474 double pihats[fk];
475 double Lhati = 0;
476 double Lhats = 0;
477
478 double ai[fk],as[fk],li[fk],ui[fk],ls[fk],us[fk], varNi[fk],varNs[fk] ;
479
480 double varLinf = 0;
481 double varLsup = 0;
482
483 for (contador = 0; contador < fk; contador ++) {
484 pihati[contador] = (fxvec[contador] + hi[contador ]) / (fnvec[contador] + (2 *
hi[contador ]));
485 pihats[contador] = (fxvec[contador] + hs[contador ]) / (fnvec[contador] + (2 *
hs[contador ]));
486 Lhati = Lhati + (fbetavec[contador] * pihati[contador ]);
487 Lhats = Lhats + (fbetavec[contador] * pihats[contador ]);
488 varNi[contador] = ((pow(fz ,2)/4) + (pihati[contador] * (1-pihati[contador ]) * (
fnvec[contador ]+ (2 * hi[contador ]))));
489 varNs[contador] = ((pow(fz ,2)/4) + (pihats[contador] * (1-pihats[contador ]) * (
fnvec[contador ]+ (2 * hs[contador ]))));
490 ai[contador] = pihati[contador] * (fnvec[contador ]+ (2 * hi[contador ]))+ (pow(
fz ,2) / 2);
491 as[contador] = pihats[contador] * (fnvec[contador ]+ (2 * hs[contador ]))+ (pow(
fz ,2) / 2);
492 ls[contador] =fabs((as[contador] - (fz * sqrt(varNs[contador ])))) / ((fnvec[
contador ]+ (2.0 * hs[contador ])) + pow(fz ,2));
493 us[contador] = fabs((as[contador] + (fz * sqrt(varNs[contador ])))) / (( fnvec[
contador ]+ (2.0 * hs[contador ])) + pow(fz ,2));
494 if (ls[contador] < 0){
495 ls[contador] = 0 ;
496 }
497 if (us[contador] >1){
498 us[contador] = 1 ;
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499 }
500 li[contador] = fabs((ai[contador] - (fz * sqrt(varNi[contador ])))) / (( fnvec[
contador ]+ (2.0 * hi[contador ])) + pow(fz ,2));
501 ui[contador] = fabs((ai[contador] + (fz * sqrt(varNi[contador ])))) / (( fnvec[
contador ]+ (2.0 * hi[contador ])) + pow(fz ,2));
502 if (li[contador] < 0){
503 li[contador] = 0 ;
504 }
505 if (ui[contador] >1){
506 ui[contador] = 1 ;
507 }
508 if (fbetavec[contador] > 0) {
509 varLinf = varLinf + pow(fbetavec[contador ],2) * li[contador] * fabs(1-li[
contador ]) / (fnvec[contador ]+ (2.0 * hi[contador ]));
510 varLsup = varLsup + ((pow(fbetavec[contador ],2) * us[contador] * fabs(1-us[
contador ]) / (fnvec[contador ]+ (2.0 * hs[contador ]))));
511 }
512 else
513 if (fbetavec[contador] < 0) {
514 varLinf = varLinf + pow(fbetavec[contador ],2) * ui[contador] * fabs(1-ui[
contador ]) / (fnvec[contador ]+ (2.0 * hi[contador ]));
515 varLsup = varLsup + ((pow(fbetavec[contador ],2) * ls[contador] * fabs(1-ls[
contador ]) / (fnvec[contador ]+ (2.0 * hs[contador ]))));
516 }
517 }
518
519 if(Lhati -fz*sqrt(varLinf) < vecSumBnegative(fbetavec ,fk)){
520 intervalo [0] =vecSumBnegative(fbetavec ,fk);
521 }
522 else
523 intervalo [0] = Lhati -fz*sqrt(varLinf);
524
525 if(Lhats+fz*sqrt(varLsup) > vecSumBpositive(fbetavec ,fk)){
526 intervalo [1] = vecSumBpositive(fbetavec ,fk);
527 }
528 else
529 intervalo [1] = Lhats+fz*sqrt(varLsup);
530 }
531
532
533 //=======================================================================================
534 // IC de Wilson-score-Yu
535 //=======================================================================================
536
537 void wilsonScoreYu(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz,
double *hi, double *hs , double *intervalo) {
538
539 int contador;
540 double pihati[fk];
541 double pihats[fk];
542 double Lhati = 0;
543 double Lhats = 0;
544 double ai[fk],as[fk],li[fk],ui[fk],ls[fk],us[fk], varNi[fk],varNs[fk] ;
545 double varLinf = 0;
546 double varLsup = 0;
547
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548 for (contador = 0; contador < fk; contador ++) {
549 pihati[contador] = (fxvec[contador] + hi[contador ]) / (fnvec[contador] + (2 *
hi[contador ]));
550 pihats[contador] = (fxvec[contador] + hs[contador ]) / (fnvec[contador] + (2 *
hs[contador ]));
551 Lhati = Lhati + (fbetavec[contador] * pihati[contador ]);
552 Lhats = Lhats + (fbetavec[contador] * pihats[contador ]);
553 varNi[contador] = ((pow(fz ,2)/4) + (pihati[contador] * (1-pihati[contador ]) * (
fnvec[contador ]+ (2 * hi[contador ]))));
554 varNs[contador] = ((pow(fz ,2)/4) + (pihats[contador] * (1-pihats[contador ]) * (
fnvec[contador ]+ (2 * hs[contador ]))));
555 ai[contador] = 0.5 + ((( fnvec[contador ]+ (2 * hi[contador ])) + (pow(fz ,4) / 53)
) / (fnvec[contador ]+ (2 * hi[contador ]) + (pow(fz ,2)))) * (pihati[
contador] - 0.5) ;
556 as[contador] = 0.5 + ((( fnvec[contador ]+ (2 * hi[contador ])) + (pow(fz ,4) / 53)
) / (fnvec[contador ]+ (2 * hi[contador ]) + (pow(fz ,2)))) * (pihati[
contador] - 0.5) ;
557 ls[contador] = as[contador] - (fz * sqrt(varNs[contador ])) / ((fnvec[contador ]+
(2.0 * hs[contador ])) + pow(fz ,2));
558 us[contador] = as[contador] + (fz * sqrt(varNs[contador ])) / ((fnvec[contador
]+ (2.0 * hs[contador ])) + pow(fz ,2));
559
560 if (ls[contador] < 0){
561 ls[contador] = 0 ;
562 }
563 if (us[contador] >1){
564 us[contador] = 1 ;
565 }
566 li[contador] = ai[contador] - (fz * sqrt(varNi[contador ])) / ((fnvec[contador
]+ (2.0 * hi[contador ])) + pow(fz ,2));
567 ui[contador] = ai[contador] + (fz * sqrt(varNi[contador ])) / ((fnvec[contador
]+ (2.0 * hi[contador ])) + pow(fz ,2));
568
569 if (li[contador] < 0){
570 li[contador] = 0 ;
571 }
572 if (ui[contador] >1){
573 ui[contador] = 1 ;
574 }
575
576 if (fbetavec[contador] > 0) {
577 varLinf = varLinf + pow(fbetavec[contador ],2) * li[contador] * fabs(1-li[
contador ]) / (fnvec[contador ]+ (2.0 * hi[contador ]));
578 varLsup = varLsup + ((pow(fbetavec[contador ],2) * us[contador] * fabs(1-us[
contador ]) / (fnvec[contador ]+ (2.0 * hs[contador ]))));
579 }
580 else
581 if (fbetavec[contador] < 0) {
582 varLinf = varLinf + pow(fbetavec[contador ],2) * ui[contador] * fabs(1-ui[
contador ]) / (fnvec[contador ]+ (2.0 * hi[contador ]));
583 varLsup = varLsup + ((pow(fbetavec[contador ],2) * ls[contador] * fabs(1-ls[
contador ]) / (fnvec[contador ]+ (2.0 * hs[contador ]))));
584 }
585 }
586
587 if(Lhati -fz*sqrt(varLinf) < vecSumBnegative(fbetavec ,fk)){
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588 intervalo [0] =vecSumBnegative(fbetavec ,fk);
589 }
590 else
591 intervalo [0] = Lhati -fz*sqrt(varLinf);
592
593 if(Lhats+fz*sqrt(varLsup) > vecSumBpositive(fbetavec ,fk)){
594 intervalo [1] = vecSumBpositive(fbetavec ,fk);
595 }
596 else
597 intervalo [1] = Lhats+fz*sqrt(varLsup);
598
599 }
600
601
602 //=======================================================================================
603 // IC de Peskun
604 //=======================================================================================
605
606 void peskun(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz, double
*hi , double *hs , double *intervalo) {
607
608
609 int contador;
610 int n, ni , ns;
611 double B;
612 double ai, as, bi , bs;
613 double pihati[fk], pihats[fk];
614 double Lhati = 0;
615 double Lhats = 0;
616 double varPi = 0;
617 double varPs = 0;
618
619
620 n = vecSumInt(fnvec ,fk);
621 ni = n + (2.0 * vecSum(hi,fk));
622 ns = n + (2.0 * vecSum(hs,fk));
623 B = vecSum(fbetavec , fk);
624
625 for (contador = 0; contador < fk; contador ++) {
626 pihati[contador] = (fxvec[contador] + hi[contador ]) / (fnvec[contador] + (2 *
hi[contador ]));
627 pihats[contador] = (fxvec[contador] + hs[contador ]) / (fnvec[contador] + (2 *
hs[contador ]));
628 Lhati = Lhati + (fbetavec[contador] * pihati[contador ]);
629 Lhats = Lhats + (fbetavec[contador] * pihats[contador ]);
630 varPi = varPi + pow(fbetavec[contador ],2) / (fnvec[contador] + (2 * hi[contador
]));
631 varPs = varPs + pow(fbetavec[contador ],2) / (fnvec[contador] + (2 * hs[contador
]));
632 }
633
634 ai = ni / (ni + pow(fz ,2));
635 as = ns / (ns + pow(fz ,2));
636
637 bi = (B * pow(fz ,2)) / (2 * ni);
638 bs = (B * pow(fz ,2)) / (2 * ns);
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639
640 intervalo [0] = ai * (Lhati + bi - (fz / 2) * sqrt ((1.0 / ai) * varPi - pow((B - 2
* Lhati) ,2) / ni ));
641 intervalo [1] = as * (Lhats + bs + (fz / 2) * sqrt ((1.0 / as) * varPs - pow((B - 2
* Lhats) ,2) / ns ));
642
643 }
644
645 //=======================================================================================
646 // Func¸~ao para calcular as probabilidades de cobertura e n~ao-cobertura exatas
647 //=======================================================================================
648
649 SEXP IC_cobertura_e_comprimento(SEXP xMatriz , SEXP metodo , SEXP submetodo , SEXP
betavec , SEXP nvec , SEXP pmatriz , SEXP lambda , SEXP z) {
650
651
652 int metodoEmFormaNumerica;
653 int contadorDeLinhasDaPMatriz;
654 int contadorDeColunasDaPMatriz;
655 int numeroDeLinhasDaPMatriz = nrows(pmatriz);
656 int numeroDeColunasDaPMatriz = ncols(pmatriz);
657
658 int contadorDeLinhasDaXMatriz;
659 int contadorDeColunasDaXMatriz;
660 int numeroDeLinhasDaXMatriz = nrows(xMatriz);
661 int numeroDeColunasDaXMatriz = ncols(xMatriz);
662
663 double somatorioProbabilidadesDeCobertura ,
somatorioProbabilidadesDeCoberturaMesial ,
somatorioProbabilidadesDeCoberturaDistal;
664 double produtorioProbabilidadeDeCobertura ,
produtorioProbabilidadeDeCoberturaMesial ,
produtorioProbabilidadeDeCoberturaDistal;
665
666 double somatorioComprimentosDosIntervalos;
667 double produtorioComprimentosDosIntervalos;
668
669 double linhaCorrenteDaPMatriz[numeroDeColunasDaPMatriz ];
670 double linhaCorrenteDaXMatriz[numeroDeColunasDaXMatriz ];
671
672 PROTECT(xMatriz = coerceVector(xMatriz ,INTSXP));
673 PROTECT(metodo = coerceVector(metodo ,STRSXP));
674 PROTECT(submetodo = coerceVector(submetodo ,INTSXP));
675 PROTECT(betavec = coerceVector(betavec ,REALSXP));
676 PROTECT(nvec = coerceVector(nvec ,INTSXP));
677 PROTECT(pmatriz = coerceVector(pmatriz ,REALSXP));
678 PROTECT(lambda = coerceVector(lambda ,REALSXP));
679 PROTECT(z = coerceVector(z,REALSXP));
680
681 int *fxMatriz = INTEGER(xMatriz);
682 const char *fmetodo = CHAR(STRING_ELT(metodo ,0));
683 int fsubmetodo = INTEGER(submetodo)[0];
684 double *fbetavec = REAL(betavec);
685 int *fnvec = INTEGER(nvec);
686 double *fpmatriz = REAL(pmatriz);
687 double flambda = REAL(lambda)[0];
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688 double fz = REAL(z)[0];
689 double intervalo [2];
690 double resultadosDaFuncao_dbinom[numeroDeColunasDaXMatriz ];
691 double combinacaoLinear;
692 double produtoDasCombinacoes;
693 double hi[numeroDeColunasDaXMatriz ];
694 double hs[numeroDeColunasDaXMatriz ];
695 int I, Imesial , Idistal;
696 double mu;
697
698 somatorioProbabilidadesDeCobertura = 0;
699 somatorioProbabilidadesDeCoberturaMesial = 0;
700 somatorioProbabilidadesDeCoberturaDistal = 0;
701 produtorioProbabilidadeDeCobertura = 1;
702 produtorioProbabilidadeDeCoberturaMesial = 1;
703 produtorioProbabilidadeDeCoberturaDistal = 1;
704 somatorioComprimentosDosIntervalos = 0;
705 produtorioComprimentosDosIntervalos = 1;
706
707
708 SEXP resultado;
709 PROTECT(resultado = allocVector(VECSXP ,4));
710 SEXP nomesDaListaResultado;
711 PROTECT(nomesDaListaResultado = allocVector(STRSXP ,4));
712 SET_STRING_ELT(nomesDaListaResultado ,0,mkChar("Probabilidades de cobertura"));
713 SET_STRING_ELT(nomesDaListaResultado ,1,mkChar("Comprimentos dos intervalos"));
714 SET_STRING_ELT(nomesDaListaResultado ,2,mkChar("Mesiais"));
715 SET_STRING_ELT(nomesDaListaResultado ,3,mkChar("Distais"));
716 setAttrib(resultado , R_NamesSymbol , nomesDaListaResultado);
717
718 SEXP probabilidadesDeCobertura;
719 PROTECT(probabilidadesDeCobertura = allocVector(REALSXP ,numeroDeLinhasDaPMatriz))
;
720 double *fprobabilidadesDeCobertura = REAL(probabilidadesDeCobertura);
721
722 SEXP probabilidadesDeCoberturaMesial;
723 PROTECT(probabilidadesDeCoberturaMesial = allocVector(REALSXP ,
numeroDeLinhasDaPMatriz));
724 double *fprobabilidadesDeCoberturaMesial = REAL(probabilidadesDeCoberturaMesial);
725
726 SEXP probabilidadesDeCoberturaDistal;
727 PROTECT(probabilidadesDeCoberturaDistal = allocVector(REALSXP ,
numeroDeLinhasDaPMatriz));
728 double *fprobabilidadesDeCoberturaDistal = REAL(probabilidadesDeCoberturaDistal);
729
730 SEXP comprimentosDosIntervalos;
731 PROTECT(comprimentosDosIntervalos = allocVector(REALSXP ,numeroDeLinhasDaPMatriz))
;
732 double *fcomprimentosDosIntervalos = REAL(comprimentosDosIntervalos);
733
734 if(! strcmp(fmetodo ,"wald")) {
735 metodoEmFormaNumerica = 0;
736 }
737 else
738 if(! strcmp(fmetodo ,"newcombe")) {
739 metodoEmFormaNumerica = 1;
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740 }
741 else
742 if(! strcmp(fmetodo ,"peskun")) {
743 metodoEmFormaNumerica = 2;
744 }
745 else
746 if(! strcmp(fmetodo ,"score")) {
747 metodoEmFormaNumerica = 3;
748 }
749 else
750 if(! strcmp(fmetodo ,"wilsonScoreYu")) {
751 metodoEmFormaNumerica = 4;
752 }
753 else {
754
755 UNPROTECT (12);
756 return(R_NilValue);
757 }
758
759 mu = (vecSumBpositive(fbetavec , numeroDeColunasDaXMatriz) + vecSumBnegative(
fbetavec , numeroDeColunasDaXMatriz)) / 2;
760
761 printf("Ponto medio do suporte: %lf\n", mu);
762
763 for (contadorDeLinhasDaPMatriz = 0; contadorDeLinhasDaPMatriz <
numeroDeLinhasDaPMatriz; contadorDeLinhasDaPMatriz ++) {
764 for(contadorDeColunasDaPMatriz = 0; contadorDeColunasDaPMatriz <
numeroDeColunasDaPMatriz; contadorDeColunasDaPMatriz ++) {
765 linhaCorrenteDaPMatriz[contadorDeColunasDaPMatriz] = fpmatriz [(
numeroDeLinhasDaPMatriz*contadorDeColunasDaPMatriz)+
contadorDeLinhasDaPMatriz ];
766 }
767 combinacaoLinear = produtoInterno(fbetavec , linhaCorrenteDaPMatriz ,
numeroDeColunasDaXMatriz);
768
769 for(contadorDeLinhasDaXMatriz = 0; contadorDeLinhasDaXMatriz <
numeroDeLinhasDaXMatriz; contadorDeLinhasDaXMatriz ++) {
770 for(contadorDeColunasDaXMatriz = 0; contadorDeColunasDaXMatriz <
numeroDeColunasDaXMatriz; contadorDeColunasDaXMatriz ++) {
771 linhaCorrenteDaXMatriz[contadorDeColunasDaXMatriz] = fxMatriz [(
numeroDeLinhasDaXMatriz*contadorDeColunasDaXMatriz)+
contadorDeLinhasDaXMatriz ];
772 resultadosDaFuncao_dbinom[contadorDeColunasDaXMatriz] = dbinom(
linhaCorrenteDaXMatriz[contadorDeColunasDaXMatriz],fnvec[
contadorDeColunasDaXMatriz],linhaCorrenteDaPMatriz[
contadorDeColunasDaXMatriz ],0);
773 }
774 estimadorLaplace(fsubmetodo , fbetavec , linhaCorrenteDaXMatriz , fnvec ,
numeroDeColunasDaXMatriz , flambda , fz , hi , hs);
775
776 if(metodoEmFormaNumerica == 0)
777 wald(fbetavec , linhaCorrenteDaXMatriz , fnvec , numeroDeColunasDaXMatriz , fz,
hi, hs , intervalo);
778 else
779 if(metodoEmFormaNumerica == 1)
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780 newcombe(fbetavec , linhaCorrenteDaXMatriz , fnvec , numeroDeColunasDaXMatriz ,
fz, hi , hs , intervalo);
781 else
782 if(metodoEmFormaNumerica == 2)
783 peskun(fbetavec , linhaCorrenteDaXMatriz , fnvec , numeroDeColunasDaXMatriz ,
fz, hi , hs , intervalo);
784 else
785 if(metodoEmFormaNumerica == 3)
786 scoreInterval(fbetavec , linhaCorrenteDaXMatriz , fnvec ,
numeroDeColunasDaXMatriz , fz, hi , hs , intervalo);
787 else
788 if(metodoEmFormaNumerica == 4)
789 wilsonScoreYu(fbetavec , linhaCorrenteDaXMatriz , fnvec ,
numeroDeColunasDaXMatriz , fz, hi , hs , intervalo);
790
791 produtoDasCombinacoes = vecProd(resultadosDaFuncao_dbinom ,
numeroDeColunasDaXMatriz);
792 I = dentroDeIntervalo(combinacaoLinear , intervalo);
793 Imesial = dentroDeIntervaloMesial(combinacaoLinear , mu , intervalo);
794 Idistal = dentroDeIntervaloDistal(combinacaoLinear , mu , intervalo);
795
796 produtorioProbabilidadeDeCobertura = produtoDasCombinacoes * I;
797 produtorioProbabilidadeDeCoberturaMesial = produtoDasCombinacoes * Imesial;
798 produtorioProbabilidadeDeCoberturaDistal = produtoDasCombinacoes * Idistal;
799
800 somatorioProbabilidadesDeCobertura = somatorioProbabilidadesDeCobertura +
produtorioProbabilidadeDeCobertura;
801 somatorioProbabilidadesDeCoberturaMesial=
somatorioProbabilidadesDeCoberturaMesial +
produtorioProbabilidadeDeCoberturaMesial;
802 somatorioProbabilidadesDeCoberturaDistal=
somatorioProbabilidadesDeCoberturaDistal +
produtorioProbabilidadeDeCoberturaDistal;
803
804 produtorioComprimentosDosIntervalos = produtoDasCombinacoes *
larguraDoIntervalo(intervalo);
805 somatorioComprimentosDosIntervalos = somatorioComprimentosDosIntervalos +
produtorioComprimentosDosIntervalos;
806 }
807
808 fprobabilidadesDeCobertura[contadorDeLinhasDaPMatriz] =
somatorioProbabilidadesDeCobertura;
809 fprobabilidadesDeCoberturaMesial[contadorDeLinhasDaPMatriz] =
somatorioProbabilidadesDeCoberturaMesial;
810 fprobabilidadesDeCoberturaDistal[contadorDeLinhasDaPMatriz] =
somatorioProbabilidadesDeCoberturaDistal;
811 fcomprimentosDosIntervalos[contadorDeLinhasDaPMatriz] =
somatorioComprimentosDosIntervalos;
812
813 somatorioProbabilidadesDeCobertura = 0;
814 somatorioProbabilidadesDeCoberturaMesial = 0;
815 somatorioProbabilidadesDeCoberturaDistal = 0;
816 somatorioComprimentosDosIntervalos = 0;
817 }
818
819 SET_VECTOR_ELT(resultado ,0, probabilidadesDeCobertura);
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820 SET_VECTOR_ELT(resultado ,1, comprimentosDosIntervalos);
821 SET_VECTOR_ELT(resultado ,2, probabilidadesDeCoberturaMesial);
822 SET_VECTOR_ELT(resultado ,3, probabilidadesDeCoberturaDistal);
823
824 UNPROTECT (14);
825 return(resultado);
826
827 }
828
829 static R_CallMethodDef callMethods [] = {
830 {"N1", (DL_FUNC) &N1, 4},
831 {NULL , NULL , 0}
832 };
833
834 void R_init_teste2(DllInfo *info)
835 {
836 R_registerRoutines(info , NULL , callMethods , NULL , NULL);
837 }
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Script em linguagem R que chama as func¸o˜es implementadas na biblioteca
em linguagem C, para maximizac¸a˜o de velocidade de processamento
1 #=======================================================================================
2 # Script para obtenc¸~ao dos resultados das probabilidades de cobertura e n~ao-cobertura
3 # Me´todos ajustados: Wald, Wilson-score-Yu, Newcombe-Zou, Peskun e score.
4 #
5 # As func~oes que fazem os ca´lculos acima referidos foram implementadas numa biblioteca
6 # em linguagem C, de forma a obter-se o ma´ximo de velocidade na execuc¸~ao dos procedimen-
7 # tos de ca´lculo
8 #=======================================================================================
9
10 dyn.load("LibraryCPMethodK234.so")
11
12
13 # Dimens~ao das populac¸~oes
14
15 n.vec = c(n1,n2,n3 ,n4)
16
17 # Coeficientes da combinac¸~ao linear
18 beta.vec=c(beta1 , beta2 , beta3)
19
20 metodo = ("wald", "wilson -score -Yu", "newcombe -Zou", "peskun", "score")
21
22 submetodo = variante -j , j=0,1,2,3,4
23
24 z = abs(qnorm((1-conf.level)/2))
25
26 #=======================================================================================
27 # Matriz das proporc¸~oes verdadeiras geradas a partir de uma distribuic¸~ao uniforme
28 #=======================================================================================
29
30 nomeDaMatrizDeProbabilidades = "U"
31
32 if(nomeDaMatrizDeProbabilidades == "U") {
33
34 load("pmatriz.output")
35 pmatriz=U
36
37 }
38
39 #=======================================================================================
40 # Gerar todas as combinac¸~oes dos vetores x1=0:n1, x2=0:n2, x3=0:n3 e x4=0:n4
41 #=======================================================================================
42
43 x.vec = list(x1 = 0:n1, x2 = 0:n2, x3 = 0:n3, x4=0:n4)
44 xlista = rev((do.call(expand.grid , x.vec)))
45 n.vec = rev(n.vec)
46 xMatriz = as.matrix(xlista)
47
48
49 cat("\n\n\n\n\n\n");
50 cat("Metodo: ", metodo , "\n")
51 cat("Sub -metodo: ", submetodo , "\n")
52 cat("Vector n.vec: ", n.vec ,"\n")
53 cat("Vector beta.vec: ", beta.vec ,"\n")
54 cat("Nivel de confianca: ", conf.level ,"\n")
55
56
57
58 resultado = .Call("IC_cobertura_e_comprimento", xMatriz , metodo , submetodo , beta.
vec , n.vec , pmatriz , lambda , z)
59
60 if (!(is.null(resultado))) {
61 cat("Probabilidade de cobertura Rmean: ", mean(resultado [[1]]) ,"\n")
62 cat("Probabilidade de cobertura Rmin: ", min(resultado [[1]]) ,"\n")
63 cat("Probabilidade de cobertura R<93: ", round(( length(resultado [[1]][ resultado
[[1]] < conf.level -0.02])/length(resultado [[1]])*100) ,3),"\n")
64 cat("Comprimento do intervalo: ", mean(resultado [[2]]) ,"\n\n\n\n")
65 cat("Mesial: ", mean(resultado [[3]]) ,"\n")
66 cat("Distal: ", mean(resultado [[4]]) ,"\n")
67 cat("Index: ", mean(resultado [[3]]) / (mean(resultado [[3]]) + mean(resultado
[[4]])),"\n\n")
68
69 save(resultado ,file="resultado")
70
71 } else {
72 cat("\n\nErro - Metodo desconhecido: ", metodo , "\n")
73 }
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Script para gerar as matrizes usadas na simulac¸a˜o do Exemplo 3: especifi-
cidade
1 #=======================================================================================
2 # Script para gerar as matrizes usadas na simulac¸~ao do Exemplo 3: especificidade
3 #=======================================================================================
4
5
6 #=======================================================================================
7 # Configurac¸~oes para a gerac¸~ao das matrizes
8 #=======================================================================================
9 #
10 # Modificar o valor dos para^metros seguintes de acordo com as necessidades
11 #
12 #=======================================================================================
13
14 # Atribuir o valor FALSE a este para^metro se pretender gerar dados sempre iguais
15 # de cada vez que o script for executado
16
17 useTheSameRandomnessSeed = TRUE
18
19 # Se o para^metro anterior tiver o valor TRUE, escolha a semente de aleatoriedade
20
21 randomnessSeed = 20430
22
23 # Nu´mero de vezes que o procedimento e´ repetido
24 numberOfRepetitions = 1000
25
26 # Nu´mero de amostragens a obter a partir da distribuic¸~ao binomial
27 N = 200000
28
29 # Prefixo do nome do ficheiro do pVector
30 pVectorFileNameBase = "pVectorTESTE"
31 # Comprimento do sufixo nume´rico do nome do ficheiro do pVector, incluindo os zeros iniciais
32 pVectorFileNameSuffixSize = 6
33
34 # Prefixo do nome do ficheiro da xMatrix
35 xMatrixFileNameBase = "xMatrixTESTE"
36 # Comprimento do sufixo nume´rico do nome do ficheiro da xMatriz, incluindo os zeros iniciais
37 xMatrixFileNameSuffixSize = 6
38
39 # Nome do ficheiro onde o vetor nVector e´ armazenado
40 nVectorFileName = "nVector.tsv"
41
42 #=======================================================================================
43 # Fim das configurac¸~oes para a gerac¸~ao das matrizes
44 #=======================================================================================
45
46
47 # Criar os nomes dos ficheiros dos vetores
48 pVectorFileNameSuffixes = seq(1: numberOfRepetitions)
49 xMatrixFileNameSuffixes = seq(1: numberOfRepetitions)
50 pVectorFileName = paste(pVectorFileNameBase ,formatC(pVectorFileNameSuffixes , width
= pVectorFileNameSuffixSize , flag = "0"), sep = "_")
51 xMatrixFileName = paste(xMatrixFileNameBase ,formatC(xMatrixFileNameSuffixes , width
= xMatrixFileNameSuffixSize , flag = "0"), sep = "_")
52
53 # Ler o vetor nVector a partir de um ficheiro
54 nVector = scan(nVectorFileName ,sep="\n")
55
56 k = length(nVector)
57
58 if (useTheSameRandomnessSeed) {
59 set.seed(randomnessSeed)
60 }
61
62
63 xMatrix = matrix(,N,k)
64 for (i in 1: numberOfRepetitions) {
65 pi = matrix(runif(k,0.95 ,1) ,1,k)
66 write(pi , pVectorFileName[i], sep = "\n")
67 for(j in 1:k){
68 xMatrix[,j] = rbinom(N, nVector[j],pi[,j])
69 }
70 xMatrix
71 write(xMatrix , file = xMatrixFileName[i])
72 }
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D.2 Meta-ana´lise
Biblioteca de func¸o˜es em linguagem C
1 #include <stdio.h>
2 #include <math.h>
3 #include <R.h>
4 #include <Rdefines.h>
5 #include <Rinternals.h>
6 #include <Rembedded.h>
7 #include <R_ext/Rdynload.h>
8 #include <Rmath.h>
9
10
11
12 //=======================================================================================
13 // IC de Wald ajustado - Efeito fixo
14 //=======================================================================================
15
16 void waldAdjustedFix(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz
, double *hi, double *hs, double *intervalo , double *Lhati , double *Lhats ,
double *vari , double *vars) {
17
18
19 int contador;
20 double pihati[fk];
21 double pihats[fk];
22
23 *Lhati = 0;
24 *Lhats = 0;
25 *vari = 0;
26 *vars = 0;
27
28 for (contador = 0; contador < fk; contador ++) {
29 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
30 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
31
32 //********************************************************************
33 // Correc¸~ao a` continuidade quando se usa Wald cla´ssico (variante-0)
34 //********************************************************************
35
36 if(pihati[contador] == 0) {
37 pihati[contador] = 0.0005;
38 }
39 if(pihats[contador] == 0) {
40 pihats[contador] = 0.0005;
41 }
42 if(pihati[contador] == 1) {
43 pihati[contador] = 0.9995;
44 }
45 if(pihats[contador] == 1) {
46 pihats[contador] = 0.9995;
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47 }
48
49 *Lhati = *Lhati + (fbetavec[contador] * pihati[contador ]);
50 *Lhats = *Lhats + (fbetavec[contador] * pihats[contador ]);
51 *vari = *vari + ((pow(fbetavec[contador], 2) * pihati[contador] * (1 - pihati[
contador] * 1.0) / (1.0 * fnvec[contador] + 2 * hi[contador ])));
52 *vars = *vars + ((pow(fbetavec[contador], 2) * pihats[contador] * (1 - pihats[
contador] * 1.0) / (1.0 * fnvec[contador] + 2 * hs[contador ])));
53
54 }
55
56 intervalo [0] = *Lhati - fz * sqrt(*vari);
57 intervalo [1] = *Lhats + fz * sqrt(*vars);
58
59 }
60
61
62 //=======================================================================================
63 // IC de Wald ajustado - Efeitos aleato´rios
64 //=======================================================================================
65
66 void waldAdjustedRand(double *fbetavec , double *fxvec , int *fnvec , int fk, double
fz, double *hi , double *hs , double *intervalo , double *Lhati , double *Lhats ,
double *vari , double *vars) {
67
68 int contador;
69 double pihati[fk];
70 double pihats[fk];
71 double var_pi[fk];
72 double var_ps[fk];
73 double wii[fk];
74 double wis[fk];
75 double wiiSum , wisSum;
76 double wii_Sum_MatrizQuadrada , wis_Sum_MatrizQuadrada;
77 double matrizUi , matrizUs;
78 double Q1i , Q1s , Q2i , Q2s;
79 double matrizQi , matrizQs;
80 double numeradorTauQuadradoi , numeradorTauQuadrados;
81 double TauQuadradoi , TauQuadrados;
82 double wiiRNDSum , wisRNDSum;
83
84 *Lhati = 0;
85 *Lhats = 0;
86
87 *vari = 0;
88 *vars = 0;
89
90 wiiSum = 0;
91 wisSum = 0;
92
93 wii_Sum_MatrizQuadrada = 0;
94 wis_Sum_MatrizQuadrada = 0;
95
96 Q1i = 0;
97 Q1s = 0;
98 Q2i = 0;
231
99 Q2s = 0;
100 wiiRNDSum = 0;
101 wisRNDSum = 0;
102
103
104 for (contador = 0; contador < fk; contador ++) {
105 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
106 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
107
108 //********************************************************************
109 // Correc¸~ao a` continuidade quando se usa Wald cla´ssico variante-0
110 //********************************************************************
111
112 if(pihati[contador] == 0) {
113 pihati[contador] = 0.0005;
114 }
115 if(pihats[contador] == 0) {
116 pihats[contador] = 0.0005;
117 }
118 if(pihati[contador] == 1) {
119 pihati[contador] = 0.9995;
120 }
121 if(pihats[contador] == 1) {
122 pihats[contador] = 0.9995;
123 }
124
125 *Lhati = *Lhati + (fbetavec[contador] * pihati[contador ]);
126 *Lhats = *Lhats + (fbetavec[contador] * pihats[contador ]);
127
128 var_pi[contador] = (pihati[contador] * (1 - pihati[contador] * 1.0)) / (1.0 *
fnvec[contador] + 2 * hi[contador ]);
129 var_ps[contador] = (pihats[contador] * (1 - pihats[contador] * 1.0)) / (1.0 *
fnvec[contador] + 2 * hs[contador ]);
130
131 wii[contador] = 1.0 / var_pi[contador ];
132 wis[contador] = 1.0 / var_ps[contador ];
133
134 wiiSum = wiiSum + wii[contador ];
135 wisSum = wisSum + wis[contador ];
136
137 wii_Sum_MatrizQuadrada = wii_Sum_MatrizQuadrada + pow(wii[contador] , 2);
138 wis_Sum_MatrizQuadrada = wis_Sum_MatrizQuadrada + pow(wis[contador] , 2);
139
140 matrizUi = wiiSum - wii_Sum_MatrizQuadrada / (1.0 * wiiSum );
141 matrizUs = wisSum - wis_Sum_MatrizQuadrada / (1.0 * wisSum );
142
143 Q1i = Q1i + wii[contador] * pow(pihati[contador], 2);
144 Q1s = Q1s + wis[contador] * pow(pihats[contador], 2);
145
146 Q2i = Q2i + wii[contador] * pihati[contador ];
147 Q2s = Q2s + wis[contador] * pihats[contador ];
148
149 matrizQi = Q1i - pow(Q2i , 2) / wiiSum;
150 matrizQs = Q1s - pow(Q2s , 2) / wisSum;
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151
152 numeradorTauQuadradoi = matrizQi - (fk - 1);
153 numeradorTauQuadrados = matrizQs - (fk - 1);
154
155 if(numeradorTauQuadradoi <= 0) {
156 numeradorTauQuadradoi = 0;
157 }
158 if(numeradorTauQuadrados <= 0) {
159 numeradorTauQuadrados = 0;
160 }
161
162 TauQuadradoi = numeradorTauQuadradoi / (1.0 * matrizUi);
163 TauQuadrados = numeradorTauQuadrados / (1.0 * matrizUs);
164 }
165
166 for (contador = 0; contador < fk; contador ++) {
167 wiiRNDSum = wiiRNDSum + 1 / (TauQuadradoi + var_pi[contador ]);
168 wisRNDSum = wisRNDSum + 1 / (TauQuadrados + var_ps[contador ]);
169
170 }
171
172 *vari = *vari + 1 / wiiRNDSum;
173 *vars = *vars + 1 / wisRNDSum;
174
175 intervalo [0] = *Lhati - fz * sqrt(*vari);
176 intervalo [1] = *Lhats + fz * sqrt(*vars);
177
178 }
179
180
181 //=======================================================================================
182 // IC de Wald com transformac¸~ao Logit - Efeito fixo
183 //=======================================================================================
184
185 void waldLogitFix(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz,
double *hi, double *hs , double *intervalo , double *LhatiLogit , double *
LhatsLogit , double *variLogit , double *varsLogit , double *fBetavecLogit , double
*fLiLogit) {
186
187 int contador;
188 double pihati[fk];
189 double pihats[fk];
190
191 double LinfLogit;
192 double LsupLogit;
193 double logit_pi_hati[fk];
194 double logit_pi_hats[fk];
195 double bii[fk];
196 double bis[fk];
197 double somaBi , somaBis;
198
199
200 *LhatiLogit = 0;
201 *LhatsLogit = 0;
202
203 *variLogit = 0;
233
204 *varsLogit = 0;
205
206 somaBi = 0;
207 somaBis = 0;
208
209 for (contador = 0; contador < fk; contador ++) {
210 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
211 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
212
213 if(pihati[contador] == 0.0) {
214 pihati[contador] = 0.0005;
215 }
216 if(pihats[contador] == 0.0) {
217 pihats[contador] = 0.0005;
218 }
219 if(pihati[contador] == 1.0) {
220 pihati[contador] = 0.9995;
221 }
222 if(pihats[contador] == 1.0) {
223 pihats[contador] = 0.9995;
224 }
225
226 logit_pi_hati[contador] = log(pihati[contador] / (1 - pihati[contador] ));
227 logit_pi_hats[contador] = log(pihats[contador] / (1 - pihats[contador] ));
228
229 *LhatiLogit = *LhatiLogit + (fBetavecLogit[contador] * logit_pi_hati[contador ])
;
230 *LhatsLogit = *LhatsLogit + (fBetavecLogit[contador] * logit_pi_hats[contador ])
;
231
232 bii[contador] = (1.0 * fnvec[contador] * pihati[contador ]) * (1 - pihati[
contador ]);
233 bis[contador] = (1.0 * fnvec[contador] * pihats[contador ]) * (1 - pihats[
contador ]);
234
235 somaBi = somaBi + bii[contador ];
236 somaBis = somaBis + bis[contador ];
237 }
238
239 *variLogit = 1.0 / somaBi;
240 *varsLogit = 1.0 / somaBis;
241
242 LinfLogit = *LhatiLogit - fz * sqrt(* variLogit);
243 LsupLogit = *LhatsLogit + fz * sqrt(* varsLogit);
244
245 intervalo [0] = 1.0 / (exp(-LinfLogit) + 1);
246 intervalo [1] = 1.0 / (exp(-LsupLogit) + 1);
247
248 *variLogit = pow(( intervalo [1] - intervalo [0]) / (2.0 * fz), 2);
249 *varsLogit = pow(( intervalo [1] - intervalo [0]) / (2.0 * fz), 2);
250
251 *LhatiLogit = 1.0 / (exp(- *LhatiLogit) + 1 );
252 *LhatsLogit = 1.0 / (exp(- *LhatsLogit) + 1 );
253 }
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254 //=======================================================================================
255 // IC de Wald com transformac¸~ao Logit - Efeitos aleato´rios
256 //=======================================================================================
257
258 void waldLogitRand(double *fbetavec , double *fxvec , int *fnvec , int fk, double fz,
double *hi, double *hs , double *intervalo , double *LhatiLogit , double *
LhatsLogit , double *variLogit , double *varsLogit , double *fBetavecLogit) {
259
260
261 int contador;
262 double pihati[fk];
263 double pihats[fk];
264 double LinfLogit;
265 double LsupLogit;
266 double logit_pi_hati[fk];
267 double logit_pi_hats[fk];
268 double bii[fk];
269 double bis[fk];
270 double biiSum , bisSum;
271 double bii_Sum_MatrizQuadrada , bis_Sum_MatrizQuadrada;
272 double matrizUi , matrizUs;
273 double Q1i , Q1s , Q2i , Q2s;
274 double matrizQi , matrizQs;
275 double numeradorTauQuadradoi , numeradorTauQuadrados;
276 double TauQuadradoi , TauQuadrados;
277 double biiRNDSum , bisRNDSum;
278
279 *LhatiLogit = 0;
280 *LhatsLogit = 0;
281
282 *variLogit = 0;
283 *varsLogit = 0;
284
285 biiSum = 0;
286 bisSum = 0;
287
288 bii_Sum_MatrizQuadrada = 0;
289 bis_Sum_MatrizQuadrada = 0;
290
291 Q1i = 0;
292 Q1s = 0;
293 Q2i = 0;
294 Q2s = 0;
295 biiRNDSum = 0;
296 bisRNDSum = 0;
297
298 for (contador = 0; contador < fk; contador ++) {
299 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
300 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
301
302 if(pihati[contador] == 0.0) {
303 pihati[contador] = 0.0005;
304 }
305 if(pihats[contador] == 0.0) {
235
306 pihats[contador] = 0.0005;
307 }
308 if(pihati[contador] == 1.0) {
309 pihati[contador] = 0.9995;
310 }
311 if(pihats[contador] == 1.0) {
312 pihats[contador] = 0.9995;
313 }
314
315 logit_pi_hati[contador] = log(pihati[contador] / (1 - pihati[contador] ));
316 logit_pi_hats[contador] = log(pihats[contador] / (1 - pihats[contador] ));
317
318 *LhatiLogit = *LhatiLogit + (fBetavecLogit[contador] * logit_pi_hati[contador ])
;
319 *LhatsLogit = *LhatsLogit + (fBetavecLogit[contador] * logit_pi_hats[contador ])
;
320
321 bii[contador] = ((1.0 * fnvec[contador] + 2 * hi[contador ]) * pihati[contador ])
* (1 - pihati[contador ]);
322 bis[contador] = ((1.0 * fnvec[contador] + 2 * hi[contador ]) * pihats[contador ])
* (1 - pihats[contador ]);
323
324 biiSum = biiSum + bii[contador ];
325 bisSum = bisSum + bis[contador ];
326
327 bii_Sum_MatrizQuadrada = bii_Sum_MatrizQuadrada + pow(bii[contador] , 2);
328 bis_Sum_MatrizQuadrada = bis_Sum_MatrizQuadrada + pow(bis[contador] , 2);
329
330 matrizUi = biiSum - bii_Sum_MatrizQuadrada / (1.0 * biiSum );
331 matrizUs = bisSum - bis_Sum_MatrizQuadrada / (1.0 * bisSum );
332
333 Q1i = Q1i + bii[contador] * pow(logit_pi_hati[contador], 2);
334 Q1s = Q1s + bis[contador] * pow(logit_pi_hats[contador], 2);
335
336 Q2i = Q2i + bii[contador] * logit_pi_hati[contador ];
337 Q2s = Q2s + bis[contador] * logit_pi_hats[contador ];
338
339 matrizQi = Q1i - pow(Q2i , 2) / biiSum;
340 matrizQs = Q1s - pow(Q2s , 2) / bisSum;
341
342 numeradorTauQuadradoi = matrizQi - (fk - 1);
343 numeradorTauQuadrados = matrizQs - (fk - 1);
344
345 if(numeradorTauQuadradoi <= 0) {
346 numeradorTauQuadradoi = 0;
347 }
348 if(numeradorTauQuadrados <= 0) {
349 numeradorTauQuadrados = 0;
350 }
351
352 TauQuadradoi = numeradorTauQuadradoi / (1.0 * matrizUi);
353 TauQuadrados = numeradorTauQuadrados / (1.0 * matrizUs);
354
355 }
356
357 for (contador = 0; contador < fk; contador ++) {
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358 biiRNDSum = biiRNDSum + 1 / (TauQuadradoi + (1 / bii[contador ]));
359 bisRNDSum = bisRNDSum + 1 / (TauQuadrados + (1 / bis[contador ]));
360
361 }
362
363 *variLogit = 1.0 / biiRNDSum;
364 *varsLogit = 1.0 / bisRNDSum;
365
366
367
368 LinfLogit = *LhatiLogit - fz * sqrt(* variLogit);
369
370 LsupLogit = *LhatiLogit + fz * sqrt(* variLogit);
371
372
373
374 intervalo [0] = 1 / (exp(-LinfLogit) + 1);
375 intervalo [1] = 1 / (exp(-LsupLogit) + 1);
376
377 *LhatiLogit = 1.0 / (exp(- *LhatiLogit) + 1 );
378 *LhatsLogit = 1.0 / (exp(- *LhatsLogit) + 1 );
379
380 }
381
382
383 //=======================================================================================
384 // IC de Wald com transformac¸~ao Duplo arco-seno - Efeito fixo
385 //=======================================================================================
386
387 void waldDoubleArcsinRand(double *fbetavec , double *fxvec , int *fnvec , int fk,
double fz, double *hi, double *hs , double *intervalo , double *LhatiLogit ,
double *LhatsLogit , double *variLogit , double *varsLogit , double *fBetavecLogit
, double *fLiLogit) {
388
389 int contador;
390 double pihati[fk];
391 double pihats[fk];
392 double LinfLogit;
393 double LsupLogit;
394 double tii[fk];
395 double tis[fk];
396 double var_tii[fk];
397 double var_tis[fk];
398 double wii[fk];
399 double wis[fk];
400 double somawii , somawis;
401 double somaN;
402 double sBari , sBars;
403 double pBari , pBars;
404
405 *LhatiLogit = 0;
406 *LhatsLogit = 0;
407
408 *variLogit = 0;
409 *varsLogit = 0;
410
237
411 somawii = 0;
412 somawis = 0;
413 somaN = 0;
414
415
416 for (contador = 0; contador < fk; contador ++) {
417
418 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
419 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
420
421 if(pihati[contador] == 0.0) {
422 pihati[contador] = 0.0005;
423 }
424
425 if(pihats[contador] == 0.0) {
426 pihats[contador] = 0.0005;
427 }
428
429 if(pihati[contador] == 1.0) {
430 pihati[contador] = 0.9995;
431 }
432
433 if(pihats[contador] == 1.0) {
434 pihats[contador] = 0.9995;
435 }
436
437 tii[contador] = asin(pow(fxvec[contador] / (1.0 * fnvec[contador] + (2.0 * hi[
contador ]) + 1.0), 0.5)) + asin(pow(( fxvec[contador] + 1.0) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]) + 1.0), 0.5));
438 tis[contador] = asin(pow(fxvec[contador] / (1.0 * fnvec[contador] + (2.0 * hs[
contador ]) + 1.0), 0.5)) + asin(pow(( fxvec[contador] + 1.0) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]) + 1.0), 0.5));
439
440 *LhatiLogit = *LhatiLogit + (fBetavecLogit[contador] * tii[contador ]);
441 *LhatsLogit = *LhatsLogit + (fBetavecLogit[contador] * tis[contador ]);
442
443 var_tii[contador] = 1.0 / (1.0 * fnvec[contador] + 0.5);
444 var_tis[contador] = 1.0 / (1.0 * fnvec[contador] + 0.5);
445
446 wii[contador] = 1.0 / var_tii[contador ];
447 wis[contador] = 1.0 / var_tis[contador ];
448
449 somawii = somawii + wii[contador ];
450
451 somawis = somawis + wis[contador ];
452
453 somaN = somaN + (fnvec[contador] + (2.0 * hi[contador ]));
454
455 }
456 printf("LhatiLogit: %lf\n", *LhatiLogit);
457 *variLogit = 1.0 / somawii;
458 *varsLogit = 1.0 / somawis;
459
460 LinfLogit = *LhatiLogit - fz * sqrt(* variLogit);
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461 LsupLogit = *LhatsLogit + fz * sqrt(* varsLogit);
462
463 sBari = pow(sin(* LhatiLogit / 2.0), 2);
464 sBars = pow(sin(* LhatsLogit / 2.0), 2);
465
466 if((sBari / *variLogit) < 2 || ((1 - sBari) / *variLogit ) < 2) {
467 pBari = sBari;
468 }
469 else {
470 pBari = 0.5 * ( 1 - sign(cos(* LhatiLogit)) * pow( 1 - pow( sin(* LhatiLogit) +
((sin(* LhatiLogit) - 1 / sin(* LhatiLogit)) / (1.0 / *variLogit)), 2), 0.5)
);
471 }
472
473
474 if((sBars / *varsLogit) < 2 || ((1 - sBars) / *varsLogit ) < 2) {
475 pBars = sBars;
476 }
477 else {
478 pBars = 0.5 * ( 1.0 - sign(cos(* LhatsLogit)) * pow( 1 - pow( sin(* LhatsLogit) +
((sin(* LhatsLogit) - 1 / sin(* LhatsLogit)) / (1.0 / *varsLogit)), 2), 0.5)
);
479 }
480
481 if((pBari / *variLogit) < 2) {
482 intervalo [0] = 0;
483 }
484 else {
485 intervalo [0] = 0.5 * ( 1.0 - sign(cos(LinfLogit)) * pow( 1 - pow( sin(
LinfLogit) + ((sin( LinfLogit) - 1 / sin( LinfLogit)) / (1.0 / *varsLogit))
, 2), 0.5) );
486 }
487
488 if(((1 - pBars) / *variLogit) < 2) {
489 intervalo [0] = 1;
490 }
491 else {
492 intervalo [1] = 0.5 * ( 1.0 - sign(cos( LsupLogit)) * pow( 1 - pow( sin(
LsupLogit) + ((sin(LsupLogit) - 1 / sin( LsupLogit)) / (1.0 / *varsLogit)),
2), 0.5) );
493
494 }
495
496 *LhatiLogit = pBari;
497 *LhatsLogit = pBars;
498
499 }
500
501 //=======================================================================================
502 // IC de Wald com transformac¸~ao Duplo arco-seno - Efeitos aleato´rios
503 //=======================================================================================
504
505 void waldDoubleArcsinRand(double *fbetavec , double *fxvec , int *fnvec , int fk,
double fz, double *hi, double *hs , double *intervalo , double *LhatiLogit ,
double *LhatsLogit , double *variLogit , double *varsLogit , double *fBetavecLogit
, double *fLiLogit) {
239
506
507
508 int contador;
509 double pihati[fk];
510 double pihats[fk];
511 double LinfLogit;
512 double LsupLogit;
513 double tii[fk];
514 double tis[fk];
515 double var_tii[fk];
516 double var_tis[fk];
517 double wii[fk];
518 double wis[fk];
519 double somawii , somawis;
520 double bii_Sum_MatrizQuadrada , bis_Sum_MatrizQuadrada;
521 double matrizUi , matrizUs;
522 double Q1i , Q1s , Q2i , Q2s;
523 double matrizQi , matrizQs;
524 double numeradorTauQuadradoi , numeradorTauQuadrados;
525 double TauQuadradoi , TauQuadrados;
526 double biiRNDSum , bisRNDSum;
527 double sBari , sBars;
528 double pBari , pBars;
529
530 *LhatiLogit = 0;
531 *LhatsLogit = 0;
532
533 *variLogit = 0;
534 *varsLogit = 0;
535
536 somawii = 0;
537 somawis = 0;
538
539 bii_Sum_MatrizQuadrada = 0;
540 bis_Sum_MatrizQuadrada = 0;
541
542 Q1i = 0;
543 Q1s = 0;
544 Q2i = 0;
545 Q2s = 0;
546 biiRNDSum = 0;
547 bisRNDSum = 0;
548
549 for (contador = 0; contador < fk; contador ++) {
550
551 pihati[contador] = (1.0 * fxvec[contador] + 1.0 * hi[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]));
552 pihats[contador] = (1.0 * fxvec[contador] + 1.0 * hs[contador ]) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]));
553
554 if(pihati[contador] == 0.0) {
555 pihati[contador] = 0.0005;
556 }
557
558 if(pihats[contador] == 0.0) {
559 pihats[contador] = 0.0005;
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560 }
561
562 if(pihati[contador] == 1.0) {
563 pihati[contador] = 0.9995;
564 }
565
566 if(pihats[contador] == 1.0) {
567 pihats[contador] = 0.9995;f
568 }
569
570 tii[contador] = asin(pow(fxvec[contador] / (1.0 * fnvec[contador] + (2.0 * hi[
contador ]) + 1.0), 0.5)) + asin(pow(( fxvec[contador] + 1.0) / (1.0 * fnvec[
contador] + (2.0 * hi[contador ]) + 1.0), 0.5));
571 tis[contador] = asin(pow(fxvec[contador] / (1.0 * fnvec[contador] + (2.0 * hs[
contador ]) + 1.0), 0.5)) + asin(pow(( fxvec[contador] + 1.0) / (1.0 * fnvec[
contador] + (2.0 * hs[contador ]) + 1.0), 0.5));
572
573 *LhatiLogit = *LhatiLogit + (fBetavecLogit[contador] * tii[contador ]);
574 *LhatsLogit = *LhatsLogit + (fBetavecLogit[contador] * tis[contador ]);
575
576 var_tii[contador] = 1.0 / (1.0 * fnvec[contador] + 0.5);
577 var_tis[contador] = 1.0 / (1.0 * fnvec[contador] + 0.5);
578
579 wii[contador] = 1.0 / var_tii[contador ];
580 wis[contador] = 1.0 / var_tis[contador ];
581
582 somawii = somawii + wii[contador ];
583
584 somawis = somawis + wis[contador ];
585
586 bii_Sum_MatrizQuadrada = bii_Sum_MatrizQuadrada + pow(wii[contador] , 2);
587 bis_Sum_MatrizQuadrada = bis_Sum_MatrizQuadrada + pow(wis[contador] , 2);
588
589 matrizUi = somawii - bii_Sum_MatrizQuadrada / (1.0 * somawii );
590 matrizUs = somawis - bis_Sum_MatrizQuadrada / (1.0 * somawis );
591
592 Q1i = Q1i + wii[contador] * pow(tii[contador], 2);
593 Q1s = Q1s + wis[contador] * pow(tis[contador], 2);
594
595 Q2i = Q2i + wii[contador] * tii[contador ];
596 Q2s = Q2s + wis[contador] * tis[contador ];
597
598 matrizQi = Q1i - pow(Q2i , 2) / somawii;
599 matrizQs = Q1s - pow(Q2s , 2) / somawis;
600
601 numeradorTauQuadradoi = matrizQi - (fk - 1);
602 numeradorTauQuadrados = matrizQs - (fk - 1);
603
604 if(numeradorTauQuadradoi <= 0) {
605 numeradorTauQuadradoi = 0;
606 }
607
608 if(numeradorTauQuadrados <= 0) {
609 numeradorTauQuadrados = 0;
610 }
611
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612 TauQuadradoi = numeradorTauQuadradoi / (1.0 * matrizUi);
613 TauQuadrados = numeradorTauQuadrados / (1.0 * matrizUs);
614
615 }
616
617 for (contador = 0; contador < fk; contador ++) {
618 biiRNDSum = biiRNDSum + 1 / (TauQuadradoi + (1 / wii[contador ]));
619 bisRNDSum = bisRNDSum + 1 / (TauQuadrados + (1 / wis[contador ]));
620 }
621
622 *variLogit = 1.0 / biiRNDSum;
623 *varsLogit = 1.0 / bisRNDSum;
624
625 LinfLogit = *LhatiLogit - fz * sqrt(* variLogit);
626 LsupLogit = *LhatsLogit + fz * sqrt(* varsLogit);
627
628 sBari = pow(sin(* LhatiLogit / 2.0), 2);
629 sBars = pow(sin(* LhatsLogit / 2.0), 2);
630
631 if((sBari / *variLogit) < 2 || ((1 - sBari) / *variLogit ) < 2) {
632 pBari = sBari;
633 }
634 else {
635 pBari = 0.5 * ( 1 - sign(cos(* LhatiLogit)) * pow( 1 - pow( sin(* LhatiLogit) +
((sin(* LhatiLogit) - 1 / sin(* LhatiLogit)) / (1.0 / *variLogit)), 2), 0.5)
);
636
637 }
638
639
640 if((sBars / *varsLogit) < 2 || ((1 - sBars) / *varsLogit ) < 2) {
641 pBars = sBars;
642 }
643 else {
644 pBars = 0.5 * ( 1.0 - sign(cos(* LhatsLogit)) * pow( 1 - pow( sin(* LhatsLogit) +
((sin(* LhatsLogit) - 1 / sin(* LhatsLogit)) / (1.0 / *varsLogit)), 2), 0.5)
);
645 }
646
647 if((pBari / *variLogit) < 2) {
648 intervalo [0] = 0;
649 }
650 else {
651 intervalo [0] = 0.5 * ( 1.0 - sign(cos(LinfLogit)) * pow( 1 - pow( sin(
LinfLogit) + ((sin( LinfLogit) - 1 / sin( LinfLogit)) / (1.0 / *varsLogit))
, 2), 0.5) );
652 }
653
654 if(((1 - pBars) / *variLogit) < 2) {
655 intervalo [0] = 1;
656 }
657 else {
658 intervalo [1] = 0.5 * ( 1.0 - sign(cos( LsupLogit)) * pow( 1 - pow( sin(
LsupLogit) + ((sin(LsupLogit) - 1 / sin( LsupLogit)) / (1.0 / *varsLogit)),
2), 0.5) );
659 }
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660
661 *LhatiLogit = pBari;
662 *LhatsLogit = pBars;
663
664 printf("Estimativa Combinada inferior: %lf\n", *LhatiLogit);
665 printf("Estimativa Combinada superior: %lf\n", *LhatsLogit);
666
667 printf("CI inferior: %lf\n", intervalo [0]);
668 printf("CI superior: %lf\n\n\n", intervalo [1]);
669
670
671 }
672
673
674 SEXP N1(SEXP nvec , SEXP matrizX , SEXP betavec , SEXP k) {
675
676 PROTECT(nvec = coerceVector(nvec , INTSXP));
677 PROTECT(matrizX = coerceVector(matrizX , INTSXP));
678 PROTECT(betavec = coerceVector(betavec , REALSXP));
679 PROTECT(k = coerceVector(k, INTSXP));
680
681 int *fnvec = INTEGER(nvec);
682 int *fmatrizX = INTEGER(matrizX);
683 double *fbetavec = REAL(betavec);
684
685 int contadorDeLinhasDaMatrizX;
686 int contadorDeColunasDaMatrizX;
687 int numeroDeLinhasDaMatrizX = nrows(matrizX);
688 int numeroDeColunasDaMatrizX = ncols(matrizX);
689
690 SEXP resultado;
691 PROTECT(resultado = allocVector(REALSXP , 1));
692 double fresultado = REAL(resultado)[0];
693
694 fresultado = 0;
695
696 for(contadorDeLinhasDaMatrizX = 0; contadorDeLinhasDaMatrizX <
numeroDeLinhasDaMatrizX; contadorDeLinhasDaMatrizX ++) {
697 for(contadorDeColunasDaMatrizX = 0; contadorDeColunasDaMatrizX <
numeroDeColunasDaMatrizX; contadorDeColunasDaMatrizX ++) {
698 printf("%d\t%lf\n", fmatrizX [( numeroDeLinhasDaMatrizX *
contadorDeColunasDaMatrizX) + contadorDeLinhasDaMatrizX], fbetavec[
contadorDeColunasDaMatrizX ]);
699 if(( fmatrizX [( numeroDeLinhasDaMatrizX * contadorDeColunasDaMatrizX) +
contadorDeLinhasDaMatrizX] == 0 && fbetavec[contadorDeColunasDaMatrizX] <
0) || (fmatrizX [( numeroDeLinhasDaMatrizX * contadorDeColunasDaMatrizX) +
contadorDeLinhasDaMatrizX] == fnvec[contadorDeColunasDaMatrizX] &&
fbetavec[contadorDeColunasDaMatrizX] > 0)) {
700 fresultado = fresultado + fnvec[contadorDeColunasDaMatrizX ];
701 }
702 }
703 }
704 printf("\n\n%lf", fresultado);
705 UNPROTECT (5);
706 return(resultado);
707 }
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708 //=======================================================================================
709 // Probabilidades de cobertura - Me´todo de Wald ajustado
710 // As func¸~oes para os me´todos de Wald cla´ssico com transformac¸~ao Logit e Duplo arco-seno
711 // n~ao foram incluı´das, pois s~ao uma adaptac¸~ao desta
712 //=======================================================================================
713
714 SEXP IC_cobertura_e_comprimento(SEXP matrizX , SEXP metodo , SEXP submetodo , SEXP
matrizBeta , SEXP nvec , SEXP matrizP , SEXP lambda , SEXP z) {
715
716 int acumuladorDeUnsDaIndicatriz = 0;
717 int acumuladorDeUnsDaIndicatrizMesial = 0;
718 int acumuladorDeUnsDaIndicatrizDistal = 0;
719 int metodoEmFormaNumerica;
720 int contadorDeLinhasDaMatrizP;
721 int contadorDeColunasDaMatrizP;
722 int numeroDeLinhasDaMatrizP = nrows(matrizP);
723 int numeroDeColunasDaMatrizP = ncols(matrizP);
724 int contadorDeLinhasDaMatrizBeta;
725 int contadorDeColunasDaMatrizBeta;
726 int numeroDeLinhasDaMatrizBeta = nrows(matrizBeta);
727 int numeroDeColunasDaMatrizBeta = ncols(matrizBeta);
728 double vectorDosLhati[numeroDeLinhasDaMatrizBeta - 1];
729 double vectorDosLhats[numeroDeLinhasDaMatrizBeta - 1];
730 int numeroDeColunasDaMatrizX = ncols(matrizX);
731 double linhaCorrenteDaMatrizP[numeroDeColunasDaMatrizP ];
732 double linhaCorrenteDaMatrizBeta[numeroDeColunasDaMatrizBeta ];
733 double linhaCorrenteDaMatrizX[numeroDeColunasDaMatrizX ];
734 double somatorioProbabilidadesDeCobertura ,
somatorioProbabilidadesDeCoberturaMesial ,
somatorioProbabilidadesDeCoberturaDistal;
735 double produtorioProbabilidadeDeCobertura ,
produtorioProbabilidadeDeCoberturaMesial ,
produtorioProbabilidadeDeCoberturaDistal;
736 double somatorioComprimentosDosIntervalos;
737 double produtorioComprimentosDosIntervalos;
738
739
740 PROTECT(matrizP = coerceVector(matrizP , REALSXP));
741 PROTECT(lambda = coerceVector(lambda , REALSXP));
742 PROTECT(z = coerceVector(z, REALSXP));
743 PROTECT(matrizX = coerceVector(matrizX , INTSXP));
744 PROTECT(matrizBeta = coerceVector(matrizBeta , REALSXP));
745 PROTECT(metodo = coerceVector(metodo , STRSXP));
746 PROTECT(submetodo = coerceVector(submetodo , INTSXP));
747 PROTECT(nvec = coerceVector(nvec , INTSXP));
748
749 int *fmatrizX = INTEGER(matrizX);
750 const char *fmetodo = CHAR(STRING_ELT(metodo , 0));
751 int fsubmetodo = INTEGER(submetodo)[0];
752 double *fmatrizBeta = REAL(matrizBeta);
753 int *fnvec = INTEGER(nvec);
754 double *fmatrizP = REAL(matrizP);
755 double flambda = REAL(lambda)[0];
756 double fz = REAL(z)[0];
757 double intervalo [2];
758
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759 double *Lhati = malloc(sizeof(double));
760 double *Lhats = malloc(sizeof(double));
761
762 double *vari = malloc(sizeof(double));
763 double *vars = malloc(sizeof(double));
764
765
766 double MeanLhati;
767 double MeanLhats;
768 double Meanvari;
769 double Meanvars;
770
771 double Biasi;
772 double Biass;
773 double MSEi;
774 double MSEs;
775
776 double resultadosDaFuncao_dbinom[numeroDeColunasDaMatrizX ];
777 double combinacaoLinear;
778 double produtoDasCombinacoes;
779 double hi[numeroDeColunasDaMatrizX ];
780 double hs[numeroDeColunasDaMatrizX ];
781 int I, Imesial , Idistal;
782 double mu;
783 double CP, CPMesial , CPDistal;
784
785 double trueEffect;
786
787 somatorioProbabilidadesDeCobertura = 0;
788 somatorioProbabilidadesDeCoberturaMesial = 0;
789 somatorioProbabilidadesDeCoberturaDistal = 0;
790 produtorioProbabilidadeDeCobertura = 1;
791 produtorioProbabilidadeDeCoberturaMesial = 1;
792 produtorioProbabilidadeDeCoberturaDistal = 1;
793 somatorioComprimentosDosIntervalos = 0;
794 produtorioComprimentosDosIntervalos = 1;
795
796 SEXP resultado;
797 PROTECT(resultado = allocVector(VECSXP , 4));
798
799 SEXP nomesDaListaResultado;
800 PROTECT(nomesDaListaResultado = allocVector(STRSXP , 4));
801 SET_STRING_ELT(nomesDaListaResultado , 0, mkChar("Probabilidades de cobertura"));
802 SET_STRING_ELT(nomesDaListaResultado , 1, mkChar("Comprimentos dos intervalos"));
803 SET_STRING_ELT(nomesDaListaResultado , 2, mkChar("Mesiais"));
804 SET_STRING_ELT(nomesDaListaResultado , 3, mkChar("Distais"));
805 setAttrib(resultado , R_NamesSymbol , nomesDaListaResultado);
806
807 SEXP probabilidadesDeCobertura;
808 PROTECT(probabilidadesDeCobertura = allocVector(REALSXP , numeroDeLinhasDaMatrizP)
);
809 double *fprobabilidadesDeCobertura = REAL(probabilidadesDeCobertura);
810
811 SEXP probabilidadesDeCoberturaMesial;
812 PROTECT(probabilidadesDeCoberturaMesial = allocVector(REALSXP ,
numeroDeLinhasDaMatrizP));
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813 double *fprobabilidadesDeCoberturaMesial = REAL(probabilidadesDeCoberturaMesial);
814
815 SEXP probabilidadesDeCoberturaDistal;
816 PROTECT(probabilidadesDeCoberturaDistal = allocVector(REALSXP ,
numeroDeLinhasDaMatrizP));
817 double *fprobabilidadesDeCoberturaDistal = REAL(probabilidadesDeCoberturaDistal);
818
819
820 SEXP comprimentosDosIntervalos;
821 PROTECT(comprimentosDosIntervalos = allocVector(REALSXP , numeroDeLinhasDaMatrizP)
);
822 double *fcomprimentosDosIntervalos = REAL(comprimentosDosIntervalos);
823
824 if(! strcmp(fmetodo , "wald")) {
825 metodoEmFormaNumerica = 0;
826 }
827 else if(! strcmp(fmetodo , "newcombe")) {
828 metodoEmFormaNumerica = 1;
829 }
830 else if(! strcmp(fmetodo , "peskun")) {
831 metodoEmFormaNumerica = 2;
832 }
833 else if(! strcmp(fmetodo , "score")) {
834 metodoEmFormaNumerica = 3;
835 }
836 else {
837 UNPROTECT (12);
838 return(R_NilValue);
839 }
840
841
842 for (contadorDeLinhasDaMatrizP = 0; contadorDeLinhasDaMatrizP <
numeroDeLinhasDaMatrizP; contadorDeLinhasDaMatrizP ++) {
843 for(contadorDeColunasDaMatrizP = 0; contadorDeColunasDaMatrizP <
numeroDeColunasDaMatrizP; contadorDeColunasDaMatrizP ++) {
844 linhaCorrenteDaMatrizP[contadorDeColunasDaMatrizP] = fmatrizP [(
numeroDeLinhasDaMatrizP * contadorDeColunasDaMatrizP) +
contadorDeLinhasDaMatrizP ];
845 }
846
847 MeanLhati = 0;
848 MeanLhats = 0;
849 Meanvari = 0;
850 Meanvars = 0;
851 for (contadorDeLinhasDaMatrizBeta = 0; contadorDeLinhasDaMatrizBeta <
numeroDeLinhasDaMatrizBeta; contadorDeLinhasDaMatrizBeta ++) {
852 for(contadorDeColunasDaMatrizBeta = 0; contadorDeColunasDaMatrizBeta <
numeroDeColunasDaMatrizBeta; contadorDeColunasDaMatrizBeta ++) {
853 linhaCorrenteDaMatrizBeta[contadorDeColunasDaMatrizBeta] = fmatrizBeta [(
numeroDeLinhasDaMatrizBeta * contadorDeColunasDaMatrizBeta) +
contadorDeLinhasDaMatrizBeta ];
854
855
856 linhaCorrenteDaMatrizX[contadorDeColunasDaMatrizBeta] = fmatrizX [(
numeroDeLinhasDaMatrizBeta * contadorDeColunasDaMatrizBeta) +
contadorDeLinhasDaMatrizBeta ];
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857
858 resultadosDaFuncao_dbinom[contadorDeColunasDaMatrizBeta] = dbinom(
linhaCorrenteDaMatrizX[contadorDeColunasDaMatrizBeta], fnvec[
contadorDeColunasDaMatrizBeta], linhaCorrenteDaMatrizP[
contadorDeColunasDaMatrizBeta], 0);
859 }
860 mu = vecSum(linhaCorrenteDaMatrizBeta , numeroDeColunasDaMatrizBeta) / 2.0;
861
862 combinacaoLinear = produtoInterno(linhaCorrenteDaMatrizP ,
linhaCorrenteDaMatrizBeta , numeroDeColunasDaMatrizP);
863
864 estimadorLaplace(fsubmetodo , linhaCorrenteDaMatrizBeta ,
linhaCorrenteDaMatrizX , fnvec , numeroDeColunasDaMatrizX , flambda , fz, hi ,
hs);
865
866 if(metodoEmFormaNumerica == 0) {
867 wald(linhaCorrenteDaMatrizBeta , linhaCorrenteDaMatrizX , fnvec ,
numeroDeColunasDaMatrizX , fz, hi , hs , intervalo , Lhati , Lhats , vari ,
vars);
868
869 MeanLhati += *Lhati;
870 MeanLhats += *Lhats;
871
872
873 vectorDosLhati[contadorDeLinhasDaMatrizBeta] = *Lhati;
874 vectorDosLhats[contadorDeLinhasDaMatrizBeta] = *Lhats;
875
876 Meanvari += *vari;
877 Meanvars += *vars;
878 }
879
880 produtoDasCombinacoes = vecProd(resultadosDaFuncao_dbinom ,
numeroDeColunasDaMatrizX);
881 I = dentroDeIntervalo(combinacaoLinear , intervalo);
882 if(I == 1) acumuladorDeUnsDaIndicatriz ++;
883
884 Imesial = dentroDeIntervaloMesialRight(combinacaoLinear , mu , intervalo);
885 if(Imesial == 1) acumuladorDeUnsDaIndicatrizMesial ++;
886
887 Idistal = dentroDeIntervaloDistalLeft(combinacaoLinear , mu, intervalo);
888 if(Idistal == 1) acumuladorDeUnsDaIndicatrizDistal ++;
889
890 produtorioProbabilidadeDeCobertura = produtoDasCombinacoes * I;
891 produtorioProbabilidadeDeCoberturaMesial = produtoDasCombinacoes * Imesial;
892 produtorioProbabilidadeDeCoberturaDistal = produtoDasCombinacoes * Idistal;
893
894 somatorioProbabilidadesDeCobertura = somatorioProbabilidadesDeCobertura +
produtorioProbabilidadeDeCobertura;
895 somatorioProbabilidadesDeCoberturaMesial =
somatorioProbabilidadesDeCoberturaMesial +
produtorioProbabilidadeDeCoberturaMesial;
896 somatorioProbabilidadesDeCoberturaDistal =
somatorioProbabilidadesDeCoberturaDistal +
produtorioProbabilidadeDeCoberturaDistal;
897
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898 produtorioComprimentosDosIntervalos = produtoDasCombinacoes *
larguraDoIntervalo(intervalo);
899 somatorioComprimentosDosIntervalos = somatorioComprimentosDosIntervalos +
produtorioComprimentosDosIntervalos;
900 }
901 MeanLhati = MeanLhati / (1.0 * numeroDeLinhasDaMatrizBeta);
902 MeanLhats = MeanLhats / (1.0 * numeroDeLinhasDaMatrizBeta);
903 Meanvari = Meanvari / (1.0 * numeroDeLinhasDaMatrizBeta);
904 Meanvars = Meanvars / (1.0 * numeroDeLinhasDaMatrizBeta);
905
906 MSEi = 0;
907 MSEs = 0;
908
909 for (contadorDeLinhasDaMatrizBeta = 0; contadorDeLinhasDaMatrizBeta <
numeroDeLinhasDaMatrizBeta; contadorDeLinhasDaMatrizBeta ++) {
910
911 MSEi += pow(( vectorDosLhati[contadorDeLinhasDaMatrizBeta] - trueEffect) , 2);
912 MSEs += pow(( vectorDosLhats[contadorDeLinhasDaMatrizBeta] - trueEffect), 2);
913
914 }
915
916 Biasi = MeanLhati - trueEffect;
917 Biass = MeanLhats - trueEffect;
918
919 MSEi = MSEi / numeroDeLinhasDaMatrizBeta;
920 MSEs = MSEs / numeroDeLinhasDaMatrizBeta;
921
922 fprobabilidadesDeCobertura[contadorDeLinhasDaMatrizP] =
somatorioProbabilidadesDeCobertura;
923 fprobabilidadesDeCoberturaMesial[contadorDeLinhasDaMatrizP] =
somatorioProbabilidadesDeCoberturaMesial;
924 fprobabilidadesDeCoberturaDistal[contadorDeLinhasDaMatrizP] =
somatorioProbabilidadesDeCoberturaDistal;
925 fcomprimentosDosIntervalos[contadorDeLinhasDaMatrizP] =
somatorioComprimentosDosIntervalos;
926
927 somatorioProbabilidadesDeCobertura = 0;
928 somatorioProbabilidadesDeCoberturaMesial = 0;
929 somatorioProbabilidadesDeCoberturaDistal = 0;
930 somatorioComprimentosDosIntervalos = 0;
931
932
933 }
934
935 CP = 1.0 * acumuladorDeUnsDaIndicatriz / (numeroDeLinhasDaMatrizP *
numeroDeLinhasDaMatrizBeta);
936 CPMesial = 1.0 * acumuladorDeUnsDaIndicatrizMesial / (numeroDeLinhasDaMatrizP *
numeroDeLinhasDaMatrizBeta);
937 CPDistal = 1.0 * acumuladorDeUnsDaIndicatrizDistal / (numeroDeLinhasDaMatrizP *
numeroDeLinhasDaMatrizBeta);
938
939 printf("MeanLhati ,MeanLhats ,Meanvari ,Meanvars ,Biasi ,Biass ,MSEi ,MSEs ,CP, CPMesial ,
CPDistal\n");
940 printf("Medidas ,%lf ,%lf ,%lf ,%lf ,%lf ,%lf ,%lf ,%lf ,%lf ,%lf , %lf\n", MeanLhati ,
MeanLhats , Meanvari , Meanvars , Biasi , Biass , MSEi , MSEs , CP, CPMesial ,
CPDistal);
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941
942 SET_VECTOR_ELT(resultado , 0, probabilidadesDeCobertura);
943 SET_VECTOR_ELT(resultado , 1, comprimentosDosIntervalos);
944 SET_VECTOR_ELT(resultado , 2, probabilidadesDeCoberturaMesial);
945 SET_VECTOR_ELT(resultado , 3, probabilidadesDeCoberturaDistal);
946
947
948
949 UNPROTECT (14);
950
951 free(Lhati);
952 free(Lhats);
953 free(vari);
954 free(vars);
955 return(resultado);
956
957 }
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Script em linguagem R que chama as func¸o˜es implementadas na biblioteca
em linguagem C, para maximizac¸a˜o de velocidade de processamento
1 #=======================================================================================
2 # Meta-ana´lise - Modelo de efeito fixo
3 # Me´todos: Wald classico (variante-0) e Wald ajustado (variantes-1,2,3,4)
4 # Wald cla´ssico com transformac¸~ao Logit e Duplo arco-seno
5 #=======================================================================================
6
7 #=======================================================================================
8 # Carregamento da biblioteca de func¸~oes desenvolvidas em linguagem C para aumento da
9 # velocidade da execuc¸~ao dos procedimentos de ca´lculo
10 #=======================================================================================
11
12 dyn.load("LibraryScriptCoverageProbabilityMetaAnalysisFixRand.so")
13
14 N = 200000
15 n.vec = c(n1, n2 , ... , nk)
16 k=length(n.vec)
17
18 metodo = "wald"
19 submetodo = variante -j , j=0,1,2,3,4
20
21 conf.level = 0.95
22 z = abs(qnorm((1-conf.level)/(2)))
23
24
25 #=======================================================================================
26 # Matriz pmatriz = U - Vetor com dimens~ao 1 x k
27 #=======================================================================================
28
29
30 nomeDaMatrizDeProbabilidades = "U"
31
32 if(nomeDaMatrizDeProbabilidades == "U") {
33 load("pmatriz.output")
34 }
35
36 load("xMatriz.output")
37
38 xVector = as.vector(t(xMatriz))
39
40
41 # Pesos para as variantes-3,4
42
43 hiPesos34 = function(k, n, z, x){
44 if(x==0 || x==n){
45 hi = ((z^2) /2) * (1 + 1 / k)
46 }
47 else {
48 hi = ((z^2) /2) * (1 / k)
49 }
50 }
51
52
53 # Peso para a variante-0
54
55 hiPesos0 = function(k, n, z, x){
56 return (0)
57 }
58
59
60 # Peso para a variante-1
61
62 hiPesos1 = function(k, n, z, x){
63 hi = 2.0 /(1.0 * k)
64 }
65
66
67 # Peso para a variante-2
68 \
69 hiPesos2 = function(k, n, z, x){
70 hi = z^2/ (2.0 * k)
71 }
72
73 hiPesos = hiPesos0
74
75 hVector = mapply(hiPesos , k, n.vec , z , xVector)
76 p_i_tilde_var1_Vector = (xVector+hVector)/(n.vec+2*hVector)
77 p_i_tilde_var1_Vector[p_i_tilde_var1_Vector ==0] = 0.0005
78 p_i_tilde_var1_Vector[p_i_tilde_var1_Vector ==1] = 0.9995
79
80
81
82
83
84
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85 #=======================================================================================
86 # Me´todo de Wald ajustado - Efeito fixo
87 #=======================================================================================
88
89
90 var_pi_Vector = (p_i_tilde_var1_Vector * (1 - p_i_tilde_var1_Vector)) / (n.vec + 2
* hVector)
91
92 wiVector = 1 /var_pi_Vector
93 dimensoesFinais = dim(xMatriz)
94 wiMatriz = matrix(wiVector , nrow = dimensoesFinais [1], ncol = dimensoesFinais [2],
byrow = TRUE)
95 Wi_Sum_Vector = as.vector(rowSums(wiMatriz))
96 beta.vec = wiMatriz / Wi_Sum_Vector
97 p = beta.vec*p_i_tilde_var1_Vector
98
99
100 #=======================================================================================
101 # Me´todo de Wald ajustado - Efeitos aleato´rios
102 #=======================================================================================
103
104 var_pi_Vector = (p_i_tilde_var1_Vector * (1 - p_i_tilde_var1_Vector)) / (n.vec + 2
* hVector)
105 wiVector = 1 /var_pi_Vector
106 dimensoesFinais = dim(xMatriz)
107 wiMatriz = matrix(wiVector , nrow = dimensoesFinais [1], ncol = dimensoesFinais [2],
byrow = TRUE)
108 var_pi_matriz = matrix(var_pi_Vector , nrow = dimensoesFinais [1], ncol =
dimensoesFinais [2], byrow = TRUE)
109 Wi_Sum_Vector = as.vector(rowSums(wiMatriz))
110 wiMatrizQuadrado = (wiMatriz)^2
111 wi_Sum_MatrizQuadrado = as.vector(rowSums(wiMatrizQuadrado))
112 matrizU = Wi_Sum_Vector - wi_Sum_MatrizQuadrado/ Wi_Sum_Vector
113
114 pi_tilde_matriz = matrix(p_i_tilde_var1_Vector , nrow = dimensoesFinais [1], ncol =
dimensoesFinais [2], byrow = TRUE)
115 Q1 = rowSums(wiMatriz*(pi_tilde_matriz )^2)
116 Q2 = rowSums(wiMatriz*(pi_tilde_matriz))
117
118 matrizQ = Q1- Q2^2 / Wi_Sum_Vector
119
120 numeradorTauQuadrado = matrizQ - (k-1)
121 numeradorTauQuadrado[numeradorTauQuadrado <= 0] = 0
122 TauQuadrado = numeradorTauQuadrado / matrizU
123
124 wiRND = 1 / (1 / wiMatriz + TauQuadrado)
125 WiRND_Sum = as.vector(rowSums(wiRND))
126
127 var_RND = 1/ WiRND_Sum
128
129
130 beta.vec = wiRND / WiRND_Sum
131
132 var_com_linear = (beta.vec^2 * var_pi_matriz)
133 var_RND_Linear = rowSums(var_com_linear)
134
135
136 #=======================================================================================
137 # Me´todo de Wald com transformac¸~ao Logit - Efeito fixo
138 #=======================================================================================
139
140 logit_p_i_tilde_var1_Vector = log(p_i_tilde_var1_Vector / (1- p_i_tilde_var1_Vector
))
141 bi = (n.vec + 2*hVector) * p_i_tilde_var1_Vector * (1 - p_i_tilde_var1_Vector)
142
143 dimensoesFinais = dim(xMatriz)
144 biMatriz = matrix(bi, nrow = dimensoesFinais [1], ncol = dimensoesFinais [2], byrow =
TRUE)
145 bi_Sum_Vector = as.vector(rowSums(biMatriz))
146
147 var_logit_p_i_tilde_var1_Vector = 1 / bi_Sum_Vector
148
149 betaLogit.vec = biMatriz / bi_Sum_Vector
150
151
152 #=======================================================================================
153 # Me´todo de Wald com transformac¸~ao Logit - Efeitos aleato´rios
154 #=======================================================================================
155
156 logit_p_i_tilde_var1_Vector = log(p_i_tilde_var1_Vector / (1- p_i_tilde_var1_Vector
))
157 bi = (n.vec + 2*hVector) * p_i_tilde_var1_Vector * (1 - p_i_tilde_var1_Vector)
158
159 var_Logit_pi_tilde_var1_Vector = 1/bi
160 dimensoesFinais = dim(xMatriz)
161 biMatriz = matrix(bi, nrow = dimensoesFinais [1], ncol = dimensoesFinais [2], byrow =
TRUE)
162 bi_Sum_Vector = as.vector(rowSums(biMatriz))
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163
164 biMatrizQuadrado = (biMatriz)^2
165 bi_Sum_MatrizQuadrado = as.vector(rowSums(biMatrizQuadrado))
166 matrizU = bi_Sum_Vector - bi_Sum_MatrizQuadrado / bi_Sum_Vector
167
168 logit_p_i_tilde_var1_Matriz = matrix(logit_p_i_tilde_var1_Vector , nrow =
dimensoesFinais [1], ncol = dimensoesFinais [2], byrow = TRUE)
169 Q1 = rowSums(biMatriz*(logit_p_i_tilde_var1_Matriz )^2)
170 Q2 = rowSums(biMatriz*(logit_p_i_tilde_var1_Matriz ))
171 matrizQ = Q1- Q2^2 / bi_Sum_Vector
172
173 numeradorTauQuadrado = matrizQ - (k-1)
174 numeradorTauQuadrado[numeradorTauQuadrado <= 0] = 0
175 TauQuadrado = numeradorTauQuadrado / matrizU
176
177 biRND = 1 / (1 / biMatriz + TauQuadrado)
178 biRND_Sum = as.vector(rowSums(biRND))
179
180 var_Logit_P = 1/ biRND_Sum
181
182 betaisRndLogit = biRND / biRND_Sum
183
184
185 #=======================================================================================
186 # Me´todo de Wald com transformac¸~ao Duplo Arco-seno - Efeito fixo
187 #=======================================================================================
188
189 ti = asin(sqrt(xVector / (n.vec + 2 * hVector + 1))) + asin(sqrt(( xVector + 1) / (n
.vec + 2 * hVector + 1)))
190 var_ti_Vector = 1 / (n.vec + 2 * hVector + 0.5)
191 wiVector = 1 /var_ti_Vector
192
193 dimensoesFinais = dim(xMatriz)
194 wiMatriz = matrix(wiVector , nrow = dimensoesFinais [1], ncol = dimensoesFinais [2],
byrow = TRUE)
195
196 Wi_Sum_Vector = as.vector(rowSums(wiMatriz))
197 betaLogit.vec = wiMatriz / Wi_Sum_Vector
198 betaLogit.vec
199
200
201 #=======================================================================================
202 # Me´todo de Wald com transformac¸~ao Duplo Arco-seno - Efeitos aleato´rios
203 #=======================================================================================
204
205 ti = asin(sqrt(xVector / (n.vec + 2 * hVector + 1))) + asin(sqrt(( xVector + 1) / (n
.vec + 2 * hVector + 1)))
206 var_ti_Vector = 1 / (n.vec + 2*hVector + 0.5)
207
208 bi = (n.vec + 2*hVector) + 0.5
209
210 var_ti = 1 / bi
211
212 dimensoesFinais = dim(xMatriz)
213 biMatriz = matrix(bi, nrow = dimensoesFinais [1], ncol = dimensoesFinais [2], byrow =
TRUE)
214 bi_Sum_Vector = as.vector(rowSums(biMatriz))
215
216 biMatrizQuadrado = (biMatriz)^2
217 bi_Sum_MatrizQuadrado = as.vector(rowSums(biMatrizQuadrado))
218 matrizU = bi_Sum_Vector - bi_Sum_MatrizQuadrado / bi_Sum_Vector
219
220 ti_Matriz = matrix(ti, nrow = dimensoesFinais [1], ncol = dimensoesFinais [2], byrow
= TRUE)
221
222 Q1 = rowSums(biMatriz*(ti_Matriz)^2)
223 Q2 = rowSums(biMatriz*(ti_Matriz))
224 matrizQ = Q1- Q2^2 / bi_Sum_Vector
225
226 numeradorTauQuadrado = matrizQ - (k-1)
227 numeradorTauQuadrado[numeradorTauQuadrado <= 0]= 0
228 TauQuadrado = numeradorTauQuadrado / matrizU
229
230 biRND = 1 / (1 / biMatriz + TauQuadrado)
231 biRND_Sum = as.vector(rowSums(biRND))
232
233 var_t_Rnd = 1/ biRND_Sum
234
235 betaisRnd = biRND / biRND_Sum
236
237 pooled_t = rowSums(betaisRnd * ti_Matriz)
238
239 #=======================================================================================
240
241 cat("\n\n\n\n\n\n");
242 cat("Metodo: ", metodo , "\n")
243 cat("Sub -metodo: ", submetodo , "\n")
244 cat("Vector n.vec: ", n.vec ,"\n")
245 cat("Nivel de confianca: ", conf.level ,"\n")
252 Apeˆndice D
246
247
248 resultado = .Call("IC_cobertura_e_comprimento", xMatriz , metodo , submetodo , beta.
vec , n.vec , pmatriz , lambda , z)
249
250 if (!(is.null(resultado))) {
251 cat("Probabilidade de cobertura Rmean: ", resultado [[1]],"\n\n\n")
252 save(resultado ,file="resultado")
253 } else {
254 cat("\n\nErro - Metodo desconhecido: ", metodo , "\n")
255 }
253
D.3 Ca´lculo das probabilidades de cobertura - representac¸a˜o
gra´fica
Script em linguagem R que implementa o ca´lculo das probabilidades de co-
bertura e na˜o-cobertura, para uma proporc¸a˜o.
1 #=======================================================================================
2 # Script para calcular as probabilidades de cobertura e n~ao-cobertura para uma proporc¸~ao
3 #
4 # x = Nu´mero de sucessos
5 # n = Dimens~ao da amostra
6 # conf.level = Grau de confianc¸a
7 #
8 # Output:
9 # me´dia das CP = probabilidade de cobertura
10 # ncpMesial = probabilidade de n~ao-cobertura mesial (direita)
11 # ncpDistal = probabilidade de n~ao-cobertura distal (esquerda)
12 #=======================================================================================
13
14 p.vector = runif (5000 , 0.0001 , 0.5)
15 load("p.vector")
16
17 #=======================================================================================
18 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de Wald cla´ssico
19 #=======================================================================================
20
21 wald = function(x, n, conf.level) {
22 n = rep(n, length(x))
23 z = abs(qnorm(1 - (1 - conf.level) / 2))
24 estimador_de_p = x / n
25
26 limite_Inferior = estimador_de_p - z * sqrt(estimador_de_p * (1 - estimador_de_p)
/ n)
27 if(limite_Inferior [1] < 0) {
28 limite_Inferior [1] = 0
29 }
30
31 limite_Superior = estimador_de_p + z * sqrt(estimador_de_p * (1 - estimador_de_p)
/ n)
32 if(limite_Superior [1] > 1) {
33 limite_Superior [1] = 1
34 }
35
36 resultado = data.frame(metodo = "Wald", x = x, n = n, p.hat = x / n,
37 lim_inf = limite_Inferior , lim_sup = limite_Superior)
38 return(resultado)
39 }
40
41
42 #=======================================================================================
43 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de Wilson-score
44 #=======================================================================================
45
46 wilsonScore = function(x, n, conf.level) {
47 if (( length(x) != length(n))) {
48 m = cbind(x = x, n = n)
49 x = m[, "x"]
50 n = m[, "n"]
51 }
52
53 z = abs(qnorm(1 - (1 - conf.level) / 2))
54 estimador_de_p = (x + (z ^ 2) / 2) / (n + z ^ 2)
55 Limite_Inferior = estimador_de_p - (z / (n + z ^ 2)) * sqrt((z ^ 2) / 4 + (x * (n
- x)) / n)
56 Limite_Superior = estimador_de_p + (z / (n + z ^ 2)) * sqrt((z ^ 2) / 4 + (x * (n
- x)) / n)
57 cis = cbind(Limite_Inferior , Limite_Superior)
58 resultado = data.frame(metodo = "score", x = x, n = x, estimativa_p = estimador_
de_p,
59 lim_inf = cis[, 1], lim_sup = cis[, 2])
60 return(resultado)
61 }
62
63
64 #=======================================================================================
65 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de Wilson-score-Yu
66 #=======================================================================================
67
68 wilsonScoreYu = function(x, n, conf.level) {
254 Apeˆndice D
69 if (( length(x) != length(n))) {
70 m = cbind(x = x, n = n)
71 x = m[, "x"]
72 n = m[, "n"]
73 }
74
75 z = abs(qnorm(1 - (1 - conf.level) / 2))
76 estimador_de_p = 0.5 + ((n + (z ^ 4) / 53) * (x / n - 0.5)) / (n + z ^ 2)
77 Limite_Inferior = estimador_de_p - (z / (n + z ^ 2)) * sqrt((z ^ 2) / 4 + (x * (n
- x)) / n)
78 Limite_Superior = estimador_de_p + (z / (n + z ^ 2)) * sqrt((z ^ 2) / 4 + (x * (n
- x)) / n)
79 cis = cbind(Limite_Inferior , Limite_Superior)
80 resultado = data.frame(metodo = "scoreYu", x = x, n = x, estimativa_p = estimador
_de_p,
81 lim_inf = cis[, 1], lim_sup = cis[, 2])
82 return(resultado)
83 }
84
85
86 #=======================================================================================
87 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de confianc¸a de Agresti-Coull
88 #=======================================================================================
89
90 agrestCoull = function(x, n, conf.level) {
91 if (( length(x) != length(n))) {
92 m = cbind(x = x, n = n)
93 x = m[, "x"]
94 n = m[, "n"]
95 }
96
97 z = (abs(qnorm(1 - (1 - conf.level) / 2)))
98 estimador_de_p = (x + 2) / (n + 4)
99 Limite_Inferior = estimador_de_p - z * sqrt(( estimador_de_p * (1 - estimador_de_p
)) / (n + 4))
100 Limite_Superior = estimador_de_p + z * sqrt(( estimador_de_p * (1 - estimador_de_p
)) / (n + 4))
101 cis = cbind(Limite_Inferior , Limite_Superior)
102 resultado = data.frame(metodo = "Agresti -Coull", x = round(x + 2, 0), n = round(n
+ 4, 0), estimativa_p = (x + 2) / (n + 4), lim_inf = cis[, 1], lim_sup = cis
[, 2])
103 return(resultado)
104 }
105
106
107 #=======================================================================================
108 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de confianc¸a de Chen
109 #=======================================================================================
110
111 chen = function(x, n, conf.level) {
112 if (( length(x) != length(n))) {
113 m = cbind(x = x, n = n)
114 x = m[, "x"]
115 n = m[, "n"]
116 }
117
118 z = (abs(qnorm(1 - (1 - conf.level) / 2)))
119 estimador_de_p = (x + z ^ 2 / 2) / (n + z ^ 2)
120 Limite_Inferior = estimador_de_p - (z / (n + z ^ 2)) * sqrt((x + (z ^ 2) / 2) * (
n - x + (z ^ 2) / 2) / (n + z ^ 2))
121 if(Limite_Inferior [1] < 0) {
122 Limite_Inferior [1] = 0
123 }
124 Limite_Superior = estimador_de_p + (z / (n + z ^ 2)) * sqrt((x + (z ^ 2) / 2) * (
n - x + (z ^ 2) / 2) / (n + z ^ 2))
125 if(Limite_Superior [1] > 1) {
126 Limite_Superior [1] = 1
127 }
128 cis = cbind(Limite_Inferior , Limite_Superior)
129 resultado = data.frame(metodo = "Chen", x = round(x + 2, 0), n = round(n + 4, 0),
estimativa_p = (x + 2) / (n + 4), lim_inf = cis[, 1], lim_sup = cis[, 2])
130 return(resultado)
131 }
132
133
134 #=======================================================================================
135 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de confianc¸a de Borkwof
136 #=======================================================================================
137
138 borkowf = function(x, n, conf.level) {
139 if (( length(x) != length(n))) {
140 m = cbind(x = x, n = n)
141 x = m[, "x"]
142 n = m[, "n"]
143 }
144
145 z = abs(qnorm(1 - (1 - conf.level) / 2))
255
146 estimador_de_p_inf = (x) / (n + 1)
147 estimador_de_p_sup = (x + 1) / (n + 1)
148 Limite_Inferior = estimador_de_p_inf - z * sqrt(estimador_de_p_inf * (1 -
estimador_de_p_inf) / (n + 1))
149 Limite_Superior = estimador_de_p_sup + z * sqrt(estimador_de_p_sup * (1 -
estimador_de_p_sup) / (n + 1))
150 cis = cbind(Limite_Inferior , Limite_Superior)
151 resultado = data.frame(metodo = "Borkwof", x = round(x + z ^ 2 / 2, 0), n = round
(n + 1, 0), estimativa_p_inf = (x) / (n + 1), estimativa_p_sup = (x + 1) / (n
+ 1), lim_inf = cis[, 1], lim_sup = cis[, 2])
152 return(resultado)
153 }
154
155
156 #=======================================================================================
157 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de confianc¸a de Bohning
158 #=======================================================================================
159
160 bohning = function(x, n, conf.level) {
161 if (( length(x) != length(n))) {
162 m = cbind(x = x, n = n)
163 x = m[, "x"]
164 n = m[, "n"]
165 }
166 h = 2
167 z = (abs(qnorm(1 - (1 - conf.level) / 2)))
168 estimador_de_p = (x + h) / (n + 2 * h)
169 Limite_Inferior = estimador_de_p - z * sqrt((n * estimador_de_p * (1 - estimador_
de_p)) / (n + 2 * h) ^ 2)
170 Limite_Superior = estimador_de_p + z * sqrt((n * estimador_de_p * (1 - estimador_
de_p)) / (n + 2 * h) ^ 2)
171 cis = cbind(Limite_Inferior , Limite_Superior)
172 resultado = data.frame(metodo = "Bohning", x = round(x + 2, 0), n = round(n + 4,
0), estimativa_p = (x + 2) / (n + 4), lim_inf = cis[, 1], lim_sup = cis[, 2])
173 return(resultado)
174 }
175
176
177 #=======================================================================================
178 # Uma proporc¸~ao - Func¸~ao para calcular o intervalo de confianc¸a de Andre´s et al.
179 #=======================================================================================
180
181 andres = function(x, n, conf.level) {
182 if (( length(x) != length(n))) {
183 m = cbind(x = x, n = n)
184 x = m[, "x"]
185 n = m[, "n"]
186 }
187
188 z = abs(qnorm(1 - (1 - conf.level) / 2))
189 if(x == n) {
190 hi = z ^ 2
191 }
192 else {
193 hi = z ^ 2 / 2
194 }
195 if(x == 0) {
196 hs = z ^ 2
197 }
198 else {
199 hs = z ^ 2 / 2
200 }
201
202 estimador_de_pi = (x + hi) / (n + 2 * hi)
203 estimador_de_ps = (x + hs) / (n + 2 * hs)
204 Limite_Inferior = estimador_de_pi - z * sqrt(estimador_de_pi * (1 - estimador_de_
pi) / (n + 2 * hi))
205 Limite_Superior = estimador_de_ps + z * sqrt(estimador_de_ps * (1 - estimador_de_
ps) / (n + 2 * hs))
206 cis = cbind(Limite_Inferior , Limite_Superior)
207 resultado = data.frame(metodo = "Andres", x = x, n = x, estimativa_p = estimador_
de_pi,
208 lim_inf = cis[, 1], lim_sup = cis[, 2])
209 return(resultado)
210 }
211
212
213 #=======================================================================================
214 # Func¸~ao para calcular a probabilidade de cobertura para os va´rios me´todos
215 #=======================================================================================
216
217 metodo = c("wald", "wilson -score", "wilson -score -Yu", "agrest -Coull", "chen", "
borkowf", "bohning", "andres")
218
219 exact.coverage = function(p, n, conf.level) {
220
256 Apeˆndice D
221 x = c(0: n)
222 c.interval = metodo(x, n, conf.level)
223 mu = 1 / 2
224 cp = 0
225 ncpMesial = 0
226 ncpDistal = 0
227 lmean = 0
228
229 for (x in 0 : n) {
230 if(c.interval[x + 1, 5] < 0) {
231 c.interval[x + 1, 5] = 0
232 }
233 if(c.interval[x + 1, 6] > 1) {
234 c.interval[x + 1, 6] = 1
235 }
236 # Ca´lculo do Lmean
237 lmean = lmean + (dbinom(x, n, p)) * (c.interval[x + 1, 6] - c.interval[x + 1,
5])
238 # Ca´lculo das probabilidades de cobertura e n~ao-cobertura
239 if ((c.interval[x + 1, 5] < p) & (p < c.interval[x + 1, 6])) {
240 cp = cp + dbinom(x, n, p)
241 }
242 else {
243 if ((p <= mu) && (c.interval[x + 1, 6] < p)) {
244 ncpMesial = ncpMesial + dbinom(x, n, p)
245 }
246 else {
247 ncpDistal = ncpDistal + (dbinom(x, n, p))
248 }
249 }
250 }
251 resultado_ncp = c(cp, ncpMesial , ncpDistal , lmean)
252 return(resultado_ncp)
253 }
254
255 many.exact.coverage = function(p.vector , n, conf.level) {
256 sapply(p.vector , exact.coverage , n, conf.level)
257 }
258
259
260 #=======================================================================================
261 # Ca´lculo das probabilidades de cobertura e n~ao-cobertura exatas
262 #=======================================================================================
263
264 n = 109
265 conf.level = 0.99
266
267 cpmetodo = t(many.exact.coverage(p.vector , n, conf.level))
268 colnames(cpmetodo) = c("cp", "ncpMesial", "ncpDistal", "lmean")
269 Mean = colMeans(cpmetodo)
270 Rmean = round(Mean [1] * 100, 1)
271 Rmin = round(min(cpmetodo[, 1]) * 100, 1)
272 R = cpmetodo[, 1]
273 R93 = round(length(R[R < (conf.level - 0.02)]) / length(R) * 100, 1)
274 Lmean = round(Mean[4], 2)
275 Mesial = round(Mean [2] * 100, 2)
276 Distal = round(Mean [3] * 100, 2)
277 Qmean = round(Mean [2] / (1 - Mean [1]), 3)
278
279 cbind(Rmean , Rmin , R93 , Lmean , Mesial , Distal , Qmean)
280
281 #==================================================================
282
283 plot(p.vector , cpScoreYu[, 1], xlab = "Valores de p", ylab = "Probabilidade de
cobertura", main = "95% IC", lty = 2, cex = 1, cex.axis = 0.8, las = 1, col.lab
= 1, type = "l", col = "blue", ylim = c(0.80, 1.0))
284 lines(p.vector , cpScore[, 1], type = "l", col = "red")
285 lines(p.vector , cpAgrestCoull , type = "l", col = "orange")
286 abline(h = conf.level)
287
288 legend (0.1, 0.9, legend = c("Wilson score -Yu", "Wilson score"),
289 col = c("blue", "red"), pt.cex = 2, lty = c(2, 1), bty = "n")
290
291
292 #=======================================================================================
293 # Uma proporc¸~ao - Representac¸~ao das probabilidades de cobertura
294 #=======================================================================================
295
296 # Dimens~ao da amostra
297 n = 30
298 # Simulac¸~ao
299 p = seq (0.001 , 0.5, by = 0.001)
300
301 conf.level = 0.95
302 cpWald95 = t(many.exact.coverage.wald(p, n, conf.level))
303 cpScoreYu95 = t(many.exact.coverage.scoreYu(p, n, conf.level))
304 cpBohning95 = t(many.exact.coverage.bohning(p, n, conf.level))
257
305 cpChen95 = t(many.exact.coverage.chen(p, n, conf.level))
306
307
308 par(mfrow = c(4, 3))
309
310 plot(p, cpWald95[, 1], xlab = "", ylab = "", main = "IC -95%", lty = 1, cex = 1, cex
.axis = 1.1, las = 1, col.lab = 1, type = "l", col = "blue", ylim = c(0.70,
0.99))
311 abline(h = 0.95, col = "red")
312
313 plot(p, cpScoreYu95[, 1], xlab = "", ylab = "", main = "IC -95%", lty = 1, cex = 1,
cex.axis = 1.1, las = 1, col.lab = 1, type = "l", col = "blue", ylim = c(0.91,
1.0))
314 abline(h = 0.95, col = "red")
315
316 plot(p, cpBohning95[, 1], xlab = "", ylab = "", main = "IC -95%", lty = 1, cex = 1,
cex.axis = 1.0, las = 1, col.lab = 1, type = "l", col = "blue", ylim = c(0.90,
1.0))
317 abline(h = 0.95, col = "red")
318
319
320 plot(p, cpChen95[, 1], xlab = "", ylab = "", main = "IC -95%", lty = 1, cex = 1, cex
.axis = 1.0, las = 1, col.lab = 1, type = "l", col = "blue", ylim = c(0.92,
1.0))
321 abline(h = 0.95, col = "red")
322
323
324 lines(p.vector , cpScore[, 1], type = "l", col = "red")
325 lines(p.vector , cpAgrestCoull , type = "l", col = "orange")
326
327
328 #=======================================================================================
329 # Uma proporc¸~ao - Representac¸~ao dos valores esperados dos limites do IC de Wilson-score
330 #=======================================================================================
331
332 scoreLimites =function(p,n,conf.level){
333 z = abs(qnorm(1-(1-conf.level)/2))
334 Linf = 0
335 Lsup = 0
336 for (x in 0:n){
337 a=(x+ (z^2)/2)/(n+(z^2))
338 var =(x*(n-x))/n + (z^2)/4
339 b = z/(n+(z^2))
340 Linf = Linf + (a - b*sqrt(var)) * (dbinom(x,n,p))
341 Lsup = Lsup + (a + b*sqrt(var)) * (dbinom(x,n,p))
342 }
343 resultado = c(Linf , Lsup)
344
345 return(resultado)
346
347 }
348
349 #Input
350 n=10
351 conf.level =0.95
352 p.vector=seq (0 ,1 ,0.01)
353 scoreLim = sapply(p.vector , scoreLimites , n, conf.level)
354
355 plot(p.vector , scoreLim [,1], ylim=c(0,1), type="l", col="blue", xlab="p", cex=1,
cex.axis =1.0, las=1, ylab=expression(paste(E(L[inf]), " , ", E(L[sup]), " , ",
E(M[s]), " , " , E(hat(p)) )))
356
357 lines(p.vector , scoreLim [,2], col="blue")
358 lines(p.vector , p.vector , lty=2)
359
360 EMs= (n*p.vector + 0.5 * z^2) / (n+z^2)
361
362 lines(p.vector , EMs , lty=2, lwd=1.1, col="blue")
363
364 legend (0.70 , 0.20, legend = expression(paste(E(L[inf]) , ", ", E(L[sup])) ), cex
=1.0,
365 col = c("blue", "blue"), pt.cex=2, lty = c(1,1), bty="n")
366 legend (0.70 , 0.15, legend = expression(paste(E(M[s]))), cex=1.0,
367 col = c("blue"), pt.cex=2, lty = 2, bty="n")
368 legend (0.70 , 0.10, legend = expression(paste(E(hat(p)))), cex=1.0,
369 col = c("black"), pt.cex=2, lty = 2, bty="n")
370
371 legend (0.0, 0.90, legend = expression(paste(E(L[inf]) , ", ", E(L[sup])) ), cex
=1.0,
372 col = c("red", "red"), pt.cex=2, lty = c(1,1), bty="n")
373 legend (0.0, 0.85, legend = expression(paste(E(M[sY]))), cex=1.0,
374 col = c("red"), pt.cex=2, lty = 2, bty="n")
375
376
377
378
379
258 Apeˆndice D
380 #=======================================================================================
381 # Combinac¸~ao linear (k=2) - Representac¸~ao das probabilidades de cobertura em func¸~ao de L
382 #=======================================================================================
383
384 beta1=c(1 ,0.5 ,0.01)
385 beta2=c(-2,3,0.02)
386 lengthBetai = length(beta1)
387 beta=matrix(c(beta1 ,beta2),lengthBetai ,2)
388 par(mfrow=c(2, lengthBetai))
389
390 n1=30
391 n2=30
392 N=50
393
394
395 for (cb in 1: lengthBetai) {
396 beta1=beta[cb ,1]
397 beta2=beta[cb ,2]
398
399 if(beta1 >0 & beta2 >0){
400 cs= beta1+beta2
401 ci=0
402 } else if (beta1 >0 & beta2 <0) {
403 cs=beta1
404 ci=beta2
405 } else if (beta1 <0 & beta2 >0) {
406 cs=beta2
407 ci=beta1
408 } else {
409 cs=0
410 ci=beta1+beta2
411 }
412
413 i=0
414 ResIC=matrix (0,(n1+1)*(n2+1) ,4)
415 for (x1 in 0:(n1))
416 {
417 p1estimado=x1/n1
418 for (x2 in 0:(n2))
419 {
420 i=i+1
421 p2estimado=x2/n2
422 Lestimado=beta1*p1estimado + beta2*p2estimado
423 varLestimado= beta1^2*p1estimado*(1- p1estimado)/n1 + beta2^2*p2estimado*(1-
p2estimado)/n2
424 LimInf= Lestimado - qnorm (0.975 ,0 ,1)*sqrt(varLestimado)
425 LimSup= Lestimado + qnorm (0.975 ,0 ,1)*sqrt(varLestimado)
426 if(LimInf < ci){
427 LimInf = ci
428 }
429 if(LimSup > cs){
430 LimSup = cs
431 }
432 ResIC[i,1]=x1
433 ResIC[i,2]=x2
434 ResIC[i,3]= LimInf
435 ResIC[i,4]= LimSup
436 }
437 }
438 ResIC
439
440 j=1
441 ResPC=matrix (0,(N+1) ,2)
442 si=0
443 sf=beta1+beta2
444 if(beta2 <0) {si=beta2; sf=beta1}
445 for (L in seq(si,sf, by=(sf-si)/N)) {
446 suportei=max(0,(L-beta2)/beta1)
447 suportef=min(1,L/beta1)
448
449 if (beta2 <0) {
450 suportei=max(0,L/beta1)
451 suportef=min((L-beta2)/beta1 ,1)
452 }
453 PCob = 0
454 i = 1
455 sequenciaDePs = seq(suportei ,suportef , by=(suportef -suportei)/N)
456 numeroDeLinhasDaMatrizDePs = length(sequenciaDePs)
457 matrizDePs=matrix(0, numeroDeLinhasDaMatrizDePs ,2)
458
459 for (x1 in 0:n1) {
460 for (x2 in 0:n2) {
461 Prob=0
462 if (L >=ResIC[i,3] & L <=ResIC[i,4]) {
463 contadorDeLinhasDaMatrizDePs = 1
464 for (p1 in sequenciaDePs) {
465
466 p2 = max((L-beta1*p1)/beta2 ,0)
259
467
468 matrizDePs[contadorDeLinhasDaMatrizDePs ,1] = p1
469 matrizDePs[contadorDeLinhasDaMatrizDePs ,2] = p2
470 contadorDeLinhasDaMatrizDePs = contadorDeLinhasDaMatrizDePs + 1
471 Prob= Prob + dbinom(ResIC[i,1], n1 , prob = p1, log = FALSE)* dbinom(ResIC
[i,2], n2, prob = p2 , log = FALSE)/(N+1)
472 }
473 }
474 PCob=PCob + Prob
475 i=i+1
476 }
477 }
478 ResPC[j,1]=L
479 ResPC[j,2]= PCob
480 j=j+1
481 matrizDePs
482 }
483
484 ResPC
485
486
487
488 i=seq(1,(N+1))
489
490 plot(ResPC[i,1],ResPC[i,2], type="l", ylim=c(0,1), xlab="Suporte de L", ylab="
Probabilidade de cobertura", main=bquote(beta [1]==.( round(beta[cb ,1],2))~~~~
beta [2]==.( round(beta[cb ,2],2))))
491
492 abline(h=0.95, lty = 3)
493 }
