Abstract. Conditions are given on the nonnegative data «jc) and g{x, t) such that solutions of the pseudoparabolic inequality
Introduction. In a recent paper [2] the positivity of solutions of the pseudoparabolic equation P[u] = (L -I)u, + Lu=f, (x, t)GD X (0, T), '
u(x, 0) = <f>(jc), x E D, u(x, t) = g(x, t), (x, t) £ W X (0, T), (1.1)
was claimed under the assumption that u(x, t) is a strong solution of (1.1),
that the initial and boundary data $(x) and g(x, t) respectively are nonnegative and f{x, t) < 0. The purpose of this note is to point out a flaw in this theorem and to show that in general the result is not true. Although it is possible to show that the solution of (1.1) will be nonnegative provided restrictions are placed on the data. The fact that this positivity result is not true in general implies that solutions of P[u] = 0 may not satisfy a maximum principle as was claimed in [2] . Indeed we construct a solution of
u(x, t) = g(x, t), (x,t)<ED X(0, T), (1.2) such that 0 < <f>(x), g(x, t) < C, and where u(x, t)> C for some (x, t) E D X (0, T).
Throughout this note we will employ the following notation: Lu= 2 %<*>Ä + iw*>lr-e<** (14>
where L is a uniformly elliptic operator in D whose coefficients he in C{D) and c(x) > 0;
• ) is continuously differentiable, and g(-, t) S C2+a(D), t G [0, 7] , and
We note that the_elliptic operator L -I can be considered as a map from Cq+"(D)^> C(D) and as is well known this mapping has a bounded inverse (L -I)~l which we will denote by -A.
2. A nonpositivity result. In [2] it is claimed that if the data in (1.5) and (1.6) are nonnegative and/ < 0, then the solution u{x, t) of (1.1) is also nonnegative. The proof of this result is broken into two parts. The first, which is correct, covers the case when the data g(x, 0) = 0 = <p(x) for x e 3D. The second part of the proof is an attempt to avoid the above restriction on the data. The argument employed approximates the given data by data which is zero at the corners in an L1 norm and then it is claimed that the approximating solutions will converge to the desired solution. This is incorrect. To force the approximating solutions to converge the data must also converge but in a smoother norm than L2, e.g. W1,2. The convergence in this norm will imply pointwise convergence everywhere of the data and hence the restriction that the data be zero at the corners cannot be removed by this argument. In fact we show below that the solution to (1.1) may become negative. To facilitate our analysis we perform a preliminary calculation. Put« = <r'ü.
(2.1)
Then we have
Since g(x, /) > 0 we have by the maximum principle for_elhptic equations [1] that G{x, t) > 0. We also note that G{x, t) E C2+a(D) n C'(0, T). Note then it is easy to see by Picard alteration that w and hence t> and u are nonnegative on D X (0, T). We remark that if u(x, t) is zero for (x, t) E 3D X {0}, then (2.8) follows. Picard iteration also shows that if h < 0 on D X (0, T) then the solution w of (2.7) also satisfies w < 0. We summarize as follows:
Theorem. Let u(x, t) be the solution to (1.1) where f(x, t) < 0 and the data g(x, t) and </>(*) are nonnegative. If in addition (2.8) holds, then u(x, t) > 0.
We now show that it is possible to pick g(x, t), <f>(x), and f(x, t) so that h(x, t) < 0, h i-0. The <K*) of (2.11) will be used as the initial data in our counterexample.
Lemma 2. Let \p(t) be any continuously differentiable function of t such that 0 < <//(') < 1> <K0) = 1, supp^ c[0, 1], and fV(0 dt <e/e, (2.13)
where e is as in (2.11). Let g(x, t) = <Kx)Ht). Let h(x, t) be defined by (2.7b), where we set fix, t) = 0. Then h(x, t) < 0 in D X [0, T).
Proof.
by (2.3), (2.12), and (2.11).
For this h the solution w of (2.7a) is < 0. Since v = w + G and G (x, t) = 0 for t > 1 we have that v(x, t) < 0 for t > 1. Thus u(x, t) = e'v(x, t) and the solution of (1.1) also takes on negative values.
To see that the maximum principle will not hold in general take L with c(x) = 0. Let w, be the above constructed solution with this L. Set u = cuv Then P[u] =0, (x,t) ED X(0, T), 0 < c -<l>(x) = u(x, 0) < c, x E D 0 < c -i>{t)<^x) = u{x, t) < c, (x, t) E dD X (0, T). (2.15) Since u¡(x, t) becomes negative we have u(x, t) > c for / > 1. 
