In this paper we prove a conjecture of Markman ([Mar11, Conjecture 10.7]) about the shape of the monodromy group of irreducible holomorphic symplectic manifolds of OG10 type. As a corollary, we also compute the locally trivial monodromy group of the underlying singular symplectic variety.
Introduction
An irreducible holomorphic symplectic manifold is a compact Kähler manifold that is simply connected with a unique closed non-degenerate holomorphic 2-form. They are fundamental factors in the Beauville-Bogomolov decomposition of compact Kähler manifolds with trivial canonical bundle. The first example is in dimension 2, where they are all K3 surfaces. It is very difficult to construct examples in higher dimension, and so far only four deformation types are known: two families in any even dimension, namely the K3 [n] and Kum n types; and two sporadic families in dimension 6 and 10, namely the OG6 and OG10 types. The latter is the main object of this paper.
Like K3 surfaces, irreducible holomorphic symplectic manifolds are studied via their second integral cohomology group. More precisely, Beauville, Bogomolov and Fujiki independently noticed that the group H 2 (X, Z), where X is an irreducible holomorphic symplectic manifold, has a natural nondegenerate symmetric bilinear form, which generalises the intersection product on a K3 surface (e.g [Bea83] ). With this bilinear form, H 2 (X, Z) becomes a lattice of signature (3, b 2 (X) − 3). Despite the case of K3 surfaces, it is not unimodular in general, nor it is known to be necessarily even, although it is in fact even in all the known examples. If f ∈ Aut(X) is an automorphism, the pullback f * induces an isomorphism on H 2 (X, Z) that preserves the lattice structure, that is f * is an isometry. Nevertheless, if g ∈ O(H 2 (X, Z)) is an isometry, it has no geometric information in general. The monodromy group Mon 2 (X) is a subgroup of O(H 2 (X, Z)) consisting of geometric isometries (see Definition 1.2 for the precise definition). So, for example, it is known that the action of Aut(X) on H 2 (X, Z) factors via Mon 2 (X). On the other hand, the isometry − id ∈ O(H 2 (X, Z)) is not geometric: this is reflected in the fact that Mon 2 (X) is always contained in the group O + (H 2 (X, Z)) of orientation preserving isometries (see Remark 1.3). From a moduli theory point of view, if M denotes the moduli space of marked irreducible holomorphic symplectic manifolds of fixed dimension and deformation type, then the pairs (X, η) and (X, −η) always belong to different connected components. Here we are very vague about the meaning of geometric, relying on the intuition of the reader. Let us then remark that (some) monodromy operators are closely related to the birational geometry of the manifold itself. In fact, by a non-trivial result of Huybrechts ([Huy99] ), any birational isomorphism induces by pullback a monodromy operator, which moreover preserves the Hodge structure. Vice versa, any monodromy operator that preserves the Hodge structure comes from a birational automorphism, up to some exceptional reflections ([Mar11] ). Exceptional reflections are special reflections associated to divisorial contractions, and they are all monodromy operators thanks to a result of Markman ([Mar13] ). We study some of them arising in the context of manifolds of OG10 type (see Section 3).
The knowledge of the monodromy group is of paramount importance to study any aspect of the geometry of irreducible holomorphic symplectic manifolds. It has been explicitly computed by Markman for manifolds of K3 [n] type (see [Mar08] ), and by Markman and Mongardi for manifolds of Kum n type (see [Mar18] and [Mon16] ). In both cases its exact shape depends on the dimension, but the general feature is that Mon 2 (K3 [n] ) = O + (H 2 (K3 [n] , Z)) (when n − 1 is a prime power), while Mon 2 (Kum n ) ⊂ O + (H 2 (Kum 2 , Z)) has index 2 (when n+1 is a prime power). The last fact is deeply related to the geometry: it reflects the fact that there exist two families of manifolds of Kum n type that are generically non-birational, but Hodge isometric. This phenomenon was noticed by Namikawa in [Nam02] as a counter-example to the birational Torelli theorem. Finally, the monodromy group of manifolds of OG6 type has been recently computed by Mongardi and Rapagnetta ([MR19] ), who showed that it is maximal, i.e. Mon 2 (OG6) = O + (H 2 (OG6, Z)).
In this paper, we address the remaining question of determining the monodromy group of manifolds of OG10 type. It was conjectured by Markman that Mon 2 (OG10) = O + (H 2 (OG10, Z)) (see [Mar11, Conjecture 10.7] ). In [Mon16, Theorem 3.3] Mongardi constructs an orientation preserving isometry that is not of monodromy type: unfortunately the construction is based on the work [MW15] that contains a mistake (see [MW20] ).
Our main result is the following affirmative answer to Markman's conjecture.
Theorem (Theorem 5.4). Let X be an irreducible holomorphic symplectic manifold of OG10 type. Then Mon 2 (X) = O + (H 2 (X, Z)).
We give an explicit description of Mon 2 (X) in terms of generators when X = M S is the O'Grady moduli space, namely the symplectic desingularisation of the moduli space M S of rank 2 sheaves on a projective K3 surface S, with trivial determinant and second Chern class of degree 4 (see Example 1.6).
As a straightforward corollary of this result (see [Mar11, Theorem 1.3]), we get a strong version of the global Torelli theorem.
Corollary (Global Torelli Theorem). Let X and Y be two irreducible holomorphic symplectic manifolds of OG10 type. Then X and Y are bimeromorphic if and only if they are Hodge isometric.
Here we say that X and Y are Hodge isometric if there exists an isometry between H 2 (X, Z) and H 2 (Y, Z) that respects the Hodge decomposition.
Let us outline the proof of Theorem 5.4. The first step consists in producing monodromy operators. Partial results in this direction were obtained by Markman in [Mar10] , where he proved that the group generated by two particular exceptional reflections is contained in the monodromy group. He worked in the family of O'Grady moduli spaces. Working in the same family, we study how the monodromy group of the underlying K3 surface lifts to the monodromy group of the O'Grady moduli space (see Theorem 2.10). This result was expected, but, to the best of the author's knowledge, there is no proof in the literature.
Using non-trivial results in birational geometry, like for example the termination of the minimal model program for irreducible holomorphic symplectic manifolds ([LP16]), and the birational geometry of singular moduli spaces of sheaves on K3 surfaces ([MZ16]), we study in Section 3 monodromy operators arising as exceptional reflections around divisors that are pullback of prime divisors of square −2 on the underlying singular moduli space.
More monodromy operators are constructed using the family of compactified intermediate Jacobian fibrations constructed by Laza, Saccà and Voisin in [LSV17] . If V is a generic cubic fourfold, the LSV compactification of the fibration whose fibres are intermediate Jacobians of smooth linear sections of V is an irreducible holomorphic symplectic manifold of OG10 type. Working in this family, we study how the monodromy of the cubic fourfold lifts to the monodromy of the OG10 manifold. An explicit parallel transport operator between this family and the family of O'Grady moduli spaces is constructed in Section 4.1 (see Theorem 4.6 for the final statement).
If we denote by G ⊂ Mon 2 ( M ) the subgroup generated by all these monodromy operators, in Section 5 we use lattice-theoretic results to prove that G = O + (H 2 ( M , Z)), thus completing the proof.
It follows from this argument that the monodromy group is generated by monodromy operators coming from projective families: this is a highly nontrivial feature. Even though the same statement is true for all the other known examples of irreducible holomorphic symplectic manifolds, it is not clear why this should hold in general.
Finally, using recent developments in the theory of singular symplectic varieties, especially the work of Bakker and Lehn [BL16] , we study the locally trivial monodromy group of the singular O'Grady moduli space M S (see Example 1.6).
Theorem (Theorem 6.1). Let Y be a singular symplectic variety locally trivial deformation equivalent to M S . Then Notations. By lattice we mean a free Z-module L together with a nondegenrate symmetric bilinear form (·, ·) : L × L → Z. We usually simply write x 2 for (x, x). We denote by L(−1) the lattice obtained from L by changing the sign of the bilinear form.
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Since the bilinear form is non-degenerate, there is a canonical embedding L ⊂ L * , where L * = Hom(L, Z) is the dual lattice. The discriminant group A L is the finite group L * /L. If L = H 2 (X, Z) is the Beauville-Bogomolov-Fujiki lattice associated to an irreducible holomorphic symplectic manifold X, then we simply write A X for the discriminant group.
The group of isometries of L is denoted by O(L), while O(L) denotes the subgroup of isometries that act as the identity on the discriminant group. If M ⊂ L is a sublattice, we denote by O(L, M ) the subgroup of isometries g such that g(M ) = M .
An isotropic element is a vector x ∈ L such that x 2 = 0. Finally, U will always denote the hyperbolic plane, i.e. the unique unimodular even lattice of signature (1, 1); A 2 , E 8 and G 2 denote the root lattices associated to the respective Dynkin diagrams. It follows directly from the definition that H 2 (X, Z) is a torsion free Zmodule; it turns out to be a lattice thanks to the Beauville-Bogomolov-Fujiki form q X ( [Bea83] ). This lattice structure is indispensable for studying the geometry of an irreducible holomorphic symplectic manifold X; we refer to [GHJ03] and [Mar11] for a detailed account of results on their geometry.
Let X 1 and X 2 be two irreducible holomorphic symplectic manifolds that are deformation equivalent.
Definition 1.2.
(1) We say that g : H 2 (X 1 , Z) → H 2 (X 2 , Z) is a parallel transport operator if there exists a family p :
1 is the parallel transport inside the local system R 2 p * Z along a path γ from b 1 to b 2 . Here R 2 p * Z is endowed with the Gauss-Manin connection.
(2) If X 1 = X 2 = X and γ is a loop, then the parallel transport is called monodromy operator. Such isometries form a group Mon 2 (X) called monodromy group.
Remark 1.3. For any irreducible holomorphic symplectic manifold X, let us denote by ω X the Kähler class and by σ X the symplectic form. The positive (real) three-space Re(σ X ), Im(σ X ), ω X ⊂ H 2 (X, R) comes then with a preferred orientation (given by this basis). We say that an isometry
is orientation preserving if it preserves this orientation. By definition, any parallel transport operator is orientation preserving. In particular, if O + (H 2 (X, Z)) denotes the group of orientation preserving isometries, then Mon 2 (X) ⊂ O + (H 2 (X, Z)).
Now we recall the construction of two families of irreducible holomorphic symplectic manifolds.
Moduli spaces of sheaves. Let S be a projective K3 surface and v ∈ H even (S, Z) a Mukai vector such that v = 2w and w is primitive, and such that w 2 = 2. For a generic choice of a polarisation H ∈ Pic(S), the moduli space M v (S) of H-semistable sheaves on S is singular exactly at those points corresponding to S-equivalence classes of strictly semistable points. Let us denote by Σ v the singular locus. [Rap08] , [LS06] , [PR13] ).
(1) There exists a symplectic desingularisation π :
is an injective morphism of Hodge structures that preserves the lattice structures. (4) There is an isometry
with the non-degenerate pairing b ((w 1 , m 1 σ), (w 2 , m 2 σ)) = (w 1 , w 2 )−6m 1 m 2 .
Example 1.6 (O'Grady moduli space). Let us fix v = (2, 0, −2). In this case, we use the short notation M S and M S instead of M (2,0,−2) (S) and M (2,0,−2) (S). The locus B S = M S \ M lf S of non-locally free sheaves is a Weil divisor (non-Cartier) and we denote by B S its strict transform. Then
where Σ S is the exceptional divisor of the desingularisation. More precisely, there exists an explicit isometry
The isometry Γ (2,0,−2) ∼ = H 2 ( M S , Z) is explicitly given by the function Remember that the moduli space of smooth cubic fourfolds contains countable many divisors corresponding to special cubic fourfolds (in the sense of Hassett, [Has00]). A priori the theorem does not apply to a general special cubic fourfold, but it needs a specialisation argument. We will need to work with general Pfaffian cubic fourfolds, so we remark that the specialisation argument has already been done in [LSV17] , so the theorem applies to this case. Notice that the theorem holds for the very general cubic fourfold V (again in the sense of Hassett).
Singular symplectic varieties.
Definition 1.9. A singular symplectic variety Y is a normal complex variety such that its regular locus Y reg has a symplectic form that extends holomorphically to any resolution of singularities.
A symplectic resolution of singularities is π : X → Y , where X is an irreducible holomorphic symplectic manifold.
We refer to [BL18] for an up-to-date account of singular symplectic varieties and for further references of the subject. The main and unique example we consider in this paper is the following.
Example 1.10. Let S be a projective K3 surface and v ∈ H even (S, Z) a Mukai vector such that v = 2w and w is primitive, and such that w 2 = 2. For any choice of v-generic polarisation H, the moduli space M v (S) of H-semistable sheaves is a singular symplectic manifold. Moreover, these manifolds always admit a symplectic resolution of singularity.
When the Mukai vector is v = (2, 0, −2), then M v (S) = M S is called singular O'Grady moduli space.
If Y is a singular symplectic variety, the torsion free part of H 2 (Y, Z) is endowed with a non-degenerate symmetric bilinear form turning it into a lattice of singature (3, b 2 (Y ) − 3). This lattice structure is invariant under locally trivial deformations, according to the following definition. 
If the morphism f is smooth, i.e. the family is smooth, then the condition in the definition is trivially satisfied. The most important example for our purpose is the following. Definition 1.13. Let Y be a singular symplectic variety and π : X → Y a symplectic resolution of singularities.
(1) The locally trivial monodromy group Mon 2 (Y ) lt of X is the subgroup of O(H 2 (X, Z)) generated by isometries arising by parallel transport along loops in a locally trivial family of X.
(2) The monodromy group Mon 2 (π) of the desingularisation π is the subgroup of the product O(H 2 (Y, Z)) × O(H 2 (X, Z)) consisting of pairs (g 1 , g 2 ) such that g 1 ∈ Mon 2 (Y ) and g 2 ∈ Mon 2 (X) lt , and such that g 1 • π * = π * • g 2 .
Monodromy operators coming from the family of O'Grady moduli spaces
Let S be a projective K3 surface, H a generic polarisation, M S the O'Grady moduli space and M S its symplectic desingularisation. We refer to Example 1.6 for notations. In particular, we always denote by G 2 (−1) the lattice generated by the divisor B S and the exceptional divisor Σ S .
Recall that
is surjective and O + (H 2 (S, Z)) = Mon 2 (S). We want to show that, given a monodromy operator g ∈ Mon 2 (S), there exists a canonical extensioñ
As we will see, this extension is given by the identity on G 2 (−1).
Let T be a curve and (S, H) a polarised K3 surface. Let S T → T be a deformation family such that S 0 = S for a base point 0 ∈ T and let H T be a line bundle on S T , flat over T , such that H 0 = H. It is known that the set of points t ∈ T such that H t is not ample is finite. Moreover, Perego and Rapagnetta notice in [PR13, Proposition 2.20] that the set of points t ∈ T such that H t is not generic is also finite. We summarise this remark in the following statement for future reference.
Lemma 2.1. Up to removing a finite number of points from T , we can suppose that H t is ample and generic for every t ∈ T In the following we assume that H T satisfies the conditions of Lemma 2.1. Consider the relative moduli space M T → T (resp. M s T ) parametrising rank 2 semistable (resp. stable) sheaves on the fibres of S T → T with trivial determinant and second Chern class equal to 4 (cf. [HL10, Theorem 4.3.7]).
.19] and [PR13, Lemma 2.21]) and we can think of it as a deformation of (singular) moduli spaces. Now, define Σ T := M T \ M s T . As explained in the proof of [PR13, Proposition 2.20], since H t is generic for every t ∈ T , Σ t is an irreducible closed subvariety which coincides with the singular locus of M t .
Remark 2.2. Notice that Σ T has a modular description as the relative second symmetric product Sym 2 S
[2]
T . The singular locus of Σ T is then identified with S
T . This implies that (Σ red ) t = (Σ t ) red for every t ∈ T . By [EH00, Proposition II.2.19] we have that Σ T and (Σ T ) red are flat over T . Blowing up M T at (Σ T ) red yields a projective and flat projection
Notice that a priori it is not obvious that the blowup of the family is the family of the blow-ups: this follows from [PR13, Proposition 2.22]. The family (3) is the deformation family of O'Grady manifolds associated to a deformation of polarised K3 surfaces.
The first remark is the following. Proof. This is clear from the discussion above. In fact, on M T there is the relative exceptional divisor Σ T which is flat over T . The associated class in cohomology is then flat in the local system R 2 p * Z and hence preserved by any parallel transport in the same local system.
Next, we want to understand what is the orbit of the divisor B S under monodromy operators arising from this kind of family. This is more subtle, because the locus B T := M T \ M lf T does not have a modular description as in Remark 2.2. Here and in the following M lf T ⊂ M T is the open subset parametrising locally free sheaves on the fibres of S T → T . We need to work with the Uhlenbeck compactification N ∞ of the Donaldson-Yau moduli space N ∞ of anti-self-dual connections on the differentiable manifold underlying S ([FM94]). Recall that N ∞ exists as a (reduced) projective scheme and there is a regular morphism of schemes
Moreover, N ∞ = N ∞ S (4) where S (4) stands for the fourth symmetric product of S. The morphism φ restricts to an isomorphism M lf
We want to relativise this construction to the family p : M T → T . For this, we need to run the same arguments as in [Li93, Section 1, Section 2] in families.
Let Quot S/T be the Quot scheme of sheaves on the fibres of S T → T and 
Moreover, since H t is assumed to be generic for every t ∈ T , Q t satisfies the hypotheses of [Li93, Proposition 1.7] and therefore the proof is reduced to the proof of [Li93, Proposition 1.7].
With an abuse of notation, we denote by L k the line bundle L k (D T , θ D T ). The pushforward p * Lm k is not locally free in general, but its double dual p * (Lm k ) ∨∨ is always locally free ([Har80, Corollary 1.4]). The proposition above says then that the induced map
is a regular morphism of schemes. Notice that P (p * (Lm k ) ∨∨ ) is flat over T (it is a projective bundle) and that ϕ T is defined fibrewise. Let us define N T as the image of M T via ϕ T . By construction (or by [EH00, Proposition II.2.19]) N T is flat over T and, for every t ∈ T , N t is the Donaldson-Uhlenbeck-Yau moduli space associated to the K3 surface S t . The natural projection
is then a family of Donaldson-Uhlenbeck-Yau moduli spaces. If we put
Remark 2.7. The construction above is not canonical: it depends on the choice of both D T and θ D T , so one should really write ϕ T,D T ,θ D T . Nevertheless, we suppress this dependence from the notation for the sake of clarity. Anyway, when T = Spec(C) is a point, Li noticed that L k (D T , θ D T ) does not depend on D T and θ D T . In particular, for a general base T , the claim is true fibrewise and so, if
We conclude that such an embedded component B T cannot exist and that B T is flat over T . The main result of this section is the following proposition.
Theorem 2.10. Let g ∈ O + (H 2 ( M S , Z)) be such that g( Σ S ) = Σ S and g( B S ) = B S . Then g is a monodromy operator.
Proof. Let g be as in the statement. In particular g ∈ O + (H 2 ( M S , Z), G 2 (−1)) and so its image r(g) under the restriction map (2) is a monodromy operator on S. This means that there exists a family of deformations S T → T such that r(g) is obtained by parallel transport along a loop γ in T centred in a point 0 ∈ T corresponding to S. By the proof of [Huy16, Proposition 5.5 in Chapter 7], it follows that T can be taken to be a curve (in fact the monodromy of a K3 surface can be computed through Picard-Lefschetz theory). Notice that in the proof of [Huy16, Proposition 5.5 in Chapter 7] the K3 is taken non projective, but exactly the same argument applies for projective surfaces.
Let H be a line bundle on S such that H 0 is the polarisation H on S. The number of points t ∈ T where H t is either not ample or not generic is finite (cf. Lemma 2.1). Let us denote by T ′ the complement in T of these points. By [God71, Théorème 2.3 in Chapter X], the induced map
is surjective and so we can assume that [γ] ∈ π 1 (T ′ , 0).
By construction the parallel transport along γ in the family M T ′ → T ′ is an isometry g ′ such that r(g ′ ) = r(g) and moreover, by Lemma 2.3 and Lemma 2.9, g ′ ( Σ S ) = Σ S and g ′ ( B S ) = B S . Therefore g = g ′ .
Remark 2.11. Since the family M T → T is locally trivial (cf. Section 1.2), Proposition 2.8 implies that any (locally trivial) monodromy operator arising from this family must preserve the divisor 2B (notice that B is not Cartier, while 2B is, and this property is preserved in family). Moreover, running the same proof of Theorem 2.10 in this situation yields the analogous statment
Exceptional reflections from singular moduli spaces
In this section we show the existence of monodromy reflections coming from exceptional divisors on the singular moduli space M v (S).
Let D ∈ v ⊥ be a reduced and irreducible divisor on M v (S) such that D 2 = −2. By [MZ16, Theorem 5.3], D arises as the exceptional divisor of a divisorial contraction in some birational model (which is still a moduli space of Bridgeland stable objects on S). Note that, by [MZ16, Proposition 2.3] and the Cone Theorem [KM08, Theorem 3.7], D is uniruled. Let π : M v (S) → M v (S) be the symplectic resolution of singularities and D the strict transform of D. By [LP16] , the MMP for the pair ( M v (S), D) terminates, and the termination does not depend on the order of the contracted curves. Since D is uniruled, being the strict transform of a uniruled divisor, one can contract all the rational curves in D obtaining a symplectic variety Y and a divisorial contraction M v (S) → Y , where D is the contracted divisor. It follows that D is a prime exceptional divisor, and so by [Mar13] the reflection R D is of monodromy type. If Σ is the exceptional divisor of the desingularisation π, then π * D = D + m Σ is still of degree −2. Since the reflection R D is integral, this forces D 2 = −2 and m = 0. Let us summarise this remark in the following result.
Proposition 3.1. If D ∈ v ⊥ is a reduced and irreducible divisor such that D 2 = −2, then the reflection R D around the strict transform of D is a monodromy operator. Moreover D = π * D and D 2 = −2.
Remark 3.2. Notice that if we drop the reducedness hypothesis on D the result is false. In fact, on the O'Grady moduli space M S the Cartier divisor D = 2B is not reduced and its strict transform 2 B = π * (2B) − Σ has degree −8. (1) The lattice U V = Θ, b V , generated by the relative theta divisor and the class of the fibration, is a hyperbolic plane.
(2) There exists an isogeny of Hodge structures
With an abuse of notation we denote by q V the Beauville-Bogomolov-Fujiki form on J V .
Proof. The first claim follows from the Fujiki formula [Fuj87, Theorem 4.7] with Fujiki constant 945 ([Rap08]). In fact, for dimension reasons one gets b 10 V = 0, and so q V (b V ) = 0; on the other hand, applying the Fujiki formula again to the class Θ + tb V and taking the coefficient of the term t 5 , one gets q V (Θ, b V ) = (Θ 5 .b 5 V )/5! = 1, where the last equality follows from Poincaré formula. This is enough to conclude that U V is a hyperbolic plane, despite the value of q V (Θ).
For the second claim, let us first construct the map α. By [LSV17,
where Y V → P 5 is the universal family of linear sections of V . Denote by q : Y V → V the map that is the inclusion on each linear section (notice that q is actually a P 4 -bundle). Then
is a morphism of rational Hodge structures by construction. If V is very general and h ∈ H 2 (V, Q) is the hyperplane section, then α ′ (h 2 ) ∈ (U V ) Q , so the same must hold for generic V . In particular, the restriction α : H 4 (V, Q) prim −→ (U ⊥ V ) Q is a well-defined morphism of rational Hodge structures. Now, since V is general, the Hodge structure on H 4 (V, Q) prim is irreducible and, since α is non-zero, α is an isomorphism of rational Hodge structures.
Also, since the lattices H 4 (V, Z) prim and U ⊥ V are anti-isometric, and α sends isotropic classes to isotropic classes, the Q-linear extensions of the symmetric bilinear pairing must coincide.
Finally, by clearing the denominators of Z, one gets an integral cycle: the map α restricts to an isogeny of integral Hodge structures and the lattice structures are preserved up to a constant.
The constant N comes from the fact that the cycle Z is rational; there is no reason to expect that Z is integral. Now, we want to recall the construction of a distinguished theta divisor. Let F U be the relative Fano surface of lines, that is F u = F (Y u ) for any u ∈ U . Consider the difference morphism
defined fibrewise by sending two lines to the Abel-Jacobi invariant of their difference. By [CG72, Theorem 13.4], the image (with reduced scheme structure) of this map is a relative theta divisor. We denote by Θ V the closure of the image of ψ. Notice that this is an effective divisor and that, by [LSV17, Proposition 5.3, Theorem 5.7], it is relatively ample on J V . We will need the following result.
Lemma 4.2 ([Sac19, Theorem 2]). Θ V is a prime exceptional divisor. In particular its degree is −2 and the reflection R Θ V is a monodromy operator.
The hyperbolic plane U V has thus a distinguished basis given by b V and Θ V . Recall that Let U ⊂ P(H 0 (P 5 , O(3)) * ) be the parameter space of smooth cubic fourfolds. We denote by U ′ ⊂ U the open subset of non-special cubic fourfolds, so in particular U ′ is the complement in U of the union of countably many divisors. By Theorem 1.8, there is a family
The restriction map
Remark 4.3. Notice that υ is a family of Lagrangian fibrations, and therefore any monodromy operator aring from this family must preserve b V . Moreover, since Θ V is a prime exceptional divisor, the class Θ V of the theta divisor must be preserved as well.
Then g is a monodromy operator.
Proof. Let g be as in the statement; in particular g
Then, its restriction r(g) induces the isometryg ∈ O + H 4 (V, Z) prim = Mon 4 (V ). Then there exists a loop γ in U such thatg is the parallel transport along γ. The base U is a Zariski open subset of P 5 , hence it is open in the standard topology. The restriction to U of the Fubini-Study metric on P 55 can be non-complete on U : we can make such a metric complete by multiplying it with a smooth (scalar) function which diverges to infinity at least quadratically when approaching the boundary of U . Lemma 4.5 below ensures that the natural map π 1 (U ′ ) → π 1 (U ) is surjective: we can move γ away from special cubic fourfolds. The parallel transport along γ inside the local system R 2 υ * Z coincides with g by construction (cf. Remark 4.3).
In the proof of Proposition 4.4 we used the following result, which is wellknown to experts but of which we could not find a reference. 4.1. Bridge to the O'Grady moduli space. We want to explain how to transport the monodromy operators arising from the LSV family to the O'Grady family. We state now the main result and dedicate the rest of the section to its proof.
Let S be a generic K3 surface of genus 2, that is Pic(S) = ZH with H 2 = 2. Define the classes e = H − B − Σ and f = H − 2 B − Σ: they are the standard basis for a hyperbolic plane. Then g is a monodromy operator.
The strategy is to degenerate the cubic fourfold to the chordal cubic fourfold: the intermediate Jacobian fibration degenerates then to a (desingularised) moduli space of sheaves on the K3 surface of degree 2, associated to the chordal cubic, with Mukai vector (0, 2H, −4). Such a moduli space is birational to the O'Grady moduli space M S . This approach is the one developed and used by Kollár, Laza, Saccà and Voisin ([KLSV18] ) to prove that the intermediate Jacobian fibration is of OG10 type. We study the induced map on the Picard lattices, in order to have an explicit parallel transport operator to move the monodromy operators from J V to M S . 4.1.1. The degeneration. Let V 0 be a generic chordal cubic fourfold, that is V 0 is the secant variety of the image P of the degree 2 Veronese embedding of P 2 . Recall that V 0 is singular along P and smooth elsewhere. Its Sequivalence class defines a closed point in the boundary of the GIT-semistable compactification of the moduli space of cubic fourfolds. Now, let us pick a simple degeneration of a smooth cubic fourfold V to V 0 , that is a pencil V = {F + tG = 0} t∈∆ , where V 0 = {F = 0} and V = {G = 0}. Consider the intersection D = V ∩ P . Since D ⊂ P ∼ = P 2 is a smooth sextic curve, the double cover f : S → P ramified along D is a smooth K3 surface. Moreover, since V 0 is general, Pic(S) = ZH, where H is a polarisation such that H 2 = 2.
Consider a general linear section Y 0 of V 0 . This is a chordal threefold, i.e. the secant variety of a rational quartic curve Γ in P 4 ⊂ P 5 (Γ is the image of the degree 4 Veronese embedding of P 1 ). If Y is the corresponding section of V , and if the section is general enough, then Y is a smooth cubic threefold and the intersection Y ∩ Γ ⊂ D consists of 12 distinct points. The double cover f | C : C → Γ ramified along these points is a smooth hyperelliptic curve of genus 5. As explained in [Col82] , via the degeneration defined by intersecting a generic linear section of V as above with the degeneration V, the intermediate Jacobian J Y degenerates to the Jacobian J C . This is a degeneration of principally polarised abelian varieties.
As explained in [KLSV18, Section 5], this implies that the central fibre J V 0 of the intermediate Jacobian fibration degeneration associated to V has a reduced and irreducbile component that is locally isomorphic to a fibration in Jacobians of hyperelliptic curves of genus 5. In other words, the intermediate Jacobian fibration degeneration is birational to the desingularised moduli space M (0,2H,−4) (S).
We want to understand how the two natural divisors b V and Θ V behave via this degeneration. Remember that Θ V is the effective relative theta divisor defined as the closure of the image of the difference map (8). Only for the rest of this section we write v = (0, 2H, −4). First of all, let us notice that M v (S) is locally factorial (see Remark 1.7), so any Weil divisor is Cartier. Before stating the results, let us explain the strategy. If D is a divisor on M v (S), we determine its coefficients in v ⊥ , with respect to the basis v ⊥ = a, b , where a = (−1, H, 0) and b = (0, 0, 1), by computing the intersection numbers D.l i , a.l i and b.l i . Here l i ⊂ M v (S), i = 1, 2, are two (linearly independent) curves. Let us first define the two curves.
Vertical curve. Recall that M v (S) is a Lagrangian fibration whose general fibre is J C , the Jacobian of a smooth genus 5 curve. If we fix a point p 0 ∈ C, then C embeds in J C via the Abel-Jacobi map
Remark 4.7. This curve is not canonical: it depends on the fixed point, so one should really write E p 0 . We drop the reference to p 0 because it will not be important in the computations.
Horizontal curve. We start with the following remark.
Lemma 4.8. There exists a pencil L ∼ = P 1 ⊂ |2H| ∼ = P 5 such that the corresponding family C ⊂ S × L satisfies the following properties:
• C p is a smooth hyperelliptic curve of genus 5 for all but three points p 1 , p 2 , p 3 ; • C p i is the union of two smooth hyperelliptic curves of genus 2. In other words,
Proof. Recall that f : S → P 2 is a double cover ramified along a sextic curve D. Then H = f * O(1) and |2H| ∼ = |O(2)|. The latter linear system parametrises conics in P 2 and a Lefschetz pencil L ′ ⊂ |O(2)| has only three singular points (corresponding to two incident lines) and four base points. Moreover, if the pencil is general enough, then none of the singular conics is tangent to the sextic D. In fact, the locus of points in |O(2)| such that the corresponding conic is tangent to D has codimension 3. It is now easy to check that the pullback L ∼ = f * L ′ ⊂ |2H| satisfies the three properties in the lemma.
Denote by j : C → S × L the natural inclusion and define
The pair (L, E L ) is the curve l 2 .
Remark 4.9. Notice that l 2 is the closure in M v (S) of a line in the zero section on J U . Moreover, l 2 does not meet the singular locus of M v (S), since i p * O Cp is stable for every p ∈ L (here i p : C p → S is the natural embedding).
Lemma 4.10. The following intersection products hold: a.l 1 = 5, a.l 2 = 1, b.l 1 = 0, b.l 2 = 1.
Proof. Let us outline the computation of a.l 1 , the others being similar. By [HL10, Theorem 8.1.5], if G is a sheaf orthogonal to v (in the Grothendieck group K(S)) such that the Mukai vector of G ∨ is a, then (9) a.l 1 = deg(φ * C,E C a) = deg c 1 (π C * (E ⊗ π * S G)) , where φ C,E C : l 1 → M v (S) is the classifying morphism. The intersection (9) is now a long but standard computation using the Grothendieck-Riemann-Roch formula.
Proposition 4.11. The image of b V in v ⊥ is the vector b = (0, 0, 1).
Proof. M v (S) is a Lagrangian fibration and the class b V clearly degenerates to the class of this fibration. We call this class b V also. Now, since l 1 is concentrated in a fibre, by the projection formula b V .l 1 = 0. On the other hand, since l 2 is a line inside the zero section, we easily get b V .l 2 = 1. The claim follows. Now recall that Θ V is the closure of the image of the difference map (8) Here C is the hyperelliptic curve of genus 5, F C ∼ = P 2 and C (2) ∩ F C ∼ = K ∼ = P 1 . The inclusion K ⊂ F C realises K as a conic in P 2 . Notice that Alb(C (2) ∪F C ) ∼ = Alb(C (2) ) ∼ = J C , via the restriction map H 1 (C (2) ∪F C , Z) → H 1 (C (2) , Z) induced by the Mayer-Vietoris sequence. We then look at the difference map C (2) × C (2) → J C , and in particular at its relative version (10) f S : C
(2)
. Let T U be the image of f S and denote by T S its closure in M v (S). It is clear that Θ V degenerates to the strict transform T S of T S .
First of all, since M v (S) is locally factorial, it follows that T S is a Cartier divisor. Therefore T S ∈ Pic(M v (S)) = a, b .
Proposition 4.12. We have T S = a − 2b.
Proof. Since T S is a theta divisor, by Poincaré formula it follows that T S .l 1 = 5. By taking d to be the intersection number d = T S .l 2 and using Lemma 4.10, we see that T S = a + (d − 1)b. Finally, it follows from Lemma 4.2 that −2 = T 2 S = 2d. Proposition 4.13. The singular locus
Before proving the proposition, we make the following remark.
Lemma 4.14. Let w = (0, 2H, 0). Then M v (S) is isomorphic to M w (S) and the isomorphism preserves the singular locus.
Moreover, the theta divisor T S is isomorphic to the closure in M w (S) of the relative Brill-Noether divisor W 0 4 of the family of smooth curves in |2H|. Proof. By Lemma 4.19, tensoring by H gives an isomorphism φ : M v (S) → M w (S) that preserves the singular locus. More precisely, let us remark that the restriction of H to a smooth curve C ∈ |2H| coincides with 2g 2 1 on C. Now, the moduli space M w (S) containes the Jacobian fibration J 4 C U , where C U is the family of smooth curves parametrised by U ⊂ |2H|. The Brill-Noether variety W 0 4 ⊂ J 4 C U coincides with the image of the morphism g S : C
(4) U −→ J 4 C U , given by g S ((p 1 , p 2 , p 3 , p 4 ); C) = i * O C (p 1 + p 2 + p 3 + p 4 ), where i : C → S. Let us call E U the image of g S . We claim that E U = T U (recall that T U was defined as the image of the map (10)).
Let C ∈ U be a smooth curve in |2H| and consider the line bundle O C (p 1 + p 2 − q 1 − q 2 ). Any divisor in the equivalence class of H cuts C in four points (i.e. a pair of g 2 1 ), and up to change the linear equivalence representative, we can always suppose that two of these points are q 1 and q 2 . It follows that i * O C (p 1 + p 2 − q 1 − q 2 ) ⊗ H = i * O C (p 1 + p 2 + r 1 + r 2 ), where r 1 and r 2 are the two residue points of the intersection of C with H.
Proof of Proposition 4.13. By Lemma 4.14 above, it is enough to prove that Σ w is not contained in the closure W 0 4 of W 0 4 ; in particular, it is enough to prove that a general point of Σ w does not belong to W 0 4 . Recall from [LS06] (see also [O'G99]) that a general point x ∈ Σ w is an S-equivalence class [F 1 ⊕ F 2 ], where F j = i j * L j , L j ∈ Pic 1 (C j ) is general and C j ∈ |H| is a smooth curve. The support of x is the curve C 0 = C 1 ∪ C 2 ∈ |2H|. If p : M w (S) → |2H| is the map that associates to any sheaf its Fitting support, then we want to show that x does not belong to the intersection W 0 4 ∩ p −1 (C 0 ). First of all, let us describe the fibre W 0 4 ∩ p −1 (C 0 ). By construction, the fibre p −1 (C 0 ) coincides with the generalised JacobianJ C 0 , as constructed in [Cap94] (see also item 4 of [Rap08, Lemma 1.0.7]). So the fibre W 0 4 ∩p −1 (C 0 ) can be understood classically as the locus of sheaves with sections, i.e. F ∈ W 0 4 ∩ p −1 (C 0 ) if h 0 (F ) > 0. Now, in any family of semistable sheaves, the locus of sheaves F such that h 0 > 0 is closed on the base; therefore the locus in M w (S) of S-equivalence classes where at least one representative has sections is still closed. Thanks to this remark, we reduce to prove that any sheaf in the S-equivalence class of a general point x ∈ Σ w (S) has no sections.
Let F ∈ M w (S) be a strictly semistable sheaf supported on C 0 ; then F = i * G, where G is a torsion free sheaf on C 0 . If we call G 1 and G 2 the torsion free parts of the restrictions of G to C 1 and C 2 , respectively, we have a short exact sequence
where Q is the structure sheaf of the intersection C 1 ∩ C 2 = {n 1 , n 2 }. In this situation, up to rename the indeces, the S-equivalence class of F is
Now, let x = [i 1 * L 1 ⊕ i 2 * L 2 ] be a general point in Σ w . Then H 0 (L 1 ) = 0 = H 0 (L 2 ): in fact L j ∈ Pic 1 (C j ) is general, hence not effective, since C j has genus 2. Strictly semistable sheaves F such that [F ] = x are described (up to isomorphism) as kernels of the surjections (cf. [Rap08, Lemma 1.0.7]) i 1 * L 1 (n 1 + n 2 ) ⊕ i 2 * L 2 −→ → Q.
If F is any such a kernel, computing the long exact sequence in cohomology we get that H 0 (F ) is described as the sub-vector space of H 0 (L 1 (n 1 + n 2 )) ⊕ H 0 (L 2 ) ∼ = H 0 (L 1 (n 1 +n 2 )) of sections vanishing at the points n 1 and n 2 of C 1 . This sub-vector space coincides with the cohomology group H 0 (L 1 ), which is zero by assumption. It follows that H 0 (F ) = 0, therefore no representatives of x belong to W 0 4 ∩ p −1 (C 0 ) and the proof is completed. 4.1.2. The hyperelliptic birational map. Let J 2 C be the Jacobian torsor that parametrises line bundles of degree 2 on C, and let J 2 C U be the corresponding relative Jacobian. Since the family C U is a family of hyperelliptic curves, there exists a canonical isomorphism J 2 C U ∼ = J C U and so a canonical birational map ψ : M (0,2H,−2) M (0,2H,−4) .
We denote by ψ the induced birational maps on the symplectic desingularisations of these spaces. Only for the rest of this section, we use the notation v 2 = (0, 2H, −2) and v 0 = (0, 2H, −4). Recall that M v 0 (S) is locally factorial and so Pic(
On the other hand, M v 2 (S) is 2-factorial and
In the following we write v ⊥ 2 = a 2 , b 2 , where a 2 = (−2, H, 0) and b 2 = (0, 0, 1).
Remark 4.15. M v 2 (S) is itself a Lagrangian fibration. One can show that the class of this fibration is the class b 2 , the computation being the same as in Proposition 4.11. Notice that the choice of the horizontal curve is essentially the same: it is the translate by the hyperelliptic section of the zero section on J C U . Let us denote by l ′ 2 the curve on M v 2 (S) obtained in this way. By direct computation, one checks that l ′ 2 meets the singular locus Σ v 2 in three points, namely the critical points of the pencil L of Lemma 4.8. In particular one deduces that ψ does not preserve the singular loci. 
Proof. By Remark 4.15, we get ψ * (b) = b 2 . It follows that ψ * (a) = −1, 1 2 H, n 2 , k σ 2 2 where n, k ∈ Z are related by the equation
On the other hand, intersecting ( ψ * ) −1 (σ 2 ) with b, and using the fact that σ 2 2 = −6, one gets (11) ψ * (σ) = z (σ 2 − yb 2 ) ,
where z = ±1. Moreover, 0 = ( ψ * (a), ψ * (σ)) = −zy − 3zk, which implies that y = −3k. Notice that y = 3. In fact, let us intersect (11) with l ′ 2 : since l ′ 2 is a translate of the zero section on M v 0 (S) and does not intersect the singular locus there, it follows that ψ * (σ).l ′ 2 = 0; on the other hand b 2 .l ′ 2 = 1 (cf. Lemma 4.10) and σ 2 .l ′ 2 = 3 as it follows from Remark 4.15 (in fact the last intersection happens in the smooth locus of Σ 2 and, by generality of l ′ 2 , it is transversal).
Finally, let us show that z = −1. By Remark 4.15 there exists a point x ∈ Σ v 2 such that ψ(x) ∈ M v 0 is smooth. Consider the line δ = π −1 2 (x), where π 2 : M v 2 → M v 2 is the desingularisation map. By a direct computation we have that σ 2 .δ = −2 and b 2 .δ = 0. On the other hand, the intersection ψ * (σ).δ is transverse, since ψ(x) is smooth, therefore it is positive. Intersecting the relation (11) with δ shows then that z = −1. Proposition 4.17. The exact equivalence
Moreover, the induced map on the Picard lattices is
The proposition follows from the following two lemmata and Example 1.6. The induced map Pic( M (0,2H,2) ) → Pic( M (2,2H,0) ) on the Picard lattices is
Proof. This is essentially [O'G99, Proposition 4.1.2]. In fact, following the notation therein, let J 0 be the open subset of M (0,2H,2) (S) consisting of sheaves E = i * L where i : C → S is the inclusion, C is smooth and L is a globally generated line bundle with h 0 (L) = 2. Notice that χ(L) = 2, so h 1 (L) = 0. The short exact sequence 0 → I ∆ → O S×S → O ∆ → 0, induces a short exact sequence of complexes
Since i * L ∈ J 0 , we have that The main results of [KLSV18] say that the central fibre of the degeneration J ∆ → ∆ can be replaced by a smooth member, namely the moduli space M (0,2H,−4) (S), where S is the (generic) K3 surface dual to the chordal cubic fourfold V 0 . This means that the map ∆ ′ → Ω OG10 can be extended to a map ∆ → Ω OG10 by sending 0 to the period of M (0,2H,−4) (S). Finally, since the period map is surjective ([Huy99]), one gets a family p 1 : X 1 → ∆ with two distinguished members corresponding to J V and M (0,2H,−4) (S). By Proposition 4.11 and Proposition 4.12, there exists a parallel transport operator
in the family p 1 , such that P 1 (b V ) = b and P 1 (Θ V ) = a − 2b. Now, since M (0,2H,−4) (S) is birational to M S , there is a family p 2 : X 2 → ∆ over the disc with two origins (cf. [Huy99, Theorem 4.6]) such that the two origins correspond to M (0,2H,−4) (S) and M S . We constructed in 4.1.2 and 4.1.3 a parallel transport operator
Gluing together these two families, we eventually get a family X → T with two distinguished points corresponding to J V and M S , and a parallel transport operator
, therefore the theorem follows at once by Proposition 4.4.
Remark 4.21. Let M (0,2H,0) (S) be the moduli space containing the Jacobian fibration J 4 |2H| of degree 4 divisors on the smooth curves in |2H|. By Lemma 4.14, M (0,2H,0) (S) is isomorphic to M (0,2H,−4) (S) and the image of T S under this isomorphism is the (closure of the) theta divisor E S of effective line bundles in J 4 |2H| . The latter divisor is birational to the symmetric product Sym 4 C, where C is the universal family of (smooth) curves in |2H|. There is a natural map Sym 4 C → Sym 4 S, whose generic fibre is the P 1 of curves in |2H| passing through four fixed points.
On the other hand, by [O'G99, Proposition 3.0.5], there is a morphism B → Sym 4 S whose generic fibre is again P 1 .
The parallel transport operator P 2 makes rigorous the natural expectation that T S deforms to B.
The monodromy group
Let S be a projective K3 surface such that Pic(S) = ZH with H 2 = 2. Following the notation introduced in the previous section, we put e = H − B − Σ and f = H − 2 B − Σ, and denote by U the hyperbolic plane they generate. Notice that U = P 2 (v ⊥ ), where v = (0, 2H, −4) and P 2 is the parallel transport operator (12).
Let A be the projection of Σ on the orthogonal complement U ⊥ of U , that is A is such that Σ = 3f − A and A ⊥ U . In order to keep the notation as easy as possible, from now on we simply denote by O + the group O + (H 2 ( M S , Z)).
Consider the following groups:
Let k ∈ H 2 (S, Z) be a class such that k 2 = −2 and (k, H) = 0, and put The proof of the theorem is lattice-theoretic, so we recall here the notation and the results we need. Let L be an even lattice. If z ∈ L is an isotropic element, i.e. z 2 = 0, and a ∈ L is orthogonal to z, then the transvection t(z, a) is defined by t(z, a)(x) = x − (a, x)z + (z, x)a − 1 2 (a, a)(z, x)z.
Transvections are orientation preserving isometries with determinant 1 and acting as the identity on the discriminant group.
Lemma 5.5 ([GHS09, Section 3]).
(1) t(z, a) −1 = t(z, −a) = t(−z, a); (2) g • t(z, a) • g −1 = t(g(z), g(a)) for every g ∈ O + ;
(3) if R a is integral, then t(z, a) = R a R a+ 1 2 a 2 z ; (4) if (a, z) = 0 = (b, z), then t(z, a + b) = t(z, a) • t(z, b). Now suppose that L = U ⊕L 1 and that the hyperbolic plane U is generated by two isotropic classes e and f ; define E U (L 1 ) = t(e, a), t(f, a) | a ∈ L 1 .
If moreover L 1 = U ⊕ L 2 , then by [GHS09, Proposition 3.3 (iii)])
where O + (L 1 ) is embedded in O + (L) by extending any isometry of L 1 via the identity.
We are now ready to prove Theorem 5.4.
Proof of Theorem 5.4. By Remark 1.3 and Proposition 5.3 we have a chain of inclusion G ⊂ Mon 2 ( M S ) ⊂ O + (H 2 ( M S , Z)).
We claim that G = O + (H 2 ( M S , Z)), from which the theorem follows. By the identification (15), O + (H 2 ( M S , Z)) = E U (L 1 ), O + (L 1 ) , where L 1 = U ⊥ . Notice that O + (L 1 ) = G 3 , R A and so it is enough to show that all the transvections t(e, a) and t(f, a), with a ∈ L 1 , belong to G. By part (2) of Lemma 5.5, one notices that t(e, a) = R B • t(f, a) • R B , so it is enough to prove the claim for t(f, a).
Choosing a base {a 1 , · · · , a 22 } for L 1 ∼ = U 2 ⊕ E 8 (−1) 2 ⊕ A 2 (−1), by part (4) of Lemma 5.5 it is enough to prove the claim for t(f, a 1 ), · · · , t(f, a 22 ). Notice that there is a canonical basis for L 1 with (a i , a i ) = 0 or (a i , a i ) = −2: in both cases a i has divisibility 1.
On the other hand, for any isotropic element c ∈ L 1 , there exist two (−2)elements a, b ∈ L 1 such that t(f, c) = t(f, a) • t(f, b). In fact, if a ∈ L 1 is a (−2)-element such that (a, c) = 0, then pick b = c − a.
In this way, we reduced the problem to proving that t(f, a) ∈ G for every (−2)-element a ∈ L 1 . Applying the Eichler criterion [GHS09, Proposition 3.3 (i)] to the lattice L 1 , and using part (2) of Lemma 5.5, we eventually notice that it is enough to prove the claim for one specific a.
Let a = k ∈ H 2 (S, Z) be the class in H 2 (S, Z) such that k 2 = −2 and (H, k) = 0. Since the reflection R k is integral, by part (3) of Lemma 5.5 we can write t(−f, k) = R k R k+f , and t(−f, k) = t(f, k) −1 by part (1) of Lemma 5.5. Finally, R k ∈ G 1 and R k+f = R l ∈ G, so the claim is proved.
Remark 5.6. The proof proves the stronger statement O + (H 2 ( M S , Z)) = R k , R B , R l , R A , G 3 .
The locally trivial monodromy group of the singular moduli space
In this section we explain how Theorem 5.4 helps to compute the locally trivial monodromy group of the singular moduli spaces M S . We remind to Section 1.2 for the definitions.
Let us recall that there exists a symplectic resolution of singularities π : M S → M S . The monodromy group Mon 2 ( M S ) and the locally trivial monodromy group Mon 2 (M S ) lt are related by means of the monodromy group Mon 2 (π) of simultaneous monodromy operators. Recall that Mon 2 (π) ⊂ O(H 2 ( M S , Z)) × O(H 2 (M S , Z)), and denote by p and q the two projections, i.e.
O(H 2 (M S , Z)). By [Nik79, Proposition 1.5.1], the image of q is identified with the subgroup of isometries h ∈ O(H 2 (M S , Z)) such that h acts as the identity on the finite group H 2 ( M S , Z)/(π * H 2 (M S , Z) ⊕ Z Σ). Since the last group is isomorphic to the discriminant group of H 2 (M S , Z), the theorem is proved. Remark 6.2. Geometrically Theorem 6.1 reflects the fact that there are two singular moduli spaces that are birational, but whose singular locus is not preserved under the birational isomorphism (cf. Section 4.1.2). More precisely, the birational isomorphism does not preserve the singularity type of the two moduli spaces: one has locally factorial singularities, while the other has 2-factorial singularities.
