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Forage quality is a principal factor in managing both herbivores and the landscapes they
use. Nutrition varies across the landscape, and in turn, so do the distributions of these
populations. With the rise of remote sensing technologies (i.e. satellites, unmanned aerial
vehicles, and multi/hyperspectral sensors), comes the ability to index forage health and nutrition
swiftly. However, no methodology has been developed which allows managers to use unmanned
aerial systems to the fullest capacity. The following methodologies produce compelling evidence
for predicting forage quality metrics (such as fiber, carbohydrates, and digestibility) using 5
measured bands of reflectance (Blue, Green, Red, Red Edge, and NIR), 3 derived vegetation
indices (NDVI, EVI and VARI), and a variety of environmental factors (i.e. time and sun angles)
in a LASSO framework. Fiber content, carbohydrates, and digestibility showed promising model
performance in terms of goodness-of-fit (R2= 0.624, 0.637, and 0.639 respectively).
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CHAPTER I
PREDICTING FORAGE QUALITY METRICS USING UNMANNED SYSTEMS AND
MULTISPECTRAL REFLECTANCE
INTRODUCTION
Animal movements are an ecological process that is difficult to characterize. Potential
hypotheses regarding movement vary with the species in question, but some general hypotheses
have emerged from decades of observation and thought. The forage maturation hypothesis
describes aggregation of grazing herbivores as a consequence of maintaining forage at a distinct
stage of growth where forage contains a higher nutrient quality (Fryxell 1991). This idea that
forage can dictate animal distributions is also supported by grazing lawn theory, which describes
the coevolution of vegetation species that are tolerant to grazing and vast herds of grazing
individuals exploiting them in a constant feedback loop (McNaughton 1984). When paired, these
hypotheses allow us to understand the dynamics of a system where forage quality is sustained as
a result of grazing animals targeting specific growth stages and the more tolerant vegetation is
able to outcompete other, less tolerant, species. The state of the landscape is maintained by this
balance, which under certain circumstances will shift. This is exacerbated when considering
other potential causes for the distributions of grazing populations beyond forage quality. For
example, a simultaneous effect of three separate hypotheses (the forage maturation hypothesis,
predator avoidance, and spatial variation in forage quality) has also been proposed as a possible
explanation for herbivore aggregation (Fryxell 1991). Each of these hypotheses have been
1

supported across a variety of studies (Pressier et al. 2005, Hebblewhite & Merrill 2007,
Hebblewhite et al. 2008, Bischof et al. 2012), yet consistent among studies is that forage quality
is always a critical component of herbivore distributions (i.e. bottom-up controls; McNaughton
1984, Fryxell 1991, Hebblewhite et al. 2008, Bischof et al. 2012).
If forage quality plays any role in determining animal distributions, fast, reliable, and
cost-effective methods are needed to determine forage quality across landscapes to inform
management decisions and outcomes (Starks et al. 2004). Acid detergent fiber (ADF) and neutral
detergent fiber (NDF) are commonly measured metrics of forage quality with direct links to the
overall health of ruminants and their various bodily functions (Albayrak 2008, Guo et al. 2010,
Li et. al 2019, Parish 2018, Van Soest 1994, Wu 2018). Determination of insoluble cell parts like
cellulose, hemicellulose, and lignin is accomplished via the detergent system. To measure NDF,
cell contents which are soluble in a neutral detergent are removed while structural components
like cellulose, hemicellulose, and lignin remain (Van Soest 1994, Wu 2018). The NDF portion
includes cellulose, hemicellulose, and lignin, and represents all plant cell wall material. NDF is
only partially digestible by animals and is negatively correlated with dry matter intake (Parish
2018). As NDF increases in the diet, dry matter intake decreases. Likewise, ADF, which contains
cellulose and lignin, is negatively correlated with digestibility (Parish 2018). As such, NDF and
ADF reflect various aspects of forage quality (i.e. rate of intake and digestibility) that are
critically important to the nutritional ecology of ruminants (Van Soest 1994).
Despite their established value as metrics of forage quality, ADF and NDF are only two
ways to gain inference about the quality of forage in an area. For example, in vitro true dry
matter digestibility (IVTDMD), water soluble carbohydrates (WSC), and total digestible
nutrients (TDN) are indices of various forage components, which each play a role in overall
2

quality. Whereas ADF and NDF measure indigestibility, IVTDMD and TDN are measurements
of digestibility. More specifically, IVTDMD measures digestibility at a specified feed level, and
TDN gives an estimate of digestible energy (Garcia et al. 2003). WSC is the primary method of
sugar analysis in ruminant nutrition (Van Soest 1994, Wu 2018). Crude protein is a key resource
that is needed and targeted at varying times of the year for a variety of species. Additionally,
there are key minerals that must be acquired by the animal, a portion of which come from the
forage consumed. Calcium, phosphorus, magnesium, and potassium are all crucial components
for maintenance of overall animal health. Calcium and phosphorus make up much of the skeleton
of vertebrate animals and play important roles in weight gain (Stewart 2013). Magnesium allows
for proper enzyme function and metabolization of sugar. Magnesium deficiencies can cause
grass tetany, a metabolic disorder which in some cases can lead to death (Stewart 2013).
Potassium is important for maintaining homeostasis and water retention; it can also play a role in
metabolic function as excess amounts can reduce absorption of magnesium (Stewart 2013).
Each of these forage characteristics is important to different aspects of ruminant
nutritional ecology, and thus a full understanding of the landscape of herbivorous nutritional
quality requires the ability to determine how each aspect changes across space efficiently.
Historically, measurement of ADF and NDF via detergent analysis has been both expensive and
time-consuming given required field sampling effort, processing time, and laboratory fees. NearInfrared Spectroscopy (NIRS) is a well-established method for remotely and non-invasively
indexing characteristics about an object or animal by measuring the reflectance of the object
across electromagnetic spectrum (Marten et al. 1989, Lillesand & Kiefer 2000). NIRS has
applications in many different fields of study, and has found use in agriculture, wildlife, and
other field-based scientific disciplines. Specifically in nutritional ecology, NIRS may be used to
3

measure a variety of forage quality metrics at a lower cost and more quickly than traditional wet
chemistry approaches (i.e. detergent analysis) based on established relationships between
spectrometric signals and forage characteristics. For example, NIR light reflects in consistent
ways when it contacts compounds containing hydrogen-bonds like carbon, nitrogen, and oxygen
(i.e. fiber, protein, etc.; Marten et al. 1989). Additionally, the visible spectrum (i.e. blue, green,
and red wavelengths) give insight into photosynthetic phenomena and growth stage (Gitelson &
Merzlyak 1996). For example, changing amounts of chlorophyll (a or b) causes the green band to
reflect differently due to the absorption of the blue and red bands (Gitelson & Merzlyak 1996).
For this reason, “healthy vegetation” can be identified by low reflectance in the visible spectrum
and higher reflectance in the NIR range. However, field effort is required to clip and collect
forage samples for NIRS, and error may be introduced to forage quality data based on the
strength of relationships between signals and field data.
Whereas the development and exploration of this technology has exciting applications,
remotely sensed imagery has been and will continue to be utilized by researchers and managers.
Instruments like Landsat or MODIS satellites orbiting the planet capture imagery at a variety of
temporal (e.g. 3-14 days) and spatial resolutions (e.g. 30-250 m). Such remotely sensed data are
frequently used for studies of animal distributions and habitat quality (Chabot & Bird 2015,
Wang et al. 2019); however, satellite-based imagery introduces a trade-off between scale and
resolution in both time and space. Older satellite systems have temporal resolutions of
approximately two weeks with relatively course spatial resolution of about 30 m (Transon et al.
2018). Over time, both spatial and temporal resolution have improved such that it is possible to
have almost daily coverage at a spatial resolution of three meters for some datasets (e.g. Planet,
2021 Planet Labs Inc., San Francisco, CA). However, for some applications, this significantly
4

improved resolution is still inadequate. Additionally, cloud cover and poor conditions over a
desired plot may negatively affect the quality of resulting satellite data, or simply make it
impossible to collect the data at all.
In light of the shortcomings of approaches to measuring forage quality, new methods that
improve efficiency and reliability of data collection are needed. Most recently, unmanned aerial
systems (UAS) have emerged as a potential solution. When equipped with high-resolution
cameras collecting data across multiple spectral bands (red, green, blue, infrared, and nearinfrared), UAS can provide a snapshot of landscape characteristics across a broad expanse and at
very fine grain (e.g. centimeter scale) in short periods of time. Rather than invest substantial field
effort into costly traditional clipping approaches, we may instead use an UAS to measure forage
quality remotely and sample these expanses as often as flight conditions will allow. Indeed,
multiple studies have identified uses of NIRS paired with remote sensing methodologies (i.e.
benchtop or handheld) for determining fiber and nutrient content (Albayrak 2008, Guo et. al
2010, Stubbs et. al 2010, Li et. al 2019). Capolupo et al. (2015) successfully determined various
aspects of plant structural and chemical traits from UAS-derived imagery. Additionally, UAS
offer flexible solutions to issues that satellites may never be able to resolve. For example, UAS
can operate at altitudes below cloud base to capture data (with a noteworthy potential cost of
skewing spectral response pattern; Oakley & Satherley 1998). UAS also afford the opportunity to
collect data at resolutions that can address objectives requiring detailed discrimination of spectral
response patterns (i.e. forage components and metrics) and allows the reduction of resolution if
appropriate. Although UAS do not offer the ability to cover the globe, they do yield affordable
alternatives that are more flexible and reliable than satellite imagery for certain purposes.

5

When paired with proper statistical techniques relating landscape conditions and UASbased reflectance data to forage quality, UAS may offer a powerful novel approach to measuring
forage quality across landscapes and over time in a cost-effective, repeatable, and efficient
fashion. The objective of this chapter was to develop a methodology for accurate and efficient
predictions of a variety of forage quality metrics using 5 measured bands of reflectance and 3
derived vegetation indices related to various aspects of forage health and quality.
METHODS
STUDY SITES
Data collection occurred at two research facilities: the Mississippi State University H.H.
Leveck research facility in Starkville, Mississippi (hereafter MSU; Figure 1.1), and a Noble
Research Institute grazing facility in Ardmore, Oklahoma (hereafter Noble; Figure 1.2). Both
sites were ~24 acres with similar forage compositions. MSU’s pasture consisted of primarily of
tall fescue (Festuca aruniacea) and bermudagrass (Cynodon dactylon), with other variable
species interspersed including: crabgrass (Digitaria spp.), and dallisgrass (Paspalum dilitatum).
The northwest corner of Noble’s pasture was dominated primarily by tall fescue, whereas the
bermudagrass and crabgrass were dominant elsewhere. The dominant forage in each pasture
changed with time of year (i.e. tall fescue in winter and bermudagrass in summer). Additionally,
for Noble, crabgrass was much more abundant than at MSU.
FORAGE SAMPLING
For each study site, sampling points were systematically distributed across both pastures
at a 20 m resolution (Figures 1.1 and 1.2), resulting in ~13 samples per acre. This established
307 unique points for MSU and 299 for Noble where forage samples were taken for NIRS
6

analysis. Within these unique points, there was a subset of locations distributed in the same
systematic manner where an additional sample was obtained for separate wet chemistry analysis
resulting in 49 samples for MSU and 50 for Noble. The wet chemistry samples fell directly on
paired NIRS sample points and were used to ensure that the differing analyses did not yield
different forage characteristics due to species mismatch. Forage samples were taken every 35
days both in 2019 and 2020; however, due to the COVID-19 pandemic, data collection schedules
were modified as appropriate (Table 1). This resulted in 11 sampling surveys at MSU, and 8
sampling surveys at Noble. Using a handheld Garmin GPSmap 64s unit to locate each point, a
0.25 m2 quadrat was placed via random toss and all vegetation that fell within the quadrat was
cut to the base of the stem without sampling any debris (i.e. soil and roots). Upon obtaining the
samples (both NIRS and wet chemistry), the destination for each depended upon the analysis that
would follow. NIRS samples were sent to Noble Research Institute for analysis, while wet
chemistry analysis was performed by Dairyland Laboratories. These analyses yielded results for
a variety of forage quality metrics such as fiber (ADF and NDF), digestibility (IVTDMD and
TDN), and macronutrients (calcium, magnesium, phosphorus, and potassium) as a few examples.
UAS IMAGERY COLLECTION
UAS-based, remotely-sensed data was collected using a DJI Matrice 100 quad-copter
UAV system equipped with a MicaSense RedEdge MX multi-spectral sensor (Table 2). This
system collected reflectance data across 5 discrete bands (red, green, and blue, near infrared
[NIR], and red edge; see table 2) at a spatial resolution of ~8.5cm at our flight altitude of 120m
above ground level (AGL). Sensor calibration was performed before and after each flight by
taking three images of the reflectance panel provided by the manufacturer for radiometric
calibration. Flight characteristics (e.g. speed, altitude, cloud cover, and time of day) were
7

standardized between flights when conditions/timing permitted to minimize differences between
collected datasets. Weekly automated flights took place over our study pasture located at the
MSU research facility; however, given the distance to the Noble facility and pandemic related
issues, flights occurred when forage was sampled ~ every 35 days. All flight data were collected
between 9:30a.m. and 3:45p.m with a majority of flights occurring between our targeted time
frame of 10:00a.m – 2:00p.m. DJI’s IOS application Ground Station Pro was used for flight
planning.
All imagery was processed in Pix4D Mapper software (Pix4D S.A., Prilly, Switzerland).
The individual images were compiled into a mosaic image of the entire study area. As the
MicaSense utilizes five sensors with specific narrow wavebands (Table 2), each sensor produces
a mosaiced image that represents reflectance for its specific waveband. To use the entire data set,
the individual mosaic images were stacked to produce one, five-band multispectral image of the
study area for each flight.
VEGETATION INDEX DERIVATION
To evaluate the ability of raw bands and vegetation indices to predict forage quality from
UAS remotely sensed imagery, 3 indices were included in the analysis: the Normalized
Difference Vegetation Index (NDVI), the Enhanced Vegetation Index (EVI), and the Visible
Atmospheric Resistant Index (VARI). NDVI is one of the most widely used vegetation indices
and is useful for its sensitivity to chlorophyll concentrations, but it is not without faults (Huete et
al. 2002). Some of the shortcomings of the NDVI include failure to account for atmospheric
influences, but it is also less sensitive to high biomass regions (Huete et al. 2002, Matsushita et
al. 2007). For this reason, the EVI was used as it is better at accounting for canopy variations and
makes these two indices good complements for spectral analysis (Huete et al. 2002, Matsushita
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et al. 2007). By contrast, VARI only uses the visible spectrum to determine forage health or
quality but is robust in minimizing atmospheric effects (Gitelson et al. 2002). These metrics were
calculated as:
NDVI = (RNIR – Rred) / (RNIR + Rred)

(1.1)

EVI = G x ((RNIR – Rred) / (RNIR + (C1 x Rred – C2 x Rblue) + L),

(1.2)

VARI = (Rgreen – Rred) / (Rgreen + Rred – Rblue),

(1.3)

and,

where R is the reflectance at a given band, G was a coefficient of gain (typically G = 2.5; Huete
et al. 1997), L was a soil adjustment factor (L = 1; Huete et al. 1997), and C1 (C1 = 6.0) and C2
(C2 = 7.5) are coefficients that correct aerosol scattering in the red band using the blue band (Liu
and Huete 1995, Huete et al. 1997, Matsushita et al. 2007).
DATASETS
Analyses were performed on 3 unique datasets. First, MSU’s complete data (hereafter
“MSU Full”), which consists of the full set of observations for the 2019 sampling period,
including all of the forage metrics derived from NIRS forage sampling as well as the reflectance
measured across 47 flights. Each flight was paired to the forage which was sampled closest to the
time the flight occurred (i.e. a given period of forage sampling was paired with multiple flights).
This yielded a dataset with 11,068 complete data observations for analysis (following removal of
sampling points as described below). The data consisted of the extracted reflectance at each
value for the 5 measured bands (Red, Green, Blue, Red Edge, and NIR) as well as the 3
vegetation indices (NDVI, EVI, and VARI) totaling 8 independent variables that are paired to the
forage characteristic at each location on the closest date to when reflectance was measured.
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Further, MSU Full was subsampled (“MSU Sub” hereafter) to match the number of data points
obtained from Noble as a result of the different sampling timing (i.e. number of flights and
forage sampling periods). This dataset contains 1,175 complete data observations containing the
same information as described in the description of dataset one. Lastly, there is the full data from
the sampling period at Noble (“Noble Full” hereafter). Noble Full consists of the full set of
observations from the sampling undergone between 1/20/2020 - 9/16/2020. This consists of five
full sampling periods (i.e. both flight conducted and forage results) with the only absent period
being 7/07/2020 as a result of issues with obtaining the forage results. This yields 1,175
complete data observations for the sampling that occurred at study site two. These data are made
up of the reflectance taken during each period extracted at each point being paired to the
corresponding forage samples.
To ensure that the reflectance measured and utilized in the model most closely represents
the samples taken, some of the points for the site at MSU were excluded. At some locations, the
point was always covered by overlying vegetation. Therefore, the reflectance measured would
represent the foliage from the overlying tree while the metrics would be derived from the forage
sampled beneath. Other points were removed when shaded or when the location did not have
forage to sample. Noble’s study site had no points that needed removal.
MODEL DEVELOPMENT AND ASSESSMENT
Multiple regression within a LASSO (Least Absolute Shrinkage and Selection Operator)
framework was used to predict forage traits and quality metrics. The LASSO uses the
bias/variance trade-off to choose what variables are most useful in predicting the desired
variables. A tuning parameter lambda determines the amount of shrinkage applied to the
regression, and those regression coefficients that are not informative are “dropped” from the final
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model (i.e. their effect sizes are reduced to 0; James et al. 2013). This makes the LASSO
framework robust to overfitting and multicollinearity due to dropping variables while providing
highly interpretable results (James et al. 2013). The glmnet package in Program R v. 3.6.1 was
used to estimate lasso’ed regressions using built-in cross-validation functions to select the
optimal value for lambda (i.e. “lambda.1se” from the cv.glmnet() function). Each model
contained the same eight variables: 5 measured bands (Red, Green, Blue, Red Edge, and NIR)
and 3 vegetation indices (NDVI, EVI, and VARI).
Predictability for a variety of forage traits and quality metrics (Table 3) was evaluated
using a cross-validation procedure (leave-n-out cross-validation; James et al. 2013). Each model
for each metric was trained M=100 times with n=10,000, 1,075, and 1,075 (for MSU Full, MSU
Sub, and Noble Full respectively) randomly sampled rows (~90%, hereafter the “training” data),
resulting in M=100 unique models estimated with randomly selected data. These models were
then applied to the remaining ~10% of data (hereafter the “test” data) to generate predicted
values for the test data. Observed and predicted values for the test data were then compared
using simple linear regression (SLR). The model coefficients and goodness-of-fit for SLR
outputs were recorded with the expectation that slope=1, intercept=0, and R2=1 if the lasso’ed
regression performed well for prediction. The average values for coefficients and goodness-of-fit
as a measure of average lasso predictive performance were calculated. Additionally, the
frequency at which each predictor variable was dropped from the LASSO was calculated to
evaluate which variables consistently contributed most to predictive accuracy (i.e. variables
never dropped consistently contribute more information to the models than others). Model
development and validation was performed on the 3 datasets described above for a variety of
forage quality traits (Table 3).
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RESULTS
The average coefficient estimates, slope, intercept, and R2 are shown below for 10 forage
quality metrics for each dataset (Tables 4, 6, and 8 for MSU Full, MSU Sub, and Noble Full
respectively). The following results show that there are many considerations to account for when
attempting to predict forage quality using remote sensing and UAS. The prediction of mineral
quantities from this methodology was limited, and although there are site specific differences in
predictor involvement and drop rates, the outcome remained the same. Whereas MSU’s models
for both MSU Full and MSU Sub consistently dropped all predictor variables for calcium,
magnesium, and phosphorus, Noble Full had a variety of predictors maintained in every instance.
From these tables, the inability to predict mineral quantities using this methodology is apparent
for all but potassium which showed one of the highest R2 values of any metric. Potassium had R2
values exceeding 0.3 on average for all 3 datasets and performed the best of all metrics for MSU
Sub and Noble Full (R2 = 0.334 and 0.461 respectively on average) although these values still
show low goodness-of-fit. Calcium, magnesium, and phosphorus each resulted in poor
predictability for both sites and all datasets. When observing the effect sizes (Figures 7-10), there
are no predictors that strongly correlate with any of the minerals other than potassium (Figure
10) where the green, red, and red edge bands for both MSU Full and Noble Full seem to be
informing the models and results in higher goodness-of-fit in comparison to the other minerals.
The visible spectrum was observed to have the largest effect sizes across both sites for
many of the metrics where the LASSO involved them in model fit, specifically the blue and
green bands. Regardless of the frequency these two bands were included, their effect sizes were
always disproportionate to other factors that may have been incorporated more frequently (i.e.
VARI which was very rarely dropped). This shows the importance of involving the visible
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spectrum in this sort of analysis. Additionally, these two bands typically had inverse effect sizes.
For example, in Noble Full, in the model for the metric NDF (Figure 3), the blue band’s median
coefficient estimate is ~ -900 whereas the green band’s median coefficient estimate is ~900. This
same phenomenon was observed across all metrics where these bands were not dropped
consistently. Further, MSU Full’s model shows opposite effect sizes to those present in Noble
Full with the blue band yielding a strong positive correlation and the green a strong negative
correlation (Figure 3). This phenomenon was observed for most metrics between the study sites.
Another observation from this work was that vegetation indices were critically important
in this process. For MSU Full and Noble Full, VARI was maintained in every iteration for every
metric aside from the 3 minerals (i.e. calcium, magnesium, and phosphorus). Although the effect
sizes were not as extreme for the vegetation indices as those of the blue and green bands, the
inclusion rates and precision of the coefficient estimates provides evidence of the input the VI’s
yield to goodness-of-fit. VARI seemed to be the most influential of all the VI’s as it was the
most frequently involved of the 3 for all datasets for all metrics, as well as the most involved
predictor of any across all metrics for MSU Sub’s models (Tables 5, 7 , and 9 respectively for
MSU Full, MSU Sub, and Noble Full). For MSU Full and Noble Full, VARI was maintained in
every iteration for every metric aside from the 3 minerals (i.e. calcium, magnesium, and
phosphorus). There were also instances where EVI was the most influential VI of the 3. For
MSU Full, EVI had the strongest effect size of the 3 VI’s for many of the metrics including
ADF, IVTDMD, NDF, TDN, and WSC (Figures 1, 2, 3, 5, and 6 respectively). The site-specific
difference in predictability seems to be the result of the models for MSU Full and MSU Sub
prioritizing the VI’s, whereas Noble Full prioritizes measured reflectance which likely played a
role in the site-specific differences in predictability of the forage quality metrics.
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These results show the difficulty in creating a global model for predicting forage quality.
They indicate that model transferability is limited given the differences between study sites in
terms of predictor inclusion rates, effect sizes, and goodness-of-fit. MSU’s datasets (Full and
Sub) better predicted ADF versus NDF and vice versa for Noble Full. IVTDMD, TDN, and
WSC each performed similarly (average R2 = 0.202 – 0.390) across all 3 datasets; however, the
predictors involved in the fit model for each dataset varied (Tables 5, 7, and 9 for each dataset
respectively). Further, there were coefficient estimates that also had conflicting correlation with
the metrics between sites (i.e. positive or negative correlation). Most apparently, were the
discrepancies between the blue and green bands between both study sites. These observations
show that there is further variability that must be addressed.
DISCUSSION
The inability of reflectance alone to predict forage quality metrics using my proposed
framework is apparent; however, there are numerous insights to be gained. From these models,
including a variety of bands (both raw and derived) seems to contribute to predictability. It is
important to acknowledge that the results discussed in this chapter show that the bands necessary
for prediction will depend on the question to be answered. Accurate and consistent prediction of
forage quality metrics will require incorporation of variability outside that present in raw
reflectance and vegetation indices alone.
Such variability could result from a variety of sources. First, consider variation
introduced by astronomical sources. Each of the measurements incorporated in this model is
subject to variability due to time of day. As discussed above, in spectroscopy the reflectance
measured is dependent on light source, and in the case of field spectroscopy the light source is
the sun. Throughout the day, the earth is rotating and the position and angle of the sample sites
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relative to the sun changes. Incorporating the actual time frames of flights (i.e. time of day)
would assist with improving model performance because of the variability in solar position (i.e.
azimuth and zenith; Garzonio et al. 2017, Hueni et al. 2017). Although the sensor accounts for
this variability in multiple ways (i.e. calibration panel and incident light sensor), it can influence
reflectance by way of shading locations differently depending upon vegetation height for
example. Similarly, the variation in flight timing will impact the reflectance measured due to the
change in sun position (Hueni et al. 2017). To incorporate this into the model, solar angles like
azimuth and zenith may also be important and may indeed perform better than time of day, as
these are explicit mechanisms affecting reflectance rather than a temporal surrogate (i.e. time of
day is correlated with solar angels, but the correlation is inconsistent across the year). This would
provide the model with the location for the position of the sun as it occurred during the duration
of a given flight date.
Similarly, Capolupo et. al (2015) discussed the variations observed with spectral readings
throughout the year, and this may be crucial to improve this methodology (Psomas et al. 2005).
The Earth’s position in relation to the sun changes throughout the year both by its tilt and orbit.
Given that the sun dictates the reflectance measured as a result of distance and angle (Hueni et al.
2017), failure to incorporate the variation observed due to geographic location on the planet may
result in poor predictability. It is likely necessary to consider a model that incorporates this
variability throughout the year (i.e. site-specific azimuth and zenith).
Additionally, variability introduced by the ecology and phenology of the plants
themselves should be considered. For example, the quality of vegetation is linked to its growth
through declines in digestibility with increasing plant maturity (Fryxell 1991, Van Soest 1998,
Smith et al. 2020). Given that plants mature and senesce following seasonal cycles, the
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vegetative life cycle is a critical omission in past attempts to model and predict forage quality
metrics but should be involved in future attempts. This variation could be accommodated using
seasonal time harmonics transforming the time of the year into a circular variable (e.g.
sin(2πd/D), where d is the day of the year and D=365; Street et al. 2016). Further, these
ecological factors may be obscured as a result of the sampling procedure of the reflectance
versus how the forage was sampled. Reflectance measurements come from the approximately the
same sample location each time; however, when tossing the quadrat and locating the points via
GPS, there is variability in sample location, suggesting that the specific maturity of the sampled
plants may not precisely match the UAS imagery. This source of variation may be
accommodated using standard spatial aggregation procedures (e.g. moving window averaging).
The proposed and explored procedure showed evidence for the prediction of some forage
quality metrics from UAS captured imagery. Additionally, this process yielded further inference
into the capacity measured reflectance and vegetation indices have towards accurately predicting
quality. However, reflectance alone paired with my modeling approach is not capable of
predicting forage quality in its current state. As shown, there were site specific differences,
which contributed to differing models for a given metric between study sites as well as variable
rates of efficacy (i.e. goodness-of-fit). Here, a variety of environmental and ecological factors
that might be included in models of forage quality based on remotely sensed imagery were
identified, and in the following chapter, a model evaluating the influences of such factors is
explored.
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Table 1.1

Forage sampling dates for Mississippi State University and Noble Research
Institute (No Sample values represent periods where Covid-19 resulted in the
inability to undergo a sampling period).
MSU (Site 1)

Noble (Site 2)

1/1/2019

1/20/2020

2/6/2019

2/20/2020

3/11/2019

NO SAMPLE

4/16/2019

NO SAMPLE

5/21/2019

NO SAMPLE

6/26/2019

6/20/2020

7/31/2019

7/7/2020

9/5/2019

8/12/2020

10/10/2019

9/16/2020

11/15/2019

10/20/2020

12/20/2019

12/3/2020
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Table 1.2

MicaSense RedEdge-MX sensor specifications.

Band

Center (nm)

Bandwidth (nm)

Blue

475

20

Green

560

20

Red

668

10

Red-Edge

717

10

NIR

840

40
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Table 1.3

Derived forage quality metrics from the near-infrared spectroscopy lab analysis
with brief description of each metric.
Metric

Acid Detergent Fiber

Description
Measurement of indigestible materials in forage consisting
primarily of cellulose and lignin. Higher values of ADF
indicate less digestible forage.

In-Vitro True Dry Matter

Method for deriving overall forage digestibility using in vitro

Digestibility

methodologies.

Neutral Detergent Fiber

Measurement of total forage fiber; contains cellulose,
hemicellulose, and lignin. Higher values of NDF indicate less
digestible forage.

Crude Protein

Crude protein is an indirect measure of the nitrogen (N)
concentration of the forage.

Total Digestible Nutrients

Sum of digestible forage components. Highly correlated with
amount of energy yielded from forage.

Water Soluble Carbohydrates Measures the amounts of sugars which are necessary for
ruminant nutrition and maintenance.
Calcium

Amount of Calcium within forage on a percent dry matter
basis.

Magnesium

Amount of Magnesium within forage on a percent dry matter
basis.

Phosphorus

Amount of Phosphorus within forage on a dry matter basis.

Potassium

Amount of Potassium within forage on a dry matter basis.
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Table 1.4

Average model performance from 100 iterations for MSU Full dataset which
corresponds to all conducted flights paired to nearest forage sample. The values in
this table represent the attempt to use the fit model to predict observed values that
were not involved in the model fit procedure.

Forage

Mean

Mean

Mean R-

Minimum

Maximum

Metric

Slope

Intercept

Squared

R-Squared

R-Squared

ADF

0.277

28.622

0.289

0.152

0.338

IVTDMD

0.318

43.455

0.327

0.260

0.400

NDF

0.185

53.517

0.197

0.152

0.247

Crude

0.036

11.189

0.0434

0.0198

0.09

TDN

0.277

36.761

0.289

0.234

0.338

WSC

0.242

3.566

0.255

0.210

0.296

Calcium

0.0005

0.454

0.377

0.003

0.500

Magnesium

0.062

0.251

0.073

0.0413

0.116

Phosphorus

0.0363

0.228

0.055

0.026

0.095

Potassium

0.309

0.811

0.320

0.255

0.380

Protein
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Table 1.5

(MSU Full): Proportion of each predictor drop rate for each forage quality metric
out of 100 iterations of model fit.

Metric

Blue

Green

Red

NIR

Red Edge

NDVI

EVI

VARI

ADF

0

0

0.99

0

0.94

0.88

0

0

IVTDMD

1

0

0.69

0.02

1

0.98

0

0

NDF

0.73

0

0.03

0

0.03

0.05

0.06

0

CP

0.42

0.92

1

1

0.40

0.98

0.25

0

TDN

1

0

0

0

0.03

0.02

0

0

WSC

1

0

0

0

0

0.01

0

0

Calcium

1

0.75

1

1

1

1

1

1

Magnesium

0

0

0.81

0

0.83

0.58

0.98

0

Phosphorus

1

1

0.85

0.99

0.99

0

0.94

0.25

Potassium

0.01

0.52

0.50

1

0.48

0

0

0
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Table 1.6

Average model performance from 100 iterations for MSU Sub dataset which
corresponds to all conducted flights paired to nearest forage sample. The values in
this table represent the attempt to use the fit model to predict observed values that
were not involved in the model fit procedure.

Forage

Mean

Mean

Mean

Minimum

Maximum R-

Metric

Slope

Intercept

R-Squared

R-Squared

Squared

ADF

0.213

30.968

0.256

0.108

0.422

IVTDMD

0.223

49.649

0.282

0.100

0.446

NDF

0.122

57.529

0.172

0.051

0.336

Crude

0.009

11.518

0.140

0.0033

0.504

TDN

0.213

40.192

0.256

0.108

0.422

WSC

0.198

3.873

0.222

0.074

0.412

Calcium

1.82027E-17

0.453

0.501

0.490

0.513

Magnesium

0.001

0.267

0.406

0.00014

0.506

Phosphorus

0.017

0.234

0.087

0.0022

0.502

Potassium

0.416

0.370

0.334

0.218

0.537

Protein
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Table 1.7

(MSU Sub): Proportion of each predictor drop rate for each forage quality metric
out of 100 iterations of model fit.

Metric

Blue

Green

Red

NIR

Red Edge

NDVI

EVI

VARI

ADF

0.95

0.68

1

0.72

1

0.99

0.05

0

IVTDMD

0.90

1

1

0.98

1

0.58

0

0

NDF

0.99

0.90

1

0.89

1

1

0.92

0

CP

1

1

1

1

1

1

1

0.20

TDN

0.95

0.68

1

0.72

1

0.99

0.05

0

WSC

0.37

0.29

1

0.32

0.36

1

0.30

0

Calcium

1

1

1

1

1

1

1

1

Magnesium

0.81

1

1

1

1

1

1

1

Phosphorus

1

1

1

1

1

0.46

0.97

0.05

Potassium

0.07

0.92

0.97

0.76

0.90

0

0

0.89
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Table 1.8

Average model performance from 100 iterations for Noble Full dataset which
corresponds to all conducted flights paired to nearest forage sample. The values in
this table represent the attempt to use the fit model to predict observed values that
were not involved in the model fit procedure.

Forage

Mean

Mean

Metric

Slope

Intercept

ADF

0.221

27.846

IVTDMD

0.274

NDF
Crude

Mean

Minimum

Maximum

R-Squared

R-Squared

0.278

0.069

0.508

52.901

0.322

0.173

0.551

0.379

39.053

0.441

0.255

0.620

0.282

9.362

0.337

0.216

0.496

TDN

0.220

43.076

0.278

0.069

0.508

WSC

0.307

5.470

0.390

0.223

0.597

Calcium

0.106

0.424

0.158

0.044

0.295

Magnesium

0.102

0.287

0.125

0.013

0.273

Phosphorus

0.117

0.206

0.152

0.036

0.284

Potassium

0.423

0.702

0.461

0.284

0.611

R-Squared

Protein

24

Table 1.9

(Noble Full): Proportion of each predictor drop rate for each forage quality metric
out of 100 iterations of model fit.

Metric

Blue

Green

Red

NIR

Red Edge

NDVI

EVI

VARI

ADF

0

0

0.93

0.01

0

1

1

0

IVTDMD

0

0

0.71

0.02

0.01

0.01

1

0

NDF

0

0

0.01

0

0

0.03

1

0

CP

0

0

0

0.23

0.05

1

1

0

TDN

0

0

0.93

0.01

0

1

1

0

WSC

0

0

0.98

0

0

1

1

0

Calcium

0

1

0

1

0.48

1

0.88

0.23

Magnesium

0.08

1

1

0

0.58

0.52

0.99

0.45

Phosphorus

0.26

1

1

0

0

0.94

1

0.29

Potassium

0.79

0

0.07

0

0

0

1

0
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Figure 1.1

Study site located in Starkville, MS on H.H. Leveck Research Facility with sample
point distribution which was sampled every 35 days in 2019.
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Figure 1.2

Study site located in Ardmore, Oklahoma at Noble Research Institute with sample
point distribution which was sampled every 35 days in 2020.
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Figure 1.3

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for acid detergent fiber for 3 distinct
datasets named MSU Full (consists of all observations for 2019), MSU Sub
(consists of a subset of MSU Full), and Noble Full (consists of all observations for
2020).
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Figure 1.4

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for in-vitro true dry matter
digestibility for 3 distinct datasets named MSU Full (consists of all observations
for 2019), MSU Sub (consists of a subset of MSU Full), and Noble Full (consists
of all observations for 2020).
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Figure 1.5

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for neutral detergent fiber for 3
distinct datasets named MSU Full (consists of all observations for 2019), MSU
Sub (consists of a subset of MSU Full), and Noble Full (consists of all
observations for 2020).
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Figure 1.6

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for crude protein for 3 distinct
datasets named MSU Full (consists of all observations for 2019), MSU Sub
(consists of a subset of MSU Full), and Noble Full (consists of all observations for
2020).
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Figure 1.7

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for total digestible nutrients for 3
distinct datasets named MSU Full (consists of all observations for 2019), MSU
Sub (consists of a subset of MSU Full), and Noble Full (consists of all
observations for 2020).
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Figure 1.8

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for water soluble carbohydrates for 3
distinct datasets named MSU Full (consists of all observations for 2019), MSU
Sub (consists of a subset of MSU Full), and Noble Full (consists of all
observations for 2020).
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Figure 1.9

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for calcium for 3 distinct datasets
named MSU Full (consists of all observations for 2019), MSU Sub (consists of a
subset of MSU Full), and Noble Full (consists of all observations for 2020).
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Figure 1.10

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for magnesium for 3 distinct datasets
named MSU Full (consists of all observations for 2019), MSU Sub (consists of a
subset of MSU Full), and Noble Full (consists of all observations for 2020).
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Figure 1.11

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for phosphorus for 3 distinct datasets
named MSU Full (consists of all observations for 2019), MSU Sub (consists of a
subset of MSU Full), and Noble Full (consists of all observations for 2020).
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SUCH A

Figure 1.12

Coefficient estimates of the extracted from the 100 iterations of the model fit
procedure using leave n-out cross validation for potassium for 3 distinct datasets
named MSU Full (consists of all observations for 2019), MSU Sub (consists of a
subset of MSU Full), and Noble Full (consists of all observations for 2020).
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CHAPTER II
INCORPORATE EXTERNAL FACTORS SUCH AS TIME AND SUN ANGLE TO
IMPROVE PREDICTIVE ACCURACY
INTRODUCTION
In the preceding chapter, the influence of reflectance and derived indices on the
prediction forage quality metrics was evaluated using a multiple regression model in a LASSO
framework to select and drop variables that yield the most informative model (James et al. 2013).
However, reflectance values and indeed the nature of the relationship between reflectance and
forage characteristics may strongly covary with environmental conditions at the time of data
collection (Capolupo et al. 2015). For example, my study sites are more than 600 miles apart.
This change in location will result in many environmental factors like temperature, humidity,
wind, and sun position differing in ways that can change model performance. Further,
differences in plant species occurrence and density between both sites may introduce variation in
the relationship between reflectance and forage quality due to differences in photosynthetic rates,
temperature tolerance, timing of senescence and flowering phenology, etc. (Gitelson & Merzlyak
1996, Capolupo et al. 2015). Each of these factors can influence the reflectance measured in a
multitude of ways (Garcia-Sanchez et al. 2017). Excluding these effects from the models allowed
for the direct evaluation of the individual effects of reflectance and derived vegetation indices on
predicted forage quality (see Chapter 1, Tables 4 - 9). This came at the cost of increased
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variation in the model due to environmental covariation, likely resulting in the poor goodness-offit observed in the validation procedure.
Lastly, time should be considered in a variety of capacities when remotely sensing forage
quality in the field as it impacts these analyses in a multitude of ways. In comparison to
laboratory NIRS where the light source is fixed, field spectroscopy depends on sunlight to
produce reflectance. The tilt, distance, and position of the earth in relation to the sun is
constantly changing as the year progresses, and the measured reflectance signals can vary as a
result (Lillesand & Keifer 2000, Psomas et al. 2005, Capolupo et al. 2015, Kobayashi et al.
2018). This progression results in a variety of interactions which influence not only reflectance,
but the lifecycles of vegetation considered in these models (Yang et al. 2016). Further, on a
given day, the sun’s position in relation to the point of interest (i.e. MSU and Noble) varies, and
the inconsistency in the timing of my flights can produce variation in the dataset (though
standardization of sampling procedures can alleviate this). For these reasons, time in relation to
these interactions is critical to involve in this process.
Due to weak model performance demonstrated in Chapter 1, additional variables must be
considered when modeling forage quality using reflectance data derived from UAS. Here, the
model structures used to characterize the relationship between various forage characteristics and
remotely sensed reflectance bands are reconsidered. Specifically, several critical environmental
characteristics that are expected to covary with forage quality and reflectance are identified.
Using the resampling and validation procedures described in Chapter 1, the regression models to
incorporate these new parameters and re-evaluate model fit and performance are reparameterized.
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METHODS
DATA COLLECTION
Data collection of forage samples and UAS imagery were identical to that in the previous
chapter. See Chapter 1 for a complete description of data.
SOLAR ANGLE CALCULATION
To derive the solar angles for these models, a spreadsheet available through the National
Oceanic and Atmospheric Administration
(https://www.esrl.noaa.gov/gmd/grad/solcalc/calcdetails.html) was used. This is a spreadsheet
that takes 3 inputs to derive the azimuth and zenith angles for a given day or time of day: flight
date, geographic coordinates in decimal degrees (MSU: 33.4659, -88.81288 & Noble:
34.216702, -97.20309), and time zone (GMT-6 for both study sites). An azimuth and zenith were
calculated for every six minutes for a given date. All values across the flight period plus one
additional reading before and after the period were used to calculate an averaged azimuth and
zenith for each flight.
TIME HARMONIC CALCULATION
Annual time harmonics were used to accommodate the effect of time-of-year on plant
characteristics. March 15th was chosen as the start of the growing season for the vegetation in our
pastures (Paolini et al. 2018) and was defined as the start of the growing season as the beginning
of the annual harmonic (i.e. March 15 is day 1 of the year). This offset allowed calculation of
circular temporal variables that generally followed the seasonal cycles of growth and senescence.
There were 4 circular time harmonics: sin(2πt/T), sin(4πt/T), cos(2πt/T), and cos(4πt/T), where t
is the number of days since March 15th, and T is the total days in the year (i.e. 365 in 2019 and
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366 in 2020). Sine and cosine variants permit investigation of differently timed critical periods in
growth cycles by shifting the peaks and troughs of the circular harmonic. The scalar in each
equation controls the number of oscillations throughout the year; 2πt/T produces a single peak
and trough in the harmonic oscillation, and 4πt/T produces 2 peaks and 2 troughs (Street et al.
2016). This allowed me to accommodate the possibility that some environmental effects had a
single annual cycle (e.g. plants with a single flowering period), while others may have multiple
annual effects (e.g. plants with multiple flowering periods such as white clover, Trifolium
repens).
DATASETS
MSU’s full dataset (“MSU Full” hereafter) consists of dataset one with additional
components. Those additional components include the additional variables mentioned in the
methods of this chapter. In addition to the 5 measured bands of reflectance and 3 vegetation
indices, there are 2 solar angles (i.e. azimuth and zenith) for each flight that occurred.
Additionally, there are 4 time harmonic curves and 32 interaction terms between the time
harmonics and each band of light (allowing that the contribution of a particular reflectance band
may vary across seasons and stages of plant growth), for a total of 46 variables paired to the
reflectance which was extracted at each point.
As discussed in Chapter 1, the subset of MSU Full (“MSU Sub” hereafter) contains all of
the components mentioned in the description of MSU Full; however, this dataset is subsampled
to match the size of the dataset acquired from the sampling period at Noble (“Noble Full”
hereafter). This dataset contains the same data mentioned in the description of Noble Full in
Chapter 1, with the addition of the predictors mentioned for MSU Full; however, these data
come from the study site located at Noble in Ardmore, Oklahoma.
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MODEL DEVELOPMENT AND ASSESSMENT
A multiple regression within a LASSO (Least Absolute Shrinkage and Selection
Operator) framework was used to predict forage traits and quality metrics (James et al. 2013).
Each model contained the same 46 variables: 5 measured reflectance bands (blue, green, red, red
edge, and near-infrared), 3 vegetation indices derived from the 5 measured bands (NDVI, EVI,
and VARI), 2 solar angels (azimuth and zenith), 4 time harmonics (i.e. sin(2πt/T), sin(4πt/T),
cos(2πt/T), and cos(4πt/T)), and 32 first-order interactions between reflectance bands and time
harmonics (denoted as e.g. Isin2Blue, or the interaction between the position on the sin(2πt/T)
curve and the blue band at that time). The final model structure was thus:

𝑦̂= β0 + β1 Blue + β2 Green + β3 Red + β4 Red Edge + β5 NIR +

(Raw Reflectance)

β6 NDVI + β7 EVI + β8 VARI +

(Derived Indices)

β9 Solar Azimuth + β10 Solar Zenith +

(Solar Angles)

β11 Sin2+ β12 Cos2 + β13 Sin4 + β14 Cos4 +

(Time Harmonic Curves)

β15 ISin2Blue + β16 ICos2Blue + β17 ISin4Blue + β18 ICos4Blue +

(Interactions for Blue)

β19 ISin2Green + β20 ICos2Green + β21 ISin4Green + β22 ICos4Green +
β23 ISin2Red + β24 ICos2Red + β25 ISin4Red + β26 ICos4Red +
β27 ISin2Edge + β28 ICos2Edge + β29 ISin4Edge + β30 ICos4Edge +
β31 ISin2NIR + β32 ICos2NIR + β33 ISin4NIR + β34 ICos4NIR +
β35 ISin2NDVI + β36 ICos2NDVI + β37 ISin4NDVI + β38 ICos4NDVI +
β39 ISin2EVI + β40 ICos2EVI + β41 ISin4EVI + β42 ICos4EVI +
β43 ISin2VARI + β44 ICos2VARI + β45 ISin4VARI + β46 ICosVARI +
ϵ

(Interactions for Green)
(Interactions for Red)

(Interactions for Red Edge)
(Interactions for NIR)
(Interactions for NDVI)
(Interactions for EVI)
(Interactions for VARI)
(Residual Error)
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(2.1)

Model assessment and validation followed the same resampling approach as described in
Chapter 1 on each of the datasets mentioned above for Chapter 2 (i.e. MSU Full, MSU Sub, and
Noble Full).
RESULTS
The results for all predicted forage quality metrics from each dataset are reported in
Tables 1 - 3. Similar to the observations from chapter1, these results show the same factors are
important to consider and account for when trying to predict forage quality metrics using a UAS.
Prediction of mineral quantities was low for calcium, magnesium, and phosphorus; however,
prediction for potassium performed well (average R2 = 0.534, 0.542, and 0.620 for MSU Full,
MSU Sub, and Noble Full, respectively). Although there is evidence for reliable predictions to be
made, there are apparent differences between locations in terms of predictor involvement rates.
Across the 4 minerals for the 3 datasets, the interaction between the cos(2πt/T) and cos(4πt/T)
time harmonics and blue or green bands seemed to play a disproportionate role in the goodnessof-fit observed for these forage components.
The visible spectrum yielded similar input to the models as in the previous chapter. The
blue band, green band, and their interactions with the sin(2πt/T) and cos(2πt/T) curves were
consistently prioritized across both sites and many metrics. When maintained, these reflectance
bands tended to have the largest effect sizes across all metrics for both sample locations. Of
particular importance was the blue band for the models of MSU Full and MSU Sub, as opposed
to the green band for the models of Noble Full. The interaction between the sin(2πt/T) curve and
the blue band (i.e. ISin2Blue) was the most important predictor across all sites (MSU and NRI)
for ADF and TDN. Further, this interaction was crucial (i.e. large effect size relative to other
variables) in a variety of other metrics as well, including WSC and IVTDMD for MSU Full.
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Likewise, Noble Full’s comparable goodness-of-fit for a variety of metrics (ADF, NDF,
IVTDMD, RFV, TDN, and WSC) can be attributed primarily to the green band, and in some
cases (e.g. WSC) interactions between the sin(2πt/T) curve and green band.
One of the most notable results from these plots is the importance of including the
vegetation index VARI. This index was involved at least in at least 75 of the 100 iterations for
the 6 models predicting forage quality metrics (i.e. not mineral quantities) and was the only
predictor variable that performed this way across both sites. There was variability in predictors
maintained consistently between sites (i.e. 75 of the 100 iteration or more). Noble Full
maintained the green band and a variety of derived band curves more consistently; for example,
the interaction between VARI and the cos(2πt/T) harmonic was maintained for all metrics
(minerals excluded). This was the only vegetation index of the 3 involved that performed in this
manner. Though the VARI did not have effect sizes comparable to that of the blue and green
bands, it yielded consistently precise coefficient estimates across nearly all forage quality
metrics.
Given the increased goodness-of-fit in comparison to the previous chapter, it is apparent
that there was notable variation captured through this process. Although the site-specific
variation did not seem to influence model fit in terms of solar position (i.e. azimuth and zenith),
there was site specific variation captured through vegetation cycles that did influence
predictability. This was apparent in the variable inclusion rates as well as effect sizes across all
datasets and metrics.
DISCUSSION
This chapter improved upon the concepts and models developed in the previous chapter
by incorporating the environmental and ecological variation present within these systems. Solar
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position was incorporated through solar angles (i.e. azimuth and zenith), and though it did not
seem to have a significant impact (according to effect sizes and inclusion rates), the sun shifts
throughout the year in a predictable manner that undoubtedly influences reflectance (Psomas et
al. 2005, Capolupo et al. 2015, Garzonio et al. 2017, Hueni et al. 2017). Plant phenology can also
influence reflectance, and omission of this consideration can negatively impact prediction
(Gitelson & Merzlyak 1996). Throughout the year, chlorophyll concentration is a direct gauge
for vegetation health and potential quality as it is an indicator of senescence, disease, or other
impacts to productivity in vegetation, and this is primarily observable in the visible-to-red-edge
range (Curran et al. 1995, Gitelson & Merzlyak 1996). Through the observed effect sizes
discussed above, my results show that this range on the electromagnetic spectrum consistently
contributed more input than other predictor variables. Further, shifts in plant phenology through
incorporating growing seasons using circular time harmonics as well as interactions between this
seasonality and the reflectance were addressed. It was apparent that not only were the visible
bands important, but so too were the interactions between visible bands and season.
The inability to produce high goodness-of-fit for mineral contents is likely due to
differences in sampling methodology between lab and field spectroscopy. In a lab, the forage
samples are prepared (i.e. dried and ground up) whereas field measurements are taken with no
sample preparations. It has been observed that derivation of mineral quantities is highly subject
to variability in particle size and moisture content (Baker et al. 1994, Ikoyi & Younge 2020).
Overall, although my methodology produced exceptional goodness-of-fit for a variety of forage
quality metrics and components, there clearly exist sources of variation that could not be
incorporated to improve predictive accuracy for mineral concentrations.
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To improve this methodology, specific care should be afforded to the individual species
present and how this may influence observations. As discussed, chlorophyll can play a key role
in this process; however, not only does its concentration vary with species and time, but so too
does the type of chlorophyll that may be present. Chlorophyll A is present in all plants, but some
also contain Chlorophyll B. While neither absorb green light, they absorb blue and red light more
readily at different regions of the electromagnetic spectrum, which can influence reflectance
(Gitelson & Merzlyak 1996). Plant species can also differ in their photosynthetic pathways (i.e.
C3 vs. C4), and this too may influence the metrics reported here and their relationships with
reflectance (Liu et al. 2015). Further, these factors can influence plant phenology, growth and
forage health at given times of the year resulting from external factors altering photosynthetic
efficiency dependent upon the method used (Liu et. al 2015). This may require a greater offset
for the time harmonics than that used here (i.e. defining the start of the growing season based on
the specific flowering patterns of forage in a target system) to improve model fit and predictive
accuracy. Although, for the purpose of use at my sample locations, this may be of lesser
importance given the relative uniformity of species as a result of the site being used for animal
production. An alternative to the time harmonic method of broadly determining plant growth
which will yield a more definite estimate of plant development are growing degree days (GDDs;
Miller et al. 2001). GDD’s are used to track plant development closely and are a method which
gives researchers an ability to not only estimate daily growth by following temperature shifts, but
also more definitively know the beginning of the growing season for a given species. There are
multiple methods to estimate GDD’s, and although not perfect, they are more precise than
calendar or Julian days at estimating plant cycles.
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The potential for application of this approach outside the animal production realm is
promising for a variety of disciplines. Animal movements are dynamic and present a variety of
possible explanations for the observed distributions as discussed in the previous chapter
(McNaughton 1984, Fryxell 1991, Pressier et al. 2005, Hebblewhite & Merrill 2007,
Hebblewhite et al. 2008, Bischof et al. 2012). This proposed methodology will assist in
developing further hypotheses, observing new phenomena, and will lead to an overall better
understanding of the bottom-up controls vegetation exert on a system. For example, sub-meter
resolutions as enabled by UAS could lead to a better understanding of fine-scale distribution
patterns (Wickham and Riiters 2018), particularly when paired to quality metrics in a spatial
context. Further, the ability to accurately predict a variety of metrics could provide a depth of
insight about a given system. Animal movements, behaviors, and needs vary with the individual
and scale of observation (Johnson 1980). Therefore, individual animal distributions could be
influenced by different forage quality components and metrics, which would be detectable with
future refinements of this proposed process.
Beyond this, UAS overcome many of the flaws that have historically plagued satellite
obtained imagery for example cloud cover, temporal and spatial resolutions, and cost. These
advantages make them viable alternatives to applications relating specifically to vegetation
health (Dash et al. 2017). Additionally, UAS can offer higher accuracy when classifying
landcover types over historic satellite techniques (Iizuka et al. 2018). While UAS will not
address the issue of global coverage (at least not in the near future) offered by satellites, they do
offer alternatives in some cases through advantages in resolution and temporal flexibility. This
work has identified, created, and evaluated a methodology for UAS to predict a variety of forage
quality metrics and components. Although these results are not conclusive, they do offer
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valuable insight and critical evidence which warrants further investigation and provide the
crucial first step toward a comprehensive predictive modeling framework for fine-scale
landscapes for forage quality. With future refinement and improvement, there are seemingly
endless applications for UAS to address critical issues outside those present in animal production
systems.
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Table 2.1

(MSU Full): Average goodness-of-fit for the predicted versus observed values of a
variety of forage quality metrics using 46 predictors including measured
reflectance (blue, green, red, red edge, and near-infrared), vegetation indices
(NDVI, EVI, and VARI), solar angles, time harmonics, and interactions.

Forage

Mean

Mean

Mean

Minimum

Maximum R-

Metric

Slope

Intercept

R-Squared

R-Squared

Squared

ADF

0.617

15.121

0.624

0.541

0.667

IVTDMD

0.633

23.421

0.639

0.591

0.683

NDF

0.477

34.331

0.491

0.419

0.544

Crude

0.269

8.491

0.275

0.170

0.365

TDN

0.617

19.513

0.624

0.541

0.667

WSC

0.581

1.992

0.586

0.520

0.632

Calcium

0.072

0.422

0.084

0.055

0.140

Magnesium

0.217

0.210

0.234

0.190

0.300

Phosphorus

0.166

0.198

0.173

0.104

0.244

Potassium

0.529

0.553

0.534

0.484

0.592

Protein
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Table 2.2

(MSU Sub): Average goodness-of-fit for the predicted versus observed values of a
variety of forage quality metrics using 46 predictors including measured
reflectance (blue, green, red, red edge, and near-infrared), vegetation indices
(NDVI, EVI, and VARI), solar angles, time harmonics, and interactions.

Forage

Mean

Mean

Mean

Minimum

Maximum R-

Metric

Slope

Intercept

R-Squared

R-Squared

Squared

ADF

0.570

16.934

0.598

0.445

0.727

IVTDMD

0.579

26.861

0.591

0.460

0.722

NDF

0.381

40.596

0.459

0.238

0.654

Crude

0.201

9.285

0.252

0.0334

0.425

TDN

0.570

21.927

0.598

0.445

0.727

WSC

0.506

2.375

0.559

0.389

0.671

Calcium

0.00793

0.450

0.206

0.00015

0.0513

Magnesium

0.0966

0.241

0.158

0.0260

0.320

Phosphorus

0.115

0.211

0.163

0.0141

0.407

Potassium

0.526

0.559

0.542

0.364

0.697

Protein
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Table 2.3

(Noble Full): Average goodness-of-fit for the predicted versus observed values of a
variety of forage quality metrics using 46 predictors including measured
reflectance (blue, green, red, red edge, and near-infrared), vegetation indices
(NDVI, EVI, and VARI), solar angles, time harmonics, and interactions.

Forage

Mean

Mean

Mean

Minimum

Maximum R-

Metric

Slope

Intercept

R-Squared

R-Squared

Squared

ADF

0.410

21.131

0.447

0.135

0.689

IVTDMD

0.381

45.022

0.428

0.164

0.659

Lignin

0.144

4.189

0.211

0.005

0.510

NDF

0.590

25.802

0.614

0.310

0.782

Crude Protein

0.400

7.819

0.414

0.253

0.612

TDN

0.410

32.588

0.447

0.135

0.689

WSC

0.594

3.194

0.637

0.399

0.812

Calcium

0.226

0.367

0.270

0.153

0.490

Magnesium

0.190

0.260

0.270

0.140

0.434

Phosphorus

0.321

0.158

0.365

0.034

0.560

Potassium

0.575

0.521

0.620

0.514

0.770
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Figure 2.1

(MSU Full ADF): Coefficient estimates for the predictors dropped 25 or less of 100 iterations out of the 46 included in
the model fitting procedure using leave n-out cross validation in a LASSO Framework.
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Figure 2.2

(MSU Sub ADF): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.3

(Noble Full ADF): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.4

(MSU Full IVTDMD): Coefficient estimates for the predictors dropped 25 or less of 100 iterations out of the 46
included in the model fitting procedure using leave n-out cross validation in a LASSO Framework.
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Figure 2.5

(MSU Sub IVTDMD): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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Figure 2.6

(Noble Full IVTDMD): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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Figure 2.7

(MSU Full NDF): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.8

(MSU Sub NDF): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.9

(Noble Full NDF): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.10

(MSU Full TDN): Coefficient estimates for the predictors dropped 25 or less of 100 iterations out of the 46 included in
the model fitting procedure using leave n-out cross validation in a LASSO Framework.
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Figure 2.11

(MSU Sub TDN): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.12

(Noble Full TDN): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.13

(MSU Full WSC): Coefficient estimates for the predictors dropped 25 or less of 100 iterations out of the 46 included in
the model fitting procedure using leave n-out cross validation in a LASSO Framework.
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Figure 2.14

(MSU Sub WSC): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.15

(Noble Full WSC): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.16

(MSU Full Crude Protein): Coefficient estimates for the predictors dropped 25 or
less of 100 iterations out of the 46 included in the model fitting procedure using
leave n-out cross validation in a LASSO Framework.
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Figure 2.17

(MSU Sub Crude Protein): Coefficient estimates for the predictors dropped 25 or
less of 100 iterations out of the 46 included in the model fitting procedure using
leave n-out cross validation in a LASSO Framework.
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Figure 2.18

(Noble Full Crude Protein): Coefficient estimates for the predictors dropped 25 or
less of 100 iterations out of the 46 included in the model fitting procedure using
leave n-out cross validation in a LASSO Framework.
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Figure 2.19

(MSU Full Calcium): Coefficient estimates for the predictors dropped 25 or less of
100 iterations out of the 46 included in the model fitting procedure using leave nout cross validation in a LASSO Framework.
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Figure 2.20

(Noble Full Calcium): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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Figure 2.21

(MSU Full Magnesium): Coefficient estimates for the predictors dropped 25 or
less of 100 iterations out of the 46 included in the model fitting procedure using
leave n-out cross validation in a LASSO Framework.

75

Figure 2.22

(MSU Sub Magnesium): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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Figure 2.23

(Noble Full Magnesium): Coefficient estimates for the predictors dropped 25 or
less of 100 iterations out of the 46 included in the model fitting procedure using
leave n-out cross validation in a LASSO Framework
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Figure 2.24

(MSU Full Phosphorus): Coefficient estimates for the predictors dropped 25 or less of 100 iterations out of the 46
included in the model fitting procedure using leave n-out cross validation in a LASSO Framework.
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Figure 2.25

(MSU Sub Phosphorus): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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Figure 2.26

(Noble Full Phosphorus): Coefficient estimates for the predictors dropped 25 or
less of 100 iterations out of the 46 included in the model fitting procedure using
leave n-out cross validation in a LASSO Framework.
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Figure 2.27

(MSU Full Potassium): Coefficient estimates for the predictors dropped 25 or less of 100 iterations out of the 46
included in model fitting procedure using leave n-out cross validation in a LASSO Framework.
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Figure 2.28

(MSU Sub Potassium): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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Figure 2.29

(Noble Full Potassium): Coefficient estimates for the predictors dropped 25 or less
of 100 iterations out of the 46 included in the model fitting procedure using leave
n-out cross validation in a LASSO Framework.
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