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Abstract. Deep learning usually achieves the best results with complete
supervision. In the case of semantic segmentation, this means that large
amounts of pixelwise annotations are required to learn accurate models.
In this paper, we show that we can obtain state-of-the-art results us-
ing a semi-supervised approach, specifically a self-training paradigm. We
first train a teacher model on labeled data, and then generate pseudo
labels on a large set of unlabeled data. Our robust training framework
can digest human-annotated and pseudo labels jointly and achieve top
performances on Cityscapes, CamVid and KITTI datasets while requir-
ing significantly less supervision. We also demonstrate the effectiveness
of self-training on a challenging cross-domain generalization task, out-
performing conventional finetuning method by a large margin. Lastly, to
alleviate the computational burden caused by the large amount of pseudo
labels, we propose a fast training schedule to accelerate the training of
segmentation models by up to 2x without performance degradation.
Keywords: Semantic segmentation, semi-supervised learning, fast train-
ing schedule, cross-domain generalization
1 Introduction
Semantic segmentation is a fundamental computer vision task whose goal is to
predict semantic labels for each pixel. Great progress has been made in the
last few years in part thanks to the collection of large and rich datasets with
high quality human-annotated labels. However, pixel-by-pixel annotation is pro-
hibitively expensive, e.g., labeling all pixels in one Cityscapes image takes more
than an hour [13]. Thus until now, we only have semantic segmentation datasets
consisting of thousands or tens of thousands annotated images [13,48,68], which
are orders of magnitude smaller than datasets in other domains [51,43].
Given the fact that learning with annotated samples alone is neither scal-
able nor generalizable, there is a surge of interest in using unlabeled data by
semi-supervised learning. [50,25] adopt the concept of adversarial learning to
improve a segmentation model. Self-training [41,80,35,81,36] often uses a teacher
?
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Fig. 1. Overview of our self-training framework. (a) Train a teacher model on labeled
data. (b) Generate pseudo labels on a large set of unlabeled data. (c) Train a student
model using the combination of both real and pseudo labels
model to generate extra annotations from unlabeled images. Recently, [46,3] use
temporal consistency constraints to propagate ground truth labels to unlabeled
video frames. However, these models often beat a competing baseline in their
own settings but have difficulty achieving state-of-the-art semantic segmentation
performance on widely adopted benchmark datasets.
In this paper, we would like to revisit semi-supervised learning in semantic
segmentation, particularly on driving scene segmentation. Driving scene seg-
mentation suffers from insufficient training labels but it has access to unlimited
unlabeled images collected by running vehicles. Semi-supervised learning is thus
perfectly suited for such a task. In addition, motivated by an open problem in
semantic segmentation, i.e., a segmentation model trained on one driving dataset
may not generalize to another due to domain gap, we also evaluate our model on
a challenging cross-domain generalization task (e.g., from Cityscapes to Mapil-
lary) with a small number of annotations in the target domain.
The method we used is based on the self-training framework [61], which is
illustrated in Fig. 1. We first train a teacher model on a small set of labeled data,
which we refer as “real labels”. We then generate “pseudo labels” by using this
teacher model to predict on a large set of unlabeled data. In the end, a student
model is trained using the combination of both real labels and pseudo labels. If
the noise of the pseudo labels can be properly handled, the student model often
outperforms the teacher model. And in particular, when the pseudo labels come
from a different domain, the student model should generalize better than the
teacher model on this new domain.
As we can generate unlimited pseudo labels, it significantly increases the
training computational cost. A key reason segmentation models are hard to
train is because of the high resolution input images. We propose a schedule
that reduces the image resolution during training from time to time. A small
resolution reduces both the computation cost per image and also allows a large
batch for a better system efficiency. We carefully design the schedule so that it
will not impact the final performance given a fixed number of images processed.
Extensive experimental results demonstrate the effectiveness of our approach
on three driving scene segmentation datasets [13,2,19]. Take Cityscapes [13] as
an example, we achieve an mIoU of 82.7% on its test set using only fine annota-
tions. We outperform all prior arts that use the same training data, and several
methods [7,37,4,79] trained using additional labeled data.
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Our contributions are summarized below:
– We introduce a self-training framework for semantic segmentation, which is
able to properly handle the noisy pixel-level pseudo labels.
– We propose a training schedule that adjusts the image resolution during the
training to speedup the performance without losing model accuracy.
– We extensively evaluate the proposed method to show that it achieves state-
of-the-art performance on Cityscapes, CamVid and KITTI datasets, while
using significantly less annotations.
– We demonstrate the effectiveness of self-training on a challenging cross-
domain generalization task with different semantic categories.
2 Related Work
Semantic segmentation. Starting from the seminal work of FCN [40], se-
mantic segmentation has made significant progress [76,8,4,73,12] with respect
to model development. Recent work has focused more on exploiting object con-
text by using attention [69,17,72,18,77,71], designing more efficient networks
[24,49,67,31,57] and performing neural architecture search [37,7,47,75], etc.
Our work is different as we introduce a self-training framework for semantic
segmentation to explore the benefit of using unlabeled data. We demonstrate
that our method is orthogonal to model development. We can improve a number
of widely adopted models irrespective of the network architectures.
Semi-supervised learning. Recently we have witnessed the power of semi-
supervised learning in the image classification domain. By using a large amount
of unlabeled data, [63,61] are able to achieve state-of-the-art performance on Im-
ageNet. There are also numerous papers on semi-supervised semantic segmenta-
tion, such as using adversarial learning [50,25], self-training [41,80,35,81,36], con-
sistency regularization [45,16], knowledge distillation [60,39], video label propa-
gation [46,3], etc. However, these models often beat a competing baseline in their
own settings but have difficulty achieving state-of-the-art semantic segmentation
performance on widely adopted benchmark datasets.
In this paper, we revisit semi-supervised learning for semantic segmentation.
Our work is different from the previous self-training literature [41,80,35,81,36]
because our problem settings are different, and no direct comparisons can be
made. Besides, we adopt the teacher-student paradigm without using additional
regularization as in [80,81,36]. Our work also differs from knowledge distillation
[60,39] since our goal is to get state-of-the-art performance by using unlabeled
data, not distilling a light-weight student model for fast semantic segmentation.
Domain adaptation. Our cross-domain generalization task is related to unsu-
pervised domain adaptation (UDA). The goal of UDA is to learn a domain invari-
ant feature representation to address the domain gap/shift problem. Numerous
approaches have been proposed in this field, such as the dominating adversar-
ial learning pipeline [22,53,55,42,74,65], conservative loss [78], texture/structure
invariant [9,6], consistency regularization [10,30,70], etc.
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Our work differs from conventional UDA in multiple ways. First, our set-
tings are different. Most UDA literature adopt a synthetic-to-real setting (e.g.,
GTA5/SYNTHIA to Cityscapes), while we consider a real-to-real setting (e.g.,
Cityscapes to Mapillary/BDD100K). Second, our framework is more generic and
simpler. We do not use adversarial learning or specially designed loss functions
to reduce the domain gap, and yet achieve decent generalization performance.
Third, we show promising results on a challenging but practical task where the
target domain has new classes and we have a few labeled samples. Most UDA
literature do not consider this scenario. They often assume there is no labeled
data in the target domain and only report performance when the source and
target domain have the same number of classes.
3 Methodology
In this section, we introduce our self-training method for semantic segmentation.
We first describe the employed teacher-student framework in Sec. 3.1. With the
large amount of pseudo labels, we propose a centroid data sampling technique
in Sec. 3.2 to combat the class imbalance problem and the noisy label problem.
Following this, we design a fast training schedule in Sec. 3.3 to handle the large
expanded training set. This approach speeds up the model training by up to 2x
without performance degradation. Finally, we demonstrate in Sec. 3.4 that our
self-training method can also greatly improve the performance on a challenging
cross-domain generalization task with only a few labels.
3.1 Self-Training using Unlabeled Data
While semi-supervised learning has been widely studied for semantic segmen-
tation [41,80,45,16,60,39], it is difficult to beat human supervised counterparts
[12,79,33,69]. In this section, we introduce a teacher-student framework to per-
form self-training on semantic segmentation. Our goal is to use a small set of
labeled data and a large quantity of unlabeled data to improve both the accu-
racy and robustness of semantic segmentation models. In this way, the human
labeling effort can be largely reduced.
We present an overview of our self-training framework in Fig. 1. Given a
small quantity of labeled training samples (an image and a human-annotated
segmentation mask), we first train a teacher model with standard cross-entropy
loss. We adopt a number of training techniques specially designed for semantic
segmentation, to make the teacher model as good as possible. We will discuss
the training details in the following sections.
We then use the teacher model to generate pseudo labels on a large number of
unlabeled images. The better the teacher model is, the higher the quality of the
generated pseudo labels can be. As can be seen in Fig. 1, our teacher-generated
pseudo labels have a good quality that are close to human annotations. More
visualizations of pseudo labels can be found in the Appendix.
Finally, we train a student model using both human-annotated labels (real la-
bels) and teacher-generated labels (pseudo labels). Note that the teacher-student
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framework is widely studied in the literature of distillation, however, it has been
reported in [21] to have the limitation that teacher and student are expected to
have a similar architecture to work well. We would like to point out that with our
approach, the student model may have a different network architecture which
does not have to be the same as that of the teacher’s. In our experiments, we
use a single teacher but train several student models with various backbones and
network architectures. Our self-training framework consistently improves all of
them, which demonstrate its generalizability.
3.2 Fighting Class Imbalance with Centroid Sampling
The biggest challenge in self-training is how to deal with the noise in pseudo
labels [63,61,80,35,81,36]. With the increased number of training samples, there
is a high chance that noisy samples mislead and confuse the model during train-
ing. In addition, semantic segmentation is a dense prediction problem and each
erroneous pixel prediction is a noisy sample. That explains why previous self-
training papers [46,41] do not observe significant improvement even though they
generate a massive amount of pseudo labels from unlabeled images.
There are several widely adopted approaches to control the usage of pseudo
samples, such as (1) lowering the ratio of pseudo labels in each mini-batch (or in
each training epoch); (2) selecting pseudo labels with high confidence; (3) setting
lower weights in computing the loss for pseudo labels. However, these methods
do not account for the problem of class imbalance. We argue that this problem
will become more severe in the self-training paradigm because samples of each
class are amplified by a biased teacher model with the increasing number of
unlabeled training samples. For example, in the original Cityscapes training set,
the “road” class has 360 times more pixels than the “motorcycle” class. In the
expanded training set with pseudo labels, this ratio is on the scale of thousands.
Hence, a better way to control the usage of pseudo labels is essential to make
self-training work in the semantic segmentation domain.
We introduce a centroid sampling strategy similar to [4,79] but with several
major differences. The idea is to make sure that our model can see instances from
all classes in the expanded noisy set within each epoch, even for the underrep-
resented classes. To be specific, we first record the centroid of areas containing
the class of interest before training. A centroid is the arithmetic mean position
of all the points within an object. For example, the centroid of a car instance
will be a point roughly in the middle of the car. Then during training, we can
query training samples using such class-level information, i.e., crop an image
patch around the centroid. This centroid sampling strategy has two advantages.
First, we can train a semantic segmentation model without worrying about the
problem of class imbalance, no matter how large the noisy set is. We can choose
to uniformly query training mini-batches using the centroids so that the model
can see instances from all classes. Second, it does not break the underlying data
distribution because we only crop the image around the centroids. The ratio of
pixel count among all classes will remain approximately the same.
We now illustrate the differences between our centroid sampling technique
and [79]. First, [79] fixes the number of iterations within each epoch, which
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Fig. 2. Overview of our proposed fast training schedules. x-axis is the epoch number
and y-axis is the crop size. See texts in Section 3.3 for more details
means the model can only see a small fraction of all the pseudo labels. This
is not suitable for the self-training paradigm, because we can easily generate a
huge number of pseudo labels. We relax this constraint to flexibly adjust the
ratio between real and pseudo labels in each epoch. In this way, we can fully
understand the effect brought by the pseudo labels, and determine the appro-
priate amount of pseudo labels to train a good student model. Second, [79] only
selects underrepresented classes such as “fence”, “rider”, “train” to augment the
original dataset. We instead use all the classes because we believe it is better to
train the model following the real-world data distribution. It is not necessary to
force class “road” and class “motorcycle” to have the same amount of pixels.
3.3 Fast Training Schedule for Large Expanded Dataset
Once we have the pseudo labels and a principled way to control the noisiness,
it is time to kickoff training. However, semantic segmentation consumes lots of
computing resources. Due to the large crop size (e.g., 800×800), we can only use
a small batch size (2 or 4) depending on the network architecture to fit into the
GPU memory. Hence, even training on a medium-scale dataset like Cityscapes
with only 3K training samples using a high-end 8-GPU machine, takes days to
finish. Now if we increase the size of dataset to 10 times more, the training
will take weeks to complete, which leads to long research cycles. This is part of
the reason why self-training hasn’t been investigated thoroughly in the field of
semantic segmentation.
Given that the slowness is caused by using a small batch size, can we re-
duce the crop size during training to increase the batch size? Several researchers
[33,76,8] have done this experiment to accelerate their model training, and they
came to the conclusion that reducing crop size hurts the results. Thus, trading
crop size for batch size is not worth it. We agree with the conclusion because
semantic segmentation is a per-pixel dense prediction problem and a small crop
size will lead to the problem of losing global context and detailed boundary in-
formation, which is of course harmful. However, what if we can design a training
schedule that iterates between a small crop size and a larger crop size, so that
the training time can be reduced without losing segmentation accuracy?
In this work, inspired by the coarse-to-fine method in computer vision [56],
we design several training schedules to speed up the experiments. Our goal is
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to avoid the speed and accuracy trade-off, and achieve faster training with-
out losing accuracy. As shown in Fig. 2, we introduce 4 learning schedules,
namely coarse2fine, fine2coarse, coarse2fine+ and fine2coarse+. To be specific,
(1) coarse2fine means we first use small crop sizes such as 400 in the early epochs,
then change to 480, 560, 640, 720 and eventually 800 for the rest of the training.
Each crop size stays constant for several epochs, e.g., we change the crop size
every 30 epochs. (2) fine2coarse means we first use a large crop size such as 800
in the early epochs, then change to 720, 640, 560, 480 and 400 as we progress
to the end. (3) coarse2fine+ means we iterate the crop size every epoch to max-
imize the scale variation during model learning. For example, we use crop size
400 for epoch 0, 480 for epoch 1, 560 for epoch 2, and so on. And similarly,
(4) fine2coarse+ will be the reverse process of (3) where we start with a larger
(finer) crop. We will show the performance of each learning schedule in Section
4, and demonstrate that the coarse2fine+ schedule is the best candidate. It is
able to speed up the training by up to 2x with the same segmentation accuracy.
We would like to point out that our fast training schedule is a general tech-
nique. It is not only suitable for our self-training framework with large expanded
training set, but also applicable to standard semantic segmentation training on
large-scale datasets such as Mapillary [48] and BDD100K [68].
3.4 Cross-Domain Generalization with New Categories
Using the self-training framework, we can improve the accuracy of semantic seg-
mentation on the current dataset by leveraging a large set of external unlabeled
data. However, a segmentation model trained on one dataset may not generalize
to another. For instance, two driving datasets collected in different locations may
be significantly different in terms of traffic, lighting and viewpoint. On the other
hand, in practice it is a meaningful task as people usually train model on one
mature dataset with abundant labels, and expect to test on another new dataset
with a small number of annotations. Note that the target dataset could have
new categories which makes the task even more difficult, as the model needs to
learn knowledge from new scenarios with just a few labels.
A conventional approach would be training a model on the source dataset,
and finetuning it on the new dataset assuming the two datasets share similar
distribution. However, this approach requires a large amount of annotations
from the target dataset to achieve good performance. Here we introduce the
improvement with our self-training framework for such a challenging setting.
We first train a good model on the source domain, using both real labels from
the source domain and pseudo labels from the target domain. In this manner, our
model learns the prior knowledge of the data distribution in the target domain,
even though information about the new semantic categories is not provided.
Then we finetune this model on the small set of labeled samples from the target
domain, so that it can quickly adapt to the new domain. In our experiments, we
have shown that our self-training framework can handle the problem of cross-
domain generalization with new categories better than conventional finetuning
approach. Even when there are just 10 annotations per category, our method is
able to achieve decent segmentation accuracy.
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Table 1. Performance of our baseline and the results of self-training. Fine: using
Cityscapes fine annotations. Coarse∗ and Mapillary∗ means we only use the images
from Cityscapes coarse dataset and Mapillary dataset, without using their labels
Fine Coarse∗ Mapillary∗ mIoU (%)
Teacher X 78.1
Student X X 79.0
Student X X X 79.3
4 Experiments
In this section, we describe the implementation details of our framework. Then
we report the performance on three widely adopted driving scene segmenta-
tion datasets, Cityscapes [13], CamVid [2] and KITTI [19]. We perform all the
ablation studies on Cityscapes because it is the most benchmarked dataset.
In the end, we evaluate our model on a cross-domain generalization task from
Cityscapes to Mapillary. For all the datasets, we use the standard mean Inter-
section over Union (mIoU) metric to report segmentation accuracy.
4.1 Datasets
Cityscapes contains 5K high quality annotated images, splitting into 2975
training, 500 validation, and 1525 test images. The dataset defines 19 semantic
labels and a background class. There are also 20K coarsely annotated images,
but we ignore their labels in our self-training framework. KITTI has the same
data format and metrics with Cityscapes, but with varying image resolution.
The dataset consists of 200 training and 200 test images, without an official val-
idation set. CamVid defines 32 semantic labels, however, most literature only
focuses on 11 of them. It includes 701 densely annotated images, splitting into
367 training, 101 validation and 233 test images. Mapillary Vista is a recent
large-scale benchmark with global reach and includes more varieties. The dataset
has 18K training, 2K validation and 5K test images. We use its research edition
which contains 66 classes. We will refer to it as Mapillary in the paper.
4.2 Implementation Details
We employ the SGD optimizer for all the experiments. We set the initial learning
rate to 0.02 for training from scratch and 0.002 for finetuning. We use a poly-
nomial learning rate policy [38], where the initial learning rate is multiplied by
(1− epochmax epoch )power with a power of 0.9. Momentum and weight decay are set to
0.9 and 0.0001 respectively. Synchronized batch normalization [76] is used with
a default batch size of 16. Using our fast training schedule, the batch size can
increase to 64 when the crop size is smaller. The number of training epochs is
set to 180 for both Cityscapes and Mapillary, 80 for CamVid and 50 for KITTI.
The crop size is set to 800 for both Cityscapes and Mapillary, 640 for CamVid
and 368 for KITTI due to different image resolutions. For data augmentation,
we perform random spatial scaling (from 0.5 to 2.0), horizontal flipping, Gaus-
sian blur and color jittering (0.1) during training. We adopt DeepLabV3+ [8] as
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Table 2. Ablation study on the ratio between pseudo and real labels. We find that
increasing the ratio of pseudo labels improves the segmentation accuracy, and even
outperforms a model pre-trained on 43K real labels [79]. CS: centroid sampling
(a) Self-training with pseudo labels
Real Pseudo w/o CS w CS
Teacher 3K - 78.1 78.1
Student 1.5K 1.5K 78.4 79.3
Student 1.5K 4.5K 78.7 79.7
Student 1.5K 7.5K 78.9 79.9
Student 1.5K 10.5K 78.7 80.0
VPLR [79] 43K - - 79.8
(b) Duplicate real labels
Real mIoU (%)
Teacher 3K 78.1
Teacher 6K 78.9
Teacher 9K 79.1
Teacher 12K 79.0
our network architecture, and use ResNeXt50 [62] as the backbone for the ab-
lation studies, and WideResNet38 [59] for the final test-submissions. We adopt
the OHEM loss following [58,69]. For all the ablation experiments, we run the
same training recipe five times and report the average mIoU.
4.3 Cityscapes
We first perform ablation studies on the validation set of Cityscapes to justify
our framework design and then report our performance on its test set.
Self-training baseline Here we establish the baseline for all of our experiments
that follow. As shown in the top of Table 1, our baseline model (DeepLabV3+
with ResNeXt50 backbone using OHEM loss) trained on the 3K Cityscapes fine
annotations has an mIoU of 78.1% [79]. We adopt this model as the teacher to
start self-training.
Next, we use this model to generate pseudo labels on the Cityscapes coarse
images and Mapillary images. Note that the images in both the Cityscapes coarse
dataset and Mapillary dataset are annotated but we ignore the labels and treat
them as unlabeled data. Since both new datasets have 20K pseudo labels, we
randomly pick half the training samples (1.5K) from the Cityscapes fine anno-
tations, and another half (1.5K) from the centroids of generated pseudo labels
for a fair comparison. It has been shown that longer training is beneficial for
dense prediction tasks such as semantic segmentation because it can refine the
boundaries [49,12,33]. In this way, the total number of training samples (3K)
within an epoch remains the same with our baseline.
As shown in the bottom of Table 1, with the pseudo labels generated on the
Cityscapes coarse images, it brings 0.9% mIoU improvement (78.1%  79.0%).
Together with the pseudo labels generated on the Mapillary images, we obtain
an 1.2% mIoU improvement over the baseline (78.1%  79.3%). Our preliminary
results suggest the potential of self-training for semantic segmentation. We can
improve a strong baseline without using extra labeled data. Since adding pseudo
labels from both Citysapes coarse and Mapillary gives the best result, we will
use them for the rest of our experiments, which means the amount of our pseudo
labels is 40K. Again for clarity, we will term the 3K Cityscapes fine annotations as
our real labels, and the 40K teacher-generated labels as pseudo labels afterwards.
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Table 3. Our self-training method can improve the student models irrespective of back-
bones and network architectures. We again outperform models pre-trained on Mapillary
labeled data for all three students. # Real: the number of real labels used in training
Network Backbone # Real mIoU (%)
Teacher DeepLabv3+ ResNeXt50 3K 78.1
Baseline [79] DeepLabV3+ WideResNet38 3K 80.5
Mapillary Pre-trained [79] DeepLabV3+ WideResNet38 43K 81.5
Self-training(ours) DeepLabV3+ WideResNet38 3K 82.2
Baseline [49] FastSCNN - 3K 68.6
Mapillary Pre-trained [49] FastSCNN - 43K 71.7
Self-training(ours) FastSCNN - 3K 72.5
Baseline [76] PSPNet ResNet101 3K 77.9
Mapillary Pre-trained [76] PSPNet ResNet101 43K 79.2
Self-training(ours) PSPNet ResNet101 3K 79.9
Ratio of pseudo labels to real labels In the previous experiment, we only
pick 1.5K samples randomly from the pool of 40K pseudo labels, thus we may
miss most of our teacher-generated data and cannot fully explore the potential
of self-training. Hence, we would like to increase the ratio between pseudo labels
and real labels from 1:1 to 3:1, 5:1 and 7:1. Specifically, for each ratio setting we
still randomly pick 1.5K real labels and pick 1.5K, 4.5K, 7.5K and 10.5K samples
from the pool of pseudo labels. Under each setting, we also compare training
with and without the centroid sampling. The experimental results are reported
in Table 2a. To cancel out the effect from longer training, we design another
group of baseline experiments by duplicating the real labels. For example, a
ratio of 3:1 between pseudo and real labels equals 6K training samples, whose
baseline counterpart is obtained by duplicating the Cityscapes training set twice.
The experimental results are reported in Table 2b.
As we can see in Table 2a, increasing the ratio indeed improves the seg-
mentation accuracy, from 79.3% to 80.0%. We also show that centroid sampling
is essential to achieving good results. Without it, our model trained on the
same amount of pseudo labels can only reach an mIoU of 78.9%, which is 1.1%
worse than using centroid sampling. Furthermore, in the situation that pseudo
labels dominate the training set (e.g., 10.5K samples), centroid sampling does
a good job in controlling label noisiness, otherwise the performance starts to
drop (78.9%  78.7%). One observation we want to point out is, our final per-
formance of 80.0 is even better than a model pre-trained on Mapillary labeled
data and finetuned on both Cityscapes fine and coarse annotations [79], using a
total of 43K real labels. Our network architecture and training hyperparameters
are the same as [79], which implies that the improvement is from self-training.
This result is inspiring because it indicates the effectiveness of the self-training
paradigm for semantic segmentation. We may not need a ultra large-scale la-
beled dataset to achieve good performance. Especially for autonomous driving,
we have unlimited videos recorded during driving but not the resources to label
them. With this self-training technique, we may generalize the model to various
cities or situations with images alone.
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Table 4. Comparison of fast training
schedules. coarse2fine+ using crop size
warm-up is able to achieve 1.7x speed
up without performance degradation
w/o warm-up w warm-up
Baseline 80.0 80.0
coarse2fine 79.1 79.6
fine2coarse 79.4 79.8
coarse2fine+ 79.5 80.0
fine2coarse+ 79.4 79.9
speed up 1.8x 1.7x
Table 5. Results on the CamVid test set.
Pre-train indicates the source dataset on
which the model is trained
Method Pretrain mIoU (%)
RTA [23] ImageNet 62.5
DFANet [31] ImageNet 64.7
BiSeNet [67] ImageNet 68.7
PSPNet [76] ImageNet 69.1
DenseDecoder [1] ImageNet 70.9
SKDistill [39] ImageNet 72.3
VideoGCRF [5] Cityscapes 75.2
SVCNet [15] ImageNet 75.4
VPLR [79] Cityscapes, Mapillary 79.8
Ours Cityscapes 81.6
As shown in Table 2b, increasing the number of iterations by duplication is
helpful, but not as good as using self-training (79.1% vs. 80.0%). In addition,
the performance from duplication saturates at a certain number but self-training
with pseudo labels continue to improve, which shows its potential to scale. Since
a ratio of 7:1 between pseudo and real labels gives the best result, we will use
this setting for the rest of our experiments unless otherwise stated.
Generalizing to other students Self-training is model-agnostic. It is a way to
increase the number of training samples, and improve the accuracy and robust-
ness of model itself. Here we would like to show that the pseudo labels generated
by our teacher model (DeepLabV3+ with ResNeXt50 backbone), can improve
the performance of (1) a heavier model (DeepLabV3+ with WideResNet38 back-
bone [59]); (2) a fast model (FastSCNN [49]) and (3) another widely adopted
segmentation model (PSPNet with ResNet101 backbone [76]).
As shown in Table 3, our self-training method can improve the student model
irrespective of the backbones and network architectures, which demonstrates its
great generalization capability. We want to emphasize again that for all three
students, our results are not only better than their comparing baseline, but also
outperforms the models pre-trained on Mapillary labeled data. In addition, our
trained FastSCNN model achieves an mIoU score of 72.5% on the Cityscapes
validation set, with only 1.1M parameters. We believe this is a strong baseline
for real-time semantic segmentation as compared to recent literature [47,31,67].
Fast training schedules The surge in amount of training samples requires
a faster training schedule. We introduce four of them: coarse2fine, fine2coarse,
coarse2fine+ and fine2coarse+. As shown in Table 4, our baseline uses a crop size
of 800 throughout the training, and achieves 80.0% mIoU. Next we simply switch
to our proposed fast learning schedule, and obtain slightly worse performance
with 1.8x speed up. However, our goal is to avoid the speed and accuracy trade-
off. We find that a good initialization is important for semantic segmentation.
Hence, we propose to warm-up the crop size in the early epochs. We use a large
crop size of 800 in the first 20 epochs, and then switch to the fast training
schedules. We can see that by using coarse2fine+ with crop size warm-up, our
fast training schedule is able to match the performance of baseline with 1.7x
speed up. Note that, the speed up is model dependent. We can enjoy 2x speed
up when training with a heavier model using the WideResNet38 backbone.
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Table 6. Per-class comparison with top-performing methods on the test set of
Cityscapes. Our method outperforms all prior literature that only uses fine labels.
In terms of fair comparison, our self-trained model achieves the same segmentation
accuracy as a model pre-trained using Mapillary labeled data under identical settings
Method road swalk build. wall fence pole tlight tsign veg. terrain sky person rider car truck bus train mcycle bicycle mIoU
DepthSeg [27] 98.5 85.4 92.5 54.4 60.9 60.2 72.3 76.8 93.1 71.6 94.8 85.2 68.9 95.7 70.1 86.5 75.5 68.3 75.5 78.2
PSPNet [76] 98.6 86.2 92.9 50.8 58.8 64.0 75.6 79.0 93.4 72.3 95.4 86.5 71.3 95.9 68.2 79.5 73.8 69.5 77.2 78.4
AAF [26] 98.5 85.6 93.0 53.8 58.9 65.9 75.0 78.4 93.7 72.4 95.6 86.4 70.5 95.9 73.9 82.7 76.9 68.7 76.4 79.1
PanoDeepLab [12] 98.7 87.2 93.6 57.7 60.8 70.8 78.0 81.2 93.8 74.1 95.7 88.2 76.4 96.0 55.3 75.1 79.6 72.1 74.0 79.4
DenseASPP [66] 98.7 87.1 93.4 60.7 62.7 65.6 74.6 78.5 93.6 72.5 95.4 86.2 71.9 96.0 78.0 90.3 80.7 69.7 76.8 80.6
SPG [11] 98.8 87.6 93.8 56.5 61.9 71.9 80.0 82.1 94.1 73.5 96.1 88.7 74.9 96.5 67.3 84.8 81.8 71.1 79.4 81.1
BFP [14] 98.7 87.0 93.5 59.8 63.4 68.9 76.8 80.9 93.7 72.8 95.5 87.0 72.1 96.0 77.6 89.0 86.9 69.2 77.6 81.4
DANet [17] 98.6 86.1 93.5 56.1 63.3 69.7 77.3 81.3 93.9 72.9 95.7 87.3 72.9 96.2 76.8 89.4 86.5 72.2 78.2 81.5
HRNetv2 [52] 98.8 87.9 93.9 61.3 63.1 72.1 79.3 82.4 94.0 73.4 96.0 88.5 75.1 96.5 72.5 88.1 79.9 73.1 79.2 81.8
ACFNet [71] 98.7 87.1 93.9 60.2 63.9 71.1 78.6 81.5 94.0 72.9 95.9 88.1 74.1 96.5 76.6 89.3 81.5 72.1 79.2 81.8
EMANet [32] 98.7 87.3 93.8 63.4 62.3 70.0 77.9 80.7 93.9 73.6 95.7 87.8 74.5 96.2 75.5 90.2 84.5 71.5 78.7 81.9
ACNet [18] 98.7 87.1 93.9 61.6 61.8 71.4 78.7 81.7 94.0 73.3 96.0 88.5 74.9 96.5 77.1 89.0 89.2 71.4 79.0 82.3
Baseline 98.7 86.7 93.6 59.0 63.1 68.6 77.1 80.4 94.1 73.7 96.0 87.5 73.0 96.2 73.2 85.6 86.5 70.4 77.1 81.4
Mapillary-pretrained 98.8 87.6 94.1 63.8 64.7 70.4 78.1 82.1 94.2 73.5 96.1 88.3 73.7 96.3 77.2 90.9 90.4 71.9 79.0 82.7
Self-training 98.8 87.8 94.0 61.7 64.9 71.6 78.6 82.2 94.2 74.2 96.1 88.4 74.3 96.5 76.7 90.1 90.0 72.3 79.1 82.7
Comparison to state-of-the-art We compare our self-training method to re-
cent literature on the test set of Cityscapes. For the test submission, we train
our model using the best recipe suggested above, with several modifications.
We use WideResNet38 [59] as the backbone and adopt a standard multi-scale
strategy following [76,8] to perform inference on multi-scaled (0.5, 1.0 and 2.0),
left-right flipped and overlapping-tiled images. As we can see in Table 6, our
self-training method achieves an mIoU of 82.7% using only the Cityscapes fine
annotations, outperforming all prior methods that use the same training data.
Note that most prior approaches also adopt other effective techniques for seman-
tic segmentation, such as attention mechanism [17,18,71], improved boundary
handling [14,79], better network architecture [52,34] or multi-tasking framework
[27,12]. Our self-training framework is orthogonal to all these techniques, and
can incorporate them to further improve the performance. In addition, we even
outperform some recent approaches using external labeled data, such as InPlace-
ABN [4], Auto-DeepLab-L [37], SSMA [54] and DPC [7], etc.
In order to show the contribution from self-training alone, we perform a
fair comparison in the bottom of Table 6. We design three training settings
with the same network architecture, (a) Baseline: we only use the fine annota-
tions; (b) Mapillary pre-trained: we use Mapillary labeled data to pre-train the
model and then finetune it on Cityscapes; and (c) Self-training: our proposed
method using only the fine annotations from Cityscapes and pseudo labels gen-
erated from Mapillary. As we can see, our self-training approach has the same
segmentation accuracy as the model pre-trained using Mapillary labeled data
(82.7%). To clarify, we cannot do joint training when using Mapillary labeled
data because Mapillary has different classes. We also show several visual ex-
amples in Fig. 4, and demonstrate that self-training can handle class confusion
better than the baseline model. In conclusion, we demonstrate the effectiveness
of our proposed self-training framework for semantic segmentation, achieving
state-of-the-art performance while requiring significantly less supervision.
Lastly, we also experimented with several modifications, for instance com-
parison between using hard (a one-hot distribution) or soft (a continuous distri-
bution) labels, single-loop or multi-loop teacher-student, joint training or pre-
training followed by finetuning. In terms of labels, our experiments show that
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Fig. 3. Experiments on cross-domain generalization from Cityscapes to Mapillary. Full:
full training set of Mapillary (18K samples). 1/2, 1/5 and 1/10 means we use 1/2, 1/5
and 1/10 of the full training set. 10-shot: 10 samples per class
using hard labels in general performs better than using soft labels. This intu-
itively makes sense because dense prediction problems favor hard labels [21]. In
terms of teacher-student iteration, we do not observe improvement using more
loops of self-training for semantic segmentation, i.e., putting back the student as
teacher and train another student model. In terms of training, we try a conven-
tional setting [63] to first pre-train on pseudo labels and then finetune it on real
labels, but we observe worse performance than joint training with all the labels.
Detailed comparisons on these ablation studies can be found in the Appendix.
4.4 Finetuning on Other Datasets
In this section, we would like to show that our student model serves as a good
initialization for finetuning on other driving scene segmentation datasets, such
as CamVid and KITTI. To be specific, we take our well-trained student model
(DeepLabV3+ with WideResNet38 backbone), and finetune it on target datasets
to report the performance.
For CamVid, we only report single-scale evaluation scores on its test set for
fair comparison to previous approaches. As can be seen in Table 5, we achieve
state-of-the-art performance, an mIoU of 81.6%. We want to point out that the
previous best method [79] uses a model pre-trained on both Cityscapes and
Mapillary labeled data as initialization to finetune on CamVid. We outperform
it by 1.8%. This result is encouraging because generalizing to other datasets is
usually more meaningful [20]. In addition, it supports our claim that a model
learned using the self-training framework is more robust.
We also achieve promising results on the KITTI leaderboard, with an mIoU
of 71.41%. Given limited space, detailed results can be found in the Appendix.
4.5 Cross-Domain Generalization with New Categories
Here, we first describe the task of cross-domain generalization, and then show
the robustness of our self-training method. We set Cityscapes dataset as the
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source domain, and Mapillary dataset as the target domain. We choose Mapil-
lary due to its large size and variability. In addition, Mapillary has many more
semantic categories than Cityscapes, 66 compared to 19. Hence, most classes are
considered new, never seen by the model trained on the source domain, which
makes the problem very challenging. We randomly select 1/10, 1/5 and 1/2 of
the original Mapillary training set to form different evaluation scenarios.
We compare two methods, (1) conventional finetuning approach: a model
trained on Cityscapes fine annotations, and then finetuned on the given Map-
illary labeled samples; (2) our self-training approach: a model trained on both
fine annotations from Cityscapes and pseudo labels from Mapillary, and then
finetuned on the given Mapillary labeled samples. For simplicity, we do not use
OHEM loss and other non-default training options, to better demonstrate the
contributions from model initialization. Our goal is to see whether self-training
can help improve a model’s generalization capability across domains.
We can see the results in Fig. 3. First, the model trained using our self-
training framework achieves the best performance across all scenarios compared
to the finetuning approach. This indicates that the self-training method can
largely reduce the human labeling effort when generalizing to new domains. Sec-
ond, in terms of using the full training set, our approach also performs better.
This maybe due to the fact that self-training serves as effective data augmen-
tation and provides a better model initialization. Third, given fewer and fewer
training samples, our method starts to reveal its robustness. For example, using
only 1/10 of the training set, we are able to achieve 37.8% mIoU, which even
outperforms the finetuning model using 1/5 of the data. We can see that the
gap between the finetuning model and our self-training model becomes larger.
We would like to push this task even further to the few-shot case, where we
only have 10 training samples per class. As can be seen in Fig. 3, our method
is still able to achieve decent performance of 33.3% mIoU. We significantly out-
perform the finetuning approach, an improvement of 7.3% (26.0%  33.3%). In
addition, our performance using 10 samples per class is even better than the fine-
tuning approach using 1/10 of the full training set (30 samples per class). Hence,
the results suggest that our self-training technique can generalize well to various
locations with just images and a few annotations from the new scene. Another
cross-domain generalization experiment, from Cityscapes to BDD100K, can be
found in the Appendix. We will release the data splits used in our cross-domain
generalization experiments for fair comparison.
5 Conclusion
In this work, we introduce a self-training framework for driving scene semantic
segmentation. The self-training method can leverage a large number of unla-
beled data to improve both accuracy and robustness of the segmentation model.
Together with our proposed training techniques, we achieve state-of-the-art per-
formance on three driving scene benchmark datasets, Cityscapes, CamVid and
KITTI, while requiring significantly less supervision. We also demonstrate that
our self-training method works well on a challenging cross-domain generalization
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Fig. 4. Visual comparisons on Cityscapes. We demonstrate that self-training can ef-
fectively handle class confusion, such as between tree and vegetation (row 1), road and
sidewalk (row 2), wall and fence (row 3).
task. Even with 10 labeled samples per class, we show that our model is able to
achieve decent segmentation accuracy generalizing from Cityscapes to Mapillary.
Lastly, we propose a fast training schedule, which is a general technique to speed
up model learning by 2x without performance degradation.
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Appendix
We will provide more details about the results in the main paper, and show more
visualizations. To be specific, we first discuss three alternative design choices
of our self-training framework in Appendix. A. Then we show visualizations
of the pseudo labels, successful predictions and failure cases in Appendix. B.
Furthermore, we present two experiments on using a better teacher and cross-
domain generalization in Appendix. C. In the end, we provide more details of
our KITTI results in Appendix. D.
A Ablation Studies
We have indicated at the end of Sec. 4.3 of the main paper that we could only
briefly describe the ablation studies due to space limitations. Here, we discuss
more details of the ablation studies. The baseline is a DeepLabV3+ model with
ResNeXt50 backbone, the same as in the main paper. The ratio between pseudo
labels to real labels defaults to 7:1. We still run the same experiment five times
and report the average mIoU.
A.1 Hard vs soft labels
The generated labels could be either hard or soft. Hard means it is a one-hot
distribution. We can think of them as ground truth labels and use standard
cross-entropy loss to start training. Soft means it is a continuous distribution
(i.e., each label has an associated probability). We need to save the probabilities
from the teacher’s predictions as supervision and use sparse cross-entropy loss
to train the student model.
Table 7 shows that the model does better with hard labels than soft labels.
This observation agrees with [21] that dense prediction problems favor hard la-
bels. A potential explanation is that soft labels may cause ambiguity around ob-
ject boundaries, which is harmful for semantic segmentation. This also indicates
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Table 7. Hard vs soft labels
mIoU (%)
Baseline 78.1
Soft Pseudo 79.6
Hard Pseudo (ours) 80.0
Table 8. Joint learning vs pre-training
mIoU (%)
Baseline 78.1
Pre-training then finetuning 79.2
Joint learning (ours) 80.0
Table 9. Single-loop vs multi-loop
mIoU (%)
Baseline 78.1
1-loop 80.0
2-loop 79.9
3-loop 80.2
Table 10. Fast training schedule
Network Backbone Speed up
FastSCNN - 1.5x
DeepLabV3+ ResNeXt50 1.7x
PSPNet ResNet101 1.9x
DeepLabV3+ WideResNet38 2x
the difference between image classification and semantic segmentation, because
soft labels are usually preferred in the image classification domain [63,61].
A.2 Joint learning vs pre-training
Once we have a large set of pseudo labels, we train our student model using
a joint learning process with both human-annotated real labels and teacher-
generated pseudo labels. Here, we would like to compare it with a conventional
alternative following [63]: pre-training on the large set of pseudo labels first and
then finetuning on the real labels.
Table 8 shows that joint learning outperforms the conventional pipeline using
pre-training and then finetuning. A potential explanation is that joint training
with both real and pseudo labels serves as an effective data augmentation to
regularize the model learning.
A.3 Single-loop or multi-loop
Teacher-student learning could be iterative which means we can use the stu-
dent as teacher, generate more accurate pseudo labels and then retrain another
student model. Here, we use more loops of self-training to see if helps semantic
segmentation.
As seen in Table 9, using a single-loop of teacher-student training is able to
achieve promising results (80.0%). 2-loop obtains slightly worse results (79.9%),
and 3-loop is slightly better (80.2%). In terms of a good trade-off between accu-
racy and resources, we only perform a single iteration of teacher-student for all
experiments.
A.4 Model-dependent speed up
Recall from Sec. 3.3 in the main paper, that the speed up using our proposed
fast training schedule is model-dependent. Here, we show the detailed speed up
information for various models.
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Fig. 5. Visualizations of our teacher-generated pseudo labels. Left: on Cityscapes coarse
images. We can see our pseudo labels have higher quality than human-labeled coarse an-
notations based on polygon. Black regions in coarse annotations represent background
class. Right: on Mapillary images. Our teacher model is able to provide reasonable
segmentation predictions despite the large domain gap.
As seen in Table 10, larger models tend to benefit more from the fast training
schedule. For example, we achieve 2x speed up when training on a DeepLabV3+
model with WideResNet38 backbone. This is because when the model is bigger,
the time spent on network computation dominates the training time. If we reduce
the crop size, we save a lot of computation.
B Visualizations
Here, we first show several visualizations of our teacher-generated pseudo labels
in Appendix. B.1. Then we provide some successful predictions and failure cases
on Cityscapes dataset in Appendix. B.2.
B.1 Visualizations of pseudo labels
As mentioned in Sec. 3.1 of the main paper, we show more visualizations of
pseudo labels here in Fig. 5.
First, we look at our generated pseudo labels on Cityscapes coarse images
(left column Fig. 5). Compared to the coarse labels annotated by humans (i.e.,
polygons), our pseudo labels have higher quality, such as sharper boundaries,
correct predictions, etc. For example on row 3, our pseudo labels successfully
capture several persons on the right of the sidewalk, while the coarse annotations
completely ignore them.
Then, we show our generated pseudo labels on Mapillary images. The Map-
illary dataset is collected worldwide, and includes different seasons, time of the
day, traffic etc. Our teacher model is able to provide reasonable predictions on
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Fig. 6. Successful predictions on Cityscapes dataset. From left to right: image, ground
truth, our prediction and their differences. We can see that our model is able to assign
correct semantic labels to each pixel except the object boundaries due to challenges
such as annotation ambiguity. Black regions in ground truth represent background class
these challenging situations, such as uphill road (row 1), cloudy weather (row 2)
and other countries (row 3 and 4).
Despite some erroneous predictions, the quality of our teacher-generated
pseudo labels are in general good. This is part of the reason our self-training
method works, because the student model won’t learn well if the pseudo labels
contain too much noise.
B.2 Visualization on Cityscapes
We first show several visualizations of our successful predictions in Fig. 6. We
see that our model is able to handle small objects, crowded scenes, complicated
lighting, etc. Our predictions are accurate and sharp, as demonstrated by the
difference images in the rightmost column. We can assign correct semantic labels
to each pixel except the object boundaries due to challenges such as annotation
ambiguity.
Then we show visualizations of the failure cases of our model on Cityscapes
dataset in Fig. 7. We show five common scenarios of class confusion. From rows
(a) to (e), our model has difficulty in segmenting: (a) terrain and vegetation, (b)
person and rider, (c) wall and fence, (d) car and truck, (e) road and sidewalk.
Some of these situations are very challenging. For example, the wall in row (c)
has holes, which by definition should be a fence.
In addition, we show four even challenging scenarios from rows (f) to (i). In
Fig. 7 (f), the bicycle is overlapping with a car. It is hard to correctly tell them
apart from such a long distance. In Fig. 7 (g), our model predicts a reflection
in the mirror as a person. This is an interesting result because our prediction
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Fig. 7. Visualizations of failure cases. Top: five common scenarios of class confusion.
From rows (a) to (e), our model has difficulty in segmenting: (a) terrain and vegetation,
(b) person and rider, (c) wall and fence, (d) car and truck, (e) road and sidewalk.
Bottom: challenging situations, (f) objects overlapping, (g) reflection in the mirror, (h)
objects far away with strong illumination, and (i) annotation ambiguity.
should be considered correct in terms of appearance without reasoning about
context. In Fig. 7 (h), it is very hard to tell whether it is a car or bus when
the object is far away, especially when there is strong illumination. In Fig. 7 (i),
this is an ambiguous situation because the handbag is neither a person or car.
It should be a background class.
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Table 11. A better teacher model helps the learning of student model. ∆ indicates
the improvement from changing to a better teacher
Network Backbone mIoU (%) ∆ (%)
Teacher A DeepLabv3+ ResNeXt50 78.1
DeepLabV3+ ResNeXt50 80.0
DeepLabV3+ WideResNet38 82.2
FastSCNN - 72.5
PSPNet ResNet101 79.9
Teacher B DeepLabv3+ WideResNet38 80.5 +2.4
DeepLabV3+ ResNeXt50 80.4 +0.4
DeepLabV3+ WideResNet38 82.7 +0.5
FastSCNN - 72.8 +0.3
PSPNet ResNet101 80.1 +0.2
Table 12. Generalizing from Cityscapes to BDD100K. 10-shot means we only use
10 samples per class from BDD100K to train the model (i.e., a total of 200 training
samples). Full means we use the full BDD100K dataset (i.e., a total of 7K samples)
10-shot full
Finetuning 51.4 62.3
Self-training 58.9 65.7
C Generalization
C.1 Does a better teacher help?
In the main paper, we always use a DeepLabV3+ model with ResNeXt50 back-
bone as the teacher model, given its good accuracy and speed trade-off. However,
a straightforward question arises, does a better teacher help?
Here, we use a better model (DeepLabV3+ network with WideResNet38
backbone) as our teacher, we call it teacher B. Its performance on the validation
set of Cityscapes is 80.5%, higher than 78.1% of the old teacher which we call
teacher A. We will use teacher B to generate pseudo labels and compare to Table
3 in the main paper to answer the question.
As can be seen in Table 11, a better teacher indeed helps. The performance
of all the student models improve. However, the improvements range from 0.2
to 0.5, not significant compared to the performance gap between teacher A and
teacher B (78.1% vs 80.5%).
C.2 Cross-domain generalization: from Cityscapes to BDD100K
As mentioned in Sec. 3.4 of the main paper, generalizing a trained model to
other domains (i.e, datasets or locations) given limited supervision is one of the
motivations and contributions of our work.
We have done an experiment, generalizing from a model trained on Cityscapes
to Mapillary, in Sec. 4.5 of the main paper. We demonstrate that our model can
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Fig. 8. Successful predictions on KITTI dataset. From left to right: image, our pre-
diction and the difference between our prediction and ground truth. Note that we do
not have the ground truth for the test set. The difference images are provided by the
KITTI official evaluation server. Black regions represent background class
Table 13. Results on KITTI test set. Pre-train indicates the source dataset on which
the model is trained. I: ImageNet, C: Cityscapes, M: Mapillary and V: Cityscapes video
Method Pre-train IoU class iIoU class IoU category iIoU category
APMoE seg [28] I 47.96 17.86 78.11 49.17
SegStereo [64] C 59.10 28.00 81.31 60.26
AHiSS [44] C, M 61.24 26.94 81.54 53.42
LDN2 [29] C, M 63.51 28.31 85.34 59.07
MapillaryAI [4] C, M 69.56 43.17 86.52 68.89
VPLR [79] C, V, M 72.83 48.68 88.99 75.26
Ours C 71.41 46.09 88.28 72.64
generalize to other domains with new categories, given a few labeled data. Here,
we perform another experiment, generalizing from a model trained on Cityscapes
to BDD100K [68]. Despite the fact that BDD100K has the same number of
classes (19) as Cityscapes, this is a challenging situation because the data of
BDD100K is collected in United States, which has a big domain gap compared
to the data from Cityscapes.
As seen in Table 12, our self-training method outperforms the conventional
finetuning approach by a large margin. We want to emphasize that even using
10 samples per class from BDD100K (i.e., a total of 200 training samples), our
model can achieve an mIoU of 58.9%, close to the finetuning approach using the
full dataset (62.3% by using 7K training samples). This result strongly indicates
the effectiveness of our method’s generalization capability.
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D KITTI Results
Recall from Sec. 4.4 in the main paper, that we also achieved promising results
on the KITTI leaderboard, with an mIoU of 71.41% ranking 2nd. Here, we report
the detailed results on the test set in Table 13.
We would like to emphasize that our model is only pre-trained on Cityscapes
fine annotations (about 3K samples), while other approaches [44,29,4,79] use
external training data, such as Mapillary Vista dataset and Cityscapes coarse
annotations (for a total of about 43K samples). VPLR [79], the top performer,
also uses Cityscapes video data to help regularize the model training. For fair
comparison in terms of training data usage, our method uses the same training
data with SegStereo [64] but outperforms it by 12.3%.
Qualitatively, we show several visualizations of our successful predictions in
Fig. 8. These images are of the test set and the difference images are provided
by KITTI official evaluation server.
