ABSTRACT Integrated radar-communication systems will play an important role in the future battlefield scenarios by decreasing the interference, volume, weight, and power consumption of equipment and promoting information fusion with an enhanced network. An active electronically scanned array radar system is ideal for such scenarios. However, a few studies have focused on the modeling and detection of communication signals for such integrated systems. In this paper, an array division strategy is developed, and a low-complexity signal detection scheme based on the generalized approximate message-passing (GAMP) algorithm is implemented. Furthermore, a quantization model is introduced into the output function of the GAMP algorithm. The method effectively provides communication signal detection with low-precision quantization and outperforms the linear minimum mean square error-based algorithm at the same precision levels. Overall, an energy-efficient radar-communication strategy is developed to promote the application of such systems in the future battlefield scenarios.
for dividing an array used by an integrated system, namely, the single antenna array elements that are not used by the radar system are selected for communication. The spacing of these antennas must be sufficiently large, typically more than a dozen wavelengths, to ensure that multiple independent signals can be received. Thus, the array elements used for communication signal receiving can reach tens or even thousands in communication systems for multiple antennas.
As the number of array elements increases, the communication performance improves; however, higher requirements are imposed on the signal detection scheme. Conventional detection schemes require pseudo-inverse operations involving the filter matrix, which is highly complex when the antenna array size is large [10] , [11] , resulting in a significant increase in the power consumption and the degradation of the overall performance of the integrated system. For the communication signal detection problem involving an integrated system, it is essential to develop a new signal detection scheme.
The generalized approximate message-passing (GAMP) algorithm replaces high-dimensional integrals with matrixvector multiplication based on Gaussian approximation and the central limit theorem, thereby reducing the computational complexity [12] . Through a reasonable division and design of the integrated system based on AESA radar, this paper proposes a signal detection scheme based on the GAMP algorithm that uses the information from the prior probability distribution of the signal and the characteristics of the discrete distribution to effectively reduce the computational complexity of communication signal detection, power consumption, and overhead, improve the overall performance of the integrated system. Furthermore, considering the structure of the AESA radar which has an RF link for each antenna, when the highprecision analog-to-digital converter is used in the RF chain, the power consumption of the circuit increases greatly [13] . Therefore, this paper adds a low-precision quantization operation to the system model. The improved GAMP algorithm is used for detection and updates the output function based on the comprehensive effect of Gaussian white noise superposition and quantization operations. This approach effectively restores data under low-precision quantization conditions and thus reduces the power consumption. The simulation results indicate that the detection scheme based on the GAMP algorithm can reduce the computational complexity and power consumption required for communication without sacrificing detection performance for both high-precision and lowprecision quantization systems.
The remainder of this manuscript is organized as follows. Section II introduces the general problems in signal detection, including the system model and the traditional linear minimum mean square error (LMMSE) algorithm. Then, a signal detection scheme based on the GAMP algorithm is proposed, and an analysis of the corresponding complexity is presented. Section III describes the quantitative system model and gives the low-precision quantization model. Moreover, the specific improvement scheme is discussed in detail. The performance of the proposed scheme is verified by simulations in Section IV. Section V summarizes the main content of this article. Each front antenna channel unit of the AESA has a highpower amplifier or a low-noise amplifier and corresponding transmitter or receiver (T/R) components. The T/R components of each antenna channel can generate or receive wireless signals by themselves [14] , with flexible beamforming and multifunction parallelism capability, therefore, simultaneous detection and communication functions can be performed through the division of the array [15] .
II. SIGNAL DETECTION BASED ON THE GENERALIZED APPROXIMATE MESSAGE-PASSING ALGORITHM
The array division strategy is of great importance in a radar-communication system since the radar echo and the communication signal are transmitted and received through the same array. As a result, unsuitable divisional strategy can result in the degradation of the radar performance. There are quite a few studies which focus on the design of array division. For example, the division in subarrays is performed by the multi-objective genetic algorithm in [16] and [17] adopts the Pareto order genetic algorithm to implement the array division.
In the proposed multi-object transmission scenarios in this paper, we intend to use the GAMP algorithm to detect the communication signal with little influence on the radar detection performance. Therefore, there are two principles to select the single antenna array elements for communication: 1) The selected antenna array elements are not used by radar.
2) The spacing of these antennas is far enough to ensure that the data received by each antenna can be considered as independent.
The array division methods should be flexible with realtime application requirements. We adopt the signal detection scheme based on the GAMP algorithms because it is effective as long as the aforementioned two principles are satisfied, regardless of the detailed structure of array division methods.
A possible subarray partitioning diagram is shown in Fig. 1 . Notably, the diagram depicts a special case in which the subarray has only one antenna and the single antenna transmits and receives in an omnidirectional manner.
The architecture of the integrated communicationdetection system based on the AESA is shown in Fig. 2 . The working modes of each module are as follows.
(1) In terms of signal generation and processing, the detection system and the communication system are two independent modules. When the corresponding task is generated, the task scheduler must allocate the corresponding resources.
(2) The task scheduler module is responsible for comprehensively sorting the requested tasks and allocating time, array and other resources for each task.
(3) After the task resources are reasonably allocated, the AESA RF front and antennas are connected so that the antenna array is assigned to each task to complete data transmission and reception.
In communication signal generation and processing, the modules for decoding, interleaving, synchronization, modulation, demodulation and equalization are loaded. In detection signal generation and processing, the modules for pulse compression, coherent processing, and miscellaneous wave suppression are loaded.
To transmit and receive communication signals with multiple objects in various direction, single antennas with sufficient spacing in the AESA radar are selected for receiving multiple communication data streams, as shown in Fig. 3 . In practical application scenarios, the number of communication objects is quite large, and can reach dozens or even hundreds. Besides, the communication objects are widely distributed. This paper assumes that the signals transmitted by the communication objects are distributed in all directions with almost equal energy.
B. TRANSMISSION MODEL
Assuming that the receiver uses N R antennas for receiving communication signals. Note that the receiving antennas may be unevenly distributed, but sufficiently spacing between the antennas must be ensured for independent signal receiving. There are K transmitting systems, the kth (k = 1, · · · , K ) transmitting system has n k t transmitting antennas that transmit independent data streams. For the receiver, the equivalent data streams N T to be received is
Generally, N T < N R . Assuming that the received signals are evenly distributed in all spatial directions with approximately equal energy, and ensuring that the spacing of the receiving antennas is sufficiently large, then the data received through the antennas can be considered irrelevant. H ∈ C N R ×N T represents the fading channel between the transmitting and receiving antennas, and the element h ij represents the channel condition between the jth transmitting antenna and the ith receiving antenna, which is based on a Gaussian distribution, i.e., h ij ∼ N (0, 1/N R ) . It is assumed that the channel state information H has been obtained. The channel is statically invariant during the coherence time, and L data represents the length of the data transmitted during a coherence period, so the received signal of the ith receiving antenna can be expressed as follows.
where h ij is the channel condition between the jth transmitting antenna and the ith receiving antenna, and
] represents the data transmitted by the jth transmitting antenna during a coherence period. Thus, transmitted data matrix X is
. . .
where the data transmitted by the antennas of all transmitting systems is represented by x L data n k t . The M -order quadrature amplitude modulation (M -QAM) symbols are independently and identically distributed. The constellation of the M -QAM is ruled by, where M is the modulation order and X m is the power normalization factor; for instance, for 64-QAM, X m = √ 42. We assume that the power of all transmitted signals is 1. W ∈ C N R ×L data is the additive complex White Gaussian noise with a variance of σ 2 . The complex signal obtained at the receiver is,
where R ∈ C N R ×L data . Next, considering the practice system, the signal is separately received by I and Q, implementing the GAMP algorithm in the real number field is more in line with the actual situation. Hence, formulas (4)-(5) are converted to the real number field:
where (·) and (·) represent that the real and imaginary parts of the quantity in parentheses, respectively, so
, and
Then, we can re-express formulas (4)- (6) as follows:
where
and the variance isσ 2 = σ 2 2N T . Next, we estimate S using the receiver data Y. In the M -QAM constellation, the prior probability distribution is given as follows:
where δ(·) is the Dirac function, s is an element of S, and A k is the kth element of the M -QAM symbol set A.
Equations (4)- (8) indicate that the prior probability of corresponding symbols is based on a uniform discrete distribution.
C. SIGNAL DETECTION BASED ON THE LMMSE ALGORITHM
In a traditional multi-input and multi-output communication system, the LMMSE algorithm is typically used for signal detection. The calculation process is as follows.
where A H is obtained from the conjugate transpose operation involving A, I N R represents a unit matrix with N R dimensions, and (·) −1 denotes that the variable in the parentheses is inverted. When K and N T increases, which is common when communicating with multiple objects, the LMMSE algorithm results in extensive computations due to the matrix inversion operation, which may affect the performance of the radar. Therefore, a novel detection scheme is required to reduce the computational complexity.
D. SIGNAL DETECTION BASED ON THE GENERALIZED APPROXIMATE MESSAGE-PASSING ALGORITHM
GAMP is a factor graph inference algorithm for dense connections that was proposed by Sundeep Rangan et al. in 2012. It uses Gaussian approximation and the central limit theorem for large-scale systems to replace high-dimensional integrals with matrix-vector multiplication operations, so that the complexity of computations is reduced [12] . The GAMP algorithm is proposed to solve the signal recovery problem shown in Fig. 4 . The input variable is q ∈ Q n , and x ∈ R n is obtained by the input function, with conditional probability distribution p X |Q (x j |q j ). x is transformed by the transformation matrix A to obtain z = Ax, and z is passed through the output function with conditional probability distribution p Y |Z (y i |z i ) to sequentially obtain the system output vector y ∈ Y m . For the system, q, y, A and the two conditional probability distributions are known, whereas x and z must be estimated. Through the analyses of practical problems and an in-depth understanding of the GAMP algorithm, this paper uses the GAMP algorithm to solve the signal detection problem. There are two reasons why this algorithm is suitable. First, as theoretically derived in [12] , the algorithm is applicable to estimation problems in which x obeys a discrete distribution, no matter x is a sparse vector or not. In fact, the discrete distribution is also essentially a sparse distribution. The communication symbols to be detected in this section are the discrete QAM symbols of the constellation, so the problem can be solved using the GAMP algorithm. Second, [12] showed that when the elements of linear transformation matrix A follow an independent Gaussian distribution, the algorithm can guarantee convergence. The channel impulse response between each transceiver antenna in the system model follows this type of distribution, so the GAMP algorithm can be used to solve the corresponding signal detection problem. The above reasons ensure that GAMP algorithm can be adopted to solve the signal detection problem in this paper.
For the specific signal detection problem studied in this paper, the mathematical forms of the input and output functions based on the GAMP algorithm framework is presented as follows. According to the system model in (5), the input function is set as a deterministic function.
Moreover, the output function is set to a zero-mean additive white Gaussian noise function:
where σ w is the variance of the Gaussian white noise in the output function. Then, a low-complexity signal detection scheme for multiple transmission objects is proposed based on GAMP algorithm. The specific implementation process and the messagepassing process is briefly discussed as follows. Based on the system model in Section II-A, S should be recovered from the received signal Y. The row labels of the variables Y and S are i ∈ [0, 2N R ] and j ∈ [0, 2N T ],respectively, because both the real and imaginary parts should be calculated. In this case, the column labels are ignored for simplicity. Let the superscript t indicates the number of iterations, and the message, namely, the probability of passing between S and Y, is shown in (12) and (13) .
In this paper, the result of m t 
Therefore, the estimated value of s j can be expressed as follows.ŝ
The calculation process of equations (12) and (13) involves high-dimensional integrals that are very complicated. According to [12] Given the prior probability distribution p s , the received observation matrix Y, the channel state information A, and the noise varianceσ 2 , the implementation of signal detection based on GAMP algorithm is as follows.
1. Initialization. Let the iteration number t = 0, and let s = 0. Set the iteration threshold to a sufficiently small value, and letŝ
Here, EXP(·) and VAR(·) are the expectation and the variance of the variable in parentheses, which are calculated according to the prior probability in (8).
2. Linear updating of observation nodes.
3. Nonlinear updating of observation nodes.
4. Linear updating of variable nodes.
5. Nonlinear updating of variable nodes.
The mean and variance are calculated based on the probability distribution p(s|r t j , vr t j ) ∝ N (s;r t j , vr t j )p s (·). 6. Termination condition. For each iteration result t = 1, 2, 3, · · · , the estimation resultŜ t of the real result S is the output. If the following condition is met
where · 2 represents the l 2 norm of the vector, thenŜ t+1 will be output as the final estimation result, and the iteration process stops. Otherwise, t = t + 1 , and the algorithm returns to step 2 to continue the process until the termination condition is met. VOLUME 7, 2019
E. COMPLEXITY ANALYSIS
The complexity of the signal detection scheme based on the GAMP algorithm is low because the operational process only adopts multistep iterations and matrix-vector multiplication rather than involving matrix inversion. For a detection process that transmits L data data symbols in a given coherence time, the matrix multiplication mainly involves (19), (20), (23), and (24) in the proposed scheme, and the complexity of one iteration is O(N T N R L data ). The integral operation of the mean and variance in (25) and (26) seems complicated but is actually simple because the integral term includes the probability distribution p(x|r t j , vr t j ) ∝ N (x;r t j , vr t j )p x (·), where p s is a discrete distribution that can be determined from (8) . Hence, the main computation complexity comes from multiplication operations, and other complexity such as the add operation can be ignored.N represents the total number of iterations when the termination condition is met; therefore, the computational complexity of the proposed scheme is O(N N T N R L data ). When the number of transmitting and receiving antennas is large, the computational complexity of the detection scheme based on the GAMP algorithm can be reduced by an order of magnitude compared to the traditional LMMSE detection algorithm, which has a computational complexity of O(N 3 T L data ).
III. LOW-PRECISION QUANTIZATION SIGNAL DETECTION BASED ON THE GAMP ALGORITHM A. SYSTEM MODEL
Since each antenna channel of the AESA radar corresponds to one RF link, and the signals received by each antenna are converted to discrete signals by an analog-to-digital converter (ADC) in the RF link. Then, signals are sent to the digital signal processor for analysis and calculations, as shown in Fig. 5 . However, in the case of a large number of RF chains, the use of high-precision ADCs in the RF link results in high circuit power consumption [13] . Thus, this section considers the low-precision quantization problem of detection processing at the receiving end. In this section, the GAMP algorithm is introduced into the receiver detection system for quantization operations. In the case of low-precision quantization, the influence of the quantization operation is added to the output function, and the probability distribution of the output function is updated to recover the signal by probability estimation. The proposed scheme is compared with the LMMSE algorithm, which directly detects the quantized signal.
After quantization, the system model can be expressed as follows:
where R Q is the quantized data output at the receiving end and Q(·) is the quantization operation. The specific form of the quantizer will be introduced in the next section.
According to Section II-B, if the LMMSE algorithm is used to detect the quantized data R Q , the result iŝ
This process was renamed the LMMSE-Q-based detection scheme.
B. LOW-PRECISION QUANTIZATION
For any element c = c r + i × c i in matrix C, both the real c r and imaginary parts c i can be quantized by the quantizer. The b-bit uniform complex quantizer Q(·) used in this paper is constructed as follows:
where r is the quantized result of element c in matrix C, sign(·)is the sign function, = max(C)/2 b−1 is the quantization step size, and G = ([|max(C)|/ ]) · is the saturation level.
Since the power consumption of the ADC exponentially increases with the number of quantization bits, low-precision quantization in this paper mainly refers to reducing the number of quantized bits of the quantizer, i.e., the value of b. In the subsequent signal detection, it is necessary to obtain the upper bound B up and lower bound B low of the quantization interval for the quantization result r in (30).
In addition, for the quantized data r, the function q −1 (·) required to obtain the upper and lower bounds of the quantization interval is as follows.
C. LOW-PRECISION QUANTIZATION SIGNAL DETECTION BASED ON THE GAMP ALGORITHM
This section extends the signal detection scheme based on the GAMP algorithm to the detection of communication symbols of the integrated system with quantization. The output function, with a conditional probability density of p Y |Z (y i |z i ), is updated to consider the comprehensive effect of the Gaussian white noise superimposed uniform quantizer, as denoted by the red box in Fig. 6 . The input function is the same as (10), and the output function is updated as follows.
The GAMP algorithm extended to the integrated system with quantization is referred to as GAMP-quantization (GAMP-Q) algorithm. The implementation process of the GAMP-Q algorithm is the same as the GAMP-based algorithm in Section II-C, except that, in step 3, the nonlinear updating formulas of the observation nodes change tô
In the formulas, the mean and variance are calculated according to the probability ζ i ∼ N (p t i , vp t i +σ 2 ). According to the above analysis, the increase in the computation complexity of GAMP-Q compared with GAMP is mainly reflected in (35) and (36). Although directly calculating the integral operations in (35) and (36) leads to high complexity, the integral content can be converted to a Gaussian error function erf (·), such as
and the corresponding first, second and third derivatives, which can be quickly obtained using a look-up table. Therefore, this added complexity can be ignored, and the complexity of the GAMP-Q algorithm is the same as that of the GAMP algorithm, namely, O(N N T N R L data ). 
IV. SIMULATION A. SIGNAL DETECTION SCHEME BASED ON THE GAMP ALGORITHM
This section verifies the effectiveness of the proposed GAMP-based detection scheme through simulation results.
Assuming that the channel remains unchanged during the coherence period, and the channel impulse response is known. For comparison, the modulation constellations are set to QPSK, 16QAM, and 64QAM. The simulation settings are as follows. The number of symbols transmitted in one coherence period L data is set to 300. The signal-to-noise ratio (SNR) at the receiver is defined as SNR = 10log 10 (N R /σ 2 ). The numbers of transmitting and receiving antennas are set to N T and N R , respectively. The iteration termination condition is set to threshold = 10 −3 . Each experiment involved 1000 independent runs, and the experimental data were averaged for comparison. The GAMP algorithm can be stabilized by implementing only 8 to 10 iterations. When the numbers of transmitting and receiving antennas are large, the number of iterations is sufficiently small compared to the number of transmitting and receiving antennas; hence, the associated effect on complexity can be neglected. Therefore, the complexity of the signal detection scheme based on the GAMP algorithm can be considered as O(N T N R L data ). Table 1 shows a comparison of the complexities of the GAMP-based algorithm and the LMMSE-based algorithm when L data = 300. The table lists the average number of iterationsN for the GAMP-based algorithm and the complexity of the two algorithms when N T is 16, 64, and 128 and N R is 128 and 256.
As shown in the table, when the number of transmitting and receiving antennas is large, the complexity of the GAMPbased scheme is significantly lower than that of the LMMSEbased algorithm. When N T = 128 and N R = 256, the complexity of the GAMP-based algorithm is 76.58 × 10 6 , and the complexity of the LMMSE-based algorithm is 629.15 × 10 6 . Additionally, when the number of transmitting antennas is not large, for instance, when N T = 16, the complexity of the GAMP-based algorithm is slightly higher than that of the LMMSE-based algorithm because the magnitudes ofN and N T are similar and N R is much larger than N T . Therefore, the GAMP-based algorithm is advantageous in the case in which the communication data stream is large. Combined with the results of the complexity analysis in the previous section, when the number of transmitting and receiving antennas is large, the GAMP-based scheme can significantly reduce the complexity by approximately an order of magnitude compared with the traditional LMMSE-based scheme.
The simulation results in Fig. 8 compare the bit error rate (BER) of the GAMP-based signal detection scheme with different SNRs for different numbers of transmitting and receiving antennas. The modulation mode is 64QAM; the number of transmitting antennas is 16, 64, and 128; and the number of receiving antennas is fixed at 256. If the number of receiving antennas is constant, the smaller the number of transmitting antennas is, the better the performance of the GAMP-based scheme. For example, if the BER is 10 −3 , the performance of N T = 16 is improved by approximately 5% compared with N T = 64 and improved by approximately 13.2% compared with N T = 128. Notably, an increase in the number of transmitting antennas results in an increase in the system size.
In these cases, the difficulty and complexity of signal detection increases, resulting in a deterioration in performance. However, as the number of transmitting antennas increases, the detection results of the GAMP-based scheme remain superior. The simulation results in Fig. 9 compare the BERs of the GAMP-based signal detection scheme and the LMMSEbased detection scheme for different SNRs and different modulation modes, including QPSK, 16QAM and 64QAM. The number of transmitting antennas is fixed at 32, and the number of receiving antennas is fixed at 128. Fig. 9 shows an increase in the modulation order leads to a decrease in the overall performance of both algorithms. For example, in the GAMP-based detection scheme, when the BER is 10 −3 , the performance improvement of QPSK is approximately 41.4% compared with 16QAM and approximately 56.7% compared with 64QAM because the increase in the data detection rate results in a deterioration in communication quality. When the GAMP-based detection scheme is compared with the LMMSE-based detection scheme, we can conclude that when the SNR is low, the difference between the performance of the two schemes is small, whereas in the high-SNR scenarios, the GAMP-based detection scheme performs approximately 1 dB better than the LMMSEbased detection scheme. This performance difference occurs because the LMMSE algorithm treats the discrete signal probability distribution as a Gaussian distribution, and the GAMP algorithm accurately uses the prior probability distribution and the characteristics of the discrete distribution of the data. Therefore, using the GAMP-based scheme instead of the LMMSE-based scheme can improve the system detection performance.
B. LOW-PRECISION QUANTIZED SIGNAL DETECTION
This section illustrates the effectiveness of the GAMP-Qbased detection scheme in solving low-precision quantification problems through presenting simulation results.
We assume that the channel remains unchanged during the coherence period and that the channel impulse response has been obtained. To fully reflect the influence of quantization, a high-order modulation, namely, 256QAM, is adopted for data transmission. The number of symbols transmitted in the coherence period L data is set to 300. The SNR at the receiving end is defined as SNR = 10log 10 (N R /σ 2 ), and the number of transmitting and receiving antennas are represented by N T and N R , respectively, which have different values. The iteration termination condition is set to threshold = 10 −3 . The GAMP-Q-based detection scheme is compared with the LMMSE-Q-based detection scheme. Each simulation was performed with 1000 independent experiments, and the experimental data were averaged for comparison. The simulation results in Fig. 10 show the MSE of the low-precision GAMP-Q-based detection scheme for different numbers of iterations, different numbers of transmitting and receiving antennas and different SNRs. The calculation formula for the MSE is MSE
The SNR is given as 10 dB and 35 dB, and the quantization accuracy is 7 bits. The number of transmitting antennas is 16 and 64, and the number of receiving antennas is fixed at 128. As shown in Fig. 10 , the convergence speed of the GAMP-Q-based scheme is very fast, and the algorithm converges in approximately 10 iterations. Additionally, the higher the SNR is, the smaller the MSE when the algorithm converges. For example, the MSE when the SNR is 35 dB is less than 10 −3 , and when the SNR is 10 dB, the MSE is larger than 10 −1 . Moreover, when the SNR is constant, the larger the difference between the number of transmitting and receiving antennas is, the faster the algorithm converges. When the SNR is 35 dB, the curve when N T = 16 converges after 5 iterations, and the curve when N T = 64 stabilizes after 10 iterations. However, ignoring the difference between the SNR and the numbers of transmitting and receiving antennas, the GAMP-Q-based scheme displays a fast convergence speed. When the total number of transmitting and receiving antennas is large, the number of iterations in the GAMP-Q-based scheme is small enough to be considered negligible when compared to the total number of antennas, and the computational complexity does not significantly increase compared to that of the GAMP-based algorithm. Notably, the complexity is reduced by an order of magnitude compared to that of the LMMSE-based algorithm. The simulation results in Fig. 11 show the BERs of the GAMP-Q-based detection scheme and the LMMSE-Q-based detection scheme for different SNRs and different numbers of transmitting and receiving antennas. The received data detected by the two schemes are quantized by 7-bit ADCs. Because the high-precision quantized bits for 256QAM are usually larger than 12-bit, so 7-bit quantization can reduce the power consumption of the ADCs. If the quantization accuracy is less than 6 bits, the performance of the two schemes is poor, and these methods are impractical. Based on the simulation results, when N T = 16 and N R = 256, the performance of the two schemes is similar, with almost coincident curves. In this case, the system load is low when the number of receiving antennas is much larger than the number of transmitting antennas, so high-precision quantization is not required for effective detection. When N T = 128 and N R = 256 and the SNR is larger than 24 dB, the two schemes exhibit notable differences in performance. For example, when the BER is 10 −3 , the result of the GAMP-Q-based detection scheme is improved by approximately 11.8% compared with that of the LMMSE-Q-based detection scheme because of the dependence on the detection scheme capability with the large system load and low-precision quantization. Moreover, the GAMP-Q-based scheme, as a novel method of solving the low-precision quantization problem, can eliminate the influence of quantization error caused by low-precision ADCs and obtain better performance than the LMMSE-Q-based scheme applied to the quantization system. VOLUME 7, 2019 FIGURE 12. Simulation results of the bit error rate for the two schemes with different signal-to-noise ratios when the quantization accuracy is 7 bits, 8 bits or 10 bits, respectively.
Different quantized accuracies have a significant impact on the performance of GAMP and LMMSE based algorithms. Therefore, we show the simulation results in Fig. 12 when the quantized accuracy is 8-bit or 10-bit, respectively. It can be seen that as the number of quantization bit increases, the performance of both algorithms is improved while the proposed GAMP-based algorithm still performs significantly better than the LMMMS-based algorithm, which also shows the general validity of our algorithm at different levels of quantification.
V. CONCLUSION
In this paper, an energy-efficient signal detection scheme for a radar-communication system is proposed based on the GAMP algorithm and low-precision quantization. First, a model of the integrated radar-communication system is designed. Then, a signal detection scheme based on the GAMP algorithm is proposed that only includes matrixvector multiplication operations and avoids complex matrix inversion. Compared with the conventional LMMSE-based detection scheme, the complexity is reduced from O(N 3 T L data ) to O(N T N R L data ). The prior probability distribution of the modulated signal and the characteristics of the discrete distribution are used to improve the detection performance. Furthermore, a quantization model is introduced into the output function of the GAMP algorithm for signal detection under the condition of low-precision quantization. The proposed algorithm displayed significant advantages over the LMMSE-based algorithm at the same precision levels. Therefore, energy consumption is further reduced without the performance loss. The energy-efficient scheme proposed in this work will promote practical application of the integrated radar-communication system in future battlefield scenarios. 
