Abstract. We propose isotropic probability measures de ned on classes of smooth multivariate functions. These provide a natural extension of the classical isotropic Wiener measure to multivariate functions from C 2r . We show that in the corresponding average case setting the minimal errors of algorithms that use n function values are ? n ?(d+4r+1)=2d and ? n ?(4r+1)=2d for the integration and L 2 -approximation problems respectively. Here d is the number of variables of the corresponding class of functions. This means that the minimal average errors depend essentially on the number d of variables. In particular, for d large relative to r, the L 2 -approximation problem is intractable. The integration and L 2 -approximation problems have been recently studied with measures whose covariance kernels are tensor products. The results for these measures and for isotropic measures di er signi cantly.
Introduction
We study the integration and L 2 -approximation problems for multivariate functions f. For the integration problem, we want to approximate the integral of f, and for the function approximation problem, we want to recover f with respect to the L 2 -norm. For both problems, we want to determine methods with minimal error among all methods that use n function values. Moreover, we want to know how these errors depend on the number n of evaluations, on the number d of variables of f, and on regularity of f. 1 Research supported in part by the Deutsche Forschungsgemeinschaft (DFG) 2 Research supported in part by the National Science Foundation under Grant CCR-91-14042. Both problems have been extensively studied in the literature, see, e.g., 15, 24, 25] for hundreds of references. However, they are mainly addressed in the worst case setting with the algorithm cost and error measured by the worst performance with respect to a given class F of functions. Depending on the smoothness properties of functions from F, the minimal worst case errors strongly or only mildly depend on the dimensionality parameter d.
For instance, if F consists of functions with all partial derivatives of order up to r bounded by 1, both integration and approximation problems are intractable (prohibitively expensive) or even unsolvable since then the minimal worst case errors are proportional to n ?r=d . This is well known, see, e.g., 15, p. 36]. However, if F consists of functions with bounded mixed rth derivatives, the minimal worst case errors equal (n ?r (ln n) (d?1)=2 ), see 3, 7] , and O(n ?r (ln n) (r+1)(d?1) ), see 22, 23] , for integration and L 2 -approximation respectively. This means that now, the dependence on d is only through the exponent in ln n and a constant in the -or O-notation. However, for r = 0, both problems are still unsolvable.
It is therefore important to see how di cult the problems are in an average case setting.
In the average case setting, the class F is equipped with a probability measure and the error of an algorithm is de ned by its expectation with respect to . Like in the worst case setting where optimality of algorithms and minimal worst case errors depend on the properties of F, in the average case setting optimality of algorithms and minimal average errors depend on .
Recently, the average case setting for integration and L 2 -approximation has been studied in 17, 32, 33] assuming that is the r-folded Wiener sheet measure. They proved that the minimal average errors equal (n ?r?1 (ln n) (d?1)=2 ) and (n ?r?1=2 (ln n) (d?1)(r+1) ) for integration and L 2 -approximation, respectively.
Wiener sheet measures are Gaussian measures with the covariance kernel being a tensor product of scalar covariance kernels. Hence, the mild dependence of minimal errors on d could be attributed to the tensor product properties of . Actually, similar bounds hold for a larger class of probability measures that are tensor product Gaussian, see 18, 19] . Therefore, it is important to see how the minimal average errors depend on d when does not have a tensor product form.
A classical example of a non-tensor product measure is provided by the isotropic Wiener measure. Integration and L 2 -approximation with such have been considered recently in 31]. It turns out that the minimal average errors for integration and L 2 -approximation equal (n ?1=2?1=(2d) ) and (n ?1=(2d) ). Thus, they depend essentially on d especially for L 2 -approximation. We think that the isotropicity is an important property, at least for a number of practical problems. However, the isotropic Wiener measure is concentrated on continuous functions for which, with probability one, the derivative does not exists at any point. Hence, it is not suitable for studying problems de ned over classes of smooth functions. To remedy this, we propose a new measure that is a natural extension of the isotropic Wiener measure. This is an isotropic Gaussian measure and is concentrated on functions f with continuous partial derivatives of order up to 2r.
We show that the minimal average errors for this measure are equal to (n ?(d+4r+1)=(2d) )
for integration and (n ?(4r+1)=(2d) ) for L 2 for the approximation problem:
An approximation U n (f) to S(f) is computed based on information N n (f) that consists of n values of f taken at some points from D, N n (f) = f(x 1 ); : : : ; f(x n )] :
Hence, U n (f) = n (N n (f)); where n : N n (F ) ! G is an arbitrary (Borel measurable) mapping; n is called an algorithm that uses N n .
In the average case setting, we assume that the space F is endowed with a (Borel) probability measure . Then the average error of U n = n N n is de ned by e avg (U n ; S; ) =
The nth minimal average error is then the minimal error among all methods that use n function evaluations, r avg n (S; ) = inf Un e avg (U n ; S; ); i.e., minimization is with respect to the mapping n as well as to the knots x i . For a more detailed discussion, see, e.g., 25].
We study the asymptotic order of the nth minimal average errors r avg n (S; ). Furthermore, we determine methods using n function evaluations such that their errors di er from r avg n (S; ) at most by a multiplicative constant.
Isotropic Wiener Measure for Smooth Functions
In this section we provide the de nition and basic properties of the measure = w r studied in this paper.
We begin by recalling the classical isotropic Wiener measure w 0 , see, e.g., 1, 5, 12, 14] . This is the zero mean Gaussian measure on Since K 0 (Qx; Qy) = K 0 (x; y) for any orthogonal transform Q on R d , the measure w 0 is isotropic, i.e., it is invariant with respect to any orthogonal transform of D. Moreover, with probability one, any f from F 0 does not have any derivative.
To introduce an isotropic measure w r on a class of regular functions, we proceed as 
This property has been used in many papers, see e.g. 
and convergence in (3) is understood in mean square sense with respect to . Observe that f i g i forms a sequence of independent random variables with standard normal distribution. (4) and (5). We obtain 'j D 2 H r because of Lemma 2. Using (6), the estimate on the norm follows. 
Q i \ Q j = ; if i 6 = j,
the sidelength of Q j equals c n ?1=d : (9) As in the previous section, c denotes a positive constant independent of n. Let Due to (8) and (9), these functions have pairwise disjoint supports, each contained in Q j D. Obviously, kfk r = 1 and, because of (7) 
Almost optimal methods
We discuss linear methods U n = n N n whose average errors are proportional to the minimal errors r avg n (S; w r ). Such U n are said to be almost optimal. We begin with the L 2 -approximation problem. The order of the nth minimal average errors for this problem coincides with the order of the nth minimal worst case errors for L 1 -approximation on the unit ball of the space C 2r;1=2 (D). This follows from Theorem 2 and 15, p. 34]. Moreover, inequality (2), stated in terms of nth minimal errors, also holds for errors of linear methods U n , see 33] . That is, e avg (U n ; App 2 ; w r ) e wor (U n ; App 1 ; H r ) := sup points. Hence we see that a fairly simple method is almost optimal. For the integration problem the situation is much more complicated since (almost) optimal selection of sample points x i;n is unknown. We only know (almost) optimal randomized methods even though randomization does not help in the average case setting. Indeed, let U n = n N n be a family of (almost) optimal methods for the L 2 -approximation problem, e.g., piecewise polynomial interpolation on a uniform grid. Consider Moreover, nonadaptive linear methods (as discussed in previous subsection) are almost optimal also from the complexity point of view.
Weighted integration
Suppose we want to approximate a weighted integral 
Boundary conditions
Due to the construction of w r , we study functions which vanish, together with some derivatives, at the boundary of D. This restriction can be removed by introducing random boundary conditions. We sketch this modi cation for the case r = 1. The operator and the restriction on the boundary @D de ne a bounded linear injection 
