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Dark soliton in quasi-one-dimensional Bose-Einstein condensates
with a Gaussian trap
H. L. C. Couto and W. B. Cardoso∗
Instituto de Física, Universidade Federal de Goiás, 74.001-970, Goiânia, Goiás, Brazil
In this paper we study dark solitons in quasi-one-dimensional Bose-Einstein condensates (BECs) in
presence of an anharmonic external potential. The theoretical model is based on the Muñoz-Mateo &
Delgado (MMD) equation that describes cigar-shaped BECs with repulsive interatomic interactions.
Since MMD equation presents a nonpolynomial form, the soliton-sound recombination cannot dis-
play the same pattern presented in the cubic model. We perform numerical simulations to compare
both cases.
PACS numbers: 03.75.Lm, 03.75.Hh, 05.45.Yv
I. INTRODUCTION
Solitons are localized structures that emerge from a
perfect balance between the dispersive and nonlinear ef-
fects in the system [1]. In special, dark solitons are char-
acterized by a depression in the ambient density and
a phase slip. This type of soliton is divided into two
classes: the black ones, for which the minimum density
is zero, and the gray ones, for which the dip in the den-
sity is greater than zero. They were experimentally re-
alized in nonlinear optics [2], shallow liquids [3], mag-
netic films [4], ultracold atomic Bose-Einstein conden-
sates (BECs) [5–7], etc. In particular, BECs with repul-
sive interatomic interaction are prone to generation of
dark solitons by various methods, e.g., by imprinting
spatial phase distribution [6], by inducing density de-
fects in BEC [8], and by colision of two condensates
[9, 10].
Differently from the case of attractive interatomic in-
teraction, where bright solitons emerge without neces-
sity of an external potential, due to the repulsive nature
of atoms dark solitons requires an external confining po-
tential. Indeed, the harmonic potentials were used in the
experiments with BECs [5–7]. Also, for zero tempera-
ture in 1D regime, dark solitons are stable and only soli-
tons with zero velocity in the trap center do not move,
otherwise they oscillate along the trap axis [5, 11]. On
the other hand, dark soliton propagating in an inhomo-
geneous condensate has also been predicted to be un-
stable to the emission of sound waves [12, 13]. Recently,
in Ref. [13] was shown that such anharmonicities could
break the soliton-sound equilibrium and lead to the net
decay of the soliton on a considerably shorter time scale
than other dissipation mechanisms.
In this paper we study numerically the effects of
soliton-sound recombination in presence of two differ-
ent potentials: harmonic and Gaussian. Here, differ-
ently from Refs. [13–15], we will use the Muñoz-Mateo
& Delgado (MMD) equation [16, 17], which is an ef-
fective one-dimensional (1D) equation that governs the
axial dynamics of mean-field cigar-shaped condensates
with repulsive interatomic interactions, accounting ac-
curately for the contribution from the transverse degrees
of freedom. To obtain this equation, in Ref. [16] the
authors have used the standard adiabatic approxima-
tion and an accurate analytical expression for the cor-
responding local chemical potential in terms of the lon-
gitudinal density of the condensate, expression which
determine the form of the nonlinearity [17] (see next sec-
tion).
The paper is organized as follows: in the next sec-
tion we revisit the theoretical model to obtain the 1D
reduction of 3D Gross-Pitaevskii equation according to
Ref. [16]; in sec. III, we show the numerical procedure,
considering the evolution of the “soliton part” and the
“background part”, separately; the results are shown in
sec. IV for different patterns of potential; comments and
conclusion are displayed in sec. V.
II. THEORETICAL MODEL
The behavior of the wave function Ψ(r, t) of the BEC
considering two-body interatomic interaction is well de-
scribed by the 3D Gross-Pitaevskii (GP) equation [18]
ih¯
∂Ψ
∂t
= − h¯
2
2m
∇2Ψ + V(r)Ψ + gN|Ψ|2Ψ, (1)
where N is the number of atoms in the BEC, g =
4πh¯2a/m is the interaction strength, a is the s-wave scat-
tering length, m is the mass of the atomic specie, and
V(r) is the external potential. In a cigar-shaped con-
figuration, i.e., when the frequency of transverse con-
finement is greater than the longitudinal one (ω⊥ ≫
ωx), the wave function can be considered with the
form Ψ(r, t) = ϕ(r⊥; n(x, t))φ(x, t), where ϕ and φ
are the transversal and longitudinal wave functions,
r⊥ = (y, z), and n(x, t) is the local density per
unit length characterizing the axial configuration n ≡
N
´
d2r⊥|Ψ|2 = N|φ|2, since we have considered the
wave function normalized to unity. In this scenario, cf.
Ref. [16], the transversal wave function is adjusted in-
2stantaneously to the lowest-energy configuration com-
patible with the axial configuration at each instant of
time (adiabatic approximation). Next, substituting the
factorized wave function into the GPE, with the poten-
tial given by V(r) = V⊥(r⊥) + Vx(x), multiplying by
ϕ∗ and integrating on the transverse coordinates r⊥, one
obtains
ih¯
∂φ
∂t
= − h¯
2
2m
∂2φ
∂x2
+ Vxφ+ µ⊥(n)φ, (2)
where we follow the definition of Ref. [16] for the
transversal chemical potential with the form
µ⊥ ≡
ˆ
d2r⊥ϕ∗
[
− h¯
2
2m
∇2⊥ + V⊥ + ng|ϕ|2
]
ϕ. (3)
Then, one can find analytical solutions for µ⊥ in the
Eq. (3) for the two limit cases an ≪ 1 and an ≫ 1,
such that the dimensionless chemical potential takes the
form µ⊥ = 1+ 2an (Gaussian approximation) and µ⊥ =
2
√
an (Thomas-Fermi approximation), respectively. Ac-
cording to Ref. [17], by using a suitable approximation
scheme one can obtain µ⊥ =
√
1+ 4an, that provide the
ground-state properties of any mean-field scalar Bose-
Einstein condensate with short-range repulsive inter-
atomic interactions, confined in arbitrary cigar-shaped
cylindrically symmetric harmonic traps. In this case, we
can conveniently rewrite the Eq. (2) in the dimension-
less form
i
∂ψ
∂t
= −1
2
∂2ψ
∂x2
+ Vxψ+ λ
√
1+ σ|ψ|2ψ, (4)
where we have considered φ = ψ/
√
lx, t → t/ωx,
x → xlx, Vx = h¯ωxVx , a = alx, and σ = 4aN, where
lx =
√
h¯/mωx is the oscillator length in the axial direc-
tion and λ = ω⊥/ωx ≫ 1.
The goal of the present paper is to study dark soli-
tons in the MMD equation (4) considering two differ-
ent patterns of potentials (harmonic and Gaussian) and
comparing the results with the previous studies of the
cubic model [14, 15, 19–21]. We stress that the MMD
equation (4) is the effective 1D equation that governs the
axial dynamics of mean-field cigar-shaped condensates
with repulsive interatomic interactions, which incorpo-
rate more accurately the contribution from the trans-
verse degrees of freedom [16]. Also, in this regime it is
more accurate when compared with the 1D nonpolyno-
mial Schrödinger equation obtained previously in Ref.
[22].
III. NUMERICAL PROCEDURE
To solve Eq. (4) we will use a numerical method based
on the split-step algorithm, which splits the time inte-
gration in two parts: one containing the dispersive term
of (4) and the other with the nondispersive terms, and
solving the two parts separately. More specifically, we
will use the symmetric splitting method with second-
order accuracy in time [23]. Also, we use a Crank-
Nicholson algorithm to solve the dispersive term (for
more details, see Ref. [24]). Here, we have used the time
and space steps ∆t = 0.001 and ∆x = 0.04, respectively.
We will use an approximated input state to solve nu-
merically the nonpolynomial NLS equation (4). The
method used to get this input state is similar to that
studied in Ref. [21] for the cubic nonlinear Schrödinger
equation. To this end, we will consider the evolution
of the “soliton part” and the “background part”, sepa-
rately. Then, we will employ the following ansatz
ψ = ρ(x, t)Φ(x, t), (5)
where ρ(x, t) is the inhomogeneous background and
Φ(x, t) is the dark soliton solution (homogeneous back-
ground). Next, replacing the Eq. (5) into (4) one gets
iρtΦ + iρΦt = −1
2
ρxxΦ− ρxΦx − 1
2
ρΦxx
+ VxρΦ + λ
√
1+ σρ2|Φ|2ρΦ. (6)
We hope ρ to be a nodeless background solution that
satisfy the following equation
iρt = −1
2
ρxx + Vxρ+ λ
√
1+ σρ2|Φ∞|2ρ, (7)
where |Φ∞| is the absolute value of the function Φ with
x → ±∞. So, defining ρ ≡ f (x, t)/|Φ∞|, we can rewrite
the Eq. (7) without the dependence of |Φ∞|, given by
i ft = −1
2
fxx + Vx f + λ
√
1+ σ f 2 f . (8)
Eq. (8) can be solved by using the imaginary time propa-
gationmethod inwhich a stable (nodeless) solutionwith
lower energy emerges (background).
Since the Eq. (7) is satisfied, Eq. (6) assumes the form
iΦt = −1
2
Φxx − (ln ρ)xΦx + λ
√
1+ σρ2|Φ|2Φ
− λ
√
1+ σρ2|Φ∞|2Φ.
The above equation can be conveniently rewrited such
that
iΦt = −1
2
Φxx + λ
√
1+ σρ20|Φ|2Φ
− λ
√
1+ σρ20|Φ∞|2Φ + R(ρ,Φ), (9)
where
R(ρ,Φ) = −(ln ρ)xΦx + λ
√
1+ σρ2|Φ|2Φ
− λ
√
1+ σρ2|Φ∞|2Φ + λ
√
1+ σρ20|Φ∞|2Φ
− λ
√
1+ σρ20|Φ|2Φ. (10)
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Figure 1: (Color online) Schematic representation of the re-
gions of variation for each function. The “background solu-
tion” and the “soliton solution” are represented by dashed
(red) and solid (blue) lines, respectively. Note that the left- and
right-vertical curves in dash-dot (black) line delimit the region
of variation of the two functions (approximately). While ρ2(x)
varies on the outside, |Φ(x, 0)|2 varies inside.
Note that the Eq. (9) takes the form of a homogeneous
nonlinear equation when R vanishes. Also, since the
background ρ does not change in the region of strong
variation for Φ, and vice-versa, we can consider
(ln ρ)xΦx ≃ 0. (11)
Fig. 1 shows a schematic representation of the regions
of variation for each function.
The result of Eq. (11) becomes exact for the limit cases
x → ±∞ (Φ∞ constant) and x → 0 (since the trap pro-
vides a background centered in x = 0). Also, the Eq.
(10) leads to a null result in these limit cases.
Now, defining µ = λ
√
1+ σρ20|Φ∞|2 and assuming
R(ρ,Φ) ≃ 0 in (9), we will have
iΦt + µΦ = −1
2
Φxx + λ
√
1+ σρ20|Φ|2Φ. (12)
Next, using the rescaling Φ ≡ Φ˜/ρ0 one gets
iΦ˜t + µΦ˜ = −1
2
Φ˜xx + λ
√
1+ σ|Φ˜|2Φ˜. (13)
Following, to solve the Eq. (13) we will use the ansatz
Φ˜ = A(ζ)eiη(ζ), (14)
where ζ = x− vt with v being the initial soliton velocity,
and A and η are real functions. Inserting (14) in (13) we
obtain the imaginary part satisfying
ηζ = v
(
1− A
2
∞
A2
)
, (15)
where A∞ is the value of A(ζ = ∞) and we have used
limζ→±∞(ηζ) = 0; the real part, considering the result of
(15) evolves to
Aζζ = −(v2 + 2µ)A + v2 A
4
∞
A3
+ 2λ
√
1+ σA2A. (16)
The above equation can be reduced to a first order dif-
ferential equation given by
Aζ = ±
√
2U + c1, (17)
where U = − 12 (v2 + 2µ)A2 − (v2A4∞/2A2) + 2λ3σ (1 +
σA2)3/2 and c1 = 2(v
2 + µ)A2∞ − 4λ3σ (1+ σA2∞)3/2, since
we have consider limζ→∞(Aζ) = 0. Now, considering
limζ→∞(Aζζ) = 0 in Eq. (16) one obtains
A2∞ =
1
σ
(
µ2
λ2
− 1
)
. (18)
Note that for A∞ to be real one needs µ > λ (λ is
a positive constant as we had previously defined and
σ > 0). Also, the pattern of U in (17) presents a local
minimum corresponding to the value of A∞, such that
UAA|A∞ > 0 and consequently µ > v2 +
√
v4 + λ2. So,
one gets a limit value for the chemical potential in func-
tion of the frequencies ratio λ and the soliton velocity
v.
Following, taken limζ→0
(
A2
)
ζ
= 0 in Eq. (17) we will
obtain a quintic order equation in A0, such that, by using
the rescale 1+ σA20 ≡ γ2 one gets
aγ5 + bγ4 + cγ3 + dγ2 + e = 0, (19)
where a = 4λ5, b = −3λ4(v2 + 2µ), c = −a, d =
2µλ2(3v2µ+ 3λ2 + µ2), and e = −µ3(3v2µ+ 2λ2). The
Eq. (19) admit two solutions γ = γ∞ = µ/λ. In
this case one can reduct the Eq. (19) for a third or-
der equation given by a′γ3 + b′γ2 + c′γ + d′ = 0, with
a′ = 4λ3, b′ = λ2(2µ − 3v2), c′ = −2λ(3µv2 + 2λ2),
and d′ = −µ(3µv2 + 2λ2). We have used the Cardano’s
method to solve analytically this cubic equation. In-
deed, the cubic equation has always one real positive
root. We have used this root to get the value of A0 and
start a numerical method (4th order Runge-Kutta) to get
the profiles of A(ζ) and η(ζ). So, Eq. (14) gives us the
initial profile (t = 0) of the homogeneous part of the
ansatz (5). Note that the Eq. (5) takes the following form
ψ = f Φ˜/ρ0|Φ∞|. Then, using our definition of µ we
will have ρ0|Φ∞| =
√
(µ/λ)2 − 1/√σ that is the trans-
formation factor for the rescaled solutions. The last step
consists in the use of ψ(x, 0) as the initial profile of the
split-step algorithm to solve the Eq. (4).
IV. RESULTS
Next we will show the numerical results considering
two different patterns of potential. In order to compare
the results with the cubic case (Ref. [13]), we will use
here the expansion in first order
λ
√
1+ σ|ψ|2 ≃ λ+ (λσ/2)|ψ|2. (20)
4Note that in the cubic approximation the chemical po-
tential is rescaled by λ, i.e., µC ≡ µ − λ, where µC (µ)
is the chemical potential for the cubic (nonpolynomial)
case. Also, the cubic nonlinearity takes the correspond-
ing relationship σC = λσ/2. In the general case the two
equalities above are not valid simultaneously due to the
approximation (20). So, we will establish the equality
between the nonlinearities, leaving aside the relation-
ship between the chemical potentials to investigate in
the next subsection the influence of a harmonic trap. We
will name the cubic equation as 1D GP equation from
now on.
A. Harmonic trap
The standard case consists on the quadratic potential
that confines the BEC
Vx = x
2/2. (21)
In this case a dark soliton (obtained following Eq. (5))
with an initial velocity at center of the BEC given by
v0 = 0.5vl, where vl =
√
µ and vl =
√
µ2 − λ2/√2µ for
the cubic and nonpolynomial case, respectively, evolves
such that the velocity of dark soliton is reduced and the
depth of the dark soliton is increased (reducing its ve-
locity) until it touch the zero density. At this point, the
velocity of the soliton changes its direction allowing an
oscillatory pattern (like a particle in a harmonic oscilla-
tor). However, due to the soliton acceleration it emits a
shock wave (sound wave). In the present case, the re-
combination soliton-sound maintains a stable solution.
Fig. 2(a) shows the renormalized density |ψ|2 − f 2 for
the 1D GP equation as a function of time (similar results
were verified for MMD). Sound waves are in light blur
while the soliton position is in the dark trail. In Fig.
2(b) we display the temporal evolution of the soliton en-
ergy (see Appendix). The soliton position (as well as the
mean position of the BEC, defined by x =
´
∞
−∞ x|ψ|2dx)
is coincident for both cases considering the parameters
σC = 200, σ = 2 and λ = 200. Note that the approx-
imation (20) is more accurate for small values of σ|ψ|2.
So, the smaller σ|ψ|2 is, since the relation σC = λσ/2 is
satisfied, better is the match for all calculated quantities
comparing the results of the evolution in both models.
This was confirmed in our numerical simulations. How-
ever, we stress that even considering the above relation
between the nonlinearities, we need λ ≫ 1 to be valid
the 1D approximation.
In contrast with the above result, when considering
σC = 2000, σ = 100 and λ = 40, satisfying σC = λσ/2,
we have obtained a discrepant set of quantities. For ex-
ample, the chemical potential is obtained to be µC =
104.00 and µ−λ = 72.35. Also, we have used the power
spectrum of some functions to obtain the principal fre-
quency contributions in these two cases. As expected,
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Figure 2: (Color online) Dark soliton dynamics in a harmonic
trap. The renormalized density |ψ|2− f 2 for the 1D GP equa-
tion are displayed in (a). The behavior of the dark soliton in
the MMD equation is similar to the cubic case. (b) Soliton en-
ergy for the cubic in (red) solid line and nonpolynomial (black)
dashed line, both in in units of h¯ωzρ
2
0ξ (the dashed gray bars
assist us to the visualization of the similar patterns). Here
we have considered v0 = 0.5vl , where vl =
√
µ and vl =√
µ2 − λ2/√2µ for the cubic and nonpolynomial case, respec-
tively; σC = 200, σ = 2 and λ = 200, providing µC ≃ 22.42
(which is close to that used in Ref.[13]) and µ− λ ≃ 21.76.
the oscillation frequency of the center of mass of the BEC
is ωx = 1 for the two cases. However, the oscillation
frequencies for the solitonic position are ωC ≃ 0.708
and ωMMD ≃ 0.72. So, for the cubic case the relation
ωx/ωC =
√
2 is satisfied while in the nonpolynomial
case there is 2% of error. This is also verified by using
the energy oscillation.
Fig. 3(a) shows the input profiles for the two equa-
tions. Note that the solitonic profile seems similar but
the background is more localized for the MMD equa-
tion. This evident contrast is verified in the energy scales
displayed in Fig. 3(b) (left and right axis), as well as the
difference between its oscillatory behaviors. The soliton
positions for the two cases are shown in Fig. 3(c).
B. Gaussian trap
Here, we will consider a Gaussian trap of the form
Vx = V0
[
1− exp
(
−x2/2V0
)]
, (22)
where V0 is the depth of the trap. Firstly we want to
know the influence of cutoff value V0 to the soliton dy-
namics. To this end, we will fix a value for the non-
linearity in the 1D GP and MMD equations (namely,
5|ψ
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Figure 3: (Color online) Dark soliton dynamics in presence of an harmonic trap. (a) Input profiles. (b) Comparison between the
energy values as function of time. Soliton energy values considering the MMD (GP) equation are displayed in left (right) axis.
(c) Soliton position. The solid (red) lines represent the results for the GP equation while the results for the MMD equation is
presented in dashed (black) lines. We have used σC = 2000, σ = 100 and λ = 40.
σC = λσ/2 = 1200). Then, in this case the relation
µC = µ− λ will not be satisfied.
Since, by Thomas-Fermi approximation the BEC is
concentrated in the region Vx < µ− λ, when V0 < µ− λ
in (22), sound waves can scape of the trap. On the other
hand, when V0 ≫ µ− λ, the sound waves are trapped
and the potential is approximately harmonic in the BEC
region.
These results are shown in Figs. 4(a) for V0 = 2µC
(trapped) and 4(b) for V0 = µC (sound escapes), con-
sidering the 1D GP equation. In Figs. 4(c) and 4(d) we
display the rescaled soliton profile for the MMD equa-
tion considering V0 = 2µC and V0 = µC, respectively.
Note that for V0 = µC (µC ≃ 61.19) the sound escapes in
the 1D GP equation but it does not escapes in the MMD
equation. This is evident once we have abdicated to the
equality for the chemical potential and its correct value
in the MMD equation is to be µ−λ ≃ 51.29when we set
σ = 40 and λ = 60, satisfying the relation σC = λσ/2.
The temporal evolution of the rescaled soliton ener-
gies are shown in Figs. 4(e) and 4(f) for V0 = 2µC and
V0 = µC, respectively. The results for the 1D GP equa-
tion are displayed in solid (black) lines while dashed
(red) lines represent the MMD equation. It is clear by
Fig. 4(f) the dissipative behavior when considering the
cubic nonlinearity in opposition to the trapped form
when the nonlinearity is nonpolynomial. For the lat-
ter, the soliton-sound recombination destroys the soliton
faster than the dissipative case given by 1DGP equation.
Also, in Fig. 4(e) one can see that the soliton lifetime is
different in both cases, i.e., t = 235.8 (t ≃ 6.4s) for the
cubic case and t > 300 (t & 8s) for the nonpolynomial
case.
To verify the influence of λ in the soliton-sound re-
combination we display in Fig. 5 the temporal evolu-
tion of the soliton energy ES for the nonpolynomial case,
considering λ = 200 in solid (black) line, λ = 100 in
dashed (red) line, and λ = 50 in doted (green) line.
We have used the gaussian depth V0 = 2(µ− λ), with
µ − λ = 21.76. Note that decreasing the value of λ
the lifetime of the soliton is increased. When λ = 200,
λ = 100, and λ = 50 the corresponding soliton lifetimes
are t ≃ 47.7ω−1x , t ≃ 49.6ω−1x , and t ≃ 54.1ω−1x , respec-
tively. This accounts a difference of ∼ 13% comparing
the lifetime of the first and last cases.
We now attempt to the experimental parameters ob-
tained in Ref. [25]. In [25] ωx = 2π × 5.9Hz and
ω⊥ ∼ 2π × 109Hz, which leads to λ ≃ 18.5. The chem-
ical potential is µC/kB ≃ 20 nK, where kB is the Boltz-
mann constant. In this case, one can estimate µC ≃ 70.6
and consequently σC ≃ 1136.02 by using the relation
µC = σCn0 with n0 obtained through the profile ob-
tained by propagation in imaginary time of the 1D GP
equation with V0 ≫ µC (V0 = 10µC). Following, using
σC and λ given above we obtain numerically µ ≃ 63.4
(for V0 = 10(µ− λ)).
Next, by using the value of µC given above we esti-
mate using the profile obtained via the imaginary time
propagation for the cubic equation (V0 ≫ µC), a den-
sity peak for the background and consequently the non-
linearity intensity given by ρ20 ≃ 6.2× 10−2 and σC ≃
1118.5, respectively. Also, through µ above, we obtain
ρ20 ≃ 8.3× 10−2 and σ ≃ 163.2.
V. CONCLUSION
In conclusion, we have studied the soliton-sound in-
teraction in the MMD equation, which is an effective
1D equation governing the axial dynamics of a cigar-
shaped BEC with repulsive interatomic interactions, ac-
counting accurately for the contribution from the trans-
verse degrees of freedom. A significant differences has
been observed when comparing the soliton dynamics in
MMD and 1D GP equation. In particular, increasing the
strength of the repulsive interatomic interaction the di-
vergence between the results appears naturally. Also,
the soliton-sound recombination presents an important
hole in the lifetime of dark solitons, as shown in the liter-
ature [13, 14, 19]. When the perfect recombination does
not occurs, for example in anharmonic traps like that
presented here, the soliton can scape from the trap or
simply to decay. This is in agreementwith the results ob-
tained in the present paper. We believe that this can mo-
tivate further investigations of soliton- or vortex-sound
interactions in realistic systems with more dimensions.
6E
S
/E
S
(0
)
0
0.2
0.4
0.6
0.8
1
t
0 100 200 300
(e)
E
S
/E
S
(0
)
0.2
0.4
0.6
0.8
1
t
0 50 100 150
(f)
Figure 4: (Color online) Renormalized density profile of dark soliton (|ψ|2 − f 2) for the cubic (a) and (b) and nonpolynomial
nonlinearity (c) and (d). We have used σC = λσ/2 = 1200 (σ = 40 and λ = 60) with V0 = 2µC in (a) and (c) and V0 = µC in (b)
and (d). Evolution of the renormalized soliton energy ES/Es(t = 0) in a Gaussian trap for (e) V0 = 2µC and (f) V0 = µC. The
results of the 1D GP and MMD equations are displayed in solid (black) and dashed (red) lines, respectively.
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Figure 5: (Color online) Temporal evolution of the soliton en-
ergy ES for a Gaussian trap with cutoff V0 = 2(µ− λ). Solid
(black) line corresponds to λ = 200, in dashed (red) line
λ = 100, and in doted (green) line λ = 50. For all cases we
have used µ− λ = 21.76.
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Appendix: Dark soliton energy
In presence of a confining potential the energy of the
solution is a finite constant. However, we want to com-
pute only the contribution of the dark soliton energy. To
this end, we will use the renormalized energy density,
given by [1]
ǫ(ψ) =
1
2
|ψx|2 + V|ψ|2 +
ˆ |ψ|2
f 20
[F(I)− F( f 20 )]dI, (23)
where F(I) = σC I and F(I) = λ
√
1+ σI for the cubic
and nonpolynomial NLS equation, respectively. In the
case of cubic nonlinearity the Eq. (23) reduces to a sim-
ilar form of Eq. (A2) of Ref. [13]. Next we will use the
following definition for the soliton energy
Es =
ˆ xs+xint
xs−xint
ǫ(ψ)dx−
ˆ xs+xint
xs−xint
ǫ( f )dx, (24)
where f is the time-independent background density in
the absence of the soliton (i.e., the solution from the
imaginary time propagation of the Eq.(8)) and f0 de-
notes the peak condensate density at the center of the
trap for purely harmonic confinement. Here, xs is the
soliton position and xint is the domain of integration
around the soliton position. To find xint we have var-
ied its value until Es does not change anymore (we have
stopped the variation of xint with a difference of energy
of the order of 10−14). This value is compared to that
obtained in Ref. [13].
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