Abstract-Limited work has been done to optimize the power sharing among base stations (BSs) while considering the topology of the cellular network and the distance-dependent power loss (DDPL) in the transmission lines. In this paper, we propose two power sharing optimization algorithms for energy-harvesting BSs: the max-flow (MF) algorithm and the min-cost-max-flow (MCMF) algorithm. The two proposed algorithms minimize the power drawn from the main grid by letting BSs with power surpluses transmit harvested power to BSs with deficits. The MCMF algorithm has an additional DDPL cost associated with each transmission line. Hence, the MCMF algorithm shares the harvested power over shorter distances and loses less power during the transmission than the MF algorithm. Our numerical results show that for a fully connected cellular network, i.e., every pair of BSs can share power, with a moderate power loss coefficient per l (∈ R + ) meters of transmission line, the MCMF algorithm saves up to 10%, 22%, and 30% more main grid power than the MF algorithm for 5, 10, and 15 BSs uniformly distributed in a square area of l 2 square meters, respectively.
I. INTRODUCTION

M
ORE than half of the energy consumption in the cellular network infrastructure is caused by the operation of base stations (BSs) [2] . In addition, environmental policies promote the incorporation of environmentally friendly technologies. As a result, BSs equipped with energy-harvesting devices, e.g., solar cells, are becoming increasingly attractive to cellular network operators [3] , [4] . Furthermore, cellular D. Benda is with the Electronic and Electrical Engineering, University of Sheffield, Sheffield S10 2TN, U.K., and also with the Communications and Networks Cluster, Institute for Infocomm Research, Singapore (e-mail: dcbenda1@sheffield.ac.uk).
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Digital Object Identifier 10.1109/TGCN.2018.2876005 networks capable of energy-harvesting are more sustainable and resilient during natural disasters than conventional gridconnected ones [2] .
A. Different Power Sharing Methods
The amount of harvested power as well as the power consumption of the BSs vary over time and space resulting in power surpluses or power deficits at the BSs. To avoid wasting precious harvested power, power can be transmitted from surplus BSs to deficit BSs via transmission lines. Other options for power sharing are wireless power transfer, traffic offloading to neighboring BSs, smart grid/ main grid trading and batteries. In the following, we will discuss these options separately and compare them with power sharing via direct transmission lines.
1) Wireless Power Transfer:
Power can be shared through wireless power transfer. Nonetheless, this is limited to very short distances due to the high power losses associated with long wireless power transmission [5] .
2) Traffic Offloading to Neighboring BSs: Guo et al. [6] propose to offload user equipments (UEs) at the cell edge of BSs with power deficit to neighboring BSs with abundant renewable energy. Nonetheless, this causes a deterioration in the signal-to-interference-plus-noise ratio (SINR) of the offloaded UEs, whereas power sharing via direct transmission lines does not affect the SINR.
3) Smart Grid/Main Grid Trading: Farooq et al. [7] , [8] propose to sell and buy power from the grid and use the grid to conduct virtual power transfer in addition to power sharing via direct transmission lines. Power sharing via direct transmission lines requires high capital expenditure for deploying physical transmission lines whereas grid trading implies operational expenditure in the form of a price that has to paid to the grid operator. To evaluate if the initial investment for deploying physical transmission lines is justified in the long-term or each BS should rather sell and buy its power from the grid, the local price structure has to be evaluated. BSs can buy power from the grid at a price p b and sell it to the grid at a price p s , where the grid operator typically requires that p b > p s . The difference in price denoted by Δ p is as follows:
If Δ p is great, it is more cost efficient to share power via direct transmission lines. If Δ p is small, it is more cost efficient to sell and buy power from the grid. Even if Δ p is small, cellular network operators may prefer to rely on their own local power sharing infrastructure to avoid reliance on the grid and to avoid the risk of future power price changes beyond their control. In general, power sharing via direct transmission lines is usually cost efficient in dense cellular networks with small to medium inter-site distances, where the power losses in the transmission lines are low, expensive step-up and step-down transformers are not needed, and DC to AC conversion losses are negligible if DC transmission lines are deployed between DC energy harvesters such as solar cells. In contrast, sparse cellular networks with long inter-site distances are not suitable for power sharing via direct transmission lines due to the high power loss during transmissions, the high capital expenditure, and the right-of-way clearance needed for the transmission corridors. In the latter case, power will be more likely bought and sold to the grid.
4) Batteries:
Since batteries are expensive and have a short lifetime (3-9 years), battery replacements significantly contribute to the system lifetime cost [9] . Employing both, direct transmission lines for power sharing and batteries to balance the mismatch between the power generation and consumption at the BSs would greatly increase the capital expenditure. Hence, we only use direct transmission lines in our system model to reduce the capital expenditure.
B. Justification for Power Surpluses and Deficits at Neighboring BSs
It has been shown that 80% of grid power can be saved if power sharing is enabled between two energy-harvesting BSs with anti-correlated energy profiles [10] . Meanwhile, considering the power loss along the transmission lines, it is preferred to share power among BSs that are not far away from each other. Anti-correlated energy generation profiles at neighboring BSs can be obtained by different types of energy harvesters.
For example, a solar cell and a wind turbine in the same area can achieve anti-correlated energy generation profiles on a daily timescale due to the fact that high (low) pressure areas tend to be sunny (cloudy) with low (high) surface wind, and on a seasonal timescale due to the fact that more solar (wind) energy can be harvested in summer (winter) than in winter (summer) [3] . If only solar cells are available for deployment, anti-correlated energy profiles at neighboring BSs can be achieved by deploying southeast orientated solar cells and southwest orientated solar cells, respectively (see in [4, Fig. 3]) , where a southeast (southwest) orientated solar cell has an orientation angle of −45 • (45 • ) with respect to the southern direction [4] .
Furthermore, even if two BSs have similar energy generation profiles, different traffic loads at the BSs may result in power surpluses and deficits as well, because the power consumption profiles at the BSs are traffic load-dependent and can be different (see [11] ).
C. Background of the Used Optimization Algorithms
We propose two power sharing optimization algorithms based on the max-flow (MF) problem and the min-cost-maxflow (MCMF) problem, which are well known for their low computational complexity. For a flow network with |E| edges and |V| vertices, the MF problem and the MCMF problem can be efficiently solved in O(|V | 2 |E |) (general push-relabel algorithm [12] ) and O(|E | log |E |(|E |+|V | log |V |)) (Orlin's algorithm [13] ), respectively. In practice, network simplex algorithms are commonly used to solve the MF problem and the MCMF problem as well [13] .
D. Current Knowledge Gaps
There are three main issues that have not been sufficiently studied in the current literature.
1) Distance-Dependent Power Loss in Transmission Lines: Transmitting power over longer distances will result in higher resistive power losses, but most existing works do not include distance-dependent power loss (DDPL) in their system model. For example, [14] introduced an energy hub for power sharing in cellular networks and assumed that the resistive power loss in the transmission lines is independent of the power propagation distance.
2) Topology of the Cellular Network: Most existing works consider sharing power among only a few BSs, e.g., two BSs in [10] and three BSs in [8] , without systematically considering the topology of the cellular network. In this paper, we generalize the BS power sharing scenario to a dense cellular network, where the topology of the cellular network is incorporated in the system model and the harvested renewable power is shared among nearby BSs.
3) Performance Gain vs. Complexity of Power Loss Aware Power Sharing Algorithms:
To the best of our knowledge, this work is the first to investigate the trade-off between the performance gain and the computational complexity of BS power sharing algorithms with or without considering the transmission line power loss. Moreover, the main difference to [7] is that we evaluate the performance gains that a power loss aware power sharing algorithm can achieve in different cellular networks and derive guidelines on power loss aware power sharing for different cellular network deployment scenarios.
E. Contribution
The main contributions of this paper address the identified knowledge gaps as follows:
1) We propose a BS power sharing model for energyharvesting enabled dense cellular networks and incorporate into the BS power sharing model the topology of the cellular network and the DDPL in the transmission lines. 2) We develop an MF algorithm and an MCMF algorithm which both minimize the power drawn from the main grid by letting BSs with surpluses transmit harvested power to BSs with deficits. The MCMF algorithm has an additional DDPL cost associated with each transmission line and therefore reduces the power losses during the transmission. 3) We derive a closed-form expression of the average total power drawn from the main grid by all the BSs for the MF algorithm on a complete neighboring graph. The accuracy of the closed-form expression is verified by the simulation results.
4)
We investigate the performance gap between the two proposed algorithms for different DDPL values, different BS densities, different maximum power surpluses/deficits at the BSs, and different power surplus/deficit distributions. Based on the insights obtained, we provide guidelines on which of the two algorithms should be used under different scenarios of energyharvesting enabled cellular networks. The rest of this paper is organized as follows. Section II presents the system model. Section III formulates the MF/MCMF problem. Section IV proposes a linear optimization program to solve the MF/MCMF problem. Section V derives a closed-form expression of the average total power drawn from the main grid by the BSs for the MF algorithm. Section VI presents the performance evaluation results for both algorithms. Finally, the paper is concluded in Section VII.
II. SYSTEM MODEL
We consider N ∈ N uniformly distributed BSs in a square area of l 2 square meters (see Fig. 1 ), which are denoted as BS i , i ∈ {1, . . . , N }. Each BS is equipped with an energyharvesting device, e.g., a solar cell, as well as a main grid connection but no battery.
We denote the power surplus/deficit of BS i as B i [W] in watts. A surplus (deficit) in power at BS i is indicated by a positive (negative) value B i . The objective is to balance out the power in the network by transmitting power from surplus BSs to deficit BSs so that the total power drawn from the main grid by the deficit BSs is minimized. A BS i with B i = 0 will not take part in the power sharing scheme.
The set of surplus BSs is denoted as BS + , and the set of deficit BSs is denoted as BS − , i.e.,
For the network, the total power surplus B + , the total power deficit B − , and the net power surplus/deficit B net are given by
BSs can be connected by a transmission line in a cellular network. As depicted in Fig. 2 , the network is represented by a neighboring graph, where vertices denote BSs and edges denote transmission lines. Two BSs can share power between each other only if they are connected by an edge. BSs that are connected by an edge are referred to as neighboring BSs.
Sharing power between two BSs will result in some power loss as heat along the transmission line known as resistive heating. The power loss P loss [W] in watts in the transmission line can be calculated by Ohm's law and the formula for the transmission line resistance [15] as follows: 
where 
III. THE MF/MCMF PROBLEM
We use the notation (i, j) to denote the edge between the surplus BS i and the deficit BS j , where (i , j ) ∈ E n indicates that BS i and BS j are connected by a transmission line, and the notation f [W] 
for the power flow and the second power of the current flow on the edge from the surplus BS i to the deficit BS j , respectively.
A. Optimization Objective
Resistive heating is caused by the electric current of the power flow in the transmission line but not by the electric potential. Nonetheless, it is out of the scope of this paper to model the relationship between the power and the electric current in the transmission line. Thus, we assume for simplicity that the power flow in the transmission line is equivalent to the second power of the current flow in the transmission line. In other words, a power flow in the transmission line of x watts, is equivalent to a current flow in the transmission line of I = √ x amperes in our system model. Hence, j ) ) have the same quantitative value for every edge (i, j) but their units are different.
The optimization objective is to minimize the total power M[W] in watts drawn from the main grid by the deficit BSs as follows:
power loss in transmission lines (5) subject to Power flow out of the surplus BSs:
Power flow into the deficit BSs:
There are two scenarios in which a deficit BS i has to draw power from the main grid. On the one hand, a deficit BS i may not have neighboring surplus BSs that have sufficient power to balance out the power deficit B i . On the other hand, even if the neighboring surplus BSs have sufficient power to balance out the power deficit B i , due to the power losses in the transmission lines, the received power at the deficit BS i is below the required deficit power B i , so that the deficit BS i has to offset this difference by drawing main grid power.
B. Definition of the Flow Network
In the following subsections, we will show the conversion of the neighboring graph (see Fig. 2 ) and the optimization objective (see (5)- (7)) into a corresponding flow network G and a corresponding MF/MCMF problem (see (14) - (17)), respectively. The optimization objective in form of an MF/MCMF problem can then be efficiently solved. The conversion steps in Figs. 3(a)-3(e) depict the conversion of Fig. 2 into a flow network as an example. The flow network G is represented by the 4-tuple (V, E, s, t), where V, E, s, and t denote the set of vertices, the set of edges, the source vertex, and the sink vertex of the flow network, respectively. We use the notation e = (i, j) to represent the directed edge e from vertex i to vertex j in the flow network. Fig. 3(a) ): Each surplus BS is connected from the source vertex to the surplus BS by a directed edge. These edges are denoted as source edges E s .
1) Edges and Vertices (See
Each deficit BS is connected from the deficit BS to the sink vertex by a directed edge. These edges are denoted as sink edges E t . If an edge exists between a surplus BS and a deficit BS in the neighboring graph, then the edge is replaced by a directed edge from the surplus BS to the deficit BS in the flow network. These edges are denoted as transmission edges E BS . We do not allow power hopping in our system model for simplicity. 1 The edges and vertices in the flow network are defined as follows:
The power transmitted from BS i to BS j is modeled as a flow along the path s − BS i − BS j − t in the flow network. To complete the conversion into a flow network, edge capacities u(e), edge costs c MF (e) of the MF algorithm, edge costs c MCMF (e) of the MCMF algorithm and vertex supplies/deficits b(v) will be defined in the following subsections.
2) Edge Capacity u(e) (See Fig. 3(b) ): The capacity u(e) of an edge e represents the maximum power that can pass through this edge. In compliance with (6) and (7), we set the capacities of the edges e = (s, j) (j ∈ BS + ) to B j and the capacities of the edges e = (i, t) (i ∈ BS − ) to |B i |. We assume that the power generated by a typical energy-harvesting device at a BS is relatively small with respect to the capacity of a typical transmission line. Hence, the capacities of the transmission edges are set to infinity for simplicity. The edge capacity is thus given by
3) Edge Cost c MF (e) of the MF Algorithm (See Fig. 3(c) ): The MF algorithm is unaware of the distance-dependent power loss in the transmission line. Hence, the cost c MF (e) of transmitting power on the edge e is set to 0 for all edges independent of the distance of the transmission line represented by edge e. The edge cost is given by Fig. 3(d) ): The MCMF algorithm is aware of the distancedependent power loss in the transmission line. Hence, the cost c MCMF (e) of an edge e represents the power loss in the transmission line due to resistive heating. The costs of the virtual edges in E s as well as in E t are set to 0. The cost of the transmission edge from BS i to BS j is equivalent to the power loss coefficient L(i, j) in the transmission line defined in (4) . The edge cost is given by Fig. 3(e) ): The vertex supply/deficit b(v) of a vertex v represents the net power flow out or into the vertex. All deficit BSs together require |B − | watts, therefore b(t) is set to B − . The b(s) value of the source vertex is set to |B − | because, even if the supply is greater, the sink does not need more than |B − | watts. The supply/deficit values of all other vertices are set to 0 because they pass on the power flow from the source to the sink. The definition of the vertex supply/deficit is summarized as follows:
4) Edge Cost c MCMF (e) of the MCMF Algorithm (See
c MCMF (e = (i , j )) = 0 e ∈ E s ∪ E t L(i , j ) e ∈ E BS .(11)
5) Vertex Supply/Deficit b(v) (See
b(v ) = ⎧ ⎨ ⎩ B − v = t |B − | v = s 0 v ∈ V \ {s, t}.(12)
6) (s, t) Edge (See Figs. 3(a)-3(e)):
The maximum value of an s-t-flow is equal to the minimum capacity of an s-t-cut in a flow network [16] . Due to the supply/deficit value of the source s and the sink t, the maximum flow value in the defined flow network is smaller or equal to |B − |. The maximum flow value is smaller if and only if a minimum cut with capacity smaller than |B − | exists.
We can ensure that the maximum flow value always equals |B − | by adding a virtual (s, t) edge connecting the source and sink directly with a capacity of infinity and a cost of a > 1 (a ∈ N). This virtual edge ensures that no minimum cut with capacity smaller than |B − | would occur. The trivial flow of passing |B − | watts through this virtual edge is a feasible flow. Therefore, any other maximum flow will have a maximum flow value of |B − | as well. The purpose of this virtual edge is to solve the MF/MCMF problem with the linear program described in Section IV, which requires that the complete flow of |B − | watts can be passed through the network.
Because every s−BS i −BS j −t path has a cost of smaller or equal to 1, the MF/MCMF algorithm only passes flow over the virtual (s, t) edge when there is no other possible path to pass it through the network. Hence, the flow through this virtual edge represents the deficit power, which cannot be balanced out, and thus has to be drawn from the main grid.
There are two reasons why power cannot be balanced out. On the one hand, the total power surplus (B + ) may be smaller than the total power deficit (|B − |). On the other hand, the flow network could be sparse, so that some deficit BSs may not have neighboring surplus BSs that have sufficient power to balance out their power deficit (see BS 3 in Fig. 3(b) ).
The definition of the (s, t) edge is summarized as follows:
IV. OPTIMIZING THE MF/MCMF PROBLEM We use the Graph::minCost(Graph G) function implemented in the MuPAD notebook of the Symbolic Math Toolbox in MATLAB to solve the MF/MCMF problem. More specifically, it solves the following linear programming problem given as:
subject to
Capacity constraints:
Skew symmetry:
Flow conservation and required flow:
where e ∈ E, i ,j ∈ V, s is the source vertex, t is the sink vertex, f [W] (e) and f [A 2 ] (e) are the power flow and the second power of the current flow on the edge e, respectively, c x (e) is the cost of edge e, i.e., c x (e) = c MF (e) and c x (e) = c MCMF (e) for the MF algorithm and MCMF algorithm, respectively, u(e) is the capacity of edge e, and b(i) is the supply/deficit of vertex i.
A. Remarks on the Output of the MF Algorithm
Because every s − BS i − BS j − t path has the same cost of 0 in (10), the flow f * generated by (14) - (17) 
Because every s−BS i −BS j −t path has a cost of 0 in (10), the MF algorithm only passes flow over the virtual (s, t) edge when there is no other possible path to pass it through the network. Hence, (18) are denoted in accordance with M 1 and M 2 in (5). We want to point out that the cost function c MF (e) has to be used in (14) whereas the cost function c MCMF (e) has to be used in (18) .
B. Remarks on the Output of the MCMF Algorithm
The output of the MCMF algorithm is the optimal power flow f * over all edges in the flow network G so that the power travels over the shortest distances in the cellular network. The optimal power flow f *
[W] (e) over the transmission edge e = (i , j ) ∈ E BS represents the optimal flow of f *
[W] (e) watts from BS i to BS j .
The original optimization objective (5) is equivalent to (19) 
We want to point out that the cost function c MCMF (e) has to be used in (14) as well as (19) .
C. Performance Gap
The performance gap Δ and the relative performance gap Δ % between the two proposed algorithms are defined as follows:
Based on the insights obtained in Section VI, we will provide guidelines on which of the two algorithms should be used under different scenarios of energy-harvesting enabled cellular networks.
V. PERFORMANCE ANALYSIS
We analyze the performance of the MF algorithm in this section. In particular, the average drawn main grid power M MF on an edgeless neighboring graph, the average power flow on the (s, t) edge M MF 1 on a complete neighboring graph, and the average power loss in the transmission lines M MF 2 on a complete neighboring graph, are analytically derived. An edgeless neighboring graph and a complete neighboring graph correspond to no pair of BSs and every pair of BSs is connected by a transmission line, respectively. The superscript ENG and CNG are added to the parameters if an edgeless neighboring graph and a complete neighboring graph are used, respectively. The subscript ana is added to the parameters if the parameters are calculated by a closed-form expression presented in this Section.
We assume that the B i values are discretely uniformly distributed 2 in the set {−B , −B + 1, . . . , B − 1, B }, B ∈ N. As a result, the probability that BS i experiences a surplus/deficit of p watts is given by
A. Analytical Calculation of M MF _ENG ana on an Edgeless Neighboring Graph
M MF_ENG ana corresponds to the average drawn main grid power in a network where no pair of BSs is connected by a transmission line. Because the B i parameters follow the same probability distribution at all BSs, we can use the example BS i to calculate the average power deficit of this BS and multiply the result by the number of BS in the network. M MF_ENG ana can be calculated by summing up the products of each probability of B i having a negative integer value p ∈ N − and multiply each of these probabilities by the absolute value of p. The explicit expression of P (B i = p) is given in (21) . M MF_ENG ana can be calculated as follows:
2 Instead of considering a specific traffic load profile/ energy consumption profile and/or a specific energy harvester/ energy generation profile, we would like to evaluate the performance of power loss aware power sharing algorithms under more general setups. A discrete uniform distribution is used for the B i values to derive the analytical formulas as an example. To make sure our results are general valid, we consider different discrete uniform distributions and different binomial distributions for the power surplus/deficit values B i at the BSs in Section VI-D.
B. Analytical Calculation of
corresponds to the average power flow, which cannot be balanced out in the network and therefore flows on the virtual (s, t) edge. We sum up the products of each probability of B net having a negative integer value p ∈ N − and multiply each of these probabilities by the absolute value of p. The second sum in (23) ranges from 1 to BN because B net is the sum of N discretely uniformly distributed parameters on the set {−B , −B + 1, . . . can be calculated as follows:
The next paragraph derives a closed-form expression of the probability P (B net = −p). The generation of B net can be seen as throwing a (2B +1)-sided die N times and summing up the number of pips. The number of pips on the die ranges from −B to B . There are in total (2B + 1) N possibilities of throwing such a die N times. The question is, how many of these possibilities have −p as the sum of the number of pips. This question is equivalent to finding the coefficient a −p+BN +N of the polynomial (x + x 2 + x 3 + . . . + x 2B+1 ) N when it is converted into its general form n i=0 a i x i . The conversion of the polynomial is given as
The closed-form expression of the coefficients a i , i ∈ {N , . . . , (2B + 1)N }, is derived from [17] and given as
where the expression n k denotes the binomial coefficient "n choose k."
Out of the total number of possibilities of throwing our (2B +1)-sided die N times, a −p+BN +N possibilities have −p as the sum of the number of pips. As a result, the probability P (B net = −p) can be calculated by dividing a −p+BN +N by the total number of possibilities (2B + 1) N as follows:
where a −p+BN +N is given in (25).
C. Analytical Calculation of M
MF _CNG ana_2 on a Complete Neighboring Graph
corresponds to the average power flow shared in the cellular network, which is then subject to power loss in the transmission lines. M
MF_CNG ana_2
calculates this = x between the two uniformly distributed random BS i and BS j in a square area of l 2 square meters. P (x ) is known in the literature as Square-Line-Picking [21] .
power loss in the transmission lines on a complete neighboring graph as follows:
where P (
is the probability density function of the normalized Euclidean distance between the two uniformly distributed random BS i and BS j in a square area of l 2 square meters, and L(i, j) is the power loss coefficient on the edge between the BS i and BS j . The integral ranges from 0 to √ 2 because
ranges from 0 to √ 2 in a square area of l 2 square meters.
The probability density function 3 of P ( [21] and shown in (28)-(29) and Fig. 4 as follows:
Because P (
have different definitions on different domains, it is easier to split the integral (27) and to consider the three cases 0 < 1
Case 2:
Case 3:
VI. RESULTS
If not stated differently, we use a BS density of N = 5 BSs in a square area of l 2 square meters, a maximum power surplus/deficit of B = 4, and a power loss coefficient per l meters of C ∈ {0, 0.2, . . . , 3.8, 4} to evaluate the performance of the two proposed algorithms. Both algorithms are run 10000 times to derive their average performance.
We use the normalized Euclidean distance The MCMF algorithm saves more grid power than the MF algorithm for any given C > 0 because it takes into account the power loss in the transmission lines in the optimization. As a result, the power flow in the network travels over shorter distances in the MCMF algorithm and is therefore subject to a smaller power loss than in the MF algorithm. The performance gap (Δ) between the two algorithms is greater for moderate C than for very large or very small C. Hence, the higher complexity of running an MCMF algorithm compared to an MF algorithm can be justified if C is moderate. Because no power , M MF_ENG , and M MCMF_ENG are independent of C. These two horizontal lines correspond to the extreme points of the cellular network behavior where all BSs behave like one single mega BS corresponding to the dashed black horizontal line in Fig. 5 and all BSs behave like isolated BSs corresponding to the solid black horizontal line in Fig. 5 .
The power, which cannot be balanced out in the network and therefore flows on the virtual (s, t) edge, is the same in both algorithms. Hence, M MF_CNG 1 is equal to M MCMF_CNG 1 . The total power drawn from the main grid on an edgeless neighboring graph is the same in both algorithms. Hence, M MF_ENG is equal to M MCMF_ENG . Fig. 6 shows the performance of both algorithms for different numbers of BSs (N). The performance gap (Δ) between the two algorithms increases with the number of BSs, i.e., a denser cellular network. This is because a denser cellular network offers more opportunities for power sharing between BSs, and the power savings from minimizing the distances traveled by the power flows become more significant. The MCMF algorithm saves up to 10%, 22% and 30% more power than the MF algorithm for N = 5, N = 10 and N = 15 BSs, respectively. The BSs density influences significantly Δ. Fig. 7 shows the performance of both algorithms for different maximum power surpluses/deficits (B ). Greater maximum power surplus/deficit values (B ) happen if the maximum power generation rises, e.g., due to solar cells with a greater surface area, and if the maximum power consumption rises, e.g., due to more UEs connected to the BSs. If the B value rises, the average total power drawn from the main grid rises in both algorithms, but the relative performance gap between the two algorithms is constant. In other words, The MCMF algorithm saves up to 22% more power than the MF algorithm for all three cases: B = 4, B = 6 and B = 8. This can be explained by the fact that the power, which cannot be balanced out in the network and therefore flows on the virtual (s, t) edge, is the same in both algorithms. Hence, M
B. Different BS Densities
C. Different Maximum Power Surpluses/Deficits
. The performance gap (Δ) between the two algorithms is only caused by the difference between value. In other words, the performance gap (Δ) is only caused by the fact that the MF algorithm losses more power during the transmission due to longer transmission distances. For the investigated cellular network with N = 10 BSs, the power loss aware MCMF algorithms saves up to 22% more power than the power loss unaware MF algorithm.
D. Different Power Surplus/Deficit Distributions
To extend the considered cellular network scenarios, we will evaluate the effects of different discrete uniform distributions and of different binomial distributions for the B i values in the following paragraph.
We denote the discrete uniform distribution of the integers in the interval [a, b] as U [a, b] . Each integer in the interval is equally likely to be observed. The investigated uniform distributions are given in Fig. 10 . The uniform distributions with ID 1, ID 2, ID 3, ID 4, and ID 5 are the uniform distributions U [−4, 4] shifted +4, +2, 0, −2, −4 along the x-axis (see Fig. 10 ), respectively.
We denote the binomial distribution with parameters ñ, and p as Bin(ñ,p). The probability of B i having the value k in a binomial distribution is given as:
The investigated binomial distributions are given in Fig. 11 . The binomial distributions with ID 6, ID 7, ID 8, ID 9, and ID 10 are the binomial distributions Bin(8, 0.5) shifted 0, −2, −4, −6, −8 along the x-axis (see Fig. 11 ), respectively. We set the parameter ñ = 8 so that all distributions in Figs. 10-11 have the same support. We set the parameterp = 0.5 so that the binomial distributions are symmetrical similar to the energy generation profile of a solar cell. Fig. 8 and Fig. 9 evaluate uniform distributions and binomial distributions, respectively. The absolute values in Fig. 8 are different to the absolute values in Fig. 9 due to the different types of distributions but the general shape of the curves are similar in both figures. Fig. 10 as well as ID 6 and ID 7 in Fig. 11 have a harvesting device of a large size, because it is more likely that these BSs experience a power surplus. ID 3 in Fig. 10 and ID 8 in Fig. 11 have a harvesting device of a medium size, because it is equally likely that these BSs experience a power surplus or deficit. ID 4 and ID 5 in Fig. 10 as well as ID 9 and ID 10 in Fig. 11 have a harvesting device of a small size, because it is more likely that these BSs experience a power deficit.
VII. CONCLUSION
We have developed an MF algorithm and an MCMF algorithm to optimize the sharing of renewable power among BSs with the objective of minimizing the total power drawn from the main grid by the BSs. The MCMF algorithm has a higher computational complexity but results in a more efficient use of the harvested power because it minimizes the DDPL in the transmission lines by sharing renewable power among nearby BSs wherever possible. We have derived a closed-form expression of the average total power drawn from the main grid by the BSs for the MF algorithm. Our simulation results on a complete neighboring graph, i.e., every BS can share power with every other BS in the network, have shown that our derived closed-form expression for the MF algorithm is accurate, and that the power saving gain (Δ) of the MCMF algorithm over the MF algorithm depends on the power loss coefficient (C) per l (∈ R + ) meters of transmission line. On the one hand, Δ converges to 0% if C is very large or very small. In such cellular networks, the simpler MF algorithm should be used. On the other hand, for cellular networks with a moderate C, Δ increases with the BS density. In such cellular networks, the MCMF algorithm saves up to 10%, 22%, and 30% more main grid power than the MF algorithm for 5, 10 and 15 BSs uniformly distributed in a square area of l 2 square meters, respectively. Alastair Buckley is a Senior Lecturer of organic electronics and photonics with the University of Sheffield. He moved to academia in 2008 following eight years industrial research and development in polymer light emitting display device development and manufacturing with MicroEmissive Displays PLC. At University he has expanded his research to include organic PV devices and also interdisciplinary studies of the widespread integration of PV into society. This new research direction has resulted in improved understanding the performance of U.K.-based PV systems and how PV integrates into the energy system. He leads U.K. Web-based PV monitoring and forecasting services that have been developed to address the growing need of the U.K. energy sector to better manage its diversifying energy portfolio.
