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a b s t r a c t
We present an automatic statistical intensity-based approach to extract the 3D cerebrovascular structure
from time-of ﬂight (TOF) magnetic resonance angiography (MRA) data. We use the ﬁnite mixture model
(FMM) to ﬁt the intensity histogram of the brain image sequence, where the cerebral vascular structure
is modeled by a Gaussian distribution function and the other low intensity tissues are modeled by
Gaussian and Rayleigh distribution functions. To estimate the parameters of the FMM, we propose an
improved particle swarm optimization (PSO) algorithm, which has a disturbing term in speeding
updating the formula of PSO to ensure its convergence. We also use the ring shape topology of the
particles neighborhood to improve the performance of the algorithm. Computational results on 34 test
data show that the proposed method provides accurate segmentation, especially for those blood vessels
of small sizes.
& 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-SA
license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
1. Introduction
Stroke is the third common cause of death and a major contributor
to long-term disability. Severe stroke is often caused by serious
cerebrovascular diseases, such as the rupture of a cerebral aneurysm,
carotid stenosis and arteriovenous malformations (AVM). Cerebrovas-
cular segmentation plays an important role in early stroke diagnosis.
Since manual segmentation is tedious and subjective with high error
rate and low recurrence, many automatic approaches, such as the
deformation model method, the statistical model method, the Hessian
matrix based method and region growing method [1,2], have been
proposed for cerebrovascular segmentation. All these methods are
available in the visualization toolkit (VTK) and the medicine insight
segmentation and registration toolkit (ITK). Among the main cerebro-
vascular medical images, such as digital subtraction angiography
(DSA), computed tomography angiography (CTA) and magnetic reso-
nance angiography (MRA), the TOF-MRA is widely used and analyzed
in clinical. Therefore, our research focuses on the TOF MRA.
We make three contributions in this paper:
Firstly, by a comprehensive analysis of the brain intensity
histogram of the TOF MRA, we observe that the accurate matching
between the FMM and the intensity histogram does not always
lead to an accurate vessel segmentation. Instead, the accurate
matching in the cross region of the vessels and other tissues
between the two curves is really meaningful.
Secondly, we model the observed volume data by a Rayleigh
and two Gaussian distributions. This model can match the whole
histogram, especially in the cerebrovascular region and the cross
region between the cerebral vascular and the background. As a
result, we can estimate the parameters in a more stable and easy
manner than the other FMMs.
Thirdly, we propose an intelligent optimization algorithm, called
particle swarm optimization (PSO), for estimating the parameter of the
FMM.With statistic disturbance, our method is able to escape the local
extremals of the swarm. Furthermore, we use the ring type neighbor-
hood relationship to control the variations of the particles position.
Experiments show that the improved PSO is faster and more robust
than the traditional algorithms such as EM and Stochastic Expectation
Maximization (SEM).
The remaining of this paper is organized as follows. Section 2
reviews the related work of cerebrovascular structures, with a
focus on the stochastic algorithms. Section 3 develops a new FMM
with two Gaussian distribution functions and a Rayleigh distribu-
tion function for ﬁtting the intensity histogram of the brain TOF-
MRA. Section 4 presents the improved PSO algorithm for para-
meter estimation. Section 5 shows the experimental results and
analysis. Finally, Section 6 concludes the paper and discusses the
future work.
2. Related work
Cerebrovascular segmentation algorithm for MRA medical
images can be divided into four categories [3,4], namely the
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deformation model methods, the statistical model methods, the
Hessian matrix based methods and the region growing methods.
The deformation model methods usually use various forces to
drive the curves in images. Popular deformation models include
the parameter deformation model and the geometric deformation
model. Kass [5] pioneered the snake model, the ﬁrst parameter
deformation model. Chan and Vese [6] presented an active contour
model without edges (the CV model), but it was difﬁcult to solve
the segmentation problems in the images with complex back-
ground or uneven intensity. Li [7] proposed the Local Binary Fitting
(LBF) model , in which the local binary ﬁtting energy term is
replaced by a global binary ﬁtting energy term. However, the LBF
model is very sensitive to the initial contour and it is also
ineffective to the images with uneven intensity. Tian [8] added
the statistical information into the deformation model and pro-
posed a novel approach for accurate extraction of the cerebral
vascular tree with automatic setting the initial contour of vessels.
Compared with the traditional clustering algorithms such as Fuzzy
C-Means (FCM), k-Nearest Neighbors(KNN) or parzen window, the
parameter statistical model can naturally describe both the material
homogeneity and heterogeneity. Moreover, these algorithms do not
require any parameter and initial position. The core of these algo-
rithms is to use a model to ﬁt the intensity histogram distribution and
estimate the model parameters. By analyzing the intensity histogram
of the brain TOF-MRA images, we can ﬁnd three regions in the
medical images. The ﬁrst region with the low intensity includes
cerebrospinal ﬂuid, cerebral bones, air and other organizations. The
second region with medium intensity has cerebral gray matter and
white matter. The third region with higher intensity consists of
cerebral vessels and subcutaneous fat. Cerebrovascular segmentation
is to label each voxel with vascular or non-vascular structure in
essence. The intensity histogram reﬂects the number of voxels located
in each intensity level. The probability density function of the ﬁnite
mixture model reﬂects the possibility of a voxel belonging to a class.
So ﬁnite mixture models can completely characterize the intensity
distribution of medical image sequences, in which curve coincides
with the intensity histogram distribution. That is to say the ﬁtting
result of a ﬁnite mixture model to the intensity histogram reﬂects the
cerebrovascular segmentation result. Therefore, in order to achieve the
labels of observed data or classify all the voxels, the ﬁnite mixture
model has to be determined to ﬁt intensity histogram, and the
parameters of each probability density function need to be calculated.
The segmentation algorithm based on a statistical model was ﬁrst
proposed by Wilson and Noble [9]. They used a uniform distribution
function to ﬁt the distribution of vascular voxels and two Gaussian
distribution functions to ﬁt the distribution of non-vascular tissue. The
algorithm can segment the basic cerebral vascular tree and Wills ring
structure, but it is difﬁcult to obtain the cerebral vessels with small
radius. Based on this statistical model, Chung [10] took a comprehen-
sive observation on the TOF-MRA imaging technique and the hemo-
dynamic effects on vascular voxels. They proposed the Maxwell–Gauss
uniform distributed hybrid model, which can not only segment the
cerebral vessels but also effectively avoid the noise from blood ﬂow on
the cerebrovascular segmentation. Hassouna [11] divided all the voxels
in the TOF-MRA image into vascular class and non-vascular class. They
used a Gaussian distribution function to ﬁt the distribution of vascular
voxels and two Gaussian distribution functions and a Raleigh distribu-
tion function to ﬁt the distribution of other tissues with low intensity.
Their model can accurately ﬁt the overall intensity histogram distribu-
tion of medical images. However, because too many distributions were
used in the model, the parameter estimation procedure became
complicated, which made cerebrovascular segmentation difﬁcult.
Hao [12] used a partial observation model to replace the global
observation model and presented an adaptive segmentation method
for vascular tree to achieve more accurate segmentation of cerebral
vessels. According to the prior knowledge that the proportion of
vessels is very small, they improved the Iterated Conditional Modes
(ICM) and greatly shortened the segmentation time of cerebral vessels.
Xu and Wang [13] observed that the intensity distributions of vascular
and non-vascular voxels approximately matched two Gaussian dis-
tribution functions and then proposed a double Gaussian model,
which combined with Stochastic Expectation Maximization parameter
estimation method to implement cerebrovascular segmentation. Gao
[14] proposed a fast automatic vessel segmentation algorithm by
combining the statistical model to improve curve evolution approach.
It can extract the narrow cerebral vessels including the small vessels
with the radius of one voxel inwhich intensity is similar to other brain
tissues. But the segmentation process only concerns the intensity
information, without considering the regional characteristics of vessels
in medical images. Tian [8] proposed a ﬂexible 3D cerebral vessel
segmentation method based on statistical model, Hessian matrix and
deformation model. They used four Gaussian distribution functions to
ﬁt the intensity histogram of medicine images. This method does not
analyze the neighborhood information of vascular voxels. Ayman [15]
chooses a joint Markov–Gibbs model to accurately describe the
mapping from all the voxels to different categories in medical images.
Besides, a linear combination of discrete Gaussian distribution func-
tions was used to identify the boundaries of the vessel region. They
achieved high-quality segmentation result ﬁnally. That method was
applicable to various medical images with different formats. After-
wards, Fang [16] fused the statistical model based on intensity
information and the Markov random ﬁeld model based on the spatial
correlation information. He proposed this hybrid model to ﬁnish
vessel segmentation in TOF-MRA images. His method made full use
of statistical dependence in voxels neighborhood and performed
better in 3D medical volume data.
Since cerebral vessels have typical characteristics of tubes, the
eigenvalues and eigenvectors of the Hessian matrix are often used in
cerebrovascular segmentation. Koller [17] proposed a multi-scale
vessel enhancement method based on the eigenvalues of the Hessian
matrix. Frangi [18] presented a multi-parameter similarity function
for vascular enhancement. Sato [19] proposed a three-dimensional
linear enhancement ﬁlter based on the multi-scale method. He
distinguished the cerebrovascular structures from other structures
in medical images with this method. However, only two eigenvalues
were used in Sato's measurement method, which made the bright
and dark linear structure not be processed by a similar method.
Manniesing [20] used the Hessian function to guide and control the
spread instead of diffusion tensor. Later, he improved the nonlinear
anisotropic diffusion algorithm and proposed multi-scale diffusion
method to achieve vascular enhancement. From a new perspective,
Xiao [21] made full use of the equivalence between stress tensor and
Hessian matrix of images. He brought out a novel vascular segmen-
tating formula, which added the concept of stress tensor in physics to
the vascular segmentation.
The region growing methods [22] are a common cerebrovascular
segmentation method. The resulting vessel voxels have a good
connectivity and a complete topological structure, which is very
important to further research and/or application on cerebral vessels.
Yi [23] and Eiho [24] analyzed the local properties of vessel branches
and developed some adaptive region growing methods.
Recently, there has been a trend of considering accurate, adaptive,
robust and stable abilities in the cerebrovascular segmentation algo-
rithms. The character of the vessels and the neighbor relationship of
voxels were investigated in the segmentation.
3. FMM for brain TOF MRA data
The intensity histogram of the brain image sequence represents the
frequency of intensity value of each voxel. The voxel intensity of one
brain tissue should be uniform and has the same distribution from the
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statistical perspective. The problem of cerebrovascular segmentation
can be transformed to the problem of ﬁtting the data histogram using
the FMM. In fact, with a sufﬁcient number of Gaussian functions, one
can ﬁt any complicated function. However, a large number of Gaussian
functions require many parameters, posing a challenge on parameter
estimation.
Although the number of brain sequence data is large, the
proportion of cerebrovascular voxels is relatively small, e.g, only
5% of the whole brain. The small number of positive samples and
the large number of the negative samples are the main cause of
parameter drifting. It is known that a small parameter drift may
lead to a signiﬁcant difference in the segmentation. For the
histogram curve, the complete matching curve would be very
complex, which is not necessary. What we want is a suitable
model for the vessel segmentation. The ﬁnite mixture models
mentioned in Section 2 can segment cerebral vessels. But through
analyzing the data ﬁtting and estimating parameters of those
models, we observe some limitations as shown in the following:
(1) Emphasizing the overall ﬁtting of histogram, and requesting
too much accurate local maximum of the curve. A large number of
experiments show that the cross region between vascular class
and non-vascular class in intensity histogram is the key area. If the
data of cross region is ﬁtted better, the segmentation result is more
precise. So the ﬁtting of other areas with low intensity value has
little effect on the segmentation result.
(2) If we only assume the intensity distributions of various
tissues meet Gaussian distribution, some errors between the
intensity histogram of the original data is produced and a mixture
model is used.
(3) The intensity distribution of cerebral vessels has a wide
range. The start point and the end point are not clear. If the
cerebral vessels are only described by a uniform distribution
function, the single uniform distribution cannot accurately
describe the statistical properties of the intensity histogram.
(4) With a highly complex model, the length of the parameter
vector could be very long, the setting procedure of initial value
becomes complicated in EM parameter estimation, and the algo-
rithm is computationally expensive and can be easily trapped into
a local extreme.
Since the distributions of vascular class and non-vascular class have
great difference, a double Gaussian function model in the preliminary
work concisely expresses the characteristics of the data. Experiments
show that the double Gaussian function model can segment the
arteries around the circle of Willis. But in order to obtain the small
branches of cerebral vessels and vessel contours more accurately, we
should design a better statistical model. If fewer statistical components
are used to ﬁt the original data, the parameter estimation process
would be simpliﬁed. By analyzing the eight sets of brain TOF-MRA
data, we propose a new Rayleigh–Gaussian mixture model in this
paper. Our model can effectively ﬁt the histogram of experimental
data, and in particular, it can obtain the vascular model with distinct
details of the peripheral cerebral vessel.
Fig. 1 shows the intensity histogram of medical images after
preprocessing. Through analyzing the histogram, we can see that
the statistical characteristics of the histogram have great differ-
ence with [11]. That is because a large number of non-vascular
voxels with low intensity are removed in the preprocessing [13].
The data of this histogram can be divided into two classes, one is
in the low intensity area, and the other is in the high intensity
area. The cerebrovascular voxels are in high-value area, whereas
the non-vascular voxels are in the low intensity area.
According to the Chebyshev large numbers law and the central-
limit theorem, the Gaussian distribution can approximately ﬁt the
large sample data. By analyzing the brain TOF-MRA sequence, we
can ﬁnd that the intensity of the cerebral vessel is widely
distributed in high intensity region and the start point is
unknown. Therefore, we use one Gaussian distribution function
to ﬁt the high intensity region, one Rayleigh distribution function
for the ﬁrst peak of the low region, and one Gaussian distribution
function for the second peak of the low region. The combined
distribution in low region leads to smooth transition from the low
region to the high region. So the probability intensity distribution
of the FMM can be written as
f ðxÞ ¼wR f RðxÞþwG1f G1ðxÞþwG2 f G2ðxÞ; ð1Þ
where wR, wG 1 and wG 2 are the weights of Rayleigh distribution and
two Gaussian distributions respectively, which must be normalized
as wRþwG1þwG2 ¼ 1 ð0rwRr1;0rwG1r1;0rwG2r1Þ. Func-
tions f RðxÞ, f G1ðxÞ and f G2ðxÞ are the probability intensity functions of
one Rayleigh and two Gaussian distributions, respectively. According
to the Maximum Posterior Classiﬁcation (MAP), the voxel should ﬁt:
f ðG2jxiÞ4 f ðRjxiÞþ f ðG1jxiÞ ð2Þ
which can also be rewritten as wG2f G2ðxiÞ4wRf RðxiÞþwG1f G1ðxiÞ.
The FMM is used to ﬁt this function. To get the FMM, the parameters
must be known. Here, the parameter vector is built by weights wR,
wG 1 and wG 2, and parameter σR in Rayleigh distribution and the
mean value μGl and variance value σGl in two Gaussian distributions,
lA ½1;2. The parameter vector of the FMM is written as Θ¼
〈wR;wG1;wG2;σR;μG1;σG1;μG2;σG2〉.
4. Improved particle swarm optimization algorithm for
parameter estimation
The problem of cerebrovascular segmentation can be trans-
ferred to the problem of estimating the FMM's parameters. In the
optimization idea, the multi-parameter estimation problems can
be described as an optimization strategy. The disturbance and
noise of the data may transfer the problem to a multi-constraint
optimization problem where the global optimum is not available.
For this ill-posed problem, feasible solution obtained from the
optimization method may be adopted. Three types of algorithms
can be used. (1) Cluster algorithm such as maximum likelihood
estimation (ML), EM [25], and SEM [26,27]. (2) Heuristic algorithm
such as simulated annealing algorithms (SA) [28], genetic algo-
rithms (GA), the Metropolis rule, and Gibbs sampling. (3) Swarm
intelligence such as the ant colony optimization (ACO) algorithm,
the PSO algorithm, and scheduling wasps algorithms.
Fig. 1. The intensity histogram of brain TOF MRA images.
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The PSO algorithm [29] is highly efﬁcient, concurrent and also
easy to implement. The parallel structure of the PSO algorithm
enables high performance, therefore, it is suitable for solving non-
linear, non-differentiable and multi-modal function optimization
problems. Moreover, the PSO algorithm can be easily adapted due
to its information distribution. The PSO parameter estimation
algorithm of the cerebrovascular parameter statistics segmenta-
tion is as follows:
1. The population of the whole particles is set as swarmsize and
the particle is named i. For each particle, randomly initialize the
speed Vi ¼ ½vi1; vi1;…; vid and the location Xi ¼ ½xi1; xi2;…; xid in
the population, and the corresponding position vector is
Xi ¼ fωR;σR;ωG1;μG1;σG1;ωG2;μG2;σG2g, and the iteration time of
the algorithm is set to t, where t¼0.
2. Calculate the ﬁtness value of each particle according to Eq.
(4) and store it. The weighted ﬁtness function is used to evaluate
the particle. The ﬁtness of the whole curve can be evaluated and
the ﬁtness of the important part is increased.Θi is another writing
of Xi.
FðΘti Þ ¼
Z
xAAB
jf ti ðxÞgðxÞj dxþωh
Z
xAB
jf ti ðxÞgðxÞj dx ð3Þ
and the estimation of ~Θ ¼ argminFðΘÞ. Here, fit is the weighted
intensity probability distribution function determined by the
particle i at time t. Function gðxÞ is the intensity histogram of the
brain TOF MRA sequence. Of course it is an implicit function. A is
the whole intensity region of the brain TOF MRA sequence and B is
the intensity cross region between the cerebrovascular and other
tissues AA ½0;800, and BA ½300;500, ωhA ½5;7 is the weighting
coefﬁcient. We can discretize it as
FðΘti Þ ¼ ∑
max A
k ¼ 0
jf ti ðkÞhistðkÞjþðωh1Þ ∑
max B
k ¼ min B
jf ti ðkÞhistðkÞj ð4Þ
3. Update the global best position of the swarm and the
individual best place of each particle.
4. Update the speed and position of particle i according to Eqs.
(5) and (6):
vtþ1ij ¼ rn4Nðωpvtijþc1r1ðptijxtijÞþc2r2ðptqjxtijÞÞ ð5Þ
xtþ1ij ¼ xtijþvtþ1ij ð6Þ
where c1, c2 are positive constants, which are called acceleration
factors; constants r1 and c2 are pseudo-random number in ½0;1;
ωp is the inertia factor. The velocity of the particles is limited
within the scope of a maximum speed Vmax. Here, pi is the optimal
value of particle i, written as pi ¼ ½pi1; pi2;…; pid. Parameter pq is
optimal value of particle swarm, written as pq ¼ ½pq1; pq2;…; pqd,
jA ½1; d.
5. Do t ¼ tþ1. If toTmax (Tmax is the default), go to Step 2.
6. Record the global optimum, optimal position vector and
other data.
In the BPSO [30], the position of the particle can easily fall into
local optimum especially in the later iterations. In the natural biota
(ants, bees), when the intensity of the survival species is too large,
population has the characteristics of automatic separation and
ﬁnding new gathering place to reproduce. This paper proposes the
particle escape algorithm and the evolutionary stagnation step
number N is joined by random disturbance values. If the velocity
of the particle remains unchanged in many steps, it is regarded as
a dead particle. It could not help the process of optimization, so a
small disturbance is added to the speed to make it escape from the
dense population caused by local extreme points. The velocity
perturbation operator is deﬁned as follows:
vtþ1id ¼ rn4Nvtid; ð7Þ
where n is the stagnation step number of global optimal particle
evolutionary, N is the stagnation step number threshold which
ﬂight velocity of particle needs disturbing, and expressed as a
uniform random function with a condition. Parameter rn4N ¼ 1,
when noN, and rn4N ¼Uð0;1Þ when n4N.
In the BPSO algorithm, particles ﬁnd the optimal solution through
mutual learning. This kind of learning is achieved by sharing the best
solution found by particle. The information sharing mechanism
between particles is controlled by the neighbor relationship topology
of particle swarm. The topology of information sharing in BPSO is a
star shape, that is each individual maintains information and shares it
with other individuals immediately. The information ﬂow among the
particles spreads very quickly. However, it is easy to fall into the local
optimum.We use the circle shape to present the neighbor relationship
topology. The neighbor of each particle is the only one latter particle
with it. If the system is static, we need swarmsize/2 steps to spread a
new global optimal position to all particles. When the particles are
ﬂying, the information spread further slow which is in keeping with
the information interaction mode of nature herd animals. Experiments
show that this method can reduce the risk of early-maturing of a
particle system.
5. Experimental results and analysis
5.1. Experiment environment
We collected data using a GE Signal HDx scanner. Each volume
consists of 512n512n136 axial slices with slice thickness is maximum
2.1 mm to the minimum 0.7 mm, TR¼18ms, TE¼2.4 ms. The average
processing time taken by our segmentation process is approximately
1.6251 min on a PC with a dual core CPU 2.0 GHz and an NVIDIA
Quadro FX 550 graphics card. The proposed segmentation approach is
tested on 34 real-world data. TOF is sensitive to short T1 tissues such
as subcutaneous fat, but with our method the fat has little disturbing.
The results have also been validated by our neurosurgeon and
radiologists. They agreed that the proposed method was successful
in showing most of the vessel details, especially small ones. Results of
two different data are shown in Fig. 2.
To verify the accuracy of our method, we use the FMM to ﬁt the
intensity histogram of the TOF MRA brain image sequence. The
parameter values with average values applied to clinical data sets
are wR ¼ 0:101799, σR ¼ 40, wG1 ¼ 0:861146, μG1 ¼ 202:971, σG1 ¼
43:3477,wG2 ¼ 0:0370558, μG2 ¼ 626:72, σG2 ¼ 152:103. The FMM in
this paper can ﬁt the intensity histogram well especially in the cross
region as shown in Fig. 3. We set the upper and lower boundaries of
particle parameters according to experience. The ﬁnal results are close
to the optimal or near optimal solution. Increasing the weight of key
area can ﬁt the histogram better. The population brings out the
parallelism computing which reduces the estimation time.
In this paper, the Rayleigh–Gaussian distribution function
model, the double Gaussian distribution function model [13] and
the three Gaussian one Rayleigh distribution function model [11]
are used to ﬁt the same set of TOF MRA cerebral vascular data. The
histogram curve of each model is obtained after parameter
estimation, which is shown in Fig. 3. The model has produced
more detailed vessels with stronger continuity than the other two.
The ﬁtting curve is more accurate, especially in non-vascular
regions of low intensity value. Comparing with the double Gaus-
sian distribution function model, the three-Gaussian and one-
Rayleigh distribution function model is not superior. It can be seen
that the perfect ﬁtting curve between the intensity distribution
function and histogram at ﬁrst sight cannot produce the perfect
segmentation. The appropriate matching in the vascular region
and the cross region of vascular and non-vascular between the
FMM and intensity histogram is more important.
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We use the thinning templates method to get the skeleton of
the segmented brain vessel. The skeleton shows the topology of
the brain vessel. These two skeletons come from the same TOF
MRA data with different FMM segmentation results. Fig. 4(a) is the
skeleton comes from the segmentation result with our model and
Fig. 4(b) is the skeleton comes from the segmentation result with
the double Gaussian distributions function model. It can be seen
that the connectivity of skeleton from our model is better and it
has more detailed information in thin vessel than the two
Gaussian distributions, as shown in Fig. 3.
The details of the segmented blood vessel with different
estimation methods with our FMM are shown in Fig. 5. It can be
seen that the improved PSO algorithm generated the results with
the best connectivity and the largest number of voxels. We can
clearly see more tiny vessels and more details of the Circle of
Willis. The local segmentation results are in Fig. 6.
The improved PSO algorithm shows the best connectivity and
the largest number of voxels. The whole error between the FMM
and intensity histogram by PSO is 4 52 720 voxels, while error by
SA is 4 83 892 voxels and error by SEM is 4 83 892 voxels. It means
that the FMM obtained by the improved PSO algorithm matches
best original data. To evaluate the validity of parameter estimation
algorithm in FMM of cerebral vessels, the number of blood
segmentation voxels is calculated. Using the FMM, the curves
shape of segmentation result with different estimation algorithms
is similar. However in each layer, the number of blood voxels is
bigger with improved PSO than with SA and SEM as in Fig. 7. The
horizontal axis is the number of the MRA sequence and the
vertical axis is the number of blood voxels.
We compared our PSO algorithmwith the other two algorithms
on 20 intensity scales between 290 and 480, which are the main
cross regions between the vessel class and the other tissue class.
Fig. 2. Reconstruction result of the cerebrovascular segmentation with our algorithm.
Fig. 3. Using different FMM to ﬁt the intensity histogram of TOF MRA brain sequence and the segmentation result of these models. (a) and (d) belong to the our model,
(b) and (e) belong to double Gaussian distribution function model, and (c) and (f) belong to three Gaussian one Rayleigh distribution function model.
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Computational results show that our result is more accurate. The
result is shown in Table 1.
Our neurosurgeon and radiologists have segmented different
levels of one data set manually. By analyzing the results shown in
Table 2, we can see that corresponding ratio of the improved PSO
is higher than the other two. Here the MS stands for the manual
segmentation result, IP for the improved PSO and the CR for the
corresponding ratio with the manual segmentation result.
The aforementioned algorithms are all iterative. Their conver-
gence and stability are discussed below. Using the same data set,
the iterations number, convergent number and calculation time
are all labeled in Table 3. For the accuracy and fairness for each
Fig. 4. Skeletons of brain vessel with different FMM. (a) Our method and (b) two Gaussian distributions.
Fig. 5. Reconstruction with same Rayleigh Gaussian mixture model and different estimation algorithm (a) Improved PSO, (b) SA and (c) SEM.
Fig. 6. Local segmentation results using different parameter estimation algorithm. (a) Improved PSO, (b) SA and (c) SEM.
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algorithm, these numbers are the average value of hundred tests.
As the table shows, the convergent number and calculation time of
improved PSO are much less than SEM. The calculation time of one
iteration time is also small. The iterations number, convergent
number and calculation time of SA are even bigger than the SEM,
which cannot satisfy the clinic requirement.
In Fig. 8, we evaluated our segmentation algorithm and the
SEM on another 32 TOF MRA data. The blue and red lines are the
PSO and SEM results, respectively. We can see that our algorithm
performs better than the SEM in most cases (26 samples). In some
cases (5 samples), the results of these two algorithms are of similar
quality. There is only in one case (sample #12) where SEM
outperforms our algorithm (Fig. 8).
6. Conclusions
This paper proposed a novel cerebrovascular segmentation
algorithm to obtain accurate vessels. Firstly, a new FMM (two
Gaussian distribution functions and one Rayleigh distribution func-
tion) is used to ﬁt the intensity histogram of images which shows
Fig. 7. Number of blood voxel in each layer with different estimation algorithm.
Table 1
Comparison of vessel points number in each image scale.
Intensity scale Improved PSO SA SEM
290 1960 286 3938
300 1037 907 2610
310 526 441 1661
320 268 206 1018
330 149 97 605
340 102 52 354
350 87 36 209
360 86 32 131
370 92 33 92
380 100 36 75
390 109 40 70
400 119 45 71
410 129 50 76
420 140 55 82
430 151 61 89
440 163 68 95
450 175 74 102
460 187 82 110
470 199 89 117
480 211 98 124
Table 2
Compared with the expert manual segmentation results.
Level MS IP CR (%) SA CR(%) SEM CR (%)
14 532 410 77.06 404 75.93 396 74.43
30 627 569 90.74 565 90.11 560 89.31
44 759 713 93.93 703 92.49 697 91.83
67 1672 1533 91.68 1501 89.77 1473 88.09
86 1082 993 91.77 978 90.38 983 90.85
118 1794 1674 83.31 1624 90.52 1588 88.51
Table 3
The convergent number and calculation time of three parameter estimation
algorithms.
Algorithm Iterations number Convergence number Convergent time (s)
IP 1000 8–10 0.203
SA 59 472 Uncertain 50–60.1
SEM 37 Smaller than 5 14.17
Fig. 8. The analysis result with different examples. (For interpretation of the
references to color in this ﬁgure caption, the reader is referred to the web version
of this article.)
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better ﬁtting result. Then, the improved PSO algorithm is used to
obtain the optimal parameters of the FMM. Therefore, our algo-
rithm has a better effect on ﬁne blood vessels segmentation.
Comparing with the other methods such as SA, SEM or EM, it can
reduce the iterations they need to converge and thus, it improves
the performance.
Our method has two limitations. First, the PSO algorithm
iteration runs sequentially to achieve a stable state. We believe
that its performance can be improved by taking advantage of the
parallel structure of modern graphics hardware. Second, our
method does not consider the neighborhood relationship between
the voxels, leading to some broken points in the small vessels. In
the future, we will consider the stochastic process method to
improve the segmentation results.
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