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ABSTRACT
The in c reas in g  demand in  modern system design and co n tro l  
to  i n t e l l i g e n t l y  use in fo rm ation  from observations  in  o rder to  make 
b e t t e r  d e c is io n s  i s  s t im u la ted  by th e  b e t t e r  understanding o f  th e  
th eo ry  o f  s to c h a s t ic  p rocess  and computer hardware improvements.
This re sea rch  p re s e n ts  an ex tens ive  study o f  both th e  ex­
tended n o n - l in e a r  Kalman f i l t e r  and th e  second order approximate 
f i l t e r .  T h eo re t ic a l  and p r a c t i c a l  a sp ec ts  are  emphasized in  th e  areas 
such as comparisons o f  n o n - l in e a r  f i l t e r  techn iques , combined optimal 
f i l t e r i n g  and s to c h a s t ic  c o n t r o l ,  f i l t e r  asymptotic s t a b i l i t y ,  e r ro r  
s e n s i t i v i t y  a n a ly s is ,  bound o f  e s t im a tio n  e r ro r  covariance m a tr ix ,  
o f f - l i n e  model e r r o r  compensation and o n - l in e  adaptive f i l t e r i n g  and 
f i l t e r  decomposition and i t s  a p p l ic a t io n s  to  re a l - t im e  f i l t e r i n g  fo r  
la rg e  complex systems.
As a r e s u l t  o f  t h i s  s tu d y , a s o p h is t ic a te d  computer program 
i s  developed to  t r e a t  each o f  th e  above su b jec ts  and applied  to  the 
f i l t e r i n g  o f  a  s t i r r e d  tank  r e a c to r  f o r  both steady s t a t e  f e e d - f o r ­
ward c o n tro l  and optimum bang-bang c o n t r o l . The r e a c to r  i s  modeled 
so th a t  i t  has fou r  s t a t e  v a r i a b le s .
Conclusive r e s u l t s  a re  ob ta ined  on each o f  th e  s u b je c t .
A fte r  t h i s  ex ten s iv e  s tudy , we a re  more confident o f  applying th e  non­
l i n e a r  f i l t e r i n g  to  ac tu a l  p ro c e ss .  This includes th e  implementation 
o f  r e a l - t im e  f i l t e r i n g  s in ce  our f i l t e r  decomposition algorithm  can
x i
ABSTRACT
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b e t t e r  d ec is io n s  i s  s t im u la ted  by the  b e t t e r  understanding  o f  the 
theory  o f  s to c h a s t i c  p rocess  and computer hardware improvements.
This re sea rc h  p re sen ts  an extensive study o f  bo th  the  ex­
tended n o n - l in e a r  Kalman f i l t e r  and the  second order approximate 
f i l t e r .  T h e o re t ic a l  and p r a c t i c a l  aspects are  emphasized in  th e  areas 
such as comparisons o f  n o n - l in e a r  f i l t e r  techn iques , combined optimal 
f i l t e r i n g  and s to c h a s t ic  c o n t r o l ,  f i l t e r  asymptotic s t a b i l i t y ,  e r ro r  
s e n s i t i v i t y  a n a ly s i s ,  bound o f  estim ation  e r r o r  covariance m a tr ix ,  
o f f - l i n e  model e r r o r  compensation and o n - l in e  adaptive f i l t e r i n g  and 
f i l t e r  decom position and i t s  app lica tions  to  re a l - t im e  f i l t e r i n g  fo r  
la rge  complex systems.
As a r e s u l t  o f  t h i s  s tudy, a so p h is t ica ted  computer program 
is  developed to  t r e a t  each o f  the  above su b je c ts  and ap p lied  to  the  
f i l t e r i n g  o f  a s t i r r e d  tank  re a c to r  fo r  both steady s t a t e  f e e d - fo r ­
ward c o n tro l  and optimum bang-bang c o n t ro l . The r e a c to r  is  modeled 
so t h a t  i t  has fo u r  s t a t e  v a r ia b le s .
Conclusive r e s u l t s  are obtained on each of th e  su b je c t .
After t h i s  e x ten s iv e  s tudy , we a re  more confiden t o f  applying th e  non­
l in e a r  f i l t e r i n g  to  ac tua l p ro cess .  This inc ludes  th e  implementation 
of r e a l - t im e  f i l t e r i n g  s in ce  our f i l t e r  decomposition a lgorithm  can
x i
t r e a t  any la rge  complex system by p a r t i t io n in g  in to  severa l small 
manageable subsystems, then  apply d i f f e r e n t  adaptive f i l t e r i n g  
techniques to  the  in d iv id u a l  subsystem. The e r ro r  s e n s i t i v i t y  
a n a ly s is  and e s t im atio n  e r ro r  covariance bound c a lc u la t io n  not only 
provide us with th e  in te r a c t io n s  among th e  v a r ia b le s  and parameters 
but a lso  lead to  b e t t e r  understanding o f  th e  s t ru c tu re  of the  system 
which i s  e s s e n t ia l  to  f i l t e r  decomposition or model dimension reduc­
t io n  (approximate a h igher  dimension complex, system by a lower o r d e r ) .
With the  a id  o f  th e  adap tive  f i l t e r s  developed by t h i s  work, 
we a re  ab le  to  perform th e  f i l t e r i n g  under va rious  u n c e r t a in t i e s .
We b e l ie v e  t h a t  t h i s  s tudy w i l l  serve a u sefu l guide fo r  th e  
fu tu re  th e o r e t i c a l  and p r a c t i c a l  development o f  n o n - l in ea r  f i l t e r i n g  
and c o n t r o l .
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NONLINEAR ADAPTIVE FILTERING AND CONTROL WITH APPLICATION 
TO CHEMICAL REACTOR SYSTEMS
aiAPTER I 
INTRODUCTION
I . l  In t ro d u c t io n .
F i l t e r in g  i s  the  es tim atio n  o f  th e  s t a t e  v a r ia b le s  or p a ra ­
m eters of a system based on the  measurement o b se rv a tio n s  when random 
d is tu rb an ces  appear in  both the  system and th e  measurements.
Following the  work of Kalman and Bucy [Kl] in  l i n e a r  f i l t e r i n g ,  
many papers have appeared t r e a t i n g  l i n e a r  f i l t e r i n g  v ia  ' l e a s t  sq u a res ',
i . e . ,  the  e s tim ate  which minimizes th e  mean square  e r r o r .  Others have 
used the'maximum l ik e l ih o o d '  p r in c ip le  which maximizes the  l ik e l ih o o d  
func tion  ( the  p r o b a b i l i ty  d e n s i ty  fu n c tio n  f o r  a parameter given th e  
measurement o f  t h a t  param eter) . In a d d i t io n ,  th e re  have been many 
s tu d ie s  o f  th e  ex tens ion  of n o n - l in e a r  f i l t e r s  [S6] ,  [81], [38].
The reason th a t  the s o -c a l le d  Kalman-Bucy f i l t e r  has received  
a g re a t  deal o f  a t t e n t io n ,  both in  the  academic and aerospace f i e l d s ,  
i s  due to  i t s  seq u en tia l  and re c u rs iv e  com putational approach which 
allows o f f - l i n e  d i g i t a l  c a lc u la t io n s  as well as o n - l in e  f i l t e r i n g  o f  
o b se rv a t io n s .
2
In  s p i t e  o f  th e  wide spread  a p p l ic a t io n s  in  th e  aerospace 
f i e l d ,  th e r e  a re  s t i l l  d i f f e r e n c e s  in  d e r iv in g  a Kalman f i l t e r .  As 
s ta t e d  by Jazw inski [ J 2 ] , t h i s  i s  probably  due to  a  lack  o f  a thorough 
unders tand ing  o f  Kalman’s o r ig in a l  work [K3]. Such im portant p o in ts  
in  l i n e a r  th eo ry  as s t a b i l i t y  and e r ro r  s e n s i t i v i t y  a n a ly s is  modeling 
techn iques  have been ignored . Due to  th e  u rgen t need e x is t in g  in  mis­
s i l e  guidance, a  g re a t  deal o f  emphasis has been p laced  on th e  p r a c t i c a l  
a s p e c t s ,  while n eg lec t in g  th e  fundamental p r o b a b i l i s t i c  s t r u c tu r in g  of 
th e  f i l t e r i n g .  This drawback has become in c re a s in g ly  im portant in 
d ea lin g  w ith  n o n - l in e a r  f i l t e r i n g .
A good review made by Jazw inski [J2] p re sen ts  a complete cover­
age o f  f i l t e r i n g  theory  and e r r o r  a n a ly s is  to g e th e r  with a p p l ic a t io n s  
to  guidance.
Despite  the  widespread a t t e n t i o n  to  f i l t e r i n g  in  the  aerospace 
in d u s t ry ,  i t  has been only  w ith in  th e  l a s t  two years t h a t  f i l t e r i n g  
techn iques  have s t im u la ted  th e  i n t e r e s t  o f  chemical eng ineers .  This 
has been due to  the  complexity o f  a chemical process (which has p re ­
dominantly n o n - l in e a r  c h a r a c t e r i s t i c s )  coupled with th e  lack o f  progress 
in  the  th e o ry  o f  n o n - l in e a r  f i l t e r i n g .  However, th e r e  have been many 
re c en t  developments in  th e  th eo ry  o f approximate n o n - l in e a r  f i l t e r i n g .  
However, no conclusive r e s u l t s  a r e  a v a i l a b le ,  e i t h e r  in  the  theory  or 
in  a p p l ic a t io n s  to  general problems. Bucy [88 ] made a re c e n t  c o n t r i ­
bu tion  in  developing some asym ptotic  p ro p e r t ie s  and in troduced  a p a r t i a l  
s o lu t io n  to  n o n - l in ea r  f i l t e r i n g  problem.
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Wells [Wl] and Mehra[M3] have s tu d ied  f i l t e r i n g  and adaptive 
te ch n iq u es .  The former has been app lied  to  chemical r e a c to r  modeling 
and co n tro l w hile  the  l a t t e r  was applied  only  to  a l i n e a r  model. This 
l im i t a t i o n  was due to  the  la rg e  amount o f  computation in  generating  
th e  no ise  covariance  and f i l t e r  ga in  m a tr ix .
However, th e re  i s  an urgent need to  conduct a system atic  study 
by applying Kalman's o r ig in a l  theory  and i t s  ex tens ions  to  the  approx­
imate n o n - l in e a r  f i l t e r i n g  problem, i . e . ,  s tudy ing  asymptotic s t a b i l i t y ,  
e r r o r  s e n s i t i v i t y  an a ly s is  and various a sp ec ts  in  modeling e r r o r s ,  and 
e r r o r  compensation. These should be c a r r i e d  ou t in  o rder to  achieve a 
u n i f i e d  approach and conclusive  r e s u l t s .  H opefully  t h i s  w il l  provide 
a  guide to  th e  a p p l ic a t io n s  o f  n o n - l in ea r  f i l t e r i n g .
Thus, w ith  t h i s  aim, t h i s  study i s  an a ttem pt to  apply th e  
above a sp e c ts  to  th e  f i l t e r i n g  and co n tro l  o f  a r e a c to r .  Both th e  
th eo ry  and num erical r e s u l t s  a re  emphasized in  o rde r  to  o b ta in  th e  
u n i f ie d  con c lu s io n s .
Our f i n a l  goal in  t h i s  study i s  to  develop an on line  n o n - l in ea r  
adap tive  f i l t e r  which w i l l  achieve optimal f i l t e r i n g  with l in e a r  con­
t r o l  according to  th e  sep a ra t io n  p r in c ip le  and suboptimal f i l t e r i n g  with 
n o n - l in e a r  c o n t r o l .
1.2 Scope and O b jec tiv e .
The o b je c t iv e  in  conducting t h i s  ex ten s iv e  study i s :
1. To in troduce  e r r o r  compensation techn iques  in to  th e  
n o n - l in e a r  extended Kalman f i l t e r  and th e  second order 
f i l t e r  to  compensate fo r  model e r ro r s  due to  u n c e r ta in  p a ra ­
m e te rs ,  d e l ib e ra te  model s im p l i f ic a t io n s  and any e r ro r  due
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to  n o n l in e a r  approximation in  f i l t e r  model. All o f  these  
a sp e c ts  a re  app lied  to  th e  chemical r e a c to r  model.
2 . To extend the  r e s u l t s  ob ta ined  in  l in e a r  f i l t e r i n g  
to  th e  n o n - l in e a r  f i l t e r i n g  problem in  a u n if ied  manner. 
Th is  inc ludes  such to p ic s  in  l i n e a r  f i l t e r i n g  as s t a b i l ­
i t y ,  model e r r o r  s e n s i t i v i t y ,  e r ro r  bounds a l l  w ith ap­
p l i c a t io n s  t o  a chemical r e a c to r  opera ting  under s teady  
s t a t e  co n tro l  or optimum bang-bang c o n tro l .
3 .  To p re sen t  a s t a t e - o f - t h e - a r t  review o f  th e  non­
l i n e a r  f i l t e r i n g  theory . This  inc ludes  th e  development 
o f  th e  second o rder  n o n - l in e a r  f i l t e r  and comparison of 
t h i s  f i l t e r  w ith  n o n - l in e a r  extended Kalman f i l t e r  when 
ap p lied  to  a chemical r e a c to r .
4 .  To develop a s o p h is t i c a te d  f i l t e r  decomposition 
a lgo rithm  to  p a r t i t i o n  a la rg e  complex system in to  severa l  
subsystems and applying th e  adap tive  f i l t e r i n g  techniques 
developed by t h i s  work to  th e  in d iv id u a l  subsystems thus 
p rov id ing  a unique approach to  th e  o n - l in e  f i l t e r i n g  o f  
l a r g e  system.
CHAPTER I I
FILTERING THEORY
I I . l  In tro d u c tio n .
Most o f  th e  s tu d ie s  o f  chemical process dynamics and co n tro l  
have been d i r e c te d  toward d e te rm in is t ic  systems, assuming p re c is e  
knowledge o f  th e  system e x is t s  by d esc rib ing  the system with a s p e c i ­
f i c  m athematical model with a s e t  o f  physica l param eters . However, 
in  a c tu a l  o p e ra t io n ,  u n c e r ta in t ie s  a r i s e  because o f  random f lu c tu a t io n s  
in  feed  com positions, o the r  changes in  th e  input such as tem pera tu res , 
and im prec ise  knowledge of p h y s ica l  parameters such as chemical r e ­
a c t io n  r a t e  c o n s ta n ts .  Very o f te n ,  due to  the  c o rru p t io n  o f  measure­
ment by in a cc u ra te  sensor in s tru m en ts ,  experimental e r ro r s  can a f f e c t  
th e  p ro cess  dynamics s ig n i f i c a n t ly .
The extended Kalman e s t im atio n  technique has been app lied  
s u c c e s s fu l ly  to  many aerospace systems such as th e  Apollo p r o je c t .
Recent f e a s i b i l i t y  s tu d ie s  by Larson [L2], in  applying th e se  t e c h n i ­
ques to  th e  power in d u s t ry ,  have shown encouraging r e s u l t s .  This has 
s t im u la te d  academic i n t e r e s t  in  the chemical engineering f i e ld .
Before applying the  e s t im a tio n  technique to  a r e a l  chemical 
p rocess  p l a n t ,  i t  i s  necessary  to  acquire  a sound knowledge o f f i l t e r i n g  
th e o ry ,  i . e . ,  from th e  study o f  ba s ic  l in e a r  f i l t e r i n g ,  s t a b i l i t y ,  and 
e r r o r  bounds, as w ell as i t s  a p p l i c a b i l i t y  to  the  ex tensions  to  non­
l i n e a r  system s.
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I I . 2 D isc re te  L inear Kalman F i l t e r .
S ince most s tu d ie s  o f  chemical p rocess  s im ula tion  have been 
conducted on d i g i t a l  computer which o p e ra tes  with d i s c r e te  d a t a  we 
w i l l  in tro d u ce  the  d i s c r e t e  v e rs io n  o f  th e  Kalman f i l t e r  [ J 2 ] .
Given th e  dynamic system in  th e  s t a t e  v a r ia b le  form:
xCk+lD = t (k + l ,k )x (k )  + r(k )w (k + l) .  I I - l
Where
x(k) = nxl s t a t e  v e c to r  a t  tj^
$(k+ l,k )  = nxn s t a t e  t r a n s i t i o n  m atrix  (from k to  k+1) 
r(k )  = nxr system n o ise  ga in  m atrix  
w(k) = r x l  Gaussian white system no ise  
and th e  observa tion
2(k) = H(k)x(k) + v(k) 11-2
w ith  Gaussian white n o ise  on the  system and o b se rv a tio n ,  i . e . ,  
E[w(k)] = 0 and E [w (k)w '(j)]  = Q(k)6%.
Where
E[v(k)] = 0 and E [v (k )v 'C j)]  = R(k)6% .
_z(k+l) = raxl Measurement o b serva tion  a t  t^^^
v(k+l) = mxl Gaussian white measurements noise
Q(k+1) = r x r  process n o ise  covariance  m atrix  
R(k+1) = mxm Measurement no ise  covariance  m atrix
H(k+1) = mxn Measurement m atrix  .
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Then th e  new es t im ate  and t h e i r  e r r o r  covariance  m a tr ice s  a re  c a lc u ­
la te d  as fo llow s:
1. P red ic t io n  Stage:
a) S ta t e  P re d ic t io n :
3c(k+l,k) = $ ( k + l , k ) x ( k , k )  I I - 3
where
2 (k+ l,k )  = nxl S ta te  e s t im a te  a t  t%+i
b) E r ro r  Covariance M atrix:
P ( k + l , k )  = $ C k + l , k ) P ( k , k ) $ ' ( k + l  , k) + r C k ) Q ( k + l ) r ' ( k ) . I I - 4
2. Process th e  observa tion  - and make c o r re c t io n  on th e  e s tim ate
a) F i l t e r  Gain M atrix :
K(k+1) = PC k + l , k ) H ' ( k + l ) [ H( k + l )P ( k + l , k ) H ’ Ck+l) + RCk+1)]'^ I I - S
b) C orrec tion  o f  the  estimate:*
%(k+l,k+l) = x (k + l,k )  + K (k+1)[£(k+ l)-H (k+ l)x(k+ l,k )] I I - 6
c) New E rror Covariance Matrix C a lcu la t io n :
P(k+1,k+1)  = [ I - K ( k + l ) H ( k + l ) ] P ( k + l , k )  I I - 7
or
P(k+1,k+1)  = [ I - K ( k + l ) H ( k + l ) ] P ( k + l , k ) [ I - K ( k + l ) H ( k + l ) ]  +
K(k+l ) R( k+l ) K' ( k+l )  . I I - 8
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Where
^ (k + l,k + l)  = nxl s t a t e  e s t im ate  a t  t^^^  given z(k)
P(k ,k) = nxn covariance m atrix  o f  the  e r r o r  in  ^(k ,k )
P(k+ l,k ) = nxn covariance m atrix  o f  th e  e r r o r  in  x_(k+l,k)
K(k+1) = nxm Kalman f i l t e r  gain  m atr ix  a t  t^^^ .
Proof o f  the  Equivalance o f Equations I I - 7  and II -S  
I f  we drop th e  time index k on th e  r i g h t  hand s id e  o f  Equation 
II -S  fo r  convenience, then expand and regroup
P(k+1,k+1) = (P-KHP)CI-KH)' + KRK'
= P - KHP - PH'K’ + KHPH’K' + KRK'
= (I-KH)P - PH'K' + K(HPH'+R)K' .
From th e  d e f in i t i o n  o f  s te a d y - s ta te  Kalman f i l t e r  gain m atrix
K(HPH'+R) = PH', i t  follows th a t*
P(k+1,k+1) = (I-KH)P - PH'K' + PH'K'
= [I-K (k+l)H (k+l)]P (k+l,k)
which i s  Equation I I -7.
Equations I I -7  and II -S  a re  e q u iv a len t .  However, I I -S  i s  
b e t t e r  cond itioned  in  the sense of m aintaining th e  symmetric and p o s i ­
t iv e  d e f i n i t e  p ro p e r t ie s  o f  the e r r o r  covariance  m atrix  and i s  le s s  
s e n s i t iv e  to  e r r o r s  in  c a lc u la t in g  th e  gain m a tr ix .  This can be seen 
from I I -7 t h a t
6P(k+l,k+ l) = - 6K(k+l)H(k+l)P(k+l,k) ,
w hile from I I -8
6 P(k+l,k+l) = 0 .
However, t h i s  i s  no t n e c e s s a r i ly  tru e  in  the  n o n - l in e a r  f i l t e r i n g  
case based on our s im u la t io n  experience , I I -8  o f te n  causing f i l t e r  d i ­
vergence .
The fo llow ing  system i s  used to  i l l u s t r a t e  th e  fo rm ula tion . 
For a  n o i s e - f r e e ,  second o rd e r  system rep re sen tin g  a f a l l i n g  body in  
a co n s tan t g r a v i t a t i o n a l  f i e l d  th e  d esc rib ing  equations  are
X = - g ( t> 0) 
which become in  s t a t e  space form:
X =
where x = (x^^^x )̂'; x̂  ̂ = x; x^ = x. The s t a t e  t r a n s i t i o n  m atrix  i s
0 1 ■ 0 0 Ï
2L + ; F =
0 0 ,-g. 0 0
$ ( t , T )  =
1 t - T  
0 1
so th a t
! r t 0 t-T '  0
i x ( t )  = $Ct,T)x(T) +
T 0 1 .-g .
dr
and
i 1 1 0.5'
x ( t+ l )  = x ( t )  - g
! 0 1 . 1.
t  = 0 ,1
The s c a la r  o b se rv a tio n  o f  p o s i t io n  is
z ( t )  = (1 O )x(t)  + v ( t ) ; t  = 1 , . . . 6 ;  M = (1 0)
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w ith  e r r o r  covariance R = 1 .0 .  The i n i t i a l  e stim ate  i s  ^ (0 ) = 




The system i s  observable  s ince  the  inform ation m a tr ix  i s  non­
s in g u la r .
I ( t , t - 1 )  = I $ 'C i , t ) H 'C i ) R '^ ( i ) H ( i ) $ ( i , i )  




Let g = 1 and th e  t ru e  i n i t i a l  cond ition  i s  x^(0) = z(0) = 100,
XgCO) = 0 .0 .
A complete output summary is  l i s t e d  in  Table I I - l .  As s ta t e d  
by Jazwinski [ J 2 ] , the  v e lo c i ty  e s t im atio n  e r r o r  i s  somewhat ou ts ide  
1 s tandard  d ev ia t io n  i s  due to  the  p a r t i c u l a r  choice o f  x ( 0) and the  
measurements. This i n i t i a l  t r a n s i e n t  w i l l  d isappear even tu a lly ;  we 
observe th a t  th e  p o s i t io n  e r r o r  drops f a s t  as soon as th e  f i r s t  ob­
se rv a t io n  i s  p rocessed , w hile  the  v e lo c i ty  e r ro r  drops u n t i l  the second 
ob serv a tio n .  This occurs because two p o s i t io n  observations  are r e ­
qu ired  to  determine both components o f  the s t a t e  v e c to r .  The dynamics 
o f  t h i s  system a re  such th a t  v e lo c i ty  a f f e c t s  the p o s i t io n  but not v ice  
v e rsa .
The Gaussian Markov p ro p e rty  o f  the  l in e a r  Kalman f i l t e r  make 
th e  t r a n s ie n t s  due to  the i n i t i a l  u n c e r ta in ty  in P(0) and x(0) d is a p ­
p ea r  even tu a lly  and the e s t im a tio n  e r r o r  approaches zero as the f i l t e r
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Table I I - l .  F i l t e r i n g  r e s u l t s  o f  f a l l i n g  body system.
time t 0 1 2 3 4 5
x ^ ( t ) 10 0 .0 99.600 98.00 95.50 92.00 82.00
XgCt) 0 . 0 - 1 .0 0 0 - 2 .0 0 -3 .00 -4 .00 - 6 .0 0
z ( t ) 0 . 0 100 .000 97.90 94.40 92.70 82.10
Xj ( t , t ) 95.0 99.600 98.40 95.20 92.30 82.10
1 . 0 0.370 -1.15 -2 .90 -3 .69 -5 .80
K j(t) 0.920 0 .6 6 0.65 0.61 0.51
KgCt) 0.083 0.33 0.31 0.23 0.15
P jlC t^ t) 10 .0 0.920 0 . 6 6 0 .6 6 0.61 0.51
1 . 0 0.920 0.58 0.29 0.16 0.05
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approaches a s teady  s t a t e .




our i n i t i a l  d i f f e re n c e  in  P is
P(0) - P ’ (O)
5 0 
0 -1




D iffe re n t  approaches have been used by va r io u s  authors to de riv e  the 
above Kalman-Bucy f i l t e r .  A b r i e f  l i s t  i s  as fo llow s:
1. Minimum variance  [B3], [S6] : This approach minimizes the
estim ate  e r r o r  v a r ian ce .  Fbr example
Min E ( [x (k) -£(k) ] ' [x (k) -x (k) ]} .
This can be done e a s i ly  by minimizing each component o f  
th e  expected e r ro r  through the  orthogonal p ro je c t io n  
p r in c ip le ,  i . e . ,  th e  p re d ic t io n  e r ro r  i s  orthogonal to  
th e  o b se rv a t io n .
2. Recursive Least Squares: This method has been used by 
Bryson and Ho [H2] and o th e rs  [J2] to  de r ive  the  d i s ­
c r e te  Kalman-Bucy f i l t e r .  This can be done by converting 
th e  f i l t e r i n g  problem to  a l e a s t  squares problem.
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Min i[x(0)-i(0)]P"^[xCO )-xCO )] +
k ,
i I [ z C i J - H ( i ) x ( i ) ] ’R C i ) '" [ z ( i ) - H ( i ) x ( i ) ]
1=1
su b jec t  t o  th e  c o n s t r a in t s
x ( i+ l )  = $ ( i + l , i ) x ( i ) ; i  = 0 , . . . k - l  .
This i s  accomplished by s e t t i n g  the  g rad ie n ts  equal to  zero .
3 .  Maximum Likelihood: This method was in troduced by Ho,
Schmidt [H2] and o th e rs  [J2] and c o n s is ts  o f  maximizing 
the  c o n d i t io n a l  d e n s i ty  p [x C k ) ,k |z (1) . z( k) ]  o r  maxi­
mizing th e  l ik e l ih o o d  func tion .
In  th e  l i n e a r  case the co n d it io n a l  d e n s i ty  s a t i s f i e s  
Kolmogorov's forward equation [B8 ] .
9 p /3 t  = -p t r ( F )  - p^Fx + itr (G Q G 'p^p  IX-9
f o r  th e  l i n e a r  dynamics
where
dx = F ( t)x  d t  + G(t)dv 
E(dvdy') = QCt) .
11-10
The s o lu t io n  to  ( I I -9 )  fo r  the  l i n e a r  system (11-10) with 
Gaussian noise  i s
Ihph '+ r I^
p [ x ( k ) , k | z ( l ) , . . . z ( k ) ]  = ----------------T— -T-—T exp[-i(A )] 11-11
(2 x 3 .1 4 1 6 )* |R |? |p |?
A = (z-H x)'R -l(z-H x) + (x -x ) 'P - l (x -2 )  -  (z-Hx)'(HPH'+R)-l(z-H2) 
Therefore  th e  maximum l ik e l ih o o d  e s tim ato r  i s  eq u iva len t to  minimizing
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A. See Jazw inski [J2] f o r  d e ta i l e d  d e r iv a t io n s .
V a r ia t io n s  o f  the  L inear Kalman F i l t e r .
In d e r iv in g  th e  l i n e a r  Kalman f i l t e r  we assume both  the  sy s ­
tem and measurement have th e  a d d i t iv e  Gaussian white no ise  p ro p e r ty ,
i . e .  i t  i s  no t c o r r e la t e d .  However, t h i s  r e s t r i c t i o n  can be re laxed  
in  the  fo llowing d i f f e r e n t  ways:
1. C o rre la ted  system and measurement no ise  [Kl].
E [w C k)v(j) ']  = C(k)6%j f  0 .
In  t h i s  c ase ,  only th e  Kalman f i l t e r  ga in  i s  modified as
K(k) = [ P ( k , k - l ) H ' ( k )  + r ( k - l ) CCk) ]  [HCk)P(k,k- l )H' (k)
11-12
+ HCk)r(k- l )CCk)  + C’ ( k ) r ' ( k - l ) H ' ( k )  + R(k)]
and
P ( k , k )  = P ( k - l , k )  -  K(k) [H(k)P(k ,k-13  + C«( k ) r ' ( k - 1 ) ]  . 11-13
2. S e q u e n t ia l ly  c o r r e la te d  (colored) measurement n o ise  [ J 2 ] . 
Consider th e  measurement no ise  i s  c o rre la ted  as 
v (k+ l) = V (k+l,k)v(k) + u ( k ) ,  assuming u(k) i s  white no ise  
(n o t  c o r r e l a t e d ) . Defining the  augmented system
x(k) = [ x ( k ) , v(k)] '
and th e  m a tr ices
$ 0 r  o'
= f  =
0 y 0 I
w '(k) = [w (k ) ,u (k ) ] '
15




The augmented dynamic system is
x(k+l) = $Ck+l,k)x(k) + f(k)w(k) 
z(k) = HCk)x(k)
3. M u l t ip l ic a t iv e  no ise  [S I] .
This method t r e a t s  th e  ob se rv a tio n  as being contaminated with 
m u l t ip l ic a t iv e  no ise
2 (k ) = [l+mCk)]h[x(k) ,k] + v(k) 11-15
where m(k) i s  r e l a t e d  to
11-16
m(k) = C(k)2 Ck)
^(k+1) = D(k)^(k) + G(k)u[k) .
The d i s t r ib u t io n s  o f  ^ ( 0 ) ,  ^(0) , i^(k), w(k), ^ (k )  are 
Gaussian and have zero means and u n co rre la ted .  Here aga in , 
we can use the augumented system by defin ing :
x(k) =
3(k) =
h(k) = [1+C (k)y(k)]h[x(k),k )]  . 11-17
See Sage [SI] fo r  d e ta i le d  d e r iv a t io n s  and extensions to  n o n - l in e a r  




$(k) 0 ’r(k) 0
f(k) =
0 D(k] 0 G(k).
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I I . 3. Nonlinear D isc re te  F i l t e im g  
Let the  n o n lin ea r  d i s c r e te  model be
x(k+l) = f [x (k ) ]  + r[x(k)]w (k) 11-18
X (0) = £
and the  no n lin ea r  measurement be
£(k+ l)  = h [x (k+ l)]  + v(k+l) 11-19
where v(k) and w(k) a re  u n co rre la ted  Gaussian sequences such t h a t
E[w (k)w '(j)]  = Q(k)6%.
E [ v (k ) v ' ( j ) ]  = R(k)5^. .
Then th e  f i l t e r  e s tim ate  cond it io n a l  p ro b a b i l i ty  d en s ity  fu n c tio n  
con tains  a l l  th e  in form ation  concerning th e  processes.
Let th i s  c o n d i t io n a l  d e n s i ty  be denoted by th en , th e
following i t e r a t i v e  formula determines P^Cy)
^nfn+l^y)  ̂ Jexp[z(k) ,h (a ) ]^ _ j  - i |  |h(a)||^^_^P^(a)




C = / e x p [ ( z ( k ) ,h ( a ) )  _ , - i | | h ( a ) | | 2  _ j]P  da 
" R R "
Here the  s t a t e  has m dimensions. U nfortunate ly , t h i s  approach involves
17
massive computation. See Bucy [B8] fo r  a d e ta i le d  d e r iv a t io n .  S t a r t ­
ing  from th e  co n d it io n a l  p r o b a b i l i ty  d e n s i ty  func tion , va rious  approx­
imations a re  made by d i f f e r e n t  au thors  in  o rder  to  achieve a computa­
t i o n a l l y  f e a s ib le  f i l t e r  a lgorithm . Among th e se ,  Bucy and Bass [B8] 
u se  a Taylor s e r ie s  expansion n e g le c t in g  o rders  h igher than  second 
and thus a r r iv e  at th e  so -c a l le d  second o rd e r  approximate n o n - l in e a r  
f i l t e r .  Jazwinski [J2] app lied  t h i s  approach to  continuous p rocesses  
and with d i s c r e te  measurement, he  a r r iv e d  a t  a c o n t in u o u s -d isc re te  
f i l t e r .  Lo [L4] made a recen t  m o d if ica t io n  and p resen ted  th e  id ea  o f  
co n tin u o u s-d isc re te  smoothing.
An a l t e r n a t iv e  to  th i s  approach i s  skipping the  c o n d i t io n a l  
p r o b a b i l i ty  d en s i ty  f o r  th e  n o n l in e a r  model. The no n lin ea r  model i s  
l in e a r iz e d  and we can use  the e x is t in g  Kalman f i l t e r  fo r  the  l in e a r iz e d  
model. This approach i s  the  s o - c a l le d  n o n - l in ea r  extended Kalman 
f i l t e r .
V aria tions  o f  these  two types  o f  no n lin ea r  f i l t e r s  can be found 
i n  Jazwinski and Schw artz 's  works [ J 2 ] . Sorenson [511] made compari­
sons o f  fo u r  d i f f e r e n t  n o n - l in e a r  f i l t e r s  on t h e i r  performance on p ro ­
b a b i l i t y  d en s ity  fu n c t io n s .  He concluded th a t  using the  extended 
Kalman f i l t e r  assuming th e  c o n d i t io n a l  d e n s i ty  func tion  was app rox i­
mated by Gaussian d e n s i ty  showed inadequacy in  a n o n l in e a r ,  nongaussian 
system. The second o rd e r  n o n lin ea r  f i l t e r  proved to  be b e t t e r  than  the  
Kalman type fo r  a n o n l in e a r  nongaussian model. In the  same p ap er ,  
Sorenson introduced h i s  Gaussian sum f i l t e r  by approximating the  con­
d i t io n a l  d en s i ty  as th e  sum o f  weighted gaussian d e n s i t i e s .  He con­
cluded th a t  in some in s ta n c e s ,  h i s  gaussian  sum approximation i s
18
su p er io r  to  t h a t  o f  the  second o rd e r  method. However, one drawback 
i s  th a t  h is  new n o n lin ea r  f i l t e r  r e q u i re s  s i g n i f i c a n t l y  g r e a t e r  com­
p u ta t io n a l  load than  both th e  extended Kalman f i l t e r  and second o rd e r  
f i l t e r .
Extended Kalman F i l t e r
The extended Kalman f i l t e r  i s  e s s e n t i a l l y  th e  same as the  
l i n e a r  Kalman f i l t e r ,  except th e  t r a n s i t i o n  m atrix  and measurement 
m atrix  are  rep laced  by th e  l in e a r iz e d  model o f  the  o r ig in a l  n o n lin ea r  
p ro cess .  Thus, l i n e a r  f i l t e r i n g  th eo ry  can be extended to  the  t r e a t ­
ment o f  n o n lin ea r  approximate f i l t e r i n g .
Let th e  n o n lin ea r  system be given as
x(k+ l)  = f [ x ( k ) ,u ( k ) ]  + g(k)w(k) 
_z(k) = h [x (k )]  + v(k)
11-21
11-22
where f  and ji a re  n o n lin ea r  process and measurement v e c to r  fu n c tio n s  
and w(k), v(k) a re  both zero  mean gaussian white n o ise .
The extended Kalman f i l t e r  i s  evaluated  by rep lac in g
\ - 1 ^ 4 - P x ( k - l | k - l )
H(k) =
3 f [ x (k - l )  ,uCk-l)]
3x(k-l) x ( k - l | k - l )
3 h [ x ( k ) l
3x(k) xCk|k)
Therefore  in  th e  p re d ic t io n  s tag e ,  the  f i l t e r  e s t im ate  i s
x(k| k-1) = f  [x (k - l |  k-1) ,u(k)]
and th e  observation  i s






In o rd e r  to  make the  extended Kalman f i l t e r  a p p l ic ab le  to  a 
n on linea r  p ro c e ss ,  P (0 ) ,  Q (k), R(k) cannot be too la rg e  to  v io la t e  
l i n e a r i t y  assum ptions. Note t h a t  the  Gaussian and Markov p ro p e r t ie s  
no longer hold g lo b a l ly  f o r  n o n - l in e a r  f i l t e r i n g  and th e  i n i t i a l  p r io r  
s t a t i s t i c s  a re  very  im portant and make th e  f i l t e r  performance more 
s e n s i t iv e .
Nonlinear Second Order Approximate Optimal F i l t e r i n g
Schwartz and Bass [82] approximated the  optimal n o n - l in e a r  
f i l t e r  u s ing  a Taylor S e r ie s  expansion with terms c a r r ie d  out to  
second o rd e r .
Let th e  n o n lin e a r  model be rep resen ted  by
dx = f ( x ] d t  + r (x )dv  11-27
d£ = h(x] + dw 11-28
where x̂  i s  the  s t a t e  and z_ i s  th e  observation .
Using Taylor expansions o f  f[x ]  and h(x] around th e  e s tim ate  £
f(x3 = f(x ) + f^ (x )  (x-xj + i f ^ C x ]  : (x-x) (x -D  ' 11-29
h(xj = h(&) + (x-x) + : ( x - ^  (x-x) ' 11-30
where
t r a c e  [fixxCx)S] 
" a c e  [ 4 ^ C x ) S ]
Taking th e  expected value o f  Equations 11-29 and 11-30, an 
approximate n o n - l in e a r  f i l t e r  i s :  [s ince  E(x) = x]
dx = f(x )  + : P d t  + P h^(x)R“^ ( t ]
[dz - h (x )d t  - ih^^(x) : P d t]
11-31
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The approximate equation  fo r  th e  e r r o r  covariance m atrix  i s  :
dP  ̂ P f^ (x )d t + f^ (x )P d t - P [h ^ (x )R '^ ( t)h ^ (x )]P d t  +
r ( X ) Q ( t ) r ' ( x ) d t  + i [ r ( x ) Q ( t ) r ' ( x ) ] x x  : Pdt - 
i(P  : h ^ ( x ) R -  ( t ) [d z  - h (x )d t  - i h ^ ( x )  : P)
with
P(0) = E ([x (0) - x (0 ) ] [x (0 )  - x ( 0 ) ] ’) . 11-32
Where : P denote a m atrix  and i s  a  dyadic product
t“xx • '“’ i j  '  (" i jxxP ) •
Q(t) and R(t) a re  the  p rocess  and measurement no ise  covariances r e ­
sp ec t iv e ly .
The above approximate n o n - l in e a r  f i l t e r  shows marked d i f f e r ­
ences to the  extended Kalman f i l t e r  which i s  obtained by l i n e a r i z a t i o n  
o f  th e  process model and then applying l i n e a r  f i l t e r i n g  th eo ry .  This 
approximate f i l t e r  a lso  re p re se n ts  a major s im p l i f ic a t io n  over the  
d i r e c t  c a lc u la t io n  of th e  co n d it io n a l  d i s t r i b u t io n .
The Taylor s e r i e s  approximation techniques re p re se n ts  only 
one approach to  th e  p r a c t i c a l  sy n th e s is  o f  a f i l t e r i n g  scheme fo r  non­
l i n e a r  systems. There s t i l l  needs to  be a g re a t  deal o f  e f f o r t ,  both 
in  th e  th e o r e t i c a l  and p r a c t i c a l  a sp ec ts  of n o n - l in ea r  f i l t e r i n g .  This 
work t r i e s  to  f i l l  a gap in  t h i s  a rea  by ex tens ive  ev a lu a tio n  and com­
p ariso n  o f  extended Kalman f i l t e r s  u t i l i z i n g  a chemical r e a c to r  example 
suggested by Wells [W1 ] .
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We observe th a t  a l l  o f  the  term s in  Equations 11-31 and 11-32 
inc lud ing  Pf^^ a re  used to  c o r re c t  th e  p rocess  n o n l in e a r i ty  while 
P^h c o r re c t s  th e  measurement n o n l in e a r i ty .
XX
In our numerical example, we have a  l in e a r  measurement system, 
th e re fo re  a l l  o f  the terms w ith P^h^^ drop o u t .
I I . 4. Numerial Examples and D iscussions.
N on-linear f i l t e r i n g  o f  a S t i r r e d  Tank Reactor system [Wl].
Given a chemical r e a c to r ,  th e  d e sc r ib in g  equation  a re :
](
a . Energy balance: ( rea c to r )  (R eaction: 2A—-»B)
pVCp ~  = pFCp(T^-T) + AHKVexp(-E/RT)C2 -  hA(T-T^) 1 1 -2 3
b. Energy balance on r e a c to r  w all
dT.
■>wVpw d f - '  “ ( T - v  * n - M
c. Energy balance on ja c k e t  s id e
d . Mass balance on r e a c to r  con ten ts  
dc.
V j p  = F (C ^ .-C ^ )  -  K V exp(-E /R T)C 2 . 1 1 -3 6
Following the  same no rm aliza tion  procedures as o u tl in ed  by 
W ells ' and req u ir in g  th e  r e a c to r  to  be maintained a t  s teady  s t a t e ,  
the  s t a t e  space es tim atio n  equations  are
•  2^1 *  C2 (l+x^) exp[KjX^/(l+x^)]+ c^Xg - c^ 11-37




^3 = -(c7+=8)=3 " V 2
^4 = -Ci%4 - C2(l+X4)^exp[K^Xj/(l+Xj)]+ Cg
while th e  measurement equations are
y \(k )  = X|Ck) + v^(k ); i  = 1 ,2 ,3  .
1 0  0 0
The l i n e a r  measurement m atrix  M = 0 1 0 0
0 0 1 0
ÿ = Mx + V .
The t r a n s i t i o n  m atrix  fo r  th e  l in e a r iz e d  system i s  r e la te d  
to  the  Jacobian  o f  th e  above system equations
11-41
$ =
^11 ^12 0 ^14
^21 ^22 ^23 0
0 ^32 ^33 0
^41 0 0 ^44
w ith  p rocess  param eters  given below
= Cg = 0 .2 ; C3 = 1 . 0
<4 = =5 = =6 = =8 = 0.5; Cy = 0.05
Wells did not p o in t  out h is  value where = E/RT^. For th e  r e ­
sponse given by h is  Fig. 2 i t  was computed by t h i s  s im ula tion  th a t  
i s  approximately 1 .0 .
The components o f  the  Jacobian  m atrix  a re :
^11 '
23
21 - c .
Where
^22 ■ (Cj+Cg); ^23 = c.
^32 -  Ce
^33 ■ " (cy+cg)
£41 = - CzBZKiDE
^44 = - Cl - 2C2BE .
B = (I+X4)
E  =  e x p [ K j ^ x ^ / ( l + X j ) ]
D = C l+ x^-2  .
For th e  second o rder f i l t e r  we need to  evalua te  th e  dyadic product o f  
th e  second order p a r t i a l  d e r iv a t iv e  and e r ro r  covariance m a tr ix .  The 

















IXiXi = CjB^D^K^E - 2c2B2DKjE/(l+xp
11-42
1 *4 * 4
f i x , ; ,  = ZCsSOEK;
2C3E
24
^2xx ~ 9x^9Xj ’
aZf?
f  = ------ —
3xx 3x.3x.
1 J









^4XjXj 0 0 ^4XiX
0 0 0 0
0 0 0 0
0 0 ^4X4X
where
^4XjXj = - CgBZDZK̂ E + 2c2B2DEK^/(1+x )
£ .  = £ .  
4X4X1 4XjX^
2c2BDEK̂
S u b s t i tu t in g  the 'above  r e l a t io n s  in to  th e  extended Kalman 
f i l t e r  and th e  second o rd e r  f i l t e r  w ith  th e  x ' s  evalua ted  a t  th e  e s t i ­
mate a t  every sample p e r io d ,  we are  ab le  to  c a r ry  out th e  seq u e n t ia l  
f i l t e r i n g  r e s u l t s  as shown on F ig . 2 .1 ,  through F ig . 2.4 f o r  th e  second 
o rder f i l t e r i n g  and Fig. 2 .5  to  Fig. 2.8 fo r  th e  extended Kalman f i l t e r .  
We adopt W ells ' Nomenclature fo r  th e  co n s tan ts  c ( i ) ,  i  = 1 ,8  and th e  







DYNAMICS X I* * * * *
0 . 0 9
0.0 5 . 0
TIME SEC.
IC.C
F I G .  2 . 1  EFFECT GF DIFFERENT P(C)  
SECCND CROER NONLINEAR FILTER 
CONSTANT NCI SE p n f o )  = 0 . 0 0 5
E SEC. X 1 EST IMATE
C. 5 C.C988 0 . 0 7 4 1
1 . 0 0 . 1 8 1 C 0 . 1 7 0 4
1 . 5 0 . 2 4 2 7 0 . 2 3 2 4
2 . 0 C . 2 8 4 5 0 . 2 6 5 3
2 . 5 0 . 3 0 9 7 0 . 2 9 4 6
3 . 0 0 . 3 2 2 2 0 . 3 1 2 1
3 . 5 C . 3 25 5 0 . 3 2 3 6
4 . 0 0 . 3 2 2 6 0 . 3 2 4 2
4 . 5 0 . 3 1 6 5 0 . 3 2 2 0
5 . 0 0 . 3 0 8 3 0 . 3 1 1 2
5 . 5 0 . 2 9 9 5 0 . 2 9 9 0
6 . 0 0 . 2 9 0 7 0 . 2 9 0 4
6 . 5 0 . 2 8 2 7 0 . 2 7 9 5
7 . 0 0 . 2 7 5 5 0 . 2 7 3 3
7 . 5 0 . 2 6 9 5 0 . 2 7 0 1
8 . 0 0 . 2 6 4 5 0 . 2 6 2 7
8 . 5 0 . 2 6 0 7 0 . 2 6 1 9
9 . 0 0 . 2 5 7 8 0 . 2 5 6 4
9 . 5 0 . 2 5 5 9 0 . 2 6 0 8
1 0 . 0 0 . 2 5 4 7 0 . 2 5 9 2
26
0 .0 6 8
LEGEND
ESTIMATE





0 . 0 6 8
0 . 0 IC.O
TIME SEC.
FIG.  2 , 2  e f f e c t  o f  d i f f e r e n t  P(0)  
SECCND CROER NCNLINEAR FILTER 
CONSTANT NCI SE p H ( 0 )  = 0 . 0 1
E SEC. X 4 ESTIMATE
0 . 5 0 . 0 6 8 3 0 . 0 1 9 2
1 . 0 C . C3 7 7 0 . 0 2 2 2
1 . 5 0 . 0 1 0 7 0 . 0 0 7 0
2 . 0 - 0 , 0 1 2 0 - 0 . 0 1 3 8
2 . 5 - C . C 3 C 1 - 0 . 0 2 9 7
3 . 0 - 0 . 0 4 4 0 - 0 . 0 4 2 8
3 . 5 - 0 . 0 5 4 3 - 0 . 0 5 2 1
4 . 0 - 0 . 0 6 1 6 - 0 . 0 6 1 2
4 . 5 —C. 0 6 6 6 —0 • 0 6 6 6
5 . 0 - 0 . 0 6 9 8 - 0 . 0 7 0 3
5 . 5 - 0 . 0 7 1 6 - 0 . 0 7 2 5
6 . 0 - 0 . 0 7 2 5 - 0 . C 7 2 9
6 . 5 - 0 . 0 7 2 7 - 0 . 0 7 3 0
7 . 0 - 0 . 0 7 2 4 - 0 . 0 7 2 2
7 . 5 - 0 . 0 7 1 8 - 0 . 0 7 1 4
8 . 0 - 0 . 0 7 1 1 - 0 . 0 7 0 8
8 . 5 - 0 . 0 7 0 3 - 0 . 0 7 0 1
9 . 0 - 0 . 0 6 9 6 - 0 . ( 6 9 7
9 . 5 - 0 . C 6 8 9 - 0 . 0 6 8 9





DYNAMICS X !♦♦♦♦ ♦
0 . 0 9
IC.O5 . 00 . 0
"TIME SEC.
FI G.  2 . 3  e f f e c t  o f  d i f f e r e n t  P(0)  
SECCND CRDER NCNLINEAR FILTER 
CONSTANT NOISE P l l  (0)  = 0 .01
E SEC. X I ESTIMATE
0 . 5 C.C988 0 . 0 8 7 7
1 . 0 C . 1 8 I 0 0 .  1546
1 . 5 0 . 2 4 2 7 0 - 2 2 3 8
2 . 0 0 . 2 8 4 5 0 . 2 5 8 8
2 . 5 0 . 3 0 9 7 C . 2919
3 . 0 0 . 3 2 2 2 0 . 3 1 3 5
3 . 5 0 . 3 2 5 5 0 . 3 2 6 5
4 . 0 0 . 3 2 2 8 0 . 3 2 5 7
4 . 5 0 . 3 1 6 5 0 . 3 2 2 9
5 . 0 0 . 3 0 8 3 0 . 3 1 2 7
5 . 5 0 . 2 9 9 5 0 . 2 9 6 0
6 . 0 0 . 2 9 0 7 0 . 2 8 9 3
6 . 5 0 . 2 8 2 7 0 . 2 7 5 8
7 . 0 0 . 2 7 5 5 0 . 2 7 1 7
7 . 5 0 . 2 6 9 5 0 . 2 6 9 7
8 . 0 0 . 2 6 4 5 0 . 2 6 4 8
8 . 5 0 . 2 6 0 7 0 . 2 6 3 8
9 . 0 0 . 2 5 7 8 0 . 2 5 8 7
9 . 5 0 . 2 5 5 9 0 . 2 6 3 8






DYNAMICS X 1 * * * * *
0 . 0 9 8
lOeO5 . 0C.C
t i m e  SEC.
F I G .  2,^■ EFFECT CF DIFFERENT PIC}  
SECCND CRDER NONLINEAR FILTER 
CONSTANT NOISE P l l ( O )  = 0 . 0 1 5
E SEC. X 1 ESTIMATE
0 . 5 0 . 0 9 8 8 0 .  1010
1 . 0 C . 1 8 1 0 0 . 1 5 4 1
1 . 5 C . 2 4 2 7 0 . 2 2 5 0
2 . 0 0 . 2 8 4 5 0 . 2 6 5 0
2 . 5 0 . 3 0 9 7 0 . 3 0 0 8
3 . 0 C . 3 2 2 2 0 . 3 2 1 7
3 . 5 0 . 3 2 5 5 0 . 2 3 2 1
4 . 0 0 . 3 2 2 8 0 . 3 2 9 9
4 . 5 C . 3 1 6 5 0 . 3 2 6 0
5 . 0 0 . 3 0 8 3 0 . 3 1 4 7
5 . 5 0 . 2 9 9 5 6 . 2 9 7 0
6 . 0 0 . 2 9 C 7 0 . 2 8 9 9
6 . 5 C . 2 8 2 7 . 0 . 2 7 6 1
7 . 0 0 . 2 7 5 5 0 . 2 7 1 7
7 . 5 0 . 2 6 9 5 0 . 2 6 9 5
8 . 0 0 . 2 6 4 5 0 . 2 6 4 6
8 . 5 0 . 2 6 0 7 0 . 2 6 3 5
9 . 0 0 . 2 5 7 8 0 . 2 5 8 4
9 . 5 0 . 2 5 5 9 0 . 2 6 3 5
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FIG. 2 . 7  EFFECT OF DIFFERENT P(0) 
NONLINEAR EXTENDED KALMAN FILTER WITH 
CONSTANT NOISE P ll (O )  = 0 .005
:me SEC.. .X  % ESTIMAI
'  c . s 0 . 0 5 3 3 0 . 0 2 3 1
1 . 0 0 . 0 3 7 7 0 . 0 3 0 6
I . 5 O .r> 1 07 0 . 0 0 5 9
? .  0 - 0 . 0 1 2 0 - 0 . 0 1 6  4
2 . 5 - 0 . 0 3 0  I - 0 .  03,31
3 .0 - 0  . 0 4 4 0 - 0 . 0 4 6 3
3 . 5 - 0 .  0543 - 0 .  0553
ft . 0 - 0 . 0 6  16 - 0 . 0 6 2 9
f t . 5 — 0 . 0665 - 0 . 0 6 7 4
5 .  0 - 0 . 0 6 9 3 - 0 . 0 7 0 0
5 . 5 - 0 . 0 7 1 6 - 0 . 0 7 1  1
6 .  0 - 0  . 0 7 2 5 - 0 . 0 7 1 7
6 . 5 - 0 . 0 7 2 7 - 0 . 0 7 1 3
7 .0 - 0 . 0 7 2 f t - 0 . 0 7 1 5
7 . 5 - 0 .  071 8 - 0 . 0 7 1 3
8 . 0 - 0 . 0 7  1 1 - 0 . 0 7 1 3
8 . 5 - 0 . 0 7 0 3 - 0  . 0 7 0 8
<3.0 — 0.  06 96 - 0 . 0 6 9 8
9 . 5 - 0 . 0 6 3 9 - 0 . 0 6 9 2
1 0 . 0 —0 . 0 5 3 4 - 0  . 0 6 8 2 '




DYNAMICS X 1 * * ** *
ESTIMATE
0. 09
1 0 . 05 . 00 .0
TIME SEC.
FIG.  2 . 8  EFFECT CF DIFFERENT PICJ
NONLINEAR EXTENDED KALMAN FILTER 
CONSTANT NOISE P l l ( O )  = 0 . 0 0 5
ME SEC. X I ESTIMATE
0 . 5 0 . 0 9 8 8 0 . 0 6 8 9
1 . 0 C.  1810 C . 1852
1 . 5 0 . 2 4 2 7 C . 2 4 8 0
2 . 0 0 . 2 8 4 5 0 . 2 8 0 7
2 . 5 0 . 3 0 9 7 0 . 3 0 7 8
3 . 0 0 . 3 2 2 2 0 . 3 1 6 6
3 . 5 0 . 3 2 5 5 0 . 3 2 3 1
4 . 0 C . 3 2 2 B 0 . 3 1 7 1
4 . 5 0 . 3 1 6 5 0 . 3 0 6 6
5 . 0 0 . 3 0 8 3 0 . 2 9 4 0
5 . 5 C . 2 9 9 5 0 . 2 8 5 6
6 . 0 0 . 2 9 0 7 0 . 2 8 4 4
6 . 5 0 . 2 8 2 7 0 . 2 7 6 3
7 - 0 0 . 2 7 5 5 0 . 2 7 5 8
7 . 5 0 . 2 6 9 5 0 . 2 7 8 7
' 8 . 0 0 . 2 6 4 5 0 . 2 7 3 1
8 . 5 0 . 2 6 0 7 0 . 2 6 4 4
9 . 0 0 . 2 5 7 8 0 . 2 6 1 8
9 . 5 0 . 2 5 5 9 0 . 2 5 7 2
IC.O 0 . 2 5 4 7 0 . 2 5 6 6
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Table I I - 2 .  Nomenclature.
















average d e n s i ty  o f  r e a c to r  contents
average d e n s i ty  o f  r e a c to r  wall
average d e n s i ty  o f  coolant
r e a c to r  volume
re a c to r  w all volume
coo ler  volume
feed tem perature
r e a c to r  co n ten t tem peratu re
r e a c to r  wall tem perature
co o le r  tem perature
average heat c ap a c i ty  o f  re a c to r  con ten ts
average heat c ap a c i ty  o f  wall
average heat c ap a c i ty  o f  coolant
volum etric  flow
volum etric  co o lan t  flow r a te
p reexponen tia l r a t e  co n s tan t  frequency f a c to r
heat o f  r e a c t io n
film  c o e f f i c i e n t  o f  r e a c to r  content 
f ilm  c o e f f i c i e n t  between wall and coolant 
weight c o n ce n tra t io n  of  r e a c ta n t  A 
feed c o n ce n tra t io n  o f  A 
a c t iv a t io n  energy fo r  re a c t io n  
gas constan t
l b / f t  3 
l b / f t 3 
l b / f t 3 
f t3  
f t3  






f t3 / s e c  





l b / f t 3 
l b / f t  3 
a tm -f t  3/mole  
a tm - f t 3 /“R-mol 
tim e sec .
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Table I I - 2  Continued
A r e a c to r  wall a re a  • f t ^
A wall c o o le r  su rface  a re a  ft%w
Dimensionless Constants
3 = tim e s c a le  f a c to r  = 1/240
Kj = E/RTg
Cj = F /V
Cg = (K/3)C2exp(-E/RTp 




c ,  = F^/CV^6)
<=8 = V . / ( ' c V p c W
Cg s te a d y  s t a t e  con cen tra tio n  
Tg s tead y  s t a t e  tem perature  
T-Ts
= -= —  = Normalized r e a c to r  tem perature.
X- = = Normalized r e a c to r  wall tem perature .
^ *s
Tc-Ts
X3 = -lÿ----  = Normalized c o o lan t  tem perature.
Ca~Cc
X4 = -------  = Normalized r e a c ta n t  concen tra tion .
35
We assume th e  following p r io r  s t a t i s t i c s :
P(0) =
0.01 0 0 0
0 0.01 0 0
0 0 0.01 0
0 0 0 0.01
Q(k) = const a n t =
0.0001  0 0 0
0 0.0001 0 0
0 0 0.0001  0
0 0 0 0.0001
0.01  0 0 
R( k) = constan t = 0 0.01 0
0 0 0.01
with i n i t i a l  p rocess  cond itions  = Xg = = 0; x^ = 0.1 and th e
i n i t i a l  e s t im ate  = %2 " *2 " *4 "
As s ta te d  by Wells th e  e s tim ate  x^, x^, x^ approach th e  t ru e  
s t a t e s  very w e ll .  However, x^ re q u ire s  sev e ra l  observations  and i s  
caused by the  f a c t  t h a t  the  a c tu a l  e r ro r  between the  es tim ates  i s  zero 
fo r  x ^ , x^, Xg and 0.1 fo r  x^. The overshoot a t  the  peaks o f  each of 
th e  s t a t e s  i s  due to  in te g ra t io n  e r r o r .  E u le r 's  in te g ra t io n  ru le  was 
used.
Figure 2.1 shows the f i l t e r i n g  on reduced temperature by second 
o rder n o n - l in ea r  f i l t e r  with lower i n i t i a l  e s tim ation  e r ro r  covariance 
Pll(O) leads  to  a low estim ate  f o r  the tem perature , however, th e  t r a n s ­
ie n t  due to  th e  i n i t i a l  u n c e r ta in ty  o f  Pll(O) d isappears  a f t e r  the  
fo u r th  sampling (Gaussian Markov property ) where the f i l t e r  approaches 
the  s teady s t a t e .  Figure  2.2 and Fig. 2.5 shows i t s  e f f e c t  on the 
e s t im a te  o f  co n cen tra t io n .  F igure 2.4 shows, th e  delayed approach to  
s teady  s t a t e  due to  a h ig h e r  va lue  of PI1 (0 ) ,  even though i t  p r e d ic t s  
very well in  th e  e a r ly  p a r t  o f  th e  f i l t e r i n g .  I t  has been found in
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t h i s  s im u la tion  th a t  with Pll(O) g re a te r  th a n  0 .02, th e  f i l t e r  w i l l  
d iverge a f t e r  th e  th i rd  p e r io d .  This shows a very s e n s i t iv e  n a tu re  
o f  the  r e a c to r  model to  d i f f e r e n t  P ( 0 ) . S im ila r  r e s u l t s  fo r  th e  ex­
tended Kalman f i l t e r  i s  shown in  F ig . 2.6 to  Fig. 2 .8 .
The degrading o f  the  r e a c to r  tem perature  e s t im a te  due to  
r a i s in g  the  e r r o r  variance  o f  i t s  measurement i s  shown in  F ig . 2 .9  
f o r  th e  second o rde r  f i l t e r  and F ig . 2.12 f o r  the  extended Kalman 
f i l t e r .  I t  i s  shown th a t  th e  n o n - l in e a r  second o rder f i l t e r  d id  a 
b e t t e r  job than th e  extended Kalman f i l t e r .  Figure 2.10 shows t h a t  
in c reas in g  th e  e r r o r  v a rian ce  o f  th e  r e a c ta n t  tem perature  has l i t t l e  
e f f e c t  on the estim ate  o f  r e a c ta n t  c o n cen tra t io n .
D iscussion :
The reason  th a t  x^ re q u ire s  more observations  i s  not only  due 
t o  the  ex is ten ce  o f  i n i t i a l  t r a n s i e n t s ,  but a lso  to  th e  f a c t  t h a t  x^ 
i s  not a measured v a r ia b le .  Here we are fac in g  the  same s i t u a t io n  as 
in  the l in e a r  f i l t e r i n g  example. T herefo re , i t  r e q u ire s  a t  l e a s t  
four observa tions  to  completely d e f in e  the 4 s t a t e  v a r ia b le s ,  and the  
e s tim ate  o f  x^ i s  not expected to  be good u n t i l  4th o b se rv a tio n ,  th e  
s o lu t io n  to the  o s c i l l a t i o n s  and overshooting  o f  t h i s  p a r t i c u l a r  ex­
ample i s  to in troduce  th e  second o rd e r  approximate f i l t e r .
One approach used to  reduce the overshooting due to  i n te g r a ­
t io n  e r ro r s  i s  t o  in troduce  a f i c t i t i o u s  n o ise  to  compensate fo r  the  
in te g ra t io n  e r r o r s .  See Chapter IV fo r  a d e ta i le d  d iscu ss io n  and 
numerical examples.
Extensive numerical s tu d ie s  were performed on W ells' r e a c to r  






0 . 0 9 10.&c . c
TIME SEC
F I G.  2 . 9  EFFECT CF DIFFERENT RCK) 
SECCNC CRDER NONLINEAR FILTER 
CONSTANT NOISE R l l ( K )  = 0 . 0 3
E SEC. X I ESTIMATE
C . 5 C. C988 0 . 0 6 8 6
1 . 0 0 .  1810 0 . 1 6 9 6
1 . 5 € . 2 4 2 7 0 . 2 3 1 1
2 . 0 0 . 2 8 4 5 0 . 2 5 0 0
2 . 5 C . 3 C 9 7 0 . 2 6 8 6
3 . 0 0 . 3 2 2 2 0 . 2 9 7 6
3 . 5 0 . 3 2 5 5 0 . 2 9 3 0
4 . 0 C . 3228 0 . 3 1 6 9
4 . 5 0 . 3 1 6 5 0 . 3 1  76
5 . 0 0 . 3 0 8 3 0 . 3 1 6 7
5 . 5 0 . 2 9 9 5 0 . 3 0 2 3
6 . 0 0 . 2 9 0 7 0 . 2 9 5 4
6 . 5 0 . 2 8 2 7 0 . 2 9 5 5
7 . 0 0 . 2 7 5 5 0 . 2 8 0 1
7 . 5 0 . 2 6 9 5 0 . 2 7 3 3
8 . 0 0 . 2 6 4 5 0 . 2 7 6 0
8 . 5 0 . 2 6 0 7 0 . 2 6 4 9
9 . 0 0 . 2 5 7 8 0 . 2 5 5 1
9 . 5 0 . 2 5 5 9 0 . 2 5 5 5




DYNAMICS X 4 * * * * *
ESTIMATE
- 0 . 0 6 8
IC.C5 . 00 .0
TIME SEC,
F I G .  2 . 1 0  EFFECT CF DIFFERENT R( K)  
SECOND CRDER NONLINEAR FILTER 
CONSTANT NOISE R(K) = 0 . 0 3
TIME SEC.  
0 . 5  
1 .0














8 . 5  
9 . 0
9 . 5  
1 0 .0
X 4
0 . C 6 8 3  
C . C 3 7 7  
C . C I 0 7  
• 0 . 0 1 2 0  
•C.C3CI  
• 0 . 0 4 4 0  
•C. C543  
- 0 . 0 6 1 6  
■0 * 0 6 66  
• C. C698  
- 0 . 0 7 1 6  
- 0 . 0 7 2 5  
- C. C727  
- C. C724  
- 0 . 0 7 1 8  
- 0 . 0 7 1 1  
- 0 . 0 7 C 3  
-0 .C 6 S 6  
- 0 . 0 6 8 9  
- 0 . 0 6 8 4
ESTIMATE 
0 . 0 1 5 2  
C. 02C5
0 . CC 2 4  
- 0 . 0 1 8 2  
- C . C 3 2 5  
- C . C 4 3 5  
- 0 . 0 5 2 7  
- 0 . C 5 9 3  
- 0 . C 6 5 0  
- O . C 6 9 0  
- 0 . 0 7 1 6  
- 0 . 0 7 2 7  
- C . C 7 3 3  
- C . C 7 3 4  
- 0 . 0 7 2 8  
- C . C 7 2 1  
- 0 . C 7 1 6  
- C . 0 7 C 7  
—0 . C696  
—0 . 0 6 8 8
n  2  *n 
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R H ( k )  = 0 .03
0
10 .05 .00 .0
TIME SEC.
FIG. 2 .1 2  EFFECT OF DIFFERENT R(K)
NONLINEAR EXTENDED KALMAN FILTER & CONSTANT NOISE
F S F C . X 1 E S T  IMATF
C . F 0 . 0 O R 3 0 . 0 5 8 7
1 .  c 0 . 1 9  10 0 .  1 6 6 9
1 . 5 0 . 2 4 ? 7 0 . 2 3 1 3
2 .  0 0 . 2 0 6 5 0 . 2 5 9 3
2 . 5 0 . 3 0 9 7 0 . 2 8 1 2
3 . 0 0 . 3 2 2 2 0 .  23£-6
5 .  5 0 . 3 2 5 5 0 . 2 9 3 6
4 . 0 0 . 3 2 2 H 0 . 2 9 5 6
4 . 5 0 . 3 1 6 5 0 . 2 9 9  3
5 .  0 0 . 3 0 H 3 0 .  3 1 0 6
5 . 5 0 . 2 9 9 5 0 . 3 0 9 5
6 . 0 0 . 2 9 0 7 0 . 3 0 7 8
6 .  5 0 .  2 9 2 7 0 . 2 8 8 6
7 . 0 0 . 2 7 5 5 0 . 2 9 3 1
7 . 5 0 . 2 5 9 5 0 . 2 8 2 2
€ . 0 0 . 2 6 6 5 0 . 2 7 4 5
f i . 5 0 . 2 5 0 7 0 . 2 5 8 0
9 .  C 0 . 2 5 7 8 0 . 2 5 3 0
Ç . 5 0 . 2 5 5 9 0 . 2 5 2 8
1 0 . 0 0  . 2 5 6  7 0 . 2 5 5  8
SOUAOE 5 9 P 0 9  - 0 . 3 5 6 8 H - 0 3
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order f i l t e r .  All of the  r e s u l t s  shown improvement over h i s  p a r t i ­
c u la r  example and are probably  due t o  th e  f a c t  th a t  we are  using a 
b e t t e r  m atrix  invers ion  ro u t in e  [Gl] to  reduce the  p o ss ib le  round-o ff  
e r ro r s  in  th e  gain  m atrix  c a lc u la t io n .
G enerally  speaking, th e  second o rd e r  f i l t e r  g ives improved 
f i l t e r i n g  r e s u l t s  when compared to  th e  n o n lin ea r  extended Kalman 
f i l t e r  in  c o rre c t in g  th e  system n o n l in e a r i ty .  This improvement w i l l  
d isappear as the  sampling p e r io d  i s  reduced to  the  point t h a t  the  
l i n e a r i z a t io n  e r r o r  in  c a r ry in g  out the extended Kalman f i l t e r  i s  no t 
o b se rv ab le .
In our r e a c to r  model, with a sampling period  of 0 .5 second, 
th e  system n o n l in e a r i ty  i s  almost n e g le g ib le ,  thus the  performance o f  
n o n lin ea r  extended Kalman i s  e s s e n t i a l l y  th e  same as n o n l in e a r  second 
o rd e r  f i l t e r .  However, th e  system n o n l in e a r i ty  e r ro r  is  so se r io u s  
i t  can cause the divergence o f  n o n lin ea r  extended Kalman f i l t e r ,  while 
th e  n o n lin ea r  second o rd e r  f i l t e r  g ives s a t i s f a c to r y  r e s u l t s  as shown 
in  Fig. 2 .14 , and 2.15. T here fo re , in  th e  on line  implementation of 
n o n lin ea r  f i l t e r i n g ,  we suggest using n o n lin ea r  extended Kalman 
f i l t e r i n g  only when the  computational environment is  s u i t a b le  fo r  small 
sampling p e r io d s .  The l in e a r i z a t i o n  e r r o r  w i l l  be accep tab le  w ith in  
th e  sm alle r  sampling periods  bu t r e q u i re s  more frequent sampling and 
f a s t e r  computational speed. On the  o th e r  hand, th e  second o rder f i l t e r ,  
with i t s  c o r re c t io n  terms fo r  the  system and measurement n o n l in e a r i ty ,  
proved to  be more f le x ib le  fo r  re a l  tim e f i l t e r i n g .
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0.22
DYNAMICS X 3 * * * * *
e s t i m a t e   ___
H
0 .0 0 0 7
0.0 10.0
TIME SEC.
F I G .  2 . 1 3  DOUBLE THE SAMPLING PERIODSECCNO ORDER NONLINEAR FILTER 
CONSTANT NOISE
ACCUMULATED MEAN





















SQUARE ERROR = 0.3503E-04
4-3
0.038
DYNAMICS X 4  * * * * *  
ESTIMATE ..........
0.0
0 . 0 7 5 0
0 .0  10 .0  20.0
TIME SE C .
FIG. 2;1% DOUBLE THE SAMPLING PERIOD 
SECCNO ORDER NONLINEAR FILTER 
CONSTANT NOISE










10.0 — 0 . 06 86 -0.0681
11.0 — 0 . 06 78 -0.0674
12.0 — 0.0674 -0.0669
13.0 -0.0674 —0 .0666
14.0 — 0.0676 -0.0671
15.0 — 0 .0680 -0.0606
16.0 — 0.0605 -0.0697
17.0 -0.0690 -0.0697
16.0 — 0.0695 -0.0695
19. 0 -0.070 I -0.0700
20.0 -0.0706 -0.0705
iN SQUARE ERROR = 0.1913E
CHAPTER I I I
COMBINED FILTERING AND CONTROL
I l l . i  In tro d u c tio n  
I t  i s  a u n iv e rsa l  d e s i re  t o  maximize the  r e tu r n  on investment 
and t h i s  i s  e s p e c ia l l y  t r u e  in  eng ineering  and b u s in e s s .  This a r t  o f  
u t i l i z i n g  our c a p a b i l i t i e s  most e f f i c i e n t l y  is  g e n e ra l ly  termed 
•O p tim iza tio n '.  From experience , o p tim iza tio n  problems o f te n  appear 
p a ra d o x ica l ,  in  th a t  i t  may appear im possib le  to  f in d  an optim al so­
l u t i o n  and yet we never give up sea rch ing  f o r  an optim al s o lu t io n  be­
cause o f  i t s  importance.
A ty p ic a l  op tim iza tion  problem i s  composed o f  the following
p a r t s :
A. D e f in i t io n  o f  th e  goal o r  th e  c r i t e r i a .
B. Is  th e  goal reachable? This inc ludes  th e  s tudy  o f  our 
environment; so c ia l  f a c to r s ,  economic f a c to r s ,  and th e  
problem i t s e l f .
C. D eterm ination o f  the  b e s t  p o l ic y  based on A and B. 
M athem atically  speaking, we a t ta c k  t h i s  problem in  th e  following
way:
1. Formulate th e  performance index.
2. T ra n s la te  th e  ph y s ica l  problem d e s c r ip t io n s  and con­
s t r a i n t s  in to  mathematical language.
3. Solve th e  problem m athem atica lly .
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The f i r s t  two problems are  very d i f f i c u l t  s ince  most physica l 
p ro cess  a re  to o  com plicated to  solve a n a ly t ic a l ly  o r ,  due to  our im­
p r e c i s e  knowledge o f  the  problem, we can never obta in  an exac t mathe­
m a tica l  model f o r  i t .  Applying th e  above approach to  th e  r e a l  world 
can be termed 'o p tim a l c o n t r o l ' .  Here, th e  term 'optim al c o n t r o l '  may 
n o t  be th e  r e a l  'o p t im a l '  due to  th e  d e l ib e ra te  s im p l i f i c a t io n  o f  the 
problem or im p rec ise  knowledge o f th e  process or th e  num erical approx i­
mations in troduced  in  c a r ry in g  out the  so lu t io n .  However, we s e t t l e  
f o r  th e  'nex t t o  o p t im a l ' ,  o r  'suboptim al' or simply 'o p t im a l '  r e s u l t  
to  make our way towards an u l t im a te  so lu t io n .
Before we g e t  involved in  optimal s to c a s t i c  c o n t r o l ,  l e t  us 
in tro d u ce  th e  f i v e  b a s ic  c la s s e s  o f  co n tro l .  We adopt L e e 's  [L3] 
p i c t o r i a l  approach:
A. D e te rm in is t ic  optimal contro l problem.
u f t )  —=—  --------------j x ( t)  ------------------ — 1 z ( t )— " -'I measurement    -( ? I »>I p l a n t  p rocess  I ou tpu t
Given: The dynamic r e la t io n s h ip  between x and u, z_ and x_.
Find: The c o n tro l  p o l ic y  u ( t )  such th a t  the  output z_(t) o p t i ­
mize our performance index.
B. E s tim a tio n  problem:
E stim ate  th e  s t a t e s  o f  th e  system in a s to c a s t i c  environment
i  v ( t )
\ %(t) I  ► p la n t  p rocess  — —  » | measurement | — v o u tp u t  ^ ( t )
Where v^(t) i s  t h e  d r iv in g  process  noise v e c to r ,  and v.(t) i s  th e  measure­
ment no ise  v e c to r .
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Given: 1. R ela tion  between x and w (usua lly  assume a d d it iv e
Gaussian w hite  n o i s e ) .
2. R ela tion  between z_and x, v (a lso  assume ad d i­
t i v e  Gaussian white n o i s e ) .
3. The s t a t i s t i c a l  d e s c r ip t io n  o f  w and _v.
Find: The b e s t  e s tim ate  x ( t /T )  based on the  measurement z.(t)
fo r  t  up to  T. In  th e  case t  = T, we have th e  f i l t e r ­
ing problem; fo r  t >  T, we have the  p re d ic t io n  problem 
and f o r  t<  T, th e  smoothing problem.
I d e n t i f i c a t io n  problem.
u ( t )
w ( t ) j  % ( t ) i
p lan t  p rocess  = ?  ► measurement  > output ^ ( t )
Given: 1. The s t a t i s t i c a l  d e sc r ip t io n  o f  w and _v.
2. Physical r e l a t i o n  between z_ and x ,
3. The measurement z. and inpu t ü .
Find: The b e s t  e s tim ate  o f  the  p lan t  p rocess .
D. S to c a s t ic  con tro l  problem.
w(t) i   Z ( t )  I
[ ? I > [ p lan t process ------- > | measurement |   ̂ output ^ ( t )
Given 1. R ela tion  between x and w, u..
2. R ela tion  between z and z, y_.
3. The s t a t i s t i c a l  d e sc r ip t io n  o f  w and y_.
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Find: The optimal p o l ic y  u ( t )  such th a t  our best e s tim ate  o f
x ( t )  optimizes our performance index . I f  u ( t )  is  a function  o f  the  
o u tp u t ,  we have the c losed  loop s to c a s t i c  co n tro l  problem.
E. Adaptive con tro l problem.
iw ( t )   ̂ i v ( t )
p?' I p lan t  process = ? | measurement ) ----- > output _z ( t)
Given: 1. The s t a t i s t i c a l  d e sc r ip t io n  o f  w, v.
2. R e la t io n sh ip  between _z and x, y..
3. The ou tpu t _z ( t )  and th e  input u are measurable.
Find: u ( t)  such th a t  th e  b e s t  e s tim ates  optimize th e  p e r ­
formance index.
Although we can c l a s s i f y  th e  modern con tro l problem in to  the  
above f iv e  a reas ,  th e  ac tua l problem we face  may not belong to  any 
s in g le  c la s s .  I t  may be some v a r i a t io n  o f  th e  above ca teg o r ie s  or 
combinations among them.
1. A + B: Combined e s t im a tio n  and optimal c o n tro l .  In p ra c t ic e
t h i s  cascades a f i l t e r  to  an optim al d e te rm in is t ic  c o n t r o l l e r .  I f  the  
process  i s  l in e a r  with a q u a d ra t ic  performance index, the  ex is ten ce  
and uniqueness of the  optimal s to c a s t i c  c o n tro l  can be assured  by the 
sep a ra t io n  p r in c ip le .  The computational aspec ts  o f  th i s  problem can 
be c a r r ie d  out by c a lc u la t in g  th e  f i l t e r  estim ate  and th e  optimal con­
t r o l l e r  ga in  sep a ra te ly .  I f  th e  process i s  non linea r ,  the  sep a ra t io n  
p r in c ip le  no longer ho lds . T h e o re t ic a l ly ,  th e re  may e x i s t  severa l
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lo c a l  optimal so lu t io n s  and we can no longer s ep a ra te  the  f i l t e r i n g  
and c o n tro l .  I t e r a t i v e  s o lu t io n  o f  th e  s p l i t  two p o in t  boundary value  
so lu t io n  v ia  q u a s i l in e a r iz a t io n  and in v a r ia n t  embedding may be a  way 
to  approach a suboptimal s o lu t io n .  Lee and Sage [S2] have had some 
success in  applying Bellman’s o r ig in a l  idea in  t h i s  f i e l d .
2. D + E: This i s  a combined f i l t e r i n g ,  i d e n t i f i c a t i o n  and
optimal con tro l problem. Here ag a in ,  i f  th e  p rocess  i s  l in e a r  with a 
qu ad ra t ic  performance index , we can be assured o f  a unique optimal so ­
lu t io n  by the  sep a ra t io n  p r in c ip l e .  This occurs because we can t r e a t  
th e  u n ce r ta in  model param eters as a d d i t io n a l  s t a t e  v a r ia b le s  and do 
th e  f i l t e r i n g  fo r  the augmented system. An a l t e r n a t iv e  to  t h i s  p ro ­
blem i s  to  apply the model e r r o r  compensation techn iques  or adap tive  
f i l t e r i n g  to  generate  the  b e s t  e s t im ate  and then  cascade it. to  the  
optimal d e te rm in is t ic  c o n t r o l l e r .  Other v a r ia t io n s  in  t h i s  category  
inc ludes  the  so -c a l le d  le a rn in g  c o n t r o l l e r  in  which we apply o n - l in e  
o p tim iza tion  using the  p l a n t ’s o u tp u t ,  the  c o n t r o l l e r  i t e r a t i v e l y  
applying a learn ing  a lgorithm  ( r e f e r  to  Fu) [F2] to  le a rn  the  optimum 
co n tro l  p o licy  while minimizing th e  expected performance index 
(McLaren and Pan) [P4]. In the  s i t u a t i o n  where the  u n c e r ta in  p a ra ­
meter only co n s is ts  o f  a f i n i t e  number of v a lu e s ,  t h i s  i s  a ty p ic a l  
f i l t e r in g - d e te c t io n - c o n t r o l  problem where p a t t e r n  re c o g n it io n  and 
s t a t i s t i c a l  decis ion  th eo ry  p lay  an im portant ro le .
49
I I I . 2 Combined Linear F i l t e r in g  and Linear Control with a Quadratic 
Performance Index.
Problem Formulation and System Model
The System Model can be assumed to  be described  as below;
x(k+l) = $ (k+ l,k )x (k ) + r(k+ l,k )w (k) + Ÿ(k+l,k)u(k) 111-1
w ith  the  observa tion :
zj[k+l) = H(k+l]xXk+l) + v_(k+l) 111-2
fo r
k = 0 ,1 ,2
where
jc = n - v e c to r  ( s ta te )
_u = r  - v e c to r  (co n tro l)
w = p - v e c to r  (system d is tu rb an ce )
_v = m - v e c to r  (measurement e r ro r )
$ = nxn s t a t e  t r a n s i t i o n  m atrix  
r ( k + l ,k )  = nxp d is tu rbance  t r a n s i t i o n  m atrix  
Y(k+l,k)  = nxr con tro l t r a n s i t i o n  m atrix  
H(k+1) = mxn measurement m atr ix
x(0) = zero mean gaussian  random vec to r  with p o s i t iv e  semide- 
f i n i t e  covariance m atr ix  P(0)
The performance index i s  defined  
N
Min J  = MinE[ % x ' ( i ) A ( i ) x ( i )  + u ' ( i - l ) B ( i - l ) u ( i - l ) ]  111-3
" i = r
Where A(i) and B ( i - l )  are  p o s i t iv e  sem id e f in i te  m e tr ice s  which a re  nxn 
and rx r  r e s p e c t iv e ly ,  and E i s  th e  expected value o p e ra to r .  Optimal
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c o n tro l  o f  t h e  above s to c a s t i c  system was f i r s t  con jec tured  by Kalman 
and Koepcke [K3] w ith th e  se p a ra t io n  p r in c ip l e  s ta te d  as fo llow s: 
S ep a ra t io n  P r i n c i p l e .
The optim al co n tro l  system f o r  th e  s to c a s t i c  l in e a r  system de­
sc r ib ed  above c o n s i s t s  o f  th e  optim al l i n e a r  f i l t e r  cascaded with the  
optim al feedback gain  m atrix  o f  th e  d e te r m in is t i c  r e g u la to r .  The para­
m ete r  f o r  th e  two p a r t s  o f  the  c o n tro l  system are  determined sep a ra te ly .  
This p r i n c i p l e  was proved by Joseph [B8].
Im plem enta tion .
1. E s tim ation :
x ( k |k - l )  = $ ( k , k - l ) ^ ( k - l | k - l )  + Y ( k ,k - l ) u ( k - l )  I I I -4
x (k |k )  = x ( k lk - l )  + K (k U £ (k ) -H (k )x (k |k - l ) ]  I I I - 5
Where K(k) i s  th e  Kalman f i l t e r  ga in  de fin ed  e x ac tly  the  same as in 
th e  l i n e a r  Kalman f i l t e r .
2. Optimal C ontro l:
u(k) = S(k)x(k) I I I - 6
S(k) = -[>F'(k+l,k)W Ck+l)f(k+l,k)+
Y(k+l,k)W (k+l)$(k+l,k) • I I I - 7
W(k) = $ '(k + l,k )W (k + l)$ (k + l,k )+  $ '(k+l,k]W Ck+l)T(k+l,k)"
I I I - 8
•S(k) + A(k)
fo r
k = N-1, N-2, . . .  0 and W(N) = A(N).
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A block diagram f o r  t h i s  a lgorithm  i s  shown below:
ÎCk.k)
^( k) — k1 I— »CD---------
1
HTkl I— Q - E E l H Z H — I Delay —J
\
x ( k - l , k - l )
Jj W (k,k-l)k----------(Delay K
u (k - l )
S(k) 'u (k )
FEEDBACK CONTROL 
GAIN MATRIX
k = 1 ,2 ,  . . . ,N-1
OPTIMAL FILTER
The above a lgorithm  has a lread y  been developed and completely 
t e s t e d  aga ins t  th e  fo llow ing example given by Meditch:
x(k+l) = x(k) + w(k) + 2u(k) 
z(k+ l) = x(k+l) + v(k+l)
with
J -  = E[x2(3) + I u 2 ( i - l ) ]  
i= l
Q(k) = 25, R(k+1) = 15,P(0) = 100; x(0) = 0
the  f i l t e r  equation  i s
x (k |k )  = x ( k - l | k - l )  + 2u (k - l)  + K ( k ) [ z ( k ) - x ( k - l |k - l ) - 2 u ( k - l ) ]
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where
uCk-1) = S (k - l )x (k - l |k - l )  . 
The following da ta  has been checked ou t:
A. F i l t e r :  k ?Ck |k-l) KCk) F(k |k)
0 • •  • •  •  • 100
1 125 0.893 13.39
2 38.4 0.720 10.80
3 35.8 0.704 10.57
B. Optimal feedback c o n t r o l l e r :
k S(k) W(k)




Therefore the optimal con tro l a t  each s t a t e  i s
u(0) = -0.154 xC0|0) = 0
u ( l )  = -0.222 x ( l | l )
u(2) = -0 .4  x (2 |2 )
The dual r e l a t i o n  between f i l t e r i n g  and co n tro l  can be put 
in to  the  following correspondence:
F i l t e r i n g  Control
t r a n s i t i o n  m atrix  F ( t)  F ' ( - t )
time ( tQ , t )  ( - t . - t ^ )
weighting m atrix  F ( t)  K '( - t )
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gain  m atr ix  H(t) Ÿ'C-t)
performance index i | | ï “î I P p  Jn
C o n t r o l la b i l i t y  O b se rvab ili ty
Unbiased E stim ation  Minimum Energy
weighting m a tr ix  Q(t) A(-t)
R(t) B (-t)
Notice t h a t  th e  co n tro l  sequence a r e  c a lc u la te d  backward 
(n eg a tiv e  time s e n s e ) . This d u a l i ty  correspondence allows us to  
develope the  c o n tro l  p o l ic y  simply by d u a l iz in g  the  theory o f  l in e a r  
f i l t e r .
I I I . 3 Suboptimal Nonlinear S to c a s t ic  Control 
Consider a genera l  nonlinear s to c a s t i c  co n tro l problem. Let 
th e  system be de sc r ib ed  by n s t a t e  v e c to r  x_Ct) with the  observation  m 
v e c to r  2̂ (t) co rrup ted  w ith  add itive  no ise  v :
System; x = f(x ,u ,l< ,t)  I I I -9
O bservation : = h_(x,t) + y  I I I - IO
[tf.Performance Index: J  = E 0 . I I I - l l
The optimal s to c a s t i c  co n tro l  fo r  the system can be s ta te d  as 'chose 
u ( t )  to  minimize J ' .
S o lu tion  o f  I I I - 9  to  I I I - l l  is not p o s s ib le  even in  the  determ in­
i s t i c  n o n lin ea r  optimal c o n tro l  problem and o f te n  involves so lv ing  a 
two p o in t  s p l i t  boundary value problem. Payne [PI] p re sen ts  a system­
a t i c  computation approach to  the  so lu tion  o f  optimal con tro l  problem. 
Balakrisknan [Bl] r e c e n t ly  presented th e 'E p s i lo n  techn ique ' to  avoid
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th e  in te g r a t io n  o f  dynamic equation  by conver ting  i t  in to  a  minimiza­
t i o n  problem i t  so lv e s  s im ultaneously  th e  tw in problems o f  in te g ra t io n  
and f in d in g  th e  optim al s o lu t io n .  The se p a ra t io n  p r i n c ip l e  fo r  the 
l i n e a r  optim al s t o c a s t i c  co n tro l  i s  a sp ec ia l  case  fo r  th e  so lu t io n  
o f  I I I - 9  t o  I I I - l l ;  and assumes I I I - 9  and I I I - IO  are  l i n e a r  and I I I - l l  
i s  q u a d ra t ic .
Although th e  s t r u c tu r e  o f  the  optimal n o n l in e a r  s o lu t io n  i s  un­
known, a suboptim al s to c a s t i c  c o n t r o l l e r  can be based on the  idea  o f  
s e p a ra t in g  th e  f i l t e r i n g  and c o n t r o l .  Thus, cascading  a n o n lin ea r  
f i l t e r  to  the  n o n l in e a r  optimal d e te rm in is t ic  c o n t r o l l e r  p re s e n ts  a 
re a so n ab le  approach. Assuming the  n o n - l in e a r  f i l t e r  i s  rep re sen ted  
by n o n - l in e a r  extended Kalman f i l t e r ,  we then have the  suboptimal 
e s t im a to r  and i t s  e r r o r  covariance  m atrix :
P = f  P + P f  + P [h ’H fy -h (x , t ) ] ]  P
X X X ^ X
I I I - 1 2
I I I - 1 3
where Ic i s  the  model param eter v e c to r .  In th e  case  o f  combined id en ­
t i f i c a t i o n  and c o n t r o l ,  we can augment the  ^  = 0 in to  the  f i l t e r  
s t a t e  e q u a tio n .
S e in fe ld  [88] p re sen ts  th e  fo llow ing scheme as one p o s s ib le  ap ­
proach to  the  s o lu t io n  o f  th e  problem:
n o ise
11
system observa tion n o n - l in e a rf i l t e r
optimal
c o n t r o l l e r
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Hie s o lu t io n  of  th e  system equations  I I I - 9  to  I I I - l l  can be 
s im p lif ied  by rep lac in g  th e  o v e r a l l  in te g ra l  o f  I I I - l l  by a s in g le  
s tag e .  This idea  was s u c c e s s fu l ly  app lied  to  n o n lin e a r  c o n tro l  by 
Lapidus, Lee [L I] ,  [L3]. Applying th e  idea o f  Lee: Let th e  system
be described  by th e  d i s c r e te  d a t a  form:
1. System x(k+l) = f [ x ( k ) ,u ( k ) ,w ( k ) ]  I I I -1 4
Observation £(k) = h_[x^(k) ,v(k) ] I I I -1 5
2. Optimal f i l t e r .  We assume t h a t  the  n o n lin ea r  optim al 
f i l t e r i n g  e s tim ate  ^ (k ,k ]  i s  given a t  a l l  t im es .
3. Optimal p re d ic t io n .  £ (k + l ,k )  = f[x(k,,k) ,u (k )]  I I I - 1 6
4. Design the  c o n t r o l l e r  by s in g le  s tage  o p tim iza t io n ,  
such th a t :
mân J  = | |x ^ k + l ,k ) | i 2 ( k ]  + | |u ( k ) ! |2 r k )  H I -1 7
sub jec t  to  th e  c o n s t r a in t s
x(k+ l,k )  = f [ x ( k ,k ) ,u ( k ) ]  . 111-18
5. The so lu t io n  to th e  above problem is
u(k) = - B-l(k) g ^ A C k )  f [ i ( k , k ) ,  u (k )]  . I I I -1 9
T here fo re , we can so lve  fo r  u(k] as a fu n c tio n  o f  x (k ,k ]  o r  
x (k + l ,k ) ,  t h i s  r e s u l t  is  op tim al fo r  a s ing le  s tage  p ro cess .  This 
technique can u su a lly  be ap p l ie d  to  th e  closed loop optimal r e g u la to r  
where the  e r r o r  i s  not very l a r g e .  We are ab le  to  approximate th e  be­
hav ior o f  a m u lt is tag e  p ro cess  by p roperly  choosing th e  w eighting 
m atrix  fu n c tio n s  A(k), B(k) such th a t  they  are time varying and p ro ­
p o r t io n a l  to  the  magnitude o f  th e  e r r o r .
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A sp ec ia l  case of n o n l in e a r  s to c a s t i c  suboptimal c o n tro l  was 
t r e a te d  by S e in fe ld  [S2] r e c e n t ly ,  where he assumes th e  c o n tro l  ap­
pears l i n e a r ly  in  a n o n lin ea r  s to c a s t i c  p ro cess ,  and thus  uses the  
s in g le  s tag e  p rocess  performance index
min J  = ( x - A  'Q(x-x^) II I-20
u
Thus by minimizing J  a t each in s ta n t  o f  t im e, such t h a t  th e  r a t e  of 
movement toward x4 i s  a maximum.
F = 2 (x -x ^ ) ’q î
If
III-21
= 2Cx-x“ ) 'Q [ f ( x ,u ,k , t ) ] +  Ph^H[y-hCx,t)]
Assuming
i  = wCx,k,t) + S ( x ,k , t )u  III-22
and s u b s t i t u t e  I I I -22 in to  I I I -21; we then have
F = 2(x-x'^)Q[wCx,k,t)] + S ( x ,k , t ) u  + P h 'H [y -h (x , t ) ] . III-23
Let
3 = 2 S '(x ,f , t )Q (x -x d )  .
A minimum F i s  obtained i f
u . = u. fo r  3. < 0 1 1  1
= u. fo r  3. > 0 
1*  1
III-24
This i s  a bang-bang type o f  co n tro l  with s in g u la r  c o n tro l  when 3^ = 0.
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S e in fe ld  applied  t h i s  a lgorithm  to  a CSTR with f i r s t  o rd e r  r e a c t io n ,  
a tw o -s ta te  v a r ia b le  problem.
F o r tu n a te ly ,  th e  c o n tro l  vec to r  a lso  appears l i n e a r l y  in  our 
n o n l in e a r  r e a c to r  model. Rewriting our re a c to r  model in  th e  p r e ­
v ious ch ap te r :
Xj = -(Cj+c^)x^ + c_Cl+X4)^exp[kjXj/(l+x^)]+ c^x% + c^u^ I I I -2 5
2̂ = -(Cs+=6)*2 + V l  + =6*3
111-26
*3 = -(C7+=8)*3 + =8*2 + =7"2
I I I -2 7
^4 = -Ci%4 -  C g C l+ X j)  exp(KjXj/(l+Xj)] + c^Ug




i s  th e  c o n tro l  vec to r  and i s  defined as
T.-T T c i-? s  
^2  ̂ Tc ' 5̂ Cc
I I I -2 8
I t  is  obvious th a t  u appears l i n e a r ly  in  Equations I I I -25 to  I I I -28, 








Assuming in  i d e n t i t y  w eighting m atrix  and x^ = 0, s ince  we a re  in te re s te d  









i f  Bl < 0
= Ui^ i f  Bl > 0 .
Then, we have the bang-bang c o n t r o l l e r .  In  our ca se ,  the  choice  o f  
u? and Ui^ i s  very im portan t,  with u |  = 1 .0 ,  and Ui^ = -1 .0  w i l l  
cause model d ivergence . This means th e  heat removal r a t e  i s  too  small 
t o  quench th e  r e a c t io n  h e a t ,  thus  leads  to  runaway re a c t io n .  With too 
h igh  a value  of th e  bounds w il l  lead to  excessive o s c i l l a t i o n  o f  the 
dynamics and degrading of th e  p roduct.
The b e s t  s e t  o f  va lues  seems to  be:
u* = 5 .0 ;  Ui^ = -5 .0 ;  u* = 0 .5 ,  u^^ = -0 .5 ; u* = 1 .0 ,  u^^ = -1 .0
Using th e se  s e t  o f  bounds, th e  t r a n s ie n t s  due to  a 10 p e r  cent 
u p se t  in  x4 d isappeared  almost in s tan tan eo u s ly .  Thus the  dynamics 
a re  able to  r e tu rn  to  the  d e s i r e d  s teady  s ta t e  in  a very  sh o r t  pe riod  
without degrading th e  product q u a l i ty .
Another type  o f  co n tro l  in troduced by W ells, as we used i t  
throughout our work fo r  comparison purposes is s teady  s t a t e  c o n t ro l .
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This can e a s i ly  be ob ta ined  by s e t t in g  th e  l e f t  hand s id e  o f  Equations 
I I I -2 5  to  I I I -2 8  to  zero ; th e  r e s u l t in g  con tro l  w i l l  be:
U j  =  - C g / c ^ ;  U g  =  0 . 0 ;  u ^  =  C g / c ^  .
S u b s t i tu t in g  th e se  r e l a t i o n s  in to  Equation I I I -2 S  to  I I I -2 8  
thus a rr iv in g  a t  our r e a c to r  model equations as we use i t  throughout 
s tu d ie s .  In  our s im u la t io n ,  we found th a t  bang-bang c o n tro l  i s  much 
b e t t e r  than W ells ' s teady  s t a t e  co n tro l  in  compensating the  i n i t i a l  
10 per cent upset in  c o n c e n tra t io n .  Figure 3.1 shows th a t  th e  bang- 
bang con tro l can keep th e  r e a c to r  wall tem perature (x2) almost a t  
steady  s t a t e  while i t  in c re a se s  s t e a d i ly  with a maximum o f f s e t  o f  22 
p e r  cent by s teady  s t a t e  c o n t r o l .  Figure 3.2 in d ic a te s  th a t  bang-bang 
co n tro l  can compensate th e  co n cen tra t io n  o f f s e t  w hile  s teady  s t a t e  
f a l l s  in  10 seconds. Figure  3 .3  and Fig. 3.4 show bang-bang c o n tro l  
can compensate the  t r a n s i e n t  even with a reduced r a t e  co n s tan t  
RK = 6.0 (corresponds to  h ig h e r  re a c t io n  r a te )  while W ells ' s teady  
s t a t e  model d iv e rg es .
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1 0 . 00 . 0
SEC.11 ME
F IG . 3 .-1  BANG BANG CONTROL 
SECOND ORDER NONLINEAR FILTER 
HUANGS ADAPTIVE I
STEADY ST. BANG BANG BANG BANG
E SEC. X 3 X3 ESTIMATE
0 . 5 0 .0 0 0 7 C.CCC2 0 .0 0 0 2
1 .0 0 .CC52 0 .0 0 0 1 0 .0 0 0 2  .
1 .5 0 .0 1 5 0 - 0 .C C 0 3 - 0 . 0 0 0 4
2 . 0 0 .0 2 9 4 0 .0 0 0 4 0 .0 0 0 5
2 . 5 0 . 0 4  72 0 .0 0 1 9 0 .0 0 1 3
3 . 0 0 .0 6 6 6 C.CC09 0 .0 0 0 5
3 . 5 0 .0 8 6 3 0 .0 0 0 0 0 . 0 0  16
4 . 0 0 .1 0 5 1 0 .0 0 1 3 0 .0 0 0 4
4 . 5 0 .1 2 2 5 - 0 . 0 0 0 2 O.OCCfi
5 . 0 0 ,1 3 7 9 0 .0 0 0 2 0 .0 0 0 6
5 . 5 0 .  1513 0 .0 0 0 1 0 .0 0 0 2
6 . 0 0 .1 6 2 5 0 .0 0 1 8 0 .0 0 1 6
6 . 5 0 .1 7 1 3 0 .0 0 0 2 - 0 . 0 0 0 4
7 . 0 0 .1 7 9 3 0 .0 0 0 6 - 0 . 0 0 0 4
7 . 5 C . 1853 0 .0 0 0 3 0 .0 0 1 4
8 . 0 0 .1 9 0 0 - 0 . 0 0 0 7 0 .0 0 0 1
8 . 5 C . 1936 O.COOO C .00C 7
9 . 0 0 .1 9 6 4 0 .0 0 0 2 0 .0 0 0 7
9 . 5 0 .1 9 8 6 - 0 . 0 0 0 2 0 .0 0 0 0
1 0 .0 C .20C 2 0 .0 0 1 2 - 0 . 0 0 1 4
SQUARE FRRCK = 0 .7 7 8 6 E -0 6
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1 0 . 05 . 0
TIME
F I G .
SECOND
HUANGS













0 . 5 0 .0 6 8 3 - 0 . 0 1 3 4 - 0 . 0 1 3 2
1 .0 0 .0 3 7 3 - 0 . 0 1 6 7 - 0 . 0 1 7 2
1 .5 C .0C 97 - 0 . 0 1 9 1 - 0 . 0 1 9 4
2 . 0 - 0 . 0 1 3 5 - 0 .C 2 0 7 -C .0 2 C 8
2 . 5 - 0 . 0 3 1 9 - 0 . 0 2 1 6 - 0 . 0 2  14
3 . 0 - 0 . 0 4 5 9 - 0 . 0 2 2 0 - 0 . 0 2 1 4
3 . 5 - 0 . 0 5 6 2 - 0 . 0 2 2 0 - 0 . 0 2 1 1
4 . 0 - 0 . 0 6 3 4 - 0 . 0 2 1 6 - 0 . 0 2 0 8
4 . 5 - 0 . 0 6 8 2 - 0 . 0 2 0 9 - 0 . 0 1 9 9
5 . 0 - 0 . 0 7 1 2 - 0 . 0 2 0 0 - 0 . 0 1 8 7
5 . 5 - 0 . 0 7 2 7 - 0 . 0 1 8 3 - 0 . 0 1 7 6
6 . 0 - 0 . 0 7 3 3 -C .C 1 7 5 - 0 . 0 1 6 3
6 . 5 - 0 . 0 7 3 2 - 0 . 0 1 6 0 - 0 . 0 1 4 8
7 . 0 - 0 . 0 7 2 7 - 0 . 0 1 4 5 - 0 . 0 1 3 2
7 . 5 - 0 . 0 7 1 9 - 0 .C 1 2 9 - 0 . 0 1 1 7
8 . 0 - 0 . 0 7 1 0 - 0 . 0 1 1 3 - 0 . 0 1 0 2
8 . 5 - 0 . 0 7 C 2 - 0 . 0 0 9 7 - 0 . 0 0 8 7
9 . 0 - 0 . 0 6 9 3 - 0 . 0 0 8 1 - 0 . 0 0 7 2
9 . 5 —0 .0 6 8 6 - 0 . 0 0 6 5 - 0 . 0 0 5 7
1 0 .0 - 0 . 0 6 8 0 - 0 . 0 0 5 0 - 0 . 0 0 3 4
iN SQUARE ERROR = 0 .9 3 4 0 E - 06
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M DYNAMICS OF XI 
WITH REDUCED RATE 
CONSTANT RK= 6 .0
Vi








FI G.  3 . 3  BANG BANG CONTROL 
NCNLINEAR EXTENCEC KALPAN FILTER 
HLANGS ADAPTIVE I• STEADY STATE BANO BANG BANG BANG
TIME s e c . X I XI ESTIMATE
C .5 C .C I8 6 C.C422 0 .0 4 2 2
1 .0 C.C4 IC C.C274 C.C274
1 .5 C.C698 0 .C 1 3 6 C .0 1 3 6
2.C C.1C93 -C .CCC9 -C .0C C 8
2 .5 0 .1 6 7 1 -C .C 1 2 9 - - C . C 142
3 .0 C .2 5 9 8 -C .C 2 7 5 - 0 . 0 2 7 5
2 .5 C .4 2 6 2 C.C5E5 C.C576
4 . 0 C .7 6 7 3 C.C459 C.C445
4 .5 1 .4 3 9 8 C.C32B 0 .0 3 1 8
5 .0 2 .1 3 3 1 C .C 189 C.C18C
5 .5 2 .3 7 4 9 C.CC6I 0 .0 0 5 3
6 .C 2 .3 5 2 0 - 0 .C C 7 4 - 0 . 0 0 7 7
6 . 5 2 .2 5 9 0 -C .C 2 1 3 -C .C 2 2 C
7 . 0 2 .1 6 8 2 - 0 . 0 3 4 2 - 0 . 0 3 5 1
7 .5 2 .C 9 9 6 C.C5C6 C.C5C6
8 . 0 2 .C 5 5 9 0 .C 2 6 I C .C262
8 .5 2 .C 3 4 2 0 .C 2 2 5 0 .0 2 2 2
9 . 0 2.C3C2 0.CC98 C.CC95
9 . 5 2 .C 3 9 6 -C .C C 47 - C .0 C 4 9
IC.O 2.C5E4 - C . C 164 - 0 . 0 1 8 5
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0 .086
DYNAMICS OF X 4
WITH REDUCED RATE 
CONSTANT RK = 6 .0
STEADY STATE XXXXX 
, BANG BANG ***** 
FBANG BANG EST. . . .
0 .072
IC.C
TIKE S E C .
FI G.  3.** 8/SNG BANG CONTROL 
NONLINEAR EXTENCED KfLKAN FILTER 
HUANGS ADAPTIVE I
STEADY STATE BANG BANG
TIKE SEC. 
C .5  
1 . 0














8 .5  
9 .0
9 .5  




0 .0 3  8 3 
0 .0 1 6  7 
-C .C 1 3 7  
- C .C 6 I 9  
- C . 1521 
- C .3 2 4 6  
- C .5 2 3 4  
- C .6 3 6 8  
- C .6 8 4 3  
- 0 . 7 0 1 5  
- C .7 C 5 6  
- C .7 0 4 5  
- 0 . 7 0 1 8  
- 0 . 6 9 9 1  
- 0 . 6 9 7 2  
- 0 . 6 9 6 4  
— 0 .6 9 6 6
ACCLKLLATED KEAN SQUARE ERRCP




0 .0 0 7 0  
— 0.C1C6 —
-0 .C C 7 9  
-C .CC59 




0 .0 0 6 2  
0 .0 0 8 2  
- 0 . 0 0 8 5  
- 0 . 0 0 5 6  
-0 .C C 3 3  
-0 .C C 1 5  
0 .0 0 1 4  
0 .0 0 3 9  
0 .1 8 5 9 E - 0 4
BANG BANG 
ESTIMATE 
0 .0 0 3 1  
0 . 0 0 0 2  
0 . 0 0 2 0  
0 .0 0 4 8  
0 .0 0 6 9  
0 .C1C6 
0 .0 0 7 8  
C .C055 
0 .0 0 3 1  
0 . 0 0 0 2  
0 .0 0 1 8  
0 .0 0 4 0  
0 .0 0 7 0  
O .C l lC  
0 .0 0 6 3  
C .0 0 5 4
C.CC28
O.CCIC 
0 . 0 0 2 1
0 .0 0 4 5
CHAPTER IV
MODELING ERROR COMPENSATION AND ADAPTIVE FILTERING
IV. In tro d u c tio n
A p e r f e c t  model does not e x i s t  which can re p re se n t  e x ac tly  
the  phys ica l  problem. This can e i th e r  be due to  incomplete knowledge 
o f the p h y s ica l  system, o r th e  system i s  too complex to  be modeled 
e x a c t ly .  T here fo re , i t  i s  normal to  use an approximate mathematical 
model which can re p re se n t  th e  system in the reg ion  o f  i n t e r e s t .  A 
good model has  to  be acc u ra te  enough to provide u se fu l  numerical r e ­
s u l t s  and y e t  simple enough to  f i t  the  computational environment.
The r e s t r i c t i o n s  on th e  a p p l i c a b i l i ty  o f  f i l t e r i n g  a re :
1. The p rocess  model i s  described  by a s e t  o f  d i f f e r e n t i a l  
equations in  th e  continuous case and d if fe ren c e  equations in  th e  
d i s c r e t e  case .
2. The random noise  i n  th e  system and the  measurement a re  inde­
pendent and u n c o rre la ted  (can be re la x e d ) .
3. The system can be rep resen ted  by a f i n i t e  number o f  s t a t e  
v a r ia b le s  (p re fe ra b ly  as low as  p o s s ib le ) .
4 . The process  dynamic d i f f e r e n t i a l  equations can be l in e a r iz e d  
su c c e s s fu l ly  (o r d i f f e r e n t i a b l e ) .
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O ften th e  model param eters  have u n c e r ta in ty  a sso c ia te d  w ith  
th e s e ,  ( in  some cases  the  param eter i s  completely unknown) and only 
an e s t im a ted  v a lu e  can be used. Yet the model dynamic response can 
be very  s e n s i t i v e  to  th e  v a r i a t io n s  o f  t h i s  param eter. In f i l t e r i n g ,  
we can t r e a t  th e  estim ated  parameter as an a d d i t io n a l  s t a t e  v a r ia b le  
and do th e  f i l t e r i n g  fo r  th e  augmented system. Processing o f  th e  
measurement ob se rv a tio n s  w i l l  a d ju s t  the  param eter v a lu e  and converges 
i t  to  th e  a c tu a l  param eter v a lu e ,  and thus g ives  a b e t t e r  model e s t i ­
mate. However, a d d i t io n a l  s t a t e  v a r ia b le s  no t only in c rease  th e  com­
p u ta t io n a l  lo a d ,  but a lso  in c rease s  the  computer memory s to rage  r e ­
quirement d r a s t i c a l l y .  I t  i s  obvious th a t  an a l t e r n a t iv e  model e r r o r  
compensation techn ique  i s  needed.
V arious o n - l in e  and o f f - l i n e  model e r r o r  compensation t e c h n i ­
ques have been t e s t e d  on th e  re a c to r  model in  t h i s  work and can com­
pensa te  s e v e ra l  types o f  model e r r o r s .  The o n - l in e  model e r r o r  com­
p en sa t io n  (o r  adaptive) techn iques  developed in  t h i s  work have been 
shown to  be powerful in  the  sense th a t  they  do not r e q u i re  any ad d i­
t io n a l  computer s to rage  and computation time yet th e  r e s u l t s  a re  
b e t t e r  th a n  most o f  the  e x i s t in g  e rro r  compensation techn iques .
IV .2 Modeling E rro rs  and F i l t e r  Divergence
There a re  sev e ra l  types o f  e r ro rs  in  modeling th e  system dy­
namics. G enera lly  the  most se r ious  e r ro r  i s  the  u n c e r ta in ty  in  modeling 
p h y s ica l  p a ram ete rs .  I f  th e  f i l t e r  i s  co n s tru c ted  on th e  b a s is  o f  an 
erroneous model, even i f  the  e r r o r  covariance m atrix  and f i l t e r  gain 
a re  kep t low, th e  f i l t e r  le a rn s  the  wrong model too w ell a f t e r  p rocessing
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enough o b se rv a t io n s .  Thus, the  f i l t e r  model and the  ac tua l model 
going i n  d i f f e r e n t  d i r e c t io n s  may e v e n tu a l ly  lead to  c a ta s tro p h ic  
r e s u l t s .  The phenomenon i s  c a l le d  ' f i l t e r  d iv e rg e n c e ' .
This divergence o f te n  occurs when th e  n o ise  inpu ts  to  the  
system a re  small and measurement n o ise  i s  sm all .  Then the f i l t e r  
ga in  and e r r o r  covariance a re  kept very  low so th a t  th e  f i l t e r  i s  
capable o f  learn ing  th e  in c o r r e c t  model too w e ll .  The subsequent 
observa tions  then have l i t t l e  e f f e c t  on the  e s t im a te .  However, the  
ac tua l system model i s  d i f f e r e n t  from th e  f i l t e r  model so th a t  the 
e s t im ate  and the a c tu a l  s t a t e  d iv e rg e .
For a  n o n lin ea r  system, f i l t e r  divergence i s  o f ten  r e la te d  
to  the  s t a b i l i t y  o f  th e  system. T h is  i s  e s p e c ia l ly  t ru e  for our r e ­
a c to r  model s ince  th e re  e x i s t s  th r e e  s teady  s t a t e  so lu t io n s  (Lapidus, 
McGuire) [L I), [Ml]. T herefo re , u n c e r ta in ty  in  model parameters may 
t r i g g e r  th e  f i l t e r  e s t im ate  leading  to  an u ndes ired  s teady  s t a t e .
A ty p ic a l  f i l t e r  d ivergence in the f i l t e r i n g  o f  the r e a c to r  
model i s  shown in  Fig. 4 .1 ,  4 .2  where the  a c tu a l  model used a reduced 
r a t e  c o n s ta n t  of 1.0 w hile  the  f i l t e r  model used 0 .8 .  The ca lcu la ted  
e r ro r  covariances based on the  f i l t e r  model are too low, as i s  the 
gain  m a tr ix .  Therefore , th e  f i l t e r  i s  capable of learn ing  th e  in ­
c o r re c t  model (with a r a t e  constan t of 0.8) too well and gives too low 
an e s t im a te  fo r  both the  c o n cen tra t io n  (x4) and temperature ( x l ) .
Other ty p es  o f  e r ro r s  such as d e l i b e r a t e  s im p l i f i c a t io n  of a h igher 
dimension system and re p la c in g  i t  by a lower o rder model may a lso  cause 
model d ivergence . From th e  above i t  i s  c l e a r  t h a t  model e r ro r  compen­
sa t io n  and adap tive  f i l t e r i n g  te chn iques  a re  needed in  f i l t e r i n g  prac­
t i c e .
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NONLINEAR EXTENDED KALMAN FILTER WITH
20 % r a t e  c o n s t a n t  e r r o r  (WITHOUT COMPENSATION)
ME SEC. X 1 ESTIMATE
C .5 0 .0 9 8 8 0 .1 0 2 6
1 .0 0 .1 8 1 0 0 .1 6 5 4
1 . 5 C .2 4 2 7 C .2 2 6 2
2 . 0 0 .2 8 4 5 0 .2 5 2 9
2 . 5 C.3C97 0 .2 7 6 1
3 . 0 0 .3 2 2 2 C . 2863
3 . 5 0 .3 2 5 5 0 .2 8 9 1
4 . 0 0 .3 2 2 8 0 .2 8 5 2
4 . 5 0 .2 1 6 5 0 .2 7 8 8
5 . 0 0 .3 0 8 3 0 .2 6 9 5
5 . 5 0 .2 9 9 5 0 .2 5 9 8
6 . 0 C.29C7 0 .2 5 1 7
6 . 5 0 .2 8 2 7 0 .2 4 3 4
7 . 0 0 .2 7 5 5 0 .2 3 7 2
7 . 5 0 .2 6 9 5 0 .2 3 2 5
8 . 0 0 .2 6 4 5 0 .2 2 7 7
8 . 5 C .26C7 0 .2 2 4 9
9 . 0 0 .2 5 7 8 0 .2 2 2 3
9 . 5 0 .2 5 5 9 0 .2 2 1 5
IC .C 0 .2 5 4 7 0 .2 2 0 7
N SQUARE ERROR = 0 . 1166E -02
68
0.068





10 .00 . 0 5 .0
TIME SEC.
F IG . 1^.2 FILTER DIVERGENCE
NONLINEAR EXTENDED KALMAN FILTER WITH 
■ ■ 20 % RATE CONSTANT .ERROR (l^ITHOUT COMPENSATION)
E SEC. X 4 ESTIMATE
0 . 5 0 .0 6 8 3 0 .0 2 3 7
1 .0 0 .0 3 7 7 0 .0 1 5 8
1 .5 C.C107 -0 .C C C 6
2 .0 - 0 . 0 1 2 0 - 0 . 0 1 8 0
2 . 5 - 0 , 0 3 0 1 - 0 . 0 3 1 7
3 . 0  •- 0 . 0 4 4 0 - 0 . 0 4 2 0
3 .5 - 0 . 0 5 4 3 - 0 . 0 4 9 5
4 . 0 - 0 . 0 6  16 - 0 . 0 5 4 4
4 . 5 —0 .0 6 6 6 - 0 .C 5 7 5
5 . 0 - 0 . 0 6 9 8 - 0 . 0 5 8 9
5 . 5 - 0 . 0 7 1 6 - 0 . 0 5 9 3
6 . 0 - 0 . 0 7 2 5 - 0 . 0 5 9 3
6 . 5 - 0 . 0 7 2 7 - 0 . 0 5 8 5
7 .0 -C .C 7 2 4 - 0 . 0 5 7 8
7 . 5 - 0 . 0 7 1 8 - 0 . 0 5 7 0
8 . 0 - 0 . 0 7 1 1 - 0 . 0 5 5 9
8 .5 - 0 . 0 7 0 3 - 0 . 0 5 5 1
9 . 0 - 0 . 0 6 9 6 - 0 . 0 5 4 2
9 . 5 - 0 . 0 6 8 9 - 0 . 0 5 3 7
1 0 .0 - 0 . 0 6 8 4 - 0 . 0 5 3 1
1 SQUARE; EPRCR = 0 .2 5 2 3 E
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F I G . 4 . 3  FILTER DIVERGENCE
SECCND CRDER NONLINEAR FILTER 
NO NOISE COMPENSATION
ACCUMULATED MEAN
E SEC. X 2 ESTIMATE
C .5 C.C118 0 .0 1 1 8
l .O 0 .0 3 6 9 0 .0 3 3 1
1 .5 0 .C 6 7 3 0 .0 6 3 6
2 . 0 C .0 9 8 0 0 .0 9 1 0
2 . 5 0 .1 2 6 1 • 0 .1 1 9 1
3 . 0 0 .1 5 0 3 0 .1 4 3 3
3 . 5 C.17CG 0 .1 6 3 7
4 . 0 0 .1 8 5 7 0 .1 7 9 0
4 .5 0 .1 9 7 7 0 ,  1909
5 . 0 0 .2 0 6 7 0 .1 9 8 4
5 .5 0 .2 1 3 2 0 .2 0 3 4
6 . 0 0 .2 1 7 8 C .2072
6 . 5 0 .2 2 1 0 0 .2 0 8 8
7 . 0 0 .2 2 3 1 0 .2 1 0 3
7 .5 0 .2 2 4 4 0 .2 1 1 3
8 . 0 0 .2 2 5 2 C .2 1 1 0
8 . 5 0 .2 2 5 7 0 .2 1 1 2
9 . 0 0 .2 2 6 1 0 .2 1 0 6
9 .5 0 .2 2 6 4 C.21C9
1 0 .0 0 .2 2 6 7 0 .2 1 0 7
SQUARE ERROR = 0 .  U C 6 E -0 3
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IV .3 Modeling E rro r  Compensation Techniques
1. S ta te  Augmentation (Schmidt F i l t e r  [S4]).
Most o f  th e  e r r o r s  in  f i l t e r i n g  can be t ra c e d  to  th e  un cer­
t a i n t y  in  model param eters . In s tead  o f  t r e a t i n g  th e  param eters as 
s t a t e  v a r ia b le s  and f i l t e r i n g  th e  augmented system, an a l t e r n a t iv e  
i s  to  use  the  Schmidt f i l t e r .  The Schmidt f i l t e r  inc ludes  th e  model 
u n c e r ta in ty  in  th e  c a lc u la t io n  o f  the augmented e r r o r  covariance 
m a tr ix ,  and thus  r a i s e s  th e  e r r o r  covariance-m atrix  and th e re fo re  
r a i s e s  th e  Kalman f i l t e r  ga in  m atrix  and makes the  proper compensa­
t i o n .  The system atic  approach to  compensate model e r ro r  by t h i s  
f i l t e r  a lso  makes i t  s u i t a b le  fo r  on -line  adaptive f i l t e r i n g .
The numerical experience  o f  applying t h i s  technique  to  o f f ­
l i n e  e r r o r  compensation due to  20 per cen t  e r ro r  in  the  r a t e  co n s tan t  
Kj can be summarized as fo llow s:
A. Computation o f  th e  augmented e r ro r  covariance  s t i l l  r e ­
q u ire s  a s ig n i f i c a n t  amount o f  computer s to rage  and computation t im e .
B. P rec ise  knowledge o f  the u n c e r ta in ty  in  the param eters i s  
re q u ired  to  s t a r t  r e l i a b l e  f i l t e r i n g .  Too low an i n i t i a l  param eter 
e r r o r  covariance  g ives too small a compensation such t h a t  th e  accumu­
l a t i o n  o f  u n c e r ta in ty  in  modeling param eters w i l l  s t i l l  g ive poor 
f i l t e r  performance. On th e  o th e r  hand, too  high an i n i t i a l  param eter 
e r r o r  covariance  m atrix  w i l l  d r iv e  the f i l t e r  o u ts id e  the  o b s e r v a b i l ­
i t y  and c o n t r o l l a b i l i t y  reg ion  (the  e r r o r  covariance m atrix  o f  the  
e s t im a te  becoming nega tive)  and th e re fo re  cause f i l t e r  d ivergence .
C. Even with th e  above disadvantages a c t in g  a g a in s t  t h i s  
f i l t e r ,  the  Schmidt f i l t e r  o f f e r s  a s t a b l e ,  c o n s is te n t  and smooth
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f i l t e r  e s t im a te  while almost a l l  o f  th e  r e s t  o f  e r r o r  compensation 
techn iques  s u f f e r  from o s c i l l a t i o n s .
2. W olf 's  E rro r  Compensation Technique 1.
Wolf [W6] in troduced a system atic  approach to  determine a 
f i c t i t i o u s  no ise  inpu t to  the  system such th a t  i t  w i l l  compensate 
f o r  th e  model e r r o r s .
He uses th e  r e l a t io n :
Q(k) = a^At^ .
Where
Q(k) = system f i c t i t i o u s  e r r o r  no ise  covariance  inpu t a t  
time k.
a  = a param eter determined by s im u la t io n  experience .
At = sample period  f o r  the  sample d a ta  system.
The experience o f  applying t h i s  technique to  th e  r e a c to r  model 
can be summarized as:
A. The parameter a i s  unknouTi, i t  changes fo r  d i f f e r e n t  system 
models. I t  re q u ire s  p r io r  knowledge o f th e  f i l t e r  experience  to  d e te r ­
mine a p roper value o f  a to  give a good f i l t e r  perform ance. Otherwise, 
too high a f i c t i t i o u s  no ise  w i l l  cause f i l t e r  d ivergence  while too low 
a  noise  w i l l  no t be enough to  compensate the  model e r r o r s .
B. Since we a re  in troducing  a constan t amount o f  noise  in to  
th e  system, th e  f i l t e r  estim ate  s u f fe r s  s e r io u s  o s c i l l a t i o n s ,  and th i s  
may not be accep tab le  in  a very s e n s i t iv e  system. The o s c i l l a t i o n s  in 
r e a c to r  tem perature  a re  observed as in  Fig . 4 .13 and F ig . 4 .14.
72
3. Wolf's E rro r  Compensation Technique I I .
This technique was a lso  repo rted  by Wolf [W6]. In s tead  o f  
using a  constan t amount o f  f i c t i t i o u s  n o is e ,  he inpu ts  th e  no ise  ac­
cording to :
Q(k) = Ax(k)A'x(k) .
Here Ax(k) i s  computed by p ick ing  a l i k e l y  parameter e r r o r  and using 
th e  system dynamics equations to  a c tu a l ly  compute th e  d i f f e r e n c e  
Ax^(k). This method avoids o s c i l l a t i o n s  in  the  e s t im a te  as we ex­
pec ted , s in ce  i t  uses an accu ra te  f i c t i t i o u s  noise  in p u t .
We use t h i s  approach to t r e a t  the in te g r a t io n  e r r o r  using  a 
simple in te g ra t io n  ro u t in e  (E u le r 's  in te g ra t io n )  and s im ula te  a r i g o r ­
ous in te g ra t io n  ro u t in e  (Runge-Kutta M erson). Numerical experience 
on our r e a c to r  model can be summarized ?s fo llows:
A. This method g ives  a smooth e s t im a te ,  but th e  performance 
o f  the f i l t e r  again  depends on the p r io r  knowledge o f  th e  amount o f  
e r ro rs  in  the  param eters. T herefore , t h i s  method can only  be app lied  
t o  the s i tu a t io n  where A3c(k) can be evaluated  c o n f id e n t ly .
B. The f i l t e r  s t a b i l i t y  is  very  s e n s i t iv e  t o  t h i s  type  o f  
noise  inpu t s ince  Q(k) i s  u su a l ly  very sm all.  The f i l t e r  c o n tro l -  
a b i l i t y  reg ion  i s  a lso  small and t h i s  method th e r e f o r e ,  s u f fe r s  d iv e r ­
gence.
4 . P in e 's  Computational Round-off E rro r Model.





This model was reported  by Schlee  [P 2 ] . He app lied  t h i s  
technique su ccess fu lly  to  c o r re c t  th e  round o f f  e r r o r  due to  too 
sh o r t  a word length  where p = 8 f o r  s in g le  p re c is io n  word leng th . 
However, p = 6.5 gives b e t t e r  performance.
Round o f f  e r r o r s  in  m atr ix  o p e ra t io n s  and in v e rs io n  have been 
reduced in  t h i s  work by using th e  Shur r e l a t i o n  [Gl] fo r  m atrix  in ­
v e rs io n  to g e th e r  with m atrix  i t e r a t i o n .  P in e 's  method does no t show 
any s ig n i f ic a n t  improvement.
5. Overweighting the most r e c e n t  ob se rv a tio n .
Fagin [FI] in troduced th e  techn ique o f  ex p o n en tia l ly  age- 
weighting th e  old observation . He rep laced  the  measurement noise co- 
variance
R ( l ) ,  R (2 ) , . . .R (k )
by
e^Vh^/'^RCl), e^ V ‘̂ 2^/'^R(2),., e^^k"V/’̂ R(k) , 
and t h i s  leads  to  the  new g a in  m a tr ix  c a lc u la t io n
K(k+1) = P(k+l,k)H'Ck+1)[HCk+l)PCk+l,k)H'(k+l) + 
e” ^^k+l"V^'^R(k+l)^ 
and the  recu rs iv e  r e l a t io n  fo r  e r r o r  covariance m atrix  i s
P(k+l,k+l) = g(t^+i-t% )/T  [I-K(k+l)HCk+l]]P(k+l,k) .
Note th a t  the  sm aller t i s ,  th e  f a s t e r  the  old ob se rv a tio n s  are  
fo rg o t ten .
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This technique has been ap p lied  s u c c e s s fu l ly  to  the  l in e a r  
f i l t e r  example where only a s c a la r  ob se rv a tio n  i s  used. The s t a t e  
e s t im ate  can be a d ju s ted  as c lo se  as p o s s ib le  to  the  measurement by 
using  a proper t . However, v e c to r  ob se rv a tio n s  have to  be processed 
on one by one in  t h e i r  components. Schmidt t r e a t s  the  e s tim ate  as a 
l i n e a r  combination o f  the  e s tim ate  based on the  cu rren t and p a s t  ob­
s e rv a t io n .  The e s t im ate  based on the  c u r re n t  observation  along sounds 
a lso  promising f o r  system atic  overweighting o f the  cu rren t  observa­
t i o n s ,  but a l l  o f  th e se  involve th e  proper weighting c o e f f ic ie n t  fo r 
th e  s c a la r  o b se rva tion  and weighting c o e f f i c i e n t  vector fo r  vec to r  
o b s e rv a t io n s .
6. E rro r Compensation Techniques In troduced by This Work.
A. By using  the  formula found in  t h i s  work r e la t in g  the  
f i c t i t i o u s  no ise  to  the  estim ate  e r r o r  covariance m atrix :
Q(k) = At2p(k) .,
Where
Q(k) = f i c t i t i o u s  noise  e r r o r  covariance  matrix (input 
At = sample period  fo r  th e  system 
P(k) = e s tim ate  e r r o r  covariance  m a tr ix .
Very s a t i s f a c to r y  f i l t e r i n g  performances were observed in 
compensating va rious  modeling e r r o r s :
a .  Modeling e r r o r  due to  in te g r a t io n  round o f f  e r r o r s .
b. Modeling e r ro r s  due to  model param eter u n c e r ta in ty  
(as much as 20 per cen t d e v ia t io n  in  r a t e  c o n s ta n t ) .
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c .  Approximating a h igher dimensional system by a 
lower d im ensional model.
All o f  the  f i l t e r i n g  r e s u l t s  show b e t t e r  performance than  the 
o th e r  techniques in troduced  in  t h i s  s e c t io n .  Yet i t  does no t re q u ire  
any a d d i t io n a l  computer s to rag e  and /o r computation tim e. Another ad­
vantage of t h i s  method i s  th a t  i t  does not re q u ire  any p r io r  knowledge 
of th e  amount o f  u n c e r ta in ty  o f  th e  model e r r o r s  or constan ts  which 
a re  based on f i l t e r i n g  experience . Numerical experience with t h i s  
technique on our r e a c to r  model show t h i s  method always operates  th e  
f i l t e r  w ith in  th e  c o n t r o l l a b i l i t y  and o b s e r v a b i l i ty  region and g ive  
c o n s i s te n t ly  improved smooth e s t im a te s .  The r e s u l t s  are shown in  Fig. 
8.1 t o  F ig . 8 .5 .
B. Fixing th e  E r ro r  Covariance M atrix (P matrix) a t  A Proper 
Constant Value.
As i s  observed in  t h i s  work, th e  c a lc u la te d  e rro r  covariance  
m atr ix  based on th e  in c o r r e c t  model always g ives too low an e s t im a te  
e r r o r  covariance m atrix  which in  tu rn  w i l l  make the Kalman f i l t e r  ga in  
m atrix  too low. This a c t io n  w i l l  then  lead  to  in s u f f i c i e n t  c o r re c t io n  
of th e  f i l t e r  e s t im a te .  In o th e r  words, th e  f i l t e r  i s  too o p t im is t ic  
and th in k s  th e  modeling e r r o r  i s  very  sm all ,  and the  f i l t e r  c o r re c t io n  
i s  not enough to compensate the  model e r r o r s .  One way to remedy t h i s  
drawback i s  to  f ix  th e  e s t im a te  e r r o r  covariance  m atrix  a t  a constan t 
h igher value thus r a i s in g  th e  ga in  m a tr ix .  By f ix in g  the e r r o r  co- 
va riance  a t  the  va lue  which occurs a t  s tag e  number 3 i t  shows s a t i s ­
fa c to ry  r e s u l t s  on d i f f e r e n t  types o f  model e r r o r s .
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U t i l i z i n g  th e  above id ea  th e  new e r ro r  covariance c a lc u la t io n
w i l l  be:
P(k+ l,k+ l) = P(3,3) fo r  k > 3
and s u b s t i t u t e  t h i s  f ixed  P v a lue  in to  th e  gain  m atrix  c a lc u la t io n .
C. By S to c a s t ic  Approximation.
Another system atic  scheme fo r  changing th e  e r ro r  covariance  
m a tr ix ,  and th u s  r a i s in g  th e  Kalman f i l t e r  gain  i s  using th e  Harmonic 
sequence s t o c a s t i c  approxim ation.
The harmonic sequence 1, i ,  1 /3 ,  & , . . .  e t c .  is  o f  c e n t r a l  
importance in  s to c a s t i c  approximation schemes where opera ting  condi­
t io n s  a re  c o n t in u a l ly  being a d ju s te d .  I f  the  s tep  s iz e  i s  decreased 
accord ing  t o  th e  harmonic sequence, th e  procedure w il l  e v en tu a lly  
reach  th e  sought a f t e r  va lu e ,  no m a tte r  how f a r  away the  problem i s  
s t a r t e d .  This  i s  because the  harmonic sequence i s  d ivergen t in  the  
sense t h a t  th e  sum o f  a l l  o f  i t s  terms i s  i n f i n i t e ,  i . e .
Î  E  = "  .
n=l
The harmonic sequence i s  the  f a s t e s t  sh rink ing  s e r ie s  o f  th e  type n ^ 
th a t  i s  d iv e rg e n t ,  t h a t  i s ,  th e  harmonic sequence o f f e r s  un lim ited  
c o r r e c t io n  e f f o r t  i f  necessa ry .
Another d e s i r a b le  f e a tu r e  o f  harmonic sequence is  t h a t  the  
sum o f  i t s  squares i s  convergent:
. 1 . ^ -  ■
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0 . 3 2 8
l e g e n d
d y n a m i c s  X I*****
ES T I MATE
3 #
TIME SEC.
I 0 . 0
F I G .  4 . 4
SECOND ORDER
HUANGS ADAPTIVE ITT 
NONLINEAR FILTER IS USED
MODEL RATE C ONS TANT ERROR = 2 0 . 0 0  PE RCE NT
TI M= S F C . X 1 E S T I MATE
0 , 5 0 0 . 0 9 9 9 0 . 1 0 2 5
1 . 0 0 0 . 1 9 1 0 0 . 1 5 6 1
1 .  5 0 0 .  2 4 2 7 0 . 2 3 4 7
2 . 0 0 0 . 2 8 4 5 0 . 2 5 4 7
2 . 5 0 0 . 3 0 9 7 0 . 2 8 7 6
3 .  0 0 0 . 3 2 2 2 0 . 3 0 9 9
3 . 5 0 0 . 3 2 5 5 0 . 3 2 8 0
4  ,  0 0 0 . 3 2 2 9 0 . 3  2 6 6
4 . 5 0 0 . 3 1 6 5 0 . 3 2 4 3
5 . 0 0 0 .  3 0  a  3 0 . 3 0  7 3
5 .  5 0 0 . 2 9 9 5 0 . 2 9 1 0
5 . 0 0 0 .  2 9 0 7 0 . 2  3 3 7
6 . 5 0 0 . 2 9 2 7 0 . 2 7 1 6
7 . 0 0 0 . 2 7 5 5 0 . 2 6 8 0
7 . 5 0 0 . 2 6 9 5 0 . 2 6 8 2
9 .  0 0 0 . 2 6 4 5 0 . 2 5 8 7
0 . 5 0 0 . 2 6 0 7 0 . 2 6 0 6
9 »  0 0 0 . 2 5 7 9 0  . 2 5 2 5
9 .  5 0 0 . 2 5 5 9 0 . 2 6  14
1 0 . 0 0 0 . 2 5 4 7 0 . 2 5 3 2
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0.23
DYNAMI CS X 2 * * * * *
E S T I M A T E
.0.01
5.Ô0 . 0
t i m e  s e c .
20 % r a t e  c o n s t a n t  e r r o r
E I G .  I t , 5  h i j a n  
SECOND 0'-?OER NONL
GS A D A P T I V E  I I  I 
I N E A R  F I L T E R  I S  USED
TI ME S E C . X 2 E S T [MATE
0 . 5 0 0 . 0 1 1 8 0 . 0 1 1 7
1 . 0 0 0 . 0 3 6 9 0 . 0 3 3 0
1 . 5 0 0 . 0 6 7 3 0 . 0 6 3 1
2 . 0 0 0 . 0 9 3 0 0 . 0 9 1 1
. 2 . 5 0 0 . 1 2 6 1 0 . 1 1 8 6
3  . 0 0 0 . 1 5 0 3 0 . 1 4 4  1
3 . 5 0 0 . 1 7 0 0 . 0 . 1 6 7  6
4 . 0 0 0 . 1 3 5 7 0 . 1 3 5 5
4 . 5 0 0 . 1 9 7 7 0 . 2 0 0 1
5 .  0 0 0 . 2 0 6 7 0 . 2 0 8 6
5 . 5 0 0 . 2  1.32 0 . 2 1 3 5
5 . 0 0 0 . 2 1 7 3 0 . 2  1 7 8
6 . 5 0 0 . 2 2 1 0 0 . 2 1 9 5
7 . 0 0 0 . 2 ? 3 1 0 . 2 2 1 7
7 . 5 0 0  . 2 2 4 4 0 . 2 2 4 3
8 . 0 0 0 . 2 2 5 2 0 . 2 2 4 3
. 8 . 5 0 0 . 2 2 5 7 0 . 2 2 6 1
9 . 0 0 0 . 2 2 6 1 0 . 2 2 5 5
9 . 5 0 0 . 2 2 6 4 0 . 2 2 3 3
1 0 . 0 0 0 . 2 2 6 7 0 . 2 2 9 0
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0 .0 6 8 3
LEGEND :
ESTIMATE ............
DYNAMICS X 4 * * * # * ,
0 . 0
CO
0 .0 6 8 4
0 , 0 1 0 .05 . 0
SECTIME
FI G.  4 . 6 HLANGb ADAPTIVE I I I
SECCND CRDER NONLINEAR FILTER
MODEL RATE CONSTANT ERROR = 2 0 . CO PERCENT
E SEC. X 4 ESTIMATE
0 . 5 0 . 0 6 8 3 0 . 0 2 1 7
1 . 0 C . C3 77 C. C174
1 . 5 C.CIC7 0 . 0 0 8 3
2 . 0 - 0 . 0 1 2 0 - 0 . 0 1 3 5
2 . 5 - C . 0 2 C 1 - 0 . 0 2 5 5
3 . 0 - C . C 4 4 0 - 0 . 0 3 5 8
3 . 5 - 0 . C 5 4 3 - 0 . 0 4 4 3
4 . 0 - G . C 6 1 6 - C . C 5 3 3
4 . 5 —0 . 0 6 6 6 - 0 . 0 5 7 4
5 . 0 - C . C 6 9 8 - 0 . 0 6 1 2
5 . 5 - C . C 7 1 6 - 0 . C 6 3 5
6 . 0 - 0 . 0 7 2 5 - 0 . C 6 C 9
6 . 5 - C . C 7 2 7 - 0 . 0 6 1 0
7 . 0 - 0 . 0 7 2 4 - 0 . C 5 8 6
7 . 5 - 0 . 0 7 1 8 - 0 . 0 5 7 5
8 . 0 - 0 . 0 7 1 1 - 0 . 0 5 6 0
8 . 5 - 0 . 0 7 0 3 - 0 . 0 5 7 7
9 . 0 - 0 . 0 6 9 6 - 0 . 0 5 6 4
9 . 5 - 0 . 0 6 8 9 - 0 . 0 5 6 7
1 0 . 0 - 0 . 0 6 8 4 - 0 . 0 5 7 7
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This im plies t h a t  the  in d iv id u a l  random e r ro rs  w i l l  tend  to  cancel 
each o th e r  out i n  th e  long run . Thus th e  harmonic sequence o f f e r s  
a general guide t o  w eighting  the  new and old da ta  su b je c t  t o  random 
e r r o r s .  See Wilde [W4], Gardner [G2] fo r  a d e ta i le d  d is c u s s io n  on 
harmonic sequences.
By applying p r o p e r t i e s  of harmonic sequence to  s y s te m a t ic a l ly  
r a i s in g  th e  e s t im a te  e r r o r  covariance m atrix  in  t h i s  work:
Pk+i " ’k " T  (fk -fk .i)  • 'v - i
Where k i s  th e  sample p e r io d  number, a^ is  a  weighting c o e f f i c i e n t ,
Pĵ  i s  th e  e r ro r  covariance  matrix a t  sample period  number k. S a t i s ­
fa c to ry  r e s u l t s  were ob ta ined  in applying t h i s  technique to  compen­
sa te  various  model e r r o r s  in  our r e a c to r  system.
IV.4 O n-line Adaptive F i l t e r in g  
All o f  th e  f i l t e r i n g  a lgorithm s, assume a complete a p r i o r i  
knowledge of the  p rocess  and measurement noise  s t a t i s t i c s  to  s t a r t  th e  
f i l t e r .  However, in  p r a c t i c e ,  th e se  s t a t i s t i c s  a re  u s u a l ly  in e x a c t ly  
known. The inexac t knowledge of th e  p r io r  s t a t i s t i c s  in  th e  design  
o f  f i l t e r  can lead  to  la rg e  es t im atio n  e r ro r  o r  even f i l t e r  d ivergence . 
This problem becomes more ser ious  in  n o n - l in ea r  f i l t e r i n g  s in ce  the  
n o n lin ea r  model i s  more s e n s i t iv e  to  e rro rs  in  the p r i o r  s t a t i s t i c s .
The c o n t r o l a b i l i t y  and o b s e r v a b i l i ty  region i s  much sm a l le r  than  th a t  
o f  in  th e  l i n e a r  case , th e re fo re  the  f i l t e r  i s  able to  o p e ra te  only  
in  a very  small reg io n .  Inexact knowledge of the  p r io r  s t a t i s t i c s  
can e a s i ly  d r iv e  the  f i l t e r  o u ts id e  of the reg ion  and cause f i l t e r
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divergence . A good example o f  t h i s  type of f i l t e r  d ivergence can be 
found in  our r e a c to r  model. With a process no ise  covariance  m atr ix  
Q(k) = 0 .0001, t h i s  g ives  very  good f i l t e r i n g  r e s u l t .  However, i f  
Q(k) i s  r a i s e d  to  0 .01 , t h i s  w il l  cause f i l t e r  d ivergence . This  be­
h a v io r  i s  due to  th e  s e n s i t iv e  n o n l in e a r  r e a c to r  model. Another type 
o f  f i l t e r  d ivergence  i s  u su a l ly  caused by u n c e r ta in ty  in  model p h y s i­
ca l param eters  as de sc r ib ed  in  th e  previous sec t io n .
The purpose o f  an adap tive  f i l t e r  i s  to  provide o n - l in e  r e l i ­
ab le  e s t im a te s  o f  th e  s t a t e s  and param eters . T here fo re , th e  f i l t e r  
must be ab le  to  a d ju s t  i t s e l f  to  th e  u n ce r ta in  environment based on 
th e  measurement o b se rv a tio n s  and making proper c o r re c t io n  to  th e  e r ro rs  
due to  a l l  o f  th e se  u n c e r t a in t i e s .  Most o f  the  work in  adap tive  
f i l t e r i n g  have been r e s t r i c t e d  as to  the  p r io r  s t a t i s t i c s ,  and t r y  to  
use  v a r io u s  le a rn in g  a lgorithm s to  id e n t i fy  th e  tru e  p rocess  no ise  
and measurement n o is e  covariance m a tr ix .  Sage-Mehra [S2] [M3] wrote 
sev e ra l  reviews o f  adap tive  f i l t e i r n g  and in troduced t h e i r  own adap­
t i v e  f i l t e r s .  A ll o f  t h e i r  techn iques  are r e s t r i c t e d  t o  th e  i d e n t i f i ­
c a t io n  o f  th e  Q and R m a tr ic e s .  These techniques a l l  s u f f e r  th e  d i s ­
advantages o f  many computations and req u ire  much a d d i t io n a l  s to ra g e .
Sage [S3] used a f ix ed  in te r v a l  smoothing algorithm  as an adap tive  
tech n iq u e , which re q u i re s  an a d d i t io n a l  m atrix  inverse  and many matrix 
o p e ra t io n s .  Mehra [M3] used a c o r r e la t io n  method from th e  tim e s e r ie s  
c o r r e la t io n  (Box) [84] by applying th e  'innovation  p r o p e r t i e s  o f  the  
ob serv a tio n  r e s i d u e ' .  His method a lso  re q u ire s  a d d i t io n a l  s to ra g e  and 
a m atr ix  in v e rse  and can only be applied  to  l in e a r  time in v a r ia n t  systems,
82
In t h i s  s e c t io n  we only introduce th o s e  adaptive techniques 
s u i te d  f o r  r e a l  tim e a p p l ic a t io n s ,  i . e .  l im i te d  computer memory and 
speed. We a re  no t on ly  aimed a t  solving the  problem o f  e r ro r s  in  
th e  p r i o r  s t a t i s t i c s  but a lso  study the case  w ith  u n ce r ta in  pa ra ­
m eters .
Schm idt's  S ta t e  Augmentation
The b ehav io r  o f  a dynamical system depends on c e r ta in  p a ra ­
meters which may be constan t or vary with t im e . Very o f te n ,  some of 
th e se  param ete rs  a re  unknown or im precisely known. Such parameters 
may be considered  as random v a r ia b le s  with known a p r io r i  s t a t i s t i c s .
Given a  l i n e a r  system
Where
and
x(k+ l)  = $ (k+ l,k )x (k ) + T[k+1,k)u + r(k)w(k+l) 
y(k) = M(k)x(k) + N(k)£ + v(k) .
u = dynamical parameter v e c to rs
2  = measurement parameter v e c to rs  
M(k) = mxn measurement matrix 
N(k) = measurement parameter g a in  m atrix  
T(k+ l,k )=  dynamics parameter gain  m atr ix  
y(k) = mxl observation  vector
The fo llow ing assumptions are necessary:
E(u) = 0;  E(£) = 0; E(uu' ) = Do; E (p£ ')  = Wo .
IV-2
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F u r th e r ,
p ,  u ,  X, w (k), v(k) are u n co rre la ted .  









The augmented system can be. w r i t t e n  as :
$(k+l ,k) Y(k+l,k) 0 r(k )
x(k+l) = 0 1 0 x(k) + 0
0 0 1 0
w(k+l)
IV-4
w ith  observations  ;
y(k) = [M(k) 0 N(k)]x(k) + v(k) IV-5
The l in e a r  f i l t e r  i s  d i r e c t l y  app licab le  to  th i s  augmented system 
with th e  es tim ate  :
x (k ,k )  =
x ( k , k )
u ( k , k )
P ( k , k )
Therefore , we can e s t im a te  th e  o r ig in a l  s t a t e s  to g e th e r  with the  un­
c e r t a in  param eters in  a re c u rs iv e  manner. However, i t  o f ten  c re a te s  
computer s to rage  and com putational load problems. This i s  e sp e c ia l ly  
se r io u s  fo r  a la rg e  system and i t  i s  not j u s t i f i e d  o r  f e a s ib le  to  
t r e a t  the  problem in  t h i s  way. In the  meantime, we a re  aware of the 
f a c t  th a t  the  ignorance o f  the  u n c e r ta in ty  o f  these  param eters o f ten  
causes f i l t e r  d ive rgence . This i s  e sp e c ia l ly  t ru e  in  the  r e a c to r
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system which i s  very  s e n s i t iv e  to  parameter v a r ia t io n s  (chemical 
Id n e t ic s ) . D if f e re n t  param eters can lead to  d i f f e r e n t  s teady  s t a t e s  
o r  even to  runaway r e a c t io n s .
An a l te rn a t iv e ,  suggested by Schmidt, i s  to  tak e  in to  account 
the  e f f e c t  o f  th e  u n c e r ta in  parameters in  degrading th e  s t a t e  e s t i ­
mate w ithout r e a l ly  e s t im atin g  th e  param eters . This can be done by 
modifying th e  e r r o r  covariance and f i l t e r  ga in  m atrix  in  the  fo llow ing 
manner and w il l  save computer s to rag e  in  th e  f i l t e r  e s t im ate  o f  th e  
p aram ete rs .
The e r r o r  covariance  matrix fo r  th e  augmented system i s
P =
C  0 
p
w
Where P: e r r o r  covariance  o f  
o r ig in a l  s t a t e
Cu = E [ (x -x )u ']
C p  = E [ ( x - £ ) p ' ]
For the  p re d ic t io n  s tag e  we only estim ate  th e  o r ig in a l  s t a t e :
x (k + l,k )  = $ (k + l,k )x (k ,k )  , I V - 6
and u, p a re  in v a r ia n t  in  p r e d ic t io n .  The modified e r r o r  covariance  
matrix fo r  the  augmented system i s :
$(k+ l,k ) V(k+l,k) 0 P(k,k) C^(k,k) Cp(k,k)
p = 0 I 0 C^(k,k) "o 0
0 0 I C^(k,k) 0 *0
* ( k + l , k ) 0 0 r (k)Q(k+l )  T'Ck) 0 0
n k + l , k ) I 0 0 0 0 IV-7
0 0 I 0 0 0
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We can then  a r r iv e  a t  th e  fo llow ing re c u rs iv e  a lgorithm  by c a r ry in g  
th e  m atrix  product component w ise:
P(k+l,k) = * (k + l ,k ) P (k ,k ) $ '(k + l ,k )  + $(k+ l,k )C u(k ,k)
Y '(k + l ,k )  + T (k + l,k )C J^ k ,k )$ '(k + l,k )  + Y(k+l,k) 
U J ’ (k+ l,k ) + rCk)Q(k+l)r»(k) IV-8
Cu(k+l,k) = $ (k+ l,k )C u(k ,k ) + T(k+l,k)UQ IV-9
Cp(k+l,k) = <P(k+l,k)Cp(k,k) . IV-10
Let M(k) be th e  augmented measurement m atrix :
M(k) = [M(k) 0 N(k)] , IV-11
and
Y(k+l,k) = M(k+l)P(k+l,k)M'(k+1) + R(k+1)
= M (k+l)P(k+l,k)M '(k+l) + M (k+l)Cp(k+l,k)N '(k+l)
+ N(k+l)CpCk+l,k)M'(k+1) '+ N(k+l)WoN'(k+l) + R(k+1)
IV-12
Process th e  o b se rv a tio n  and c o r re c t io n s :
x(k+ l,k+ l)  = x ( k + l ,k )  + K (k+l)[2i(k+l)-M (k+l)x(k+l,k)] • IV-13
IVhere K(k+1) i s  th e  m odified Kalman f i l t e r  gain
-14K(k+1) = [P(K+l,k)M '(k+l) + C p (k + l,k )N '(k + l) ]Y -i(k + l,k )  . IV-
The new e r ro r  covariance  m atrix  fo r  the  augmented system i s  :
P(k+l,k+l) = P (k+ l,k )  - K(k+l)[M (k+l)P(k+i,k)+N(k+l)C^(k+l,k)]
IV-15
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C u(k+l,k+ l) = C(k+l,k) - K(k+l)M(k+l)Cu(k+l,k) IV-16
C p(k+l,k+ l) = C p (k + l,k )  - K(k+l)[MCk+l)Cp(k+l,k)+N(k+l)W^]
IV-17
With t h e  i n i t i a l  co n d it io n s :
Cu(OjO) = C p (0 ,0 )  = 0
I t  i s  obvious t h a t  th e  computational load and s to rag e  i s  considerably  
le s s  th a n  t h a t  re q u ire d  th e  augmented s t a t e  f i l t e r .
In  applying th e  Schmidt f i l t e r  to  our r e a c to r  system assuming 
we a re  having a 20 p e r  cent e r r o r  in  th e  reduced r a t e  constan t K% we 
have: th e  l i n e a r i z e d  system as g iven by
x(k+l) = $(k+l,k)xCk) + W(k+l,k)u + r(k+l)w(k+l) .
$ (k + l,k )  i s  th e  t r a n s i t i o n  m atr ix  which i s  de f ined  as the Jacobian 
in  Chapter I I .
¥ (k + l,k )  i s  th e  Jacobian o f  th e  param eter m atrix





a f j / a K j  = -  c ^ K j B ^ E - K j C ^ + c ^ B ^ E X j / C I + X ! )  
af^/aK j = - CgBZEx^/Cl+X!) + CgB^EK^
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and th e  param eter covariance  m atrix  i s  = 0.04.
Use the  same p r i o r  s t a t i s t i c s  as i n  Chapter I I ,  we a re  able 
t o  c a r ry  out th e  seq u e n tia l  f i l t e r i n g  on both the  extended Kalman 
f i l t e r  and the  second o rd e r  f i l t e r .  The r e s u l t s  on Fig. 4.9 show 
very  good tem perature  e s t im a te  with a s l i g h t  o s c i l l a t i o n .
Fixed in te rv a l  smoothing and f ix ed  p o in t  smoothing.
The smoothing problem d e a ls  w ith  th e  system 's s t a t e s  which 
a re  o f  the  form
xC k |j)  = 4 [ z ( i ) ,  i  = l , . . . , j ]
where j > k; th a t  i s ,  th e  tim e a t  which i t  i s  desired  to  e s tim ate  the  
s t a t e  l i e s  to  th e  l e f t  o f  the  time o f  th e  l a s t  measurement, t h i s  i s  
eq u iva len t to i n t e r p o la t io n  o f  th e  e s t im a te  based on the  p re sen t  and 
p a s t  f i l t e r e d  e s t im a te .  We know th a t  th e  optimal smoothed e s t im ate  
i s  unique s in ce  i t  i s  r e l a t e d  to  the f i l t e r  e s tim ate . Our purpose in  
t h i s  sec t io n  i s  to  develop a re c u rs iv e  smoothing algorithm which p e r ­
m its  us to  apply i t  to  re a l  time environment.
Smoothing can be used to  improve th e  f i l t e r i n g  es tim ate  at. 
t h e  cost o f  a d d i t io n a l  computer s to rag e  and compution time; i t  i s  
s t i l l  u se fu l  in  the  p o s t  experiment a n a ly s is .  With s l ig h t  m anipula­
t i o n  shoim by Meditch [M2] , t h i s  techn ique  can be used fo r  o n - l in e  
adap tive  f i l t e r i n g .  J a z w in s k i 's  [J2] l im ited  memory f i l t e r  i s  c lo se ly  
r e la te d  to  the  idea o f  smoothing. Sage [S2] used f ixed  in te rv a l  
smoothing a lgorithm  as an adap tive  f i l t e r i n g  technique.
I t  has been shown by Meditch [M2] th a t  the following th re e  
d i f f e r e n t  types o f  smoothing algorithm s a re  equ iva len t.
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1. Fixed in te r v a l  smoothing.
Consider th e  op e ra tio n  o f  a chemical r e a c to r  system; s ince  i t  
i s  im possible  to  design  a p e r fe c t  model, we cannot expect th e  reac to r  
dynamics to  follow ex ac tly  the  d e s ired  p r o f i l e  during  the  opera ting  
p e r io d .  Sometimes, th e  d iscrepancy  between the design  and opera tion  
i s  i n to l e r a b l e ,  which may cause a runaway re a c t io n  or may lead  to  an 
u n d es irab le  p roduc t.  T herefo re , i t  i s  d e s i r a b le  to  make th e  c o rrec t io n  
l a t e r  during th e  r e a c to r  o p e ra t io n .  Let us suppose th a t  during  the 
r e a c to r  op e ra t io n ,  we o b ta in  measurement d a ta  a t  N time p o in ts  
K = 1 , 2 , . ..N using an optimal f i l te r in g  techn ique  discussed in  Chapter 
I I .  We then have th e  optimal f i l te r in g  es tim ate  x (k ,k ) ,  k = 1 , 2 , . ..N.
The idea  o f  f ixed  in te r v a l  smoothing i s  to  r e f in e  t h i s  se t  o f  f i l t e r e d  
es tim ate  u t i l i z i n g  a d d i t io n a l  a v a i la b le  measurement da ta .  For example, 
with N = 200, K = 51, th e  q ues tion  i s  whether th e  optimal smoothered 
e s tim ate  o f  x(51) based on 200 measurements a b e t t e r  estim ate  a t  th a t  
t im e, than the f i l t e r e d  estim ate  x (5 1 ,5 1 ) .  I n tu i t i v e l y ,  i t  should be 
the  case . Therefore , w ith  the experiment completed in the in te rv a l  
(0 ,N), fo r  each time k w ithin  the  i n t e r v a l ,  we wish to  ob ta in  the  
optimal es tim ate  based on a l l  th e  d a ta  in  the  i n t e r v a l .  Fixed in te rv a l  
smoothing cannot be c a r r ie d  out o n l in e  during  th e  experiment, but i t  i s  
used f o r  post experiment refinem ent o f  th e  e s t im a te .
2. Fixed p o in t  smoothing.
Returning to  our chemical r e a c to r  system where we a re  i n t e r ­
es ted  in  th e  opera ting  cycle  to  keep the dynamics a t  a d e s ired  s ta t e  
a t  a p a r t i c u l a r  tim e. Let us assume t h a t  the  r e a c to r  has been opera ting
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for some tim e. We wish to  use a d d i t io n a l  d a ta  to  o b ta in  and improve 
th e  e s t im a te  x(N) where N i s  th e  time o f  p a r t i c u l a r  i n t e r e s t .  Up to  
th e  time N we have the f i l t e r e d  e s tim ate  x(N,N) and what we l ik e  to  
do now i s  to  determine x(N,N+l), x(N,N+2), e t c .  Here, we a re  concerned 
with an estim ate  a t  a f ixed  p o in t  in  time which i s  based not only  on 
measurements up to  th a t  t im e , but the  a d d i t io n a l  measurement taken  be­
yond i t .
The algorithm developed by Meditch i s  s u i ta b le  fo r  on line  ap­
p l i c a t i o n s .  This algorithm  can be e a s i ly  app lied  to  our r e a c to r  system 
in  o rder to  determine a b e t t e r  es tim ate  o f  our i n i t i a l  re a c ta n t  concen­
t r a t i o n  and tem peratures . The same algorithm  i s  a lso  used as an adap­
t i v e  technique as shown in Fig. 8 .8 .  We p re sen t  th e  algorithm  as 
fo llow s:
a. The optimal f ixed  p o in t  smoothed e s t im ate :
x ( k , j )  = x ( k , j - l )  + W(j)H'Cj)R’ k j ) [ z ( j ) - H C j ) $ ( j , j - l ) x ( j - l , j - l ) ]
fo r  IV-18
j  = k+1,k+2.. .  
w ith the i n i t i a l  cond ition  x (k ,k )  given.
b. W(j) i s  th e  nxn smoothing f i l t e r  ga in  m atrix  which i s  c a l ­
cu la ted  by the re c u rs iv e  r e l a t io n :
WCj) = W ( j - l ) $ ' ( j , j - l ) [ I - S ( j ) P C j , j ) ]  , IV-19
fo r
j = k+1,k+2. . .
w ith  the i n i t i a l  cond ition  W(k) = P(k,k) and S ( j)  = H ' ( j ) H ( j )  .
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c .  The e s t im a te  e r ro r  covariance m a tr ix  s a t i s f i e s :
P ( k , j )  = P ( k , j - 1 )  - W ( j ) [ S ( j ) P ( j , j - l )S ( j )+ S C j) ]W ’ ( j )
f o r
j  = k+l,k+2,,
w ith  the i n i t i a l  co n d itio n  P(k,k)
i U  J -1) ► I M(k,j) I—
from optimal f i l t e r
x ( k , j )
de lay
x ( k , j - l )
IV-20
j = k + l ,k + 2 , . . .  




Limited memory f i l t e r .
The f i l t e r  developed in  Chapter I I  u t i l i z e s  a l l  th e  a v a i lab le  
o b se rv a tio n s .  I t  i s  optimal on ly  i f  the  f i l t e r  i s  opera ted  with com­
p le t e  knowledge o f th e  dynamics, measurement fu n c tio n  and th e  s t a t i s ­
t i c s  of th e  dynamic system. I f  the  dynamics a re  im prec ise ly  known, 
then the  f i l t e r  might le a rn  the  wrong model too well and cause f i l t e r  
divergence a s  de sc r ib ed  in  the  p rev ious  s e c t io n .  A reasonab le  approach 
to  avoid f i l t e r  d ivergence i s  to  l im it  the  f i l t e r  memory so th a t  the
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es t im a te  does not become 'to o  g o o d ',  o r  to  keep the  Kalman f i l t e r  gain 
from g e t t in g  too  sm all thus making too small a c o r re c t io n .  By l im i t in g  
th e  f i l t e r  memory, we mean computing an e s tim ate  based on o b se rv a tio n s  
from only th e  r e c e n t  p a s t  and d isca rd in g  th e  estim ate  from th e  d i s t a n t  
p a s t .  Jazw inski [J2] developed th e  th eo ry  o f  l im ited  memory f i l t e r  
and applied  i t  s u c c e s s fu l ly  to  th e  r e c t i l i n e a r  o r b i t  problem.
The l im i te d  memory f i l t e r  e s tim ate  genera tes  the  op tim al e s t i ­
mate based on a 'moving window' o f  the  most re c en t  N o b s e rv a t io n s .
Two Kalman f i l t e r s  and a p r e d ic to r  are  req u ired  in  the  im plem entation 
and N observa tions  have to be s to red  in  memory. Three m a tr ix  in v e r ­
s io n s  a re  re q u ire d .  Jazw inski app lied  th e  idea  o f  d is c a rd in g  th e  old 
d a ta  in  batches o f  N, th e r e f o r e ,  he f i l t e r s  the N o b se rv a tio n s  and 
p r e d ic t s  over th e  same time a r c ,  thus reducing tome o f th e  computer 
s to rag e  and computation tim e.
Even with J a z w in s k i 's  m o d if ic a t io n ,  th e  l im ited  memory f i l t e r  
has not been a t t r a c t i v e  enough to  encourage wide a p p l i c a t io n .  On the  
o th e r  hand, th e  smoothing a lgo rithm s p resen ted  in  the  p rev io u s  se c t io n  
a re  more prom ising.
This work.
All o f  th e  th r e e  types  o f  e r r o r  compensation tech n iq u es  de­
veloped in  t h i s  work can be used as adap tive  f i l t e r i n g ,  s in c e  they  can 
be used in  an o n - l in e  f i l t e r i n g  environment. The f i l t e r  can a d ju s t  by 
i t s e l f  to  compensate fo r  any model e r r o r s ,  or incomplete knowledge o f 
s t a t i s t i c a l  pa ram ete rs .  A c l e a r  advantage o ffered  by th e se  adap tive  
o f fe re d  by these  ad ap tiv e  f i l t e r s  i s  t h a t  i t  does not r e q u i r e  any
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a d d i t io n a l  s to rage  o r  com putational time and ye t a re  r e l i a b l e  enough 
to  be ap p lied  to  adap tive  s i t u a t i o n .
Two ad d itiona l adap tive  f i l t e r i n g  te chn iques  developed by 
t h i s  work as  described  follows a re  even more powerful in  removing 
model and p r i o r  estim ate  u n c e r t a in t i e s  and p la y  an important r o le  in  
model approximation and model decomposition a s  in  th e  f i l t e r i n g  
s tu d ie s  fo r  la rge  systems.
A. I te ra te d  Fixed Poin t Smoothing.
This algorithm has been developed in  t h i s  work and su ccess ­
f u l l y  app lied  to  approximate th e  4 th  o rder r e a c to r  model by a second 
o rd e r .  In t h i s  a lgorithm , f ix ed  p o in t  smoothing i s  applied  whenever 
th e  f i l t e r  estim ate  re s id u e  ( the  d i f f e r e n c e  between th e  f i l t e r  estim ate  
and th e  measurement da ta)  i s  g r e a te r  than one standard  d e v ia t io n ,  thus 
th e  model u n c e r ta in t ie s  o r  in a cc u ra te  i n i t i a l  es tim ate  is  removed by 
smoothing through p rocess ing  a d d i t io n a l  measurement d a ta .  The sequen­
t i a l  n a tu re  of the f ixed  p o in t  smoothing a lgorithm  allows us applying 
i t  e a s i l y  on line  and only re q u ire s  s l i g h t l y  a d d i t io n a l  s to rage  and 
computational tim e.
The r e s u l t s  shown on the  next page in d ic a te s  the  f a s t  r a t e  o f  
d isappearance o f  th e  10 p e r  cen t e r ro r  in  x4 in  the  es t im ate ,  applying 
one smoothing can remove most o f  th e  u n c e r ta in ty  in  x4, while two 
smoothing can put th e  e s tim ate  co inc ide  w ith th e  t ru e  dynamics in  the 
approximation o f  our 4 th  o rde r  r e a c to r  model by a second o rd e r  model 
in  the  presence o f  10 per cent e r r o r  in i n i t i a l  es tim ate  o f  x4.
Refer to  the  appendix fo r  d e ta i le d  f i l t e r i n g  r e s u l t s  f o r  t h i s  
p a r t i c u l a r  example.
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T able  IV-1, Approximate the  4 th  o rder model by a second o rder using 
Huang's I I  ( i t e r a t e d  fixed  p o in t  smoothing) sample o u t­
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Smoothing




I t e r a t i o n
Estim ate
I n i t i a l  C onditions:
XI : 0 .0 0.0 0.0244 -0.0017
X2 : 0.1 0.0 0.0733 0.104
P erio d  No. 1
XI : 0.10026 0.0764 0.1064 0.107
X2 : 0.06832 0.0192 0.0483 0.072
P eriod  No. 2
XI : 0.1842 0.1627 0.1822 0.038
X2 : 0.0373 0.0172 0.0237 0.038
P eriod  No. 3
XI : 0.2475 0.2192 0.229 0.2449
X2 :: 0.0096 -0.00065 -0.0004 0.0064
P eriod  No. 4
XI : 0.2901 0.2674 0.2707 0.2825
X2 ; -0.0135 -0.01675 -0.0184 -0.0164
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B. Overweight th e  most re c en t  measurement by s to c h a s t ic  ap­
proxim ation  .
F ag in 's  e r ro r  compensation technique by exp o n en tia lly  age- 
weighting th e  o ld  d a ta  re q u ire s  a  p r io r  knowledge o f  the  weighting 
f a c to r  which v a r ie s  in  every f i l t e r i n g  in  the  time varying system. 
Improper values of the  weight f a c to r  can e a s i ly  lead to  f i l t e r  d iv e r ­
gence in  n o n - l in ea r  f i l t e r  and o f te n  req u ire s  ex tens ive  s im u la t io n  and 
f i l t e r i n g  experience  befo re  a s u i ta b le  f a c to r  can be found.
Schmidt p re sen ts  the following system atic  overweighting th e  
d a ta  by computing an e s tim ate  as a l in e a r  combination o f th e  e s tim ate
based on the c u r re n t  observa tion  and pas t  da ta  (Kalman es t im ate )  and
th e  estim ate  based on th e  c u rre n t  observation a lo n e .  Let:
ÛX = 2ç_(k+l) - x(k+l ,k)
Ax = ^ (k + l ,k + l)  - x (k+ l,k )
A£ = ^(k+1) - H(k+l)x(k+l,k) = H(k+1)Ax + v(k+l) .
The e s t im a te  based on the  cu rren t observa tion  and p a s t  da ta
i s  the  usual Kalman es t im ate :
Ai = P (k+ l,k )H '(k+ l)[H (k+ l)P (k+ l,k )H '(k+1) + R (k + l)] ‘ ^Az. .
I f  th e  observa tion  i s  s c a la r ,  th en , th e  q u an ti ty  in  th e  b rac ­
ke t  i s  a lso  s c a l a r ,  then  the  l e a s t  square e s tim ate  is
Ax = [H '(k+ l)R -l(k+ l)H (V :l)]#  H '(k+l)R -l(k+l)A z . IV-22
Where
A# i s  the  pseudo inverse  o f  A.
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For s c a la r  o b se rv a tio n ,  H i s  a row m atrix  th e r e f o r e ,
H# = H '/H H' .
So t h a t  IV-22 becomes:
.  _ H'(k+1)
-  ■ H(k+l)H'Ck+l -
o r
Ax = cH'(k+l)RCk+l)[H(k+l)H '(k+13]“^
X[H(k+l)P(k+l,k)H'Ck+l)+R(k+l)]"^A£
IV-23
w ith  th e  a p p ro p r ia te  constan t c, ta k in g  our e s t im a te  to  be a l i n e a r  
com bination o f  the  Kalman es tim ate  and Equation IV-23 we have th e  
e s t im a to r :
x (k + l ,k + l)  = x (k+ l,k ) + [PCk+l,k)H'Ck+D
+cH> (k+l)R(k+l) [H(k+1)H' (k+1)]"^ 
X [H (k+l)P(k+l,k)H '(k+l)+R (k+l)]"^  
X [z(k+l)-H Ck+l)x(k+l,k)] IV-24
o r
H (k+ l)x(k+ l,k+ l)  = H (k+l)x(k+ l,k)
[H(k+l)P(k+l,k)H '(k+l)+cRCk+l)] 
[H(k+l)P(k+l,k)H'Ck+1)+R(k+1)] -  '
Thus w ith  c = 1 we have:
H (k+ l)x(k+ l,k+ l)  = H (k+l)x(k+ l,k) + = z(k+l)
th u s  th e  e s t im ate  i s  the  observa tion  i t s e l f .  With c = 0, Equation 
IV-24 reduces t o  th e  Kalman f i l t e r  e s t im a te .
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The r e c u r s iv e  r e l a t i o n  fo r  the  e r r o r  covariance m atrix  i s :
P (k+ l,k+ l)  = P (k + l,k )  - P (k+ l,k )H '(k+ l)
X [H (k+l)P(k+l,k)H 'Ck+l)+R(k+l)] '^H (k+l)P(k+l,k)
___________c2R2(k+l)[H '(k+l)H(k+l)]_____________
[H(k+l)P(k+l,k]H ' (k+l)+R(k+l)] [H(k+1)H' (k+l)]2
Note th a t  th e  term  involv ing  c^ produces a d e s i r a b le  in c re a se  in  P. 
However, th e  a p p ro p r ia te  value o f  c i s  no t known and must be d e t e r ­
mined by s im u la t io n  experience  and d i f f e r e n t  va lues o f  c i s  req u ired  
f o r  each o b se rv a t io n  ty p e .
In  our a lg o r i th m , we apply stochastic approximation to  genera te  
the  sequence o f  va lue  o f  c ,  thus c i s  equal to  th e  va lues  in  harmonic 
sequence i . e .  cj  ̂ = 1 /k  and the  sequence i s  r e s t a r t e d  whenever the  p r e ­
d ic t io n  re s id u e  i s  g r e a t e r  than th a t  o f  i t s  s tandard  d e v ia t io n .  Thus 
providing overweight on the  most recen t d a ta  only th e  p re d ic t io n  i s  
bad.
S uccessfu l a p p l ic a t io n  o f  t h i s  a lgorithm  to  th e  approximation 
o f  our 4 th  o rd e r  r e a c to r  model by a second o rder model proved to  be a 
powerful a d ap tiv e  f i l t e r i n g  technique as shown in  F ig . 4 .7  and F ig . 4 .8 ,
IV .5 Numerical Examples and D iscussions
The f i l t e r i n g  r e s u l t  in  compensating 20 p e r  cent r a t e  constan t 
e r r o r  can be found in  Fig. 4.1 to  Fig . 4 .15 . F igures  4 .1 ,  4 .2 ,  and 
4 .3  show th e  f i l t e r  d ivergence  which occurs in  XI, X2 and X4 without 
model e r r o r  compensation while Fig. 4.4 shows t h a t  performance given 
by th e  compensation techn iques  in troduced in  t h i s  work i s  b e t t e r  than
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th a t  g iven by th e  Schmidt f i l t e r  shown in  Fig. 4 .9 .  F igure 4 .10  shows 
W olf 's  I I  used in  th e  e s t im a tio n  o f  re a c to r  tem perature. Figure 4 ,6  
shows th e  improved e s t im a te  in  r e a c ta n t  concen tra tion  given by t h i s  
work. S l ig h t  o f f s e t  a f t e r  th e  f i f t h  period  i s  observed in  t h i s  work 
I I I ,  as shown i n  F ig .  4 .6 .  Figure 4.12 shows o f f s e t  by constan t 
no ise  compensation, while F ig . 4 .14 was Wolf's I I .  Even w ith  Schmidt's 
f i l t e r ,  s t a t e  augumentation f a i l s  to  e lim ina te  th e  o f f s e t .  This i s  
p robab ly  due to  th e  nongaussian p roperty  o f  X4 under these  cond itions  
(20 p e r  cen t model e r ro r )  which leads to  the undesired s teady  s t a t e  
s o lu t io n  o f  th e  R ic c a t i  equation  o f  the e r r o r  covariance m a tr ix .  This 
o f f s e t  d isappears  as th e  model e r r o r  i s  reduced to  le ss  than  10 per 
c e n t .
However, u s in g  the v e c to r  overweight both the r e a c to r  tempera­
tu r e  and co n ce n tra t io n  measurement data  by s to c a s t ic  approximation i n ­
troduced  by t h i s  work show e x c e l le n t  f i l t e r i n g  performance and e lim ina te  
the  o f f s e t .
A fte r  an ex ten s iv e  study on model e r ro r  compensation and adap­
t i v e  f i l t e r i n g  techn iques  and with ap p lic a t io n s  to  our r e a c to r  model, we 
are  more con fiden t in  implementing e i th e r  o f f - l i n e  f i l t e r i n g  a n a ly s is  o r  
o n - l in e  f i l t e r i n g  fo r  any general n o n - l in ea r  f i l t e r i n g  problem. A ta b le  
o f  summary of our numerical experiences on th e  r e a c to r  w i l l  provide a 
u s e fu l  guide f o r  f u tu r e  f i l t e r i n g  p ra c t ic e .
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0 .338  :
DYNAMICS XI ***** 
ESTIMATE
APPROXIMATE THE t h  ORDER 
MODEL BY SECOND ORDER 
AND OVERIŒIGHT BOTH XI 
AND X2 I n  THE PRESENCE OF 
20 % RATE CONSTANT ERROR
0 .100
5 . 0  
TIME SEC.
IC.C
F IG .  GVERIŒIGHT BOTH XI AND X2
SECCNC CROER NCMINEAR FILTER AND HUANG’S IV
E SEC. X 1 EST IMATE
C.5 C. ICC2 C . 1070
1 .0 0 .1 8 4 2 C. 16 93
1 .5 0 .2 4 7 5 C .2 4  34
2 .0 C .29C2 C . 2836
2 .5 0 .3 1 5 3 0 .3 1 4 0
3 .0 C .3 2 7 0 0 .2 9 7 0
3 . 5 0 .3 2 9 3 C .33E 1
4 . 0 0 .3 2 5 4 0 .3 2 6 6
4 . 5 0 .3 1 7 9 0 .3 1 8 3
5 .C C.3CF7 0 .2 9 4 6
5 .5 0 .2 9 8 9 0 .2 9 7 9
6 . 0 0 .2 8 9 5 0 .2 7 4 5
6 .5 0 .2 8 0 9 C . 2930
7 . 0 0 .2 7 3 4 0 .2 7 6 1
7 .5 0 .2 6 7 1 0 .2 6 8 5
8 . 0 0 .2 6 2 1 0 .2 6 4 4
8 . 5 0 . 2 5 f 3 0 .2 7 4 3
9 . 0 0 .2 5 5 6 0 .2 6 6 0
9 . 5 0 .2 5 3 8 0 . 2  5 55
1 0 .0 0 .2 5 2 8 0 .2 4 2 4
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DYNAMICS X 2  * * * * *  
ESTIMATE
APPROXIMATE THE 4 TH ORDER 
MODEL BY SECOND ORDER AND 
OVERIVEIGHT BOTH XI AND X2 
IN THE PRESENCE OF 20 % 
ERROR IN RATE CONSTANT
------------1— 1 1. 1
c . c
1 ' ■ 1 ■ • 
5’. 0
1 IKE SEC.
F IG .  4 . 8 OVERWEIGHT BOTH X I AN
SECOND CROER NONLINEAR FILTER A
TIME SEC. X 2 e s t im a t e
C .5 C .0 6 8 3 C .C727
l .C C.C373 C.C376
1 .5 O.CC97 C.CC99
2 . 0 -C .G 1 3 5 - C . C 126
2 . 5 -C .C 3 1 9 -C .C 3 4 C
3.C -C .C 4 5 9 - C .C 4 6 0
3 .5 -C .C 5 6 2 -C .C 5 2 8
4 . C -C .C 6 3 4 - C .C 6 5 5
4 . 5 -C .C 6 8 2 -C .C 6 3 C
5 . 0 -C .C 7 1 2 - 0 .C 7 5 5
5 .5 -C .C 7 2 7 -C .C 6 9 7
6 . 0 - 0 . 0 7 3 3 -C .C 7S C
6 . 5 -C .C 7 3 2 -C .C 6 9 4
7 . 0 -C .C 7 2 7 -C .C 6 E 3
7 .5 -C .C 7 1 9 - 0 .C 6 6 6
8 . 0 -C .C 7 1 C -C .C 6 4 3
8 .5 -C .C 7 C 2 -C .C 7 3 C
S.C -C .C 6 9 3 -C .C 6 5 1
9 .5 — C. C6 86 -C .C 6 7 7
1 0 . 0 -C .C 6 8 C -C .C 7C 6
ACCUMULATED MEAN SQUARE ERRCR = C. 1290E
10.0
100
0 . 3 2 5 5
LEGEND
D YNAMI C S  X ! ♦ ♦ ♦ ♦ ♦
E S T IM A T E
1 0 . 0
0 . 0
TfMÇ CFC
F I G .  4 . 9  S C H M I D T  F I L T E R
S E C O N D  ORDER N O N L I N E A R  F I L T E R  I S  U S ^ D  
model  r a t e  c o n s t a n t  e r r o r  = 2 0 . 0 0  P E R C E N T
TIME SEC. X 1 ESTIMATE
0 .  BO 0 . 0 9 8 8 0 . 1 0 2 6
I . 0 0 0 . 1 8 1 0 0 . 1 6 5 9
1 . 5 0 0 . 2 4 2 7 0 . 2 3 1 9
2 . 0 0 0 . 2 8 4 5 0 . 2 5 4 1
2 . 5 0 0 . 3 0 9 7 0 . 2 9 0 0 ,
3 .  00 0 . 3 2 2 2 0 . 3 1 6 4
3 . 5 0 0 . 3 2 5 5 0 . 3 4 0 2  '
4 . 0 0 0 . 3 2 2 8 0 . 3 3 2 4  ,
4 . 5 0 0 . 3 1 6 5 0 . 3  3 08
5 . 0 0 0 . 3 0 8 3 0 . 3 0 4 4
5 . 5 0 0 . 2 9 9 5 0 . 2 0 5 8
6 . 0 0 0 . 2 9 0 7 0 . 2 8 3 1
6 . 5 0 0 . 2 3 2 7 0 . 2 7  19
7 . 0 0 0 . 2 7 5 5 0 . 2 7 0 9
7 . 5 0 0 . 2 6 9 5 0 . 2 7 4 1
8 . 0 0 0 . 2 6 4 5 0 . 2 5 9 0
8 . 5 0 0 . 2 6 0 7 0 . 2 6 5 3
9 . 0 0 0 . 2 5 7 8 0 . 2 4 9 4
9 . 5 0 0 . 2 5 5 9 0 . 2 7 0 0
1 0 . 0 0 O . 2 5 4 7 0 . 2 5 8 5
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DYNAMICS X4 * * * * *
e s t im a t e  ..........
% r a t e  c o n s t a n t  e r r o r
0.0i-i
CO
0 . 0 7 3
0 . 0
1 1M6
f i g .  4 . ] 8  m o d e l  ERROR COMPENSATION
SECOND CRDER NONLINEAR FILTER 
WOLFS ADAPTIVE I I
IC.O
E SEC. X 4 ESTIMATE
0 . 5 0 . 0 6 8 3 0 . 0 3 9 2
1 . 0 C . C3 77 C.C196
1 . 5 C.C1C7 0 . C 3 1 8
2 . 0 - 0 . 0 1 2 0 - 0 . 0 0 3 6
2 . 5 - C . 0 3 C I - 0 . 0 2 3 0
3 . 0 - C . C 4 4C - 0 . 0 3 7 6
3 . 5 - 0 . 0 5 4 3 - 0 . 0 4 7 7
4 . 0 - C . C 6 1 6 - 0 . 0 5 4 5
4 . 5 —0 . 0 6 6 6 - 0 . 0 5 8 9
5 . 0 - 0 . 0 6 9 8 - 0 . 0 6 1 3
5 . 5 - C . 0 7 1 6 - 0 . 0 6 2 4
6 . 0 - 0 . 0 7 2 5 - 0 . 0 6 3 2
6 . 5 - 0 . 0 7 2 7 - 0 . 0 6 2 6
7 . 0 - 0 . 0 7 2 4 - 0 . 0 6 2 4
7 . 5 - 0 . 0 7 1 8 - 0 . 0 6 2 1
8 . 0 - 0 . 0 7 1 1 - 0 . 0 6 0 6
8 . 5 - C . 0 7 C 3 - 0 . 0 6 0 2
9 . 0 - C . C 6 9 6 - 0 . 0 5 9 1
9 . 5 - C . C 6 8 9 - 0 . C 5 9 3
1 0 . 0 - 0 . 0 6 3 4 - 0 . 0 5 8 6




DYNAMICS X 2 * * * * *
ESTIMATE
20 % r a t e  c o n s t a n t  e r r o r
0.01
IQ.O0.0 5 . 0
TIME SEC.
•FIG.  M -.ll FILTER DIVERGENCE 
SECOND CROER NONLINEAR FILTER 
CONSTANT NCISE
ME SEC. X 2 ESTIMATE
0 . 5 C.C118 0 . C 1 1 5
1 . 0 0 . G 3 6 9 C.C3Cfl
1 . 5 0 . C 6 7 3 0 . C 5 9 6
2 . 0 O. C980 0 . C882
2 . 5 0 . 1 2 6 1 0 . 1 1 6 8
3 . 0 0 . I 5 C 3 0 .  1428
3 . 5 C.  17C0 0 .  16.54
4 . 0 0 . 1 8 5 7 0 . 1 8 2 0
4 . 5 0 . 1 9 7 7 0 . 1 9 5 7
5 . 0 0 . 2 0 6 7 C. 2C45
5 . 5 0 . 2 1 3 2 C. 2C85
6 . 0 0 . 2 1 7 8 0 . 2 1 3 5
6 . 5 0 . 2 2 1 0 0 . 2 1 4 8
7 . 0 0 . 2 2 3 1 C . 2 1 7 6
7 . 5 0 . 2 2 4 4 0 . 2 2 0 5
8 . 0 0 . 2 2 5 2 0 . 2 2 1 8
6 . 5 0 . 2 2 5 7 0 . 2 2 3 8
9 . 0 0 . 2 2 6 1 0 . 2 2 3 9
9 . 5 0 . 2 2 6 4 0 . 2 2 6 9
1 0 . 0 0 . 2 2 6 7 0 . 2 2 7 8
II! 11 m i  i II m  1 nt,n M m  m  i rni im~n
M.O
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DYNAMICS X4 ***** 
ESTIMATE ..........
20 % r a t e  c o n s ta n t  e r r o r
MH
0.0
- 0 .0 7 3
0 . 0 IC .35 .0
TIVF SEC,
F ÎG .  4 .1 4  model error COMPENSATION 
NONLINEAR FXTr\r.FD KALIAN FILTER 
WOLFS ADAPTIVE I
E SEC. X 4 EST IMATE
C.5 C.O5 0 3 0 . C165
1 .0 0 .0 3 7 7 0 .0 4 1 9
1 .5 0 .0 1 0 7 0 .0 1 1 5
? . o -C .C lP O - 0 . 0 1 5 2
2 .5 - 0 . 0 3 0 1 - 0 . 0 2 6 4
3 .0 - C .C 4 4 0 - 0 . 0 4 0 7
3 .5 - 0 . 0 5 4 3 - 0 . 0 4 4 5
4 .0 - 0 . 0 6 1 6 - 0 . 0 5 5 0
4 . 5 - C .0 6 6 6 - 0 .C 5 9 3
5 .0 - 0 . 0 6 9 8 - 0 .C 5 9 7
5 .5 - C .0 7 1 6 - 0 .0 5 3 1
6 . 0 - 0 . 0 7 2 5 - 0 . C500
6 .5 - C .0 7 2 7 - 0 . C614
7 . 0 - 0 . 0 7 2 4 - 0 . 0 5 6 6
7 .5 - 0 . 0 7 1 8 - 0 .  0550  '
8 .0 - 0 . 0 7 1 1 - 0 . 0 6 6 1
P . 5 -C .0 7 C 3 - 0 . 0 6 7 1
9 . 0 - 0 . 0 6 9 6 - 0 . 0 5 5 0
9 . 5 - 0 . 0 6  39 - 0 . 0 5 6 5
1 0 .0 - 0 . 0 6 8 4 - 0 . 0 5 3 0
1 SQUARE FRRQP = 0 . 2574E
T able  IV -2. Model e r r o r  com pensation te ch n iq u e  and a d ap tiv e  f i l t e r i n g .
NJ: Not j u s t i f i e d  
A: E x c e l le n t  
B : Good 
C: F a i r  
D: Bad
Technique
M^del E rro r  Type
I n te g r a ­
t i o n






p a ra ­
m eter
e r r o r
Large
Model
p a ra ­
m eter
e r r o r
S t a t i s t i c s
e r r o r
A d a p tiv i ty
Wolf I C C B C C D
Wolf I I B C A C B B
Overweight D C C D B D
This Work I A B A C A A
This Work I I NJ NJ A A A A
This Work I I I C C B A B B
Smoothing NJ NJ B A B A
Schmidt NJ NJ A A C A
Pine B A C C C B
This Work IV NJ NJ A A A A
oo\
CHAPTER V
OBSERVABILITY, CONTROLABILITY AND INFORMATION MATRIX
V .l In tro d u c tio n  
In e s t im atin g  th e  s t a t e  and param eters  o f  a dynamic system 
from i t s  measurement o b se rv a tio n s ,  i t  i s  im portant to  ask the ques­
t i o n :  IVhat, i f  anyth ing , can be gained from f i l t e r i n g  th e  observation 
da ta?  How much inform ation  about the  s t a t e  o f  th e  system can be ex­
t r a c te d  from th e  Data? Can the  s t a t e  be determined from the  measure­
ment observation?  This chap ter  t r i e s  to  answer a l l  of these  questions 
by r e l a t i n g  th e  s t a t e  e s t im atio n  to  i t s  measurement system.
The amount o f  inform ation  t h a t  can be gained from f i l t e r i n g  
th e  observ a tio n  i s  r e la te d  to  the  system model i t s e l f .  In order to  
design  a b e t t e r  f i l t e r ,  i . e .  to  gain more inform ation from the system, 
i t  i s  u su a l ly  d e s i r a b le  to re fo rm ula te  th e  model of the  system or 
tak e  a d d i t io n a l  d a ta  or use an a l t e r n a t iv e  measurement sensor system. 
This can be done by r e l a t i n g  the inform ation  m atrix  to  the  process 
t r a n s i t i o n  m atrix  and measurement m atrix  and consequently  developing 
th e  upper and lower bounds o f  the  es tim atio n  e r ro r  covariance m atrix  
in  terms o f  th e  c o n t r o l a b i l i t y  and o b s e r v a b i l i ty  m atr ix .
A given dynamic system with i t s  measurement sensor system is
observable  i f  i t s  i n i t i a l  s t a t e  x(0) can be determined from the  se t
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of measurements [ z ( l ) ,  z ( 2 ) , . . .z (n )]  from some f i n i t e  N. I f  t h i s  i s  
t ru e  fo r  any i n i t i a l  time t ^ ,  then  the  system i s  sa id  to  be completely 
observable .
A given dynamic system i s  c o n t ro l la b le  a t  time t ^  i f  th e re  ex­
i s t s  a control p o l ic y  sequence u ( t ) ,  depending on x (to )  and fo r  which 
x ( t i )  = 0 over some in te rv a l  tg_< t  ^ t ^ ,  t h a t  i s ,  we can s t e e r  th e  sy s ­
tem from x ( t )  to  x ( tg )  by the  co n tro l sequence u ( t ) .  I f  t h i s  i s  t ru e  
fo r  any t ^ ,  then th e  system is  completely c o n t ro l la b le .
V.2 Inform ation Matrix and O b se rv ab il t iy  
The in fo rm ation  m atrix  o f  a dynamic system can be defined  as :
k
In ( k , l )  = I $ ' ( i , k ) H ' ( i ) R . - l H ( i ) $ ( i , k )  . V-1
i= l
Where
$ ( i ,k )  = p ro cess  t r a n s i t i o n  m atrix  as defined  in  Chapter I I .  
H(i) = measurement m atrix
R = measurement e r r o r  covariance m atrix  
k = sample period  number.
Refer to  Chapter 11 f o r  system d e sc r ip t io n s .
This in fo rm ation  m atrix  i s  p o s i t iv e  d e f i n i t e ,  s in ce  by a s ­
sumptions Rj i s  p o s i t i v e  d e f i n i t e  and th e re fo re  i t s  in v e rse .  The i n ­
formation m atrix  i s  a lso  nonsingu la r ,  o the rw ise , th e re  w il l  be no i n ­
formation about them in  th e  observations s in ce  c e r t a in  l i n e a r  combina­
t io n s  of the  elem ents of x(k) cannot be determ ined. This can be v i s ­
u a l iz ed  in  the  de te rm in a tio n  o f  upper bound o f  e r r o r  covariance  m atrix
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in  th e  next s e c t io n .  A s in g u la r  inform ation matrix w i l l  lead to  i n ­
f i n i t y  as the  upper bound o f  the e r r o r  covariance m atr ix .
Also, i t  should be no ticed  t h a t  the  inform ation m atrix  i s  
independent o f  th e  o b se rv a tio n s ,  t h i s  n ice  p roperty  makes i t  p o s s ib le  
to  precompute the  in form ation  m atr ix  before th e  f i l t e r i n g  beg ins.
Kalman [K3] f i r s t  r e la te d  t h i s  information m atrix  to  the  s y s ­
tem o b s e rv a b i l i ty  by u t i l i z i n g  th e  following d e f in i t io n s :
The dynamic system o f  Chapter II  i s  completely observable i f  
and only i f  the  in form ation  m atrix  i s  p o s i t iv e ly  d e f in i t e :
1. Iji(k+1,0) = $ '(k ,k + l) In (k ,0 )$ (k ,k + l)+ H '(k + l)R - i(k + l)H (k + n
V-2
2. I t  i s  r e la te d  to  e r r o r  covariance matrix by:
P - I (k ,k )  = $ ’ CO,k)p-l$(o,k) + l^ (k ,0 )  . V-3
V.3 C o n tro la b i l i ty .
The s i m i l a r i t i e s  between th e  c o n t r o la b i l i ty  and o b s e r v a b i l i ty  
a re  q u i te  ev iden t from th e  d e f in i t io n s .
Define the  c o n t r o l a b i l i t y  m atrix  
k
C(k,0)  = I 0 ( k , i + l ) r ( i )  Q(i+1) r ' ( i )  $ ' ( k , i + l ) .  V-4
i=0
Where
Q(i+1) i s  the  p ro cess  no ise  covariance matrix 
r ( i )  i s  the  p rocess  n o ise  gain m atrix .
A d i s c r e t e  dynamic system i s  completely c o n trô la b le  i f  and 
only i f  i t s  c o n t r o l a b i l i t y  m atrix  i s  p o s i t iv e  d e f i n i t e .
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The d u a l i t y  r e l a t i o n  between c o n t r o l a b i l i t y  and o b se rv a b i l i ty  
was f i r s t  found by Kalman [K3] in  a l i n e a r  no ise  f ree  system. This 
d u a l i ty  i s  a lso  t r u e  fo r  s to c h a s t ic  system:
Observable C ontrô lable
In >0 C >0
( t , t o )
H(t )  r ( t )
R - l( t )  Q(t)
All o f  th e  theo ry  rega rd ing  c o n t r o l a b i l i t y  and o b se rv a b i l i ty  
only  apply to  l i n e a r  systems. For n o n - l in e a r  systems th e re  i s  no 
global theory  r e l a t i n g  to  c o n t r o l a b i l i t y  and o b s e rv a b i l i ty ,  nor does 
th e  d u a l i ty  r e l a t i o n  e x i s t .  In such problems, i t  i s  convenient to  
l in e a r i z e  th e  system equations about some assumed s e t  o f  nominal con­
d i t io n s  and apply th e  l i n e a r  system th e o ry  to  th e  l in e a r iz ed  system.
Some a d d i t io n a l  d e f in i t i o n s  reg a rd in g  c o n t r o la b i l i ty  and ob­
s e r v a b i l i t y  w il l  be u se fu l  fo r  developing th e  upper and lower bounds 
o f  the  e r ro r  covariance m atrix  in  th e  next sec t io n .
A s to c h a s t ic  l i n e a r  system i s  uniform ly  completely c o n trô la b le  
i f  th e re  e x is t s  a p o s i t iv e  in te g e r  N and p o s i t iv e  constan ts  a ,  3 such 
th a t
0<al£C(k,i-N)<.3I . V-5
A s to c h a s t ic  l i n e a r  system i s  un iform ly  completely observable  




However, some progress  has been made in  the areas o f  n o n - l in ­
ea r  c o n t r o l a b i l i t y  and o b s e r v a b i l i ty  fo r  n o n - l in e a r  process with con­
t r o l  appearing l i n e a r l y .  Roitenberg r e l a t e s  th e  o b s e rv a b i l i ty  o f  a 
n o n - l in e a r  system to  i t s  system Liapunov fu n c t io n .  Thus one w i l l  be 
ab le  to  in v e s t ig a te  th e  o b s e r v a b i l i ty  fo r  th e  system:
X = A(t)x + f (x )  + q ( t )  . V-7
With th e  o b se rv a tio n s :
y = cx  ̂ .
Where
A ( t ) : m atrix  fu n c tio n  o f  time 
^ ( x ) : n o n - l in e a r  fu n c tio n  o f  x 
q ( t ) : fo rc in g  fu n c tio n .
Haynes and Hermes [HI] in  a s e p a ra te  paper, in troduced  n o n - l in e a r  con­
t r o l a b i l i t y  v ia  Lie theo ry . T h e ir  theo ry  i s  r e s t r i c t e d  to  th e  following 
system:
X = B [x(t)]uC t)  ,
where
B[2i(t)] i s  a n o n lin ea r  m atrix  fu n c tio n  of x ( t )
and
u ( t )  i s  th e  co n tro l  v e c to r .
Lobry a ls o  uses Lie groups and a r r iv e d  a t  the  same conclusion .
A ll th e se  approaches are  confined to  q u a l i t a t iv e  s tu d ie s  only. 
F u r th e r  work is  d e f i n i t e l y  needed in  o rder to  apply these  techniques 
to  r e a l  system e v a lu a t io n .
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V.4 Bounds fo r  the  E s tim ation  E rro r Covariance Matrix 
By us ing  th e  concept o f  s to c h a s t ic  o b s e r v a b i l i ty  and c o n t ro l ­
a b i l i t y  we can develope some q u a l i t a t i v e  p ro p e r t i e s  o f  the l in e a r  
f i l t e r  i n  terms o f  an upper and lower bound o f  t h e i r  e s t im a tio n  e r ro r  
covar iance  m a tr ix .  The fo llow ing development i s  based on th e  work o f 
Kalman, Deyst [K3] and P r ice  and Sorenson [D2].
Let us d e f in e  our dynamic s to c h a s t ic  system again:
x(k+ l)  = $ (k + l,k )x (k )  + r(k)w (k+l) . V-8
With th e  d i s c r e t e  l i n e a r  ob serv a tio n s
z(k) = H(k)x(k) + v(k) . V-9
Refer to  Chapter I I  fo r  nomenclature.
1. I f  th e  dynamic system V-8 i s  uniform ly completely observable
and un iform ly  com pletely  c o n t rô la b le ,  and i f  Po>.0 then  P(k,k) i s  u n i ­
formly bounded from above f o r  a l l  k>_N.
PCk,k)<In^(k,k-N) + C(k,k-N)< ( ^ ^ ) I  fo r  . V-10
Refer to  Jazw inski [J2] fo r  a d e ta i l e d  p ro o f .
2 . I f  th e  dynamic system V-8 i s  un iform ly , completely observable
and un ifo rm ly , com pletely  c o n trô la b le  and i f  P p iO  then  P(k,k) i s  u n i ­
formly bounded from below f o r  a l l  k>N by
P(k,k)>.[lnCk,k-N)+ C"1 ( k , k - N ) ] \ 1 fo r  k > N . V-11
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3. I f  th e  dynamic system V-8 i s  uniform ly  completely c o n tro l -  
ab le  and th en  P(k,k)>0 fo r  a l l  k > N.
P ro p e r t ie s  1 and 2 g ive  us q u a l i t a t i v e  upper and lower bounds 
f o r  the  e s tim ate  e r r o r  covariance . The un ifo rm ity  p ro p e rty  w i l l  p ro ­
v ide  us some idea o f  the  b e s t  and w orst we can o b ta in  fo r  a given 
f i l t e r  model. P roperty  3 p rovides us  with the  necessary  cond ition  
f o r  a s ta b le  f i l t e r  by keeping th e  e r r o r  covariance m atrix  in s id e  the  
p o s i t iv e  d e f in i t e  cone. Another advantage o f  th e  above development 
can be v isu a l iz e d  s ince  i t  i s  independent o f  th e  observation  d a ta ,  
which makes i t  p o s s ib le  fo r  p r e f i l t e r i n g  a n a ly s is  and allows th e  d e ­
s ign  of a b e t t e r  f i l t e r  model t h a t  w i l l  g ive  acceptance e r r o r  bounds 
s in ce  th e  bounds a re  only dependent on th e  system model.
V.5 Numerical Examples and Discussions 
The upper and lower bounds o f  th e  e s tim ate  e r ro r  covariance  
m atr ix  i n  l in e a r  f i l t e r i n g  th eo ry  can be extended to  the l in e a r iz e d  
system o f  a n o n - l in e a r  problem. This i s  ap p lied  su cc e ss fu l ly  to  our 
r e a c to r  model a s  shown in  Fig. 5.1 t o  F ig . 5 .8 .  Observe th a t  th e  
f i l t e r  e s tim ation  e r ro r  l i e s  w ith in  t h e  bounds a f t e r  the f i l t e r  reaches 
th e  steady s t a t e  (k>N) even though i t  s t a r t e d  o u ts id e  th e  bound.
I t  i s  e s s e n t i a l  t h a t  th e  f i l t e r  has to  be kept w ith in  th e  
bound when i t  i s  approaching the  s te a d y  s t a t e ,  s ince  the bounds 
q u a l i t a t i v e ly  d e f in e  a reg io n  o f  c o n t r o l a b i l i t y  and o b s e r v a b i l i ty  o r  
e q u iv a le n t ly  a reg io n  of th e  e x is ten c e  of a  s ta b le  f i l t e r .  This i s  
shown in  Fig. 5.1 through F ig . 5 .8 .
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LOIVER BOUND XXXXX
< X  X  \0 .0 0  :
0.0012  -
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T I M E  S E C .
ERROR BOUND CALCULATION FOR P l l  
F I G .  5 . 1  F I L T E R  D I V E R G E N C E
S ECCND ORDER N O N L I N E A R  F I L T E R  
S E N S I T I V I T Y  A N A L Y S I S  DUE T O  MODEL ERROR 
NO N O I S E  C O M P E N S A T I O N
T I M E  S E C . ACTUAL P MODEL
0 . 5 - 0 . 0 0 1 2 - 0 . 0 0 0 7
1 . 0 0 . 0 0 0 5 0 . 0 0 1 1
1 . 5 0 . 0 0 2 5 0 . 0 0 2 4
2 . 0 0 . 0 0 3 1 0 . 0 0 2 5
2 . 5 0 . 0 0 3 2 0 . 0 0 2 3
3 . 0 O . 0 0 3 4 0 .  0 0 2 0
3 . 5 0 . 0 0 3 6 0 . 0 0 1 7
4 . 0 0 . 0 0 4 0 0 . 0 0 1 4
4 . 5 0 . 0 0 4 4 0 . 0 0 1  2
5 . 0 0 . 0 0 4 8 0 . 0 0 1 0
5 . 5 0 . 0 0 5 2 0 . 0 0 0 8
6 . 0 0 . 0 0 5 7 0 . 0 0 0 7
6 . 5 0 . 0 0 6 1 0 . 0 0 0 5
7 . 0 0 . 0 0 6 5 0 . 0 0 0 4
7 . 5 0 . 0 0 7 0 0 .  0 0 0 4
6 . 0 0 . 0 0 7 4 0 . 0 0 0 3
8 . 5 0 . 0 0 7 8 0 . 0 0 0 3
9 . 0 0 . 0 0 8 2 0 . 0 0 0 2
9 . 5 0 . 0 0 6 5 0 . 0 0 0 2






ACTUAL COVARIANCE * * * * *
MODEL COVARIANCE ..........
UPPER BOUND = = = ==
LOWER BOUND XXXXX
0 . 0  5 . 0  1 0 . 0
I I ME S E C .
ERROR BOUND CALCULATION FOR P 22  
F I G .  5 , 2  F I L T E R  D I V E R G E N C E
S E C O N D  ORDER N O N L I N E A R  F I L T E R  
S E N S I T I V I T Y  A N A L Y S I S  DUE TO MODEL ERROR 
NO N O I S E  C O M P E N S A T I O N
f.E S E C . ACTUAL P  MODEL
0 . 5 0 . 0 0 1 6 0 . 0 0 1  5
I . O - O . O O I O - 0 . 0 0 1  I
1 . 5 - 0 . 0 0 0 9 - 0 . 0 0 1 0
2 . 0 - 0 . 0 0 0 3 - 0 .  0 0 0 4
2 . 5 0 . 0 0 0 2 0 . 0 0 0 1
3 .  0 0 . 0 0 0 6 0 . 0 0 0 4
3 . 5 0 . 0 0 0 8 0 . 0 0 0 5
4 . 0 0 . 0 0 0 9 0 . 0 0 0 6
4 . 5 0 . 0 0 1 0 0 . 0 0 0 6
5 . 0 0 . 0 0 1 0 0 . 0 0 0 5
5 . 5 0  . 0 0 1  I 0 . 0 0 0 5
6 . 0 0 . 0 0 1 2 0 . 0 0 0 4
6 . 5 0 . 0 0 1 3 0 . 0 0 0 4
7 . 0 0 . 0 0 1 5 0  . 0 0 0 3
7 . 5 0 . 0 0 1 6 0 . 0 0 0 3
8 . 0 0 . 0 0 1 6 0 . 0 0 0 3
8 . 5 0 . Ô 0 2 0 0 . 0 0 0 2
9 . 0 0 . 0 0 2 1 0 . 0 0 0 2
9 . 5 0 . 0 0 2 3 0 . 0 0 0 2
1 0 . 0 0 . 0 0 2 5 0 . 0 0 0 2
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ERROR BOUND CALCULATION FOR P 33  
F I G .  5 , 3  F I L T E R  D I V E R G E N C E
S E C C N D * O R D E R  N O N L I N E A R  F I L T E R  
S E N S I T I V I T Y  A N A L Y S I S  DUE TO MODEL ERROR 
NO N C I S E  C O M P E N S A T I O N
E S E C . ACTUAL P MODEL
0 . 5 0 . 0 0 5 6 0 . 0 0 5 6
1 . 0 0 . 0 0 5 2 0 . 0 0 5 2
1 . 5 0 . 0 0 3 1 0 . 0 0 3 1
2 . 0 0 . 0 0 1 6 0 . 0 0 1 5
2 . 5 0 . 0 0 0 7 0 . 0 0 0 7
3 . 0 0 . 0 0 0 3 0 . 0 0 0 3
3 . 5 0 . 0 0 0 2 0  . 0 0 0 2
4 . 0 0 . 0 0 0 2 0 . 0 0 0 2
4 . 5 0 . 0 0 0 2 0 . 0 0 0 2
5 . 0 0 . 0 0 0 3 0 . 0 0 0 2
5 . 5 0 . 0 0 0 3 0 . 0 0 0 2
6 . 0 0 . 0 0 0 3 0 . 0 0 0 2
6 . 5 0 . 0 0 0 4 0 . 0 0 0  2
7 . 0 0 . 0 0 0 4 0 . 0 0 0 2
7 . 5 0 . 0 0 0 5 0 . 0 0 0 2
8 . 0 0 . 0 0 0 5 0 . 0 0 0 2
8 . 5 0 . 0 0 0 6 0 . 0 0 0 2
9 . 0 0 . 0 0 0 7 0 . 0 0 0 2
9 . 5 0 . 0 0 0 8 0 . 0 0 0 2
1 0 . 0 0 . 0 0 0 9 0 . 0 0 0 2
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T I M E  S E C ,
ERROR BOUND CALCULATIONS OF PW  
F I G .  5 . 4  F I L T E R  D I V E R G E N C E
S E C C ND ORDER N O N L I N E A R  F I L T E R  
S E N S I T I V I T Y  A N A L Y S I S  DUE TO MODEL ERROR 
NO N O I S E  C O M P E N S A T I O N
E S E C . ACTUAL P MODEL
0 . 5 0 . 0 0 3 6 0 . 0 0 3 4
1 . 0 0 . 0 0 0 1 0 . 0 0 0 0
1 . 5 - 0 . 0 0 0 0 - 0 . 0 0 0 1
2 . 0 0 . 0 0 0 0 - 0 . 0 0 0 1
2 . 5 0 . 0 0 0 1 - 0 . 0 0 0 0
3 . 0 0 . 0 0 0 2 - 0 . 0 0 0 0
3 , 5 0 . 0 0 0 2 0 . 0 0 0 0
4 . 0 0  . 0 0 0 2 0 , 0 0 0 0
4 . 5 0 . 0 0 0 2 0 . 0 0 0 0
5 . 0 0 . 0 0 0 3 0 , 0 0 0 0
5 . 5 0 . 0 0 0 3 0 . 0 0 0 0
6 . 0 0 . 0 0 0 3 0 . 0 0 0 0
6 . 5 0 . 0 0 0 3 0 . 0 0 0 0
7 . 0 0 . 0 0 0 3 0 . 0 0 0 0
7 . 5 0 . 0 0 0 3 0 . 0 0 0 0
8 . 0 0 . 0 0 0 3 0 . 0 0 0 0
8 . 5 p  . 0 0 0 4 0 . 0 0 0 0
9 . 0 0 . 0 0 0 4 0 . 0 0 0 0
9 . 5 0 . 0 0 0 4 0 . 0 0 0 0
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FIG. 5 . 5  ERROR BOUND PLOT FOR P l l  
SECCND ORDER NONLINEAR FILTER
SENSITIVITY ANALYSIS DUE TO PRIOR STATISTICS 
CONSTANT NOISE
TIME SEC. ACTUAL P MODEL













7.0 0.00 16 0.0016
7.5 0.0016 0.0016
8.0 0.00 16 0.0016
6.5 0.00 16 0.0016
9.0 0.00 16 0.0016
9.5 0.0016 0.0016











1 0 . 05 . 00 . 0
T I M E  S E C .
F I G .  5 .6  ERROR BOUND PLOT FOR P22 
SECCND CROER N O N L I N E A R  F I L T E R
S E N S I T I V I T Y  A N A L Y S I S  DUE TO P R I O R  S T A T I S T I C S  
CONSTANT N O I S E
IE S E C . ACTUAL P  MODEL
0 . 5 0 . 0 0 0 8 0 . 0 0 1 6
1 . 0 - 0 . 0 0 0 3 - 0 . 0 0 0 2
1 . 5 - 0 . 0 0 0 2 —0 . 0  0 0 3
2 . 0 0 . 0 0 0 1 - 0 . 0 0 0  1
2 . 5 0 . 0 0 0 3 0 . 0 0 0 2
3 . 0 0 . 0 0 0 5 0 . 0 0 0 4
3 . 5 0 . 0 0 0 5 0 . 0 0 0 5
4 .  0 0 . 0 0 0 5 0 . 0 0 0 5
4 . 5 0 . 0 0 0 5 0 . 0 0 0 5
5 . 0 0 . 0 0 0 4 0 . 0 0 0 5
5 . 5 0 . 0 0 0 4 0 . 0 0 0 5
6 .  0 0 . 0 0 0 4 0 . 0 0 0 4
6 . 5 0 . 0 0 0 4 0 . 0 0 0 4
7 . 0 0 . 0 0 0 4 0 . 0 0 0 4
7 . 5 0 . 0 0 0 4 0 . 0 0 0 4
8 . 0 0 . 0 0 0 4 0 . 0 0 0 4
8 . 5 0 . 0 0 0 4 0 . 0 0 0 4
9 . 0 0  . 0 0 0 4 0 . 0 0 0 4
9 . 5 0 . 0 0 0 4 0 . 0 0 0 4
1 0 . 0 0 . 0 0 0 4 0 . 0 0 0 4
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0 . 0 1 0 . 05 . 0
T I ME SEC.
F I G .  5 .7  ERROR BOUND PLOT FOR P33
S E C C ND ORDER N O N L I N E A R  F I L T E R  
S E N S I T I V I T Y  A N A L Y S I S  DUE TO P R I O R  
CONSTANT N O I S E
S T A T I S T I C S
T I M E  S E C . ACTUAL P MODEL
0 . 5 0 . 0 0 5 7 0 . 0 0 5 6
1 . 0 0 . 0 0 4 6 0 . 0 0 4 4
1 . 5 0 . 0 0 2 9 0 . 0 0 2 7
2 . 0 0 . 0 0  I 7 0 . 0 0 1 5
2 . 5 0 . 0 0 1 0 0 . 0  0 0  3
3 . 0 0 . 0 0 0 7 0 . 0 0 0 5
3 . 5 0 . 0 0 0 5 0 . 0 0 0 3
4 . 0 0 . 0 0 0 4 0 . 0 0 0 2
4 . 5 0 . 0 0 0 4 0 . 0 0 0 2
5 . 0 0 . 0 0 0 4 0 . 0 0 0 2
5 . 5 0 . 0 0 0 4 0 . 0 0 0 2
6 . 0 0 . 0 0 0 4 0 . 0 0 0 2
6 . 5 0 . 0 0 0 4 0 . 0 0 0 2
7 . 0 0 . 0 0 0 4 0 . 0 0 0 2
7 . 5 0 . 0 0  0 4 0 . 0 0 0 2
8 . 0 0 . 0 0 0 4 0 . 0 0 0 2
8 . 5 0 . 0 0 0 4 0 . 0 0 0 2
9 . 0 0 . 0 0 0 4 0 . 0 0 0 2
9 . 5 0 . 0 0 0 4 0 . 0 0 0 2
1 0 . 0 0 . 0 0 0 4 0 . 0 0 0 2
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ERROR BOUND CALCULATION FOR P44 
F I G .  5 ^ 8  ERROR BOUND PLOT FOR P44- 
SECOND ORDER N O N L I NE AR  F I L T E R
S E N S I T I V I T Y  A N A L Y S I S  DUE TO P R I O R  S T A T I S T I C S  
C O N S T A N T  N O I S E
E S E C . ACTUAL P MODEL
0 . 5 0 . 0 0 4 2 0 . 0 0 4 4
1 .  0 0 . 0 0 0 5 0 . 0 0 0 6
1 . 5 0 . 0 0 0  1 0 . 0 0 0  I
2 . 0 0 . 0 0 0 1 0 . 0 0 0 1
2 . 5 0 . 0 0 0 2 0 . 0 0 0 1
3 . 0 0 . 0 0 0 2 0 . 0 0 0 2
3 . 5 0 . 0 0 0 2 0 . 0 0 0 2
4 . 0 0 . 0 0 0 2 0 . 0 0 0 2
4 . 5 0 . 0 0 0 2 0 . 0 0 0 2
5 . 0 0 . 0 0 0 2 0 . 0 0 0 2
5 . 5 0 . 0 0 0 2 0 . 0 0 0 2
6 . 0 0 . 0 0 0 2 0 . 0 0 0 2
6 . 5 0 . 0 0 0 2 0 . 0 0 0 2
7 . 0 0 . 0 0 0 2 0 . 0 0 0 2
7 . 5 0 . 0 0 0 2 0 . 0 0 0 2
8 .  0 0 . 0 0 0 2 0 . 0 0 0 2
8 . 5 0 . 0 0 0 2 0 . 0 0 0 2
9 . 0 0 . 0 0 0 2 0 . 0 0 0 2
9 , 5 0 . 0 0 0 2 0 . 0 0 0 2
1 0 . 0 0 . 0 0 0 2 0 . 0 0 0 2
CHAPTER VI
STOCHASTIC STABILITY
V I.1 In tro d u c t io n .
D e te rm in is t ic  S t a b i l i t y  i s  a branch o f  th e  q u a l i t a t i v e  th e o ry  
o f  dynamic systems. Most c u rre n t  r e s u l t s  are  o r ien ted  to  the  q u a l i ­
t a t i v e  p ro p e r t ie s  o f  d i f f e r e n t i a l  equations ( to  avoid so lv ing  th e  
a c tu a l  d i f f e r e n t i a l  equation  e x p l i c i t y ) . L efsche tz , K rasovskii [B8] 
have made very  im portant c o n tr ib u t io n s  in  t h i s  f i e l d .
Related q uestions  a r i s e  in  th e  a n a ly s is  o f  s to c h a s t ic  p rocesses . 
The f i r s t  paper th a t  suggested th e  ex is ten ce  o f  a s to c h a s t ic  Liapunov 
fu n c tio n  as in  the d e te r m in is t i c  case was t h a t  by Bertram and 
Sarachik  [B8], and K rasovskii [B8]. I t  i s  d e s i r a b le  to  d e f in e  sev e ra l  
te c h n ic a l  terms fo r  th e  a n a ly s is  o f  th e  s t a b i l i t y  of s to c h a s t ic  p ro ­
cesses  before  we con tinue  to  in troduce  the  s t a b i l i t y  theorems.
D e f in i t io n  1.
Let th e  dynamic system be
X = f ( x , t )
Vl-1
x ( to )  = c .
Then an eq u ilib r ium  p o in t  of Vl-1 i s  s ta b le  i f  f o r  every e>0. There 
e x is t s  a 6 ( e , t ^ )  such t h a t  i f  | |xQ-X g||<6 then the  dynamics $ (t,X Q ,to )
1 2 2
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l i e  w ith in  a c e r ta in  bounded reg ion  o f  XgCxg i s  sa id  to  be un iform ly
s ta b le  i f  i t  i s  s ta b le  and 6 may be chosen independent of t ^ ) .
D e f in i t io n  2.
■ I
Let Xg be an equ ilib rium  p o in t  o f  VI-1, then, Xg i s  a sy p to t ic a l ly  s ta b le  
i f  i t  i s  s ta b le  and every motion o f  VI-1 s t a r t i n g  s u f f ic ie n t  c lo se  to
Xg converges to  Xg as t->“ .
D e f in i t io n  3.
A sequence o f  random v a r ia b le s  (x^]n = 1 ,2 ,. . .  .n such th a t  th e  condi­
t i o n a l  expec ta tion
and
e | x j |<“
i s  c a l le d  a superm artingale . There a r e  some u se fu l  p ro p e r t ie s  o f  
superm artingale . Let (x^) be a p o s i t iv e  superm artingale  and X>0 
then
E(xi)
P(sup x^>A) — —  .
This means the  p ro b a b i l i ty  o f  th a t  th e  maximum value o f  the random 
sequence w i l l  be g re a te r  than  X is  l e s s  then E(x*)/X.
D efin i t io n  4.
Let th e  d i s c r e te  s to c h a s t ic  system be
2o = £
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Where f(0 ,rj^) a re  a sequence of random v ec to rs  and c i s  a lso  a random 
v e c to r .
The dynamic system VI-2 is  s to c h a s t i c a l ly  s ta b l e  about 0 i f  
and only  i f  every  0<p<l and e p o s i t iv e ,  th e re  e x is t s  0<o<l and 6 p o s i ­
t iv e  so t h a t  P ( su p | |x n | |> e )< p  fo r  a l l  c such th a t  
n
p ( ! |c | |> 6 ) < o .
A s u f f i c i e n t  c o n d it io n  fo r  s t a b i l i t y  can be found by a s to c h a s t ic  
Liapunov fu n c t io n .
Theorem : Suppose there  e x is t s  a continuous p o s i t iv e  s c a la r
fu n c tio n  V(x) s a t i s f y i n g :
a) V(0) = 0 ;
b) V(x)->“  as [ |x |  ;
c) V(xn) i s  a superm artingale along the  dynamics o f  VI-2 then  
VI-2 i s  sa id  to  be s to c h a s t ic a l ly  s ta b le .
Theorem : I f  th e  dynamic system VI-2 i s  s to c h a s t i c a l ly  s ta b le
and th e re  e x i s t s  a p o s i t iv e  re a l  func tion  Y ( | | x n - l l l )  such th a t
i s  s a t i s f i e d  along VI-2, then VI-2 i s  s to c h a s t i c a l ly  asy m p to tica l ly  
s t a b l e .  R efer to  Bucy [38] fo r  a d e ta i le d  p roof.
V I .2 Some Forms o f  S to c h a s t ic  Functions .
Since Bucy's [B8] in tro d u c tio n  o f t h e . superm artingale  p roperty  
o f  a s to c h a s t i c  Liapunov func tion , Kusher [K4] made sev e ra l  successfu l
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attem pts  to  in troduce  v a rious  forms o f  a s to c h a s t ic  Liapunov func tion  
fo r  continuous random d i f f e r e n t i a l  equations . However, th e re  s t i l l  
a re  few s tu d ie s  about s to c h a s t ic  Liapunov fu nc tions  fo r  d i s c r e te  
s to c h a s t ic  systems.
1. Let V be the  Liapunov fu n c tio n  o f  th e  f i l t e r  system
VI-3X = c
Then V(x^) = x^P(x)x^ f o r  n > N (approaching s teady  s t a t e )  where P(n) 
i s  the  e r ro r  covariance m atrix  o f  the  estim ate  a t  time ( n ) .
P ro o f:
V(x^) s a t i s f i e s  th e  requirement fo r  a Liapunov fu nc tion
s ince
a) V(0) = 0
b) V(Xj )̂-»-“ as x^-^«
c) From th e  p ro p e r t ie s  o f  P in troduced in  the  l a s t  ch ap te r
so th a t
, VI-4
^ | | x | | 2 <  X 'PW X  < i ^ | | x | | 2 l  . VI-5
2. The second form o f  Liapunov func tion  fo r  th e  n o n - l in e a r  d i s ­
c re te  f i l t e r  introduced by t h i s  work i s  the  analogy o f  th e  de term in­
i s t i c  Krasovakii form:
V(Xn) = f ' f
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s ince  t h i s  a lso  s a t i s f i e s :
V(0) = 0
as
V(Xj^) i s  a  p o s i t iv e  s c a l a r .
3. The Liapunov func tion  in troduced  by Jazw inski [J2]
V(Xj )̂ = x 'P " l ( n ) x  . VI-6
Refer to  Jazw inski fo r  a d e ta i l e d  p ro o f .
A ll o f  the  above Liapunov fu n c tio n s  were te s t e d  on our r e ­
ac to r  system. The following conclus ions  were reached:
a) The f i r s t  form in troduced  by t h i s  work g ives th e  l a rg e s t
region o f asymptotic s t a b i l i t y  ( 'RAS), provided th e  e r ro r  covariance 
P(n) s tays  in  the  p o s i t iv e  s em id e f in i te  cone ( i . e .  the  f i l t e r  s tay s
with the  o b s e r v a b i l i ty  and c o n t r o l a b i l i t y  reg ion) .
b) The K rasovskii form i s  too  c o n se rv a t iv e  (gives a sm alle r
RAS) .
c) The th i r d  form does no t apply to  our r e a c to r  case  s ince
P“^(n) i s  a monotonie in c reas in g  fu n c t io n  o f  n.
V I.3 P ro p e r t ie s  o f  th e  R ic c a t i  Equation 
The asym ptotic  behavior i s  c lo s e ly  r e l a t e d  to  the  so lu t io n  of 
the  estim ate  e r r o r  covariance m atrix  equation  which s a t i s f i e s  the  
R icca ti  m atrix  equation .
P = F ( t ) P  + P F ' ( t )  -  P H ' ( t ) R - l ( t ) H ( t ) P  + r ( t ) Q ( t ) r ( t ) ,  Vl -7
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where P i s  th e  e r r o r  covariance  m atrix  f o r  th e  dynamic system, 
dx = F ( t ) x ( t ) d t  + GCt)dw
x ( t o )  =  Ç
d £  = H ( t ) x ( t ) d t  + dv 
PCto) = Po 1  0 '
The s o lu t io n  o f  VI-7 has to  s ta y  ins ide  th e  cone o f p o s i t iv e  semi­
d e f in i t e  m a tr ic e s .  The s o lu t io n  of VI-7 s a t i s f i e s




$ ( t , t o )  i s  th e  fundamental m a tr ix  o f  F ( t ) .
Note t h a t  th e  second term on the r i g h t  hand s id e  o f  Equation 
VI-8 i s  th e  c o n t r o l a b i l i t y  m a tr ix .  The ex is ten c e  and uniqueness o f  
th e  s o lu t io n  o f  th e  Equation VI-7 i s  given by Bucy [B8], s ince  the  
upper bound o f  Equation VI-8 provides a L ip sch itz  c o n s ta n t  fo r  Equation
VI-7. From Equation VI-8 i t  i s  obvious th a t  the  e x is ten c e  o f  a unique 
p o s i t iv e  sem id e f in i te  s o lu t io n  o f  Equation V I-7 depends on;
1. The boundedness o f  the  asymptotic s t a b i l i t y  p ro p e r t ie s  o f  the 
system t r a n s i t i o n  m atrix .
2. Pq has t o  be p o s i t iv e  sem id e f in i te .
3 . The c o n t r o l a b i l i t y  m atrix  o f  th e  f i l t e r  has to  be p o s i t iv e  
se m id e f in i te .
Numerical s o lu t io n  o f  th e  R ic c a t i  e q u a tio n .
Bucy's ASP program [B8] (automatic Syn thes is  Program) provides
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an e f f i c i e n t  p rocedure  fo r  the  numerical so lu t io n  o f  th e  R ic c a t i  ma­
t r i x  equation  v ia  q u a s i l in e a r i z a t io n .  We w i l l  d iscu ss  two types o f  
numerical schemes so lv in g  th e  R icca ti  m atrix  equation w ith  subsequent 
su ccess fu l  a p p l ic a t io n  to  our re a c to r  system.
Let the  s o lu t io n  o f  R icca ti  equation be S(P), th e n
p = s ( P )  = FP + PF' -  PH'R-iHP + rqr.
1. The f i r s t  o rd e r  method: ( th is  i s  a simple f i r s t - o r d e r  
i t e r a t i o n )
p .  '  Pn-l * • VI-9
2. Second-order i t e r a t i o n :
Pn = P „ - l  * S(Pn-l) ■ VI-10
When both o f  th e se  schemes were applied  to  our r e a c to r  system, th e  
second o rd e r  i t e r a t i o n  scheme shows g re a t  improvement over the  f i r s t  
o rd e r  during  the  i n i t i a l  s tag es  o f  the  c a lc u a l t io n .
The requirem ent t h a t  th e  P m atrix  symmetric can be s e r io u s ly  
v io la te d  during  th e  i t e r a t i o n  process due to  round o f f  in  the  m atr ix  
op e ra t io n s  but t h i s  can be avoided by symmetrizing th e  i t e r a t e s .  The 
problem o f  the  i t e r a t e s  leav ing  the  cone of p o s i t iv e  s em id e f in i te  and 
thus lead ing  to  an unbounded f i l t e r  can be avoided by adding a la rg e r  
f i c t i t i o u s  noise covar iance  term , the Q m atrix . This in c re a se s  th e  
c o n t r o l a b i l i t y  re g io n .
129
The computation time in  carry ing  out th e  converged s o lu t io n  
o f  th e  R ic ca t i  equation depends on the s tep  s iz e  e ,  bu t too small a 
e leads  to  excessive i t e r a t i o n  and computing tim e. T herefo re , 
should be chosen as la rg e  as p o s s ib le .  G enerally  speaking , the  compu­
ta t i o n  time v a r ie s  as th e  cube o f  the  dimension o f  th e  R ic c a t i  m atrix  
equation . However, a l l  o f  th e  t ro u b le  in  symmetrizing and s tay ing  
p o s i t iv e  d e f i n i t e  a re  p a r t i a l l y  avoided in  our work by using  the 
sp ec ia l  m atrix  c a lc u la t io n a l  scheme, thus keeping th e  round o f f  
e r ro rs  very low.
The so lu t io n  o f  m atrix  R icca ti  equation governs th e  evo lu tion  
o f  th e  e s t im atio n  e r r o r  covariance  matrix fo r th e  d i s c r e t e  time 
f i l t e r .  I t  i s  im portant to  know the conditions  fo r  the  uniqueness 
o f  th e  R ic ca t i  equation which th e re fo re  ensures th e  optimal f i l t e r  
performance. A good t a b l e  made by Bucy [B8] i s  very  u se fu l  fo r  quick 
re fe re n ce .
Let us de fine  th e  fo llowing nomenclature:
Uniform R o b s e r v a b i l i ty  
Ag: Uniform Q c o n t r o l a b i l i t y
Ag: Uniform Q c o n t r o l a b i l i t y  and uniform o b s e r v a b i l i ty  
Pj^; Existence  of  a p o s i t iv e  sem i-def in ite  eq u ilib r ium  so lu t io n  
o f  th e  R ic c a t i  equation 
Pg: Uniform asym ptotic  s t a b i l i t y  of the  optimal f i l t e r  
Pg: Uniform asym ptotic  s t a b i l i t y  of th e  R ic ca t i  equation 
P^: A p r i o r i  uniform upper bound (1^^+ C) fo r  th e  so lu t io n  o f  
R ic ca t i  equation
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Pg: A p r i o r i  uniform lower bound (I^+C  ̂ fo r  th e  so lu t ion  of
the  R ic c a t i  equat ion 
P^: Unique p o s i t i v e  sem idef in i te  equ i l ib r ium  so lu t ion  o f  the  
R ic c a t i  equat ion 
Py: Monotonie convergence of the  e r r o r  covar iance matr ix .




F ( t ) ,  r ( t ) ,  H ( t ) ,  Q(t )  
uniformly  bounded. We have the  following p rope r ty  t a b l e :
^1 ^2 ^3 ^4 ^5 ^6 ^7
Aj X - - X - - X
Ag - - - - X - X
A . X X X X X X X
An e n t r y  (X) in  the  matr ix  i ,  j i n d i c a t e s  t h a t  under assump­
t i o n  i ,  t h e  p ro p e r ty  holds while C") i n d ic a te s  i t  i s , i n s u f f i c i e n t .
VI .4 Numerical Examples.
A sample computer output shows th e  Liapunov func t ion  suggested 
by t h i s  work and t h a t  o f  the  Krasovski form. The Liapunov functions  
a l l  s t a r t  at  t h e  o r i g i n  with a value of  zero ,  then  inc reases  s t e a d i ly  
u n t i l  the  f i l t e r  approaches the  steady s t a t e ,  then  decrease  monoton- 
i c a l l y .  The Liapunov func t ion  of the  form x'Px  shows a c l ea r  in d ica t io n
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o f  the  s t a b i l i t y  p rope r ty  of  the  f i l t e r  model, s ince  the  p o s i t i v e  de ­
f i n i t e n e s s  o f  t h e  P matr ix  can a ssu re  a unique s o lu t io n  o f  the  R icca t i  
equat ion  which in  t u r n  w i l l  assume a s tab le  f i l t e r .  The f a c t  t h a t  P 
i s  an monotonie decreasing  func t ion  of  t ime a f t e r  the  f i l t e r  reaches 
t h e  s teady  s t a t e  d i r e c t l y  r e f l e c t s  the  lo c a t io n  o f  th e  s teady  s t a t e .  
For th e  K rasovsk i ' s  form x 'x ,  t h e  trend  o f  monotonie decreases  s t a r t  
a l i t t l e  e a r l i e r  where the  f i l t e r  may not be s t a b l e .
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x * P x
0 . 0  
0 . 0 0 0 0 0 0  
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0 . 0 0 0 2 3 0  
0 . 0 0 0  1 4 3  
0 . 0 0 0 0 9 5  
0 .  0 0 0 0 5 6  
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CHAPTER VII
ERROR SENSITIVITY ANALYSIS AND FILTER ADAPTIVITY
V I I .1 In t r o d u c t io n
In the  implementation of  a f i l t e r ,  we o f ten  face two d i f f i c u l t  
problems; th e  choice o f  a proper i n i t i a l  e s t im ate  o f  the  s t a t e ,  the 
i n i t i a l  e s t imate  e r r o r  covariance m a t r ix ,  system no ise  covar iance  ma­
t r i x ,  measurement covariance matr ix .and  t h e  choice o f  a p roper  mathe­
m at ica l  model f o r  the  system. The mathematical  model must be simple 
in  o rde r  t o  make i t  f e a s ib l e  fo r  o n - l i n e  c a l c u l a t i o n s  but i t  should 
be r e a l i s t i c  enough to  desc r ibe  th e  system in  the opera t ing  range; 
on the  o th e r  hand, th e  p r i o r  s t a t i s t i c ?  and the  i n i t i a l  condi t ions  are  
not e a s i l y  a v a i l ab le  under normal c o n d i t io n s .  Therefore ,  these  often  
produce erroneous f i l t e r i n g  r e s u l t s  or  f i l t e r  divergence as shown in 
previous  chap te rs .
The choice of  d i f f e r e n t  i n i t i a l  e s t im a te  e r r o r  covar iance  
does not e f f e c t  the f i l t e r i n g  r e s u l t s  when the  f i l t e r  i s  approaching 
the  s teady s t a t e .  This Gaussian-Markov p r o p e r t i e s ,  as proved in  the 
l a s t  ch ap te r ,  may not hold fo r  n o n - l in ea r  systems or  i t  may take  
longer to  approach to  the  s teady s t a t e ,  o r  th e re  may e x i s t  severa l  
s teady s t a t e  so lu t io n s  as discussed  in  th e  previous  chap te rs .  D i f fe ren t
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choices  of  Q(k) , [ the  p rocess  no ise  covar iance m a t r ix ) ,  and R(k),
(the  measurement no ise  covar iance matr ix ) may lead  to  the  erroneous 
f i l t e r i n g  r e s u l t s  as they  may lead  to  an undesi red  s teady s t a t e  so lu ­
t i o n  o f  the matr ix R ic c a t i  equation .
I t  i s  c l e a r  t h a t  an e r r o r  s e n s i t i v i t y  an a ly s i s  i s  u rgen t ly  
needed, e sp e c ia l l y  in  n o n - l i n e a r  f i l t e r i n g ,  because o f  the  u n c e r t a in t y  
i n  both the model parameters  and p r i o r  s t a t i s t i c s .  This u n c e r t a in ty  
g ives  severe  problems f o r  n o n - l in ea r  f i l t e r i n g  while i t  i s  l e s s  s e n s i ­
t i v e  in  the  l i n e a r  f i l t e r i n g  case .  The most complete development o f  
an e r r o r  s e n s i t i v i t y  a n a ly s i s  has been done by G r i f f i n  and Sage [G4]. 
They cons ider  both  d i f f e r e n t i a l  e r ro r s  and l a rg e  s ca le  e r r o r s  and 
a l so  apply the  r e s u l t s  t o  smoothing. However, they  only are  usefu l  
f o r  a simple time in v a r i a n t  model.
This work extends the r e s u l t s  o f  G r i f f i n  and Sage and Jazwinski 
[J2] to  a more general  algori thm.  One can analyze the e r ro r  s e n s i t i v ­
i t y  due to  model e r r o r  (u n c e r t a in ty  in  model parameters or i n t e g r a t i o n  
t ru n c a t io n  e r r o r ) ,  p r i o r  s t a t i s t i c s ,  measurement e r r o r s ,  i n i t i a l  con­
d i t i o n s  or  any combination o f  the  above c a t e g o r i e s .  This s e n s i t i v i t y  
an a ly s i s  c a l c u la t io n  can be u t i l i z e d  by the  adaptive  f i l t e r s  discussed 
in  th e  previous  c h ap te r s .  There fore ,  we are  able  to  do a s e n s i t i v i t y  
a n a ly s i s  fo r  various  adap t ive  f i l t e r s ,  a second order  non - l inea r  f i l t e r ,  
an extended Kalman f i l t e r  and the  smoothing. Thus, we can r e l a t e  the  
s e n s i t i v i t y  to  a d a p t i v i t y .
An extens ive  e r r o r  s e n s i t i v i t y  an a ly s i s  was applied  to  the 
chemical r e a c to r  model in  t h i s  work. Some encouraging conclusive
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r e s u l t s  are  obtained which w i l l  be va luable  fo r  n o n - l i n e a r  f i l t e r i n g  
implementations.  A r e l a t i o n  between e r r o r  d e n s i t i v i t y  and f i l t e r  
a d ap t iv i ty  found in  t h i s  study a lso  provides  guides t o  adap t ive  
f i l t e r i n g  development.
V I I . 2 Development o f  General S e n s i t i v i t y  Analysis Algorithm
In o rd e r  t o  apply t h e  f i l t e r i n g  to  a system, the  model p a r a ­
meters $ (process t r a n s i t i o n  m a t r ix ) ,  H(process measurement m a t r ix ) ,  
no ise  s t a t i s t i c s  (Q and R matrix) and the  i n i t i a l  co n d i t io n s  [x(0) and 
P(0)] must be s p ec i f i e d .
Following the approach o f  Sage and Jazwinski [G4], [J2] ;  l e t  
the rea l  system be represented by
x(k+l) = * (k+ l ,k )x (k )  + Y(k) + r(k)w(k+l) , VII-1
with the  measurement
z.(k) = H(k)x(k) + v*(k) , VI1-2
where w(k+l) i s  a zero mean Gaussian process  noise  with  covar iance 
Q(k+1). ii(k) i s  a zero mean Gaussian measurement no ise  with  covar­
iance matrix  R(k+1). The i n i t i a l  e s t imate  i s  21(0) and th e  e r r o r  co- 
var iance  i s  P(0) while the  f i l t e r  model i s :
2ç^(k+l) = $ç.(k+l,k)2ç^(k) + ¥^(k) + Fj.(k)w^(k+1) VII-3
Zg(k) = Hc(k)XcCk) + Vc(k) VII-4
where v^(k+l) i s  a zero mean process  no ise  with covar iance  Qc(k), 
v^(k) i s  a zero mean measurement no ise  with covar iance R^(k),  i n i t i a l
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es t imate  2̂ ^(0 ) ,  P^(0);  Y(k) and are in  th e  dynamics t o  account
f o r  any approximat ions due to  n o n l i n e a r i t i e s ,  o r  red u c t io n  in  system 
dimension.
In  o r d e r  t o  opera te  a f i l t e r ,  i t  i s  necessary  t o  assume u n i ­
form boundedness o f  the  process  t r a n s i t i o n  matr ix ,  measurement matr ix  
and the  e s t im a te  e r r o r  covar iance matr ix  and the  p o s i t i v e  d e f i n i t e ­
ness o f  th e  e r r o r  covar iance  matr ix  as  s t a t e d  in  p rev ious  ch ap te rs .
Our f i l t e r  design  f o r  th e  above system model i s  :
A. P r e d i c t i o n  s tage .
i ( k + l , k )  = $c (k+ l ,k )x (k ,k )  + ?^(k) . VII-5
B. C orrec t ion  s tage .
x (k + l ,k + l )  = [I-K^,(k)H^(k)]x(k+l,k) + (k+l)^(k+l)  , VII-6
where the  Kalman f i l t e r  ga in  i s
Kc(k+1) = Pc(k+l ,k )H6(k+l)[Hc(k+l)Pc(k+l ,k ) ,  H^(k+1) + 
and VII-7
p^(k+ i ,k )  = $^ (k+ i ,k )p^(k ,k )$^(k+ i ,k )  + r ^ ( k )Q ^ (k + i )p  (k)
VII-8
P^(k+l ,k+ l )  = [I -K^(k+l)H^(k+l)]P^(k+l ,k)
= [I-K^(k+1)H^(k+1)] P^(k+l ,k )[ I -K^(k+I)H^(k+l)] ’
+ K^(k+l)R^(k+l)K^Ck+I) , VII-9
with i n i t i a l  e s t im a te  x(0) and e r r o r  covariance P . (0 ,0)  = P(0) given.
137
We note  t h a t  th e  f i l t e r  opera tes  on the  r ea l  d a ta  z,(k).
I t  i s  obvious t h a t  the computed matrix Pç(k+l ,k+l) i s  not t h e  
ac tua l  e s t im a t io n  e r r o r  covariance matr ix  of  th e  system. This i s  due 
t o  th e  d i f f e r e n c e  from the  real model. Neither  does t h i s  f i l t e r  s a t ­
i s f y  the  minimum var iance  c r i t e r i o n  fo r  th e  ac tu a l  system. The 
ac tua l  e s t im at ion  e r r o r s  a re
x^(k+l,k) = x(k+l - x(k+l ,k) = 4>j.(k+l ,k )x (k ,k )  + A*(k+l,k)
+ r(k)w(k+l) + fl(£k) VII-10
x(k+ l ,k+ l )  = x(k+l) - x (k+l,k+l)  = [I .Kc(k+l)H_(k+l)]
x (k+ l ,k )  - Kj.(k+l)AH(k+l)x(k+l) - K^(k+l)v(k+l) .
VII-11
Where
A*(k+l,k) = $(k+l,k) - 4>^(k+l,k)
A¥(k) = ¥(k) -
AH(k) = H(k) - H^(k) .
The performance measure o f  the a c tu a l  e s t im at ion  e r r o r  covariance 
matr ix  i s
PCk+l,k+l) = E [X (k+ l ,k+ l )x (k+ l ,k+ l ) ' ]  ,
and
P(k+l,k) = E[x(k+l ,k )x(k+l ,k )  •] .
Then, th e  r ecu rs iv e  r e l a t i o n  o f  e r r o r  covariance i s
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P ( k + l , k )  = $ ^ ( k + l , k ) P ( k , k ) $ ^ ( k + l , k )  + r (k )QCk+l ) r ' ( k)
+ A$(k+l,k)X(k)A$'Ck+l,k) + A$(k+l,k)CCk,k)$^(k+l,k) 
+ * ^ (k+ l ,k )C '(k ,k )A $ '(k+ l ,k )  + A$(k+l,k)m(k)Af (k)
+ AY(k)m'(k)A$'(k+l,k) + AY(k)AY'(k]
+ *^(k+l,k)Am(k,k)AY'(k) + AW(k)Am'(k,k)^(k+l,k)
VII-12
and
P ( k + l , k + l )  = [ I -K^(k+l ) H^Ck+l ) ] P( k+l , k ) [ I -Kc(k+l ) H^Ck+l ) ] '
+ K^(k+l )RCk+l )r  (k+1) - [ I -K^(k+l )H^(k+l ) ]
C'(k+l ,k)AH'(k+l)K^(k+l) - K^(k+l)AH(k+l)C(k+l,k) 
[I-K^(k+l)H^(k+l)] • + KcAH(k+l)X(k+l)AH’ (k+l)K^Ck+l)
VII-13
where
X(k+1) = E [x (k+ l )x (k+ l) ' ]
C(k,k) = E[xCk)x(k,k) ' ]
C(k+l,k) = E [ x ( k + l )x ( k + l ,k ) '] 
m(k) = E[x(k)]
Am(k+l,k+l) = E[x(k+1,k+l) ] .
Together with  t h e i r  re c u rs iv e  r e l a t i o n s :
X(k+1) = * ( k + l , k ) X ( k ) $ ' ( k + l , k )  + Y(k)Y' (k)  + r ( k ) Q ( k + l ) r ' ( k )
+ $(k+l,k)m(k)Y '(k)  + Y (k)m '(k)$ '(k+ l ,k )  VII-14
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C(k+l,k) = $(k+k,k)C(k,k)$^(k+l ,k) + $(k+l,k)X(k)A$'(k+l,k)
+ r ( k)Q(k+l ) r ' Ck)  + $(k+l ,k)mCk)Af ' (k)  + Y(k)m'(k)
A$'(k+l,k) + W(k)Am'(k,k)$^(k+l,k) + f ( k ) A f ' (k) ,
VII-15
C(k+l,k+l) = C (k + l ,k ) [ I -K ^(k+ l)H ^(k+ l) ] ' -X (k )A H '(k+ l) r (k+ l )
VII-16
m(k+l] = $Ck+l,k)m(k) + 4'(k) , VII-17
Am(k+l,k+I) = [I-Kc(k+l)H^(k+l)][$j ,(k+l,k)AmCk,k)
+ A$'(k+l,k)m(k) + AY(k)] - K^(k+l)AH(k+l)ra(k+l)
VII-18
With the  i n i t i a l  cond i t ions :
PC0,0) = P(0);  X(0) = E ( x ^ )  = P(0) + x ( 0 ) x ' (0)
C(0) = E [ x ^ ( ^ - x ( 0 ) ) ' ]  = P(0) 
m(0) = E(x^) = x(0) 
m(0,0) = 0
This general  s e n s i t i v i t y  ana lys is  algori thm has been developed 
i n to  a subrout ine  and t e s t e d  on the  r e a c to r  model to  eva lua te  various  
e f f e c t s  on the  f i l t e r  performance due to  d i f f e r e n t  e r r o r  c a te g o r i e s .  
Various spec ia l  cases  o f  e r ro r s  t r e a t e d  here in  are described by 
Jazwinski [ J2] ,  however, we a re  t r y i n g  to  cover more completely and 
p re sen t  a d e t a i l e d  d i s cu s s io n  and i t s  r e l a t i o n  to  a d a p t iv i ty .
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VII. 3 Error  S e n s i t i v i t y  Due to  P r io r  S t a t i s t i c s  
In t h i s  s ec t ion  we consider  e r r o r  t o  be e x i s t a n t  only in  P(0) ,  
Q(k) and R(k). S u b s t i t u t i n g  th e  r e l a t i o n s :
AO(k+I,k) = 0; AH'(k) = 0
AH(k) = 0 in to  the  general  algorithm.
i . e .  assume t h a t  the process  t r a n s i t i o n  and measurement matrix i s  
i d e n t i c a l  t o  t h a t  of the  f i l t e r  model. We then have the following r e ­
cu rs ive  r e l a t i o n s  for  the  e r r o r  covar iance.
For th e  actua l  e r r o r  covar iance:
P( k+I , k)  = * ( k + l , k ) P ( k , k )  $ ' ( k + l , k )  + r ( k ) Q( k + l ) r ' ( k )
P(k+l,k+l)  = [I -Kc(k+l)H(k+l)]P(k+l,k) [I-K^. (k+ l )H (k+ l ) )  ’
+ K ^ ( k + t ) R ^ ( k ) r  (k+1) .
The e r r o r  covariance f o r  the  f i l t e r  model i s :
P^( k+i , k)  = 4^( k+i , k)p^Ck, k)$^(k+i , k)  + r ( k ) Q^( k+i ) r ' ( k )
p^(k+i;c+l) = [ I - K^( k + l ) H( k +n ] P^( k + l , k ) [ I - K^( k + l ) H( k + l ) ]  '
+ K ^ ( k + l ) R^ ( k + I ) r ( k + l )
Let
£ ( k + l ^ k + l ) =  P ( k+ l , k+ l )  - P^( k+l , k+ l )
E( k+ l , k+ l )  = [ I - K ^ ( k + l ) H( k + l ) ] E( k + l , k ) [ I - K ^ ( k + l ) H ( k + l ) ] ' 
+  K c ( k + iU R ( k + I ) - R ^ ( k + l ) ] r  Ck+1) .
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Case I ;
Suppose Q(k+1) ^Q^(k+1)  and R(k+1) _< R^(k+1) f o r  a l l  k then,  
i f  E(k+l,k) ^  P; i t  i s  c l e a r  t h a t  E(k+l,k+l)  ^  0.
Case I I :
Suppose Q(k+1) ^Q^(k+1) and R(k+1) ^  R^(k+1) f o r  a l l  k then,  
i f  E(k,k-1)  ^  0; i t  i s  c l e a r  t h a t  E[k+l ,k) >_ 0 and E(k+l,k+l)  ^  0.
Applicat ion of th e  general  a lgori thm to  the  chemical r eac to r  
model has shown good r e s u l t s  and we can a r r i v e  a t  the  following con­
c lu s io n s :
1. I f  P(0)<P^(0) and Q(k)<Q^(k), R(k)<R^(k) fo r  a l l  k then ,
P(k+1,k)<P^Ck+l,k) and P(k+1,k+l)<P^(k+l,k+l) f o r  a l l  k .  Therefore 
the  ac tua l  e r r o r  covariance matr ix  i s  bounded by the  e r r o r  covariance 
m atr ix  based on the f i l t e r  model as in  th e  f i r s t  case .
2. On the  o ther hand, i f  the  p r i o r  s t a t i s t i c s  l i e  in  th e  second 
category  (d e f in e ) , the f i l t e r  e r ro r  covar iance  matr ix  i s  bounded by 
th e  ac tua l  model beforehand, and we cannot ga in  any informat ion in 
t h i s  case .
There fore ,  i t  i s  p r e f e r a b l e  to  s e t  th e  p r i o r  s t a t i s t i c s  ac­
cording to  case I ,  since we may precompute Pc(k+l,k+l)  ( s a t i s f y in g  th e  
R icca t i  Equation) to  determine conse rva t ive  e s t im ates  o f  the  actual  
P(0) ,  Q(k) and R(k) which w i l l  give s a t i s f a c t o r y  f i l t e r  performance.
Applying the  e r r o r  bound c a l c u l a t i o n s  in  th e  p rev ious  chapters  
fo r  the  f i l t e r  e r r o r  covar iance ,  we can p r e d i c t  the  e s t im a t io n  e r ro r  









ACTUAL COVARIANCE * * * * *  
MODEL COVARIANCE..........
ACTUAL P l l (O )  = 0 . 0 0 5  
MODEL P l l (O )  = 0 . 0 1
0 . 0
t i m e  SEC
F I G.  7 . 1  S e n s i t i v i t y  A n a l y s i s  
SECOND CRDER NONLINEAR FILTER 
SENSITIVITY ANALYSIS DUE TO PRIOR 
CONSTANT NOISE
STATISTICS
E SEC. ACTUAL P MODEL
0 . 5 0 . 0 0 1 5 -O.OCCl
1 . 0 0 . 0 0 4 1 0 . 0 0 1 3
1 . 5 C.CG46 0 . CC29
2 . 0 0 . 0 0 3 6 0 . 0 0 2 8
2 . 5 0 . 0 0 2 7 0 . 0 0 2 4
3 . 0 0 . 0 0 2 0 C.CC21
3 . 5 0 . 0 0 1 7 0 . 0 0 1 9
4 . 0 0 . 0 0 1 5 0 . 0 0 1 8
4 . 5 C .C 0 1 5 0.CC18
5 . 0 0 . 0 0 1 6 0 . 0 0 1 8
5 . 5 0 . 0 0 1 6 0 . 0 0 1 7
6 . 0 C .0 C 1 6 0 . CC17
6 . 5 0 . 0 0 1 7 0 . 0 0 1 7
7 .C C .C C I 7 0 . 0 0 1 7
7 . 5 0 . 0 0 1 7 0 . 0 0 1 7
8 . 0 0 . 0 0 1 7 0 . 0 0 1 7
8 . 5 0 - 0 0 1 7 0 . 0 0 1 7
9 . 0 0 . 0 0 1 7 0 . 0 0 1 7
9 . 5 0 . 0 0 1 7 0 . 0 0 1 7
IC.O 0 . 0 0 1 7 0 . 0 0 1 7
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ACTUAL COVARIANCE * * * * *  
MODEL COVARIANCE..........
WITH ACTUAL P l l ( O ) = 0 .0 0 5  
MODEL P U  ( 0 )  = 0 .0 1
S E N S IT IV IT Y  PLOT FOR P W  





F I G .  7 . 2  E ^ O R  SE N SIT IV IT Y  DUE TO P ( 0 )  
NONLINEAR EXTENDED KALMAN F I i ,iE R
T IV IT Y ANALYSIS DUE TO PRIG
Ê SFC. ACTUAL P MnOFL
C .5 0 . 0 C 4 ? 0 . 0C44
1 . 0 C.CC05 0.C C06
1 . 5 O .O O nu n . c o o l
2 . 0 C.OOOl ■ 0 , 0 0 0 1
2 . 5 C.00C2 O.OCCl
3 . 0 0 . 0 0 0 ? 0 . 0 0 0 2
3 . 5 0 . 0 0 0 2 O.C002
4 . 0 0 . 0 0 0 2 0 . 0 0 0 2
4 . 5 0 . 0 0 0 2 0 . 0 0 0 2
5 . 0 C .0 0 0 2 0 . 0 0 0 2
5 . 5 0 . 0 0 0 2 0 . 0 0 0 2
A.O 0 . 0 0 0 ? 0 . 0 0 0 2
6 . 5 C .0 0 0 2 0 . 0 0 0 2
7 . 0 0 . 0 0 0 2 0 . 0 0 0 2
7 . 5 0 . 0 0 0 2 0 . 0 0 0 2
8 . 0 0 . 0 0 0 2 0 . 0 0 0 2
8 . 5 0 . 0 0 0 ? 0 . 0 0 0 2
9 . 0 0 . 0 0 0 ? 0 . 0 0 0 2
9 . 5 c . o n o ? 0 . 0 0 0 2
1 0 . P 0 . 0 0 0 2 0 . 0 0 0 2
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ACTUAL COVARIANCE * * * * *  
MODEL COVARIANCE..........
ACTUAL R 3 3 (k ) = 0 . 0 3  
MODEL R 3 3 (k )  = 0 . 0 1
eh   ̂
CO dM q
0.0002
S F C .
1 0 . 0
F I G .  7 . 3  SE N SIT IV IT Y  DUE TO MEASUREMENT NOISE ERROR
NONLINEAR EXTENDED KALMAN FILTER  
CONSTANT N O ISE ,SE N SIT IV IT Y  PLOT FOR P44-
F SFC. ACTUAL P MCDFL
0 . 5 0 . 0 0 4 4 O.OC44
1 .0 0 . 0 0 0 5 0 .0 0 0 5
1 .5 C.CCOl O.OCCl
2 . 0 0 . 0 0 0 1 O.OOOl
2 . 5 C.OOOl O.OOOl
3 . 0 C.OOC2 0.CCC2
3 . 5 0 . 0 0 0 2 0 . 0 0 0 2
4 . 0 0 . 0 0 0 2 0 . 0 0 0 2
4 . 5 . 0 . 0 0 0 2 0.CÇC2
5 . 0 0 . 0 0 0 ? 0 . 0 0 0 2
5 . 5 C .0002 0 . 0 0 0 2
6 . 0 0 . 0 0 0 2 0.CCC2
6 . 5 0 . 0 0 0 2 0 . 0 0 0 2
7 . 0 0 . 0 0 0 2 0 . 0 0 0 2
7 . 5 C .0 0 0 2 0 . 0 0 0 2
8 . 0 0 . 0 0 0 2 O .0C02
8 . 5 0 . 0 0 0 2 0 . 0 0 0 2
9 . 0 0 . 0 0 0 2 O.COC2
9 . 5 0 . 0 0 0 2 0 . 0 0 0 2
1 0 . O' 0 . 0 0 0 ? 0 . 0 0 0 2
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0 .0 0 5 7
ACTUAL COVARIANCE ***** 
MODEL COVARIANCE . . . .  
ACTUAL R33(k) = 0 . 0 3  





0 . 0 1 0 .05 . 0
FI G.  7 . 4
T i v e  SFC.
SENSITIVITY DUE TO MEASUREMENT NOISE
NONLINEAR EXTENDED KALMAN FILTER 
CONSTANT NOISE, SENSITIVITY PLOT FOR P33
E SEC. ACTUAL P MCOFL
0 . 5 0 . 0 0 5 7 0 . 0 0 5 6
1 . 0 0 . 0 0 4 6 0 . 0 0 4 5
1 .5 0 .0 C 2 9 0 . 0 0 2 7
2 . 0 0 . 0 0 1 7 0 . 0 0 1 5
2 . 5 0 . 0 0 1 0 0 . 0 0 0 8
3 . 0 0 . 0 0 0 7 0 . 0 0 0 5
3 . 5 0 . 0 0 0 5 0 . 0 0 0 3
4 . 0 0 . 0 0 0 4 0 . 0 0 0 2
4 . 5 0 . 0 0 0 4 0 . 0 0 0 ?
5 . 0 0 . 0 0 0 4 0 . 0 0 0 2
5 . 5 0 . 0 0 0 4 0 . 0 0 0 2
6 . 0 0 . 0 0 0 4 0 .C 0 0 2
6 . 5 0 . 0 0 0 4 0 . 0 0 0 2
7 . 0 0 . 0 0 0 4 0 . 0 0 0  2
7 . 5 0 . 0 0 0 4 0 . 0 0 0 2
fi.O 0 . 0 0 0 4 0 . 0 0 0 2
8 . 5 0 . 0 0 0 4 0 . 0 0 0 2
9 . 0 0 . 0 0 0 4 0 . 0 0 0 ?
9 . 5 0 . 0 0 0 4 0 .C0C2











ACTUAL COVARIANCE * * * * *
MODEL COVARIANCE..........
ACTUAL P I I ( O )  =  0 .0 0 5  
MODEL P l l ( O )  = 0 . 0 1
2 0  %  r a t e  c o n s t a n t  e r r o r
SE N SIT IV IT Y  PLOT OF P 4 4
-! 1 1_
5 . 0
r  I  V C
I C . O
SEC.
FI G.  7 . 5 SE N SIT IV IT Y  DUE TO. MODEL AND P ( 0 )  ERROR 
NONLINEAR EXTENDED KALMAN FILTER  
CONSTANT NOISE COMPENSATION
E SFC. ACTUAL P UCOFL
0 . 5 0 . 0 0 3 4 0 . 0 0 3 5
l . O . C.OÛCO 0 . c e c i
1 .5 c . o o o o - o . c c o o
2 . 0 C.OOOl O.OOOl
2 . 5 c . o n o ? 0 . OCCl
3 . 0 0 . 0 0 0 ? 0 . 0 0 0 2
3.  5 0 . 0 0 0 ? O.OCC2
4 . 0 c . o o o ? 0 . 0.CC2
4 . 5 0 . 0 0 0 ? 0 . C 0 C2
5 . 0 0 . 0 0 0 2 0 , 0 0 0 2
5 . 5 0 . 0 0 0 2 C . C 002
6 . 0 0 . 0 0 0 3 0 . 0 0 0 2
6 . 5 C . 0 0 C3 0 . 0 0 0 2
7 . 0 C . 0 0 C3 O. C002
7 . 5 0 . 0 0 0 3 0 . 0 0 0 2
8 . 0 C. 0 0 0 3 0 . 0 0 0 2
8 . 5 C. 0003 0 . 0 0 0 2
9 . 0 0 , 0 0 0 3 0 . 0 0 0 2
9 . 5 C. 0 0 0 3 0 . 0 0 0 2
1 0 . 0 C. 0 0 0 3 0 . 0 0 0 2
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0 .0 0 3 8
ACTUAL COVARIANCE * * * * *  
MODEL COVARIANCE ..........
ACTUAL P l l ( O )  =  0 . 0 0 5  
MODEL P l l ( O )  =  0 . 0 1CJ
H CJ
M ^
20  %  r a t e  c o n s t a n t  e r r o r




F I G .  7 . 6  SE N SIT IV IT Y  DUE TO MODEL &PRIOR ST A T ISTIC S
NONLINEAR EXTENDED KALMAN FILTER  
CONSTANT NOISE COMPENSATION 
S E N S IT IV IT Y  PLOT OF P l l
IF SEC. ACTUAL P VCDEL
0 . 5 0 . 0 0 1 8 - 0 . C 0 C 7
1 . 0 0 . 0 0 3 0 0 . 0 0 1 1
1 . 5 C.0Q33 0 . 0 0 2 5
2 . 0 0 . 0 0 3 0 0 . 0 0 2 7
2 . 5 0 . 0 0 2 3 0 . 0 0 2 6
3 . 0 0 . 0 0 2 0 0 . 0 0 2 4
■ 3 . 5 0 . 0 0 2 0 0 .C 0 2 2
. 4 . 0 0 . 0 0 2 2 0 . 0 0 2 0
4 . 5 0 . 0 0 2 3 0 . 0 0 1 9
5 . 0 0 . 0 0 2 4 0 . 0 0 1 8
5 . 5 0 . 0 0 2 4 0 . 0 0 1 7
6 . 0 0 . 0 0 2 4 0 . 0 0 1 7
6 . 5 0 . 0 0 2 4 0 . 0 0 1 7
7 . 0 0 . 0 0 2 4 0 . 0 0 1 7
7 . 5 0 . 0 0 2 4 0 . 0 0 1 7
8 . 0 0 . 0 0 2 5 0 . 0 0 1 7
8 . 5 0 . 0 0 2 5 0 . 0 0 1 7
9 . 0 0 . 0 0 2 5 0 . 0 0 1 7
0 . 5 0 . 0 0 2 4 0 . 0 0 1 7
1 0 . 0 0 . 0 0 2 4 0 . 0 0 1 7
148
A sample output f o r  s e n s i t i v i t y  ana lys is  in  t h i s  s ec t io n  can 
be found in  Fig .  7.1 through Fig.  7 .6 .
V I I . 4 S e n s i t i v i t y  Analysis  Due to  Model Errors
Various model e r r o r s  e x i s t  i n  the  f i l t e r i n g  p rocess .  Some 
are due to  incomplete knowledge o f  the  phys ica l  process  leading to  
u n c e r t a in t y  i n  model paramete rs .  A ty p ic a l  example in  our r e a c to r  
model i s  th e  u n c e r t a in t y  in  the r e a c t o r  r a t e  constan t  or  the  r e a c t io n  
mechanism fo r  complex r e a c t io n s .  In  a d d i t io n ,  some model e r r o r s  are 
in troduced d e l i b e r a t e l y  fo r  numerical  s im p l i f i c a t i o n  or when approxi­
mating a h ighe r  dimensional model by a lower order model. This saves 
both in  comprite r  s to rage  and computation t ime. In a d d i t io n ,  one can 
approximate a no n l in ea r  model by a pseudo- l inea r  model in  o rder  to  
ob ta in  a n a ly t i c a l  r e s u l t s  and u t i l i z e  l i n e a r  a n a ly s i s .
In t h i s  s ec t io n  the  s e n s i t i v i t y  ana ly s is  o f  both the  extended 
Kalman f i l t e r  and the second order  non l in ea r  f i l t e r  i s  s tud ied  when 
the  following e f f e c t s  a re  considered:
A. U ncer ta in ty  in  the model parameters.
B. Model e r ro r s  due to  d e l i b e r a t e  s im p l i f i c a t i o n  in  the  
model.
C. Model e r ro r s  due to  the  combination o f  d e l i b e r a t e  model 
s i m p l i f i c a t i o n  and e r r o r  in the  p r i o r  s t a t i s t i c s .
1. U ncer ta in ty  in  the  model parameters  :
An u n c e r t a in t y  in  the model parameters w i l l  cause an u n d e s i r ­
ab le  model response and t h i s  may e i t h e r  degrade th e  f i l t e r  performance 
o r  cause i n s t a b i l i t y  and divergence .  In o rder  to  use our genera l
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s e n s i t i v i t y  a n a ly s i s  a lgor i thm ,  we can t r e a t  th e  model u n c e r ta in ty
v i a  A* = $ $ i s  t h e  t r a n s i t i o n  matr ix  o f  the  ac tua l  model whenc
using accura te  knowledge o f  the  model paramete r .  i s  the  f i l t e r  
model t r a n s i t i o n  m atr ix  with an u n ce r ta in  model parameter. We sub­
s t i t u t e d  t h i s  r e l a t i o n s h i p  in to  th e  algori thm and permanent o f f s e t  
and divergence between th e  a c tu a l  and the computed e r r o r  covariance 
was observed. This o f f s e t  and divergence depended on the  p a r t i c u l a r  
model response to the u n c e r t a i n t y  in  model parameters .  This exp la ins  
the  reason for  f i l t e r  divergence  due to  u n c e r t a in t y  in  model parameters .
The e r r o r  s e n s i t i v i t y  due t o  the  u n c e r t a in t y  i n  model pa ra ­
meters i s  evaluated v i a  A$ = which can be achieved by s u b s t i t u t i n g  
in to  th e  general  a lgor i thm:
P(k+l,k) = $^P^(k ,k)$^(k+l,k)  + rCk)Q^(k+l)r ' (k)
+ A$(k+l,k)X[k)A$' (k+l ,k) + A$(k+l,k)C(k,k)$^(k+l,k)
+ $^(k+l,kDC'Ck,k)A$'(k+l ,k)  VII-19
P(k+l,k+l) = [I-K^(k+l)H^Ck+l]P(k+l,k)[I-K^(k+l)H^Ck+l)l  '
+ K ^ (k + l )R (k + l ) r (k + l )  . VII-20
Combining equations VII-19 and VII-20 we have on the r i g h t  hand s id e ,  
dropping the index f o r  convenience:
P(k+l ,k+l)  = (I-KJH)$^P*^(I-KJH)'  + F(k) . VII-21
This i s  a l i n e a r  inhomogeneous d i f f e r e n c e  equat ion with the  fo rc ing  
term:
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F(k) = (I-K^H)CrQ^r'+A$XA$'+A$C$^ + $^CA$)(I-K^H)+K^RK^
VII-22
where X(k) and C(k,k) are  as defined before .  Note t h a t  i f  A$ = 0,
a l l  terms with A$ in VII-22 drop o u t ,  and we have
F(k) = K^RK' + (I-K^HUrQ^r')  .
S u b s t i t u t e  t h i s  in to  Equation VII-21,
P(k+l ,k+l)  = (I-K HX$ P$ ' ) ( I - K  H)'  + K RK'+CI-K H) ( r Qr ' ) ( I - K H)'
C C C C  C C C  w
= (I-K^H)($P$'+rQr')CI-K^H)'  + K^Rr .
This i s  exac t ly  the  same as the  f i l t e r  model e r ro r  covariance.  The 
s e n s i t i v i t y  matrix  as defined by
DP(k+l,k+l) = P(k+l,k+l)  - P^(k+l ,k+l) .
There fore ,  i f  A$ = 0,  we w i l l  have DP(k+l,k+l) = 0 or P(k+l,k+l) = 
P ^ (k+ l ,k+ l ) .
2. Model e r ro r s  due to  d e l i b e r a t e  s im p l i f i c a t i o n :
As mentioned before ,  d e l i b e r a t e  model s im p l i f i c a t i o n  has been 
used ve ry  of ten  in  s im ula tion  and f i l t e r i n g  r e a l i z a t i o n  and u sua l ly  
takes  th e  form o f  rep lac ing  a h igher o rder  complex model by a lower 
dimensional s impler one. Here aga in ,  we can use the  general  computer 
program to  make a s e n s i t i v i t y  ana ly s is  v ia  e i t h e r  $ = or AY=T̂ -W
to  t a k e  care  of the  e r ro r s  e i t h e r  i n  reduc t ion  in  dimension or  non- 
l i n e a r i t y .  In t h i s  work, we evalua te  the  s e n s i t i v i t y  due t o  in t e g r a t i o n
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ACTUAL COVARIANCE ***** 
MODEL COVARAINCE ..........




0 . 0 0 1  Q  Q 5 . 0  
TIME SEC.
FIG. 7 .7  SENSITIVITY ANALYSIS PLOT FOR 
P l l ,  USING UAUNG'S ADAPTP/E I  TO 
COMPENSATE FOR EULER’S INTEGRATION 
ERROR AGAINST RUNGE-KUTTA i'ERSON
TIME SEC. ACTUAL P MODEL P
0 . 5 0 0 . 0 5 1 9 0 . 0 0 1 0
1 . 0 0 0 . 0 1 5 8 0 . 0 0 0 8
1 . 5 0 0 . 0 2 5 9 0 . 0 0 2 7
2 . 0 0 0 . 0 3 1 0 0 . 0 0 3 4
2 . 5 0 0 . 0 2 3 5 0 . 0 0 2 9
3 . 0 0 0 . 0 1 5 4 0 . 0 0 2 7
3 . 5 0 0 . 0 1 0 4 0 . 0 0 2 5
4 . 0 0 0 . 0 0 7 8 0 . 0 0 2 4
4 . 5 0 0 , 0 0 6 3 0 . 0 0 2 2
5 . 0 0 0 . 0 0 5 3 0 . 0 0 2 0
5 . 5 0 0 . 0 0 4 7 0 . 0 0 1 9
6 . 0 0 0 . 0 0 4 2 0 . 0 0 1 8
6 . 5 0 0 .0 C 3 9 0 . 0 0 1 7
7 . 0 0 0 . 0 0 3 6 0 . 0 0 1 7
7 . 5 0 0 . 0 0 3 4 0 . 0 0 1 6
8 . 0 0 0 . 0 0 3 2 0 . 0 0 1 5
8 . 5 0 0 . 0 0 3 1 0 . 0 0 1 5
9 . 0 0 0 . 0 0 3 0 0 . 0 0 1 4
9 . 5 0 0 . 0 0 3 0 0 . 0 0 1 4
1 0 . 0 0 0 . 0 0 2 9 0 . 0 0 1 3
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ACTUAL COVARIANCE * * * * *  
MODEL COVARIANCE ..........





5 . 0 10. ÛO.G
TIME SEC.
F I G . 7 . 8  SENSITIVITY ANALYSIS PLOT FOR 
■ P 2 2 ,USING HUANG’S ADAPTIVE I  TO 
COMPENSATE FOR.EULER’S INTEGRATION 
ERROR AGAINST RUNGE-KUTTA MERSON
TIME SEC. ACTUAL P MODEL P
0 . 5 0 0 . 0 0 1 2 0 . 0 0 3 9
I . 00 0 , 0 0 3 0 0 . 0 0 1 1
1 . 5 0 0 . 0 0 2 0 0 . 0 0 0 4
2 . 0 0 0 . 0 0 1 1 0 . 0 0 0 1
2 . 5 0 0 . 0 0 1 2 O.OCCl
3 . 0 0 0 . 0 0 1 3 0 . 0 0 0 1
3 . 5 0 0 . 0 0 1 3 0 . 0 0 0 2
4 . 0 0 0 . 0 0 1 2 0 . 0 0 0 3
4 . 5 0 0 . 0 0 1 1 0 .0 0 C 3
5 . 0 0 0 . 0 0 1 0 0 . 0 0 0 4
5 . 5 0 0 . 0 0 0 9 0 . 0 0 0 5
6 . 0 0 0 . 0 0 0 9  • 0 . 0 0 0 5
6 . 5 0 0 , 0 0 0 9 0 . 0 0 0 5
7 . 0 0 0 . 0 0 0 3 0 .0 0 C 6
7 . 5 0 0 . 0 0 0 8 0 . 0 0 0 6
8 . 0 0 0 . 0 0 0 8 0 .0 0 C 6
8 . 5 0 0 . 0 0 0 8 0 . 0 0 0 6
9 . 0 0 0 . 0 0 0 8 0 . 0 0 0 6
9 . 5 0 0 . 0 0 0 8 0 . 0 0 0 6






10.05 . 00 . 0
TIMB SFC;
FIG 7 . 9  SENSITIVITY ANALYSIS PLOT FOR 
*P33, USING HUANG’S ADAPTIVE I  TO 
COMPENSATE FOR EULER’S INTEGRATION 
ERROR AGAINST RUNGE-KUTTA PERSON 
NONLINEAR SECONÎ) ORDER FILTER
TIME SEC. ACTUAL P MODEL P
0 . 5 0 - 0 . 0 0 0 1 0 . 0 0 8 0
1 . 0 0 0 . 0 0 3 8 0 . 0 0 7 6
1 . 5 0 0 . 0 0 1 4 0 . 0 0 6 0
2 . 0 0 0 . 0 0 0 9 0 . 0 0 4 6
2 . 5 0 0 . 0 0 0 9 0 . 0 0 3 6
3 . 0 0 0 . 0 0 0 7 0 . 0 0 2 9
3 . 5 0 0 . 0 0 0 6 0 . 0 0 2 3
4 . 0 0 0 . 0 0 0 5 0 . 0 0 1 9
4 . 5 0 0 . 0 0 0 5 0 . 0 0 1 5
5 . 0 0 0 . 0 0 0 5 0 . 0 0 1 3
5 . 5 0 0 . 0 0 0 5 0 . 0 0 1 1
6 . 0 0 0 . 0 0 0 5 0 . 0 0 0 9
6 . 5 0 0 . 0 0 0 5 0 . 0 0 0 8
7 . 0 0 0 . 0 0 0 5 0 . 0 0 0 7
7 . 5 0 0 . 0 0 0 5 0 . 0 0 0 6
8 . 0 0 0 . 0 0 0 5 0 . 0 0 0 5
8 . 5 0 0 . 0 0 0 5 0 . 0 0 0 5
9 . 0 0 0 . 0 0 0 5 0 . 0 0 0 4
9 . 5 0 0 . 0 0 0 5 0 . 0 0 0 4
1 0 . 0 0 0 . 0 0 0 5 0 . 0 0 0 4
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0.035
ACTUAL COVARIANCE ***** 
MODEL COVARIANCE . . . .
NONLINEAR SECOND ORDER 
FILTER




FIG. 7 . 1 0  SENSITIVITY ANALYSIS PLOT FOR 
USING HUANG’S ADAPTIVE I  TO 
COMPENSATE FOR EULER’S INTEGRATION 
ERROR AGAINST RUNGE-KUTTA PERSON
TIME SEC. ACTUAL P MODEL P
0 . 5 0
1.00
1 . 5 0  
2 . 0 0
2 . 5 0
3 . 0 0
3 . 5 0
4 . 0 0
4 . 5 0
5 . 0 0
5 . 5 0  
: 6 * 0 0
6 . 5 0
7 . 0 0
7 . 5 0  
. 8 . 0 0
8 . 5 0
9 . 0 0
9 . 5 0  
1 0 . 0 0
0 . 0 0 2 5  
0 . 0 3 4 3  
0 . 0 1 3 2  
0 . 0 0 3 1  
0 . 0 0 1 0  
0 . 0 0 0 6  
0 . 0 0 0 5  
0 . 0 0 0 4  
0 . 0 0 0 3  
0 . 0 0 0 3  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2  
0 . 0 0 0 2
0 . 0 0 6 9
0 . 0 0 1 5
0 . 0 0 0 9
0 .0 0 0 4
0 . 0 0 0 2
C.OOOl
0 . 0 0 0 0
- 0 . 0 0 0 0
- 0 . 0 0 0 0
- 0 . 0 0 0 0
- 0 . 0 0 0 0
- 0 . 0 0 0 0
0 . 0 0 0 0
0 . 0 0 0 0
0 . 0 0 0 0
0 . 0 0 0 0
0 . 0 0 0 0
0 .0 000
0 . 0 0 0 0
0 . 0 0 0 0
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e r r o r  (using simple E u l e r ' s  i n t e g r a t i o n )  v i a  as derived in  A, while 
Fig. 7.7 t o  Fig .  7.10 shows the  rap id  d isappear ing  of  the  d i f f e r en c e  
by us ing  adapt ive techniques in troduced by t h i s  work.
3.  Errors due to  the  combination o f  p r i o r  s t a t i s t i c s  and model 
s im p l i f i c a t i o n .
A combination o f  e r r o r s  in  p r i o r  s t a t i s t i c s  and model s im pl i ­
f i c a t i o n  may a l so  degrade th e  f i l t e r  performance.  The s e n s i t i v i t y  
due to  these  e r r o r s  can also be s tud ied  by our general  algorithm.
Here, we t r e a t  again the  model s i m p l i f i c a t i o n  v i a  AY = In t h i s
case th e  recu rs ive  r e l a t i o n  fo r  the  e r r o r  covar iance i s :
P(k+l,k) = $ (k + l ,k ) P (k ,k ) $ ' (k + l ,k )  + r ( k )Q (k + l ) r ' ( k )
+ AY(k)AY'(k) + $(k+l,k)Am(k)AY'(k) + AY(k)Am'(k,k)$'(k+l,k)
P(k+l ,k+l) = [ I -K ^(k+l)H(k+l) ]P (k+ l ,k ) [ I -K ^(k+l)H (k+l) ] ' 
+ Kg(k)R(k+l)K^(k+l) • .
Combining these  equations
P(k+l ,k+l) = [I-K^(k+l)H(k+l)]$(k+l,k)P(k,k)<I>'Ck+l,k) 
•[I-K^Ck+l)H(k+l)] ' + F(k) .
Where F(k) is
F(k) = [I-KcCk+l)H(k+l)][r(k)Q(k+l)r ' (k)+AY(k)AY'Ck)
+ $(k+l,k)Am(k,k)AY'+AY(k)Am'(k,k)$'(k+l,k)]
[I-K^(k+l)H(k+l)]  ' + K^(k+l)R(k+l)K^(k+l)
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Am(k+l,k+l) = [I-K^(k+l)H(k+l)]$(k+l,k)AmCk,k) + f (k )  
fCk) = [I-Kg(k+l)H(k+l)]AY(k) .
Let
Ÿ^(k+l,k) = [ I -K^(k+l)H(k+l) ]$(k+l,k)  .
The following theorem i s  due to  Pr ice  [P3]. I f  th e  dynamic system is  
uniformly  completely observable  and c o n t rô la b le  and i f  F(k) i s  u n i ­
formly bounded and P(0) i s  bounded, then th e  e r r o r  covar iance matrix  
P(k,k) i s  uniformly bounded fo r  a l l  k.  Since the  s o lu t io n  fo r  P(k,k) 
i s  :
k-1
P(k ,k)  = Y(k ,0)P (0)Y '(k ,0 ) + I T ( k , i + l ) F ( i ) r  ( k , i+ l )  ,
^ i=0 c c
th e  uniform boundedness of  the  e r ro r  covar iance matr ix  assures  us 
t h a t  the  f i l t e r i n g  e s t im at ion  e r r o r  f a l l s  below the  bound. Therefore  
we can s e t  up th e  f i l t e r  model such th a t  i t s  e r r o r  covar iance matrix 
s tay s  w ith in  our accep tab le  reg ion .
We can see t h a t  the  boundness of  the  fo rc ing  term o f  the  co- 
va r iance  equation  requ i re s  the boundness o f  X(k),  C(k,k) m(k) and 
m (k ,k ) . These a re  a l l  r e l a t e d  to  the  uniformly asymptotic s t a b i l i t y  
o f  th e  a c tu a l  system dynamics. This i s  e s s e n t i a l l y  assuming uniformly 
a sym pto t ica l ly  s t a b l e  system dynamics.
V I I .5 E r ro r  S e n s i t i v i t y  Due to  Measurement Error
We w i l l  d iscuss  two types of i n c o r r e c t  measurement e r ro r s  in 
t h i s  s e c t io n  using our general  algor ithm.
A. Inco r rec t  measurement s t a t i s t i c s .
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B. In co r rec t  measurement m atr ix  in  th e  case o f  l i n e a r  or  
in c o r r e c t  measurement func t ion  in  the  non l inear  case .
1. Inco r rec t  measurement s t a t i s t i c s :
Here,  we a r e  concerned with  t h e  i n c o r r e c t  measurement no ise  
covar iance ,  R(k) . Assuming every th ing  of  th e  f i l t e r  model except the  
measurement noise  i s  the  same as th e  a c tu a l  model, then  s u b s t i t u t i n g  
in to  our general  algorithm:
P(k+l ,k) = $^ (k+ l ,k )P (k ,k )$^ (k+ l ,k )  + r ( k )Q (k + l ) r ' (k)
P(k+l ,k+l) = [I-K^Ck+l)H(k+l)]P(k+l,k)[I -K^Ck+l)H(k+l) ] '
+ K^(k+l)R(k+l)K^(k+l) .
Therefore ,  s im i la r  r e s u l t s  can be obta ined as in the  s ec t io n  o f  s e n s i ­
t i v i t y  due to  p r i o r  s t a t i s t i c s .  The boundedness of  th e  e r ro r  c o v a r i ­
ance i s  a l so  r e l a t e d  to  the  asymptotic s t a b i l i t y  o f  th e  process  t r a n s ­
i t i o n  matr ix .
2. Inco r rec t  measurement m a tr ix :
An in c o r re c t  measurement matr ix  in  th e  l i n e a r  case  or an i n ­
co r re c t  measurement matrix in  the  non l inear  case can a l so  degrade the  
f i l t e r  performance.  The s e n s i t i v i t y  a n a ly s i s  study o f  these  e f f e c t s  
can a lso  be achieved by our general  a lgori thm using AH(k) = H[k)-H^(k); 
here H(k) i s  th e  ac tua l  measurement m atr ix  while Hc(k) i s  the  f i l t e r  
model in c o r r e c t  measurement matr ix .
S u b s t i t u t i n g  t h i s  r e l a t i o n s h i p  in to  the  genera l  algorithm we
have:











model c o v a r i a n c e ............
ACTUAL CCVARIIANCE*****
20 % r a t e  c o n s t a n t  e r r o r
10- 05 .C
TIME SEC.
FI G-  7 . 1 1  PI LI ER DIVERGENCE 
SECOND CRDER NONLINEAR FILTER 
SENSITIVITY ANALYSIS OLE TO NOOEL ERROR 
CONSTANT NOISE pLCT FOR P l l
IE SEC. ACTUAL P MODEL
C .5 - 0 . 0 0 1 2 -0 .C C C 7
1 . 0 0 . 0 0 0 5 0 . 0 0 1 2
1 .5 0 . 0 0 2 3 0.CC25
2 . 0 0 . 0 0 2 7 0 .CC27
2 . 5 0 . 0 0 2 6 0.C C26
3 . 0 C . 0 0 2 5 0 .CC24
3 . 5 0 . 0 0 2 4 0.CC22
4 . 0 0 . 0 0 2 5 0 . 0 0 2 0
4 . 5 C .C 0 2 6 0 . 0 0 1 8
5 . 0 0 . 0 0 2 6 0 . 0 0 1 7
5 . 5 0 . 0 0 2 7 0 . 0 0 1 7
6 . 0 0 . 0 0 2 6 0 . 0 0 1 7
6 . 5 0 . 0 0 2 6 0 . 0 0 1 6
7 . 0 0 . 0 0 2 5 0 . 0 0 1 6
7 . 5 0 . 0 0 2 5 0 . 0 0 1 6
8 . 0 0 . 0 0 2 5 0 . 0 0 1 7
8 . 5 0 . 0 0 2 5 0 . 0 0 1 7
9 . 0 C . 0 0 2 5 0 . 0 0 1 7
9 . 5 0 . 0 0 2 5 0 . 0 0 1 7




ACTUAL COVARIANCE ***** 
MODEL COVARIANCE ..........
1 0 . 0
TIME SEC.
F I G .  7 . 1 2  FILTER DIVERGENCE 
SECCND CRDER NONLINEAR FILTER 






















1 0 . 0
ACTUAL 
■C.C023  
0 . 0 0 1 1  
0 . 0 0 3 2  
C.C031  
0 . 0 0 3 0  
0 . 0 0 3 1  
C.CC35  
0 . 0 0 4 0  
0 . 0 0 4 6  
0 . 0 0 5 1  
0 . 0 0 5 5  
0 . 0 0 5 9  
0 . 0 0 6 2  
0 . 0 0 6 5  
0 . CC6 9  
0 . 0 0 7 2  
0 . 0 0 7 5  
0 . 0 0 7 8  
0 . 0 0 8 2  
0 . 0 0 0 5
P MCCEL P 
- 0 . 0 0 2 0  
0 . 0 0 1 4  
0 . 0 0 2 9  
0 . CC 2 5  
0 . 0 0 2 0  
0 . 0 0 1 5  
0 . 0012  
0 . 0 0 1 0  
0 . 0 0 0 9  
0 . 0 0 0 8  
0 . 0 0 0 7  
0 . 0 0 0 6  
0 . 0 0 0 5  
0 . 0 0 0 5  
0 . 0 0 0 4  
0 . 0 0 0 4  
0 . 0 0 0 3  
0 . 0 0 0 3  
0 . 0 0 0 3  








a c t u a l  COVARIIÂNCE***** 
MCDEL COVARIANCE
<1 K W W-T>
20  % r a t e  c o n s t a n t  
e r r o r
— _J ' - i .  j _ l—
c .c
__ 1 — 1— u
5 - 0
U  -J  -1 ----1— 1----1----1 -1  rV
JO
TIME SEC.
f i e .  7 . 1 3 FILTER DIVERGENCE
SECOND CRDER NONLINEAR FILTER
SENSITIVITY ANALYSIS OLE TC MODEL ERROR
CONSTANT NCISE PLCT FOR P22
TIME SEC. ACTUAL P MODEL P
0 . 5 0 . 0 0 1 6 0 . 0 0 1 6
1 . 0 - C. CCI O -O. CCIO
1 . 5 -O.OCC9 -C. CCC8
2 . 0 - 0 . 0 0 0 3 - 0 . 0 0 0 2
2 . 5 C.00C2 C.CCC2
3 . 0 C. 0C05 C.CCC5
3 . 5 0 . 0 0 0 6 0 . 0 0 0 6
4 . 0 0 . 0 0 0 6 C.CCC6
4 . 5 0 . 0 0 0 6 0 . 0 0 0 6
5 . 0 C.0CC6 0 . 0 0 0 5
5 . 5 C.CCC6 0.CCC5
6 . 0 0 . 0 0 0 6 0.CCC4
6 . 5 C.CCC6 0 . 0 0 0 4
7 . 0 0 . 0 0 0 5 C.C0C4
7 . 5 0 . 0 0 0 5 0 . 0 0 0 4
8 . 0 0 . 0 0 0 5 0 . 0 0 0 4
8 . 5 0 . 0 0 0 5 C.CC04
9 . 0 0 . 0 0 0 5 0.CCC4
9 . 5 C.C0G5 0.CCC4










Time S ec .
FIG. 7.14- APPROXIMATING A 4 thORDER MODEL 
BY A SECOND ORDER MODEL 
SENSITIVITY ANALYSIS DUE TO MODEL ERROR 
PLOT FOR REACTANT CONCENTRATION 
ERROR COVARIANCE MATRIX USING HUANGS I I I






















0 .0 0 4 3  
0 .0 0 1 9  
0 . 0 0 1 1  
0 .0 0 0 9  
0 .0 0 0 9  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 9  
0 .0 0 0 9  
C .00C 9 
0 .0 0 0 9  
0 .0 0 0 9
F MODEL P 
0 .0 0 4 3  
0 .0 0 1 9  
O .O O ll 
0.000*5 
0 .0 0 0 9  • 
0 .0 0 0 3  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 8  
0 .0 0 0 9  
0.0CC9 
0 .0 0 0 9  
0.C0C9
0.CC09
0 .0 0 0 9
0 .0 0 0 9
0 .0 0 0 9
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0 .0 0 5 6
ACTUAL COVARIANCE ***** 
MODEL COVARIANCE ..........
ACTUAL H33 =  2 .Ü  
MODEL H33 = 1 . 0
o
0 .0 2 5
1 0 .05 ,0n . o
P IG . 7 . 1 5
TIME SEC.
SENSITIVITY DUE TO MEASUREMENT ERROR
NONLINEAR EXTENDED KALMAN FILTER 
SENSITYVITY ANALYSIS DUE TO MEASUREMENT 
MATRIX ERROR.SENSITIVITY PLOT OF P33
t im e  s e c . ACTUAL P VCOCL P
0 . 5 0 .0 0 3 5 0 .0 0 5 6
1 .0 - 0 . 0  n o 0 .0 0 4 5
1 .5 - 0 . 0 1 5 4 0 .0 0 2 7
2 .0 - 0 . 0 1 5 3 0 .0 0 1 5
2 .5 - 0 . 0 2 3 0 0.000%
3 . 0 - 0 . 0 2 5 1 0 .0 0 0 5
3 .5 - 0 . 0 2 4 5 0 .0 0 0 3
4 . 0 - 0 . 0 2 1 5 0 .0 0 0 2
4 . 5 - C .0 1 7 4 0 .0 0 0 2
5 . 0 - 0 . 0 1 3 2 0 .0 0 0 2
5 . 5 - 0 . 0 0 9 5 0 .0 0 0 2
6 . 0 - C .0 0 6 7 0 .0 0 0 2
6 . 5 - 0 . 0 0 4 7 0 .0 0 0 2
7 . 0 - 0 . 0 0 3 5 0 .0 0 0 2
7 . 5 - 0 . 0 0 3 2 0 .0 0 0 2
« .0 - 0 . 0 0 3 3 0 .0 0 0 2
5 .5 - 0 . 0 0 3 9 0 .0 0 0 2  .
0 . 0 - 0 . 0 0 4  7 C .C 002 •
0 . 5 - 0 . 0 0 5 5 0 .0 0 0 2  .




iH a  
M ^
I
-0 .0 1 0 8
ACTUAL COVARIANCE * * * * *
MODEL COVARIANCE ..........
ACTUAL H 22 =  0 . 5  
MODEL H 22 = 1 . 0
10 .05 .00 . 0
TIME SEC.
FIG. 7 .1 6  SENSITIVITY ANALYSIS DUE TO ERROR 
IN MEASUREMENT MATRIX 
USE NONLINEAR EXTENDED KALMAN FILTER 
SENSITIVITY ANALYSIS PLOT OF P22
TIME SEC . ACTUAL P MODEL P
0 . 5 0 - 0 . 0 1 C 8 0 . 0 0  16
I.C O 0 .0 0 4 1 - 0 . 0 0 0 2
1 .5 0 0 .0 0 3 0 - 0 . 0 0 C 3
2.GC - 0 , 0 0 2 7 -C .O O C l
2 . 5 0 - 0 . 0 0 3 6 C.OOCI
3 . 0 0 - 0 . 0 0 3 2 0 .0 0 0 3
3 . 5 0 - O .C 0 3 0 C.0CC3
4 . 0 0 - 0 . 0 0 2 9 0 .0 0 0 3
4 .  5C - 0 . 0 0 2 8 0 .0 0 0 3
5 . 0 0 - 0 . 0 0 2 7 0 .0 0 0 3
5 . 5 0 - 0 . 0 0 2 6 0 .0 0 0 3
6 .C C - 0 . 0 0 2 6 0 .0 0 0 3
6 . 5 0 - 0 . 0 0 2 5 0 .0 0 0 3
7 . 0 0 - 0 . 0 0 2 5 C .0 0 0 4
7 . 5 0 - 0 . 0 0 2 5 0 .0 0 0 4
8 . 0 0 - 0 . 0 0 2 4 0 .0 0 0 4
8 . 5 0 - 0 . 0 0 2 4 C.00C4
9 . 0 0 - 0 . 0 0 2 4 0 .0 0 0 4
9 . 5 0 - 0 . 0 0 2 3 0 .0 0 0 4
1 0 .0 0 - 0 . 0 0 2 3 0 .0 0 C 4
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ACTUAL COVARIANCE ***** 
MODEL COVARIANCE * » » * * 
ACTUAL H22 = 0 .5  




0 .0 0 0 6
1 0 .05 . 0
t im e  SEC
0 . 0
i  J,t it»
FIG. 7 .1 7  SENSITIVITY ANALYSIS DUE TO MEASU­
REMENT MATRIX ERROR 
NONLINEAR EXTENDED* KALMAN FILTER 
SENSITIVITY ANALYSIS PLOT FOR P4-M-
TIME SEC. ACTUAL P MODEL P.
d .  5C O.OC43 C .0 0 4 4 ,
I . 00 0 .C 2 7 5 C .0 0 2 5
1 .5 0 0 .0 2 1 2 0 .0 0 1 9
2 .0 0 0 . 0 0 7 0 0 .0 0 1 6
2 . 5 0 0 . 0 0 2 6 0 .0 0 1 4
3 . 0 0 0 . 0 0 2 0 0 .0 0 1 2
3 . 5 0 0 . 0 0 1 7 0 .0 0 1 1
4 . CO O.OCI4 0 .0 0 1 0
4 . 5 0 O .O O ll 0 .0 0 1 0
5 . 0 0 0 . 0 0 1 0 0 .0 0 0 9
5 . 5 0 0 . 0 0 0 9 0 .0 0 0 9
6 .  CO 0 . 0 0 0 ? 0 .0 0 0 ?
6 . 5 0 0 . 0 0 0 ? O.OOC?
7 . 0 0 0 . 0 0 0 7 0 .0 0 0 ?
7 . 5 0 0 .0 0 0 7 0 .0 0 0 9
8 . 0 0 0 . 0 0 0 7 0 .0 0 0 7
8 .  50 0 .0 0 0 7 0 .0 0 0 7
9 . 0 0 0 .0 0 0 7 0 .0 0 0 7
9 . 5 0 0 .0 0 0 6 0 .0 0 0 7
1 0 .0 0 0 . 0 0 0 6 0 .0C C 7
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P(k+ l,k+ l)  = [I-K ^(k+ l)H (k+ l)P (k+ l,k )[I-K ^(k+ l)H (k+ l)] '
+ K ^(k + l)R (k + l)r  (k+1) - K^(k+l)AH(k+l)C'(k+l,k)
[I-K^Ck+l)H(k+l)]' - [I-K^(k+l)H^(k+l)]
C '(k+l,k)A H '(k+l)K ^(k+l)
+ K^(k+l)AH(k)X(k+l)AH'(k+l)K^(k+l) .
This i s  a lso  a l i n e a r  inhomogeneous d i f f e r e n c e  equation  with the under­
l in e d  p a r t  as th e  fo rc in g  term s. Thus, i f  AH = 0, th e  s e n s i t i v i t y  
m atrix  i s  equal to  zero .
In our r e a c to r  model, an in c o r re c t  measurement element on the 
ja ck e t  tem perature  has no e f f e c t  on the  s e n s i t i v i t y  o f  th e  reac tan t  
co n ce n tra t io n .  Even a constan t o f f s e t  on the  ja c k e t  temperature e r ro r  
covariance m atr ix  does not o f f s e t  th e  c o n ce n tra t io n .  This is  due to  
th e  very l i g h t  in t e r a c t io n  between th e  ja ck e t  tem perature  and th e  r e ­
a c ta n t  co n ce n tra t io n .  This i s  shown in  F ig . 7.16 and F ig . 7.17.
V II .6 R ela tion  to  A dap tiv ity  
The purpose o f  applying an adap tive  or e r ro r  compensation 
technique during  th e  f i l t e r i n g  process i s  to  minimize any e rro r  due 
t o  im precise knowledge o f  p r i o r  s t a t i s t i c s , measurement e r ro rs  o r  un­
c e r t a in  model param eters . I t  i s  i n t u i t i v e l y  c l e a r  th a t  the  adaptive 
technique w i l l  a d ju s t  the  f i l t e r  such t h a t  the  e r r o r  covariance o f  the 
f i l t e r  i s  c lo se  to  t h a t  o f  th e  ac tu a l  model. This i s  a lso  shown in  
Fig. 7 .7  and Fig. 7 .9  in  applying to  ou r  r e a c to r  model.
Thus an adap tive  f i l t e r  can be used to  minimize th e  s e n s i t i ­
v i ty  m atrix  o r  to  d e s e n s i t i z e  the system to  any e r r o r  in  the  f i l t e r
1 6 6
pro cess .  M athem atically , t h i s  i s  a lso  very c l e a r  as shown in  the p re ­
vious sec t io n .  The e r ro rs  in  f i l t e r i n g  always appear in  th e  forcing 
term o f  the  inhomogeneous l i n e a r  d i f f e r e n c e  equation  in  ca lcu la t in g  
the  ac tu a l  e r ro r  covariance  m a tr ix . Thus, th e  adap tive  f i l t e r  i s  
t ry in g  to  minimize th e  e r ro r s  in  f i l t e r i n g  or to  minimize th e  forcing 
term, thus  minimizes the  s e n s i t i v i t y  m atrix . A p e r f e c t  adaptive f i l t e r  
w il l  lead  to  a zero s e n s i t i v i t y  m atrix .
V I I .7 Numerical Examples and D iscussions 
S e n s i t i v i t y  an a ly s is  f o r  d i f f e r e n t  e r r o r  c a te g o r ie s  were p e r ­
formed on our r e a c t o r  model. G enerally  speaking , we can reach the 
fo llowing conclus ions :
1. E rro rs  due to  d i f f e r e n t  i n i t i a l  e r r o r  covariance w i l l  d isap ­
pear a f t e r  the f i l t e r  reaches the  s teady  s t a t e .
2. E rro rs  due to  measurement noise  on tem peratures only e f fe c t  
the  tem pera tu re , n o t  the  co n ce n tra t io n  (due to  th e  damping o f  re a c to r  
wall and f l u i d s ) .
3. E rro rs  due to  model e r ro r s  o r  in te g r a t io n  e r ro r s  can be de­
s e n s i t iz e d  by a  p roper e r ro r  compensation techn ique .
4. E rro rs  due to  the  combination o f  model e r ro r  and p r io r
s t a t i s t i c s  i s  l e s s  se r ious  than t h a t  of having model e r ro r  alone, 
s ince  the  e r ro r  in  s t a t i s t i c s  may d e s e n s i t iz e  th e  system and compen­
sa te  f o r  p a r t  o f  th e  model e r r o r .
5. Small e r r o r s  due to  measurement m atrix  in  tem perature  do not 
e f f e c t  the  co n cen tra t io n  s ig n i f i c a n t ly .  This i s  a lso  r e l a t e d  to  con­
c lu s io n  2. The r e s u l t  i s  shown in  Fig. 7.16 and Fig. 7 .17. However,
CHAPTER VIII 
ERRORS IN FILTERING
V l i I . I  In tro d u c t io n .
In t h i s  c h a p te r  we d iscuss  various  types  o f round o f f  e r ro r s  
in  modeling and f i l t e r i n g .  The round o f f  e r ro r s  in  f i l t e r i n g  and 
modeling can cause f i l t e r i n g  i n s t a b i l i t y  and even d ivergence . The 
accumulation and p ropagation  of e r r o r s  during  th e  f i l t e r i n g  process 
sometimes i s  so s e r io u s  i t  can q u ick ly  produce c a ta s t ro p h ic  e r ro r s  
and a runaway s i t u a t i o n .
Round o f f  e r ro r s  in  the f i l t e r i n g  p a r t  are  due m ostly  to  the  
f i l t e r  ga in  c a lc u la t io n  which i s  in  tu rn  r e l a t e d  to  th e  e r r o r  covar­
iance  m atrix  c a lc u la t io n  and m atrix  inverse  c a lc u la t io n s .  I l l - c o n ­
d i t io n in g  o f  th e  p rocess  model t r a n s i t i o n  m atrix  and too  sh o rt  a com­
p u te r  word len g th  can e a s i ly  in troduce  round o f f  e r r o r s  in  th e  m atrix  
in v e rse  and m atrix  o p e ra t io n s  c a r r ie d  out in  th e  gain c a lc u la t io n .
Our r e a c to r  model i s  a ty p ic a l  case w ith very s e n s i t iv e  
dynamics. Propagation of round o f f  e r ro r s  in  the  e a r ly  f i l t e r i n g  
s tag e s  o f te n  causes runaway of th e  re a c to r  dynamics. In o rder to  r e ­
duce th e  p o s s ib le  round o f f  e r r o r s ,  th e  fo llow ing  a reas  a re  im portant:
A. Use a  b e t t e r  m atrix  in v e rse  a lgorithm  to  t r e a t  th e  i l l -  
cond itioned  m atr ix .
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B. Normalize th e  p rocess  dynamics s t a t e  v a r ia b le s  and use 
proper s ca l in g  to  reduce th e  s e n s i t i v i t y  due to  round o f f  and t h e r e ­
fo re  reduce th e  p o s s ib le  i l l - c o n d i t i o n in g  o f th e  p rocess  t r a n s i t i o n  
m atrix , i . e .  reduce th e  wide spread  o f th e  eigenvalues o f  th e  system 
and thus reduce th e  system s t i f f n e s s .
C. Choose p roper sensor measurement or take  sev e ra l  sensor 
measurements to  reduce th e  u n c e r ta in ty  b e fo re  s t a r t i n g  th e  f i l t e r i n g .
D. Choose a very  small i n i t i a l  e r r o r  covariance o f  th e  e s t i ­
mate, th e re fo re  d ecreas ing  the  dynamics range or th e  i l l - c o n d i t io n in g  
o f  the  m atrix . Otherwise we w i l l  v i o l a t e  the  l in e a r i z a t i o n  assumption.
E. As a r e s u l t  o f  t h i s  s tu d y , i t  i s  much b e t t e r  to  make an 
o f f - l i n e  c a lc u la t io n  o f  th e  upper and lower bounds o f  th e  e r ro r  covar­
iance  m atrix  o f  th e  e s t im a te  b e fo re  th e  f i l t e r i n g  i s  s t a r t e d .  Then, 
we have an id ea  o f  the  b e s t  we can hope f o r  and the  worst we can ge t 
in  th e  fu tu re  f i l t e r i n g .  Hence model i n s t a b i l i t y  can be prevented 
and divergence avoided by tun ing  th e  va rious  model param eters and 
p r io r  s t a t i s t i c s  and in c re a s in g  th e  confidence in  o n - l in e  f i l t e r i n g  
and thereby reducing th e  o n - l in e  com putational load.
V I I I . 2 Modeling E rro rs  and Approximations
As s t a t e d  in  th e  p rev ious  ch ap te rs  and the l a s t  s e c t io n ,  the  
modeling e r ro r  c o n s i s t s  o f  u n c e r ta in ty  in  modeling param eters (as r a t e  
co n s tan ts  in  the  r e a c to r  model) o r  round o f f  in in te g r a t io n ,  s t i f f n e s s  
or i n s t a b i l i t y  o f  the  model dynamics, and some d e l ib e r a t e  s im p l i f i c a ­
t io n  o f  the  model dynamics fo r  p r a c t i c a l  implementation. All o f  th e  
above e r ro rs  can cause f i l t e r  d ivergence and i n s t a b i l i t y .
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A .  U n certa in ty  in  model param eters .
For a l e s s  s e n s i t iv e  model th e  u n c e r ta in ty  in  a param eter can 
degrade th e  f i l t e r  performance and give f i l t e r  o f f s e t  in  the  e s tim ate . 
Some models a re  very  s e n s i t iv e  when o p e ra tin g  in  c e r ta in  reg ion  while 
l e s s  s e n s i t iv e  in  ano ther reg io n . The r e a c to r  model i s  a  ty p ic a l  case 
w ith  reduced r a t e  co n s tan t RK = 1 .0 ,  th e  model i s  not s e n s i t iv e  enough 
to  cause  modeling i n s t a b i l i t y  w hile  r a i s in g  RK to  1.5 causes and ex­
p o n e n t ia l  growth in  th e  r a t e  term and runaway in  both th e  dynamics and 
th e  f i l t e r i n g  e s t im a te .  I t  i s  b e t t e r  to  opera te  a f i l t e r  in  a l e s s  
s e n s i t i v e  param eter reg ion  to  in su re  b e t t e r  f i l t e r  performance, how­
e v e r ,  sometimes i t  can be u n r e a l i s t i c  to  do so due to p h y s ica l  and 
economical reasons .
Here, th e  model e r r o r  compensation and proper c o n tro l  w il l  
p la y  a very  im portan t r o le  in  confin ing  th e  f i l t e r i n g  in  a s t a b l e  
o perab le  re g io n  be fo re  a runaway w i l l  occur. By using bang-bang con­
t r o l  th e  dynamics and f i l t e r i n g  e s tim ates  are  s ta b le  even with RK=6.0 
as i t  i s  shown in  F ig . 3 .3 ,  and Fig. 3 .4 .
B. Round o f f  in  in te g ra t io n .
Round o f f  e r r o r  and t ru n c a t io n  e r ro r  in  the  in te g r a t io n  of  the  
model dynamics o f ten  causes o s c i l l a t i o n  and overshooting in  th e  dynamics, 
This behav ior i s  unaccep tab le  when th e  f i l t e r  i s  opera ting  on a s e n s i ­
t i v e  model. An in te n s iv e  study has been made in  th i s  work o f  the  
e f f e c t s  round o f f  and t ru n c a t io n  e r ro r  on the f i l t e r i n g  performance.
An ad ap tiv e  type  model e r ro r  compensation technique was developed to  










F I G .8 .1  HUANG"S ADAPTIVE TO TREAT EULER’S 
INTEGRATION ERROR AND SIMULATE THE RESULT 
OF RUNGE-KUTTA MERSON 
SECOND ORDER NONLINEAR FILTER
TIME SEC. X I ESTIMATE
0 . 5 0 0 .0 9 8 8 0 .0 8 4 3
I . 00 0 .1 8 1 0 0 .1 6 1 7
1 . 5 0 0 .2 4 2 7 0 .2 2 9 2
2 . 0 0 0 .2 8 4 5 0 .2 6 8 5
2 . 5 0 0 .3 0 9 7 0 .3 2 0 5
. 3 . 0 0 0 .3 2 2 2 0 .3 3 1 5
3 . 5 0 0 . 3 2 5 5 0 .3 2 9 8
4 . 0 0 0 .3 2 2 8 0 .3 2 8 8
4 . 5 0 0 . 3 1 6 5 0 .3 2 0 5
5 . 0 0 0 .3 0 8 3 C.31CC
5 . 5 0 0 .2 9 9 5 0 .2 9 2 0
6 . 0 0 0 .2 9 0 7 0 .2 8 2 9
6 . 5 0 0 .2 8 2 7 0 .2 7 9 6
7 . 0 0 0 .2 7 5 5 0 . 2 7 3 2
7 . 5 0 0 .2 6 9 5 0 - 2 6 7 1
8 . 0 0 0 .2 6 4 5 0 .2 6 4 6
8 . 5 0 0 .2 6 0 7 0 .2 6 2 6
9 . 0 0 0 .2 5 7 8 0 .2 5 8 5
9 . 5 0 0 .2 5 5 9 0 .2 5 3 3
1 0 .0 0 0 . 2 5 4 7 0 . 2 5 8 5
171
E u l e r ' s  in te g r a t io n  method was used in  genera ting  th e  f i l t e r i n g  
e s t im a te .  Using th e  extended Kalman f i l t e r  w ith  Euler in te g ra t io n  
caused o s c i l l a t i o n  and overshooting (a lso  shown Wells [Wl]). We have 
been v e ry  su c c e ss fu l  in  in troducing  a f i c t i t i o u s  model no ise  propora- 
t io n a l  to  th e  amount o f  th e  t ru n c a t io n  e r r o r  o f  th e  in te g r a t io n  ro u tin e .  
S ig n i f ic a n t  improvement has been shown in  u s in g  an extended Kalman 
f i l t e r  combined w ith  model e r ro r  compensation. Also, i t  has been found 
th a t  a  combination o f  th e  second o rd e r  n o n - l in e a r  approximate f i l t e r  
with model e r r o r  compensation shows even b e t t e r  performance.
The t ru n c a t io n  e r r o r  fo r  th e  in te g ra t io n  ro u t in e  used i s  
c lo s e ly  r e l a t e d  to  the in te g ra t io n  in te r v a l  h .  For Euler in t e g r a t io n ,  
t h i s  e r r o r  i s  p ro p o r t io n a l  to  h^, while f o r  th e  Runge-Kutta Merson i t  
i s  h^. The numerical s t a b i l i t y  o f  th e  i n te g r a t io n  i s  a lso  r e l a t e d  to  
th e  p a r t i c u l a r  in te r v a l  chosen fo r  i n t e g r a t io n .  In th e  r e a c to r  model, 
numerical i n s t a b i l i t y  i s  observed when h = 0.1 sec fo r  the  Euler i n t e ­
g ra t io n .  However, h = 0.5  fo r  Runge-Kutta Merson ro u t in e  led  to  i n s t a ­
b i l i t y .  The sm a l le r  th e  s te p  in t e r v a l ,  a h eav ie r  computational load is  
n ecessa ry ,  w hile  too la rg e  a s tep  s iz e  not on ly  causes se r ious  round 
o f f  and t r u n c a t io n  e r ro r s  but a lso  causes i l l - c o n d i t io n in g  o f  th e  p ro ­
cess t r a n s i t i o n  m a tr ix ,  in troducing  e r ro r s  in  the  m atrix  in v e rse ,  and 
then i n s t a b i l i t y  in  the  process dynamics. Recent s tu d ie s  on th e  e f f i c ­
ie n t  i n t e g r a t i o n  ro u t in e s  f o r . s t i f f  d i f f e r e n t i a l  equation  system are  
reported  by Lapidus and Willoughby [SIO], [W5].
C. Model approximation.
In  many f i l t e r i n g  a p p l ic a t io n s ,  one should be w i l l in g  to  t ra d e  
o f f  some f i l t e r  accuracy by having model s im p l i f i c a t io n .  This can be
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done by th e  following approaches:
1. Use a p seu d o - l in ea r  a n a ly s is  by dropping the  n o n - l in ea r  term , 
o r  approximate the  n o n - l in ea r  terms by l in e a r i z a t io n .
2. Reduction o f  the number o f  s t a t e  v a r ia b le s  o f  th e  system,
thus  approximating a h igher complex system by a lower dimensional sy s ­
tem.
3. Decompose th e  h igher dimension system in to  sev e ra l  small sub­
systems, and then  perform th e  f i l t e r i n g  fo r  each o f th e  subsystem.
Bucy [B8] made sev e ra l  t h e o r e t i c a l  c o n tr ib u t io n s  to  th e  above 
s u b je c ts .  We apply th e se  su c c e ss fu l ly  to  our r e a c to r  model.
V I I I .3 Round Off E rro rs  in  M atrix Invers ion
For th e  tim e varying n o n - l in e a r  f i l t e r i n g  case , m atrix  in v e r ­
s ion  is  requ ired  whenever th e  p rocess  t r a n s i t i o n  matrix changes. Round 
o f f  e r r o r  can become.very se r io u s  when th e  t r a n s i t i o n  m atrix  i s  i l l -  
conditioned . In the  r e a c to r  model, fo r  in s ta n c e ,  the  i l l - c o n d i t io n in g  
o f  the  t r a n s i t i o n  m atrix  i s  worse than t h a t  o f  a H ilb e r t  m a tr ix , i f  
we use h = 0 .2  o r  h igher fo r  th e  Euler in t e g r a t io n .  In o rder to  reduce 
p o s s ib le  round o f f  in  the m atr ix  in v e rse ,  we choose a combination o f  
th e  Shur r e l a t io n s  and m atrix  in te r a c t io n  to  ca r ry  out th e  m atr ix  i n ­
v e rs io n  in  th e  f i l t e r  gain c a lc u la t io n .
A. Matrix in v e rs io n  by the  Shur r e l a t i o n .
The Shur r e l a t i o n  expands th e  de term inan t by determ inant o f  
subblocks (Gantmacher [G l]) .  Suppose we a re  in te r e s t e d  in  f in d in g  
th e  inve rse  o f m atrix  D, an NxN m atrix . Let 0^ be th e  mxm m atrix  
formed by th e  f i r s t  m rows and columns.
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Let
fA b 1 fD T bm m m-1 m
c ' d c ' dm m m m
Then a re c u rs iv e  scheme i s  developed a s :
D-l = E = m m
E , +a E ,b  c 'E  . m-1 m m-1 m m m-I
%^m^m-l




a " ^ = d  - c ' E , bm m m  m-1 m
El = 1 /D j j  ; = £>22’ ^2 ~ ^ 1 2 ’ ^2 °2 1
B. Matrix i t e r a t i o n .
Suppose we a lread y  have th e  m a tr ix  in v e rs e ,  B o f .m a tr ix  A, 
then  an improved m atrix  inverse  can be found by th e  following i t e r a ­
t io n  scheme:
B. , = B.C2I-AB.) . V III -2
1+1  1 1
V I I I .4 Numerical Examples and D iscussions 
Extensive ev a lu a tio n s  have been made in  t h i s  work on va rious  
e r ro r s  in  the  f i l t e r i n g  s tu d ie s  o f  our r e a c to r  model. G enerally  
speaking, round o f f  e r ro r s  due to  m a tr ix  gain c a lc u la t io n  o r  i n t e g r a ­
t io n  t ru n c a t io n  i s  no t s e r io u s  i f  we use f i l t e r  sample pe riod  o f  0 .5 
sec and in te g ra t io n  in te rv a l  o f  0.05 s ec .  Round o f f  e r ro r s  of th e se  
types  can e a s i ly  be compensated by th e  adap tive  techniques in troduced  
in  t h i s  work as shown in  F ig . 8 .1 ,  and F ig . 8 .2 . Sometimes i t  i s  d e ­
s i r a b le  to  use various model s im p l i f ic a t io n s  as l i s t e d  in  th e  p rev ious
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s e c t io n .  The e r r o r s  In troduced  due to  model s im p l i f i c a t io n  o f te n  b ring  
permanent o f f s e t ,  due to  th e  nongaussian p ro p e r t ie s  of the e r ro r s .
A. Pseudo l i n e a r  a n a l y s i s .
The e r r o r  in troduced  due to  p seu d o - l in ea r  a n a ly s is  has been 
t r e a t e d  su c c e ss fu l ly  by Bucy [B8] in  terms of th e  development o f  upper 
bounds fo r  the  e r r o r  in  p rocess  t r a n s i t i o n  m atrix;
The norm o f  a v e c to r  i s  defined  as :
| |x|| = ,
while th e  norm o f  a m a tr ix  i s
l | G | |  = (;ZG2 .
Let
a = I |G -lgG |I ; a = | |ôGG"l 





= e igenvalue  o f  P*
The e r r o r  in  the  c a lc u la t io n  o f  e r ro r  covariance i s  r e la te d  to  th a t  
of th e  process t r a n s i t i o n  m atrix . Let
0 = ÔG .
Then
P* = (G + a0)P(G + aO)'
= P + a[GP0' + 0PG' + a0P0'] . V III-4
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By applying Equation V III -4  n t im es ,  we have
< 2n„
Xj -
This im plies t h a t  the  c r i t e r i o n  o f  accuracy o f the  p rocess  t r a n s i t i o n  
matrix G should be
| | ôgg- M I « ^
where n i s  th e  number o f  computing i n t e r v a l s ,  nAt i s  equal to  th e  
length o f  time th a t  th e  approxim ation i s  used. Thus, t h i s  p re se n ts  
an upper bound fo r  th e  l i n e a r i z a t i o n  e r ro r  in  the  extended Kalman 
f i l t e r .
B. Reduction o f  number o f  dimension o f  the  s t a t e  v a r ia b le s .
As a numerical example, we approximate our 4 th  o rd e r  r e a c to r  
model by a second order model. Thus we use a second o rd e r  model f i l t e r  
to  estim ate the  4 th  o rd e r  r e a c to r  model. The ac tua l model :
• 2 KiXi
Xi = -(Ci+c^jx^+CgCl+x,) exp C^x^-c^ V III-5
*3 ^ "(C7*^8)*3*^8*2 V III-7
2 Kl%l
%4 = - - CgCl+x,) exp . V III-8




Xi = -(c^+c^)Xi + CjCl+x^) e  - Cg V III-8
^4 " ^1*4 - CgCl+x*) exp (^73^)+ C2 V III-9
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S a t i s f a c to r y  r e s u l t s  are shown in  Fig. 8.5 and Fig. 8 .6  by using the  
smoothing and adap tive  techniques of the  work. S lig h t  o f f s e t  a f t e r  
5 seconds i s  due to  the  s teady  in c re a s in g  which we ignored in  our 
s im p l i f ie d  model ( t h i s  v io la te s  th e  Gaussian assumption o f  the  dynamic 
no ise .
C. Decomposition of l a rg e  system in to  subsystem.
Bucy [88] p resen ted  th e  idea  o f  p a r t i t io n in g  a la rge  complex 
system in to  severa l  sm aller systems and perform the f i l t e r i n g  f o r  each 
o f  the ,subsys tem s. This approach not only saves computation s to rage  
and reduces th e  computation load but a lso  reduces the  p o ss ib le  round 
o f f  e r r o r s  in  the  c a lc u la t io n s  o f  f i l t e r  gain  m atrix . With the  he lp  of 
a decomposition a lgorithm , a very  la rg e  unmanageable system can be 
solved by p a r t i t i o n i n g  i t  in to  seve ra l  e a s i ly  manageable subsystems. 
This can be p resen ted  as fo llow s:
Suppose we intend to  decompose the  system s t a t e  vecto r x in to  
m subsystems x^; th en  x^ = In o rder to  be able to  recover the
X v e c to r  from th e  have to  s a t i s f y
k +
y D.D = I , • VIII-10
i= l ^
where i s  the pseudo inverse  o f  D^. T herefo re ,
k ^
y D.x. = X . VIII-11
i= l 1 1
Then th e  system equations can be w r i t t e n  as:
m
= D. $ y D .x.(k) + D.u .
1 j i l  j - r  1 -
Xj(k+1) ,  VIII-12
177
The measurement w i l l  be decomposed a s :
2 . = E .z = E.Hx— 1 1—  X
m
+ E.v = E.H y D.x. + E.v . 
1 j i l  j - j  1 -
The suboptimal decomposed f i l t e r  w i l l  be: 
P re d ic t io n  -
m
XjCk+l,k) = D *(k) % D x ( k , k ]
. i= l   ̂ ^
m
j^(k+l,k+l) = x ^ (k + l,k )  + K ^[z^ (k+ l)-E ^H j o J lC k + l ,k ) ]
Let
Then
N. = E^Hd!  ; 0^(k) = D^$(k)D* .
K.(k) = P.Ck)N.'[N.P.(k)N.'+R.] 
1 1 1 1 1  1











where P \ ( 0 ) ,  and a re  the  i n i t i a l  e r ro r  covariance, p rocess  n o ise  
covariance and measurement no ise  covariance  m atrix  fo r  the  subsystems. 
The s t a t e  v a r i a b le s  which produce small e f f e c t s  can be separa ted  in to
*2-
In  apply ing  t h i s  idea  to  our r e a c to r  model, we sep a ra te  our 
f o u r - s t a t e  va riab lesp rob lem  in to  two tw o-variab le  subsystems, i . e .  x j 
and x^. This  i s  more s e n s i t iv e  and i s  separa ted  from x^ and x^. There­
fo re  we have
h  = 252 =
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DYNAMICS * * * * *  
ESTIMATE
FIL TE R  DECOMPOSITION 
SUBSYSTEM 1  : Xl,X>+
SUBSYSTEM 2 : X 2 ,X 3
" ï r t u -
T I M E  SEC,
20.0
FIG 8 . 2  DOUBLE THE SAMPLING PERIOD
FIL TE R  DECOMPOSITION , SUBSYSTEM 1
I K E  S E C . X 1 E S T I M A T E
1 . 0 0 . 1 8 5 6 0 .1509
2 . 0 0 . 2 9 2 7 0 .2 8 2 8
3 . 0 0 . 3 2 9 2 0 . 3 1 4 8
4 . 0 0 . 3 2 6 5 0 . 3 1 2 6
5 . 0 0 . 3 0 8 7 0 . 2 9 3 6
6 .  0 0 . 2 8 8 8 0 . 2 8 7 7
7 . 0 0 . 2 7 2 3 0 . 2 7 4 2
8 . 0 0 . 2 6 1 0 0 . 2 5 8 4
9 . 0 0 . 2 5 4 5 0 . 2 4 9 3
1 0 . 0 0 . 2 5 2 0 0 . 2 5 4 3
1 1 . 0 0 . 2 5 2 1 0 . 2 5 9 7
1 2 . 0 0 . 2 5 4 0 0 . 2 5 8 4
1 2 . 0 0 . 2 5 6 8 0 . 2 6 1 4
1 4 . 0 0 . 2 5 9 9 0 - 2 4 7 5
1 5 . 0 0 . 2 6 3 1 0 . 2 6 2 4
1 6 . 0 0 . 2 6 6 1 0 . 2 7 4 4
1 7 . 0 0 . 2 6 9 0 0 . 2 7 8 3
1 8 . 0 0 . 2 7 1 6 0 . 2 7 8 5
1 9 . 0 0 . 2 7 4 1 0 . 2 7 6 7
2 0 . 0 0 . 2 7 6 5 0 . 2 8 0 7
ACCUMULATED MEAN SQUARE ERROR = 0 . 2 1 2 6 E - 0 3
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DYNAMICS XI ***** 
ESTIMATE
FILTER DECOMPOSITION 
IN THE PRESENCE OF 20% 
RATE CONSTANT ERROR 
SUBSYSTEM 1 : X1,X4 
USING HUANG’S ADAPTIVE I I I  
SUBSYSTEM 2 : X2, X3 
USING HUANG I  ADAPTIVE
5:C
TÎMF s r c .
FIG. 8 .  3. FILTER DECOMPOSITION IN THE 
PRESENCE OF 20 % RATE CONSTANT ERROR
10. 0
F SEC. X 1 FSTIVATE
C .5 r .  1002 0 .0 3 3 1
l .O C .I  942 0 .1 7 0 0
1 .5 0 .2 4 7 5 0 .2 3 9 9
2 . n C .2SC ? C .2 9 8 0
2 . 5 C . 3153. C. 3 2-69
3 . 0 0 .3 2 7 0 C .3 3 1 0
3 . 5 0 .3 2 9 3 0 .3 2 7 3
4 . 0 0 .3 2 5 4 0 .3 1 7 4
4 . 5 0 .3 1 7 9 0 .3 0 7 9
5 . 0 0 .3 0 8 7 0 .2 = 5 1
5 . 5 0 .2 9 8 9 0 .2 8 4 6
6 .C C .2P 95 0 .2 7 4 8
6 . 5 0 .2 9 C 9 0 .2 7 0 *
7 . 0 0 .2 7 3 4 0 .2 6 4  3
7 .5 C .2471 0 .2 5 9 8
5 . 0 0 .2 6 2 1 0 .2 5 4 3
P . 5 C .2 5 8 3 0 .2 5 3 7
<5.0 0 .7 5 5 6 0 .2 4 9 0
<3.5 0 .2 5 ^ 3 0 .2 4  54
i n . o C .2 5 2 3 0 .2 4 2 5
SCUAPF FRROP = 0 .3 1 3 9 F
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10.05 .0  
TIME SÊG
0 . 0
FIG, 8 .4  USING HUANG’S ADAPTIVE I  TO
COMPENSATE FOR EULER"S INTEGRATION 
ERROR TO SIMULATE THE RESULT OF USING 
RUNGE-KUTTA MERSON INTEGRATION
TIME SEC . X 4 ESTIMATE
0 . 5 0 0 .0 6 8 3 0 .0 1 5 3
I.C O 0 .0 3 7 7 0 .0 3 7 9  ■
1 . 5 0 0 .0 1 0 7 0 .0 1 2 4
2 . 0 0 - 0 . 0 1 2 0 - 0 . 0 1 0 5
2 . 5 0 - 0 . 0 3 0 1 - 0 . 0 2 5 7
3 . 0 0 —0 .0 4 4 0 - 0 . 0 4 2 5
3 . 5 0 - 0 . 0 5 4 3 - 0 . 0 5 4 6
4 : 0 0 —0 .0 6 1 6 - 0 . 0 6 2 6
4 . 5 0 —0 .0 6 6 6 - 0 . 0 6 7 7
5 . 0 0 - 0 . 0 6 9 8 - 0 . 0 7 0 8  .
5 . 5 0 - 0 . 0 7 1 6 - 0 . 0 7 2 6
6 . 0 0 - 0 . 0 7 2 5 - 0 . 0 7 2 7
6 . 5 0 - 0 . 0 7 2 7 - 0 . 0 7 2 9
7 . 0 0 - 0 . 0 7 2 4 - 0 . 0 7 2 6
7 . 5 0 - 0 . 0 7 1 8 - 0 . 0 7 2 0
8 . 0 0 - 0 . 0 7 1 1 - 0 . 0 7 1 2  •
8 . 5 0 - 0 . 0 7 0 3 - 0 . 0 7 0 5
9 . 0 0 - 0 . 0 6 9 6 - 0 . 0 6 9 6
9 . 5 0 - 0 , 0 6 8 9 - 0 . 0 6 8 6
1 0 .0 0 —0 . 0 6  84 - 0 . 0 6 8 8
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APPROXIMATING THE 4 t h  ORDER 
BY A SECOND ORDER MODEL
DYNAMICS X 1+ ***** 
ESTIMATE X 2 . . . . .
0 .072
0.0 5 .0 10.0
Time S ec .
F I G .8 .5  MODEL APPROXIMATION
SECOND ORDER NONLINEAR FILTER 
HUANG'S I I I
E SEC. X 2 ESTIMATE
0 .5 0 .0 6 8 3 0 .0 6 6 8
l .O 0 .0 3 7 3 0 .0 3 8 8
1 .5 0 .C 0 9 7 0 .0 1 1 4
2 . 0 - 0 . 0 1 3 5 - 0 . 0 1 2 5
2 . 5 - 0 . 0 3 1 9 - 0 . 0 3 1 7
3 . 0 - 0 .C 4 5 9 - 0 . 0 4 6 1
3 . 5 - 0 . 0 5 6 2 - 0 . 0 5 6 4
4 . 0 - 0 . 0 6 3 4 - 0 . 0 6 3 3
4 . 5 - 0 . 0 6 8 2 - 0 . 0 6 8 2
5 . 0 - 0 . 0 7 1 2 - 0 . 0 6 9 6
5 .5 - C . 0 7 2 7 - 0 .0 7 0 4
6 . 0 . - 0 . 0 7 3 3 - 0 . 0 7 0 0
6 . 5 - 0 . 0 7 3 2 - 0 .0 6 9 3
7 . 0 - 0 . 0 7 2 7 - 0 .0 6 7 8
7 . 5 - 0 . 0 7 1 9 - 0 . 0 6 6 7
fi.O - 0 . 0 7 1 0 - 0 .0 6 5 6
8 .5 - 0 .0 7 C 2 - 0 . 0 6 4 0
9 . 0 - 0 . 0 6 9 3 - 0 . 0 6 2 6
9 . 5 — 0 . 0 6  86 —0 .0 6 1 6
1 0 .0 - 0 . 0 6 3 0 - 0 . 0 6 1 2





M DYNAMICS XI ***** 
ESTIMATE
APPROXIMATE THE 4 t h  ORDER 
MODEL BY A SECOND ORDER






F IG .  8 .6 MODEL DIMENSION RE
SECCND CRDER NCMINEAR FILTER
HUANGS ADAPTIVE I I I
TINE SEC. X 1 EST INATE
0 .5 C . 1002 0 .0 7 6 4
1 . 0 0 .  IR42 0 .  1656
1 .5 0 .2 4 7 5 0 .2 2 3 8
2 . 0 C .29C2 0 . 2773
2 .5 0 .3 1 5 3 C.3C 54
3 . 0 0 .3 2 7 0 0 ,3 3 7 0
3 .5 0 .3 2 9 3 0 . 3372
4 . 0 0 .3 2 5 4 0 .2 1 8 0
4 . 5 0 .3 1 7 9 0 .2 9 0 8
5 .0 0 .3 0 8 7 C. 2879
5 .5 0 .2 9 8 9 0 .2 8 5 1
6 . 0 0 .2 8 9 5 0 .2 8 9 5
6 .5 0 .2 8 0 9 C . 2686
7 .0 0 .2 7 3 4 0 .2 6 0 4
7 .5 0 .2 6 7 1 0 .2 4 3 5
8 .0 0 .2 6 2 1 C . 2334
8 .5 0 .2 5 8 3 0 .2 3 4 2
9 . 0 0 .2 5 5 6 0 .2 5 2 4
9 . 5 C .2 5 3 8 0 .2 4 2 5
1 0 .0 0 .2 5 2 8 0 .2 4 8 9
ACCUMULATED MEAN SCUARË ERRCR = 0 .2 6 8 5 E
IC .O
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i
M
DYNAMICS X I ***** 
ESTIMATE
APPROXIMATE THE M- t h  ORDER
model by a second order




— 1______ .1.. j-
TIME SEC.
F I G .  8 .7 CONSTANT NO I SE
SECOND ORDER NONLINEAR FILTER
CONSTANT NCISE
TIME SEC. X 1 ESTIMATE
0 . 5 0 .1 0 0 2 0 .0 7 6 4
1 .0 0 .1 8 4 2 0 .  1620
1 .5 0 .2 4 7 5 0 .2 1 7 8
2 . 0 0 .2 9 0 2 0 .2 6 5 9
2 . 5 0 .3 1 5 3 0 .2911"
• 3 . 0 0 .3 2 7 0 0 .3 1 4 9
3 , 5 0 ,3 2 9 3 0 .3 1 5 8
4 . 0 0 .3 2 5 4 0 .3 0 0 3
4 . 5 0 .3 1 7 9 0 .2 8 1 3
5 . 0 0 . 3 0 8 7 0 .2 6 7 0
5 . 5 0 .2 9 8 9 0 .2 6 0 0
6 . 0 0 .2 9 9 5 0 .2 6 0 5
6 . 5 0 .2 8 0 9 0 .2 4 5 6
7 . 0 0 .2 7 3 4 0 .2 3 7 9
7 . 5 0 .2 6 7 1 0 .2 2 4 0
8 . 0 0 .2 6 2 1 0 .2 1 4 0
8 . 5 0 .2 5 8 3 0 .2 1 2 1
9 . 0 0 .2 5 5 6 0 .2 2 4 7
9 . 5 0 .2 5 3 8 0 .2 2 0 1
1 0 .0 0 .2 5 2 8 0 .2 2 5 7
ACCUMULATED MEAN SQUARE ERROR = 0 .  1057E






APPROXIMATE THE ^  t h  ORDER 
BY A SECOND ORDER USING 
OVERIVEIGHT AND STOCASTIC. 
APPROXIMATION
0.10
1 0 . 05 . 00 . 0
SEC.TIME
F IG . 8 .8  model APPROXIMATION BY HUANGS IV
CRDER NCMINEAR FILTER
E SEC. X 1 e s t im a t e
0 .5 0 .1 0 0 2 0 . IC69
1 .0 0 . 1 8 4 2 0 .1 8 8 7
1 .5 0 . 2 4 7 5 0 .2 2 6 9
2 .0 0 . 2 9 0 2 0 .2 8 8 1
2 . 5 0 . 3 1 5 3 0.3C31
3 . 0 0 . 3 2 7 0 0 .3 5 3 6
3 .5 0 . 3 2 9 3 0 .3 3 5 9
4 . 0 0 .3 2 5 4 0 .3 0 8 8
4 . 5 0 . 3 1 7 9 0 .3 0 3 8
5 . 0 0 .3 0 8 7 0 .3 0 2 8
5 .5 0 .2 9 8 9 0 .3 0 2 1
6 . 0 0 .2 8 9 5 0 .3 0 7 9
6 . 5 0 .2 8 0 9 0 .2 6 6 6
7 . 0 0 . 2 7 3 4 0 .2 7 4 6
7 .5 0 .2 6 7 1 0 .2 4 2 2
8 . 0 0 . 2 6 2 1 0 .2 4 5 9
8 .5 0 . 2 5 8 3 0 .2 5 0 7
9 . 0 0 . 2 5 5 6 0 .2 7 4 5
9 . 5 0 . 2 5 3 8 0 .2 4 1 8
1 0 .0 0 .2 5 2 8 0 .2 6 5 3
SQUARE ERROR = 0 . 1971E -03
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0 .0 6 8
DYNAMICS X̂■ *****
ESTIMATE
Approximate the 4 t h  order
BY A SECOND ORDER USING 





C.O 1 0 . 05 .0
TIME SEC.
F IG . 8 .9  MODEL APPROXIMATION BY HUANG'S IV
CRDER NONLINEAR F.ILTER
F SEC. X 2 ESTIMATE
0 . 5 0 .0 6 8 3 0 .0 1 7 3
1 .0 0 .0 3 7 3 0 .0 0 7 4
1 .5 0 .0 0 9 7 - 0 . 0 1 1 5
2 . 0 -O .O I  35 - 0 . 0 2 4 7
2 . 5 - 0 . 0 3 1 9 - 0 . 0 4 0 0
3 . 0 - 0 . 0 4 9 9 - 0 . 0 4 7 9
3 . 5 - 0 . 0 5 6 2 - 0 . 0 5 9 3
4 . 0 - 0 . 0 6 3 4 - 0 . 0 6 5 2
4 . 5 - 0 . 0 6 8 2 - 0 . 0 6 5 7 ,
5 . 0 - 0 . 0 7 1 2 - 0 . 0 6 6 6
5 . 5 - 0 .0 7 2 7 - 0 . 0 6 6 7
6 . 0 - 0 . 0 7 3 3 —0 .0 6 6 2
6 . 5 - 0 . 0 7 3 2 -O .C 6 9 0
7 . 0 - 0 . 0 7 2 7 - 0 , 0 6 5 1
7 . 5 - 0 . 0 7 1 9 - 0 . 0 6 5 2
R.O - 0 . 0 7 1 0 —0 .0 6 1 6
8 . 5 - 0 . 0 7 0 2 - 0 . 0 5 9 4
9 . 0 - 0 . 0 6 9 3 - 0 . 0 5 7 6
9 . 5 —0 . 0 6  86 - 0 .C 6 1 2
1 0 .0 — 0 . 06 80 - 0 . 0 5 8 1
ACCUMULATED MEAN SQUARE ERROR =  0 . 2 4 4 1 E - 0 3
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The r e s u l t s  by decomposing th e  r e a c to r  system in to  two subsystems show 
b e t t e r  performance than th o se  o f  reduc tion  o f  dimension, i . e .  ignore  
the  presence o f  and a t  a l l  as  t h i s  i s  i n t u i t i v e l y  c le a r .
F i l t e r  decomposition o f  la rg e  complex system not only saves 
computation time and s to ra g e  but a lso  o f fe rs  b e t t e r  f i l t e r i n g  r e s u l t  
than those  o f  f i l t e r i n g  th e  o r ig in a l  system. This i s  t r u e  fo r  th e  
la rge  s t i f f  (or i l l - c o n d i t io n )  system, since th e  i l l - c o n d i t io n in g  i s  
reduced by p a r t i t i o n i n g  th e  o r ig in a l  system i n t o  sm aller  subsystem 
thus a b e t t e r  f i l t e r  ga in  i s  c a lc u la te d  fo r  th e  subsystem as t h i s  i s  
shown in  Fig . 8 .2  where th e  in te g ra t io n  in te rv a l  is  doubled th e  r e s u l t  
o f  decompose in to  two subsystem i s  b e t t e r  than  those o f  f i l t e r i n g  the  
o r ig in a l  system as shown in  Fig. 2 .14.
The r e s u l t  shown on Fig. 8 .3  where, th e  decomposed f i l t e r  a lso  
o f fe rs  b e t t e r  a l t e r n a t iv e s  than  th e  o r ig in a l  system in  the  p resence  o f  
20 pe r cent r a t e  co n s tan t e r r o r .  Applying d i f f e r e n t  adaptive  techn iques  
to  d i f f e r e n t  subsystem based on i t s  s t ru c tu re  and s e n s i t i v i t y  n a tu re  
seems t o  be a b e t t e r  approach to  the  f i l t e r i n g  in  th e  presence o f  la rg e  
model e r r o r .  As t h i s  i s  shown in  Fig. 8 .3 , we grouped x l ,  x4 in to  
subsystem 1 as i t  i s  more s e n s i t iv e  to  model e r ro rs  and apply HUANG'S 
I I I  adap tive  to  t h i s  subsystem and group x2 and x3 in to  subsystem 2, 
which i s  l e s s  sens it ive ;  th e re fo re  we apply Huang's I adap tive .
CHAPTER IX
REAL TIME IMPLEMENTATION OF FILTERING
The growing importance o f  applying d i r e c t  d i g i t a l  c o n tro l  
(DDC) techniques to  an in d u s t r i a l  p rocess  is- due to  i t s  g re a t  success 
i n  aerospace a p p l ic a t io n s ,  As a r e s u l t  o f  the  expanding aerospace i n ­
d u s t ry  in  th e  l a s t  te n  y e a r s ,  improvement in  both th e  computer h a rd ­
ware and software coupled w ith advanced numerical mathematical t e c h n i ­
ques, modern co n tro l theory  r e f l e c t s  th e  a b i l i t y  to  use d i g i t a l  com­
p u te r  to  so lve complex problems which w ere.considered im possible  a few 
years  ago. Recent advancement in  th e  f i e l d  o f  s to c h a s t ic  p ro cesses  
le ad s  as a s tep  c lo s e r  to  th e  r e a l  world.
The advantage of the  Kalman f i l t e r  over conventional re g re s s io n  
and an a ly s is  and curve f i l t e r i n g  are :
A. The Kalman f i l t e r  uses  a seq u en tia l  re cu rs iv e  a lg o rithm , 
which req u ire s  much le s s  computer s to rag e  and computation tim e.
The following example given by Bucy [B8] i s  very h e lp f u l .  Con­
s id e r in g  j u s t  the  matrix o p e ra t io n  and in v e rs io n ,  curve f i t t i n g  re q u ire s  
kn^nyCl+n^) + n^ m u l t ip l i c a t io n  p lus an n^xn^ in v e rs io n  in  p rocess ing
one da ta  p o in t  while the Kalman f i l t e r  only re q u ire s  nxny(3n%+2ny+2) +




k = sample po in ts  
n^ = number o f s ta te  v ariab les  
ny = number of measurement v a riab le s  .
As an example, consider:
k = 100 
nx -
ny = 3 .
Then, fo r  curve f i l t e r in g ,  33,100 m u ltip lic a tio n s  and a 10x10 in v er­
sion are  needed while only 5240 m u ltip lica tio n s  and a 3x3 inversion 
are  required  fo r  the Kalman f i l t e r .  Curve f i t t i n g  req u ires  the s to r ­
age of a l l  the  observation d a ta  while the sequen tia l kalman f i l t e r  can 
process observations o n lin e , one a t  a tim e.
B. Kalman f i l t e r in g  can handle the estim ation  o f dynamics 
under random forcing  while curve f i t t i n g  cannot. With the help o f on­
lin e  d ig i ta l  con tro l combined with a f i l t e r  algorithm , DDC becomes 
p o ssib le . Real time f i l t e r in g  and the computer con tro l system w ill 
detect any ou tside  d istu rbance , then ad just i t s e l f  to  the new optimum 
s ta te .  Even the u n certa in ty  in  physical parameters in  th e  design 
s ta te  w ill not e f fe c t th e  rea l p lan t performance when used with the 
help o f an o n -lin e  e rro r  compensation technique.
We are in te re s te d  in  developing a r e l ia b le  non -lin ea r f i l t e r  
to  f i t  the re a l time DDC environment and yet powerful enough to  deal 
with most o f  th e  process d istu rbance and parameters u n c e r ta in tie s .
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In the  com putational implementation of re a l f i l t e r i n g ,  we are 
faced with the follow ing problems:
1 . Limited memory.
2. im ited speed.
3 . Limited word length.
1. Limited memory: This is  the  physical lim ita tio n  of th e  ex­
is t in g  computer. A ty p ica l 6 -s ta te  v ariab le  f i l t e r  as i s  used in  our 
re a c to r  example req u ires  about 600 words on the IBM-360. Generally 
speaking, the memory requirement varies roughly as th e  square of the 
number o f  s ta te  v a r ia b le . Therefore, i t  is  d es irab le  to  keep the 
s ta te  v ariab les  o f  the system as low as p o ssib le . An a l te rn a t iv e  to  
reducing the number o f s ta te  v a riab le s  i s  to  p a r t i t io n  (or decompose) 
the s ta te  v a riab le s  x in to  two o r more p a r ts  and co n stru c t separate 
f i l t e r s  fo r each p a r t .  This approach is  ca lled  a 'suboptim al f i l t e r '  
by Bucy [B8]. He derived the suboptimal f i l t e r  algorithm  and applied 
i t  su ccessfu lly  to  the Ranger IV, where i t  was p o ssib le  to  reduce a 
nine s ta te  v a r ia b le  problem to th ree  separate th ree  s ta te  v a riab le  
problems. I t  tak es  le ss  computing capacity  to  m anipulate th ree  3x3 
m atrices than one 9x9 m atrix . This also d ra s t ic a l ly  reduces the  com­
p u te r storage s ince  the s to rage  requirement is  p roportional to  the 
square o f the number o f s ta te  v a riab le s .
2. Limited Speed: The improvement o f computer hardware and s o f t ­
ware make computational speed no longer a problem in  o n -lin e  computa­
t io n  of a reasonable complex model. This is  a lso  tru e  in  re a l  time 
f i l t e r in g .  Computing time v a rie s  roughly as the cube o f the number
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o f s ta te  v a riab les  of the  system. Our 4 -v ariab le  reac to r system takes 
about 1.0 second fo r processing one sample period .
3 . Limited word leng th : The lim ited  word length o f  the  d ig i ta l
computer introduces round o ff  e rro rs  in to  the so lu tion  of f i l t e r  
equations. I t  i s  also d e s irab le  to  keep the number of s ta te  v a riab les  
as low as possib le  to  avoid the  excessive accumulation o f round o f f  
e r ro rs .  However, se le c tio n  of proper s ta te  v ariab les  and sca lin g  (or 
norm alization) can e a s ily  avoid the  tro u b le  due to the lim ited  word 
leng th . This is  e sp ec ia lly  tru e  in  our reac to r model, we normalized 
the  tem peratures (usually  vary from 100 to  1000) and the concen tra tion  
(vary from 0.01 to  0 .09). Without th e  norm alization, th i s  technique 
su ffe rs  from round o ff  e rro rs  and leads to  bad re s u l ts .  The in tro d u c­
tio n  o f  the Shur r e la t io n  and m atrix i te r a t io n  for the m atrix  inverse  
together with the P in e 's  machine e r ro r  compensation also  help reduce 
the round o ff e rro rs  to an acceptable degree.
We conclude th is  chapter by a summary o f re su lts  (Table 
V lll-1 ) o f various f i l t e r s  developed in  th is  work and i t s  f e a s ib i l i ty  
as to the fu ture  rea l time implementation.
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Table V III -1 . Summary o f adap tive  f i l t e r s ,
Memory Speed
F i l te r s K S  " - d  Length for 1 Period
word) (in  sec.)
Extended Kalman f i l t e r 600 no problem 1.0
N on-linear second order 620 no problem 1.2
Schmidt 620 no problem 1.3
W olf's I 600 no problem 1.0
W olf's II 600 no problem 1.0
Overweight the recen t data 600 no problem 1.0
P in e 's 600 no problem 1.0
This work I 600 no problem 1.0
This work II 620 no problem 1.2
This work I I I 600 no problem 1.0
This work IV 600 no problem 1.1
Limited memory 650 no problem 1.3
Dimension reduction* 500 no problem 0.7
F i l te r  decomposition* 550 no problem 0.8
*combined with the adaptive f i l t e r s  introduced by th is  work.
(Approximately 0.3 second is  used fo r generating  the simulated 
observation .) I t  i s  obvious th a t the dimension reduction  and f i l t e r  
decomposition are  the most a t tra c tiv e  f i l t e r s  in  re a l time app lica­
tio n s .
CHAPTER X 
SUMMARY AND CONCLUSIONS
A fter th is  extensive study o f f i l t e r in g  theory and ap p lica ­
tio n s , we fee l more confident in  the implementation of a f i l t e r  ana­
ly s is  e i th e r  on-line  or o f f - l in e .  I t  was shown th a t the se n s itiv e  
nature o f the non-linear f i l t e r in g  problem i s  due to  a much sm aller 
region fo r f ilte r  s t a b i l i ty  (o b se rv a b ility  and c o n tro la b ility )  than 
th a t in  the lin e a r  f i l t e r in g .  With the aide of e rro r  s e n s i t iv i ty  
analysis  and e rro r bound c a lc u la tio n , and the  e r ro r  compensation 
technique developed in  th is  work, one i s  able to  do the p r e f i l te r in g  
study by using a simple lower dimensional model to  approximate the 
complex model, design a b e t te r  measurement sensor system through the 
s e n s i t iv i ty  analysis and study th e  in te ra c tio n  among the v a r ia b le s . 
Thus, a r e l ia b le  o f f - l in e  f i l t e r  model can be implemented fo r  rea l 
time ap p lica tio n  where lim ited  computer memory and speed are of g rea t 
concern.
The in troduction  and an a ly s is  o f a second order approximate 
f i l t e r  by th is  work also  provides an a lte rn a tiv e  fo r non -lin ea r re a l 
time f i l t e r in g  where sampling i s  expensive, computer speed i s  lim ited  
and the model is  highly non linear.
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With the guide and form ulation in  Chapter I I I ,  p o ssib le  fu ­
tu re  implementation o f combined f i l t e r in g  and contro l with more 
so p h is tica ted  c o n tro lle r  i . e .  combined feed forwarded and feedback 
contro l can be done by dynamic programming as reported by West and 
McGuire [W3], C lif to n  and McGuire [C l] , Jacobson [J l]  or by applying 
conjugate g radient techniques and in v a r ia n t embedding to  solve the 
two p o in t s p l i t  boundary value problem v ia  i te ra t io n  in  the con tro l 
p o licy  function space.
The in troduction  o f several adaptive f i l t e r in g  and model e rro r  
compensation techniques enables us to  extend th e  Kalman f i l t e r  to  v a r­
ious non-linear cases with severe model e rro r  and non-Gaussian model 
and provides s a tis fa c to ry  f i l t e r in g  r e s u l t .
The so p h is tica ted  f i l t e r  decomposition algorithm  developed by 
th is  work not only o ffe r  a successfu l approach to  the f i l t e r in g  of 
large complex system with s ig n if ic a n tly  saving in  computation time and 
computer storage but a lso  provides b e t te r  f i l t e r in g  r e s u l t  fo r  non- 
Gaussian non-linear systems.
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APPENDIX A ; PROGRAM FLOW CHART
SUBROUTINE MAP FOR THE 
COMPUTER PROGRAM
SUBROUTI&Z




VA IN o c 5G 4 2 CONTROL OF OVERAL. CAr,CUrATION LOGIC
L C 1 ■ j ~ t iO'SC F IX E D  POINT S.-'iOOTUTNr. CALCI T.ATION
' V P R IN T  AND PLOT ÎTLTF.RINC RESULTS
MI j u c  L > d i Û •; GENEP2TING DYNAMICS AND OBSERVATION
r o.N C 4 / C GENERATING REACTOR DYNAMICS
1 A AN , C / >5 :f .:C J PROCESS TRA NSITIO N MATRIX
i ^ r ■J E  ■; •: CPPKR AND LOivER BOUND CALCITM.TIONS
A i\ y A / 1 ; jvL'i.ER AND RUNGE-KUTTA INTP.GRATION
Lii-'L. 1 4 c c .. c P d OT ROUTINE I
.• c  Jo 4 r: ;) iCAKiC e v a l u a t i o n  o f  MATRIX
I A K 'J U 1- A 4 MATRIX INVERSION B Y  SHUR RELATION
I i C f l N t  2 ;; T ST T M X  IN VERSIO N BY ITERATION
H 0 1'1 ». C / i :t . i n r e a c t o r  DYNAMICS OF TilE ACTUAL MODFL
Î- '0 ;L w V *'■' ' REAC’̂ 'OR DYANMICS OF F IL T E R  MODEL
AfT" CC . c t: ■:■: i KALMAN -S C iU ilD T  FILT ER
GFNLMUTTVD GAUSSIAN NOISE
iii y ' : ! R.W nO'i NUMIthR GLNh'EA'i’OR
L c 0 r  V 1 1.ÜCATC MATRIX ELEMENTS
L 1 1. 1 i.:. PLOT ROUTINE 17
;> r ' 1 _ L- 1 r. PLOj r o u t i n e  ITT
L_ c ; > .■ GY.MMCTRIZIN’G THE ERROR COVARIANCE
i\ b -J 2 4 J L S E N S IT D M T Y  ANALYSIS CALCULATTON>\ i_, A1 * ILL w 1 C ADAPTIVE FILTERING  TCCHNTOUE
Z c HL i i V (. i IX n '.[ \r ,I% IN C  T' E ARRAY
••■'T-’X'-V----------- i l / l f ; : : RUM-H-KUTTA H t h  ORDER INTEGRATION
---- ITTFH] V -  — i  1 u' i ■ c C JL SUMMARY OF INPUT CONDITIONS
Z C .L  1 1 Ô I; IN IT IA L IN G  THE ARI^Y
c c n T n C ----- ' i <? ( El i ; i-4 •> OPTIMAL CONTROL GAIN CALCUrATTON
A'L'L. T 4 U < : L:AIRIX PRODUCT LVAn'ATTONS
; 1 ' ■ ■ ‘ " ■ 1' j s 2 J  ••' COPY PART o r  TEE MATRIX
' ' J U  ( W ( ' ' ' ■'T T C '.T /" l.i- PLOT I  NO OUTPUT GENERATOR
' ■■'!. ■ . . 5Tj.R lL.TTY NrVUVST-
n v w T 6CE OVER'.ŒIGliY & ST0C A 3TIC  APPROX. .
1 99
FLOW CHART : MAIN PROGRAM
READ PRIOR S T A T I S T I C S ,I N I T I A L
ESTIMATE .MEASUREMENT MATRIX
CALL Z E R O l
U N IT IA L IZ IN G  THE ARRAY
CALL INPUT
P R IN T  SUMMARY OF IN IT I A L  CONDITION
START THE F ILT ER IN G  PROCESS
CALL MODELYESrREAD TRA NSIT
NO





USE SECOND ORDER NONLINEAR USE NONLINEAR EXTENDED
F IL T E R  TO GENERATE THE [KALMAN F IL T E R  TO
GENERATE THE ESTIMATEF IL T E R  ESTIMA
CALL ADAP
RISE ADAPTIAT FILTER IN G
YES CALL SENS










G A IN  MATRIX
CALL KS 
USE SCHM I.'T FILT ER
CALL INF  
EVALUATE OBSERVASI L I T Y ,
CONTROLLABILITY ANDBOUNDS
OF ERROR CAVARIANCE
CALCULATE PREDICTED ERROR 
COVARIANCE MATRIX
YES
PROCESS OBSERVATION AND 
CALCULATE UPDATED ESTIMATE
CALCULATE UPDATED ESTIMATE  
I  ERROR ''ATRTX




S T A B IL IT Y  
ANALYSIS
(CONTINUE FIL T E R IN G




PRINT AND PLOT RESULTS
YES
RESTART THE FILTER  
RUN TUB ALTERNATIVE! 
CASES
CALL SMOOT 












jW0LF”S ADAPTIVE l '
, IWOLF'S ADAPTIVE T Ï)- " 59"
IPINE'S MACHINE ERROR ADAPTIVE
,bVER t\T.IGHT THE MOST RECENT DÂTAt-~t>










CALCULATE REACTOR DYNAMICS AND TO 
GENERATE SIMULATED OBSERVATION
j CALL RKK






USE EULER’ S IN T E ­
GRATION TO GENERi^TE 





GENERATE GAUSSIAN NOISE FOR 
THE FILTER MODEL_________
CALL TRAN 
CALCUIATE FILTER TRANSITION 
MATRIX
CALL RKK 
USE INTEGRATION ROUTINE TO 





TERM f  : P 
x x
INPUT :
N : NO. OF INDEPENDENT STATE VARIABLES 
M : NO. OF MEASUREMENT VARIABLES 
MEASUREMENT MATRIX,ERROR COVARIANCE P (k ) ,  PROCESS 
NOISE COVARIANCE MATRIX 0 ( k ) ,  MEASUREMENT NOISE 
COVARIANCE R (k) .
BB ; INTEGRATION INTERVAL 
RKM ; RATE CONSTANT FOR THE ACTUAL PROCESS
RKF : RATE CONSTANT FOR THE FILTER MODEL
MKI : INTEGRATION TYPE FOR THE ACTUAL PROCESS
MK2 : INTEGRATION TYPE FOR THE FILTER MODEL
WHERE MKI, MK2 = 0 FOR RUNGE_KUTTA MERS ON




INITIALIZE THE ARRAYS TO ZERO
YES CALL FUNA







— „---- ( f o  = -------------










^  1 FOR THE ALGORITHM
1'




APPENDIX B. SAMPLE COMPUTER OUTPUT
APPROX I  MATE THE ^Hit ORDEE MODEL BY A SECOND ORDER USING HUANG ̂ S I I  
(ITERATED FIXED POINT SMOOTHING)
SAMPLE PER ICC 1
EULER I NTEGRATION
Y = 0 . 1 0 0 1 6  DFRY =
Y = C . C 6 R 3 C  EERY = - C . C 6 3 P 6
Y = O . O l O l ?  EERY = 0 . 0 3 7 3 ' :
Y -  0 . 0 0 0 6 9  OFKY = 0 . C 0 T E 6
T= 0 . 5 0 0 0  INTERVAL = C. C3 CCC
X F l =  0 . 1 0 6 6 1 9  C . 0 4 P 2 5 1
SIMULATED r n S F R V A T I C N  0 . 1 C 6 9 5 0
f i l t e r  ESTI MATE 0 . 1 0 5 6  C . C 4 E 3  ^
KALVAN F I LTER GAIN = 0 . 5 6 3 9 6 6  C . C 4 0 8 8 3  o
NEW F I LTER RATA C . 1 0 6 7 7 0  C . C 4 E 7 C 6
NEW FPf ' PR GCVAPIANCF MATRIX 0.00564C 0.C004C9 C.00C409 0.001704
SAWPLF PER ICO ?
EULER I NTEGRATION
Y = 0 . 1 B 4 2 P  OERY = C . 1 5 0 1 C
Y = 0 . 0 3 7 3 3  r.FRY = - 0 . 0 5 9 5 9
Y = 0 . 0 3 5 2 8  CERY = 0 . 0 5 9 2 4
Y = O . C C 5 2 C  OFRY = 0 .  0 1 3 ? C
T= 1 . 0 0 0 0  INTERVAL = 0 . 0 5 Ü O O
XF1 = 0 . 1 7 4 C 8 3  C . C 2 3 C B 0
SIMULATED r P S F RV ATI ON 0 . 1 E P 7 4 6  
f i l t e r  ESTI MATE 0 . 1 7 4 1  0 . 0 2 3 1
KALMAN F I LTER GAIN' = 0 . 5 3 5 8 5 7  0 . C 4 3 4 5 7
NFW F I LTER DATA 0 . 1 8 1 9 9 9  0 . 0 2 3 7  18
NFVi HR POP COVARIANCE MATRIX 0.005399 C.000435 0.000435 0.001723
APPROXIMATE THE 4- t h  ORDER MODEL BY A SECOND ORDER USING HUANG^S I I  
f ITERATED FIXED POINT SMOOTHING!
SAMPLE PER i n n  3
FULEP I NTEGRATION
Y = 0 . 2 4  7 5 0 CERY - 0 . 1 0 7 3 6
Y = 0 . 0 0 9 6 7 OFRY = - 0 . 0 5 1 4 8
Y = 0 , 0 6 6 6 ? OCRY = 0 . 0 6 4  36
Y = 0 . 0 1 4 9 7 OERY = 0 . 0 2 4  12
T = 1 . 5 0 0 C INTERVAL - 0 . C 5 0 C 0
XF1 = 0 . 2 2 9 8 5 7 - C . 0 0 0 3 8 4
SIMULATED CRSERVATI CN 0 . 2 2 9 7 4 2
FILTER ESTI MATE 0 . 2 2 0 9 - 0 . 0 9 0 4
KAL.VA.N E II 7 FIR GAIN = 0 .  5 2 3 1 2  7 0 . 0 5 3 1 0 2  o
NFW F I LTER DATA 0 . 2 2 9  f a ?  - C . C O C I S C
NEW ERROR COVARIANCE RATRI X 0 . 0 C 5 2 3 1  G . C 0 C 5 3 1  C . 0 0 0 3 3 1  0 . 0 0 1 6 8 5  
SAMPLE PER i o n  4
EULER I NTEGRATION
Y = 0 . 2 0 0  17  CERY = 0 . 0 6 ^ 3 0
Y = - 0 . Cl  3 4 8  HERV = - C . 0 4 1 ) 0
Y = 0 . 0 9  0 4 4  CERY = 0 . C 6 1 3 3
Y = 0 . 0 2 9 4 2  C E R Y  = 0 . 0 3 2 1 8
T= • 2 . o n c e  INTERVAL = 0 . 1 5 0 0 0
XE1 = 0 . 2 5 2 4 8 0  - C . 0 2 0 4 7 1
SIMULATED COSERVATI CN 0 . 2 8 8 1 0 8  
F I LTER F S TI Y AT E  0 . 2 5 2 5  ' - C . C 1 C 5  
KAI PAN F l l . T F R  GAIN = 0 . 5 1 3 0 5 4  0 . 0 5 9 2 7 5  
NFIn f i l t e r  d a t a  0 . 2 7 C 7 5 9  - 0 . C I C 3 5 9  
SNOCTHEC ESTI MATE PERI OD C 
Sr CCTHEn ESTI MATE - 0 . 0 0 1 7  C . 1 0 4 I  0 . 0 0 0 0  C.OCOO
SYnOTHEO P = 0 . 0 0 2 6 5  - 0 . 0 0 0 5 3  - 0 . 0 0 0 5 8  ■ 0 . 0 0 0 9 2
N E \  ERRCR COVARIANCE MATRIX 0 . 1 0 5  1 3 1  C . C G C 5 9 3  0 . 0 0 0 5 5 3  0 . 0 0 1 6 3 7
APPROXIMATE THE M- th ORDER MODEL BY A SECOND ORDER USING HUANG’S IX
(ITERATED FIXED POINT SMOOTHING)
SAMPLE P F P I CD 1
EULFR I ME G N A T I C N
Y = O . I C O U  CERY = 0 . 1 9 9 1 1
Y = C . C 6 R 3 C  OFRY = - C . C 6 1 9 - ' .
Y = 0 . 0 1 0  12 CERY = 0 . 0 1 7 1 '
Y = 0 . C C C 6 R  PFPV = 0 . C 0 1 8 6
T= n . ‘-<nnc i m h r v a l  = n . o i c c c
X F l =  0 .  1 0 7 2 1 4  C . 0 7 2 2 7  1
SIMULATED r i S H R V A T I C E  0 . 1 C 6 9 5 0
FI LTER ESTI MATE 0 . 1 0 7 1  0 . 0 7 2 1  iv>
KALYAN f i l t e r  GAIN = 0 . 5 6 1 1 0 0  0 . 0 1 7 9 3 2  §
NEW FI LTER CAT A 0 . 1 0  7 0 0  7 0 . 0  722=: 9
NEW FRPTP COVARIANCE MATRIX 0 . 0 0 1 6 1 2  0 . 0 0 0 3 7 9  C . 0 C C 3 7 9  C . C 0 1 7 C I
SA.vPLF PERI OD 2
EULFR INTFGRAT rCN
Y =  . 0 .  1 8 4 2 2  OFRY = 0 . 1 5 0 1 C
Y = 0 . 0 3 7 3 1  CERY -  - 0 . 0 5 9 5 : !
Y = 0 . 0 1 5 2 9  CERY = 0 . 0 5 * 2 "
Y = 0 . C C 5 2 C  OFRY ^ 0 . C I 3 7 C
T= 1 . 0 0 0 0  INTERVAL = O. C5CCO
XF1 = 0 . 2 C 2  3 14 0 . 0 3 8 9 8 5
SIMULATED E 8 SERVATI  ON 0 .  1 8 8 7 4 6  
F I LTER ESTI MATE 0 . 2 0 2 8  C . C l ' O
KALMAN F I L T F R  GAIN = C . 5 4 6 6 3 8  0 . 0 4 1 C 1 9
NEW F I L T F R  DATA 0 . 1 9 5 1 2 4  0 . C 3 F 4 C F
NEW ERROR COVARIANCE MATRIX 0 .0 0 5 4 6 6  0.CCC410 C .00C41C 0.CC172C
APPROXIMATE THE 4- the ORDER :̂ODEL BY A SECOND ORDER USING HUANG’S II
( ITERATED FIXED POINT SMOOTHING)
SAMPLF PFRTCC
EULFR INTEGRATION
Y = 0 . 2 4 7 5 C DFRY = 0 . 1 0 - 3 6
Y = 0 . 0 0 9 6 7 DERY = - 0 . 0 5  ; 4P
Y = 0 . 0 6 6 6  7 r. E R Y = 0 . 0 6 ' - 5  6
Y = O . C 1 4 9 7 DFRY = 0 . 0 7 ' I 2
T = l . 5 0 0 0 INTERVAL - 0 . 0 5
XF l  = 0 . 2 0 7 2 0 4 - 0 . 0 0 3 0 1 7
SIMULATED rRSFRVûTIDN D. ZRSTA?
FI LTFR ESTI MATE 0 . 7 0 2 2  - O . r D B O  
KAIMAN FI LTER GAIN = 0 . 6  1 S 0 6 C  0 . C P 5 9 0 R
NFW f i l t e r  DATA D . 7 1 9 1 4  1 - G . GDF4 9  I
MW FRPCR COVARIANCE MATRIX 0 0 0 6 1 5 1  C . 0 0 0 S 5 9  0 . 0 0 C 9 5 9  0 . 0 0 1 8 5 8  ro
s a m p l e  PF. RIPD 4 °
FULER I NTEGRATION
Y = 0 . 2 0 3 1 7  OFRY = O . C 6 F 3 0
Y = - 0 . 0 1 3 4  F DFRY = - 0 . 0 4 ’. " 9
Y = C . C 9 R 4 4  OFRY = 0 . 0 6 : 9 3
Y = 0 . 0 2 9 4 2  OFRY = 0 . 0 3 2 3 9
T= 7 . 0 0 0 0  INTERVAL = O. C5COO
XF1 =  0 . 7 4 1 1 4 9  - 0 . 0 1 9 7 9 7
STMULATFC CBS F OVATION 0 . 2 9 3 ] 0 9  
F I LTER E S T I ^ A T F  0 . 2 4 1  I - 0 . 0 1 9 9  
KAIVAN F I LTER GAIN = C . 9 5 E 1 C T  0 . 0 6 4 6 5 0 .
NEW F I LTER DATA 0 . 2 6 7 3 5  7 - C . O l f / 5 !
SMOOTHED ESTI MATE p F R I C O  C 
SMCCTHFD ESTI MATE D . G 2 4 4  0 . 0 7 3 3  C. CCOC C. OCOO
SMOOTHED R = 0 . 0 0 5 5 3  - C . 0 0 2 ‘ 7 - 0 . 0 0 2 5 7  0 . 0 0 2 6 7
NFW ERROR COVARIANCE MATRIX 0 , 0 0 5 5 9 1  C . 0 0 0 6 4 6  0 . 0 0 0 6 4 6  0 . 0 0 1 6 6 5
APPROXIMATE THE th ORDER MODEL BY A SECOND ORDER USING HUANG’S II
(ITERATED FIXED POINT SMOOTHING)
TOTAL NO CF P F P I OOS  
SAMPLE PER i o n  1








FR I M F f . R A T r r N
0. IBQ-Jl 
- 0 . 0 6 T 3 4  
0 . C 3 7 1 6
0 . 0 0  3 P. A
G. 0 5 C C C
0 . 1 0 0 1 6  nr-RY =
0 . C6 P3 C OFRY =
O . n n l . ?  H E R  Y =
0 . C0C6R nCRY =
C. s r CC INTERVAL =
0 . 0 0 2 4 6 F  0 . 0 0 1 4 1 5
SI MULATTO rnSFRVATICN 0 . 1 0 6 0 5 0  
F I LTER ESTIMATE 0 . 0 0 2 5  0 . 0 C I 4
KALIAN FILTER GAIN = 0 . 7 C 7 « 1 6  C. l ^OOZR
NFVs f i l t e r  OATA C . 0 7 6 4 2 2  Q..0102?/ .
NFW ERROR COVARIANCE MATRIX O.CC'CTB C.CO 1 7 0 9  








0 . 1 5 0 1 C 
- 0 . C 5 9 5 9  
0 . 0 5 8 2 4  
0 . C 1 3 7 C
0 . G 5 C C C
0 . 1 8 4 2 2  CERY =
Y = 0 . 0 3 7 3 3  CERY =
Y = 0 . 0 3 5 2 8  CERY =
Y = O . OG5 2 C  EERY =
T= 1 . 0 0 0 0  i n t e r v a l
X F l =  0 . 1 1 0 0 3 5  0 . 0 0 6 5 6 7
SIMULATED r n S ER V A T I C N  0 . 1 8 8 7 4 6  
F II TER ESTI MATE 0 .  1 1 0 0  0 . 0 0 6 4
KALMAN f i l t e r  GAIN =‘ 0 . 6 6 9 7 2 9  0 . 1 3 5 1 8 3
NEW F I L T E R  HATA C.  1 6 2 7 5 0  0 . C 1 7 2 C '
NEW FRPPR COVARIANCE m a t r IX 0 . 0 0 ' ' - 6 9 7  C . C C 1 3 5 2 0 . 0 0 1 3 5 ?  C . C 0 2 6 C 8
APPROXIMATE THE 4ht ORDER MODEL BY A SECOND ORDER USING HUANG»S II
( ITERATED FIXED POINT SMOOTHING)_____________
SAMPLE PERI OD
EULFR I NTEGRATION
Y =  C . P A 7 5 C
Y = 0 . C 0 9 6 7
Y = G . 0 6 * 6 2
Y = 0 . 0 1 4 3 7
7 -  1 . o n e n
XF1= 0 . 2 6  1246  
s i m u l a t e d  EPSERVATIDü 0 .  
FILTER e s t i m a t e  G . 2619
H F R Y  =
DFRY = 
n P R Y = 
npRv =
i n t e r v a l  =
C . 0 C 8 1 4 1
2 2 0 7 4 2
O. OOP l
0 . 1 0 7  36  
- 0 .  0 5 14F  
0 .  C6 ',E6 
O. C24  1 2
G. C' i COO
KALMAN FILTER GAIN = C . 5 2 F 6 6 5  0 . 0 5 1 6 8 7
NFVs PIl .TER DATA 0 . 2 4 4 F ' ' ?  0 . 0 0  :4 80
NEW ERROR COVARIANCE MATRIX 0 , 0 0 5 2 8 7  0 . 0 0 0 5 1 7
SAMPLE PERI OD 4











n . 2 3 0 1 7
- G . C I  34F  
, n . 0 3 3 4 6  
O . C 2 9 4 2  
2 . C 0 0 C  
0 . 2 7 6 6 3 3
0 . C 6 2 3 C  
- 0 . 0 4 - 3 5  
C . 0 6 : 9 1  
0 . 0 3 2  38







SIMULATED rPSERVATICN 0 . 2 F 9 1 C 3  
FILTER ESTIMATE 0 . 2 7 6 6  -C.0I7?
KALMAN PILTPR GAIN -  0 . 5 1 5 7 6 9  • ) . 0 5 3 5 9 1 '
NFW FILTER DATA 0 . 2 8 2 5 5 2  - 0 . 0 1 ' 4 F ?  
s m o o t h e d  e s t i m a t e  PFRI OC 0 
SMOOTHED ESTIMATE - 0 . 0 0 6 7  0 . 0 9 6 6  O. CCGC C. OCOO
SMOOTHED P = 0 . 0 0 2 4 5  -C.OCO^'6 - 0 . 0 0 0 5 6  • 0 . 0 0 0 9 1
NFW ERROR CrVARIANCF MATRIX O . 0 C 5  15F C . C 0 C 5 8 6  C . 0 C C 5 8 6  C . 0 0 1 6 2 8
2 1 0
APPROXIMATE THE 4 th  ORDER MODEL. BY A SECOND ORDER 
USING HUANG'S IV (OVERlÆIGtlï THE DATA BY STOCASTIC .APPROX.)
TOTAL NO OF PÇSI OOS 2 0 S A V P L E  PERIOD IN S EC.  5 . 5 0
SAMPLE PERI OD I
EULER I NTEGRATION
. Y = 0 . 1 0 0 1 6 DERY = 0 .  1 8 8 3 1
Y = 0 . 0 6 8 3 0 DERY = - 0 . 0 6 3 9 4
Y = 0 . 0 1 0 1 2 DERY = 0 . 0 3 7 3 6
Y 0 . 0 0 9 4 0 DERY = 0 . 0 0 3 8 6
T= 0 . 5 0 0 0 INTERVAL = 0 . 0 5 0 0 0
XE1= 0 . 0 0 2 4 6 8 - 0 . 0 0 0 5 8 5
SIMULATED OBSERVATION 0 . 1 0 6 9 5 0
FI LTER ESTIMATE 0 . 0 0 2 5 - 0 . 0 0 0 6
KALMAN FI LTER GAIN = 0 . 7 C 7 8 1 6  0 . 1 7 0 9 2
NEW F I LTER DATA 0 .  1 0 6 9 5 0 0 . 0 1 7 2 7 4
NEW ERROR COVARIANCE MATRIX 0 , 0 0 7 8 0 9
SAMPLE PERIOD 2 0 . 0 0 5 0 0 0
EULER INTEGRATION
V -  0 .  1 8 4 2 2 DERY = 0 . 1 5 0 1 0
Y =  0 . 0 3 7 3 3 DERY = - 0 . 0 5 9 5 9
Y - 0 . 0 ? 5 ’ R DERY = 0 . 0 5 * 2 4
Y :: 0 . 0 0 5 2 0 DERY = 0 . 0 1 3 7 0
T= 1 . 0 0 0 0 i n t e r v a l  = 0 , 0 5 0 0 0
XE1= 0 . 1 4 2 0 2 1 O . O D 1 2 6 4
0 . 0 0 1 7 0 9  0 . 0 0 1 7 0 9
SIMULATED CeSFRVATIQM 0 . 1 9 9 7 4 6  
FI LTER ESTI MATE 0 . 1 4 7 0  C . 0 0 1 3
KALMAN FI LTER GAIN -  0 . 6 9 0 0 8 3  0 . 1 3 0 7 4 5
NFVI F I LTER DATA 0 . 1 S 3 7 4 A  0 . 0 0 7 3 7 4
NEW ERROR COVARIANCE VATPI X 0 . 0 0 7 6 0 1  0 . 0 0 1 3 0 7  0 . 0 0 1 3 0 7
SAMPLE PERI OD 3 - 0 . 0 0 2 6 0 3
EIJLFP. INTEGRATION
Y = 0 . 2 4 7 5 0  OERY = 0 . 1 0 7 3 6
V = 0 . 0 0 9 6 7  nÇRY = - 0 . 0 5 1 4 8
V = 0 . 0 6 6 6 ?  OFRY = 0 . 0 6 4 5 6
Y = 0 . C 1 4 9 7  HERY = 0 . 0 2 4 1 2
T= 1 . 5 0 0 0  INTERVAL = 0 . 0 5 0 0 0
XE1= 0 . 2 1 8 5 6 5  - 0 . 0 1 2 3 6 0
SIMULATED DRSCRVATION 0 . 2 2 9 7 4 2  
FI LTER ESTIMATE 0 . 2 1 8 6  - 0 . 0 1 2 4
KALMAN c i L T C p  GAIN = 0 . 6 2 4 7 6 9  0 . 0 8 0 8 4 0
NEW F I LTER DATA 0 . 2 2 6 9 4 6  - 0 . 0 1 1 4  56
NFW ERROR COVARIANCE MATRIX 0 . 0 0 6 4 8 2  0 . 0 0 0 8 0 8  0 . 0 0 0 8 0 8
0 . 0 0 1 8 8 1
rILTER DECOMPOSITION SAMPLE COMPUTER OUTPUT
20 % r a t e  c o n s ta n t  e r r o r
SUBSYSTEM i  : XI ; SUBSYSTEM 2 : X2, X3
s a m p l f  p f r i q d  ?
STVULATFO CBSFPVATr CN 0 . 1 9 8 0 5 1  C . 0 8 8 2 8 1  0 . 0 8 7 1 6 2
F I L F F P  F S r i MA T F  0 . 1 1 9 9  C . C 1 7 6
Sf PULATFO WFASUWCPFAT FCK SUBSYSTEM 1 IS  
0 .  19 -8 05  C . 0 8 7 1 6  
FI LTER CAI N FOR S UHSYSTF*  I
0 . 6 4 8 8 0  0 . 1 6 5 3 0  0 . 1 6 5 3 0  0 . 0 8 0 2 5
UPPATFn FS TI YATF  FOR THF SUBSYSTEM I IS
0 . 1 7 0 0 2  0 . 0 5 8 2 8
NFW ERROR COVARIANCE MATRIX 0 . 0 0 6 4 8 8  0 . 0 0 1 6 5 8  C . 0 0 1 6 5 8  0 . 0 0 0 8 0 2  
TIMF : 0 MINUTE 0 . 7  SECONDS
SAMPLE PERIOD 2
t\3HM
FI LTER ESTIMATE 0 . 1 1 9 9  0 . 0 1 7 6
SIMULATED MEASURFNTNT FCR SUPSYSTEM 
0 . 0 8 8 2 0
f i l t e r  g a i n  fop  SUBSYSTEM 2 
0 . 1 7 9 8 5  C . 136 1 4
UPDATED ESTI MATE FOR THF SUBSYSTEM 
0 . 0 2 1 3 0  0 . 0 0 6 5 0
NFW FRROR c o v a r i a n c e  MATRIX'  0 . 0 0 1 7 9 3  
TIME ; 0 MINUTE 0 . 0  SECOND'S
IS
I S
0 . 0 0 1 8 6 1  0 . 0 0 1 8 6 1  0 . C G 1 3 0 1
