A wide variety of natural or artificial systems can be modeled as time-varying or temporal networks.
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Introduction
Complex networks, such as social networks, biological networks and information networks, are very common in real life. The analysis of complex networks has been becoming more and more
A C C E P T E D M A N U S C R I P T
which can be classified into three main types. The first type of approaches is the well-known two- 40 steps strategy, which identifies community structure in each snapshot network by using methods for static networks, and then analyzes the community evolution according to some principles, such as the Jaccard index [13] . The second type of approaches is the generative model [14] which is based on the combination of stochastic block model (SBM) and the state space model or liner dynamic system, i.e., the whole temporal network is represented as a sample of a dynamic generative model.
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Then the detection of communities and the analysis of community evolution are transformed into an unified problem of parameters estimation based on likelihood maximization. The last type of approaches is the so called evolutionary clustering [15] which considers the clustering results of the previous snapshot networks when analyzing the current snapshot network.
In general, there are at least three factors leading to the difficulties of community detection in 50 temporal networks. The first is that one may encounter different types of dynamics in temporal networks. With the evolution of networks, the original links or nodes in the networks may disappear and new ones may occur, thus the communities in temporal networks will be created or disappear, and can also merge or split [16] . In this sense, community detection in temporal networks is no longer a static model or function to be computed or optimized, but needs to be analyzed as a 55 network stream or a temporal process. The second is the detection of overlapping communities which has been extensively discussed in the case of static networks [4] , but is much less well covered and more challenging in the case of dynamic overlapping community detection. The last factor is the model selection problem, i.e., the determination of the number of communities in temporal networks. In fact, this is a common problem to be solved in all community detection approaches,
60
especially for large-scale temporal networks [17] . Therefore, one needs an effective model or method that can not only detect overlapping communities but also determine the number of communities in temporal networks.
As discussed above, there are mainly two significant and difficult problems for most current community detection methods in temporal networks. One is the detection of overlapping community 65 structure, and the other is the automatic determination of the number of communities in each snapshot of a temporal network.
In this paper, we propose a dynamic Bayesian probability model, namely Dynamic Bayesian Nonnegative Matrix Factorization (DBNMF), which belongs to the evolutionary clustering approaches with a probability interpretation. The merit of this new model are twofold: it can identify the 70 dynamic overlapping communities and also automatically determine the number of communities in temporal networks, both of which are often ignored by most other methods for dynamic community detection. To be specific, our obtained overlapping community structure has a theoretical interpretation based on nonnegative matrix factorization. The number of communities in the temporal network is automatically detected based on automatic relevance determination [18] , which 75
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is closely-related with sparse Bayesian learning framework and can be effectively learned in most situations.
In the DBNMF model, the community structure at snapshot t is influenced by the community structure of the snapshot t−1 and independent of the previous snapshot networks. For each snapshot network, we propose to tie the columns of the membership matrix through scale parameters that 80 are drawn from Half-Normal distribution, the smaller the parameter the less weight of the column.
After finishing all the calculations of the temporal network, we remove the columns whose weights are close to zero in the membership matrix [19] . Then, the overlapping community results and the number of communities are derived simultaneously. Besides, the proposed model can be applied to large and sparse networks because of its stability and effectiveness, which is partly validated in the 85 experiments.
The contributions of this work are twofold:
• We give a well theoretically interpretable model namely DBNMF (Dynamic Bayesian Nonnegative Matrix Factorization) to detect overlapping community structure from temporal networks, which is optimized by a gradient descent algorithm.
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• Using the automatic relevance determination, in which we assume all the scale parameters of all columns for every snapshot network are independent and identically distributed, the proposed model can automatically detect the number of communities in temporal networks. This is especially important to deal with large and unexplored real networks in temporal situations.
The remainder of this paper is organized as follows. A literature review about community 95 detection in temporal networks is presented in Section 2. The notation and model is described in Section 3. Section 4 gives the gradient descent algorithm and its computational complexity analysis.
Section 5 offers the comprehensive experiments and detailed analysis on both synthetic and some real-world networks. We conclude this work and discuss some existing problems in Section 6.
Related Work
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In this section, we provide a general overview of the community detection methods in temporal networks.
Most methods for community detection in temporal networks can be divided into three categories.
In the first type of approaches, the community structure and its evolution are analyzed in two separated stages. For example, GRAPHSCOPE [17] is the most often used method for community 105 detection in bipartite networks. It encodes every snapshot network based on Minimum Description Length (MDL), and the snapshot networks with similar descriptions will be grouped together into a time segment network. If a new snapshot network cannot fit well into the old segment network, the GRAPHSCOPE gives a change point. This model is optimized by a greedy optimization algorithm.
A C C E P T E D M A N U S C R I P T
Modularity optimization in [16] represents a series methods. They often first cluster the snapshot 110 network at t = 1 based on static community detection methods. And then, at each snapshot network at t > 1, the methods deal with a series of events based on the change of the succession of two snapshot networks, that allots which community nodes should join in by computing the maximum probability or generates a new community based on modularity gain. These approaches usually ignore the history information and are sensitive to the noise.
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In the second type of approaches, the temporal networks can be regarded as a sample of a dynamic generative model or a liner dynamic network model, and the detection of communities can be taken as a parameters estimation problem based on the maximization of a posteriori probability. The basic idea of this type of models is that the temporal network can be generated conditional on a dynamic mechanism [20] . In general, the results of the community structure and its evolution can be obtained 120 by parameters estimation or the maximization of posterior probability. For example, the dynamic stochastic block model (DSBM) in [14] generates the temporal network based on classic stochastic block model. The DSBM presents the dynamics by adding a block probability transition matrix to model nodes transition in different communities. They also proposed a probabilistic simulated annealing algorithm combined with the Gibbs sampling to estimate all parameters of the model 125 though this model assumes that the number of communities in each snapshot network are the same and known.
The last and the most popular type of approaches is based on evolutionary clustering, the idea of which is to cluster the current snapshot data by adding a history regularization. To be specific, Chakrabarti, et al. [15] first provided the evolutionary clustering framework and used the classic k- to analyze the dynamic data. They proposed two frameworks: one is the preserving cluster quality (PCQ) framework which is based on the similarity between the current similarity matrix and the history similarity matrix, and the other is the preserving cluster membership (PCM) framework 135 which is based on the difference between the current partition and the historic partition. To sum up, the goal of evolutionary clustering is to find a good trade-off between clustering accuracy of the current clustering and the deviation from the history. Although these methods are originally used for data clustering with known number of clusters, they can also be used for community detection in temporal networks based on some quality definition or feature extraction of snapshot networks.
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Besides, there are also some works on community detection in the temporal networks based on evolutionary clustering. Kim and Han [22] proposed a particle and density method for community detection in temporal networks by defining the nano community. Tang, et al. [23] proposed a modified spectrum method for community detection on weighted temporal networks. Xu, et al.
[24] presented a generative model based on Hidden Markov Model (HMM) with a prior Dirichlet
process under the framework of evolutionary clustering, and the model assumed a fixed number of communities for the temporal networks. Lin, et al. [25] proposed the FacetNet method that is based on low-rank matrix recovery techniques with a temporal smoothness. This method is an improvement of SNMF (Symmetric Nonnegative Matrix Factorization) by defining the snapshot cost and the temporal cost with Kullback-Leibler divergence. Francesco and Clara [19] regarded the 150 snapshot cost and the temporal cost as a multi-objective function and proposed a genetic algorithm for optimization. However, most of this type of approaches assume a fixed number of communities in all the snapshot networks and cannot detect the overlapping community structure.
The determination of the number of communities K, which is the so called model selection problem, is often solved by running the algorithm with different k and picking the best one corre-
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sponding to the optimal modularity [25] . Besides, Bayesian model selection is a general method for the determination of the number of the clusters in data clustering problem. Specifically, Bayesian
Nonnegative Matrix Factorization (BNMF) [26] has also been used to detect community structure with the automatic determination of the number of communities in static networks. To the best of our knowledge, there are a few model selection methods proposed for dynamic community detection.
160
Similarly to community detection, the analysis and mining over temporal, dynamic, uncertain and stochastic networks have also drew many attentions. Some assumptions and evidences for our proposed model are also derived from the ideas of these works. For instance, Ahmed and Chen [27] proposed an efficient algorithm for link prediction in temporal uncertain social networks, in which each edge is associated with a probability value indicating its existence in the network. Yuan, et 165 al. [28] employ a filtering-and-verification framework for retrieve all qualified matches of a query pattern in the uncertain graph, in which a probabilistic matching tree (PM-tree) is built from match cuts obtained by a cut selection process and based on the PM-tree, and a collective pruning strategy is devised to prune a large number of unqualified matches. Rezvanian and Meybodi [29] first define minimum vertex covering in stochastic graphs and give four learning automata-based algorithms for 170 solving minimum vertex covering problem in stochastic graphs, in which the probability distribution functions of the weights associated with the vertices of the graph are unknown and can be parameterized a proper choice of the parameter. Du, et al [30] investigates the problem of node similarity computation on large uncertain graphs.
As we have discussed, the detection of overlapping community structure and the determination 175 of the number of communities are two key problems for community detection in temporal networks.
However, both problems have not been analyzed simultaneously in the existing work. In this paper, we proposed a Dynamic Bayesian Nonnegative Matrix Factorization (DBNMF) model for the detection of overlapping community structure and the automatic determination of the number of communities in temporal networks. A gradient descent algorithm to learn the parameters of the 180 model is also proposed.
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Notations and Model
Notations
In this subsection we give the notations of the proposed DBNMF model and its corresponding optimization algorithm. A temporal network is defined as G = {V 1 , V 2 , · · · , V T }, where T is the 185 number of snapshot networks , V t denotes each snapshot network of the temporal network. If a symbol has one subscript, this subscript represents time snapshot, such as K t represents the number of communities in the t − th snapshot network. If the symbol has more than one subscript, we will separate them by commas, such as V ij,t denotes the element of the i − th row and the j − th column at the t − th snapshot network.
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Without loss of generality, we assume that the networks are undirected and unweighed, so each element of V t , t = 1, 2, · · · , T , represents the interaction between nodes i and j. N 1 , N 2 , · · · , N T denote the number of nodes in each snapshot network, respectively. Thus we have V ij,t ∈ {0, 1} Nt×Nt , although in this work we mainly focus on undirected and unweighed temporal networks.
Model Formulization
As represented in Figure 1 , for each snapshot t, V ij,t represents the interaction between nodes i and j, which is generated by H ik,t and H jk,t , k = 1, 2, · · · , K t , where K t denotes the number of communities of snapshot network t, and H ik,t denotes the fraction of node i belonging to the k − th k=1 H ik,t H jk,t . It means that the probability of an edge and the expected number of edges are equal in the limitation of a large network, which has been also 210 used in [33] [34] .
In fact, our model for each snapshot t of temporal networks can be also regarded as a hierarchical Bayesian approach to model selection. On one hand, β k,t is drawn from a Gamma distribution, which can be regarded as the weight of each column of H ik,t and solves the model selection problem in the community detection in the temporal network. On the other hand, H ik,t is drawn from the half 215 normal distribution, where logP (H t |β t ) corresponds to the sparse regularization of the objective A C C E P T E D M A N U S C R I P T function in our model, and β t is the coefficient. Then we can get the number of communities and the community structure at each snapshots in the temporal networks.
The number of communities or the inter rank at each snapshot network will be decided by the
Here, based on automatic relevance determination (ARD), 220 we give a Gamma distribution prior with parameters a t and b t for β t that are scaled to every column of H t . After the calculation of all H t and β t , we remove the columns of H t where the values in β k < and we set = 0.01, and then we get the overlapping community structure and the number of communities together at every snapshot network t. We set a t = a and b t = b for all of the snapshot networks for convenience, and the detailed description of β k can be found in [26] [31] . Besides, we 225 introduce a parameter α to balance the clustering result H t on the current snapshot network and the previous clustering result H t−1 . The detailed analysis of the α will be discussed later. Here V ij,t represent the element at the i − th rows j − th column on the temporal network at snapshot t, and H ik,t denotes the expected probability that node i belongs to community k at snapshot t.
We add the following three paragraphs here, there are also two detailed issues to be resolved in our model. One is how to deal with the varying number of nodes in the temporal network, and the other is how to automatically determine the number of communities in each snapshot.
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Considering the first issue, we assume that there are maximal K initial ( K initial ≥ max{K t }, t = 1, · · · , T ) communities in each snapshot of the temporal network. In the following, we explain how we deal with the varying number of nodes in consecutive snapshots in our algorithm. As shown in Figure 2 , there are 9 nodes in snapshot t − 1 and 10 nodes in snapshot t, with 12 unique nodes in total. There are 2 real communities for each of the networks, and we set K initial to be a much 235 larger value (K initial >> 2). In our example, nodes 3 and 8 from snapshot t − 1 disappear, and nodes 10, 11 and 12 are newly added at time t. After H t−1 is calculated, we first delete the rows corresponding to the disappeared nodes 3 and 8 in H t−1 , and thus get H t−1 . Then, we add rows which correspond to the newly added nodes 10, 11 and 12 in snapshot t using some small random values, and thus get H t−1 (which has the same size as H t .) And finally, we replace H t−1 with H t−1 ,
240
A C C E P T E D M A N U S C R I P T which ensure that we now can calculate H t using the result from snapshot t − 1 in our model.
Considering the automatic determination of the number of communities in each snapshot, we used the automatic relevance determination method as mentioned above, but still kept the number of columns in each H t to be K initial . After that when we have got all of the H t , t = 1, 2, · · · , T , for each H t we remove the columns whose summation of values closing to 0. And then, we get the 245 expected number of communities for each snapshot t, which is much smaller than K initial in general. There are 2 real communities in each of the networks. Nodes 3 and 8 in snapshot t − 1 disappear at time t, and nodes 10, 11 and 12 are newly added.
As we have described above, we first introduce the model for the temporal network G at snapshot t = 1, as shown in Figure 1 , which is based on the Bayesian Non-negative Matrix Factorization (BNMF) model proposed in [26] . The joint distribution over all variables at snapshot network t = 1 with fixed hyper-parameters a t and b t can be written as
and the posterior probability of the model for the snapshot network at t = 1 is
It is commonly known that maximizing the posterior probability in (2) is equivalent to minimizing the negative log posterior by ignoring the term P (V 1 ), which is defined as:
, the generation of all edges are independent, and k H ik,1 H T jk,1 is the Poisson rate. The first term of (3) is the log
likelihood of the network data over all variables at snapshot t = 1 of the temporal network. So this term can be rewritten as
Based on β 1 , we place independent half normal-priors over the columns of H 1 with parameters
we get the log priors over H 1 as
where HN represents half-normal distribution.
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Here each element of β 1 controls the importance of every column of the membership matrix H 1 based on the observed snapshot network t = 1. We assume all β k,1 , k = 1, 2, · · · , K initial are conditional independent and drawn from a Gamma distribution with hyper-parameters a 1 and b 1 .
Then we have
where Ga is the standard Gamma distribution. Considering equations (4) (5) (6) and (3), the 265 objective function L 1 can be rewritten as
where c is a constant.
we add a paragraph here we consider the snapshots at time t > 1. Here, the number of rows and the number of columns of H t , respectively, denotes the number of nodes and the number of communities in snapshot t. In general, the number of nodes in snapshot t and that in snapshot 270 t − 1 are not equal. As explained in the aforementioned example, we delete the rows from H t−1
representing the nodes which disappeared in snapshot t and add the rows newly added nodes at time t, and thus get a new H t−1 which has the same size as H t and is denoted as H t−1 in subsequent
equations. Then we can write the joint distribution over all variables at snapshot t as
Similarly to the model in the snapshot network of t = 1, based on the previous clustering result
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H t−1 and the balance parameter α, the posterior probability for the snapshot network at t can be written as
At the same time, we write the negative log posterior of the posterior probability (ignoring the constant term P (V t , H t−1 , α) ) at snapshot network t as
Similarly to (4), (5), and (6) , we rewrite each term of (10) as
for the second term of (10), we denote that nodes V t − V t−1 are the newly added in the snapshot t and nodes V t−1 − V t are the disappearing from the snapshot t − 1, so we rewrite H t with adding newly nodes and deleting disappearing nodes based on indexes of nodes in the temporal network, which ensures H t has the same size with H t−1 and we have
A C C E P T E D M A N U S C R I P T thus the objective function L t can be rewritten as
where c is a constant. Now, the evaluation of the model parameters becomes an optimization problem, i.e., minimizing the objective function L t at each snapshot t. To analyze the parameter α, we rewrite (15) as
with the first term denoting the likelihood of the model in snapshot network t where α represents the weight, and the second term is referred to as a penalty based on the clustering result at snapshot 290 network t−1. Other terms could be adjusted by hyper-parameter a t and b t , so the objective function in equations (16) and (15) are equal.
Optimization algorithm
In this section, we propose a gradient descent algorithm to optimize the objective functions (7) and (16) . The update rule of the gradient descent algorithm with suitable step sizes can be turned 295 into the multiplicative update rule [35] . In this way, we used the procedure of iteratively updating
A C C E P T E D M
A N U S C R I P T H t and β t until convergence. In the following, we will give the gradient of the objective functions with respect to H t and β t , and then select the suitable step sizes for H t and β t to perform the optimization.
The gradient of the objective function with respect to H ik,t at t = 1 is
and that for t > 1
Similarly, for β k,t we have
We then rewrite equation (17) and (18) in the matrix formulation as
where diag(β t ) is the diagonal matrix with each β k,t as the elements.
Using gradient descent algorithm, a general update rule for the H ik,t is 305
where λ t is referred to as the step sizes of update H ik,t . According to the analysis in [35] , we set
, and
for 1 < t ≤ T . For β k,t , we set
Then we give the optimization algorithm for the DBNMF model as follows.
A N U S C R I P T Algorithm 1 Overlapping community detection in temporal networks by DBNMF Input: 
EndFor EndFor For t = 2, · · · , T remove V t−1 − V t , and add V t − V t−1 of H t−1 and get H t−1
For n = 1 : n iter
Ht)]
EndFor
Notice that, the operation V t−1 − V t represent the nodes occurring at snapshot network t − 1 and disappearing at snapshot network t. Similarly, the operation V t − V t−1 represents the newly added nodes.
In the following, we give the complexity analysis of the proposed algorithm. The most time-
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consuming part is the updating of H t . At snapshot t = 1, the time cost is O(2p 1 (N (6N t K initial ) ). Then the time complexity of the whole algorithm is
, where p and N represent the average number of the number of iterations at snapshot networks t and the average number of nodes of all the snapshot networks,
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respectively. In fact, the real temporal networks are very sparse. When we denote the edges of the temporal networks as e t , t = 1, 2, · · · , T , so the time complexity will degrade to O((T p)(eK initial )), where e denotes the average edges for all snapshots of the temporal network.
A C C E P T E D M
Experiments
To evaluate the performance of the proposed model and method, we conduct extensive experi-320 ments both on the dynamic Girven-Newman synthetic network [25] and on some widely-used realworld networks. In this section, we first introduce the evaluation metrics we used. Second, we give the performance on the dynamic Girven-Newman synthetic network and some real-world temporal networks, which shows the superior performance of our method compared with the state-of-the-art methods. By using experiment as analysis, we demonstrate that the performance of our algorithm 325 is almost not sensitive to the hyper-parameters a and b, and also α = 0.9 is a good choice. So we empirically set a = 8, b = 5 and α = 0.9 in all of our tests. Later, we will give the detailed analysis of the parameters in subsection 5.4.
Evaluation Metrics
In this subsection, we introduce the evaluation metrics used in the paper, including the Nor-
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malized Mutual Information (NMI) [36] , the error rate (CA) [37] , the modularity [38] , as well as the fuzzy modularity [39] . The NMI and error rate are used when the ground truth of the community structure of the temporal networks are available; otherwise, the modularity is used. We also evaluate the performance of our method for the detection of overlapping community structure of temporal networks based on the fuzzy modularity. Notice that, these metrics are all widely-used for 335 the static networks. Here we employ them for each time snapshot of the temporal networks. So the descriptions are just based on each snapshot of the temporal networks for convenience.
The Normalized Mutual Information is defined as
where n is the number of nodes in the network; K r and K s the number of communities of the ground-truth structure and that of the the structure obtained by our method, respectively; n r i , n s j
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and n ij the number of nodes in the i − th community of the ground truth, the number of nodes in the j − th community obtained by our method, and the number of common nodes in i − th and j − th communities, respectively. The NMI values vary from 0 to 1. If the value is closer to 1, the obtained result is closer to the ground truth.
The error rate is defined as
where Z ∈ R N ×K is the community membership matrix of nodes corresponding to the ground truth.
We have Z ik = 1 if the node i belongs to the k − th community, and Z ik = 0 otherwise. R presents the community membership matrix obtained by our method which has the same definition as Z.
A C C E P T E D M
A N U S C R I P T The value of the error rate is usually increasing with the number of nodes in the network. For a given network, a large value of CA means a relatively poor result.
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The modularity is defined as
where m is total number of edges in the network, A ij the element of adjacent matrix of the network, d i the degree of node i, and C i the community which node i belongs to. δ(C i , C j ) = 1 if nodes i and j belong to a same community and δ(C i , C j ) = 0 otherwise. In general, a larger Q value corresponds to a better result.
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The fuzzy modularity is defined as
where a ic and a jc are the probabilities of nodes i and j belonging to community c. A ij , k i and m have the same definitions as that defined for modularity in (25) . The F Q has the ability of evaluating the goodness of the result of fuzzy (overlapping) community structure obtained by a method, which has the similar properties with modularity Q.
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Besides, the existing metrics for dynamic community structure in temporal networks, such as the adjusted Rand index (ARI) [40] , are not suitable for our model. This is because they often have a inherent assumption, i.e., the number of nodes and the number of communities are both constants in temporal network. Here we give a relative reconstruction error R − error, and use it to analyze the temporal evolution of dynamic networks and communities, which is defined as
where V t is the adjacency matrix of the temporal network at t. The Z t and R t denotes, respectively, the community membership matrix of nodes corresponding to the ground truth and the community
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membership matrix obtained by the method at the snapshot t. The R − error reflects the temporal evolution when we reconstruct the snapshot t of the network by the community membership matrix at t + 1. A similar value between the
F means that the 370 evolution pattern of the community structure obtained by the model is also similar to the ground truth of the temporal network. So, a smaller R − error value, a better community structure of the temporal network. Here the designed metric R − error still do not support the variety of the number of the nodes, but it is suitable for the situation that the number of communities changes. Thus we can use it to evaluate the performance of difference methods on the generated datasets, although 375 this metric is still not suitable for the real temporal networks. But in the future we try to improve the R − error and make it more powerful.
Dynamic Girven-Newman Synthetic Networks
The dynamic Girven-Newman synthetic benchmark is proposed by [25] , which contains 128 nodes and 4 communities with each community including 32 nodes at each snapshot network. The bench-380 mark is generated as follows. At the first snapshot network, each link is independently generated among all the node pairs with a link probability p in if the pair of nodes are in the same community, and p out otherwise, which is controlled by a mixing parameter or say noise level z. At the snapshot network t > 1, there are nc nodes in every community leaving their original communities and joining the other communities, which means that there are 4nc nodes changing their original communities.
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In fact, the value of nc represent the dynamic level in the temporal network. A detailed description of this temporal network can be found in [37] . Note that, there are no changes for the number of the nodes and the number of the communities in this temporal network. Here we set the number of the snapshot networks T = 25, the number of nodes in the network is bS = 128, the average degree of every node is aD = 16, the mixing parameter is z = 5 or z = 6, and the dynamic level is 390 nc = 3 or nc = 9. Therefore, there are four situations that generated this temporal network in our experiments. For each generated network, we compare the performance of our algorithm with the results of two competing methods FaceNet [25] and DYNMOGA [19] . Error bars show the standard deviations estimated on 10 networks with the same setting of the parameters.
As we can see from Figures 3, 4 and 5, in terms of the error rate (CA) which expresses the fitness 395 between the model and the observed temporal network, the performance of our model DBNMF is much better than that of FaceNet and DYNMOGA. In terms of the NMI index which measures the accuracy of the community detection result, our DBNMF also outperforms the other two methods.
In terms of the R-error which measures the temporal evolution of the community structure, the DBNMF has a smaller value, which means that our method still has a better result. Besides, we the temporal network. But in this situation, our method still has a better performance based both on the NMI and error rate.
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Considering the model selection problem, there are four actual communities in each snapshot of the dynamic Girven-Newman synthetic networks, and our method can always get the correct number of communities in all of the experiments. Only when the community structure is highly unclear under the mixing parameter z = 6, it gives five or six communities for several snapshot networks. This further validates the effectiveness of our new method. 
Real World Data
In this subsection, we show the experiments on some real world temporal networks, including four temporal networks with known ground truth of the community structure, which are evaluated based on the NMI and the error rate. Here we have only compared the performance of our method with that of the FaceNet on these temporal networks. This is because both methods have the ability 415 to deal with adding new nodes and removing existing nodes , while the DYNMOGA method does not have this ability. Please note that for DBLP citation network which does not have the ground truth of community structure, the other methods are not suitable, so we have only used our method on this network and evaluate its results based on modularity Q and fuzzy modularity F Q and also
give a case study analysis. 
KIT-email data
This email data provides a temporal network which is constructed by the email senders, recipients and their interactions over time. Here, every email sender or recipient represents a node, an email from a sender to a recipient represents an edge. We assume that this network is undirected and unweighed, the ground truth of community structure in this temporal network is constructed by the Nt−1∪Nt represents the evolution of the temporal network (see Table 1 for details). Note that, the data in Table 1 is based on the temporal network with the number of snapshots T = 15.
We evaluate the performance of different methods in terms of the NMI and the error rate CA.
Here, we compare the result of our proposed method with that of the FaceNet method. The results
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A C C E P T E D M A N U S C R I P T are shown in Figure 6 . As we can see, in terms of both NMI and error rate, our method DBNMF has a better performance than that of FaceNet under the three cases, which represents DBNMFs stronger ability to both find the true community structure and fit the observed data in the temporal network. Besides, the mean NMI of the result of our method DBNMF for the temporal network with snapshots T = 10 is minimum, and that for T = 30 is maximum; opposite to the error rate.
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This further validates that, our method could reflect the temporal characteristics of the temporal networks.
NEC blog network
The NEC blog network is constituted by the blogs and their relations. A detailed introduction can be found in [37] . There are 14, 8681 edges among 407 blogs during 15 months in this data. We 450 assume that the temporal network has 15 snapshot networks and the data in each month is taken as a snapshot network. We assume that the network is unweighted for analysis. The characteristics of the blog network are presented in Table 2 and the relevant symbols defined here are consistent with those in Table 1 . From this table, we find that the value of N J is low in some snapshot networks, which means that the network may change a lot from one snapshot network to the next.
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The performances of DBNMF and FaceNet are both shown in Figure 7 .
A C C E P T E D M
A N U S C R I P T As we can see, although the NMI and the error rate of these two methods vary fast from one snapshot to the next, our DBNMF still outperforms FaceNet for this temporal network in terms of both these two metrics, especially when we use the NMI index.
DBLP cooperation network
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Here we analyze a rapidly changing temporal network named the DBLP cooperation network, in which the authors are denoted as the nodes and a cooperation of two authors in one paper represents a link in the network. This network contains three main areas: data mining, databases and artificial intelligence from 1996 to 2006. We assume that the temporal network has 11 snapshot networks and the data in each year is taken as a snapshot network. The characteristics defined can be seen in 465 Table 3 , which shows that there is a very low edge density and a fast rate of new nodes adding or odd nodes removing in this network, so it makes the community detection of this temporal network more challenging. The experimental results are shown in Figure 8 , which was evaluated based on the error rate and the modularity Q. Because the performances of our DBNMF and FaceNet have a nearly equal value based on the NMI, we do not give their comparison in terms of the NMI metric. Here,
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the results show that our DBNMF method has a better performance comparing with the FaceNet based both on the error rate and the modularity Q.
AI cooperation network
Furthermore, we analyze a temporal cooperation network in the area of artificial intelligence which is a subset of the DBLP cooperation network. The definition of this network is the same as 475 that defined in the DBLP cooperation network. This is a highly dynamic network in which nodes and edges change very quickly, and especially the aforementioned index N J is much smaller now. The time stamp of this temporal network ranges from year 2008 to 2012, We assume that the temporal network has 5 snapshot networks and the data in each year is taken as a snapshot network. The experimental results of these two methods in term of the NMI and the error rate are given in Figure   480 9. As we can see, the performance of our method outperforms that of FaceNet based on both these
A C C E P T E D M
A N U S C R I P T metrics, especially when we use the NMI index.
DBLP citation network
We analyze a larger and sparser temporal network namely DBLP citation network. We analyze the data provided by KDD Cup 2003, which is a knowledge discovery and data mining competition we only show the results of our method here. But we will further explain the reasonability of our obtained overlapping community structure using the case study analysis.
For this temporal network, the number of the nodes and the number of the edges in each snapshot 505 network are shown in Figure 10 . As we can see, the growth of the number of the nodes is near linear, and the growth of the number of the links is exponential.
We give the community detection results of our DBNMF method evaluated based on the mod- ularity Q which is shown in Figure 11 . We find that, the modularity Q does not increase since year 1997, which is independent with the size of each snapshot network. This may mean that the Furthermore, we analyze some popular nodes (papers) in this temporal network. For instance, 515 the paper 'the large N limit of superconformal field theories and supergravity' has been cited 2, 369 times in our data but 12, 740 times as recorded by Google scholar. The papers which cite it refer to almost all of the physical areas, including High Energy Physics, Mathematical Physics, Thermal
Gauge Theories, Nuclear Physics, and so on. In Figure 13 , we demonstrate some most popular nodes in the temporal network, and show the comparison between the papers that cite these popular nodes
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A C C E P T E D M A N U S C R I P T in our data and these in Google scholar. As a result, there is an obvious trend that a paper with a large citation number in our data will have a large citation number in Google scholar, and also it will have a large probability to be cited by papers in other fields. 
Parameter Analysis
In this section, we analyze the sensitivity of the parameters of our method DBNMF in detail.
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We show that the performance of DBNMF is almost not sensitive with the changes of the hyperparameters a and b. Besides, α = 0.9 is a good choice irrespective of it being evaluated by the NMI or by the error rate (CA). We offered a detailed analysis on the KIT-email network with the number Figure 15 shows that the performance of the method is almost not sensitive to the 535 hyper-parameter a and b > 4. In fact, b is the scale parameter in gamma distribution and this is consistent with our intuition and the property of gamma distribution.
As we can see from the experiments on the artificial and real-world temporal networks, the DBNMF model has a better performance than all the methods compared. The advantages of our proposed model can be summarized in the following. First, the model is interpretable and intuitive 540 for both overlapping and non-overlapping community detection based on the probabilistic community memberships we derived. Second, with the assumption that each link in the temporal network is drawn from a Poisson distribution, the generated model shows a good fitness to the observed network, and meanwhile, the regularization term in our model are also interpretable which helps to ensure the smooth evolution of the temporal network. Third and most importantly, using a Bayesian method 545 the model can determine the number of communities automatically at each snapshot of the temporal A C C E P T E D M A N U S C R I P T network, which makes the model more appropriate for the real and unexplored temporal networks.
Besides, a good initialization we introduced for the algorithm and a suitable parameter selection based on the half normal and Gamma prior can also help the proposed DBNMF model and make it often have well and stable results in the experiments. 550 
Conclusions and Discussion
In this paper, we propose a probabilistic model named Dynamic Bayesian Dynamic Non-negative Matrix Factorization (DBNMF), which belongs to the framework of the evolutionary clustering, for the detection of communities in temporal networks. The DBNMF model can automatically determine the number of communities and detect the overlapping community structure in temporal 555 networks. The determination of the number of communities is based on the automatic relevance determination. The overlapping community structure is obtained based on the probabilistic group membership of nodes in every snapshot network which has a good theoretical interpretation based on the nonnegative matrix factorization (NMF). Finally, we proposed a gradient descent algorithm for the optimization of our DBNMF model based on the multiplication update rule.
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We give experimental results on both dynamic Girven-Newman synthetic networks and some real world datasets. First, the experiments on the dynamic Girven-Newman synthetic networks show that, compared with the state-of-the-art methods, our method is better suited to this synthetic networks and to a higher accuracy of the community detection. Second, a detailed analysis of the result on the KIT email networks shows that our method can get a better performance for the 565 temporal network with different time duration of each snapshot when compared with that of the FaceNet, and the result on the two cooperation networks gives a similar conclusion. Furthermore, we analyze a larger and sparser temporal citation network, the experimental results also show that our method has a strong ability to detect the overlapping community structure in terms of fuzzy modularity. To sum up, all results on the synthetic networks and real world data with known ground 570 truth of community structure indicate that our method can automatically determine the number of communities. Finally, our parameters analysis demonstrates that the performance of the method is almost not sensitive to the hyper-parameters, and the balance parameter α = 0.9 is always a good selection for our method.
As we can see from the experiments on different temporal networks, the proposed model DBNMF 575 is more suitable to be used on sparse and temporal networks, especially for the networks when the number of communities are unknown, and the number of nodes and communities are varying with time. There are also some problems for our method to be further studied. Ideally, the selection of the parameter α should be modified automatically on the temporal network, and not just confirmed by the experiments. Adaptive Evolutionary Clustering [42] may work in this situation, but it is 580 not suitable for large real temporal networks. So a general and simple method with automatic A C C E P T E D M A N U S C R I P T determination of the parameter α will be our future work. Another important and formidable problem is the evaluating metric for the dynamic community structure. Although the designed R − error can be applied in some cases, a more general and standard metric is imperative to the dynamic community structure. This new metric should be suitable for the changes of both the 585 number of nodes and the number of communities in temporal networks, and it may be our next work in future. In addition, although we have analyzed multiple situations with different snapshots for the temporal networks, what is the best selection of the number of snapshots for a given temporal network is still an issue.
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