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Abstract
This paper addresses the problem of identifying the graph structure of a dynamical network using measured input/output
data. This problem is known as topology identification and has received considerable attention in recent literature. Most
existing literature focuses on topology identification for networks with node dynamics modeled by single integrators or single-
input single-output (SISO) systems. The goal of the current paper is to identify the topology of a more general class of
heterogeneous networks, in which the dynamics of the nodes are modeled by general (possibly distinct) linear systems. Our
two main contributions are the following. First, we establish conditions for topological identifiability, i.e., conditions under
which the network topology can be uniquely reconstructed from measured data. We also specialize our results to homogeneous
networks of SISO systems and we will see that such networks have quite particular identifiability properties. Secondly, we
develop a topology identification method that reconstructs the network topology from input/output data. The solution of a
generalized Sylvester equation will play an important role in our identification scheme.
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1 Introduction
Graph structure plays an important role in the overall
behavior of dynamical networks. Indeed, it is well-known
that the convergence rate of consensus algorithms de-
pends on the connectivity of the network topology. In
addition, many properties of dynamical networks, like
controllability, can be assessed on the basis of the net-
work graph [4,14,17]. Unfortunately, the graph structure
of dynamical networks is often unknown. This problem
is particularly apparent in biology, for example in neural
networks and genetic networks [15], but also emerges in
other areas such as power grids [3].
To deal with this problem, several topology identifica-
tion methods have been developed. Such methods aim
at reconstructing the topology (and weights) of a dy-
namical network on the basis of measured data obtained
from the network.
Email addresses: h.j.van.waarde@rug.nl (Henk J. van
Waarde), pietro.tesi@unifi.it (Pietro Tesi),
m.k.camlibel@rug.nl (M. Kanat Camlibel).
The paper [9] studies necessary and sufficient conditions
for dynamical structure reconstruction, see also [38]. A
node-knockout scheme for topology identification was
introduced in [20] and further investigated in [27]. More-
over, the paper [24] studies topology identification using
compressed sensing, while [18] considers network recon-
struction using Wiener filtering. A distributed algorithm
for network reconstruction has also been studied [19].
The authors of [26] study topology identification using
power spectral analysis. In [35], the network topology
was reconstructed by solving certain Lyapunov equa-
tions. A Bayesian approach to the network identification
problem was investigated in [6]. The network topology
was inferred from multiple independent observations of
consensus dynamics in [25]. We also remark that the in-
teresting related problem of identifying dynamical net-
works with known topology has been well-studied, see
e.g. [5, 11,13,23,29,32,33].
Most existing work on topology identification empha-
sizes the role of the network topology by considering rel-
atively simple node dynamics. For example, networks of
single integrators have been studied in [9, 12, 19, 20, 35,
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38]. In addition, the papers [27] and [26] consider ho-
mogeneous networks comprised of identical single-input
single-output systems. Nonetheless, there are many ex-
amples of networks where the subsystems are not neces-
sarily the same, for example, mass-spring-damper net-
works [16], where the masses at the nodes can be distinct.
Therefore, the goal of this paper is to study topology
identification for the more general class of heterogeneous
networks, where the node dynamics are modeled by gen-
eral, possibly distinct, linear systems. As is quite stan-
dard in the identification literature, we divide our anal-
ysis in two parts, namely the study of identifiability and
the development of identification algorithms. The study
of identifiability of the network topology deals with the
question whether there exists a data set from which the
topology can be uniquely identified. Identifiability of the
topology is hence a property of the node systems and the
network graph, and is independent of any data. Topo-
logical identifiability is an important property. Indeed, if
it is not satisfied, then it is impossible to uniquely iden-
tify the network topology, regardless of the amount and
richness of the data. After studying topological identifi-
ability, we will turn our attention towards identification
algorithms. Our two main contributions are hence:
(1) We provide conditions for topological identifiabil-
ity of general heterogeneous networks. Our results
recover an identifiability result for the special case
of networks of single integrators [22, 35]. We will
also see that homogeneous networks of single-input
single-output systems have quite special identifia-
bility properties that do not extend to the general
case of heterogeneous networks.
(2) We establish a topology identification scheme for
heterogeneous networks. The idea of the method
is to reconstruct the interconnection matrix of the
network by solving a generalized Sylvester equa-
tion involving the Markov parameters of the net-
work. We prove that the network topology can be
uniquely reconstructed in this way, under the as-
sumptions of topological identifiability and persis-
tency of excitation of the input data.
A preliminary version of our work was presented in [34].
The contributions of the current paper are significant in
comparison to [34] for two reasons. First, the identifia-
bility results presented here are more general as they are
applicable in situations when not all network nodes are
excited. Also, the necessary conditions for identifiabi-
lity of single-integrator networks are shown to carry over
to the more general class of homogeneous networks of
single-input single-output systems. Secondly, the topol-
ogy identification approach is new, and attractive in
comparison to [34] since the network interconnection
matrix is computed directly and without the use of auxil-
iary variables. Our approach is also suitable for “paralle-
lization” in the sense that each row block of the inter-
connection matrix can be computed independently.
The paper is organized as follows. In Section 2 we for-
mulate the problem. Section 3 contains our results on
topological identifiability. Subsequently, we describe our
topology identification method in Section 4. Finally, we
state our conclusions in Section 5.
Notation
We denote the Kronecker product by ⊗. The direct sum
of matrices A1, A2, . . . , Ak is the block diagonal matrix
defined by
k⊕
i=1
Ai :=

A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · Ak
 .
Moreover, the concatenation of matrices A1, A2 . . . , Ak
of compatible dimensions is defined by
col(A1, A2, . . . , Ak) :=
(
A>1 A
>
2 · · · A>k
)>
.
Finally, let A(z) be an m × n rational matrix. Then
the constant kernel of A(z) is ckerA(z) := {w ∈ Rn |
A(z)w = 0}.
2 Problem formulation
We consider a network model similar to the one studied
by Fuhrmann and Helmke [7, Ch. 9]. Specifically, we
consider networks composed of N discrete-time systems
of the form
xi(t+ 1) = Aixi(t) +Bivi(t)
wi(t) = Cixi(t),
(1)
where xi(t) ∈ Rni is the state of the i-th node system,
vi(t) ∈ Rmi is its input and wi(t) ∈ Rpi is its output for
i = 1, 2, . . . , N . The real matrices Ai, Bi and Ci are of
appropriate dimensions. We occasionally use the short-
hand notation (Ai, Bi, Ci) to denote (1). The coupling
between nodes is realized by the inputs vi(t), which are
specified as
vi(t) =
N∑
j=1
Qijwj(t) +Riu(t),
where u(t) ∈ Rm is the external network input and Qij
and Ri are real matrices of appropriate dimensions. In
addition, let Si be a real p× pi matrix and consider the
external network output y(t) ∈ Rp, defined by
y(t) =
N∑
i=1
Siwi(t).
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Then, by introducing the block diagonal matrices
A =
N⊕
i=1
Ai, B =
N⊕
i=1
Bi, and C =
N⊕
i=1
Ci, (2)
and the matrices
Q =

Q11 · · · Q1N
...
. . .
...
QN1 · · · QNN
 , R =

R1
...
RN
 , S> =

S>1
...
S>N
 ,
we can represent the network dynamics compactly as
x(t+ 1) = (A+BQC)x(t) +BRu(t)
y(t) = SCx(t).
(3)
Here x(t) = col(x1(t), x2(t), . . . , xN (t)) ∈ Rn where n is
defined as n :=
∑N
i=1 ni. We emphasize that the coupling
of the node dynamics is induced by the matrix Q, which
we will hence call the interconnection matrix.
There are a few important special cases of node dynam-
ics (1) and resulting network dynamics (3). If Ai = A0,
Bi = B0 and Ci = C0 for all i = 1, 2, . . . , N , the dy-
namics of all nodes in the network are the same and the
resulting dynamical network is called homogeneous. The
more general setting in which the node dynamics are
not necessarily the same is referred to as a heterogeneous
network. Another special case of node dynamics occurs
whenmi = pi = 1 for all i = 1, 2, . . . , N . In this case, the
node systems are single-input single-output (SISO) sys-
tems, and the resulting dynamical network is referred to
as a SISO network 1 . Topology identification of homoge-
neous SISO networks has been studied in [27] and [26]. In
addition, topology identification has been well-studied
(see e.g [9, 12, 20, 35]) for networks of so-called single-
integrators, in which the node dynamics are described
by x˙i(t) = vi(t). This type of node dynamics can be
seen continuous-time counterpart of (1) where Ai = 0,
Bi = 1 and Ci = 1 for i = 1, 2, . . . , N .
The purpose of this paper is to study topology identi-
fication for general, heterogeneous dynamical networks
of the form (3). Although we focus on discrete-time sys-
tems, our results can be stated for continuous-time sys-
tems as well. In order to make the problem more pre-
cise, we first explain what we mean by the topology of
(3). Let G = (V, E) be a weighted directed graph with
V = {1, 2, . . . , N} and E ⊆ V × V such that (j, i) ∈ E
if and only if Qij 6= 0. Each edge (j, i) ∈ E is weighted
by the nonzero matrix Qij . We refer to G as the topol-
ogy of the dynamical network (3). With this in mind,
1 Here we emphasize that ‘SISO’ refers to the node systems
of the network. The overall network dynamics (3) can still
have multiple external inputs and outputs.
the problem of topology identification concerns finding G
(equivalently, finding Q) using measurements of the in-
put u(t) and output y(t) of (3). We assume knowledge of
the local node dynamics (i.e., the matrices A,B and C)
as well as the external input/output matricesR and S 2 .
At this point, we may ask the following natural ques-
tion: is it possible to uniquely reconstruct the topology
of (3) from input/output data? To formalize and answer
this question, we define the notion of topological identifi-
ability. Let yu,x0,Q(t) denote the output of (3) at time t,
where the subscript emphasizes the dependence on the
input u(·), the initial condition x0 = x(0) and intercon-
nection matrix Q. The following definition is inspired
by [10] and defines the notion of distinguishability of in-
terconnection matrices.
Definition 1 Let yu,x0,Q(·) and yu,x¯0,Q¯(·) denote the
output trajectories of two systems of the form (3) with
interconnection matrices Q and Q¯ and initial conditions
x0 and x¯0, respectively. We say that Q and Q¯ are indis-
tinguishable if there exist initial conditions x0, x¯0 ∈ Rn
such that
yu,x0,Q(·) = yu,x¯0,Q¯(·)
for all input functions u. Moreover, Q and Q¯ are said to
be distinguishable if they are not indistinguishable.
With this in mind, the topology of (3) is said to be iden-
tifiable if Q is distinguishable from all other intercon-
nection matrices. More formally, we have the following
definition.
Definition 2 Consider system (3) with interconnection
matrix Q. The topology of system (3) is said to be identi-
fiable if Q and Q¯ are distinguishable for all real Q¯ 6= Q.
The importance of topological identifiability lies in the
fact that unique reconstruction of Q from input/output
data is only possible if the topology of (3) is identifi-
able. Indeed, if this is not the case, there exists some
Q¯ 6= Q that is indistinguishable from Q, meaning that
both Q and Q¯ explain any input/output trajectory of
(3). Topological identifiability is hence a structural prop-
erty of the system (3) that is independent of a particu-
lar data sequence and that is necessary for the unique
reconstruction of Q from data.
Following [10], it is straightforward to characterize topo-
logical identifiability in terms of the transfer matrix from
u to y. This transfer function will be denoted by
FQ(z) := SC(zI −A−BQC)−1BR. (4)
2 This assumption is standard in the literature on topology
identification, see, e.g., [26] and [27]. Without knowledge of
the node dynamics, topology identification becomes a full
system identification problem.
3
Proposition 1 The topology of the networked system
(3) is identifiable if and only if the following implication
holds:
FQ(z) = FQ¯(z) for real Q¯ =⇒ Q = Q¯.
Although Proposition 1 provides a necessary and suf-
ficient condition for topological identifiability, the con-
dition involves the arbitrary matrix Q¯. Hence, it is not
clear how to verify the condition of Proposition 1. In-
stead, in this paper we want to establish conditions for
topological identifiability in terms of the local system
matrices A, B and C and the matrices Q, R and S. This
is formalized in the following problem.
Problem 1 Find necessary and sufficient conditions on
the node dynamics A, B, C, the external input/output
matrices R, S and the interconnection matrix Q under
which the topology of (3) is identifiable.
Our second goal is to identifyQ from input/output data.
Problem 2 Develop a methodology to identify the in-
terconnection matrix Q from measurements of the input
u(t) and output y(t) of system (3).
The “grey box” identification problem outlined in Prob-
lem 2 is interesting due to the combination of known
node dynamics A, B, C and external input/output ma-
trices R and S but unknown interconnection matrix Q.
3 Conditions for topological identifiability
In this section we state our solution to Problem 1 by pro-
viding necessary and sufficient conditions for topological
identifiability.
For analysis purposes, we first rewrite the network trans-
fer matrix FQ(z). Note that
zI −A = (zI −A−BQC) +BQC.
Premultiplication by (zI −A)−1 and postmultiplication
by the matrix (zI −A−BQC)−1 yields
(zI −A−BQC)−1 =
(zI −A)−1 + (zI −A)−1BQC(zI −A−BQC)−1.
This means that
C(zI −A−BQC)−1B =
G(z) +G(z)QC(zI −A−BQC)−1B,
where G(z) = C(zI −A)−1B is a block diagonal matrix
containing the transfer matrices of all node systems. Fi-
nally, by rearranging terms we obtain
C(zI −A−BQC)−1B = (I −G(z)Q)−1G(z). (5)
Note that the inverse of I − G(z)Q exists as a rational
matrix. Indeed, since (zI−A)−1 is strictly proper we see
that limz→∞(I − G(z)Q) = I. Therefore, we conclude
by (5) that the transfer matrix FQ(z) equals
FQ(z) = S (I −G(z)Q)−1G(z)R. (6)
We remark that (6) is an attractive representation of the
network transfer matrix, since the matrices A, B and C
describing the local system dynamics are grouped and
contained in the transfer matrix G(z).
Remark 1 By (6), we see that the networked system
(3) can be represented by the block diagram in Figure
1. Hence, the problem of topology identification can be
viewed as the identification of the static output feedback
gain Q, assuming knowledge of the system G(z) and the
external input/output matrices R and S.
u R
+
G(z) S y
Q
Fig. 1. Block diagram of the networked system (3).
The following theorem gives necessary and sufficient con-
ditions for topological identifiability. We will use the no-
tation Gi(z) := Ci(zI −Ai)−1Bi to denote the transfer
matrix from vi to wi of node system i ∈ V.
Theorem 2 Consider the networked system (3) and as-
sume that the matrix S has full column rank. The topol-
ogy of (3) is identifiable if and only if
cker
(
Gi(z)⊗H>Q (z)
)
= {0} for all i ∈ V, (7)
where HQ(z) := (I −G(z)Q)−1G(z)R.
Proof: Suppose that FQ(z) = FQ¯(z), where Q¯ is real.
Then, from (6) we have
S (I −G(z)Q)−1G(z)R = S (I −G(z)Q¯)−1G(z)R.
By hypothesis, S has full column rank and hence
(I −G(z)Q)−1G(z)R = (I −G(z)Q¯)−1G(z)R. (8)
4
We define ∆ := Q − Q¯. Then, (8) is equivalent to each
of the following statements:(
I −G(z)Q¯) (I −G(z)Q)−1G(z)R = G(z)R
(I −G(z)(Q−∆)) (I −G(z)Q)−1G(z)R = G(z)R
G(z)∆ (I −G(z)Q)−1G(z)R = 0
G(z)∆HQ(z) = 0.
Equivalently,
H>Q (z)∆
>G>(z) = 0. (9)
Next, let vec(M) denote the vectorization of a matrix
M . Then (9) is equivalent to
(G(z)⊗H>Q (z)) vec(∆>) = 0. (10)
By (10) it is clear that the topology of (3) is identifiable
if and only if the constant kernel ofG(z)⊗H>Q (z) is zero.
Finally, by the block diagonal structure of G(z), this is
equivalent to (7) which proves the theorem. 
By Theorem 2, topological identifiability is equivalent
to the matrices Gi(z)⊗H>Q (z) having zero constant ker-
nel. Note that this condition generally depends on the -a
priori unknown- matrix Q. Notably, identifiability is in-
dependent of the particular matrix Q whenever all node
inputs are excited and all node outputs are measured,
as stated in the following theorem.
Theorem 3 Consider the networked system (3). If the
topology of (3) is identifiable then
cker
(
G>i (z)⊗Gj(z)
)
= {0} (11)
for all i, j ∈ V. In addition, suppose thatS has full column
rank and R has full row rank. Then the topology of (3)
is identifiable if and only if (11) holds.
The importance of Theorem 3 lies in the fact that the
identifiability condition (11) can be verified without
knowledge of Q. This means that, whenever the rank
conditions on S and R hold, one can check for topologi-
cal identifiability before collecting data from the system.
Proof: We first prove the second statement. Suppose
that S has full column rank and R has full row rank.
Then FQ(z) = FQ¯(z) is equivalent to
(I −G(z)Q)−1G(z) = (I −G(z)Q¯)−1G(z).
We define ∆ := Q−Q¯. Then, similar to the proof of The-
orem 2, it can be shown that FQ(z) = FQ¯(z) is equiv-
alent to G(z)∆G(z) = 0. In turn, this is equivalent to
(
G>(z)⊗G(z)) vec(∆) = 0. Exploiting the block diag-
onal structure of G(z), we conclude that the topology of
(3) is identifiable if and only if (11) holds. 
A consequence of Theorem 3 is that identifiability of
the topology of (3) implies that the constant kernel of
both G>i (z) and Gi(z) is zero for all i ∈ V. Based on
this fact, we relate topological identifiability and output
controllability of the node systems.
Definition 3 Consider the system
x(t+ 1) = Ax(t) +Bu(t)
y(t) = Cx(t),
(12)
where x ∈ Rn, u ∈ Rm and y ∈ Rp, and let yu,x0(·)
denote the output trajectory of (12) for a given initial
condition x0 and input u(·). System (12) is called output
controllable if for every x0 ∈ Rn and y1 ∈ Rp there
exists an input u(·) and time instant T ∈ N such that
yx0,u(T ) = y1.
Corollary 4 If the topology of (3) is identifiable then
the systems (Ai, Bi, Ci) and (A
>
i , C
>
i , B
>
i ) are output
controllable for all i ∈ V.
Proof: By Theorem 3, identifiability of the topology of
(3) implies that the constant kernel of G>i (z) is zero for
all i ∈ V. Now, for w ∈ Rpi we have w>Gi(z) = 0 if and
only if w>CiAkiBi = 0 for all k = 0, 1, . . . , equivalently,
w>CiAkiBi = 0 for all k = 0, 1, . . . , ni − 1. Hence,
w>
(
CiBi CiAiBi · · · CiAn−1i Bi
)
= 0 =⇒ w = 0.
The latter implication holds if and only if the output
controllability matrix of (Ai, Bi, Ci) has full row rank,
equivalently (Ai, Bi, Ci) is output controllable [28, Ex.
3.22]. The proof for the necessity of output controllabil-
ity of (A>i , C
>
i , B
>
i ) is analogous and hence omitted. 
Remark 2 Output controllability of (Ai, Bi, Ci) can be
interpreted as an ‘excitability’ condition. Indeed, it guar-
antees that we have enough freedom in steering the output
wi(t) of each node i ∈ V.
Example 1 In this example, we illustrate Theorems 2
and 3. Consider a network of N = 10 oscillators of the
form
xi(t+ 1) =
(
cos θi sin θi
− sin θi cos θi
)
xi(t) +
(
1
0
)
vi(t)
wi(t) =
(
1 0
)
xi(t),
where θi ∈ R is a constant, given by θi = (0.2 + 0.01i)pi
for i = 1, 2, . . . , N . The network topology is a cycle
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graph G = (V, E) (with self-loops), defined by V :=
{1, 2, . . . , N} and E := {(i, j) | i−j ≡ −1, 0, 1(modN)}.
Here mod denotes the modulo operation and ≡ denotes
congruence. The network nodes are diffusively coupled,
and an external input is applied to node 1, that is,
vi(t) =
{
1
2
∑
j∈Ni(wj(t)− wi(t)) + u(t) if i = 1
1
2
∑
j∈Ni(wj(t)− wi(t)) otherwise,
where Ni := {j | (j, i) ∈ E}. This means that the inter-
connection matrix Q is defined element-wise as
Qij =

1 if i = j
− 12 if i 6= j and (j, i) ∈ E
0 otherwise.
Since we only externally influence the first node system,
the corresponding matrix R is given by the first column
of I. We assume that we externally measure all node
outputs, meaning that S = I.
Using Theorem 2, we want to show that the topology of
(3) is identifiable. First, note that the transfer function
Gi(z) of node system i is given by
Gi(z) =
z − cos θi
z2 − 2z cos θi + 1 ,
which is nonzero for all i ∈ V. Since Gi(z) is scalar,
Theorem 2 implies that the topology of (3) is identifiable
if and only if ckerH>Q (z) = {0}. This is equivalent to the
output controllability of the system (A+BQC,BR,C). It
can be easily verified that the output controllability matrix(
CBR C(A+BQC)BR · · · C(A+BQC)N−1BR
)
has full row rank. We therefore conclude by Theorem 2
that the topology of (3) is identifiable. Note that the rank
of the output controllability matrix (and hence, identifi-
ability) depends on the interconnection matrix Q.
Next, we discuss the scenario in which R = I. In this
case, we can externally influence all nodes. Now, identi-
fiability can be checked without knowledge of Q. In fact,
by Theorem 3, the topology of (3) is identifiable if and
only if cker
(
G>i (z)⊗Gj(z)
)
= {0}. This condition is
satisfied, since all local transfer functions are scalar and
nonzero.
So far, we have provided a general necessary and suffi-
cient condition for identifiability in Theorem 2, and we
have discussed some of the implications of this result in
Theorem 3 and Corollary 4. However, possible criticism
of the results may arise from the full rank condition on
S in Theorem 2, which, until now, has been left rather
unjustified.
It turns out that full column rank of S (or the dual, full
row rank of R) is necessary for topological identifiability
in case the networked system is homogeneous and SISO.
For this important class of networked systems, the rank
condition on S in Theorem 2 is hence not restrictive.
Theorem 5 Consider a homogeneous SISO network,
that is, a system of the form (3) with mi = pi = 1
and Ai = A0, Bi = B0 and Ci = C0 for all i ∈ V. If
the topology of (3) is identifiable then rankS = N or
rankR = N .
Remark 3 Theorem 5 generalizes several known results
(see [22, 34, 35]) for networks of single-integrators. In-
deed, in the special case that A0 = 0, B0 = C0 = 1, the
node output wi(t) equals the node state xi(t) for all i ∈ V,
and Theorem 5 asserts that either full state measurement
or full state excitation is necessary for topological identi-
fiability. This fact has already been observed in different
setups in [22, Thm. 1], [35, Rem. 2], and [34, Thm. 5].
Before we prove Theorem 5, we state an auxiliary lemma
which relates topological identifiability and minimality
of (S,Q,R).
Lemma 6 Suppose that mi = pi = 1 and Ai = A0,
Bi = B0 and Ci = C0 for all i ∈ V. If the topology of
(3) is identifiable then (Q,R) is controllable and (S,Q)
is observable.
Proof: Suppose on the contrary that (S,Q) is unobser-
vable. Let v ∈ RN be a nonzero vector in the unobserv-
able subspace of (S,Q), i.e.,
SQkv = 0 for all k ∈ N.
This implies that SQk = S(Q+ vv>)k for all k ∈ N. By
(6), the network transfer matrix is given by
FQ(z) = S(I −G0(z)Q)−1G0(z)R,
where G0(z) := C0(zI − A0)−1B0 is a scalar transfer
function. Next, by expanding FQ(z) as a formal series
FQ(z) = S
( ∞∑
k=0
(QG0(z))
k
)
G0(z)R,
it is clear that FQ(z) = FQ¯(z), where the matrix Q¯ is
defined as Q¯ := Q + vv>. Since v 6= 0, the matrices
Q and Q¯ are distinct. Hence, the topology of (3) is not
identifiable. The proof for necessity of controllability of
(Q,R) is analogous and therefore omitted. 
Proof of Theorem 5: Suppose on the contrary that
rankR < N and rankS < N . Then there exist nonzero
vectors v1, v2 ∈ RN such that Sv1 = 0 and v>2 R = 0.
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We assume without loss of generality that v2 is such
that v>2 v1 6= −1. Next, we define T := I + v1v>2 . By
the Sherman-Morrison formula, T is invertible if and
only if 1 + v>2 v1 6= 0, equivalently, v>2 v1 6= −1. By our
assumption on v2, the matrix T is hence invertible, and
its inverse is
T−1 = I − v1v
>
2
1 + v>2 v1
.
We define the matrix
Q¯ := T−1QT =
(
I − v1v
>
2
1 + v>2 v1
)
Q(I + v1v
>
2 ). (13)
Now, we distinguish two cases: Q 6= Q¯ and Q = Q¯.
First suppose that Q 6= Q¯. Since we have Q¯ = T−1QT ,
TR = R and ST−1 = S, we obtain
T (I ⊗A0 +Q⊗B0C0)T −1 = I ⊗A0 + Q¯⊗B0C0
T (I ⊗B0)R = (I ⊗B0)R
S(I ⊗ C0)T −1 = S(I ⊗ C0),
where T := T ⊗ I. Here we have used the fact that
pi = mi = 1 for all i ∈ V, as well as the property
(X1⊗Y1)(X2⊗Y2) = (X1X2)⊗ (Y1Y2) for matrices X1,
X2, Y1 and Y2 of compatible dimensions. We conclude
that FQ(z) = FQ¯(z) meaning that the topology of (3) is
not identifiable.
Secondly, suppose that Q = Q¯. It follows from (13) that
Qv1v
>
2 −
v1v
>
2
1 + v>2 v1
Q− v1v
>
2
1 + v>2 v1
Qv1v
>
2 = 0,
equivalently,
(1 + v>2 v1)Qv1v
>
2 − v1v>2 Q− v1v>2 Qv1v>2 = 0.
We multiply from right by v2 and rearrange terms to
obtain
(1 + v>2 v1)v
>
2 v2Qv1 = (v
>
2 Qv2 + v
>
2 Qv1v
>
2 v2)v1.
This means that v1 is an eigenvector of Q contained in
the kernel of S. Therefore, (S,Q) is unobservable (cf. [28,
Ch. 3]). By the previous lemma, this implies that the
topology of (3) is not identifiable. 
Theorem 5 is interesting because it shows that the abil-
ity to measure all node outputs or to excite all node in-
puts is necessary for identifiability in the case of homo-
geneous SISO networks. This result allows us to sharpen
Theorem 2 for this particular class of networks.
Theorem 7 Consider a homogeneous SISO network,
that is, a system of the form (3) with mi = pi = 1
and Ai = A0, Bi = B0 and Ci = C0 for all i ∈ V.
The topology of (3) is identifiable if and only if
G0(z) := C0(zI − A0)−1B0 6= 0 and at least one of the
following two conditions holds:
(i) rankS = N and (Q,R) is controllable
(ii) rankR = N and (S,Q) is observable.
Proof: To prove the ‘if’-statement, we first assume that
G0(z) is nonzero, rankS = N and (Q,R) is control-
lable. By Theorem 2, the topology of (3) is identifi-
able if and only if ckerH>Q (z) = {0}, where HQ(z) =
(I−G0(z)Q)−1G0(z)R. We expand the latter matrix as
a formal series as
(I −G0(z)Q)−1G0(z)R =
( ∞∑
k=0
(G0(z)Q)
k
)
G0(z)R.
(14)
Since G0(z) is strictly proper, G
k
0(z) for k = 0, 1, 2, . . .
are linearly independent over the real numbers. There-
fore, it follows from (14) that v ∈ RN satisfies
v>HQ(z) = 0 if and only if v>QkR = 0 for all k ∈ N.
We conclude by controllability of the pair (Q,R) that
ckerH>Q (z) = {0}, in other words, the topology of (3)
is identifiable. The sufficiency of the three conditions
G0(z) 6= 0, rankR = N and (S,Q) is observable is
proven in a similar fashion and therefore not reported
here.
To prove the ‘only if’-statement, suppose that the
topology of (3) is identifiable. Clearly, this implies that
G0(z) 6= 0. Indeed, if G0(z) = 0 then FQ(z) = 0 and
any Q¯ satisfies FQ(z) = FQ¯(z). By Lemma 6, (Q,R) is
controllable and (S,Q) is observable. Furthermore, by
Theorem 5, either S has full column rank or R has full
row rank. We therefore conclude that Condition (i) or
(ii) is satisfied. This proves the theorem. 
It is noteworthy that, although full rank of S is necessary
for identifiability of homogeneous SISO networks, this
is in general not true for heterogeneous networks. We
highlight this fact in the following example.
Example 2 Consider a networked system (3) consisting
of two nodes with dynamics described by
A1 = 0, B1 = 1, C1 = 1,
A2 =
(
0 1
0 0
)
, B2 =
(
0
1
)
, C2 =
(
1 0
)
.
In addition, assume that R =
(
1 0
)>
(i.e., only the
first node is externally excited) and S =
(
0 1
)
(only the
output of the second node is measured externally). It can
be easily verified that the network input/output transfer
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function is equal to
FQ(z) =
Q21
z3 −Q11z2 −Q22z +Q11Q22 −Q12Q21 ,
where Q11, Q12, Q21 and Q22 are the entries of the in-
terconnection matrix
Q =
(
Q11 Q12
Q21 Q22
)
.
We assume that Q21 6= 0 such that FQ(z) is nonzero.
Suppose that FQ(z) = FQ¯(z) for some interconnection
matrix Q¯. By comparing the numerators of FQ and FQ¯
we see that Q21 = Q¯21. Moreover, by comparing the co-
efficients corresponding to z2 and z in the denominator,
we obtain Q11 = Q¯11 and Q22 = Q¯22. Finally, by com-
paring constant terms in the denominator, we see that
Q12 = Q¯12. Hence, Q = Q¯ and we conclude that the
topology of (3) is identifiable. However, S does not have
full column rank and R does not have full row rank.
4 Topology identification approach
In this section, we focus on the problem of topology iden-
tification, as formulated in Problem 2. The proposed so-
lution consists of two steps: first identify the Markov pa-
rameters of the networked system (3), and then extract
the matrix Q. There are several ways of computing the
Markov parameters on the basis of input/output data,
we will summarize one that is based on subspace identi-
fication [31].
4.1 Identification of Markov parameters
To explain the approach, consider a general linear system
of the form
x(t+ 1) = Ax(t) +Bu(t) (15)
y(t) = Cx(t) +Du(t), (16)
where x ∈ Rn is the state, u ∈ Rm is the input and
y ∈ Rp the output. We assume that the pair (C,A) is
observable. By (15), we obtain
x(t+ k) = Akx(t) + Cuk(t), (17)
where C :=
(
Ak−1B · · · AB B
)
is the reversed control-
lability matrix and uk(t) := col(u(t), . . . , u(t + k − 1)).
In addition, (16) implies that
yk(t) = Ox(t) + T uk(t), (18)
where yk(t) := col(y(t), . . . , y(t+k−1)) and the matrices
O and T are defined as
O :=

C
CA
...
CAk−1
 , T :=

D 0 · · · 0
CB D · · · 0
...
. . .
. . .
...
CAk−2B · · · CB D
 .
If k ≥ n, the observability of (C,A) implies the existence
of a matrix F such that Ak + FO = 0. As we will soon
see, this will allow us to eliminate the state, meaning
that we end up with an expression relating inputs and
outputs via the system’s Markov parameters. To see this,
note that (18) yields
Akx(t) = −Fyk(t) + FT uk(t). (19)
Moreover,
yk(t+ k) = Ox(t+ k) + T uk(t+ k)
= O (Akx(t) + Cuk(t))+ T uk(t+ k),
where we have substituted (17). We continue by substi-
tuting (19) into the expression for yk(t+k), which leads
to
yk(t+ k) = O(FT + C)uk(t)−OFyk(t) + T uk(t+ k).
(20)
Note that (20) is attractive as it relates the system’s in-
puts and outputs directly. Next, we require the notion of
Hankel matrix. For a given signal f(t) with t = 0, . . . , T ,
we define the Hankel matrix of depth k as
Hk(f, 0, T ) :=

f(0) f(1) · · · f(T − k + 1)
f(1) f(2) · · · f(T − k + 2)
...
...
...
f(k − 1) f(k) · · · f(T )
 .
Now suppose that we measure T+1 samples of the input
u(t) and output y(t) of (15)-(16) for t = 0, 1, . . . , T . We
rearrange the measurements in Hankel matrices of so-
called ‘past’ and ‘future’ data in the following way:
Up := Hk(u, 0, T − k), Yp := Hk(y, 0, T − k) (21)
Uf := Hk(u, k, T ), Yf := Hk(y, k, T ). (22)
By invoking (20) for each column of Yf , we obtain
Yf =
(
O(FT + C) −OF T
)
Up
Yp
Uf
 , (23)
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relating the past and future data. If the condition
rank

Up
Yp
Uf
 = 2mk + n (24)
is satisfied, it can be shown that OC and T can be iden-
tified from past and future data using the relation (23).
The matrix D can then be extracted as the upper left
p ×m corner of T , while the other Markov parameters
CB,CAB, . . . , CA2k−2B are obtained as the block en-
tries of OC. A relevant question is therefore under which
conditions on the input the rank condition (24) is satis-
fied. This question was answered by Willems et al. in [37].
To summarize the result, we need the notion of persis-
tency of excitation. A signal f(t) with t = 0, 1, . . . , T is
called persistently exciting of order ` if H`(f, 0, T ) has
full row rank.
Theorem 8 Suppose that (15)-(16) is controllable and
observable. Given an input/output trajectory (u(t), y(t))
for t = 0, 1, . . . , T , let k > n and define the past and
future Hankel matrices as in (21)-(22). If u(0), . . . , u(T )
is persistently exciting of order 2k + n then
(i) the rank condition (24) is satisfied.
(ii) For any solution Φ1,Φ2,Φ3 to
Yf =
(
Φ1 Φ2 Φ3
)
Up
Yp
Uf
 , (25)
we have T = Φ3 and OC = Φ1 + Φ2Φ3.
Theorem 8 shows how the Markov parameters of the sys-
tem can be obtained from measured input/output data.
The input should be designed in such a way that it is
persistently exciting, special cases of such inputs have
been discussed in [36]. A solution Φ1,Φ2,Φ3 to the sys-
tem of linear equations can be found e.g. via the singular
value decomposition of col(Up, Yp, Uf ).
Proof: By [37, Cor. 2(iii)], the persistency of excitation
condition implies that the matrix col(Up, Xp, Uf ) has full
row rank, where Xp =
(
x(0) x(1) · · · x(T − 2k + 1)
)
denotes the ‘past’ state sequence of (15). Note that
Up
Yp
Uf
 =

I 0 0
T O 0
0 0 I


Up
Xp
Uf
 . (26)
By observability, O has full column rank, meaning that
rank col(Up, Yp, Uf ) = rank col(Up, Xp, Uf ). We con-
clude that (24) is satisfied.
To prove statement (ii), note that by (24) and (26), any
matrix in the left-kernel of col(Up, Yp, Uf ) is of the form(
−ΓT Γ 0
)
, where Γ is such that ΓO = 0. Together
with (23), this reveals that T = Φ3 and that OC =
Φ1 + Φ2Φ3 for any solution Φ1,Φ2,Φ3 satisfying (25).
This proves the theorem. 
Remark 4 The approach to identify the Markov param-
eters can also be extended to systems with disturbances,
i.e., systems of the form
x(t+ 1) = Ax(t) +Bu(t) + w(t)
y(t) = Cx(t) +Du(t) + v(t),
where v and w are zero mean, white vector sequences. We
refer to [31, Ch. 4] for consistency results (for infinite
data) in this setup. There is also an interesting line of
work [21] that studies the identification of the system’s
Markov parameters from finite data, and that provides
statistical guarantees for the quality of estimation.
4.2 Topology identification
Subsequently, we use the procedure in the previous sec-
tion to identify the topology of (3). As in Theorem 2,
we will assume that S has full column rank. In fact, to
lighten the notation, we will simply assume S = I, even
though all results can be stated for general matrices S
having full column rank. Under the latter assumption,
the Markov parameters of (3) are given by
M`(Q) := C(A+BQC)
`BR.
Whenever the dependence of M`(Q) on Q is clear, we
simply write M`. It is not immediately clear how to ob-
tain Q from the Markov parameters since M` depends
on the `-th power of A + BQC. The following lemma
will be helpful since it implies that M` can essentially be
viewed as an affine function in Q.
Lemma 9 We have that
M` = CA
`BR+
`−1∑
i=0
CAiBQM`−i−1.
Proof: First, we claim that for square matrices D1 and
D2 of the same dimensions, we have
(D1 +D2)
` = D`1 +
`−1∑
i=0
Di1D2(D1 +D2)
`−i−1 (27)
for all ` = 1, 2, . . . . It is straightforward to prove this
claim by induction. Indeed, for ` = 1, (27) holds. If (27)
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holds for ` ≥ 1 then
(D1 +D2)
`+1 = D`1(D1 +D2) +
`−1∑
i=0
Di1D2(D1 +D2)
`−i
= D`+11 +
∑`
i=0
Di1D2(D1 +D2)
`−i,
proving the claim. Subsequently, by substitution ofD1 =
A and D2 = BQC into (27), we obtain
(A+BQC)` = A` +
`−1∑
i=0
AiBQC(A+BQC)`−i−1.
Finally, the lemma follows by pre- and postmultiplica-
tion by C and BR, respectively. 
Using Lemma 9, we can come up with a system of linear
equations in the unknown interconnection matrix Q. To
see this, let us denote K` := M` − CA`BR. Moreover,
define the Toeplitz matrix L by
L :=

CB 0 · · · 0
CAB CB · · · 0
...
. . .
. . .
...
CAr−1B · · · CAB CB
 ,
where r ≥ 2n − 1. We apply Lemma 9 for ` = 1, . . . , r
to obtain 
K1
K2
...
Kr
 = L(I ⊗Q)

M0
M1
...
Mr−1
 . (28)
Next, let Li denote the (i + 1)-th column block of L
and define the matrixK := col(K1,K2, . . . ,Kr). We can
then write (28) in a more compact form as
K =
r−1∑
i=0
LiQMi, (29)
which reveals that Q is a solution to a generalized
Sylvester equation. Topology identification thus boils
down to i) identifying the network’s Markov param-
eters, ii) constructing the matrices K, Li and Mi for
i = 0, . . . , r − 1 and iii) solving the Sylvester equation.
We summarize this procedure in the following theorem.
Theorem 10 Consider the networked system (3) and
suppose that S = I. Given an input/output trajectory
(u(t), y(t)) for t = 0, 1, . . . , T , let k > n and define the
Hankel matrices Up, Yp, Uf and Yf as in (21)-(22). Sup-
pose that the following two conditions are satisfied:
(i) The topology of (3) is identifiable.
(ii) The input u(0), . . . , u(T ) is persistently exciting of
order 2k + n.
Then the following statements hold:
(a) The Markov parameters of (3) are equal to
Mk−1 · · · M0
...
. . .
...
M2k−2 · · · Mk−1
 = Φ1 + Φ2Φ3,
where
(
Φ1 Φ2 Φ3
)
is any solution to (25).
(b) Let r = 2k − 2 and define K and Li as above. The
interconnection matrix Q is the unique solution to
the generalized Sylvester equation
K =
r−1∑
i=0
LiQMi (30)
in the unknown Q.
Proof: First note that k > n implies that k > n¯, where
n¯ is the state-space dimension of any minimal realization
of FQ(z). This means that statement (a) readily follows
from Theorem 8.
Secondly, to prove (b), note that the interconnection
matrix Q is a solution to (30) by construction. Suppose
that Q¯ is also a solution to (30). We want to prove that
Q = Q¯. Since Q and Q¯ are both solutions to (30), we
have
`−1∑
i=0
CAiBQM`−i−1(Q) =
`−1∑
i=0
CAiBQ¯M`−i−1(Q)
(31)
for ` = 1, 2, . . . , r. Note that we have written the depen-
dence of M`−i−1 on Q explicitly, to distinguish between
Q and Q¯. By Lemma 9 we have
M`(Q) = CA
`BR+
`−1∑
i=0
CAiBQM`−i−1(Q) (32)
M`(Q¯) = CA
`BR+
`−1∑
i=0
CAiBQ¯M`−i−1(Q¯). (33)
Clearly, M0(Q) = CBR = M0(Q¯). In fact, we claim
that Mk(Q) = Mk(Q¯) for all k = 0, 1, . . . , r. Suppose
on the contrary that there exists an integer s such that
10
0 < s ≤ r andMs(Q) 6= Ms(Q¯). We assume without loss
of generality that s is the smallest integer for which this is
the case. Then Mk(Q) = Mk(Q¯) for all k = 0, 1, . . . , s−
1. By combining (31) and (32) we obtain
Ms(Q) = CA
sBR+
s−1∑
i=0
CAiBQ¯Ms−i−1(Q). (34)
By hypothesisMk(Q) = Mk(Q¯) for all k = 0, 1, . . . , s−1,
which yields
Ms(Q) = CA
sBR+
s−1∑
i=0
CAiBQ¯Ms−i−1(Q¯) = Ms(Q¯),
using (33). This is a contradiction and we conclude that
Mk(Q) = Mk(Q¯) for all k = 0, 1, . . . , r. Since r ≥ 2n−1
it follows that FQ(z) = FQ¯(z). Finally, as the topology
of (3) is identifiable, we conclude that Q = Q¯. This
completes the proof. 
4.3 Solving the generalized Sylvester equation
In the previous section, we saw that the generalized
Sylvester equation (30) plays a central role in our topol-
ogy identification approach. In this section, we discuss
methods to solve this equation. One simple approach to
the problem is to vectorize Q and write (30) as the sys-
tem of linear equations
r−1∑
i=0
(
M>i ⊗ Li
)
vec(Q) = vec(K) (35)
in the unknown vec(Q) of dimension
(∑N
i=1mi
)(∑N
i=1 pi
)
.
However, a drawback of this approach is that the di-
mension of vec(Q) is quadratic in the number of nodes
N . This means that for large networks, solving (35) is
costly from a computational point of view.
For the ‘ordinary’ Sylvester equation of the form
L0Q + QM1 = K,
there are well-known solution methods that avoid vec-
torization 3 . The general idea is to transform the matri-
ces L0 and M1 to a suitable form so that the Sylvester
equation is easier to solve. A classic approach is the
Bartels-Stewart method [1] that transforms L0 and M1
to real Schur form by means of two orthogonal similar-
ity transformations. The resulting equivalent Sylvester
equation is then simply solved by backward substitu-
tion. A Hessenberg-Schur variant of this algorithm was
3 It is typically assumed that the matrices L0 and M1 are
square [1, 8].
proposed in [8]. The approach was also extended to be
able to deal with the more general equation
L0QM0 + L1QM1 = K,
using QZ-decompositions [8, Sec. 7]. The problem with
all of these transformation methods is that they rely on
the fact that the Sylvester equation consists of exactly
two Q-dependent terms, i.e., r = 1. Therefore, it does
not seem possible to extend such methods to solve gen-
eralized Sylvester equations of the form (30) for r > 1,
see also the discussion in [30, Sec. 2].
Nonetheless, we can improve upon the basic approach
of vectorization (35) by noting that the matrices A, B
and C have a special structure. Indeed, recall from (2)
that these matrices are block diagonal. This allows us to
write down a Sylvester equation for each row block of Q.
Let Q(j) denote the j-th block row of Q for j ∈ V. Then
it is straightforward to show that (30) is equivalent to
K(j) =
r−1∑
i=0
L
(j)
i Q
(j)Mi (36)
for all j ∈ V, where L(j)i is the (i + 1)-th column block
of the matrix L(j), given by
L(j) :=

CjBj 0 · · · 0
CjAjBj CjBj · · · 0
...
. . .
. . .
...
CjA
r−1
j Bj · · · CjAjBj CjBj
 ,
and K(j) is defined as
K(j) :=

K
(j)
1
K
(j)
2
...
K
(j)
r
 ,
with K
(j)
` the j-th row block of K`. The importance
of (36) lies in the fact that each row block of Q can
be obtained independently, which significantly reduces
the dimensions of the involved matrices. In fact, (36) is
equivalent to the linear system of equations
r−1∑
i=0
(
M>i ⊗ L(j)i
)
vec
(
Q(j)
)
= vec
(
K(j)
)
(37)
in the unknown vec
(
Q(j)
)
of dimension mj
(∑N
i=1 pi
)
.
Note that the unknown is linear in the number of nodes
(assuming thatmj and pi are small in comparison toN).
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Example 3 Consider the networked system in Example
1. We consider the situation in which only the first node
of the network is externally excited. We already know
by the discussion in Example 1 that the topology of the
system is identifiable. Here, our aim is to reconstruct
this topology on the basis of (u(t), y(t))-data. We collect
samples of the network input u(t) and output y(t) for
t = 0, 1, . . . , 200, see Figures 2 and 3. The input u(t)
and initial condition x(0) were drawn randomly from a
standard normal distribution.
0 20 40 60 80 100 120 140 160 180 200
-3
-2
-1
0
1
2
3
u
Fig. 2. Network input u(t) for t = 0, 1, . . . , 200.
0 20 40 60 80 100 120 140 160 180 200
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0
1
2
3
4
w1
w2
w3
w4
w5
w6
w7
w8
w9
w10
Fig. 3. Node outputs wi(t) for i ∈ V and t = 0, 1, . . . , 200.
Next, we follow the recipe in Theorem 8 to compute the
Markov parameters of (3). Here we use the singular value
decomposition of col(Up, Yp, Uf ) to find a solution Φ1,
Φ2, Φ3. Finally, we construct the matricesK
(j) and L
(j)
i ,
and we solve the Sylvester equations (36) for each node
j ∈ V. As the node systems are single-input systems, this
boils down to solving the system of linear equations of the
form (37) in the unknown
(
Q(j)
)>
for each j ∈ V. This
results in an identified interconnection matrix, which we
denote by Qid. The error between the identified matrix
and original Q is small, specifically,
||Q−Qid||2 = 5.222 · 10−13,
where || · ||2 denotes 2-norm. We round the entries of Qid
to three decimals and reconstruct a graph Gid based on the
zero/nonzero structure of Qid, see Figure 4. Note that
the reconstructed Gid is identical to the network graph
defined in Example 1.
1
2
34
5
6
7
8 9
10
−1.000
−1.000
−1.000−1.000
−1.000
−1.000
−1.000
−1.000 −1.000
−1.000
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
Fig. 4. The reconstructed graph Gid.
5 Conclusions
In this paper we have studied the problem of topology
identification of heterogeneous networks of linear sys-
tems. First, we have provided necessary and sufficient
conditions for topological identifiability. These condi-
tions were stated in terms of the constant kernel of cer-
tain network-related transfer matrices. We have also seen
that homogeneous SISO networks enjoy quite special
identifiability properties that do not extend to the het-
erogeneous case. Subsequently, we have turned our at-
tention to the topology identification problem. The idea
of the identification approach was to solve a generalized
Sylvester equation involving the network’s Markov pa-
rameters to obtain the network topology. One of the at-
tractive features of the approach is that the structure
of the networked system can be exploited so that each
row block of the interconnection matrix can be obtained
individually.
The generalized Sylvester equation (30) plays an impor-
tant role in our identification approach. Numerical so-
lution methods are less well-developed for this equation
than they are for the standard Sylvester equation [1, 8].
Hence, it would be of interest to further develop numeri-
cal methods for Sylvester equations of the form (30). We
note that a Krylov subspace method was already devel-
oped for this type of equations [2].
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