Abstract : We develop an empirical model to predict banking crises in a sample of 60 low-income countries (LICs) over the 1981-2015 period. Given the recent emergence of financial sector stress associated with low commodity prices in several LICs, we assign price movements in primary commodities a key role in our model. Accounting for changes in commodity prices significantly increases the predictive power of the model. The commodity price effect is economically substantial and robust to the inclusion of a wide array of potential drivers of banking crises. We confirm that net capital inflows increase the likelihood of a crisis; however, in contrast to recent findings for advanced and emerging economies, credit growth and capital flow surges play no significant role in predicting banking crises in LICs.
Introduction
After a period of widespread financial instability in the 1980s and 1990s, mostly concentrated among commodity exporters, only a handful of low-income countries (LICs) have been hit by systemic banking crises over the past two decades. A number of factors have likely contributed to this state of affairs, including an extended period of sustained economic growth, financial deepening and favorable external conditions, most notably a protracted period of stable and high commodity prices (Figure 1 ).
Since 2014, however, an increasing number of economies have been experiencing financial stress, as evidenced by declining bank profitability and a sharp deterioration in bank asset quality (International Monetary Fund, 2017 )-a development consistent with the view that graduation from banking crises has so far proven illusive (Reinhart and Rogoff, 2013) . While many country-specific factors play a role in these developments, the sharp and persistent decline of commodity prices is a common feature of these recent episodes of financial stress: in the period from July 2014 to June 2017 three quarters of the primary commodity price series collected by the IMF declined, more than half by 10% or more. 1 The picture looks similarly bleak when studying commodity price forecasts to 2022. 2 Financial deepening, a better regulatory framework, greater financial integration, and increasing economic diversification are all elements suggesting that LICs are now structurally different from what they were in the 1980s and early 1990s (Bluedorn et al., 2014) . If this were the case, there would be limited scope to learn from the past to predict financial instability in the future. However, it could very well be that countries are still vulnerable to similar factors as they were in the past (Reinhart and Rogoff, 2013) . We argue that vulnerability to external factors-and in particular commodity prices-is still a pressing issue for many developing countries and the fact that this vulnerability to date has not translated into crisis episodes could mostly be due to a commodity super-cycle: stable and high commodity prices over the past two decades. The recent "low for long" scenario in commodity prices (International Monetary Fund, 2015) could however reverse this trend and, in fact, is already showing severe consequences in a number of countries.
Motivated by these developments, and to discriminate between the two hypotheses-the lim-1 Top-10 export earners for our LIC sample such as crude oil (-56%), cocoa (-31%), shrimp (-31%), sugar (-27%), and copper (-20%) were among those with the most substantial price drops.
2 When we adopt IMF price forecasts we find that 82% of primary commodity price series are predicted to experience negative growth between 2014 (observed price) and 2022 (forecast), with almost 60% of series declining by double digits percentage points.
ited number banking crisis events due to graduation from vulnerability or the positive effect of the commodity super-cycle-this paper revisits the literature on the drivers of banking crises, zooming in on the experience of low-income countries and on the role of commodity prices alongside, more broadly, external factors. In fact, while it is true that LICs traditionally relied on official financing, since the early 2000s non-official (private) capital inflows to low-income developing economies have increased markedly and in the last decade gross flows have been comparable to those in emerging markets (Araujo et al., 2017) . 3 The specific economic and financial structure of many low-income countries requires the use of a different empirical framework, given that key drivers of financial instability identified in advanced economies and emerging markets are less likely to be relevant in LICs. Namely, while the literature focused on the former group of countries has reached near-consensus on the dominant role played by credit booms (Schularick and Taylor, 2012; Bordo and Meissner, 2016) , the relatively limited size of the financial sector and an ongoing process of financial deepening are likely to minimize the incidence of boom-and-bust episodes in the latter. 4 On the other hand, LICs are extremely vulnerable to external shocks and commodity prices are one of the most important factors driving output fluctuations (Mendoza, 1997; Deaton, 1999; Bleaney and Greenaway, 2001; Raddatz, 2007) .
In recent analysis Fernández et al. (2017) show that since the 1960s global shocks account for about one quarter of output fluctuations in LICs; this share is comparable to that in richer economies and, with the financialization of commodity markets, has significantly increased over the past decade and a half.
Commodity price fluctuations do not only affect the real economy, but also the financial sector. Agarwal et al. (2017) show that a fall in commodity prices reduces bank lending, an effect which is stronger for commodity exporters and driven by commodity price busts. More generally, a drop in commodity prices could lead to financial instability and crises through different channels, which are especially pertinent in commodity-exporting LICs: first, lower prices translate into reduced revenues for exporting firms, which find it more difficult to service their debt obligations, with potential negative 3 See also Figure B -2 in the Appendix. 4 A simple glance at the evolution of private credit over GDP in LICs is more consistent with a steady pattern of financial deepening, than with the presence of credit cycles and well-defined credit booms and busts; see effects on banks asset quality. Second, to the extent that they induce a surge in bank withdrawals, declining commodity prices could impact on bank funding. Third, if the drop in commodity prices puts pressures on the public sector, the latter could start running arrears to supplier and contractors, triggering second round effects on bank balance sheets. 5 An event analysis conducted on the 11-year window around banking crisis episodes-in the spirit of Gourinchas and Obstfeld (2012)-provides a set of descriptive findings which support these arguments and motivate our analysis. Specifically, while in our sample of low-income countries there is no evidence of a boom and bust cycle in private credit, banking crises are preceded by declining commodity prices.
In light of these considerations, we develop an early warning system (EWS) for banking crises on a sample of 60 LICs-over the 1981-2015 period-considering a large set of domestic and external variables as potential leading indicators of systemic banking crises, as defined by Laeven and Valencia (2013) . Our preferred empirical results derive from a random effects logit model augmented with country-specific means of all covariates (also known as the 'correlated random effects ' model) following an approach which goes back to Mundlak (1978) and Chamberlain (1982) . This enables us to maintain the full sample of 60 countries, including those which never experienced a crisis episode, while still estimating parameter coefficients that can be interpreted as 'within-country' estimates: determining the factors that avoid crises is just as important as determining those which trigger them, thus an empirical framework which excludes any country which never experienced a banking crisis would seem a questionable starting point for analysis. The adoption of a RE-Mundlak model avoids this potential error (see Caballero, 2016 , for a more technical treatment).
Our results indicate that commodity prices are a key driver of the likelihood of banking crises in LICs and their inclusion in the model significantly increases its predictive power. More specifically, in our preferred specification a one standard deviation reduction in the annual change in aggregate commodity prices is associated with a 1.4 percentage point increase in the probability of a crisis.
This effect is primarily driven by more integrated, commodity-exporting economies, and by those with fixed exchange regimes, consistent with the capacity of flexible exchange rates to absorb external 5 The empirical evidence on the linkages between commodity prices and financial sector stability is develping countries is very limited. In a recent work, Kinda et al. (2016) look at a sample of emerging and developing countries and show that negative commodity price shocks are associated with higher non-performing loans and lower bank profitability.
shocks (Edwards and Levy Yeyati, 2005) . 6 In line with what has been established for emerging and advanced economies (Caballero, 2016) , we confirm that net capital inflows heighten the propensity of a crisis. However, the inclusion of capital inflows does not increase the predictive power of our model, and there is also no empirical support for the significance of capital inflow surges or bonanzas in our sample. Furthermore, we find that private credit growth, the leading indicator for banking crises in advanced and emerging economies, is not a robust predictor of banking crises and provides no additional predictive power in our sample of low income countries, whether we include this as a continuous variable or via bonanza/surge indicators, suggesting that credit growth in LICs is related to financial deepening rather than boom and bust episodes (Rousseau and Wachtel, 2011) . 7 These results do not imply that domestic factors are unimportant for financial sector stability. On the contrary, low reserve coverage, high inflation and limited trade are all chronic signs of vulnerability or early warning signals of banking crises with substantial economic significance.
Our analysis relates to a large literature that develops a variety of early warning systems for banking crises. The almost dominant view emphasizes the role of credit booms and leverage.
Looking at historical data for 14 advanced economies since 1870, Jordà et al. (2011) show that credit growth is the single best predictor of financial instability. In the same vein, a number of influential papers conceptualize how banking crises can break out in the midst of credit booms (Boissay et al., 2016) or provide evidence suggesting that banking crises follow on from credit booms or a sharp increase in leverage (Borio and Drehmann, 2009; Claessens et al., 2011; Gourinchas and Obstfeld, 2012; Schularick and Taylor, 2012; Jordà et al., 2013) . More recently, Cesa-Bianchi et al. (2017) go one step further to show that global financial conditions also affect domestic financial stability, since credit growth abroad predicts domestic banking crises above and beyond the effect of domestic credit.
Leverage is not the only significant driver of banking crises. In their historical work spanning the last two centuries, Reinhart and Rogoff (2013, p. 4561) document that "periods of high international capital mobility have repeatedly produced international banking crises" and show that banking crises 6 It is worth stressing the caveat that our analysis is aimed at developing an early warning system for banking crises and, thus, is silent on the complex mechanisms which are behind the association between commodity price fluctuations and banking instability.
7 In one of the robustness checks we find some evidence for short-term predictive power of private credit growth, but this effect vanishes in our baseline specification when we measure all the explanatory variables as moving averages over three lags.
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are more likely when following surges in capital inflows. Consistent with these findings, Caballero (2016) shows that capital inflow bonanzas substantially increase the probability of banking crises and that crises may even be triggered in the absence of excessive lending by domestic banks. More broadly, the early warning literature identifies a variety of factors that are associated with financial crises, which we use as guidance to develop our empirical model. Many studies consistently show that the likelihood of a banking crisis increases after periods of high inflation, with increasing public debt, and after a reduction in real GDP growth and reserves (see, among others, Demirguc-Kunt and Detragiache, 1998; Kaminsky and Reinhart, 1999; Von Hagen and Ho, 2007; Duttagupta and Cashin, 2011; Papi et al., 2015) .
We contribute to this literature along two dimensions. First, we emphasize the key role that commodity prices play in triggering financial sector stress. 8 In a related paper, Agarwal et al. (2017) show that declining commodity prices are associated with worsening bank health and lead to a contraction of bank lending in LICs. Here, we move one step further to assess whether fluctuations in commodity prices can help predict banking crises. Second, while most of the extant literature looks at advanced and emerging markets, we zoom in on the experience of low-income countries. This choice is motivated by the recent rising financial sector vulnerabilities in LICs, by their exposure to fluctuations is commodity prices-as testified by recent macro-financial developments-and by the interest in understanding if the limited number of crises in the last two decades are the result of a commodity super-cycle (see Figure 1) . The nagging question lurking in the background is whether the scarcity of banking crises over the past two decades represents the 'new normal,' or whether a prolonged commodity boom coming to an end signals the return to the heydays of LIC crises during the 1980s and early 1990s. To the best of our knowledge, the only work that focuses on (Sub-Saharan African) low-income countries shows that economic slowdown, liquidity shortage in the banking system, and the widening of foreign exchange net open positions help predict crises (Caggiano et al., 2014) . With respect to that analysis, we consider commodity prices as a key driver of crisis episodes, and adopt an alternative econometric approach which improves the predictive 8 Most of the macro literature on commodity prices focuses on their effects on output, investment and consumption, while less attention has been paid to the implications for financial sector stability. A few notable exceptions are the work by Caballero et al. (2008) -who look at the interrelations between capital flows to the United States, the commodity boom and the global financial crisis-and Reinhart et al. (2016) , whose historical analysis considers the effect of capital flows and commodity price booms on sovereign debt crises.
6 power of the model on a much larger sample of countries.
The remainder of the paper proceeds as follows: in Section 2 we introduce our sample, discuss variable construction and present results from a number of descriptive exercises including univariate event analysis. Next we briefly discuss our empirical implementation in Section 3 before we present our results, robustness checks and extensions in Section 4. Section 5 concludes.
Data and Descriptive Analysis

Sample
Our sample is made up of low-income countries presently qualifying for PGRT (Poverty Reduction and Growth Trust) lending under IMF rules. 9 A total of 73 countries are PRGT-eligible, though 13 of these do not have any or very limited data for our regressions, such that our final sample covers 60 countries, observed over the period 1981 -2015 . As Caggiano et al. (2014 point out in their analysis of Sub-Saharan African countries, financial crises in LICs frequently last multiple years. As standard in this literature, our sample excludes observations for 'ongoing' crisis years-for 35 crises in our regression sample this amounts to 70 'ongoing' crisis years (the median crisis event is 2 years long)-in order to avoid the 'post-crisis bias' (Bussière and Fratzscher, 2006) , due to the effect that worse macroeconomic conditions during the crisis can have on the estimates (see, for instance, Gourinchas and Obstfeld, 2012; Catão and Milesi-Ferretti, 2014; Papi et al., 2015) . 10 We end up with a sample of 1,550 observations, with an average time series of 25.8 years per country. A list of the countries covered and details about the number of observations and banking crisis events are presented in Appendix Table A-2.
Variable Construction and Sources
We use three main sources for our data on banking crises, commodity price behavior, and macroeconomic, banking and monetary aggregates. First, we adopt the 2017 update of the Laeven and Valencia (2013) database for systemic banking crisis classification, defined by the occurrence of either (i) significant signs of financial distress in the banking system as indicated by bank runs, losses in 9 This sample includes countries currently classified by the World Bank as 'low-income' along with a small number of countries which (very) recently graduated to middle-income status.
10 As a robustness check, we include the ongoing crisis years, see Section 4.3.
the banking system, and/or bank liquidations; and/or (ii) significant measures of banking policy intervention in response to substantial losses in the banking system (see Laeven and Valencia, 2013, for further details). During the 1981-2015 sample period, a total of 43 banking crises occurred in our sample, but due to data availability for the control variables our regressions only capture 35 of these; and 1996-an average of almost three crises per year. As a robustness check we limit our sample to the 1980s and 1990s to carry out crisis prediction in the 'heydays' of LIC financial crises.
Second, we use monthly data for 44 global primary commodity prices from the IMF Primary Commodity Price Database, in combination with annual information on country-specific net export/GDP and export/GDP for each primary commodity collated by Gruss (2014) -the individual commodities are listed in an appendix. Our construction of a country-specific aggregate commodity price (ACP) index differs from that of Gruss (2014) and Bazzi and Blattman (2014) among others, by adopting country-specific commodity weights which are fixed over time:
where P jt is the price of commodity j in month t of year τ (in US dollars), and ω ij is the fixed net export/GDP or export/GDP share of commodity j in country i. In practice we adopt the mean value over time, ω 1 ij = T t=1 ω ijt , and in robustness checks the base year value, ω 2 ij = ω ij,1980 .
11 Note that the 1970s saw only a single crisis episode in a low income economy: the Central African Republic in 1977.
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Our choice of fixed commodity weights is based on recent insights from the literature on commodity price shocks and civil conflict, where an earlier result by Bazzi and Blattman (2014) had found no significant impact of price shocks on the outbreak of a civil war. Ciccone (2018) , however, argues that the use of time-varying weights conflates the changes in international commodity prices with the changes in type and quantity of commodities exported by a country. Adopting fixed weights, Ciccone (2018) finds a significant impact of commodity price shocks on conflict propensity. His arguments in favour of fixed commodity weights can similarly be applied to our case of financial crises: the conflation of exogeneous price shocks and an endogenous choice of commodity basket and relative volumes substantially undermines the aim to assign a causal effect to commodity price shocks in their impact on financial crises, since (i) the type and volume of a country's commodity exports may change due to observable economic, political or social changes which also affect crisis propensity directly, 12 and (ii) a country's export basket may change due to unobservable factors which also affect crisis propensity. Ciccone (2018) further shows that the use of weights averaged over the sample period (in our case: 1981-2015) has the advantage of mitigating attenuation bias arising from the mismeasurement of export shares.
Since we rely on average net export/GDP weights in our main results-qualitatively identical results adopting base year weights are confined to an appendix-we define primary commodity price shocks as simply the first difference of our aggregate commmodity price measure, ∆ACP it = ACP it − ACP i,t−1 , rather than the first difference of the price in logs. These monthly shocks are then summed over the calendar year to obtain annual values. Below we refer to this variable as 'commodity price growth.' In addition we adopt a measure of aggregate commodity price volatility by computing the 12-month rolling standard deviation of ∆ACP it . The volatility measure for January is taken as the indicator for the previous calendar year, and below we refer to this variable as 'commodity price growth volatility' or simply 'price volatility.' 13 Third, informed by the existing literature on banking crises-see the seminal contributions by Demirguc-Kunt and Detragiache (1998) and Kaminsky and Reinhart (1999) , and the recent review by 12 For instance a desire to earn foreign currency for cash crops can be directly linked to the accumulation of foreign reserves. 13 We also experimented with a more differentiated measure of price volatility following Danielsson et al. (2016) , emphasising positive versus negative deviations from the HP-filtered price trend, but these did not yield any statistically significant differences and are therefore not reported here. 
Variable Transformation
One important aspect of the empirical modelling of financial crises is how to account for the precrisis dynamics of macroeconomic variables in the construction of an early warning approach to crisis prediction. In this context, the standard practice in the papers reviewed in Papi et al. (2015, Table   2 ), Kauko (2014) and Klomp (2010) is to lag the regressors, typically by just a single time period.
This choice seems somewhat ad hoc and may fail to adequately capture the prevailing dynamics in the run-up of a crisis. In fact, Eichengreen (2003, p. 157) (Kaminsky and Reinhart, 1999; Hutchison and Noy, 2005) , one may be worried by the overlap and interconnections between currency, fiscal and banking crises. In particular, the concern is that a banking crisis may be the consequence of a currency or fiscal crisis. This occurrence is very infrequent in our sample, where the crisis episodes that follow a currency or a fiscal crisis number 6 and 2, respectively ( Figures B-3 and B-4 in the Appendix). Nonetheless, we explicitly account for these episodes adding the dummies for past currency and fiscal crises. moving averages to capture pre-crisis dynamics, as practiced by Reinhart and Rogoff (2011 ) and Jordà et al. (2011 , 2016 . Based on the below event analysis we select an MA(3) process (capturing values at t − 1, t − 2, and t − 3) for our main set of results, though we also present findings for a single lag and MA-transformations for 2, 4, or 5 lags.
A related question refers not to the pre-crisis dynamics of crisis predictors but the crisis dynamics themselves: whenever we encounter repeated events, it may be of importance to establish whether having had a crisis (recently) is an important determinant in the prediction of a crisis. If this is the case, one approach would consist of employing a dynamic specification. However, specifying a dynamic model raises significant difficulties for estimation and interpretation in non-linear models with country fixed effects. We argue that in our context this is not necessary for two reasons. 
Event Analysis
As an initial descriptive tool we follow the practice in, inter alia, Gourinchas and Obstfeld (2012) and Anundsen et al. (2016) and conduct an event analysis-a univariate test of variable behavior in the vicinity of the banking crisis event. 16 We estimate the following fixed effects model separately for each variable k:
where δ is is a dummy variable equal to one when country i is s years away from the crisis, t indexes the years between 1981 and 2015, α is the country fixed effect and ε is a white noise error term.
We let s vary from −5 to +5, such that we evaluate each variable in the lead-up and aftermath of a banking crisis relative to the observations outside this 11-year window, with the latter interpreted as 'tranquil' times. We estimate this equation using robust standard errors to weigh down the impact of influential outliers. Starting from our key variables of interest, we see that commodity price growth follows a cyclical behavior, with a large and significant drop in the lead-up to crises and a recovery starting soon after. The commodity price volatility measure is consistently above the value in tranquil periods, suggesting that one should focus not only on the growth, but also on the volatility of aggregate commodity prices. The growth rate of credit to the private sector as a share of GDP does not show any upward trend in the lead-up to the crisis. Our evidence shows that, if anything, private credit is depressed prior to crisis events, and it picks up only three years after the banking crisis. This pattern
is different from what is observed in advanced economies where credit booms and busts have been identified as one of the key drivers of banking crises (Kaminsky and Reinhart, 1999; Jordà et al., 2011 Jordà et al., , 2015 Schularick and Taylor, 2012) , and it further justifies the choice to focus our analysis exclusively on a sample of low-income countries.
Moving to macroeconomic fundamentals, the stylized facts seem to be more in line with what is observed for countries in other income groups. Prior to crisis events GDP growth is about one percentage point lower than in tranquil times, but seems to recover fairly quickly thereafter. On the fiscal side, the public debt-to-GDP ratio starts increasing two years ahead of the crisis to levels that are almost 10 percent higher than in normal times, and then it further increases to levels almost 20 percent higher, confirming that banking crises have long-lasting effects on public debt levels (Reinhart and Rogoff, 2013).
The analysis of monetary variables confirms that the extent to which the liabilities of the banking system are backed by international reserves is a leading indicator of banking crises (Kaminsky and Reinhart, 1999) . Broad money relative to foreign exchange reserves is significantly higher ahead of the crisis compared to tranquil times, even if it starts declining well ahead of the crisis event.
Inflation is on average about 2 to 3 percent above 'tranquil' times and then goes down to non-crisis values three years after the event. Net non-official capital inflows as a share of GDP show only minimal movements related to banking crisis events, with a significant decline, but only somewhat larger than one percent of GDP, in the crisis year. This result is in stark contrast to developments in advanced countries and emerging markets, where capital inflow bonanzas play a significant role in predicting banking crises (Reinhart and Rogoff, 2013; Caballero, 2016) . To some extent, this pattern could be explained by the relative low levels of non-official capital inflows during the 1980s and 1990s
when most of the banking crises in low-income countries happened. By contrast, foreign aid inflows as a share of GDP are significantly higher in the lead-up to the crisis than in normal times, and further increase after the event, providing further evidence in support of the presence of large and persistent costs of banking crises.
The evolution of trade openness indicates a small drop prior to the event, but their low level points to the substantial increase in trade since the turbulent 1980s and 1990s when virtually all crises occurred. 18 Finally, when looking at the characteristics of the domestic banking system, we observe that total bank assets are smaller than in normal time, even before the crisis, re-enforcing the argument that expansionary credit growth does not seem to be a key leading indicator for banking crises in LICs. Bank liquidity, instead, significantly increases before the crisis event, suggesting that financial crises could have an origin in the real sector, reflected in lower commodity prices and output growth, fiscal strains-as shown by rising public debts-and banks more inclined to buy liquid government bonds rather than lending to household and corporates.
Overall, this simple univariate analysis provides some interesting insights. While some of the 'traditional' crisis predictors found to matter greatly in the advanced economy context-such as credit growth and capital inflows-show less clear patterns in low-income countries, real-sector variables and especially commodity terms of trade emerge as key indicators to monitor. However, the evidence presented here is at best indicative, and we now turn to the discussion of the more formal regression analysis in our study.
Empirical Model and Implementation
We follow the vast majority of studies in the financial crises literature and estimate a latent crisis model, where the observed variable (the crisis event) is a realized systemic crisis when the latent variable exceeds some threshold. We code the crisis variable as equal to one in the year the banking crisis started, and zero otherwise, and we exclude 'ongoing crisis' years from the sample, as discussed above. All our explanatory variables are transformed into three-year moving averages, MA(3), with results for alternative lag structures also presented.
A key issue to confront in order to obtain meaningful estimates of the effect of explanatory variables on the likelihood of banking crises is unobserved cross-country heterogeneity. We adopt two empirical implementations to deal with this issue by allowing for country-specific fixed effects, which
give all coefficients the interpretation of 'within' country estimates and bring us closer to a plausibly causal interpretation of the results, but at the same time are not subject to the incidental parameter problem. 19 Fernandez-Val and Weidner (2016) propose a logit fixed effects estimator which removes an analytical estimate of the incidental parameter bias from a standard logit model with fixed effects.
One disadvantage of this implementation, along with any existing versions in this literature where fixed effects are simply included in a pooled logit model (e.g. Anundsen et al., 2016; Cesa-Bianchi et al., 2017) is that the regression sample is limited to those countries which experienced a crisis at one point during the sample period-in our case this amounts to only 29 economies. Our above arguments in favour of retaining countries with no history of banking crises aside, one might note that 'crisis event' dating is by no means an exact 'science' and clearly subject to debate (Laeven and Valencia, 2013) , making it advantageous to triangulate results with a method which allows all countries with available data-in our case 60 economies-to be included in the regressions.
To overcome this limitation, we follow Caballero (2016) , who provides a useful illustration of a well-established empirical approach to get around the incidental parameter problem in nonlinear models, which goes back to Mundlak (1978) and a generalisation by Chamberlain (1982 
Results and Discussion
Main results
Our main results are presented in Table 1 , focusing on selected variables of interest, with the full results available in Appendix Table B -1-with the exception of the analysis of bonanzas and surges in Tables 5 and 6 all coefficients reported in this and the below tables are marginal effects, constructed as the percentage marginal effect of a one standard deviation increase in the variable. In the first specification in Table 1 we focus on commodity price growth and volatility, controlling only for US interest rates and for the presence of deposit insurance and fiscal and currency crises. In columns 2 to 4 we then saturate the model with sets of bank, macro and external sector controls.
These estimates point to three main findings. First, we find a negative and robust association between commodity price growth and the likelihood of a banking crisis. The point estimate remains substantial in magnitude and precisely estimated even when we saturate the model with additional covariates, which contribute to the overall goodness of fit of the model. In economic terms, the estimated coefficient in column 4 implies that a 1 SD decline in the annual growth of aggregate commodity prices is associated with a 1.4 percentage point higher probability of a banking crisisa relatively large effect given that the unconditional in-sample propensity of banking crises is 2.3 percent. By contrast, the positive coefficient on the volatility of commodity price growth is not robust, since adding macroeconomic controls washes out the significance of the coefficient.
Second, consistent with the evidence shown in the event study, we find that there is no indication that credit growth matters for the occurrence of banking crises. This claim, albeit surprising in light of the evidence on advanced and emerging economies, is supported by additional evidence, which we discuss in Section 4.4. Similarly, none of the banking system variables (column 3)-liquidity and size (reported in Appendix 
Goodness of Fit
The inclusion of macroeconomic and external sector variables increases the predictive power of the model (i.e. the AUROC is statistically greater than in the reduced model with only banking system variables). While in the fully-augmented model (column 4) the coefficients on the aggregate commodity price growth is still precisely estimated, a key concern in this kind of exercise is that the additional variables are not only significant, but actually increase the predictive power of the model. The comparison between our preferred specification (column 4), the standard pooled logit model (column 5), as well as the bias-corrected logit FE (column 6) shows that the predictive power of the RE-Mundlak logit model is substantially and statistically significantly higher than that of the two alternatives, as illustrated by the ROC curves plotted in Figure 4 (panel b) and AUROC comparison tests reported. While our key result on the importance of commodity price growth is confirmed in the pooled logit, the estimates based on the FE model are much less stable and less precisely estimated to the point that almost all covariates lose their statistical significance, signaling that the reduction in the sample size, due to that fact all countries without banking crises are excluded from the sample, is a serious constraint. By contrast, the standard logit model preserves the same sample, but provides point estimates that are also often quite different from those of the RE-Mundlak logit model, suggesting that simply pooling the data-and avoiding a within-country interpretation of the results-provides quite a different, arguably misleading, picture. Only in the last of these exercises the magnitude increases, but this is easily explained by the fact that the in-sample probability of crisis is also significantly higher.
Robustness of the Baseline
Recent work by Cesa-Bianchi et al. (2017) emphasizes the need to account for global financial conditions in the analysis of domestic banking crises, and implements this challenge by introducing GDP-weighted averages of credit growth abroad in a specification which speaks to the parsimonious analysis in Schularick and Taylor (2012). 24 They conclude that credit booms elsewhere in the world have a large economic effect on the propensity of a crisis and that their inclusion significantly increases the predictive power of the model. Although the weighting scheme may account for some small deviations, their empirical strategy can actually capture unobserved common shocks to the global economy, but assumes the impact of these shocks is described adequately by the GDP-weights (see also recent work by Boneva and Linton, 2017 , this is a variant of the common practice in the linear panel time series literature to take variables in deviation from the cross-section mean, CS-DM).
In column (5) of Table 2 we express all variables as deviations from the cross-country average and then estimate our model with the RE-Mundlak Logit. We prefer this implementation since the large number of covariates in our model makes the inclusion of (weighted) 'global' averages unfeasible in our present setup. As suggested, similar to the inclusion of year fixed effects, this transformation can take into account the role of unobserved time-varying global shocks. Even in this much more demanding specification, the coefficient on aggregate commodity price growth is precisely estimated and close in magnitude to that of the baseline. The same is true for net capital inflows and for reserves, while taking into account global shocks implies that foreign aid inflows and trade openness are no longer significant predictors of banking crises.
Next, we test the robustness of our results to the inclusion of a wide battery of other potential drivers of financial instability (see Table B Then, from column 6 onward we control for a large set of macroeconomic variables: exchange rate depreciation, a measure of concentration of aid inflows-which is a proxy of vulnerability to foreign donor financing,-the ratio of debt service over exports, the share of shortterm debt over total external debt, and the presence of conflicts. None of them turn out to be significant predictors of banking crises, while at the same time the coefficient on commodity price growth remains stable and precisely estimated.
We then assess the robustness of our results to changes in the lag structure of the explanatory variables in Table 3 . We start by using a single lag, and then take moving average transformation for all covariates going from T = 2 to T = 5. Note that selecting a single lag risks conflating the predictor variable with the anticipation of the imminent banking crisis event, while a much longer lag specification may wash out short-lived but important spikes in the lead-up to the crisis. The main takeaway from this exercise is that our results are remarkably robust to alternative dynamic 19 transformation of the data. The coefficient on commodity price growth is negative and precisely estimated in all models, with the only exception of the MA(2) transformation, where, however, the t-statistics is close to the 10 percent confidence level. The other results are also confirmed across alternative lag structures of the covariates and, interestingly, we find some evidence that faster credit growth is indeed associated with a higher likelihood of a crisis event, at least if we limit the window to up to two years. This result would suggest that credit growth could indeed have some predictive power in the unfolding of the crisis. In contrast, real GDP growth and public debt are never good predictors of banking crises.
Finally, we want to reiterate the significance of choosing fixed weights for the construction of the aggregate commodity price variables (Ciccone, 2018) . In Appendix Tables B-3 and B-4 we first show that our results are qualitatively identical if we use base year net exports/GDP as weights and yield marginally smaller aggregate commodity price growth margins if we adopt mean exports/GDP as weights instead. In Table B -5 we demonstrate that this substantial impact of commodity price movements is significantly attenuated if we adopt annual net exports/GDP weights instead of the fixed weights; note that the margins for the other covariates are seemingly unaffected by this change.
The Role of Leverage
Our main results show that aggregate commodity price movements are a key driver of banking crises in low-income countries. We also find that capital inflows are associated with a higher likelihood of 25 Bonanzas are defined as large deviations from the HP-filtered trend of private credit and net capital inflows (both expressed in percent of GDP), where one variant adopts a one standard deviation-threshold and another a two standard deviation one (see Caballero, 2016, for details) . Surges are defined as exceptional levels of net capital inflows or real private credit (again expressed in percent of GDP)-specifically, levels that are in the top 30th percentile of both the country-specific and the full sample distribution (following Ghosh et al., 2014) . Note that the surges are computed for the full set of available data in each country, not the regression sample. Again we have two variants: one is the simple model specification including only credit growth and then incrementally saturates the model with control variables. In the first two columns the coefficient on credit growth is negative (thus the opposite sign to that expected from the literature, albeit in line with our event analysis above) and in one case significant (column 2), 26 but it then turns positive and statistically insignificant once standard controls are included in the model. Thus, even in more parsimonious models like that in column 3, we do not find evidence that leverage leads to financial instability in LICs.
Next, we look at a possible non-linear effect of credit considering bonanzas and surges in Table 5 -note that for ease of interpretation of these nonlinearities alongside continuous commodity price variables we report the raw logit results here, with our discussion thus focused on sign and statistical significance. The coefficient on commodity price growth again remains remarkably stable, while we do not find any indication of boom and bust episodes, consistent with what is shown in the event study analysis. Moreover, consistent with the hypothesis that LICs are mostly undergoing a process of financial deepening, we observe that while the number of surges is relatively large, the number of bonanzas is extremely small: 11 episodes (0.7 percent of country-year observations in the sample) when considering the one standard deviation threshold, and only one bonanza (Nigeria in 2009) with the two standard deviation threshold-the latter specification cannot identify the bonanza coefficient and we therefore omit the results for this specification.
Capital Inflows Bonanza
In Table 6 we replicate the bonanza and surge analysis considering net private capital inflows (top panel), and then separating these into FDI and non-FDI inflows (bottom panel)-again we report raw RE-Mundlak logit coefficients. Contrary to the findings in Caballero (2016) for a large sample of advanced and emerging economies, while we observe that banking crises are more likely after a period of higher net capital inflows (column 1), our results do not point to significant non-linearities. Capital inflows bonanzas and surges do not increase the likelihood of banking crises in LICs, regardless of the way in which these episodes are defined. In addition, splitting capital inflows into their FDI simple surge indicator just described for time t, another (labelled 'consec' for 'consecutive surges' below) only identifies a surge if the first variant indicator is equal to one at time t − 1, t, and t + 1.
26 Note that we are unable to compute standard errors for the margins in column 1, possibly due to the parsimonious nature of the model.
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and non-FDI components, on the grounds that the latter may be more volatile and more likely to propagate into financial sector instability, does not add further insights. If anything, the coefficient on non-FDI capital blow bonanza is negative (and significant) when they are defined using the one standard deviation-threshold, but this result does not hold when considering a stricter definition of bonanzas or when looking at non-FDI surges. Importantly, the negative coefficient on commodity price growth remains stable and precisely estimated across all specifications.
Cross-Sectional Heterogeneity
As a final exercise we exploit the cross-sectional dimension of our sample to test whether commodity price growth is a leading indicator of banking crises for all low-income countries or, alternatively, its effect is limited to some specific set of countries ('regimes'-see table footnote for details on how we determine country membership in the base or regime category). Export orientation and the composition of the export basket, as well as the exchange rate regime are natural candidates for analysis. 27 We first consider the exchange rate regime using the recent classification proposed by Ilzetzki et al. (2017) to separate flexible from fixed regimes, the latter including both hard and crawling pegs. Consistent with the evidence of flexible exchange rates as shock absorbers (Edwards and Levy Yeyati, 2005), we find that commodity price growth only matters for the likelihood of banking crises in countries with fixed exchange rates (the 'regime' results are statistically significant), while the other countries ('base') may be able to use exchange rate flexibility to at least partially offset the external shock coming from commodity prices (Table 7, column 2).
Next we split our sample in two based on countries' export/GDP level; results presented in column 3 use country averages to determine the split, though if we use annual data we obtain qualitatively identical results. We find that countries with relatively high export/GDP ratio are significantly affected by commodity price swings, whereas the effect is insignificant for those with low export ratios.
Finally, we split our sample between diversified and commodity exporters and allow the coefficient on the aggregate commodity price growth two differ between the two groups. Results-shown 27 We have also tested for the presence of asymmetries. Results qualitatively suggest that fall in commodity prices are what really matters for financial stability.
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in column 5 of Table 7-indicate that a fall in commodity prices is associated with the occurrence of a banking crisis in commodity exporters, and the effect is about 50 percent larger than that estimated over the whole sample (see benchmark for marginally smaller sample in column 4). By contrast, commodity prices are not a source of financial instability in diversified exporters.
Concluding Remarks
Leverage-and to some extent capital inflows-are often highlighted as the key drivers of financial instability and crises. This conclusion is based on an extensive literature on advanced economies and emerging markets. We suggest that the same arguments cannot be transferred one-for-one to the developing country context, given these countries' different economic and financial structure.
Hence, we estimate a model to predict banking crises in low-income countries and show that: (1) commodity price movements are a key driver of crisis episodes; (2) net private capital inflows also play a role, consistent with the increasing financial integration in several LICs; and (3) credit to the private sector does not display robust predictive power, suggesting that credit developments in LICs have more to do with financial deepening than with boom and bust episodes.
There is broad evidence that low-income countries are vulnerable to commodity price movements, which can explain a large share of output fluctuations. Our analysis shows that a channel through which commodity price movements can affect the real economy is via their effect on financial stability. This is especially true for commodity exporters and more integrated economies with fixed exchange rate regimes. Overall, our analysis indicates that commodity prices are a key element to design an early warning system for LICs, as their inclusion significantly increases the predictive power of the model. 
Figures and Tables
Figure 2: Aggregate Commodity Price Growth
Notes: Annualised aggregate commodity price growth (median and various percentiles; multiplied by 100) for N = 60 PRGT-eligible economies. The monthly sample covers the period 1981-2016, the (fixed) weights used to aggregate the individual commodity price series are the net export/GDP means over the entire time horizon. This means the shocks observed are not due to trade collapses/booms in specific years but due to price collapses/booms.
Figure 3: Banking Crises -Event Analysis
Notes: We present selected event analysis plots for the period 1981-2015. The estimates are derived from crisis dummy lags and leads in a pooled robust regression with country fixed effects, see equation (2), with 90% confidence intervals (blue bars). Note that the samples analysed exclude ongoing crisis years (as is standard in the literature). All variables are winsorized but in contrast to the data used in the regressions there is no MA(3) transformation carried out here. (2) vs (1) (3) vs (1) (4) vs (3) (5) vs (4) (6) Tables 1 and 2 . Absolute t-ratios in parentheses based on standard errors computed via the delta method - † possibly due to the parsimony of the estimation equation we could not obtain standard errors for the marginal effects of the model in (1). * , * * and * * * indicate statistical significance at the 10%, 5% and 1% level, respectively. Notes: All estimates presented are raw logit coefficients. Absolute t-ratios in parentheses are based on standard errors clustered at the country-level. We compare results for the benchmark model (or rather its raw logit equivalent) from column (4) in Table 1 with a number of specifications for which the credit growth variable is replaced with a bonanza or surge dummy -for construction of these dummies see main text and below. Like all explanatory variables these dummies are MA(3) transformed. None of the models in (2)- (7) improve predictive power over the model (1) benchmark. † Definitions: 1sd -periods in which credit/GDP growth is one standard deviation above the country-specific (HPfiltered) trend; 2 sd -dto but two standard deviations above trend, but this only identified a single episode and is therefore not evaluated; time t -surge is detected at time t; consec -surge is detected at times t − 1, t, and t + 1. The bonanzas are spread across 8 countries, the surges across 37 countries (for time t and consec, respectively). Notes: All estimates presented are raw logit coefficients. Absolute t-ratios in parentheses are based on standard errors clustered at the country-level. We compare results for the benchmark model (the raw logit equivalent) from column (4) in Table 1 with a number of specifications for which the net capital inflow/GDP variable (or a split variable for FDI/non-FDI inflows) is replaced with a bonanza or surge dummy. † For definitions of surges and bonanzas see Table  5 , additional covariate groups are included in all models as discussed in the footnote to that Table. Including 'net capital inflows/GDP' in (2)-(5) and the FDI/non-FDI equivalent in (7)- (10) does not significantly change the patterns presented. × Due to their small number the non-FDI bonanzas perfectly identify absence of a crisis and are therefore dropped. Notes: We present marginal effects (1sd increase in covariate) for commodity price growth effects by ER regime, high/low export-share of GDP, and exporter type; the estimates for the margins are directly comparable, the regime group estimates are not in deviation of the base category. Fixed versus flexible exchange rate regimes (time-variant) are based on Ilzetzki et al. (2017) , while the 'high exports' regime is determined by countries above the median of time-averaged exports/GDP (next to identical results if we use the annual data to categorise countries). Exporter type is exclusive (i.e. no change over time), 'Comm' indicates commodity exporters with diversified economies the alternative category. Absolute t-ratios in parentheses. * , * * and * * * indicate statistical significance (difference from zero) at the 10%, 5% and 1% level, respectively. In this table we omit commodity price volatility, though results are qualitatively unchanged if we include this variable by export type. Column (1) is based on the preferred result in column (4) of Table 1 in the main text, columns (4) and (5) Jordà et al. (2011 Jordà et al. ( , 2013 Jordà et al. ( , 2015 Jordà et al. ( , 2016 and Gourinchas and Obstfeld (2012) The 10-year Treasury constant maturity date is taken from FRED. We select the year-end value on the final trading day of each year from this daily dataset.
Net foreign assets as a share of GDP, separating out FDI from non-FDI assets, are computed from assets and liabilities brought together in the updated External Wealth of Nations database (Lane and Milesi-Ferretti, 2007) .
All of the above variable representing ratios or growth rates were transformed into percent values if not already in this format in the original data.
For the closer analysis of credit and capital inflows we create dummies for 'bonanzas' and 'surges' following the definitions in Caballero (2016) In our sample of 60 countries 29 economies experienced 35 banking crises. In Table A-2 below we indicate the sample make-up, indicating the eight crises we miss due to insufficient data on controls. Levels versus growth rates or ratios A common practice in most of the empirical literature on EWS is to include macroeconomic variables in levels-primarily per capita GDP-to the crisis prediction model (see, among others, Aizenman and Noy, 2013; Beck et al., 2006) . This practice is of concern when these macroeconomic variables display stochastic trends: the theoretical time series literature suggests that this data property leads to stark outcomes whereby the sample proportion of binary choices follows an arc sine law, meaning it is either close to zero or close to unity most of the time, implying either large numbers of repeated crises in individual countries alongside the virtual absence of crisis in all others (Park and Phillips, 2000) . Since no country in our sample experienced 29 In the credit bonanza results adopting a 2 sd threshold identifies only a single event and is therefore not analysed.
(ii) more than two banking crises over the post-WWII period, it would be difficult to argue that our data represent an empirical example of the stochastic process just described. Therefore, in our empirical application we focus on growth rates or ratios, which are less likely to be characterized by a stochastic trend.
(iii) (iv) Notes: 'All' indicates the number of crises from Laeven and Valencia (2017), 'sample' which make it into our regression sample. 'Drop' indicates the number of crises we miss out on due to lack of data on controls. The sample amounts to 1,550 observations in 60 Countries over 1981-2015; those marked with † are dropped in the robustness checks in columns (a) and (c) of Private credit/GDP 1981 1984 1987 1990 1993 1996 1999 2002 2005 2008 2011 2014 First quartile Median Third quartile 1981 1984 1987 1990 1993 1996 1999 2002 2005 2008 2011 2014 First quartile Median Third quartile Notes: N = 60 PRGT-eligible economies.
(vi) (vii) (viii) Notes: We present marginal effects (1sd increase in covariate) for alternative specifications to the results from column (4), (ix) 
C Additional Regression Results
Notes:
The results in this table are derived from commodity price growth and volatility variables constructed from country-specific weights based on base year (1981) commodity net exports/GDP (instead of mean net exports/GDP in Table 1 of the main text). Sample of 35 banking crises in 60 (column (7): 29) countries, with 1,550 (804) observations. All results here are the economic magnitudes for a one standard deviation increase in the explanatory variable, expressed in percent. The 'Effect Size' section reports the associated effect of a 1sd increase in the covariate relative to the unconditional propensity of a crisis (2.2% and 4.3% for the full and Logit FE samples, respectively) -this is helpful to compare results in the RE-Mundlak Logit and Pooled Logit models on the one hand and the Logit FE model on the other (with vastly differing unconditional crisis propensity). ‡ Due to the parsimony of the estimation equation we could not obtain standard errors for the marginal effects of these models via the Delta method. 
The results in this table are derived from commodity price growth and volatility variables constructed from country-specific weights based on mean commodity exports/GDP (instead of mean net export/GDP in Table 1 of the main text). The sample covers 35 banking crises in 60 (column (7): 29) countries, with 1,550 (804) observations. All results here are the economic magnitudes for a one standard deviation increase in the explanatory variable, expressed in percent. The 'Effect Size' section reports the associated effect of a 1sd increase in the covariate relative to the unconditional propensity of a crisis (2.2% and 4.3% for the full and Logit FE samples, respectively) -this is helpful to compare results in the RE-Mundlak Logit and Pooled Logit models on the one hand and the Logit FE model on the other (with vastly differing unconditional crisis propensity). ‡ Due to the parsimony of the estimation equation we could not obtain standard errors for the marginal effects of these models via the Delta method. Notes: In this set of results the aggregate commodity prices are computed using annual net export/GDP weights instead of mean (Table 1 ) or base year (Table B- 3) weights or mean export/GDP weights (Table B-4). All estimates shown are the economic magnitudes for a one standard deviation increase in the explanatory variable, expressed in percent. The 'Effect Size' section reports the associated effect of a 1sd increase in the covariate relative to the unconditional propensity of a crisis (2.3% and 4.3% for the full and Logit FE samples, respectively). Sample: 35 banking crises in 60 (column (6): 29) countries, with 1,554 (808) observations. Absolute t-ratios in parentheses, based on standard errors computed via the Delta method from logit estimates (where in turn standard errors based on clustering at the country level). * , * * and * * * indicate statistical significance at the 10%, 5% and 1% level, respectively. Additional covariate groups: 'Deposit Insurance & Crisis Dummies' -fiscal crisis dummy, currency crisis dummy, deposit insurance dummy; 'Banking System' -liquidity, size; 'Macro Fundamentals' -real GDP growth.
