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A b s t r a c t
This thesis addresses the problem of defect detection on complex textural surfaces. In 
general, whether the texture to be inspected is regular or random, in image terms it is 
characterized by local variations in pixel grey level values. These normal variations render 
the problem of texture defect detection extremely difficult as defects are often manifested 
by grey level changes and their detection requires more than mere pixel comparisons.
In the thesis, classical techniques on texture representation are studied and various 
existing texture defect detection algorithms are reviewed. Three novel algorithms have 
been developed to tackle the problem of defect detection on random or regular textures. 
The first two are devoted to the problem of crack detection and the third algorithm is 
devoted to the problem of detecting regional defects.
For texture crack detection, a cojoint spatial and spatial frequency representation, that 
is, Wigner distribution is proposed to model the inspected texture surface. A detailed 
analysis of the Wigner distribution, its properties and the effect of windowing on its crack 
detection performance are carried out. Two postprocessing methods, ie, probabilistic 
relaxation labelling and linear filtering are incorporated into the crack detection algorithm 
to refine the results. The potential of the Wigner model has also been explored by 
modifying the crack detection algorithm so as to detect other types of defects. For real 
world applications, an efficient crack detection algorithm based on a new distribution is 
proposed. The algorithm is shown to produce comparable results but in much shorter 
time.
For regional defect detection, a hybrid chromato-structural approach to colour texture 
representation is proposed where combined colour texture information is extracted from 
various chromatic classes associated with the inspected surface. In the approach, a unified 
defect detection framework which combines a new colour clustering scheme, morpho­
logical smoothing and blob analysis are used to capture the relevant combined colour 
texture information. With this framework, good defect detection results are obtained and 
presented in this thesis.
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Chapter 1 
Introduction
In manufacturing industry, the inspection goal is to achieve zero defect quality assurance 
of all parts, sub-assemblies and finished products. Besides considering the functionality 
of the product, material integrity and appearance of the product are also important aspects 
which affect its reliability and customer's confidence. For the past two decades, the visual 
inspection process has usually been carried out manually by skilled staff. This tends to 
be a costly, tedious and time consuming operation. Thus, automatic visual inspection 
has become one of the active research issues in machine vision technology [3] [2]. The 
merits of automatic surface inspection in manufacturing industries can be summarized 
as follows:
• savings in the labour cost;
• better diagnostic capability;
• avoidance of human error due to fatigue;
• inspection in unfavourable environments;
• possibility of obtaining accurate statistics on the inspection specimens for engineer­
ing decisions;
The most challenging tasks in automatic surface inspection is to identify defects in a 
complex image background such as a textured region. A great deal of work has been 
carried out, but most of the methodologies developed are addressing the problems of 
defect detection on a non-textured or regularly-textured surface. The main obstacles that 
have retarded the progress in this area are that the appearance of random textures is too 
unpredictable and the existing texture descriptors are inadequate to represent it.
1
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(a) (b)
Figure 1.1: (a): Regular texture, (b): Random texture.
In this chapter, Section 1.1 gives definitions of various classes of image texture and 
briefly introduces the main issues concerning image texture analysis. In Section 1.2, 
various types of texture defects are identified. The objectives and the achievements of 
this thesis are given in Section 1.3 and 1.4. Finally, the outline of the thesis is given in 
Section 1.5.
1.1 D e f in in g  T e x tu re
Texture is an innate property of virtually all surfaces -  the grain of wood, the weave 
of fabric, the pattern of crops in fields, etc. In image analysis terms, texture refers to a 
local image context, describing the local properties of the primitive elements and spatial 
organisation of the primitive elements. The spatial organization may be random, may 
have a pairwise dependence of one primitive on a neighbouring primitive, or may have a 
dependence of n primitives at a time. The dependence may be structural, probabilistic, or 
functional. An image texture which has a repetition of primitive elements or has a very 
simple structural dependence between primitive elements is generally known as regular 
texture. An example is shown in figure (1.1a). An image with probabilistic dependence 
or formulation for which the spatial relationship between primitives is not deterministic, 
is generally known as random texture. An example is shown in figure (1.1b).
Texture can be further classified as microtexture and macrotexture ; When the texture
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primitives are small in size and the spatial interactions between primitives are random 
and constrained to be very local, the resulting texture is a microtexture. When the 
texture primitives are large and have their own distinct shape, the texture becomes a 
macrotexture.
Image texture can be qualitatively evaluated as having one or more local properties 
such as fineness, coarseness, smoothness, granulation, randomness, etc. Each of these 
qualities or features translates into some property of primitives and the spatial interaction 
between them. Over the years, it has been generally agreed that the main issues of concern 
in texture analysis are:
® texture classification: Assigning the image texture to a particular class, each of 
which is represented by a small number of features derived from an appropriate 
training image.
• texture segmentation: Grouping one or more regions which have similar region 
properties together.
These two problems are usually solved by means of texture feature extraction, followed 
by pattern recognition techniques. However, in order to have a more reliable texture 
representation for texture classification, one tends to use a larger window to compute 
the texture features, but at the expense of a reduction in the precision of the boundary 
between regions for texture segmentation. This trade-off highlights the potential conflict 
when the same texture features are used for both classification and segmentation. The 
problem is more acute for statistical texture descriptors such as the co-occurrence matrix 
where reliable texture features can only be obtained in a large window, say 16x16 or larger.
1 .2  D e f i n i n g  T e x tu re  I m p e r fe c t i o n  o r  D e f e c t
Irrespective of whether a texture is regular or random, in image terms it is characterized 
by local variations in pixel grey-level values. These normal variations render the problem 
of texture defect detection extremely difficult as defects are also occur in the form of 
grey level changes. Even if their pattern differs from the normal pixel variation, defect 
detection involves more than a pixel comparison.
Generally speaking, texture imperfections can be classified into three categories: geo­
metrical defects, intensity or colour defects and a mixture[l] of both as shown in figure
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Figure 1.2: Typical examples for various classes of texture defect.
(1.2). A geometrical defect is a distortion which results from a spatial rearrangement of 
pixel values and does not considerably change the local gray level histogram. Therefore, 
a geometrical imperfection is not detectable by simply computing a set of local first order 
statistical features in the vicinity of the imperfection. An imperfection which involves a 
considerable change in the local intensity or colour is called an intensity or colour defect. 
In principle, all intensity imperfections can be detected by locally histogramming the 
image intensity, but the histogram may not be sensitive to the defects in some cases. For 
colour defects, the defective area may be easily identified by the human visual system in 
the colour image rather than in the gray level image as shown in figure (1.3). Therefore, 
in Chapter 4, a novel algorithm based on chromatic and structural texture information is 
developed to tackle the problems in colour defects and geometrical defects.
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Figure 1.3: Note that the human visual system can identified this type of texture 
defects more easily in the colour image rather than in the gray level image.
Further, texture imperfections can be classified according to their extent: localised ones 
which have been called compact by Chetverikov [1], versus extended ones which may be 
narrow in one dimension but may be quite extended in the other dimension in relation to 
the size of the inspected surface. A traditional per pixel classification technique [4] based 
on gray level values may be used to deal with the detection of defective patches when 
their size is large enough for the definition of the necessary features. But such a method 
may not be appropriate for the detection of cracks, for example. A crack on a textured 
surface could be too thin to be considered as a separate texture patch or a class by itself 
using gray level values.
1 .3  O b je c t iv e s  o f  T h is  T h e s is
As mentioned earlier, automatic surface inspection has been brought to the forefront of 
research in machine vision due to the rapid growth in manufacturing industries. With the 
advances in computer technology and sensing devices, many inspection techniques have 
been successfully developed. For example, two common approaches used in the industry 
for crack detection are the following: The first one is limited to metallic surfaces only. 
Eddy currents induced in the inspected surface are measured. If the surface has a crack 
this shows in the measured value. The wider the crack, the smaller the eddy current. The
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second method relies on chemical reactions. The usual practice is to a spray chemical 
onto the inspected surface. This chemical penetrates into the cracks and is revealed by 
reacting with another illuminant chemical. However, these two approaches require some 
degree of human intervention. In order to develop a fully automated surface inspection 
system which operates efficiently in a mass production environment, the most generic 
solution is to exploit image processing and pattern recognition techniques. Therefore, 
this thesis tries to provide some insight on various surface inspection methods based on 
image processing and pattern recognition techniques, and develops a solution to the most 
challenging problem in machine vision, that is detection of defects on a complex textural 
background. Although the chemical reaction procedure can also be incorporated into the 
inspection system to enhance the fault before detection, this is only an addition to the 
system and is beyond the scope of this thesis.
The main obstacle to the solution of the problem of texture defect detection lies in 
the fact that the background texture information is too rich. One can even view this 
background information as correlated noise. Therefore, ordinary blob detection or line 
detection algorithms can not cope with this correlated "background noise". Especially 
in the case of random texture, the information is too random and unpredictable. Even if 
one can find an appropriate model to represent this random texture, the window used 
to estimate the model parameters must be small enough to give good fault localisation. 
This imposes additional constraints on the texture representation model used in texture 
defect detection. In view of all these problems, the aims of this research are summarized 
as follows:
• To review the existing techniques for texture representation and examine their ap­
propriateness for the use in texture defect detection.
• To develop a crack detection algorithm where crack faults can be accurately iden­
tified in random textures, in particular granite images. In addition, the proposed 
algorithm must be able to handle the worst case condition, that is, when the crack 
is only one pixel wide in the acquired image and the detection algorithm must still 
be able to give good fault localisation.
• To develop a texture defect detection algorithm to identify other types of defects in 
random textures, in particular, geometrical defects in granite images.
• To study the feasibility of using chromatic information in defect detection so as to 
develop a new algorithm which can deal with colour defects.
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• To identify prospective directions for future research.
1 .4  A c h ie v e m e n t s
The main achievements of the work reported in the thesis can be summarized as follows:
• A large number of texture analysis techniques has been reviewed and analyzed. 
Following the analysis of their respective advantages and shortcomings, a better 
understanding on how texture characterises surface has led to the use of cojoint 
spatial and spatial frequency representations to model the local information. As 
a result, a novel crack detection algorithm exploiting cojoint spatial and spatial 
frequency representations based on the modified pseudo-Wigner distribution is 
developed.
• The properties of the Wigner distribution and the pseudo-Wigner distribution have 
been investigated. As a result, crack information is found to be best encapsulated 
in the shape of the pseudo Wigner distribution.
• Besides crack detection, a defect detection algorithm which deals with compact or 
regional defects based on texture features derived from the pseudo-Wigner distri­
bution is proposed. The detection results are better than any of the segmentation 
results published in the literature using the Wigner distribution. This further ex­
tends the scope of applicability of the Wigner distribution in texture analysis.
• Motivated by the computational demands of the Wigner-based crack detection 
algorithm, an alternative solution is proposed where a new distribution is developed 
to replace the time-consuming modified pseudo-Wigner distribution and is shown 
to produce comparable results.
• Motivated by the general misconception regarding colour clustering or colour seg­
mentation techniques and the non-linear noise effect in most of the perceptual colour 
spaces, an efficient new colour clustering scheme is proposed to reduce the non- 
linearity noise effect and provide more accurate clustering results. The proposed 
algorithm does not require any prior information regarding the number of clusters 
to be segmented and is based on a uniform colour space. This adds a new dimension 
to the existing colour clustering techniques.
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• By using the proposed new colour clustering scheme, a novel defect detection algo­
rithm based on chromatic and structural information associated with the inspection 
surface is developed. The novel algorithm is capable of identifying colour and struc­
tural texture defects. This research has clearly showed that colour texture analysis 
is a powerful tool for characterising a surface. It could also circumvent difficulties 
in segmentation which have been the main obstacle in computer vision.
1.5  L a y o u t  o f  t h e  T h e s is
The research work presented in this thesis can be divided into three parts:
Texture representation and texture defect detection: An overview. In Chapter 2, 
classical techniques published in the literature over the past two decades in the area of 
texture representation are studied. Their respective advantages and disadvantages and 
their appropriateness as models to be used in texture defect detection are discussed. 
In Chapter 3, various existing texture defect detection algorithms are reviewed. The 
reviewed techniques are divided into two categories, local ones and global ones. In the 
first category are all those techniques where a local description of texture is computed 
from a local window and assigned to either individual pixels or groups of pixels. In 
the second category fall all those techniques where a global transformation of image is 
performed and defects are detected in the transformed image by applying some global 
thresholding.
Texture defect detection based on cojoint spatial and spatial frequency representation.
The main focus of this part of the thesis is on the detection of texture defects in gray 
level random textured images. Two novel algorithms are proposed in Chapters 4 and 
5 which are especially suitable for crack detection. In Chapter 4, a cojoint spatial and 
spatial frequency representation, in particular, the Wigner distribution, is re-examined. 
The motivation of using cojoint representation for crack detection and the properties 
of the Wigner distribution relevant to image processing are discussed. A  novel crack 
detection algorithm based on a modified pseudo-Wigner distribution is presented. The 
windowing characteristics, robustness and the crack detectability of the proposed algo­
rithm are investigated. An attempt is made to use pseudo Wigner distribution to model 
the regional properties of the texture image in order to detect geometrically compact
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defects or regional defects. In Chapter 5, a novel distribution is proposed to replace the 
computationally demanding pseudo Wigner distribution for the case of crack detection.
Texture defect detection based on chromatic and texture information. In this part of 
the thesis (Chapter 6), a defect detection framework based on combined colour texture 
representation is presented. Classical visual colour models, concepts of uniform colour 
space and general colour texture representations are reviewed. In the proposed algorithm, 
a new colour clustering scheme and a set of newly defined structural texture features are 
introduced.
Conclusions. Finally, in Chapter 7, directions of future research are indicated and 
conclusions are drawn.
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Chapter 2 
Approaches to the Representation 
and Analysis of Image Texture
2 .1  I n t r o d u c t io n
It has long been recognised that the human visual system uses texture information as an 
aid in the interpretation and understanding of natural scenes. By analogy, image texture 
is considered by many researchers to play an important role in image analysis. Certainly, 
as far as surface appearance is concerned, texture can describe the properties of virtually 
any physical surface. As we are interested here in automatic surface inspection, our 
first objective is to review how texture characterises a surface. Once a reliable texture 
representation is adopted, we shall address the problem of detecting texture abnormalities 
which would be indicative of surface appearance or prospective defects. Therefore, in this 
chapter, various classical texture descriptors are introduced and discussed. The discussion 
will focus on the basic texture representation principles, their respective advantages and 
disadvantages and their appropriateness as models to be used in a surface inspection 
system. It is reasonable to assume that, in any surface inspection application, it will be 
possible to control the environment in which the images of surfaces to be inspected are 
acquired. Thus, texture variation caused by extrinsic factors such as change in viewpoint, 
lighting, etc. are beyond the scope of this thesis.
Generally, by texture representation we understand a concise description of texture 
appearance and properties. The approaches to texture representation can be divided into 
four main categories:
• Statistical approach;
1 1
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• Structural approach;
• Model based approach;
• Multi-channel spatial filtering approach.
Details and a further subdivision of all these approaches are given in the following 
sections.
2 .2  S ta t is t ic a l  A p p r o a c h
In the statistical approach, texture is globally represented by a set of statistics derived 
from the local image grey-level relationships. These statistics can range from simple first- 
order statistics, such as a histogram, to sophisticated higher-order relationships, such 
as grey level co-occurrence statistics. Generally speaking, the statistical methods are 
more suitable for representing microtexture. The key feature of this approach is the sole 
dependence of the descriptions on inter-pixel properties, with no or limited sensitivity to 
local texture variation; the description does not correspond to any meaningful qualities of 
textural patterns. There is also no obvious relationship between a statistical description 
and visual qualities of patterns. Methods which can be included in the statistical approach 
are reviewed in the following sub-sections.
2.2.1 First-Order Image Model
The first-order statistics of a texture are embodied by the frequency distribution (his­
togram) of the grey-level values of the image and its moments, that is the mean, variance, 
skewness and kurtosis. In general, this family of texture descriptors is not reliable because 
several perceptually distinct textures can share the same first-order statistical descriptors. 
In general, human texture discrimination seems to be more sensitive to second-order or 
higher-order statistics. Gagalowicz [10] suggested that if two texture fields have identical 
the global second-order statistics, and their local second-order statistics correspond to the 
global ones, the human eye can not discriminate between them. But if the texture field is 
not ergodic, local second-order statistics will differ from the global ones. This difference 
is then perceived by the eye and used for discrimination.
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2.2.2 Spatial Grey Level Dependence Matrix (Co-occurrence Matrix)
In terms of second-order statistics, the spatial grey-level dependence matrix is the most 
popular approach in the literature. This matrix is also known as co-occurrence matrix. 
It gives an estimate of the second-order joint conditional probability density function. 
Each element f ( i , j  I d, 9) of the matrix is the estimated probability of finding a pixel with 
grey-level value j  at a separation d, in a direction 9 relative to a pixel with grey level i. In 
other words, it is the number of times each pair of grey levels occurs in the image texture 
at separation d and orientation 9.
If one distinguishes texture directionality modulo it, then 9 and n + 9 (ie. angles that 
differ by 180°) will be treated equally. If the texture is coarse and d is small compared to the 
size of the texture primitives, the pairs of pixels at separation d will usually have similar 
grey-level values. This means a high concentration on or near the diagonal axis of the co­
occurrence matrix. For a fine texture, the grey-level values of the pixel pair should differ 
significantly and the elements of the co-occurrence matrix should be sparsely distributed. 
Haralick et al. [15] had proposed fourteen heuristic features to represent the significant 
variations of the co-occurrence matrix, of which five features are commonly used:
Energy = 5£[/(i,y7d, 0)]2
ij
Entropy = / d,Q)logf(i,j / d,9)
Correlation = YYf -  fu)(j -  g j)f( i,j / d, 9)
w t  V
Homogeneity =
Inertia = U ! d,0)
ij
where fit = gj = ]T\ i f ( i j ,  id, 9) and oy = o) = f f . ( i  -  gdf(i,j, Id, 9) because the Co-occurrence 
matrix is symmetric.
This approach has the advantage that values in the co-occurrence matrix depend 
not only on the coarseness or fineness of the image texture, but also on the brightness 
and the contrast. However, the spatial gray level dependence matrix is then sensitive 
to histogram stretching. At a large separation d, individual pixels tend to be weakly 
correlated, and the resulting statistics are noisy [25]. If gray levels are compared between 
local neighbourhoods rather than individual pixels, this effect is eliminated.
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However, co-occurrence matrix methods suffer from two disadvantages: a large vol­
ume of data must be processed, and the heuristic features are arbitrary. To improve the 
computational efficiency, requantising the image into an smaller number of grey levels is 
often adopted to reduce the dimensionality of the matrix and to decrease computational 
requirements. The number of grey levels is chosen so as to minimise the impact on clas­
sification accuracy. Alternatively, Weszka et a l [25] suggested the use of absolute grey 
level difference to create a histogram, and proposed that features should be computed 
from this histogram analogous to those used with the full co-occurrence matrices. They 
showed that the empirical classification accuracy is comparable with that achieved using 
features defined from the full co-occurrence matrix. The advantage of the former tech­
niques is that it offers a considerable computational saving. Conners and Harlow (1980) 
suggested that this apparent equality might reflect the inability of common co-occurrence 
features to capture all the information present in the matrix.
2.2.3 Co-occurrence Histogram
A method proposed by Unser [24] suggests that the usual co-occurrence matrix can be 
replaced by its associated sum and difference histograms estimated directly from the 
image. This method does not require as much memory as the co-occurrence matrix. He 
showed that the sum and difference of two random variables of a stationary process with 
the same variance are decorrelated, and that they define the principle axes of their joint 
second-order probability function. Therefore, the use of sum and difference histograms 
as an approximation of the joint probability function is justified.
Unser proposed another set of heuristic features defined from these histograms that 
can be estimated for different relative displacements. Nine out of the fourteen features 
suggested are identical to those proposed earlier by Haralick [15]. He also noted that 
the sum and difference histograms estimated from the image should be equalised to 32 
equiprobable gray levels. This is to reduce the sensitivity to lighting and to guarantee that 
first-order statistics are not taken into account in discrimination. Empirical classification 
results reported [24] suggest that Unser's histogram features were almost as accurate as 
the features defined from the full co-occurrence matrices, confirming the inefficiency of 
the latter. However, these global histogram measures do not contain any local texture 
information. Therefore, the method can never be used to derive texture descriptors for 
automatic surface inspection.
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2.2.4 Grey Level Run Length
A Grey Level Run is a set of linearly adjacent image pixels having the same gray level 
value. The length of the run is the number of adjacent pixels with the same grey-level 
value, the grey level run length matrix p(i,j) specifies the number of times the image 
texture contains a run of length j ,  in a given direction, consisting of pixels having a grey- 
level value i or lying in a band of grey-level values centered at i. This matrix can be 
computed in four principal directions. Various features can be computed, with the most 
common features being:
A variation of this method was introduced by Galloway [11] to improve the compu­
tational efficiency by grouping the gray level values in the image texture into various 
groups. However, this grey level run length method was found to be less powerful than 
the co-occurrence matrix method by Conners and Harlow [4].
2.2.5 Autocorrelation
The autocorrelation function is essentially the Fourier transform of the power spectrum. It 
conveys two types of texture information: ie. coarseness and periodicity. The coarseness 
information is revealed by the slope near the origin. For a coarse texture, the slope decays 
very slowly with increase in pixel shifting [14]. The periodicity information is revealed 
by the presence and location of the peaks in the autocorrelation function if the texture 
primitives are regular in size and placement. In general, any texture descriptors which 
can measure the periodicity of the texture primitives accurately will be suitable for defect
Run length nonuniformity
Gray nonuniformity
Run percentage
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identification.
2 .3  S tr u c tu ra l A p p r o a c h
The structural approach assumes that a set of texture primitives can be easily identified. It 
then defines the texture as a combination of such primitives by means of some placement 
rules or grammars that either limit the number of possible arrangements of the primitives 
or, in a simple case, sufficiently describe the spatial arrangements between the primitives. 
More often these approaches are used to describe a more regular texture, where the 
primitives are of regular size and shape and have a precise spatial arrangement, for 
example, the weaving patterns in fabrics. Generally, primitives are characterized by 
their curvature, edges, connectivity, size, shape, etc. in these approaches. Once the 
primitives have been constructed, some topological information, such as which is adjacent 
to which, which can be grouped to form a larger group, etc. can be extracted. Thus, a 
hierarchical structure description can be formulated. Alternatively, both the primitives 
and their placement rule may be characterized statistically. Although the majority of 
texture descriptors in the literature are based on the statistical approach, the structural 
models can be at least as powerful as the statistical models.
Consider a subpattern that consists of a single pixel. It is obvious that its characteristics 
and placement rules can be designed so as to make the resulting model identical to any 
given statistical model. Moreover, primitives or sub-patterns of the natural textures are 
likely to have more than one pixel. Therefore, structural models could be more powerful. 
The only difficulty which retards the applicability of this approach is the practicability of 
extraction of texture primitives and formulation of placement rules. In what follows, the 
classical structural models are discussed.
2.3.1 Syntactic Grammar Method
Quite often, a regular image texture is constituted by a set of primitive elements, each 
primitive element being interpreted as a symbol permissible in some grammar. A gram­
mar is a set of rules or syntax for the generation of subgraphs or sentences from the given 
symbols. Various subgraphs or sentences can be further joined using tree grammars or 
higher dimensional grammars [12] to form graphs. This is a non-stochastic syntactic 
model where the texture primitives under consideration are equally likely to occur. In
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practice, in some natural textured materials such as wood, some of their texture primi­
tives may occur more frequently than others and certain primitive variations may be more 
likely than others. In such a case, probabilities can be assigned to the grammatical rules 
in a way that reflects prior likelihood of the classes and the individual sentences in them. 
Stochastic decision theory can then be employed to make the final assignment of each 
string into a pattern class. However, employing this stochastic grammar approach in tex­
ture recognition is almost impossible due to the difficulties in formulating the grammars 
for natural image textures.
2.3.2 Generalised Co-occurrence Matrix
In a structural model, the spatial arrangement of primitives may be approximated by a 
second-order probability density function proposed by Davis [7], known as Generalised 
Co-occurrence Matrix (GCM). This method is a generalisation of the co-occurrence matrix 
method which describes neither the textures directly in terms of the shape and spatial 
arrangement of the texture primitives nor the spatial distribution of intensity. Rather, 
it describes the spatial arrangement of local image features, such as edges and lines. 
Heuristic features similar to those based on co-occurrence matrices are proposed and 
an empirical study by Davis et al. [6] suggests that they could lead to more accurate 
classification than the one offered by the co-occurrence matrix method.
2.3.3 Analysis by Synthesis Methods
In the model proposed by Zucker[27], natural textures are regarded as the result of some 
transformation of an appropriate highly ordered ideal texture. This ideal unobservable 
texture is generated by combining local primitives such as vertices, crosses, squares, 
polygons, etc. in a perfectly ordered manner. Zucker believes that the transformation 
rules can be defined from a representation of an ideal texture onto the representation of 
the natural texture. A method of generating this syntactic texture could contribute to 
more powerful methods of analysing natural textures.
Matsuyama et al. [20] proposed the use of regularity vectors to describe the spatial 
arrangement of texture primitives. A regularity vector is defined as a relative positional 
vector which appears quite often in an arrangement of texture primitives. A simple 
clustering method is used to separate different relative positional vectors. All relative 
vectors in the same cluster are then represented by a regularity vector which is an element
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with large population in the cluster. The orientation and period of the placement rules are 
then governed by these regularity vectors. It has been suggested that the arrangement of 
texture primitives may also be formalised in a hierarchical order by means of regularity 
vectors. However, this method is only applicable to regularly textured images.
2.3.4 Fourier Power Spectrum Analysis
In texture representation, the use of spectral information alone can be quite effective. 
One of the advantages of exploiting the local power spectrum is its translation invari­
ance within homogeneously textured regions. Besides, typical noise processes tend to 
dramatically alter local spatial intensity while having relatively uniform representation 
in spatial frequency. Hence, frequency domain measures should be less sensitive to such 
noise processes than spatial domain measures. Important pioneering work was reported 
by Lendaris et a/.(1970). They extracted the ring features and the wedge features in the 
spatial frequency domain by integrating the total energy of the texture components whose 
spatial frequencies fall within a ring and within a directional wedge respectively. Texture 
features such as coarseness, regularity and directionality can then be derived from these 
ring and wedge features. Alternatively, Bajcsy et al. [2] [3] divide the image texture into 
sub-images and express the power spectrum of each sub-image in terms of polar coor­
dinates. They integrate over the radius and angle to obtain two ID functions. Blob-like 
textures tend to have peaks in the power spectrum as a function of radius. Directional 
textures tend to have peaks in the power spectrum as a function of angle. The location 
of peaks in these functions indicates texture gradients.
However, the fundamental problems with power spectrum analysis is the computa­
tional accuracy and computational complexity. For a texture study, in particular texture 
defect detection, accurate power spectra must be computed from small image segments. 
In this case, the 2D Fourier analysis cannot provide sufficient accuracy as Fourier analysis 
is accurate only with a large number of pixels, as follows from the uncertainty principle
[5] [9]. Moreover, spurious frequency components may be introduced into the power spec­
trum if the sampling is not properly carried out, and it may also lead to spurious results 
because local information could be jumbled together in the spatial frequency domain.
2.4: Model-Based Approaches Page 19
2 .4  M o d e l - B a s e d  A p p r o a c h e s
Model based approaches currently used in texture analysis can be divided into two main 
categories: random field models and fractal models. In this section, we shall briefly 
discuss their basic principles.
2.4.1 Random Field Model
The image texture in this model is usually described as a multivariate probability dis­
tribution. Within a chosen family of distribution functions, each texture class may be 
described by an appropriate set of parameters. The commonly used random field models 
are autoregressive models, Gaussian Markov field models and Gibbs-Markov Random 
field models. Autoregressive models are a subset of time series models which describe 
the linear dependence of a pixel on its neighborhood [8]. They are simple to compute but 
fail to capture the structure of natural texture. Gaussian Markov Random field models 
assume that the texture field is Gaussian distributed and satisfies a Markovian property 
with respect to some neighborhood system. The probability distribution of the Gibbs- 
Markov Random field model can be specified early in terms of a normalised exponential 
energy function defined in terms of potentials associated with the state configurations of 
the variables in local neighborhoods.
In general, ergodicity of the random field modelling the image texture is assumed. 
However, the ergodicity assumption does not always hold. We can only describe and 
analyse the expected behaviour predicted by stochastic modelling, which gives a proba­
bilistic description.
2.4.2 Fractal Model
An alternative technique to characterize image texture is to measure its fractal dimension. 
This approach was first suggested by Pentland [21] for modeling natural scenes and it is 
also used by Yokoya et al. [26] to analyze natural surface shapes. The fractal dimension is 
essentially a measure of surface roughness. Pentland reported that the fractal dimension 
correlates very well with a human's assessment of surface roughness. This aspect is 
important to consider when one is designing a surface inspection system. Theoretically, 
the fractal dimension defines how jagged or crumpled a surface is. A  fractal dimension 
with a value of two corresponds to a flat plane and a value of three corresponds to
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a volume. The main advantage of using fractal dimension to model the underlying 
image texture lies in the fact that fractal dimension is invariant to scale and invariant 
to linear transformation of data. This is especially important if one needs to model 
some aerial image textures where the scale of the texture primitives associated with the 
image texture is not constant due to the aerial image acquisition system. In terms of 
texture classification accuracy, Kheddache et a l [16] suggested that the use of higher 
order fractal dimension can improve the texture classification accuracy where higher 
order dimension means a composite of the fractal dimension, correlation dimension and 
information dimension. However, the disadvantage of the fractal based approach is that 
it requires a relatively large window to estimate the fractal dimension. Therefore, these 
descriptors are more suitable for texture classification rather than defect identification 
where the fault localisation capability is limited.
2 .5  M u l t i - c h a n n e l  S p a t ia l  F i l t e r in g  A p p r o a c h
A vast amount of evidence indicates that texture discrimination in the human visual 
system is achieved by means of a set of parallel channels, each timed to some specific 
texture features [22] [1] [5]. Each of these channels performs a specific spatial filtering 
operation. Thus the human visual system can be modelled as a bunch of spatial filters. 
This model is a basis of a number of techniques known under the generic term of the 
multi-channel spatial filtering approach. The multi-channel spatial filtering approach is 
mostly relevant to texture segmentation. It is accomplished by convolving the image 
with a set of filters, each of which is tuned to a specific response such as orientation, a 
particular frequency band etc. The filter responses are then recombined to segment the 
image.
For the texture classification problem, the reliability of texture features is directly re­
lated to the localisation of spatial frequency. The frequency bandwidth must be as narrow 
as possible if individual texture features are to be extracted accurately. In texture segmen­
tation, the accuracy of the segment boundaries is of course expressed by the localisation in 
the spatial domain. The tradeoff between these two localisation requirements is governed 
by the uncertainty principle as pointed out by Wilson et al. [13].
The most common families of spatial filters for texture segmentation are the Gabor 
filters, the local Discrete Cosine or Sine transforms and the fan filters. In terms of local­
isation, Gabor filters are proved to offer higher spatial and spatial frequency resolution
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than the other alternatives [9].
2.5.1 Gabor Filters
Generally, a family of Gabor filters of complementary orientation and bandpass charac­
teristics can be generated to cover the spatial frequency domain by varying the half peak 
frequency (octave) and orientation band widths. The complex two-dimensional Gabor 
functions have the general form:
where (x,y)  -  (xcos d0+ysin 0O, -xs in  0o+;ycos 60), Q0 -  tan-1 (v0!u0) is the central orientation 
of the filter and u0,v0 are the spectral components. The real-valued function g(x,y)
is a two-dimensional Gaussian function scaled by the space constants ox and ay along the 
major and minor axes respectively. Since Gabor filters are essentially directional filters, 
the application of Gabor filters is limited to strongly oriented texture features.
2.5.2 Local Discrete Cosine and Sine Filters
Since texture is a local image property, a fruitful approach to texture analysis is to extract 
neighborhood information by means of local filtering. The local linear transforms such 
as discrete cosine (DCT) and discrete sine (DST) transform were proposed by Unser
[23] (1984) to extract the local neighborhood information or local elementary structures. 
These transforms can be viewed as multi-channel filters. They decompose the local 
image structure into some elementary structures which correspond to specific frequency 
bands. The local image properties of a given region can then be characterised by a set 
of "energy features". These include the local second-order moments calculated from the 
filter outputs. This approach is very similar to the method proposed by Laws [17J[18], 
where various filters are convolved with the image texture. Laws concluded that the most 
useful texture features are the sum of the squares or the absolute values of the filtered 
image. However, the main disadvantage of the Laws approach is the heuristic nature of 
the proposed filters.
In [23] Unser reports experimental results indicating that DCT and DST methods are 
reliable and flexible. Their performance is comparable to co-occurrence matrix based
h(x,y) -  g(x,y)exp[2itj(UoX + v<y)] (2.1)
(2.2)
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methods. From the theoretical point of view, local DCT and DST transforms have a better 
discriminatory power than Gabor filters for randomly oriented image texture because the 
response of DCT or DST filters has a more even coverage of the spatial frequency domain. 
The disadvantage of these spatial filters (EXIT or DST) is that they are not tunable and 
therefore cannot be used to capture some specific texture properties.
2.5.3 Gaussian Smoothed Fan Filters
The Gaussian smoothed fan filters(GSF) have similar characteristics to those of the Gabor 
filters [19]. Their central frequencies are tunable and both the frequency and the ori­
entation band widths can be easily adjusted to capture a wide range of texture features. 
The pass-band characteristics of a GSF filter is flatter than that of Gabor filters. With 
different central frequencies and a different orientation bandwidths, the GSF filters can 
be designed in such a way that their spectra can be summed to cover the whole spatial 
frequency plane evenly and completely. This unique property eliminates the problems 
with Gabor filters and DCT filters where by the spectra of Gabor filters are not even and 
complete, and the responses of DCT filters are not tunable.
2 .6  C o n c l u s i o n
The techniques of texture representation and analysis discussed above have been de­
veloped primarily for segmentation of a complex scene into distinct regions or in the 
classification of materials according to their surface appearance. The latter is a process 
in which for a given texture image, each pixel is assigned to one of a finite number of 
surface type classes. In the former process, the image is decomposed into connected 
regions, each of which has a homogeneous texture property so that the partitioning of 
the image is consistent with the human perceptual grouping. Segmentation is the more 
complex task of the two. Adjacent regions should have significantly different values 
of description in relation to the characteristics within a region. When the image texture 
varies unpredictably or the texture primitives are large, feature estimates can be improved 
by extending the area over which they are estimated from, but this reduces the precision 
with which a texture boundary may be localised. This trade-off highlights a potential 
conflict when the same texture features are used for both classification and segmentation.
In automatic surface inspection, one often requires the technique to be robust w.r.t.
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noise and to have a good fault localisation capability. However, the statistical texture 
descriptors discussed above quite often require relatively large image windows to obtain 
reliable statistics and consequently they have a limited fault localisation capability. For 
structural texture representation, most of the techniques developed are only suitable 
for perfectly ideal textures, ie. texture without any distortion and without any local 
variation. They try to synthesise natural textures by means of grammars and placement 
rules. For a very regularly structured texture, the structural approach will give a much 
better localisation accuracy than the statistical approach. But unfortunately, most of the 
natural texture surfaces are not ideal textures.
Model-based texture representation methods, in particular random field models, are 
in general computationally expensive, and their application to surface inspection may 
be hampered by the difficulty in choosing an appropriate neighborhood system, in de­
termining the order of the models and in estimating the model parameters. Especially 
for natural materials such as granites, which are in general quite random, random field 
model based approaches tend to be inappropriate. Although fractal-based models are 
known to be suitable for natural scenes, their application in surface inspection is hindered 
by their fault localisation limitations.
Finally, multi-channel spatial filtering methods such as Gabor filtering also tend to 
provide broad-brush descriptions in terms of spatial frequency features. If texture abnor­
malities have a broad bandwidth, the performance of such filters will be rather constrained 
by its ability to detect faults.
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Chapter 3 
Overview of Current Texture Defect 
Detection Techniques
3 .1  I n t r o d u c t io n
Generally, defect detection in image texture is very application-specific. Different tech­
niques are appropriate for the detection of different types of imperfection in different 
textures. Thus one could attempt to classify them according to the type of imperfection 
they are meant to detect. Alternatively, one may also classify the various techniques 
according to the method employed. In the latter case, techniques can be divided into 
two categories, local ones and global ones. One can classify in the first category all 
those techniques where a local description of texture is computed using for example a 
sliding window, and the texture descriptors are assigned either to individual pixels or to 
groups of pixels within the same window. In the second category fall all those techniques 
where a global transformation of the image is performed and defects are detected in the 
transformed image by applying some global thresholding. Most of the techniques in the 
published literature belong to the first category. Both types of techniques can be used for 
the identification of either extended or compact defects.
Another basis according to which the techniques can be classified is whether they 
involve a training phase, during which the computer learns what both acceptable tex­
ture and defects look like. In the inspection phase, the observed texture description is 
compared with the learned patterns. Alternatively, the inspection system may be trained 
on the acceptable texture only. The image pixels or regions are then classified into two 
classes: non-defective and defective. The pixels of the defective class are identified by
27
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being significantly different, in some property, from the rest. Accordingly, we have local 
methods with training phase, local methods without training phase, global methods with training 
phase and global methods without training phase.
All methods consist of two or three parts depending on whether training is involved.
(a). The training phase. Note this phase may be missing, if it can be replaced by incor­
porating expert knowledge. In the absence of either higher level knowledge or a 
training phase, one identifies the defect as consisting of those pixels which are most 
discrepant from their environment. In such a case, there is always the danger that 
potential defects will be found even in images without any defects, and they need 
to be pruned out by higher level post-processing techniques.
(b). The texture characterization part. The pattern has to be represented in some quan­
titative way which must have the following properties.
• It is easy to compute;
• It represents the underlying texture and all acceptable variations accurately 
and possible uniquely;
• It is sensitive to those changes in the pattern that constitute defects.
(c). The defect detection and defect classification part. This part is effectively the deci­
sion making part. One may only be interested in identifying the defective regions 
without classifying the defects into separate categories. Alternatively, one may be 
interested in the type of each defect. In the latter case, there is usually the need 
for some knowledge to be incorporated either in the form of a library of models of 
possible defects or as a set of rules encapsulating the basic defect characteristics. In 
the former case, the local texture descriptors are compared with the texture descrip­
tors of the training data, and the decision is taken whether there is significant local 
variation or not. In some cases, this decision is taken on the basis of the result of the 
chi-square test; however,in most cases a minimum Mahalanobis distance criterion 
is used.
To cope with a slowly varying background texture, Chetverikov[6,5] proposed an adap­
tive procedure for the identification of significant local variation. His system does not 
include a training phase on the grounds that the acceptable pattern may even itself change 
gradually. His work refers only to the identification stage. He proposes the use of eight
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partially overlapping 3x3 windows, each centered at one of the eight peripheral pixels in 
a 3x3 neighborhood. The eight windows are considered in pairs of opposite locations and 
for each pair the absolute difference between the corresponding features is found. The 
maximum value of the differences between all four pairs is then assigned to the central 
pixel. Thus the difference image is computed. After smoothing with a median filter, the 
difference image is thresholded for the identification of defects.
In what follows we shall examine briefly each of the methods proposed in the literature 
so far, under the various categories.
3 .2  G l o b a l  M e t h o d s
An example of a global technique is the use of the Hough transform for the identification 
of defects like straight scratches. In such a technique, one clearly should know what is 
being looked for and must be able to express the shape of the defect in some parametric 
form such as straight line, circle or ellipse. Another example of a global technique is the 
technique developed by Clark et al. [8] for the detection of small and large imperfections 
in fabrics. Their transformed image contains in each pixel position the product of the 
differences of the gray level values of the pixel and its two neighbours in the horizontal and 
vertical direction displaced by the length of the basic texture periodicity. This periodicity 
is learned during the training session. Any defect which is smaller in size than the texture 
periodicity will be detected by thresholding the transformed image, because its pixel will 
have an abnormally high value. Defects which are greater in size than the basic texture 
pattern can be detected by calculating the average gray level value within a window of 
size equal to the size of the basic texture pattern. A global threshold is then applied to 
isolate the defective patches. This method can only be used for the detection of defects 
on a very regular textured background. Any global variation of the textured image will 
affect the result drastically. Clearly, this is an example of a global technique with training 
phase, while the Hough transform method is an example of a global technique without 
training phase.
Koshimizu et al. [14] have also used a global technique with training for the detection 
of defective lines in textiles. Their method is rather specific as it can only be used to 
detect vertical and horizontal weaving lines which are substantially brighter or darker 
than other lines. The sum of the gray level values of each line in the image is found 
and the mean and standard deviation of the distribution of these values are calculated.
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Any line which has a value that is a certain number of standard deviations away from 
the mean is labeled as a defective line. The number of standard deviations used for the 
thresholding part is defined during the training session of the algorithm. This process is 
applied twice, once for the detection of vertical and once for the detection of horizontal 
defective lines. Clearly, this method is very much application specific.
A much more sophisticated method, which is less application specific, is the one 
developed by Brzakovic et al. [4] Their system, TEX1S, uses a multi-resolution approach 
to locate global discrepancies and subsequently to classify them in various defect classes 
using expert knowledge. The multi-resolution approach consists of the construction of a 
linked pyramid in which a pixel value at a certain level is the weighted sum of the values 
of a block of pixels at the finer level. A set of overlapping blocks of pixels is used so that 
a pixel at a certain level can be associated with four different pixels at the coarser level. 
Thus each pixel carries four possible links, one for each of the four blocks with which it 
could be associated. The more similar the value of the pixel is to the mean value of the 
block, the stronger the link of the pixel to that block. Once the links are propagated to the 
top of the pyramid, the value of each pixel is updated based on the weighted sum of the 
pixel's children, where the strengths of the links are used as weights. New link strengths 
are calculated as the values of the pixels change. This process continues until there is 
no reassignment of link strengths. Links weaker than a certain threshold are severed. A  
pixel with no links at all constitutes a region of its own, while a pixel with more than one 
link is assigned to the block of pixels with which it has the strongest link. This leads to a 
segmentation of the image. Regions smaller than a certain size are identified as possible 
defective patches. These regions are further classified in the appropriate defect class using 
a library of defect models and expert knowledge. The process includes a training stage 
for the determination of the appropriate thresholds and the values of the parameters of 
the defect models.
Another approach which starts by segmenting the image is the one employed by 
Cho et al. [7] for the analysis of images of rough hardwood lumber. Their segmentation 
technique, which is much less sophisticated than the one described above, is based on a 
histogramming method. Their decision module, however, incorporates expert knowledge 
concerning the geometrical properties of the defects they try to identify, and fuzzy logic 
is used for the actual defect identification.
Finally, another example of global detection without training phase, proposed by Rao 
et a l [16, 15], is based on the use of the fractal dimension to estimate the defects in
3.3: Local Methods Page 31
semiconductor wafers. A certain category of these defects consists of abnormally rough 
surfaces. The fractal dimension of a surface is a measure of its roughness. For instance, 
the fractal dimension of a flat plane has a value of 2 and approaching 3 corresponds to a 
highly spiked surface. One of the advantages of using the fractal dimension to estimate 
roughness is that it is invariant to linear transformations of gray level values and to scale 
transformations. However, in terms of locality, it is not very good. This approach is 
clearly appropriate for random textures or disordered textures[15].
For weakly ordered textures, ie. textures which exhibit some degree of orientation, 
one may look for different types of defects: defects in the orientation of the pattern. Such 
defects can be identified using orientation approach by calculating the local orientation 
field and the coherence map of the image. The coherence of the oriented texture pattern 
is a measure for how strongly anisotropic the texture is within a local neighborhood. 
The image is smoothed and the local orientation of the gradient is computed at each 
pixel position. The orientation estimates are smoothed out over a local neighborhood. 
Finally the coherence is estimated at each pixel position as an average of the cosines of 
the orientation differences between the pixel and its neighbors weighted by the gradient 
values. Abnormally low values of coherence indicate the presence of an orientation 
defect.
Generally, texture defect detection is a local process. When one tackles the problems by 
using some global techniques, the process is very application specific. On the other hand, 
if the size of the defective patch is not very small, we can treat the detection as a classical 
image segmentation problem. However, in such cases, any variation of the acceptable 
image texture will be segmented as a separate distinct region. Hence, one needs to employ 
expert knowledge or higher level post processing to prune the acceptable regions and pick 
up only the defective regions.
3 .3  L o c a l  M e t h o d s
The local methods can be further divided into two categories, according to whether the 
texture is characterized by calculating some statistics directly from the gray level values 
of the local region or from a transformed local version of it. We shall refer to the former 
ones as local statistical methods and to the latter ones as local transform methods. Needless 
to say, there are at least as many approaches under each category as texture descriptors, 
but one does not need to go into finer classification.
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3.3.1 Local Statistical Methods
An example of a local statistical method with training is the method used by the ALPS 
system (Automated Lumber Processing system) described by Conners et al. [11,10] The 
image is divided into square sub-images. Each sub-image is processed separately and 
certain grey-level statistics are computed, the mean, variance, skewness and kurtosis as 
well as the co-ocurrence matrix of the gray level values. Features extracted from the 
coocurrence matrix are the inertia, cluster shade, cluster prominence, energy, entropy and 
local homogeneity. These measurements comprise the feature vector which describes 
the square sub-image. The system is trained by using several defect-free patches and 
the distribution of the feature vector is modeled by a multivariate normal distribution. 
The Mahalanobis distance of the feature vector of each sub-image from this distribution 
is calculated, and when it exceeds a certain threshold, the sub-image is classified as 
defective.
Unser et al. [18] used similar features to describe the texture locally, but computed them 
directly from the image using spatial averaging rather then calculating the coocurrence 
matrix first. They restricted themselves to pairwise relations only between a pixel and 
its eight nearest neighbours. These features, augmented by the mean and the standard 
deviation, formed the feature vector associated with each pixel. The mean and standard 
deviation of the feature vector were computed using defect-free samples, and the defec­
tive pixels were identified by calculating the Euclidean distance of the feature vector from 
the mean feature vector weighted by the inverse of the standard deviation of each com­
ponent. The same authors proposed also the local entropy, calculated from the first order 
histogram within a window, as another possible texture feature. The results however 
were not as good as the results obtained when second order statistics were included as 
texture features.
An alternative method of describing textures is a model based approach. Such an 
approach has been proposed by Cohen et al. [9] They use a higher order Gaussian Markov 
Random Field to model the defect-free texture. In such a model the value of each pixel is 
assumed to consist of a noise element plus a value determined in a statistical way by the 
neighbours of the pixel. All the pixels within a radius of three inter-pixel distances from 
the central pixel are considered as neighbours. Several parameters have to be estimated 
for the proper description of the texture, and this was done during the training phase. The 
probability of a pixel having a certain value can be expressed in terms of a set of statistics,
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called sufficient statistics, which can be calculated from the gray level values of the pixel's 
neighbours. The mean and covariance matrix of the distribution of the vector of the 
sufficient statistics are known functions of the model parameters and can be computed 
during the learning phase as well. The test image then is divided into non-overlapping 
windows of size 32x32 or 64x64. Within each window, the vector of the sufficient statistics 
is computed and its Mahalanobis distance is calculated from the known distribution of 
the defect-free vector. When the distance exceeds a certain threshold, the subimage is 
classified as defective. This method was demonstrated on various real fabric samples and 
yielded good results.
The work by Borghesi et al. [3] is an example of a local statistical method without 
training phase, where the defective patch is isolated on the basis of the form of its coocur- 
rence matrix distribution. Their work concerns a system for the automatic inspection of 
pneumatic tyres using the output of an X-ray camera. The problem is to detect abnormal 
cords. It was noted that the coocurrence matrix was zone diagonal when it was calcu­
lated for the directions parallel to the cords. The presence of elements well away from the 
diagonal was a clear indication of defective cords. Although this is an elegant method 
which does not need any training, it is very application specific.
The method proposed by Dinstein et al. [13] for the discrimination of defective patches 
on magnetic disc heads is also without training. The defective patches are homogeneous 
while the defect-free surface is textured. The method consists of the calculation of the 
range of grey-level values within a sliding window and assignment of this number to 
the central pixel. The histogram of the defective heads then becomes bimodal while the 
histogram of the non-defective heads remains monomodal.
Although statistical texture descriptors are widely used by researchers, they need 
quite a large window to compute the features reasonably accurately. Since a texture 
imperfection is a local property, if the defect is much smaller than the window used, 
the statistical features computed may not differ significantly between the defective and 
non-defective subimages. So such approaches are more appropriate for detecting defects 
which are considerably large.
3.3.2 Local Transform Methods
In the context of texture analysis, the first order statistics of the original image are known 
to convey very little information. A better way of characterizing the texture is to rep­
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resent the textured image by a higher order probability density function. For example, 
coocurrence matrices are estimates of the second order joint probability density functions 
of the textured image. However, in practice, it is almost impossible to estimate higher 
order probability density functions unless parametric models are used. An alternative 
way is to perform a linear transformation. After the appropriate transformation, the first 
order probability density of the transformed image will be different from the probabil­
ity density function of the original image. The same statistical measurements now may 
yield some essential information concerning the original image. They can also be viewed 
as a simplified characterization of the unknown multidimensional probability density 
function of the original image projected on different preselected axes in the transform 
domain.
Ade [1] used the Karhunen-Loeve filter-based approach for automatic inspection of 
industrial goods. It is known that when the eigenvectors of the covariance matrix of an 
image are used to transform the image, the transformed image has a diagonal covariance 
matrix. This implies that every pixel of the transformed image conveys information 
uncorrelated to the information conveyed by any other pixel. This method is known as 
the Karhunen-Loeve transform and it is based on the assumption that an image is an 
ergodic random field. The image is scanned by a sliding window. Within the window 
the Karhunen-Loeve transform is computed and the values of the transformed image are 
used as the texture features. For the classification stage, a parallelopiped classifier was 
used. This simply sets upper and lower thresholds to enclose the defect-free region in 
the feature space. Unser et al. [17] used the Karhunen-Loeve filter-based approach as 
well. However, for the classification stage, the Mahalanobis distance was used with the 
appropriate parameters computed during the training stage. Clearly, the Karhunen-Loeve 
features are the optimal features, at least in a statistical sense, for the characterization of 
textures. Their calculation, however, is quite expensive computationally. Ade et al. [2] 
undertook a comparative study of the effectiveness of the various discrete transforms 
(Hadamard, sine, cosine and Karhunen-Loeve) and the Law masks in discriminating 
defects in textiles. The orthogonal transforms appeared to work at least as well as Law's 
masks, with the Karhunen-Loeve being the best, followed by the discrete sine and cosine 
transforms which are considerably faster.
The above approach is general and appropriate for any type of texture. Dewaele et 
al. [12], however, simplified it for the case of regular textures. Indeed, when the texture 
has a well defined periodicity, the filters developed by the Karhunen-Loeve approach are
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sparse. Pre-computation of the texture periodicity can be used to specify the position of 
the non zero elements of the filters and thus speed the whole computation considerably.
A certain type of defect which may appear in semiconductor wafers is a defect in the 
local orientation of texture: points where the local orientation field becomes star-like, 
spiral-like etc. Rao et al. [15] proposed a novel way of identifying such defects. They 
considered that the local orientation field of a texture could be treated like a flow field 
or the phase portrait of a first order differential equation. In that case, one can find the 
fixed points of this flow field and identify them with various types of defects. After 
the orientation field of the image has been computed, the image is scanned by a sliding 
window. Inside each window the coefficient matrix of the differential equation which 
approximates the flow field is estimated and the fixed points, if any, can thus be found. 
This is an example of a local transform method without training phase.
3 .4  C o n c lu s io n
Most of the papers mentioned in the previous sections are concerned with textile in­
spection in which the background texture is regular in nature. The replication of the 
primitives of the textured image is based on some placement rules and any information 
which destroys this regularity is a strong cue to any texture abnormally. On the contrary, 
random textures do not obey any deterministic placement rules and do not exhibit strong 
periodicity, making the detection of flaws in them much more difficult.
Since flaws or scratches only occupy one percent or less of the surface of an object, the 
size of the window in which texture image descriptors are extracted is very important. 
The features to be used must contain as much local information as possible. It follows 
that, for small defects, local methods are more appropriate. For extended defects, however, 
global methods seem to be adequate.
One of the most difficult defects to be detected are thin cracks of irregular shape 
on a stochastic texture background. None of the techniques available in the literature 
can adequately cope with such a problem. Yet there are many materials the surface of 
which must be inspected for such defects during production. Examples include granites, 
marbles and ceramic tiles. In the following chapters, we shall address this particular 
texture inspection problem and present novel inspection procedures which appear to 
offer a robust and feasible solution to it.
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Chapter 4 
Crack Detection Based on Cojoint 
Spatial and Spatial-Frequency 
Representation: Wigner Distribution
4 .1  I n t r o d u c t io n
In the context of textured surface defect detection, most of the methodologies developed 
address the problems of defect detection on a non-textured or regularly textured surface. 
However, the problems in detection of defects on a randomly textured surface, especially 
cracks, have not received much attention. To detect cracks on a textured material as 
shown in figure (4.1), one can model the cracks by the high frequency components in the 
spectral domain, but the problem lies in how to distinguish the cracks from the rest of the 
textons in the frequency spectral domain. For this reason, one may try to use some other 
features that describe the background texture rather than the cracks. However, for a very 
random texture, existing texture descriptors are rather inadequate for the representation.
For textile inspection, for example, replication of the primitives of the textured image 
is based on some placement rules and any information which destroys this regularity is 
a strong cue to the problem. One may use the periodicity information as a feature to 
detect cracks or loose thread (in fabric terms). In contrast, random textures like granite 
for example, do not obey any deterministic placement rules and do not exhibit strong 
periodicity which makes the detection of cracks in them much more difficult. Since 
cracks or scratches usually only occupy one percent or less on the surface of an object, 
the extent of the image texture (window size) analysed for cracks and the resolution of 
the model representation are very important. The features used must contain as much
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Figure 4.1: Granite image with crack fault
local information as possible. Further, inspection systems have to operate in real time 
and one has to consider the computational complexity of any approach adopted. Thus, 
before any elaborate and time-consuming algorithm is developed, one has to consider the 
option of using a simple and easy-to-implement approach. Examples of such candidates 
which convey local information and computationally simple are the approaches based 
on local histogram evaluation. However, it is apparent from figure (4.2) that the local 
histograms computed in 9x9 windows, the positions of which are marked in figure (4.1), 
do not convey any reliable cue of the crack present. Even on the non-crack locations, 
the local histograms seem to be very inconsistent due to the random texture primitives 
placement. Therefore, a much more sophisticated approach has to be considered, and in 
particular one that is characterized by maximal local resolution.
In this chapter, we present an algorithm that uses a modified Wigner model that we 
developed to identify cracks in complex textural backgrounds, regardless of whether 
the inspected surface is randomly or regularly textured. The algorithm decomposes 
the training and testing images into Wigner features and then transforms them into 
an uncorrelated feature space by means of a transformation matrix obtained during the 
training phase. Per pixel classification is then followed to isolate crack pixels and the result 
is further refined by post processing. When detecting other types of defects, satisfactory 
results were obtained by the appropriate modification of the crack detection algorithm.
Since the Wigner distribution is not widely known or used in the field of image 
processing, some discussion regarding the cojoint resolution, aliasing effect and other
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Figure 4.2: (a-d): The local histograms using a 9x9 window computed on location 
l t o 4  of figure 4.1 respectively.
properties of the Wigner distribution will be included. The structure of this chapter is 
as follows: In Section 2, the motivation of using cojoint spatial and spatial frequency 
representation, in particular, the Wigner distribution are given. In Section 3, definitions, 
interpretation and properties of the pseudo Wigner distribution are presented. In Section 
4, a modified pseudo Wigner distribution that we adopted for crack detection is defined. 
The windowing effect and its impact on cojoint resolution are investigated. In Section 5, 
a novel texture crack detection algorithm is presented. We also investigate the robustness 
of the proposed crack detection algorithm and very satisfactory results are shown. In 
Section 6, the results of a comparative study of the pseudo Wigner model and the short
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time Fourier transform are reported. In Section 7, a defect detection algorithm which 
is used to detect other types of defects by means of the pseudo Wigner distribution is 
presented. Finally, the conclusions are drawn in Section 8.
4 .2  M o t iv a t i o n s  f o r  u s in g  C o j o i n t  R e p r e s e n t a t io n
For the past two decades, perceptual and neurophysiological vision researchers have been 
trying to answer the question whether the fundamental representation in the human 
early vision system involves spatial local feature detectors [13] [14] [24] or whether it 
rather resembles a Fourier-like decomposition into spatial frequency components [4] [27]
[19]. Five groups of researchers [22][1][37] [20][18] have independently shown that the 
receptive field profiles of many simple cells (ie. the more narrowly tuned cells in the 
human visual system) have several side bands or fringes and not all of the receptive field 
profiles closely approximate even or odd symmetric functions. Accordingly, Robson et 
a l [34] models predict that cells timed to higher spatial frequencies would have more 
cycles within the patch than cells tuned to lower spatial frequencies. Thus the bandwidth 
of a cell would be inversely proportional to its central spatial frequencies. In other words, 
it is impossible to define a receptive field profile which simultaneously provides sharp 
spatial frequency tuning and fine spatial localization of a signal. However, Gabor [11] 
noted that Gaussian signals provide the best compromise of all waveforms because the 
product of their uncertainty in frequency and time has a minimal value. More recently, 
neurophysiological studies have showed that cortical simple cells have an effective means 
of encoding spatial and spatial frequency visual information in the mammalian visual 
world [9].
In the context of pattern recognition, it is clear that some patterns' signatures can 
be easily segregated in either the spatial or the spatial-frequency domain. Quite often, 
spatial-frequency analysis is preferred because it allows the decomposition of an image 
into individual frequency components and establishes the relative energy of each compo­
nent. In addition, typical noise processes tend to dramatically alter local spatial variation 
of intensity while having relatively uniform representation in the spatial-frequency do­
main. Thus, spatial-frequency domain measures should be less sensitive to such noise 
than spatial domain measures. However, pattern separability will be enhanced by the 
use of a cojoint spatial and spatial-frequency representation when the patterns' signa­
tures have disjoint support regions due to different pattern classes that exist in an image.
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This is especially true for the case of randomly textured images which quite often can be 
regarded as a combination of various sub-patterns. In general, a nearly complete energy 
segregation can be achieved by using cojoint spatial and spatial frequency representation
[16]. Thus cojoint spatial and spatial frequency representation has been brought to the 
forefront of research in vision, and the basic idea is to devise a cojoint function or distri­
bution that describes the energy density or intensity of an image simultaneously in the 
spatial and spatial-frequency domain.
A fast varying image texture is a very good example to illustrate the use of cojoint 
spatial and spatial-frequency representation for texture analysis. Such an image texture 
is intuitively described as having certain frequency components that not only are of 
finite duration but also change as a function of the spatial coordinate. Hence, a cojoint 
spatial and spatial-frequency representation is needed that mathematically describes both 
spatial and spatial-frequency characteristics of the image texture simultaneously. If one 
tries to measure these fast varying characteristics in the spatial-frequency domain, a 
small window is required and such a Fourier analysis is generally referred to as short- 
time Fourier transform or Spectrogram. As a matter of fact, the short-time Fourier 
transform is the basic idea of cojoint spatial and spatial-frequency representation which 
is the standard method for the study of time varying signals in signal processing [23] [30]
[28]. However, according to the uncertainty principle [9] [11], the smaller the window 
used the coarser the frequency resolution will be in the spatial-frequency domain and this 
limits the application of the short time Fourier transform.
Another interesting example that shows the necessity of cojoint representation analysis 
is pattern recognition of music scores. One could view the notes in a piece of music as 
a plot of frequency versus time, where both frequency and time are discretised. The 
musical score evaluated at a fixed time can be thought of as the "local" and "instantaneous 
spectrum" describing the frequency components; ie. the note or chord played at that 
particular time. Clearly, this is a typical cojoint representation.
General spatial and spatial-frequency representation introduced by Cohen [7] defined 
an appropriate class of joint energy representations for the analysis of signal f(p) as:
Ef(x, w; <£) = A y  J j <j>(4, a)f  ^p _  exp(£t - u a -  &)dpd$da (4.1)
where xT =  {xi,x2,. .Xn } is a point in N-dimensional space, uT =  {u\t u2, .. uN}  is a point in
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the N-dimensional angular frequency space, and <&(§, a) is a kernel that, when specified, 
defines a particular member or class of cojoint energy representation and is indepen­
dent of x and u. Depending on the use of different kernel functions, popular cojoint 
representations exist:
• Wigner distribution (WD).
• Spectrogram (short time Fourier transform).
• Gabor power spectrum.
• Difference of Gaussians (DOG).
To determine the kernel of a particular distribution that belongs to the Cohen class, it is 
possible to study its properties as proposed by Claasen and Mecklenbrauker [5]. In terms 
of cojoint resolution in both spatial and spatial frequency domains, Jacobson et al. [16] 
showed that the Gabor power spectrum, the Spectrogram and the DOG spectral represen­
tation are equivalently obtained by smoothing the Wigner distribution with some specific 
kernels. In other words, they are equivalent to a blurred Wigner distribution. From 
another point of view, the Wigner distribution is a non-linear (quadratic) representation. 
The non-linear (quadratic) support region will eliminate or reduce the window trade-off 
problem as compared to the linear transformations. This implies that the Wigner distri­
bution offers in both the spatial and spatial frequency domains simultaneously a higher 
cojoint resolution than the Gabor power, Spectrogram and DOG representations. That is 
why the crack detection algorithm that we developed is based on the Wigner distribution.
4 .3  T h e  W ig n e r  D is t r ib u t io n
The Wigner distribution WD was introduced by Wigner [40] in 1932. It is a cojoint "phase- 
space" representation which has been used in the field of Quantum Mechanics for de­
scribing the relationship between position and momentum of a particle. This distribution 
has been studied and applied with considerable success in many areas of signal analysis 
16] [10] [3] [2]. It is of particular interest for non-stationary signals, that is, for signals that 
at different instances have a different frequency content. However, the extension of the 
one dimensional Wigner distribution function to two dimensions, suggested by Jacobson 
and Wechsler [15], for application in image analysis has not received much attention. In 
the following sections, a definition and interpretation of the Wigner distribution is given,
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and several important properties of Wigner distribution that relate to image analysis are 
discussed.
4.3.1 Definition and Interpretation of the Wigner Distribution
A  two-dimensional Wigner distribution is a cojoint spatial and spatial-frequency non­
linear representation. It can be computed using either the image function f(x,y) or its 
Fourier transform F(u, v).
where [*] is the conjugate operator, u and v are the angular frequencies in the x and y 
directions respectively, a, /3 are some spatial displacement parameters, and £ and £ are 
some frequency displacement parameters.
On the other hand, one can also interpret the Wigner distribution as:
(a). The partial Fourier transform with respect to (a, J3) of a 4-D signal y(x, y, a, J3), where 
y(x,y,a, j3) = / ( * + f , y + § ) / * ( * -  f,y -  f).
(b). The partial inverse Fourier transform with respect to (£» £) of v , £, £) spectral 
function, where y(u, v, £, £) = F(u + §, v + § (u -  §, v -  .
(c). The convolution of a demodulated input image function /(p, a) by an adaptive 
filter where the adaptive filter is dependent on the input image function and the 
convolved output is scaled by the spatial coordinate [x,y].
where p = x + f and cr = y + f .
4.3.2 Properties of the Wigner Distribution
Besides considering its fine cojoint resolution in spatial and spatial-frequency domain, the 
Wigner distribution has the following important properties which make it very attractive
cxp[-j(ua  + vfi))dadp (4.2) 
| ) exp [/(!* + £y)]d£d£ (4.3)
WD(x,y,u,v) m 4 /(p,a)exp[-/(wp + vcr)3
f*(2x -  p,2y -  a) Qxp[-j(up - 2 x  + vo -  2y)]dpdo (4.4)
If0r thjjuse in image processing:
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Pl Symmetry: For f(x, y) real, WD(x, y, u, v) = WD(x, y, -u , -  v)
P2 Real valued: WD(x, y, u, v) = WD*(x, y, u, v)
P3 Instantaneous power: ^  /  f  WD(x, y, u, v)dudv -  |/(x,y)|2
P4 Instantaneous spectral energy density: /  /  WD(x,y, u, v)dxdy -  |F(w, v)|2
P5 Total energy: f  f  WD(x,y, u,v)dudvdxdy = /  /  |/(x,y)\2dxdy
P6 Shift property: If g(x,y) = f(x  -  xoty -  y0)
then WDg(x,y, u, v) = WDf(x - x 0,y -  y0, u, v)
P7 Modulation property: If g(x, y) = f(x, u) exp(ju0x + v0y)
then WDg(x,y, u, v) = WDf (x,y, u -  u0,y -  y0)
P8 Convolution property: if f(x, y) = g(x, y) * h(x, y)
then WDf(x, y, u, v) = WDg(x, y, u, v) * WDh(x,y, u, v)
P9 Windowing property: if f(x, y) = g(x, y)h(x, y)
then WDf (x,y, u, v) = J^WDg(xf y, u, v) * WDh(x, y, u, v)
P10 Finite spatial support: if f(x,y) = 0 for |x,y| > T
then WD(x, y ,«, v) = 0 for \x,y\ > T
P ll Finite spatial-frequency support: if F(u, v) = 0 for |u,v| > Q
then WD(x, y, u, v) = 0 for \u, v| > Q
where * and * are convolution operators in the spatial-frequency and the spatial domain 
respectively.
From properties Pl and P2, the Wigner distribution is showed to be always a real 
valued function unlike the complex Fourier transform, implying that phase information 
of the image function is implicitly encapsulated in the real valued Wigner distribution. 
Properties P3 and P4 show that the projection of the Wigner distribution onto the spatial 
or spatial-frequency domain yields the instantaneous power at that spatial position or 
the instantaneous spectral density at that angular frequency respectively. Since crack 
detection is a local process, we have to extract relevant localised information based on 
some local support region, say a 7x7 window. In figure (4.3a and b), we show both an 
original and a reconstructed sinusoidal image. The reconstructed image is computed from
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Figure 4.3: (a): Syntactic sinusoidal image, (b): Reconstructed image by means of 
7x7 sliding local Wigner distribution.
the 7x7 local Wigner distribution, ie. the instantaneous power of every pixel. Clearly, 
the reconstruction error is hardly noticeable. Therefore, property P3 is very attractive for 
the case of cracks detection. This is because it implies that very localised information in 
the spatial domain can be well represented by a small local support region in the spatial 
frequency domain. Moreover, the energy in the input 2-D signal can be recovered by 
the integral of the Wigner distribution over the entire 4-D domain as shown by property 
P5. Shift and modulation properties P6, P7 imply that shifts in spatial and spatial- 
frequency domains give corresponding shifts in the cojoint distribution. Convolution 
and windowing properties P8, P9 imply that the convolution theorem can also be applied 
to the Wigner distribution where convolution of two signals in the spatial domain equals 
to multiplication in the spatial-frequency domain and vice versa. All these properties 
P6, P7, P8 and P9 are the most attractive properties that encourage the use of Wigner 
distribution in image processing.
The next two properties P10 and P ll are also very useful in image analysis. They state 
that if a signal is bounded in a spatial location or spatial-frequency, then its distribution 
will also be bounded in the same spatial position or spatial-frequency. All these properties 
facilitate image analysis.
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4.3.3 Aliasing Effect on the Wigner Distribution
In the previous section, we only considered the Wigner distribution of a continuous two- 
dimensional signal. To convert an analog distribution to a discrete distribution, a sampled 
version of the analog distribution is defined:
WD(xAT,yAT,u,v) = 4AT1 J2 f((.x  + a)AT, (y + 0)AT)
8»-« 0—«
f  ((x -  a)AT, (y -  p)AT)e-JZ(MxAT+v‘im  (4.5)
It is well known that the sampling frequencies must be greater than twice the
bandwidth f x, f y in the x and y direction respectively, ie. the Nyquist rate.
fs>2fxandfs>2fy (4.6)
However, the exponential term in equation (4.5) differs from the ordinary DFT by a 
factor of two. Sampling the image function in the spatial domain will cause the Wigner 
distribution to be periodically replicated in the frequency domain at a rate of ^
WD(xAT, yAT, u,v) = Y  Y  WD (* ’?>u ~  v ”  (4-7)
rpz—oo #r=— «
and the sampling constraint becomes f s > 4f x, f s > 4f y im ping that the sampling rate 
is twice the Nyquist rate. The Wigner distribution of the image function is sampled at 
double resolution (4p) instead of the normal sampling interval (AT) of the DFT. Hence, 
the image must be oversampled so that AT is two times smaller than the normal case 
to avoid aliasing. However, AT is one unit pixel, therefore, for a given image, 4 times as 
many pixels are needed to compute the discrete Wigner distribution than are needed to 
compute the DFT. Nevertheless, we can still sample the image at the ordinary sampling 
rate (Ax, Ay) with a low pass filter to minimise aliasing. Alternatively, we can interpolate 
pixel samples to have alias-free distribution.
However, in the case of crack detection, we do not want to low pass filter the image. 
This is because the local information that is associated with the crack pixels is essential 
and low pass filtering the image will remove crack information. We also want to avoid 
interpolating the image to provide more samples, as calculating a Wigner distribution is
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very computationally cumbersome and expensive. Further more, one should note that 
the crack detection algorithm that we develop is training based, so the aliasing effect on 
the Wigner distribution is learnt during the training phase. Therefore, the multiplicative 
constant of value 2 in the exponential term of equation (4.5) will not be considered in this 
section. This modification has been suggested in [33] and the resulting transform referred 
to as pseudo Wigner distribution (vie next section). This means that the image function 
will be sampled at a normal sampling rate (Ax, Ay) so that a faster version of the Wigner 
distribution can be calculated using Fast Fourier Transform (FFT) techniques.
4.3.4 Pseudo Wigner Distribution
In practice, it is almost impossible to compute the Wigner distribution from a two- 
dimensional discrete signal due to the infinite summation boundaries shown in equation 
(4.5). Thus, the Wigner distribution can only be evaluated analytically. However, an 
estimate of the integral numerically can be obtained by weighting the input signal with a 
spatial limit function, a so called windowing function H(x,y) with the property that H(x,y) 
vanishes for |x,y| > T. Thus, the windowed version of the 2-D signal /(x,y) is given b y :
ft(x, y) = f(x,y) H(x - x hy -  yO (4.8)
where [xi,yi] give the spatial position of the window. According to property P9, multipli­
cation of two signals in the spatial domain equals to convolution in the spatial-frequency 
domain. Therefore, for each window position [xi,yi], the Wigner distribution of the 
windowed 2-D signal is given by:
WDt(x,y, u, v) = ^ WDf(x,y, u, v) * WDh(x - x u y - y u u, v)
~ TtP 1 1  WDf(x’ y’ a’ P) WDh(x -X i , y  - y u u -  a,v -  p)dad(3 (4.9)
If we consider only a particular Wigner distribution where x = Xi,y = yi and the window 
is symmetrically located around [x,y], the Wigner distribution in this case is given by:
PWD,(x, y,u,v) = /  J  WDf(x, y,a, 0) WDh(0,0 , u - a , v - / 3 )  dadp (4.10)
I
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Such a windowed version of the Wigner distribution is known as the pseudo Wigner 
distribution PWD.
Martin et al. [21] introduced an improved approximation of the smoothed pseudo- 
Wigner distribution. They claimed that this version of the pseudo Wigner distribution 
smoothes the spectral variation by incorporating two windowing functions, the 2D ex­
tension [31] of which is defined as:
N N M M
PWD(x,y,p,q) ■ 4 ^  Y  Y  Y  80’,s)f(x + r+  a,y + s + fi)
a = - Nf i = - N r=—M s=—M
■ f ’ ( x + r  — a,y + s — ff)exp & * £ * & )  (4.11)
Note that in equation (4.11), p and q are not angular spatial frequencies but instead they 
have values
p,q = 0,± l,..,±Af,
and
Q = 2N+1,
and H(a,(3) and g(r,s) are windowing functions. The first window H(a, p) is designed 
to reduce the undesired effects of aliasing and Gibbs phenomenon due to sampling and 
truncation. The second window g(r, s) is for allowing local averaging to reduce the spectral 
variances. This local smoothing window is normally chosen to be a symmetric simple 
rectangular data window defined as:
g(r-s ) = w r w  (412)
where r and s are integers and the value outside the (2M  +1) x (2M + 1) region is zero. 
Therefore, the (2N + 1) x (IN  + 1) VSTigner spectrum is a spatial/spatial-frequency repre­
sentation of a larger neighborhood. In other words, if M  and N  are equal to 3 in equation 
(4.11), the result of applying the pseudo Wigner transform to a central pixel of a subimage 
say 13x13, is a 7x7 frequency spectrum which represents the frequency content for the 
subimage centered at that pixel. In what follows, we shall modify the pseudo Wigner 
distribution to make it more suitable for crack detection.
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4 .4  M o d i f i e d  P s e u d o  W ig n e r  D is t r ib u t i o n  f o r  C r a c k s  D e t e c t io n
In general, a randomly textured image can be regarded as a two dimensional non- 
stationary random process. The extraction of localised information such as the detection 
of a defect, is a difficult task. For a non stationary random process, for which the second 
order statistics and frequency content change over space, a modeling with the Wigner 
distribution which reflects the spatial variation of the spectral content and the second 
order statistics would be more appropriate. Experiments in the following section show 
that crack features are encapsulated by the general shape of the local Wigner spectrum. 
Smoothing of spatial frequency information using local averaging window g(r, s) as pro­
posed by Martin et al. [21] is inappropriate. Therefore, the local averaging window is not 
used in our pseudo Wigner distribution. Besides, in order to capture the general shape 
of the local spectrum, the local Wigner spectral components are normalised by their cor­
responding dc components. The pseudo Wigner distribution that we propose for crack 
detection is thus given as follows:
N N
4 E  ^ Z m a ,m x + a , y  + P ) r ( x - a . y - p )
a=—N p=—N
■ exp jpW D (x,y,0 ,0) (4.13)
where
p , q - 0,± l,..,±iV,
Q = 2N+1,
The windowing function H(a, j3) appearing in equation (4.13) is used to eliminate or 
reduce the undesirable effects of aliasing and Gibbs phenomenon due to sampling and 
truncation. Therefore, such a windowing function in the Fourier domain should be 
a reasonable approximation of an impulse (delta) function with compromise between 
making the width of the delta function as small as possible and the amplitude of the ripple 
side lobes as small as possible. A prolate spheroidal wave function which is optimal in 
spectral energy within a specific bandwidth is the best candidate [36]. However, Kaiser
[17] has shown that in the one dimensional case, the prolate spheroidal wave function 
may be well approximated by the modified Bessel function of zero order, appropriately 
scaled. It is nearly optimal and much easier to compute than the prolate spheroidal wave
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function. Henceforth, following Wechsler [16], the H(a, J3) windowing function in the 
pseudo Wigner distribution (4.13) is chosen to be a Kaiser window and expressed as:
U r l i - d f l M / . f r l i - t t J * ] '  , %
m J )  = - - ■ m — ' - w r - 1  (414)
(4.15)
where
= E  F tt
i=o L
and -N  < k ,l < N
with ( IN  + 1) x ( IN  + 1) being the size of the kernel which is zero outside this region. 
y is the parameter that governs the trade off between the main lobe width and the side 
lobe ripple amplitude of the spectrum. Typical values of y are in the range 4 < y < 9. 
The appropriate size of the Kaiser window to be used for crack detection, the windowing 
effect and the impact of dropping the local averaging window on crack detection are 
discussed and verified in the following section.
4.4.1 Windowing Analysis
One of the most common problems in image processing is the windowing problem, 
whereby the trade off between signal and spectral domain resolutions is determined by 
the size of the window. Since the pseudo Wigner distribution function is an approximation 
of a continuous Wigner distribution function, the appropriateness and the size of the 
windowing function is to be considered. In this section, we investigate the effects of the 
size of the Kaiser window that appears in the pseudo Wigner distribution function (4.13) 
and its impact on the cojoint resolution. More specifically, with the help of a very simple 
image function, we shall investigate the following points:
• The relationship between the Wigner and the pseudo Wigner spectra of an image.
• The variability of the pseudo Wigner distribution spectrum with the position in the 
image and how this is affected by the window size.
• Assuming that there is a defective line in the image, the effect of window size has on 
the dissimilarity between the spectra of the defective and the non defective pixels.
• The effect of local averaging window and its appropriateness for crack detection.
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Figure 4.4: Sinusoidal image with a period 
of eight pixels, with peak to peak value 255.
For brevity, the modified pseudo Wigner distribution function will be denoted as PWD 
and will be referred to simply as Wigner distribution. The term pseudo Wigner will only 
be used in case we want to distinguish between the Wigner and the pseudo-Wigner 
distributions. Further, the spectral components in the pseudo-Wigner spectrum will be 
referred to as the Wigner features. We start by considering a simple two dimensional 
sinusoidal image of infinite extent, with a periodicity of eight pixels and peak to peak 
amplitude of 255 (figure 4.4). Let /  be the image function defined. Then for each pixel 
position [x,y], we have
f(x, y) = a (1 + sintOoX) (4.16)
where a is a constant and (0o = 2n / 8.
The Wigner transform of this sinusoidal image as defined by equation (4.16) and 
computed using equation (4.2) without the factor 2, is given by :
WD(x,y, u, v) = a2 1 — i  cos 2co0x 8(u, v) +
a2 sin Q)0x [6(u -  f a, v) + 8(u + f 0, v)] +
— (5(u + 2 /., v) + 6(« — 2/„, v)] (4.17)4
where 8(u,v) is the Dirac delta function in the frequency domain and f Q —
Since the image function is effectively one dimensional, we shall concentrate on a slice 
of the image and plot the various pseudo Wigner spectra and Wigner spectra for pixels 
along the same line and for a fixed value of u. In figure (4.5a), we show the comparison 
between the pseudo Wigner distribution and the Wigner distribution. The left panel
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(a) (b)
Figure 4.5: (a): Normalised pseudo Wigner spectra computed by using a 55x55
Kaiser window, (b): Impulse Wigner spectra calculated by equation (4.17).
shows the pseudo Wigner spectra computed at locations along the horizontal axis of 
figure (4.4). Eight spectra (one for each pixel in one period of the signal) are plotted one 
on top of the other to illustrate their variability from one spatial location to the next. The 
continuous line shows the spectrum from a point on the peak of the sinusoidal intensity 
pattern, and the second largest dotted line is from a point on the troff between peaks. 
Notice that the second largest 'spectra' line of figure (4.5a) shows the greatest variability, 
ie. positive and negative. This agrees with the theoretical result (without windowing) 
plotted in the right panel where double arrows show the sudden change of sign of the 
corresponding spectra components. Figures (4.6,4.8-4.10,4.12,4.14 and 4.15) show plots 
similar to the one in the left panel. The effect of local averaging on the pseudo Wigner 
distribution will be illustrated later in this section.
The size of the Kaiser window in the pseudo Wigner distribution is also one of the 
important factors to be considered. In figure (4.6), the effect of different sizes of the 
Kaiser window is shown. All spectra have been calculated for the same pixel in the image 
corresponding to a zero crossing point of the sinusoidal image. Clearly, the larger the 
Kaiser window, the more the spectrum resembles the Wigner spectrum given by equation 
(4.17). It was determined experimentally that the size of the Kaiser window should 
be approximately 3.5 times the basic periodicity of the underlying image so that the 
cross product interference is reasonably low and the cojoint resolution is not significantly 
reduced.
Suppose now that there was a fault line in this image. The question is which window 
size is more appropriate for detecting this line defect. Figure (4.7) shows the same artificial
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Figure 4.6: Normalised Wigner spectra at 
a zero crossing point of the sinusoidal im­
age computed by using various sizes of Kaiser 
windows with the absence of the local averag­
ing window.
image as figure (4.4) with a defective line drawn in the middle of the 6th white stripe and 
figure (4.8) shows the Wigner spectra computed from figure (4.7), at the various locations 
along a horizontal line in the image with window sizes 7x7,15x15,21x21,35x35 and 55x55 
respectively. The dark line in each panel is the spectrum of the defective pixel. From 
figure (4.8a), we can observe that due to the effect of cross term frequency interference 
which results from the sine term in equation (4.17), the Wigner spectrum of the defective 
pixel can not be distinguished easily from the other spectra. On the other hand, a 15x15 
window seems to have a better discriminatory power in isolating defective pixels. We 
repeated the same experiment with similar images with periods of 16,24,32 and 44 pixels.
In all cases, the cross term frequency interference for the 7x7 window caused a large 
variation in the defect-free spectra, and the 15x15 window was the best window for 
discriminating the defective pixels. However, when we reduced the peak to peak value 
of the sinusoidal image and repeated the same experiment, we found that the best window 
size was 7x7. Figure (4.9) is similar to figure (4.8) but computed for an image with peak to 
peak amplitude 100 instead of 255. The 7x7 window remained the best for discriminating 
defective spectra even when the image periodicity changed to 16,24,32 and 44 pixels. To 
understand this behaviour, we computed the ID Wigner spectra of the pixels along a step
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Figure 4.7: Sinusoidal image with a defective 
line along the 6th white stripe.
edge with gray level value changing suddenly from A to B. To simplify the computation, 
we ignore the smoothing and Kaiser windows.
Let u(x) be a step function given by:
u(x)
■ {
A i fx>  0 
B i fx<0. (4.18)
where x is the pixel's position and A > B. The Wigner transform of the step function u(x) 
is then given by :
WD(x, to) = J  u(x+ a)u(x — a)e~Jmada (4.19)
The values of this function for x = 0 and for x < 0 and x > 0, say x = 0 and x =± 1 are:
WD(0,fi)> = ABS((o)
WD(\,(o) = AB8((o) + 2A(A -£)sinc(o>) 
WD(—\,(o) = AB8((o) -  2A(A -  R)sinc(a))
(4.20)
(4.21)
(4.22)
From the above equations, one can see that if the contrast (A -  B) of the step function 
becomes very high, the difference between the spectra at x =± 1 will be maximal. The 
negative spectral components on the side lobes in equation (4.22) can be comparatively 
high. Henceforth, for high contrast step function, one may need a larger window so that 
higher spectral components (less violently varying spectral components) can be taken into 
consideration. The sinusoidal image with small period shown in figure (4.7), resembles
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(a) (b)
(c) (d) (e)
Figure 4.8: (a to e). Normalised Wigner spectra computed from the sinusoidal image (fig. 
4.7) by using 7x7,15x15,21x21,35x35 and 55x55 Kaiser window respectively. The lines 
with the solid circles show the Wigner spectrum computed on a fault location in the image. 
Note that the Wigner spectrum can be well approximated by using a 55x55 window, but the 
15x15 window gives a better discriminatory power in identifying cracks.
closely a step edge and that is why a 15x15 window is best for high contrast while a 7x7 
window is adequate when the peak to peak contrast reduces as in figure (4.9). The above 
simple calculation was confirmed experimentally by computing the spectra along a step 
edge using a Kaiser window of size 7x7. The spectra just before the edge and just after 
the edge show the most variation and the results are shown in figure (4.10).
In general, real images do not usually exhibit sharp contrast variations and we expect 
the 7x7 window to be the most appropriate for the discrimination of defects. Indeed, 
we repeated the experiment on a set of Brodatz textures and some fabric images. Figure
(4.11) shows one of the images that we tested and its spectra computed along a horizontal 
line through the image for various window sizes are shown in Figure (4.12). It is obvious
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(e)
Figure 4.9: (a to e). Wigner spectra computed by using a 7x7,15x15/21x21,35x35 and 
55x55 Kaiser window. Note that these spectra are computed from the same sinusoidal image 
as in figure (4.7) with a peak to peak amplitude of 100, unlike the other sinusoidal images 
shown in this chapter, with a peak to peak amplitude of 255. Obviously, we can observe that 
the 7x7 window offers better discriminatory power in isolating cracks.
that the 7x7 window has a better discriminatory power than the others.
When the window size is larger than 15x15, the Wigner spectrum of the defective pixel 
becomes almost indistinguishable from the adjacent spectra. In other words, the smearing 
effect becomes more significant. If the edge contrast of the primitives in a textured image 
is too high, we need higher spectral components to detect defects and a 15x15 window is 
adequate. Moreover, there are ways to eliminate the cross term interference as suggested 
by Qian et. al. [29]. One should also note that not all the features (spectral components) 
have the same discriminatory power. In figure (4.13) we plot the discriminatory power of 
each feature for the image of figure (4.11) and the same window sizes depicted in figure
(4.12). The discriminatory power is defined as the absolute distance of each defective
Ma
gni
tud
e 
res
pon
se 
of 
PW
D
4.4: Modified Pseudo Wigner Distribution for Cracks Detection Page 59
(a) <b) (c)
Figure 4.10: (a to c) are the Wigner spectra computed along three different step edges. The 
gray level variation of the step edges are 20 to 240,100 to 200 and 100 to 150 respectively. 
The abrupt gray level transition is between pixel number 30 and 31. Clearly, we can observe 
that the Wigner spectra are sensitive to high contrast step edges.
spectral component from the mean of the corresponding defect-free component measured 
in units of the relevant standard deviation. Since all spectra have been normalised to have 
unit direct component, the direct component is omitted from this plot. Further, we take 
advantage of the symmetry of the spectra and plot only half of the components. This figure 
shows clearly not only which window is the best, but also which spectral components 
have the maximal discriminatory power.
Next we examine the effect of the smoothing window. Figures (4.14a, b) show the 
Wigner spectra computed from the non-defective sinusoidal image of figure(4,4) by using 
a 35x35 Kaiser window and 5x5 and 13x13 smoothing windows respectively. Clearly, the 
effect of the smoothing window is to reduce the variability of the Wigner spectra. Figures 
(4.15a to e) show the spectra along the horizontal line through the defective random 
textured image of figure(4.11), calculated using a 7x7 Kaiser window and 3x3, 5x5 and 
9x9 smoothing windows respectively. It is obvious that the larger the local averaging 
window, the lower the discriminatory power in isolating the defective pixel becomes. 
Henceforth, for the case of crack detection, the smoothing window will not be used in the 
calculation of the Wigner distribution.
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Figure 4.11: Randomly textured image with a defective line in it.
(a) 0>)
(C) (d) (e)
Figure 4.12: (a to e). Normalised Wigner spectra computed from a random textured image 
(fig. 4.11) by using a 7x7,15x15,21x21,35x35,55x55 Kaiser window respectively. Lines 
with solid circles show the Wigner spectra computed on a fault location. Note that in sub­
figure (a), the Wigner model that uses a 7x7 window has a better discriminatory power in 
identifying cracks.
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Figure 4.13: This figure illustrates the discriminatory power of each feature com­
puted for various window sizes. The vertical axis is the absolute difference between 
the spectral component of the spectrum of the defective pixel and the mean of the 
corresponding components of the defect-free spectra, divided by the corresponding 
standard deviation.
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(a) (b)
Figure 4.14: (a to b) Wigner spectra computed from the sinusoidal image (fig. 4.4) by 
using a 35x35 Kaiser window and 5x5 and 13x13 smoothing windows respectively. 
Note that when the smoothing window becomes larger, the variability of the spectrum 
is reduced and there is less information encapsulated in the spectrum.
(a) (b) (c)
Figure 4.15: (a to c) Wigner spectra computed from the random textured image (fig. 4.9) 
by using a 7x7 Kaiser window and 3x3,5x5, 9x9 local averaging windows respectively. 
Note that the discriminatory power in identifying cracks is diminishing when larger local 
averaging window is employed.
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4 .5  T e x tu re  C r a c k  D e t e c t io n  A lg o r i t h m
The crack detector that we propose is able to detect cracks on random or regular textural 
backgrounds. The schematic diagram of the algorithm is given in figure (4.16). Basically, 
it consists of three parts:
• System training for the learning of the underlying texture.
• Analysis of the test image and calculation of the Mahalanobis distance map.
• Postprocessing to isolate the crack pixels.
Figure 4.16: The schematic diagram of the crack detection algorithm.
In the training stage, the pseudo Wigner spectrum at each pixel position of a defect-free 
image is calculated. Each local Wigner spectrum is normalised to have unit dc spectral 
component as it was shown previously by equation (4.13). In other words, the absolute 
magnitudes of the spectral components are not used as in many other cases [39] [8]. This 
is because it was noticed that the information needed for the detection of cracks was 
best encapsulated by the general shape of the spectrum and not necessarily by the exact 
value of each Wigner spectral component (This is clearly illustrated in figures 4.8,4.9 and 
4.12). The Wigner distribution is a real function and the phase information is implicitly 
encapsulated in the negative parts of the spectrum. Therefore, we do not lose much phase 
information after normalisation. The normalised amplitude of each spectral component 
is then considered as our local texture feature and only half of those features need to 
be retained due to symmetry. Generally, defective pixels can be isolated in the feature
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space by using some sort of distance measure from the distribution of the pixels of the 
underlying texture. The Mahalanobis distance seems to be appropriate. However, when 
the covariance matrix of the distribution was computed, it was found to be singular, an 
indication that the features used were not independent. It became obvious, therefore, 
that a new set of features needed to be computed such that the covariance matrix in the 
feature space was invertible.
Let us denote by /  the local feature vector associated with each pixel of the defect-free 
image and Z the covariance matrix of their distribution. We can diagonalize Z by writing:
Z = U A U r (4.23)
where U is the matrix made up from the eigenvectors of Z used as columns, UT is its 
transpose and A is a diagonal matrix of the eigenvalues of Z arranged in the descending 
order of their magnitude along its diagonal. Suppose now that we retain only the m 
largest eigenvalues and we set the rest to zero. The corresponding transformation matrix 
U  then will consist of the corresponding m  eigenvectors only.
We can thus define new feature vectors f  assigned to each pixel by using the linear 
transformation matrix UT:
f = U Tf  (4.24)
The new feature vector f consists of m  components only which are uncorrelated with each 
other and encapsulate the most important features of the distribution.
In the second stage, the local texture features were computed from the test image as 
described in the training phase. In the new feature space with the reduced dimensionality, 
we use the Mahalanobis distance to measure the distance of each pixel of the test image 
from the cluster of pixels of the training image. The new covariance matrix of the 
distribution is the truncated matrix A. Thus we can create a residual map of the test 
image which contains the Mahalanobis distance of each pixel from the distribution of 
the defect-free image in the feature space. Let d be the Mahalanobis distance function 
defined. Then for each pixel location [i,j], we have
dij = | C -  M j f A - %  -  Mj)| (4.25)
where M-f is the transformed mean feature vector of the underlying texture. Clearly, pix­
els with large distance measures are potential crack pixels. One could simply threshold
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the distance map to isolate the defective pixels. This, however does not create a very 
clean output and in some applications, one may require to identify the crack lines accu­
rately. Henceforth, we describe two kinds of algorithms that can be employed in the post 
processing stage, ie. probabilistic relaxation and optimal line filtering.
4.5.1 Probabilistic Relaxation Labelling
The first postprocessing method is the probabilistic relaxation labelling. We assume we 
have two possible labels for each pixel: crack and non crack, and a probability measure 
for each label expressing how confident we are in its correctness. The basic idea of the 
algorithm is to make use of contextual information conveyed by the eight neighboring 
pixels to iteratively update the label probability distribution in each pixel location until 
convergence to a consistent assignment of labels is achieved [35]. Obviously, an iterative 
process ought to start with some initial label probability. In this case, the magnitude 
response of the Mahalanobis distance map at each pixel position is scaled to become the 
initial probability that the particular pixel is a crack pixel.
Pm<Ai = to) = Pie, = <a|x,j)
= -----% - / * K  (4.26)maXyjXy}
where K  is some weighing factor that controls the convergence,1 x,y is the Mahalanobis 
distance at pixel [i,j], 0,y is the label of pixel [ij], co is the label "crack" and / * ( 0 ,y  = (o\xij) is 
the probability of pixel [ij] to be a crack given the value of its Mahalanobis distance in 
feature space. We then update the initial probability of the labels according to :
i) = (427)
where P(k\&ij = A) denotes the probability for the label A to be assigned to pixel % at the k / 
iteration, 12 denotes a set of all possible labels and <2W(% = A) is a function expressing the 
support given to the assignment of label A to pixel 0,y from the neighboring pixels at the 
kth iteration. The form of the support function is important because this greatly influences 
the convergence of the iterative process [42]. In what follows, we shall represent with 
/J, the set of all neighbors which influence the label of pixel [itj] and with XPum the label 
assigned to pixel 0jm at the k± permissible label combination which assigns label A to the
:Its value was chosen by trial and error in the range between 0.8-0.9. This value accentuates the difference 
between the residue values of pixels so that not all of them are near 1 and allows the algorithm to converge.
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Figure 4.17: The 41 set of permissible labels configurations
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central pixel Then, the support function that we used [12] is given by:
c t x  % = * )  = S {n 9 ^ $  }•-*•'-*■'■■
(4.28)
where (% = A, Qst = A£, V(st) e /J) is the kth permissible label combination for pixel [/,/] 
and its neighbors tm, in the context conveying neighborhood. P(% = A, 0st = A£, V(sr) e /J) 
is the joint prior probability of the particular set of labeling to occur, p(6tm = A,*m) is the 
prior probability of label A*m for object tm and Z(A) is the number of all permissible label 
combinations in which the central pixel is labeled as A.
In the dictionary based approach adopted here, the joint prior probability P(% = A, =
AV(sf )  e /J) is computed using a dictionary of possible label configurations. If the size 
of the context conveying neighborhood is restricted to the eight nearest neighbors of the
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pixel, we have a total of 41 possible configurations of labels as shown in figure (4.17). 
These constitute the dictionary we shall use. This dictionary is small in comparison to the 
181 items dictionary used by Hancock et. al.[12] in their edge labeling algorithm. This is 
because they had five possible labels for each pixel, while we have only two. The prior 
probability p for a pixel to have a certain label A is computed from the dictionary by using 
the formula:
= K .)  -  0  (4.29)
where is the number of configurations in the dictionary in which the particular position 
im has label A and Zr is the total number of configurations in the dictionary. The prior 
probability P(% = A, Qxm - A£m, V(«m) e /J) is equal to 1 /41, given the assumption that each 
dictionary item is equally likely, in order not to favor any particular configuration.
By recursively combining the evidence from the context conveying neighborhood, we 
improve the estimate of the label probabilities. Since the algorithm is recursive, we are 
actually updating the label probabilities by drawing evidence from the global contextual 
information of the entire distance map. After eight to ten iterations, equilibrium state 
is reached, at which the label probability of each pixel in the Mahalanobis distance map 
has a value of 0 or 1. However, noisy pixels could have a high distance measure in the 
Mahalanobis distance map and fragmented line segments may be formed after relaxation.
Therefore, a line segment removal operator is incorporated in the relaxation algorithm to
2
remove short line segments. In figure (4.18), we show our test images. They are taken 
from the Brodatz album and cracks of random shape, one pixel wide and with arbitrary 
intensity values are superimposed. The results of applying this crack detection algorithm 
with the probability relaxation labelling for postprocessing are shown in figure (4.19). 
Clearly, the results shown are very promising.
2and the corresponding residue maps.
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Figure 4.18: (a-f) are test images from the Brodatz album, (h-l) are the residual 
maps computed from the above test images respectively.
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Figure 4.19: Cracks extracted for the images of fig. (4-18a-f) by using the crack 
detection algorithm with probabilistic relaxation labelling as postprocessing.
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4.5.2 Optimal Line Filtering
The second method is the optimal line filtering approach. Given the assumptions that 
cracks are mostly generated due to sudden exertion of an external force or material 
fatigue, the crack features embedded in the Mahalanobis map should have a dominant 
orientation, that is, horizontal or vertical, instead of becoming spiral in shape. We can 
then convolve the Mahalanobis distance map with a line filter in the direction normal to 
the basic orientation of the linear features. The orientation is estimated by comparing 
variances of responses computed from the distance map in the horizontal and vertical 
directions. Obviously, the direction that has the smallest variance is the basic orientation 
of the linear features.
The line filter that we used [26] is a one dimensional directional filter which detects 
lines. All linear features with widths within a factor of 2 of the width of the feature for 
which the filter is optimal can be detected. The filter parameters are designed optimally by 
modelling the intensity profile of the linear features in the Mahalanobis distance map and 
maximising a composite performance criterion [26]. Hysteresis thresholding is applied 
to the filter output. The results of applying the crack detection algorithm with optimal 
line filtering as the postprocessing on textured images shown in figure (4.18), are shown 
in figure (4.20).
The above presented results concern artificial cracks that are slightly darker than the 
average grey level value of the underlying texture. We experimented also with cracks 
which are slightly brighter than the mean grey value and it turned out that our algorithm 
works best for the darker cracks. This is due to the normalisation we perform to the spectra 
by dividing with the dc component; A low dc component (darker background) tends to 
accentuate the variability between the defect-free spectra from one location to the next and 
thus decreases the discriminatory power of each spectral component. We obtained very 
good quality results for brighter cracks by reversing the polarity of the image. Knowing 
when to reverse the polarity and when not is not a problem as cracks usually tend to be 
either darker or brighter than the background depending on the material. On granite for 
example, the cracks tend to be brighter, so for best results the polarity of the image should 
be reversed from the beginning. In figures (4.21, 4.22 and 4.23), a granite image with 
a real crack and the crack detection results using optimal line filtering and probabilistic 
relaxation as post processing are shown respectively.
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Figure 4.20: Cracks extracted for the images of fig. (4-18a-f) by using the crack 
detection algorithm with optimal line filtering as post processing.
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Figure 4.21: A granite image with a real crack on it.
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Figure 4.22: Crack detection result using optimal line filtering as post processing.
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Figure 4.23: Crack detection result using probabilistic relaxation as post processing.
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4.5.3 Results Evaluation
The crack detection algorithm uses probability relaxation or line filtering for postprocess­
ing. To evaluate the performance of the algorithm, three types of performance criteria 
are used: noisiness, detectability and a combined measure called figure of merit. The nois­
iness and the detectability are the percentage of incorrectly detected pixels and correctly 
detected pixels respectively over the total number of crack pixels. Obviously, the best 
process is the one which has maximal detectability and minimal noisiness. Henceforth, 
the ratio of the detectability over noisiness which is called figure of merit is used to provide 
information about the performance of each approach. From Table 1, we can observe that 
the crack detection algorithm with optimal line filtering as post processing has a much 
lower noisiness rating than the probabilistic relaxation algorithm. However, in terms 
of detectability, the probabilistic relaxation algorithm has performed slightly better than 
the optimal line filtering algorithm. The probabilistic relaxation algorithm is an iterative 
process and more computationally expensive than the filtering. In addition, the trade off 
between detectability and noisiness will become very obvious, if the test image has very 
faint cracks on it. The crack features extracted will be very noisy and optimal line filtering 
as post processing will be the best choice.
Performance Postprocessing
Images
Bread Paper Pigskin TxtlO Txt9 Wood
Noisiness
Prob. relaxation 40.1% 13.4% 10.0% 20.23% 19.27% 9.5% |
Line filtering 1.17% 7.82% 1.76% 2.02% 12.8% 5.03%
Detectability
Prob. relaxation 71.55% 74.86% 84.71% 87.86% 79.51% 77.65%
Line filtering 71.26% 70.67% 71.47% 70.81% 64.53% 71.23%
Figure of Merit
Prob. relaxation 1.78 5.59 8.47 4.34 4.13 8.17
Line filtering 60.9 9.04 40.6 35.05 5.04 14.2
Table 1: Performance evaluation of the crack detection algorithm.
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(b)
Figure 4.24: (a): Syntactic image, (b): thresholded residual map.
4.5.4 Robustness
In the preceding sections, we have shown that the crack detection algorithm that we 
developed is capable of detecting cracks on natural textured images. For wider or strip of 
defects such as loose threads in fabric images, it is interesting to investigate whether the 
crack detection algorithm can pick up such abnormalities. In figure (4.25), fabric images 
with loose threads are shown. In this case, a 15x15 sliding window is used to compute 
the local Wigner features and the thresholded outputs (residual maps) of the algorithm 
are shown in figure (4.26). From the results, one can clearly see that all the defects are 
correctly identified. In addition, we would like to investigate whether the crack detection 
algorithm can pick up discontinuity between different texture regions instead of crack 
lines. This experiment is conducted by using a syntactic image shown in figure (4.24a) 
where there is some discontinuity between inner and outer texture regions. In figure 
(4.24b), we show the result of the thresholded residual map. Clearly, the discontinuity 
boundaries between different texture regions are accurately detected.
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Figure 4.25: Original fabric images.
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Figure 4.26: The thresholded residual maps computed from figure (425) respectively.
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4 .6  P s e u d o  W ig n e r  D is t r ib u t i o n  v e r s u s  S h o r t  T im e  F o u r ie r  T ra n s ­
f o r m
As mentioned in Section 4.2, in terms of cojoint resolution, Wechsler [38] has shown that 
the Spectrogram, ie. magnitude square of the short time Fourier transform has a lower 
cojoint resolution than the Wigner distribution. However, for the pseudo Wigner model 
used in crack detection algorithm, it is necessary to investigate whether it still has this 
property and performs better than the short time Fourier transform.
The Fourier based crack detector algorithm investigated here is similar to the Wigner 
based crack detector, the only difference is instead of calculating the Wigner spectra, we 
calculate the short time Fourier spectra given by:
Fxj(u, v) = Y  2  f { + r>y + s H^(r>5) exp(-/(MX + yy» (4.30)
r s
where H(r,s) is the same Kaiser windowing function used in the pseudo Wigner distribu­
tion and f(x,y) is the image function in the window centered at pixel [x,y]. For simplicity, 
a defective line is created and superimposed onto the sinusoidal image as shown in 
figure(4.27a). Note that the defective line is hardly visible and has only a slight difference 
in gray level value from the original image. In figures (4.27b and c), results from the 
Wigner based and Fourier based cracks detectors without postprocessing are shown re­
spectively. Clearly, on the Wigner based Mahalanobis distance map, a very distinct peak 
response can be seen while on the Fourier based Mahalanobis distance map, responses 
are spread into a region of six pixels wide. Maximal response of the Wgner based crack 
detector is detected on the exact fault location and the maximal response of the Fourier 
approach is detected two pixels away from the exact location. Clearly, this is because the 
pseudo Wgner distribution that we use for crack detection has a higher cojoint resolution 
in spatial and spatial frequency domain.
In figure (4.28a), we show a Wgner spectrum computed from a defective pixel in 
the sinusoidal image (figure 4.27a) and its horizontal neighboring spectra. We observe 
that the Wgner spectrum of the defective pixel deviates from its neighboring spectra 
distinctly. On the contrary, the short time Fourier spectrum of the defective line in figure 
(4.28b) is situated among its neighboring spectra. Hence, we have enough evidence to say 
that the pseudo Wigner based crack detector that we developed is better than the short 
time Fourier based crack detector in terms of locality and discriminatory power. More 
importantly, for the case of random textured images, cojoint resolution is more crucial and
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will affect the quality of the crack detection results drastically. Therefore, we conclude 
that the pseudo Wigner model is more suitable for crack detection.
(a) (b) (c)
Figure 4.27: (a): A defective line is superimposed vertically on the sinusoidal image, (b): 
Mahalanobis distance map computed by the Wigner based approach, (c): Mahalanobis 
distance map computed by the Fourier approach.
(a) (b)
Figure 4.28: (a): Wigner spectra, (b): short time Fourier spectra. Note that lines with 
filled circles are the spectra computed on the fault location and the lines with hollow circles 
are spectra computed if the fault is not present in the sinusoidal image (figure 4.7). Clearly, 
the Wigner model has better discriminatory power than the Fourier model
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4 .7  D e t e c t io n  o f  o t h e r  T e x tu re  D e fe c t s
For the case of detecting large defects, extracting localised information as in the previous 
experiments is inappropriate. Therefore, an attempt is made to use the pseudo Wigner 
distribution to model the region properties of the textured image and thus extract such 
defects. The schematic diagram of the defect detection algorithm that we propose to solve 
this problem is given in figure (4.29).
The defect detection algorithm consists essentially of two stages: the first stage (train­
ing stage) is where the system is trained on training images or image regions which are 
void of defects. The second stage (defect identification stage) is where the system is ana­
lyzing the given image for the presence of any defects, as well as detecting their locations 
in the image. In both stages, a 7x7 sliding window is used to compute the local Wigner 
spectrum of each pixel given by equation (4.13) without any normalisation. Each corre­
sponding pixel's Wigner spectral components are then grouped together to form stacks 
of spectral component images as shown in figure (4.29). The texture features used to 
describe the image texture are then specified by the local variance calculated on a sliding 
macro window WxW on each spectral component image and expressed as
Wt2 W/2
*(x,>).,.= +  E  E  [PWD(x + a ,y  + *, uv) -  PWD(x.y.u. v)] (4.31)
o— W/2 b ~ -W /2
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where k(x, y)KV is the local variance of the local support region WxW  for spectral component 
image (u, v) and this value is assigned to the central pixel [x,y] of the local support region. 
The PWD{x,y, u,v) denotes the corresponding local averaging over the local support region 
expressed by:
Wf2 W/2
PWD(x,y,u,v) = I  J 2  E  (4.32)
a = -W /2 b = -W /2
In other words, each pixel in the training and testing images is represented by a texture 
feature vector where the kth component of the vector is the local variance of the kth spectral 
component image. Defect identification is then carried out by means of thresholding the 
Mahalanobis distance map where the mean and covariance of the texture features are 
inferred during the training phase. To test the algorithm, experiments are carried out by 
generating some artificial defects as shown in figure (4.30) where different type of textures 
are superimposed on the top left hand region of each image respectively. The shape of the 
defective area is a slanted "cross" and the bottom right hand square of the image is then 
used for training. From figure (4.31), we can observe that the defect detection results are 
quite encouraging, except the detection result shown in figure (4.31 d) which is very noisy. 
This is because the training image that we used is too small as shown in figure (4.30) and 
the primitive placements for that particular texture are quite random. The performance 
of the algorithm could be improved if a larger training image was available. Moreover, 
the size of the window used to compute the local Wigner features should be larger than 
the primitive of the texture in order to fully capture the texture region's properties. But 
this will increase the size of the stack for the spectral component images. As this approach 
tends to be extremely computationally intensive and its performance is not superior to 
that obtained with simple texture representations [25], we shall not pursue the Wigner 
distribution approach in the context of compact defect detection any further.
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(a) (b)
(c) (d) (e)
(f) <g> (h)
Figure 4.30: Syntactic defective images are generated where the defective areas are 
shown on the top left hand region as a slanted "cross" in each image respectively. The 
bottom right hand squares are used for training.
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Figure 4.31: The thresholded Mahalanobis maps computed from figure (430) re­
spectively.
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4 .8  C o n c lu s io n
In this chapter, a novel algorithm based on the pseudo Wigner distribution has been 
described to solve the problem of crack detection in complex textural backgrounds. Some 
general windowing characteristics of the pseudo Wigner distribution and their effect on 
crack detection have been discussed. It was found that the local crack information was best 
encapsulated in the general shape of the spectrum, and the window which must be used 
depends on the contrast of the texture primitives. In addition, the classic pseudo Wigner 
distribution was shown to be inappropriate for crack detection due to the incorporation of 
the local averaging window. The new pseudo Wigner distribution that we developed was 
shown to have a better discriminatory power in identifying cracks. Comparative study 
has also verified that the new pseudo Wigner model has better discriminatory power and 
locality on crack detection than the short time Fourier transform.
Various experiments such as detecting loose threads on fabric images and detecting 
discontinuity between texture regions using the Wigner based crack detection algorithm 
have demonstrated its robustness. All these experiments as shown previously have 
produced very satisfactory results. However, the Wigner crack detection algorithm is 
specifically tuned to pick up localised information, and for detecting other texture defects 
such as compact defects as shown in figure (4.31) is inappropriate.
To solve the problem of compact defect detection, we proposed another algorithm 
which decomposed the Wigner spectral components into various spectral component 
images and extracted the texture features by estimating their local variance. The proposed 
algorithm produced very encouraging results. We observed that the performance of the 
algorithm was very much better than the segmentation results published by Wechsler 
and Reed et al. and Zhu at al. [33] [32] [41] using Wigner distribution. Using Wigner 
distribution, they had only succeeded to segment very simple grid images, our method 
achieved respectable results on complex image textures. However, the computational 
complexity of the algorithm which is its main disadvantage that limits its application.
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Chapter 5 
Crack Detection Based on a New 
Distribution
5.1  I n t r o d u c t io n
In the preceding chapter, very good results of a crack detection algorithm based on the 
pseudo Wigner distribution were shown. Effectively, the pseudo Wigner distribution that 
we used for crack detection consists of the Fourier transformation of a non-linear function 
of the image function. Taking the Fourier transformation of such a function, especially for 
an odd size window, is computationally expensive. Besides, images are digital functions 
and it seems more natural to express them in terms of a set of orthogonal functions, 
for example the Walsh functions, which are binary rather than in terms of the complex 
exponentials of the Fourier transformation. Moreover, Walsh transformation has been 
proved to bea useful tool in image analysis and pattern recognition [4][8J[2][1]. Motivated 
by this consideration, a novel distribution which consists of the Walsh transformation of 
the same non-linear function of the image function as the one considered for the Wigner 
spectrum is proposed.
The main focus in this chapter is the efficiency of the proposed algorithm in terms of 
speed as compared to the pseudo Wigner based crack detection algorithm. The structure 
of the chapter is as follows: In Section 2, theory and definition of the Walsh functions 
are given. In Section 3, the crack detection algorithm based on the new distribution is 
presented. Experimental results, noise sensitivity and timing evaluations are given in 
Section 4. Finally, conclusions are drawn in Section 5.
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5.2  T h e  W a ls h  f u n c t i o n
The Walsh functions were defined by Walsh [9] in 1923. These functions form infinite 
sets of periodic orthogonal square-wave functions which takes values +1 and — 1. The 
Walsh functions can be ordered by the number of zero crossing they have (since their 
value swings between +1 and -1). This number is called the sequency of the functions, 
and it is useful to arrange the set of functions in increasing order of the sequency number. 
When we analyse a function in terms of Walsh functions, the transformed components 
are known as sequency components.
There are various definitions one may use for defining the orthogonal set of Walsh 
functions. The most straightforward definition is in terms of the Hadamard matrix [3], 
which is an orthogonal array made up from ± 1. Since Walsh functions can be derived 
from the Hadamard matrix, the corresponding transform is sometimes referred to as the 
Walsh-Hadamard transform. The only difference is the order of the sequency components. 
Due to orthonormality, a normalised NxN Walsh-Hadamard matrix H should satisfy the 
relation:
HHt = I (5.1)
where T is the transpose operator. The lower dimension of orthogonal Walsh-Hadamard 
matrix is the 2x2 Walsh-Hadamard matrix given b y :
H ,= 1 11 -1 (5.2)
It is known that the matrix
n -
H_n i_ Hn  
~Hn~ '~-Hn (5.3)
is a Walsh-Hadamard matrix of size 2N where N is the dimension of the matrix. The 
functions formed by the rows of the Walsh-Hadamard matrix are the orthogonal set of 
Walsh functions. The order by which the Walsh functions are defined by this method is 
called Hadamard order. This is different from the sequency order in which the Walsh 
functions are ordered according to their number of zero crossings. For example, an 8x8
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Walsh-Hadamard matrix is given below, with the sequency order of each row marked 
next to it.
Sequency 
0 
7
3
4 
1 
6 
2
5
(5.4)
5.2.1 The Walsh Image Transformation
Let us assume that the given image function is defined by f(i,j) where [i,j] is the pixel 
coordinate and the size of the image N x N is a power of 2. The Walsh function of the 
image can be written as:
N  AT
W(p, q) = Y  E /< * ' 0 WAL(*,p) WAL(7, q)
fc=1 /=!
(5.5)
where 1 < p <  N and 1 < q < N, and WAL(k,q) is the qth element of the kth order Walsh 
function.
In order to characterize the sequency content of an image locally, a running local 
window centered at the pixel of interest is used to compute the Walsh transformation of 
the windowed image. However, a window with a center is an odd size window, and the 
Walsh functions are defined over a grid of size some power of two. There are two ways 
to deal with this problem: One is to use an even size window and assign the computed 
transformation to one of the four central window pixels, chosen always by the same 
convention, say the top left of the four pixels. In that case the transformation is slightly 
lopsided, and the sequency content of the image at location [i,j] is given by:
M M M
Ki,j,p,?) = E E ^ ’ + i “ T  -1 J  + 1 -
M 1) WAL(£,p) WAL(/, q) (5.6)
*=i i=i
where M is a power of 2 integer, typically M = 8, corresponding to the size of the adopted 
window, and the above relation is clearly not defined in a boundary strip of width M 12 
pixels around the image.
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Alternatively, one may use an odd size window and calculate the Walsh transformation 
for the central pixel by using the image values at the points in between the pixels. In other 
words, one creates first an auxiliary image consisting of pixels residing in the locations 
between the true pixels and having values given by:
1 1
g(i>j) = 7 E E ^ ' +r’7 + s) (5.7)
H) 0
defined for 1 < i < N -  1 and 1 < j < N ~  1, and then compute the Walsh transformation 
using these values. In that case, the sequency content of the image at location [i,j] is given 
by:
W M 1 ,  i /
h'GJ.P,?) = £  £  + * - -  - 1J + / - T  - i) WAL W A L t t (5.8)
where M  is defined earlier. Clearly, this definition involves some degree of smoothing 
which may or may not be desirable. One may try to be more sophisticated and properly 
interpolate the pixel values to derive the values at the mid pixel locations, but we did not 
find such an approach necessary. Therefore, in the experiments, the definition given by 
equation (5.6) is used for the bench marks results produced.
5.3  C r a c k  D e t e c t io n  B a s e d  o n  t h e  N e w  D is t r ib u t i o n
The new distribution or new transformation that we developed which is an extension to 
the above definition is given by:
2( i , j ,P ,q )=  £  £  /(< +  k,j + l) f ( i  - k + \ , j - l + \ ) W A L ( k + Y - tP) W A L ( l + Y g ) (5.9)
It is effectively a Walsh transformation of a non-linear function of the image. Due 
to the symmetry property of the non-linear function, the new distribution in Hadamard 
order has half of its elements zero. The table below shows schematically function z(itj , p , q) 
for fixed (i, j) and M  = 8. The non-zero elements of this array are sequentially numbered 
for displaying purposes.
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X i 0 0 * 2 0 *3 * 4 0
0 *5 * 6 0 * 7 0 0 * 8
0 *9 *1 0 0 *11 0 0 *1 2
*1 3 0 0 *1 4 0 *1 5 *1 6 0
0 *1 7 *1 8 0 *1 9 0 0 *2 0
*21 0 0 *2 2 0 *23 *2 4 0
*2 5 0 0 *2 6 0 *2 7 *2 8 0
0 *2 9 *3 0 0 *31 0 0 *3 2
(5.10)
As it can be seen from the structure of the above matrix, the initial 8x8 image is represented 
by 32 sequency components or features, while if the Walsh transformation was used, it 
would have been represented by 64 features.
The main aim of using the new distribution in the crack detection algorithm is to reduce 
the computational time. So, the entire framework of the crack detection algorithms used 
in this chapter will be the same as the crack detection algorithm presented in Chapter 
4. The only difference will be the local transformation of the non-linear function of the 
image in both the training and the defect identification stage using the new distribution 
given by equation (5.9), instead of the pseudo Wigner distribution. In what follows, a 
summary of the crack detection algorithm is given.
In the training stage, an 8x8 sliding window is used to compute the new distribution, 
ie. the local sequency components for each pixel from a defect-free image. These local 
sequency components are assigned to the central pixel of the windowed image as a fea­
ture vector, the statistics of the distribution of the feature vector in the feature space are 
thus inferred, namely its mean and covariance matrix. A feature reduction process is then 
carried out by diagonalising the covariance matrix. In the process, the eigenvalues and 
the corresponding eigenvectors are thus obtained, and only the largest eigenvalues and 
the corresponding eigenvectors are retained. Clearly, the eigenvalues are the diagonal ele­
ments of the transformed covariance matrix and the eigenvectors form the transformation 
matrix. One particular property that one should aware of is that the Walsh transform or 
the Hadamard transform has good to very good energy compaction for highly correlated 
images as pointed out by Kitajima [6] and verified by Jain [5]. In other words, the total 
energy is distributed on a few sequency components. For the case of local transformation, 
Rosenfeld [8] showed in his example that if the windowed image has the size of 16x16, 
the energy compaction of the sequency components is similar to the energy compaction 
of the Fourier spectral components. Once the window size is increased, the energy will 
not be as compact as the Fourier transform. In our case, the new distribution is effectively
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a local Walsh transform of a non-linear function of the image function. Therefore, the 
property is still valid for the new distribution. Moreover, the non-linear function of a 
texture image function is highly correlated, this leads to high energy compaction. Hence, 
feature reduction is necessary.
In the defect identification stage, the same 8x8 sliding window is used to compute the 
local sequency components (features) for each pixel from a given testing image. Each 
local feature vector is then transformed to the orthogonal space using the transformation 
matrix obtained in the training stage. The Mahalanobis distance of each pixel is then 
calculated to form a residual map.
In terms of post processing, since the main issue is to develop a faster algorithm so 
that it can be used in the real world application, we shall only consider the line filtering 
as described in Chapter 4 as post processing.
5 .4  E x p e r im e n t a l  R e s u lt s
In this section, we describe experiments that have been carried out using the new distri­
bution, the Walsh transformation and the pseudo Wigner distribution. From the experi­
ments, we would like to investigate the following issues:
• Whether the new distribution based crack detector can pick up the crack?
• Whether the new crack detector inherits the undesired noise property due to sharp 
discontinuities in the Walsh functions and whether this affects the detection results 
dramatically.
• Most important of all, whether the new distribution based crack detector is faster 
than the pseudo Wigner based crack detector.
We experimented first by using some images of size 128x128 from the Brodatz album. 
The cracks superimposed are of random shape, one pixel wide and with arbitrary intensity 
values as shown in figures (5.1a-c), In figures (5.1d-f), we show the residual maps of these 
images and in figures (5.1 g-i) the final results of our algorithm obtained by using a window 
of size 8x8. Comparable results were obtained by using the Walsh transformation based 
crack detector (ie. instead of computing the new distribution, we compute the local Walsh 
transformation on the raw windowed image directly). This is because the textures in such 
images are relatively regular and the crack identification is not too difficult.
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To determine whether the new distribution based crack detector is as sensitive as the 
Walsh transformation based crack detector, we created an artificial image of a sinusoid 
as shown in figures (5.2a and b), without and with added Gaussian noise respectively. 
The periodicity of the sinusoid image is 16 and the peak to peak value is 255. At a 
certain location, a line of the image was replaced by a faulty value of 80 instead of the 
correct value 127. The standard deviation of the noise is 20, ie. 42% as shown in figure 
(5.2b). Figures (5.2c and d) show the residual maps produced for these two images by 
the new distribution crack detector and figures (5.2e and f) show the residual maps when 
the Walsh transformation crack detector was used. It is clear that the new distribution 
crack detector produces a better localised feature in the residual map than the Walsh 
transformation crack detector. One can tune the post processing filters to pick up the 
fault from both outputs, but for the output of the Walsh transformation crack detector 
one would have to use much wider filters, tuned to the wide profile of the linear feature 
to be detected, and thus do lengthier computations. Note that the residual maps are 
presented in inverted format, ie. the darker the pixel value, the higher the residual. 
White pixels correspond to zero residuals. It is obvious then that the new distribution 
crack detector further to the better localization, produces a cleaner background output as 
well. In the case of the noisy sinusoidal image, for example, one can see the background 
structure reflected in the residual map when the new distribution is used. This is mainly 
due to the effect of the window size. However, one should note that the larger the 
window, the larger the side lobes of the sequency components, the more the spurious 
response will be from the crack detector. Therefore, a 8x8 window is used for computing 
the new distribution.
However, sinusoidal images may not necessarily be the most appropriate images to 
experiment with. Perhaps more appropriate signals for Walsh type analysis are the 
rectangular pulses. Two such images without and with added Gaussian noise are shown 
in figures (5.3a and b) respectively. Figures (5.3c and d) show the residual maps produced 
by the new distribution crack detector and figures (5.3e and f), the residual maps produced 
by the Walsh transformation crack detector. Similar conclusions can be again drawn from 
these results as those drawn from the sinusoidal image. The new distribution crack 
detector produces better localised output and cleaner background residual maps.
These conclusions are also supported by the residual maps presented in figures (5.4a 
and b), which are produced from the real granite image shown in figure (5.Sa). To quantify 
them we sampled these two residual maps by choosing 19 columns regularly spaced (13
Page 98 Chapter 5. Crack Detection Based on a New Distribution
pseudo Wigner transf. New transform Walsh transform.
Transform only 98.6 11.5 11.0
g, X computation only 16.9 20 91.7
Training 116.9 31.3 107.9
Defect Identification 112.7 62.7 214.2
Table 5.1: A time study of each major steps of the Pseudo Wigner based, new distribution 
based and Walsh based crack detection algorithms respectively.
pixels apart) to avoid biased evaluation. Along each column we modeled the profile of 
the fault and considered 50 pixels on either side as background. The background pixels 
were fitted by straight lines and for each column the standard deviation of the point 
distribution away from each line was computed. This gave us the noise measurement of 
the output. The signal measurement was the amplitude of the fitted model to the profile 
of the fault. The ratio of the latter by the former gave us an estimate of the signal to 
noise ratio (SNR) along each column. The result of the evaluation is given in table (5.2). 
From the table, the range of thus obtained values for the new distribution crack detector 
was 3.53-24.75, with an average value of 8.63. The corresponding values for the output 
of the Walsh transformation crack detector had a range of 2.87-13.48 with an average of 
5.90. Thus, our qualitative conclusions concerning the new distribution based and Walsh 
transformation based crack detection algorithms were confirmed experimentally.
In terms of real application, figures (5.5a, c) show two original granite images, of 
512X512 pixels in size, with real cracks on them. Figures (5.5b and d) show the results 
of our algorithm, using an 8x8 window. Clearly, the results are very promising and 
comparable to those of the pseudo Wigner based crack detector.
Finally, a time study on the proposed algorithm is carried out. A  256x256 real granite 
image is used for this purpose and the experiments are carried out on a SUN SPARC 10 
unix machine. The timing results are tabulated as shown in table (5.1).
In table (5.1), we show the time needed to compute the local pseudo Wigner distribu­
tion, the new distribution that we proposed in this chapter and the local Walsh transform 
for the entire 256x256 granite image respectively. Obviously, the timing for computing 
the local Walsh transform and the new distribution is similar while the local pseudo 
Wigner distribution took much longer time to compute. Similarly, Landwehr [7] showed
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a comparative study on Fast Fourier Transform (EFT) and Fast Walsh transform (FWT) 
where the experiments were carried out on various types of machines and special purpose 
hardware as well. He confirmed that FWT is faster than FFT. From the theoretical point 
of view, 2N2 log2 N operations are needed for the two dimensional Fast Walsh Transform. 
These reduction rates are exactly the same as those resulting from a classical Fast Fourier 
Transform in Fourier techniques. The important difference is that in the Walsh techniques, 
only additions and subtractions are necessary while in the Fourier techniques, complex 
multiplication must be carried out. That is why FWT runs considerably faster than the 
FFT. In addition, the instantaneous Walsh function values can be only 1 or -1, therefore, 
the transformation can be implemented in TTL "and/or" transistor circuits so that the 
computational speed is negligible.
The Walsh based algorithm took the longest time to compute the mean and covariance 
matrix as shown on the second row of the table. This is because an 8x8 running window 
is used for the Walsh based crack detector. In Section 5.3, we showed that the Walsh 
transform has twice as many sequency components (64 sequency components) than the 
new distribution for the same size window. While for the case of pseudo Wigner based 
crack detector, only a 7x7 local window is used and due to the symmetry property, only 
25 Wigner spectral components are used as the features. Clearly, in that case, the Walsh 
transform will take the longest time to compute the feature statistics. On the next two 
rows of the table, the time required for the training and the defect identification stage 
of the crack detectors are shown. From the results, one can clearly see that the new 
distribution based crack detector is much more efficient than the rest of the approaches.
5.5  C o n c l u s i o n s
In the field of automatic surface inspection, quite often that cost and the speed of the 
algorithm are the key issues to be considered. In this chapter, a novel image transforma­
tion which gives the local sequency content of an image is proposed. This algorithm is 
analogous to the Wigner transformation which gives the local frequency content at each 
location. Although, the properties of the proposed new distribution have not been well 
established, in particular, whether the cojoint spatial and spatial-sequency resolution is 
high. It has been shown that for the detection of cracks in textured images, it performs 
very well where high cojoint spatial and spatial-sequency resolution is clearly necessary. 
Therefore, it is conjectured, without proof, that the new distribution has maximum cojoint
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resolution in the spatial and spatial-sequency domain.
In terms of noise sensitivity, it has been shown that even though the Walsh function 
has been incorporated into the new transformation, the detection results are not sensitive 
to noise as compared to the Walsh based crack detection algorithm. Most important of 
all, the proposed algorithm is much faster than the pseudo Wigner based crack detection 
algorithm and produced comparable outputs which fulfill the main aim of this chap­
ter. Other unexplored properties or application for the new distribution will be further 
exploited in future research.
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Column
New transformation Walsh transformation
noise signal SNR noise signal SNR
13 13.02 65.57 5.03 20.95 85.79 4.91
26 10.50 38.93 3.71 19.47 75.3 3.87
39 13.66 73.87 5.40 24.42 131.38 5.38
52 10.22 104.05 10.18 17.56 69.6 3.96
65 8.16 81.94 10.05 15.67 90.01 5.74
78 9.47 33.39 3.53 15.79 53.19 3.37
91 10.82 40.94 3.78 21.75 82.34 3.79
104 8.29 40.82 4.92 14.49 80.47 5.55
117 6.86 92.47 13.47 12.80 91.70 7.16
130 10.89 150.06 13.77 18.94 178.83 9.44
143 10.29 52.87 5.13 18.55 53.14 2.87
156 10.90 72.08 6.61 20.54 95.33 4.64
169 14.43 113.95 7.89 23.58 180.83 7.67
182 11.36 52.16 4.59 15.84 57.32 3.62
195 11.09 175.45 15.82 17.84 164.43 9.21
208 9.58 57.83 6.04 16.97 74.02 4.36
221 7.06 88.83 12.58 13.91 125.84 9.05
234 7.35 181.9 24.75 12.70 171.27 13.48
247 11.50 78 6.78 16.92 82.43 4.87
Average 8.63 5.90
Table 5.2: Noise evaluation for the new distribution based algorithm and the Walsh based 
algorithm respectively.
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Figure 5.1: Cracks detection using the new distribution with an 8x8 window, (a-c). 
Brodatz images with artificial cracks, (d-f) The residual maps. (g-i). The output of 
the algorithm.
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(e) (0
Figure 5.2: (a). A sinusoidal image with a fault line between the 4th white band 
and the 4th dark band. (b). The same image with added 42 % noise, (c-d). The 
residual maps of the above images using the new transformation, (e-f). The residual 
maps of the above images using the Walsh transform.
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(d)
(e) (f)
Figure 5.3: (a): A rectangular wave image with a fault line, (b): The same image 
with added 285 % noise, (c-d): The residual maps of the above images using the 
new distribution, (e-f): The residual maps of the above images using the Walsh 
transform.
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Figure 5.4: The residual maps of the image shown in figure (55) using the new 
distribution (panel a) and the Walsh transformation (panel b) respectively.
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(a)
(c)
Figure 5.5: (a),(c): Two original granite images with crack faults. (b),(d): The 
outputs of the crack detection algorithm
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Chapter 6 
Texture Defect Detection based on 
Chromatic and Structural Texture 
Information
6 .1  I n t r o d u c t io n
In this chapter, a new approach to detect other types of texture defects which is based 
on chromatic and structural texture information is developed. It has long been recog­
nized that the human visual system comprises two channels, one that carries luminance 
information and another that carries chromatic information. However, the psychophysi­
cal studies carried out during the past two decades conflicting evidence on the question 
whether chromatic information plays an important role in the human visual system or not. 
A study by Ramachandran [14] suggested that human perception is almost completely 
blind to the colour of a moving object. Livingstone et al. and Savoy [10][11][16] have 
also suggested that colour has minimal input into a range of preattentive visual tasks 
including shape from shading, illusionary contours, monocular perspective and stere- 
opsis. On the contrary, Troscianko et al. [21] have claimed that isoluminant, chromatic 
moving stimuli are coded exactly the same way as low contrast luminance stimuli. More 
recently, Mcllhagga et al. [12] used low spatial frequency texture primitives to investigate 
the sensitivity of human preattentive texture discrimination for luminance and chromatic 
contrast by varying the combination of these attributes and suggested that only little 
difference could be found between the perception of luminance or chromatic textures.
On the other hand, research has confirmed that colour is one of the important properties 
which humans use in object recognition, in particular, pattern recognition in image texture.
109
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Figure 6.1: To illustrate the important of colour information on texture recognition, (a- 
b and c-d): Grey level and colour images for bianco-castilla and rosa-monforte granites 
respectively.
In figure (6.1), we show two types of colour granites and their corresponding histogram 
equalised grey level images. One can immediately recognise that there are two types of 
granites by viewing the colour images instead of the grey level images. In other words, 
the human preattentive task on colour image texture is clearly illustrated.
This implies that the colour feature is essential for texture representation and recogni-
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tion. Motivated by this consideration, a novel algorithm is presented to tackle the problem 
of surface inspection on random macro colour textures, in particular, granite images. The 
basic idea of the algorithm is to represent the random macro colour texture by means of 
structural colour texture features. These features are extracted from various chromatic 
classes associated with the colour image texture. In order to segregate the colour image 
texture into various chromatic classes, a new non-supervised colour clustering scheme 
which uses histogram based clustering and perceptual merging based on human colour 
perception is developed. It also tackles the inherent problems of non-supervised colour 
image segmentation such as computational cost, unavailability of a priori information 
and accuracy of the segmented data representation. Most important of all, the physical 
properties of the colour distribution are preserved.
The main contribution of this chapter is the development of the combined colour 
texture representation which can be used to describe random macro textures and a unique 
framework that we develop to solve the problem of defect detection on random textured 
surfaces.
The structure of this chapter is as follows: In Section 2, the background of the most 
common visual colour models and the concept of uniform colour space are introduced. In 
Section 3, an introduction to recent approaches to colour texture representation is given. 
In Section 4, the details of the chromatic and texture based defect detection algorithm are 
presented. Results and conclusions are given in Section 5.
6 .2  C o l o u r  V i s i o n  M o d e l s
In general, the human visual system has no difficulty in associating each object and surface 
with colour. In fact, an observer with normal colour vision can be quite specific regarding 
the colours that he perceives. It is generally accepted that only three specific component 
attributes are sufficient to completely describe any perceived colour, regardless of the 
viewing conditions.
The three attributes of human colour vision in psychophysical terms are hue, saturation 
and lightness. An Empirical study by Ohlander et al.[ 13] suggested that hue is the most 
important attribute in colour image processing. It gives the richness of colours and 
is limited to red, green, and blue and their combinations since colour is additive and 
subtractive. Black and white are hueless. Saturation S is the second component which 
refers to the amount of purity of the colour that is perceived to be presented in the object,
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for example strong blue, moderate blue, etc. The third attribute is lightness L which is 
defined as the fraction of incident light the surface of an object reflects and it ranges from 
whiteness to blackness. Quite often one has difficulty to realise the differences between 
these attributes. The colour space formed by these attributes may be viewed as a cylinder. 
The height of the cylinder represents the Lightness scale, an angle on the horizontal plane of 
the cylinder represents the hue and radius of that particular hue represents the saturation. 
In what follows, various classical human colour vision models developed are introduced. 
Most important of all, CIE uniform colour spaces are introduced and they will be explored 
in the color clustering scheme of the texture defect detection algorithm given in Section 4.
6.2.1 LMS Human C olour V ision  M odel
Many theories have been developed by the psychophysical researchers to explain how 
human colour vision works. The classic model of human colour vision is the trichromatic 
model in which it is confirmed that the eye possesses three types of sensors or cones, 
each sensitive over a different wavelength band[2][22]. This model has been studied by 
Faugeras [4] [5] as shown in figure (6.2) where the three receptors with spectral sensitives 
/(A), m(A) and s(A), which represent the absorption pigments of the retina, produce signals
L(x,y) = J  l(x,y,X)l(X)dX 
M(x,y) = j  l(x,y,X)m(X)dX 
S(x, y) = J  I(x,y,X) s(X) dX
where I(x, y, A) denotes the spectral energy distribution of the incident light source at [x, y]. 
X is the wavelength ranging from 380 to 800nm.
The three signals LMS can also be deduced from the primary RGB colour system.
' L ' ‘ 0.3098 0.6321 0.5818' ‘  R '
M = 0.1208 0.7665 0.1127 G
S 0.0042 0.1550 0.8408 B
They are then subjected to a logarithmic transfer function which transforms the LMS 
coordinates into EM'S/.
L' = log(L); Mt -  log(M); S' = log(S)
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Figure 6.2: Schematic diagram of the LMS colour model.
In this model, the L'M'S' are passed through a linear transfer function to produce out­
put signals A, Ci and C2 that provide the basis for perception of colour in the brain. 
Where A  denotes achromatic information, Ci and C2 denote the chromatic information. 
The achromatic information is usually associated with the brightness of the image. In 
psychophysics terms, A  describes the response of the so-called spectrally non-opponent 
cells or black and white cells, sometimes referred to as lightness. The chromatic compo­
nents Ci and C2 describe the response of the so-called spectrally opponent cells, red-green 
and yellow-blue respectively. The hue and saturation of the light, can be quantitatively 
described by these chromatic coordinates.
However, the disadvantage of this human colour vision model lies on the fact that 
estimation or direct physiological measurements of the spectral sensitivities l(x, y), m(x, y) 
and s(x,y) for the three types of retina cones is difficult to perform accurately. The model 
also does not take into account local chromatic adaption, ie. the ability of human to 
adapt to the local variation of viewing illumination of a scene and essentially normalise 
perception to some reference white or overall colour balance of the scene.
6.2.2 Norm alised rgb C olour M odel
In terms of computer colour image processing, R, G and B are the primary colours obtained 
during the image acquisition. The RGB colour system is based on the trichromatic theory 
of colour vision. This means that a range of colours (colour gamut) is produced by the 
mixture of three primary colours with properly chosen spectral densities. There are more 
than one sets of three primary colours RGB which can describe all the perceived colours.
A normalised colour system which is deduced from the RGB primary colour system
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is proposed by Wyszecki [23] to represent the colour plane conveniently as
r = R/ (R + G + B)
g = G/ ( R + G + B)
b = B/ ( R + G + B)
The main advantage of this approach lies in the fact that chromaticity coordinates rgb are 
independent of illumination.
6.2.3 CIE Intentional C olour Standard
An international standard was established in 1931 by the Commission International de 
l'Eclairage (CIE) in order to standardise and develop a better colour coordinate system. 
The standard primary reference system recommended by the CIE standard is denoted 
by X, Y, Z. The advantage lies in the fact that this reference system can described each 
perceived colour mathematically. A set of normalised chromaticity coordinates x,y,z can 
then be obtained from the X , Y,Z. The sum of these three chromaticity coordinates x,y,z 
is equal to one, and hence, two out of these three quantities are sufficient to describe a 
colour. Therefore, * and y  chromaticity coordinates are chosen by the CIE to represent the 
chromaticity diagram. The transformation to the CIE XYZ reference coordinate is given 
by:
X ' '0.607 0.174 0.200' ' R '
Y = 0.299 0.587 0.114 G
Z 0.000 0.066 1.116 B
The disadvantages of the chromaticity diagram stems from the fact that intensity or 
lightness is not considered in the chromaticity diagram and the chosen primary colours 
are imaginary colours; there are too saturated for the human eyes.
Moreover, judgement of relative magnitudes of two colour differences of objects' sur­
face varies greatly under different viewing condition and the kind of object surfaces pre­
sented. The just-noticeable differences of colour have been studied by many researchers 
for a large variety of lighting conditions. The studies exposed the need to develop a 
colour space which corresponds to human colour perception, known as uniform colour 
space.
Uniform Colour Space
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is a geometrical representation of colour perceptions by points in a three dimensional 
space in which the distance between any two points can be taken as a measure of the 
magnitude of difference between two colour perceptions represented by the two given 
points. Since the non-supervised colour clustering scheme described in the following sec­
tion is based on the CIE uniform colour space, it is necessary to provide a brief background 
of the CIE international standard.
In 1960, CIE standardised the industrial practice of estimating the chromatic differ­
ences by adopting the UCS diagram (Uniform Chromaticity scale). This was chosen on 
the assumption that this UCS diagram gave a nearly uniform chromatic spacing. It uses x  
and y  coordinates and neglects the lightness scale. The results of this colour space are not 
too interesting [23]. In 1964, CIE provisionally adopted the U*V*W* space which extends 
the UCS diagram to three dimensions, ie. includes the lightness scale. The coordinates of 
U*V*W* colour space are derived from the CIE XYZ coordinate system.
CIE U*V*W* Colour Space
U* = 13 W \ u - u 0)
V* = 13W*(v-v„)
where u, v and u0, v0 are transformations of the (x, y')-chromaticity coordinates defined 
by the UCS diagram. The chromaticity point (u0,v0) represents the reference white. The 
colour difference formula for this colour system is measured by the Euclidean distance in 
the space.
The CIE U*V*W* uniform colour space and its colour difference formula were tested 
extensively with the results that did not prove entirely satisfactory to several industrial 
laboratories who demanded a uniform colour space that would provide accurate precision 
of colour differences found in practice. In 1976, two improved uniform colour spaces 
were recommended by CIE the CIE Luv and CIE Lab. These colour systems are derived 
from the CIE reference values XYZ.
CIE Luv Colour Space
W* = 25 7* -  17 with Co < Y <  100) (6.3)
L
u
f 116(7/7„)* ~  16 for (7 / Yn) > 0.008856 
\ 903.3(7/ Yn) for (7 / Yn) < 0.00856
13L(w' - un)
(6.4)
(6.5)
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v 13 L ( y ' - v n) (6.6)
where
u = 4X7 (X + 15Y + 3Z) uH = 4X« / (X* + \5Yn + 3Z„)
v = 9 Y / ( X + 1 5 Y + 3 Z )  vH = 9YHl(X H+ t 5 Y H + 3ZH)
(6.7)
(6.8)
The values of Xn,Yn,Zn are the reference white in the CIE reference coordinate system. 
Usually, this reference white is given by the spectral radiant power of one of the CIE 
standard illuminates, for example D65 or SA. It is used to compensate the errors that occur 
due to a difference in lighting and viewing conditions.
CIE Lab Uniform Colour Space
6.3 C o lo u r  Im a g e  T e x tu re  R e p re se n ta tio n
A very few algorithms developed in the past decades exploit chromatic properties of 
texture. However, due to the recent development in computer technology, extensive 
research on colour image texture representation has become feasible. In general, colour 
image texture representation can be divided into two main categories:
• methods using the combination of grey level texture features and pure colour fea­
tures.
• methods using texture features separately computed from the three colour spectra 
channels or multi-spectral bands of satellite image.
Tan et al. [19] adopted the former approach by using eight Discrete Cosine Transform 
texture features (DCT) extracted from the intensity image and six colour features derived
L = 116/(r/yn) - 1 6  
a = 500 [ f (X /X n) - f ( Y / Y H)\
b = 200Lf(y/yn)-/(z /z„)]
(6.9)
(6.10)
(6.11)
where
m
for q >  0.008856 
for q <  0.008856 (6.12)
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from the colour histogram for classifying colour image textures. In their method, the 3D 
colour histogram was approximated by three ID histograms and the colour information 
embedded in these histograms was used as the colour features. We show in Section 4 
that histograms are only conveying global information. Hence, the colour information 
is not fully exploited by this method. Moreover, the method requires a relatively large 
image window (100x100) to obtain reliable statistics and consequently has a limited fault 
localisation capability. Clearly, these approaches tend to improve the colour texture 
representation by adding some colour features on top of the grey level texture features.
On the contrary, Caelli et al. [3] adopted the latter approach which does not treat 
colour information as an additional feature. Instead, they estimate colour texture features 
individually from three spectral channels by using multi-scale bandpass filters, in which 
they extract the first order statistics from the source colour histogram and second order 
statistics, amplitudes and orientations from the filtered response histograms in each 
channel separately The filters are designed to extract orientation information in the image 
texture. However, random macro colour textures do not have significant orientation 
information. Thus the extracted colour texture features are inappropriate and inadequate 
to represent such textures. Another similar approach [18] based on the eight Discrete 
Cosine Transform features extracted from each of the three RGB colour channels were 
used for classifying colour textures. This method is designed to be sensitive to local 
variations. However for the case of colour macrotextures, it requires a very large macro 
window to compute the EXIT texture features. It is also very computationally intensive.
6.4 C h ro m a to -S tru c tu ra l A p p ro a c h  to  D e fe c t D e te c tio n
In this section, we motivate and outline our approach to defect detection in colour macro­
textures exemplified by the granite images shown in figure (6.3). The subimage as shown 
in figure (6.3) represents a 0.2x0.2 meter area of a granite slab. By viewing each image 
individually, probably no one can detect any abnormality, but by considering the piece 
of granite as a whole (or a wider area of the granite), one can locate the abnormality 
easily. Clearly, this showed that the defect detection algorithm must therefore be a train­
ing based algorithm. Moreover, the surface as shown is basically constituted from sets 
of primitive elements or blobs and the spatial relationship between them is purely ran­
dom. For defect detection in this sort of random colour image texture, structural texture
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(c) (d)
Figure 6.3: Four subimages which represents a l x l  meter granite slab. (a-c). are 
subimages without any defects and subimage (d) shows a defective area which is the 
central black blob.
representation is inappropriate and classical statistical methods fail because they ignore 
chromatic information.
Thus, a hybrid chromatic-structural approach to colour texture representation is pro­
posed where structural colour texture features are extracted from various chromatic
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Figure 6.4: Schematic diagram of the defect identification phase.
classes associated with the colour image texture. It combines colour clustering with a 
binary blob image analysis to capture the relevant information content of the textures.
The colour texture defect detection algorithm consists essentially of two stages: the 
first stage (training stage) is where the system is trained on granite images or image 
regions which are void of defects. The second stage is where the system is analysing the 
given image for the presence of any defects, as well as detecting their locations in the 
image.
As we are interested in chromatic macrotexture, rather than microtexture, in the second 
stage of our approach, we aim to extract structural texture information from various 
chromatic categories by measuring blobs structural statistics on similar colour so that fine 
local chromatic variations are ignored. This can be achieved by classifying the image 
pixels into chromatic categories defined during the training stage. For each chromatic 
category, we identify all the pixels that can be confidently associated with it by setting 
a single bit binary flag to unity. Thus for each class, we obtain a binary image of pixels 
that have been assigned to it. An additional binary image is generated for the reject 
class which contains all the pixels that have not been accepted by any of the chromatic 
categories.
The above process transforms the colour macrotexture image into a stack of binary 
blob images. As these will invariably be noisy, they will be subjected to morphological 
smoothing before any structural analysis (blob size, shape and distribution) can be carried
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Figure 6.5: Schematic diagram of the training phase.
out. The overall defect identification stage is schematically summarised in Fig (6.4). It 
effectively performs colour inspection of the surface, followed by a structural analysis of 
blobs of different chromatic categories.
The individual stages of the colour macrotexture defect identification system are de­
signed during a training stage using an image chosen to contain acceptable colour texture. 
In our approach, we have developed a new colour clustering method described in the 
latter part of this section to define chromatic categories. Each chromatic category W* is 
associated with one or more sub classes. Each sub class is defined by its inferred mean 
Pi and the probability P(oit) which allows us to invoke the Bayes minimum error rule 
for pixel classification in the color inspection stage (6.4). The binary images of blobs of 
different colour are then processed in order to calculate their area, size, elongatedness 
and spatial distribution as reflected by the inter-blob distance. It is assumed that these 
attributes are distributed normally with the inferred mean Pft and covariance matrix 
The schematic diagram of the training process is given in Fig (6.5).
6.4.1 Colour Clustering Scheme
Segmenting or clustering a colour image into different classes in the absence of a priori 
information is still a fundamental issue in image processing. The main difficulty is that 
the model and its parameters are unknown and need to be computed from the given
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image before segmentation. Moreover, the clustering results are used for subsequent 
processing in our colour texture defect detection algorithm. Therefore, the entities of 
interest in the colour image texture not only need to be well extracted, but also have to 
be well represented by the individual classes. These stringent requirements make the 
clustering process very difficult.
Several techniques have been proposed in order to tackle these problems [13][20][1][17][15]. 
The most common one is to estimate parameters from colour histograms and subsequently 
use these estimates to segment the given colour image by means of an optimisation pro­
cedure or iterative thresholding. The parameters estimated from these colour histograms 
are usually the number of clusters that can be formed in the given image or the num­
ber of pixels that may belong to these clusters. However, histograms can only convey 
very coarse information about the texture (seen in figure (6.6» as all spatial dependence 
relation information is lost.
In figure 6.7, we show the granite image for which the histograms in figure (6.6) are 
computed. One can immediately distinguish four distinct colours, that is, orange, white, 
grey and black. But if we refer to the histograms in figure 6.6, only two peaks can be 
easily found in the three ID histograms and three peaks can be found in the B-R and R-G 
histograms. This clearly shows that using ID and 2D histograms to reflect the duster 
distribution or estimate the number of clusters and the pixels which belong to these 
clusters is inadequate, especially for highly correlated data such as the colour granite 
images.
In addition, most of these techniques are only clustering the colour image by treating 
the colour attributes as an additional feature or information to aid image segmentation. 
They do not consider either the physical property these colour attributes represent or 
the relative locations of the clusters in the colour space. Some techniques even project 
the 3D colour features onto the 2D space to reduce computational complexity without 
considering the effect of distorting the colour representation or distribution. In terms of 
numerical data analysis, projecting data onto some specific space may sometimes improve 
the class separability. But in terms of colour representation, this may distort the actual 
colour distribution of pixels that belong to a particular region and separate similar pixels 
into two different regions.
An example to illustrate these shortcoming is shown in figure (6.8) where the colour im­
age essentially consists of six different colour regions. [130,205,0], [139,205,50], [154,205,0]
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(e) (0
Figure 6.6: The ID  and 2D  histograms for RosaJBaveno granite image, (a-c). the ID  
histograms for R, G and B bands respectively, (d-f). the 2D histograms for R-G, G-B and B-R 
bands respectively.
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Figure 6.7: TTie RosaJBaveno granite image. 
One can clearly seen that there are at least four 
prominent colours.
and [154,205,50] are the regions' RGB colour values for four different green shades, 
[138,30,50] and [108,30 50] are the regions' RGB colour values for two different dark 
red shades respectively. The maximal Euclidean distance between any two green regions 
is that of regions (a) and (d), ie. 55.46, while the Euclidean distance between the two 
different dark red regions is 30. Visually and perceptually, no one can notice much dif­
ference between the two green regions (a) and (b), but one can immediately reckon the 
differences between the two dark red regions and the green regions (a and c) or (a and 
d). Therefore, one can see that the Euclidean distance between any two points in the RGB 
space does not convey information regarding the colour differences. Hence, clustering 
of this colour image in the RGB colour space, transforming or projecting these colour 
attributes to other spaces may yield inaccurate results.
However, accurate results may be obtained if the number of classes to be segregated 
in the RGB space are large enough to capture all the fine chromatic variations, that is, to 
form 6 classes instead of two classes as in figure (6.8). Moreover by segregating the color 
image texture into fine or smaller clusters, better class representation can be obtained as 
shown in figure (6.9).
Motivated by all these considerations, a novel colour clustering algorithm is devel­
oped and essentially consists of two stages: initial clustering and perceptual merging. 
Generally speaking, we segregate the color image texture into fine or small clusters in the 
corresponding feature space, and merge them according to some meaningful property, 
ie their perceptual colour similarity. With appropriate merging strategy and termination
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(a) (b)
Figure 6.8: (a). The Colour image is constructed by six different colour regions, 
four different light green regions and two different dark red regions, (b). The 
respective Euclidean distances by taking the light green region (a) and dark red 
regions (e) as references respectively.
criterion, a super cluster or class will be represented by a group of sub-clusters. In other 
words, the data are represented by a group of sub-clusters associated with the same class 
label. Less smoothing, better class representation of the true data distribution will be the 
result. Prior knowledge regarding the actual number of clusters that must be formed is 
no more necessary in this case.
To deal with colour similarity, judgement of relative magnitude of two color differences 
on surfaces varies greatly under different viewing conditions and the kind of object 
surfaces presented, especially for just noticeable differences. Two international standards 
CIE -  {L*u*v*} and CIE -  {L 'a'b*} which correspond to human color perception and very 
closely resemble uniform colour space are used. These colour spaces give a perceptual 
description of colour and conveniently represent the human colour perception. The most 
distinctive advantage of transforming colour images into these uniform colour spaces is 
that the Euclidean distance between any two points in the corresponding colour space 
can be taken as a measure of magnitude difference between two colour perceptions 
represented by the two given points. The colour difference for these two uniform colour 
spaces is measured by the Euclidean distance in the corresponding space.
6.4: Chromato-Structural Approach to Defect Detection Page 125
CLASS A
f • 0 • f
v \ • .••'Afvk
••••y+y
\CLASS B * - CLASS B ' *
(a) (b)
Figure 6.9: (a): Data are poorly represented by clusters A  and B. (b): Super 
clusters A  and B are formed by many sub-clusters. This gives a better data 
representation than (a).
Figure 6.10: The granite image used to il­
lustrate the non-linear noise effect on uni­
form colour space
Therefore, the initial colour clustering should be performed either in CIE -  {L*w*v*} or 
CIE -  [L* a*b*}. However, these two colour spaces are very sensitive to noise due to the 
non linear transformation from RGB to CIE -  {L*u'v*} or CIE -  {L*a*bm}. Because of the 
non linear equations that define these colour spaces, the error in any of the values of the 
colour features is a function of the value itself. Thus, the distribution of errors tends to be 
non-uniform over the colour space, with very high error values occurring near the origin 
of the axes as illustrated in figures (6.12b) and figure (6.12d-f) which was computed from 
figure (6.10).
Hence, initial clustering performed in these spaces will be greatly affected by this 
undesired behaviour, the transformed data distribution becoming very sparse near the
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(a) RGB space (b) CIE LUV space
Figure 6.11: (a-b): The 3D  scatter plots in RGB and CIE-Luv colour spaces com­
puted from figure 6.10 respectively. Note that there are many outliers in the CIE-Luv 
distribution that would affect significantly the quality of the segmentation.
origin and dense away from the origin, the outliers due to noise, especially near the origin 
will offset the entire data distribution causing incorrect clustering as illustrated in figures 
(6.11b and 6.12d-f)
Alternatively, we can perform the initial clustering in the RGB space. Since RGB 
are the principle colours digitized during image acquisition, noise should be uniformly 
distributed. The resulting clusters formed in RGB space should be more accurate and 
less sensitive to noise. We assume that the number of initial clusters that we choose is 
sufficiently large to give good data representation and capture fine chromatic variation. 
Once the initial clusters are formed in the RGB space, we have to merge them in some 
meaningful way. Inter-cluster distance in the RGB space does not convey any physical 
information on colour difference. More explicitly, the distance between any two points 
in the RGB space does not give the measure of colour difference between two colour 
perceptions. Since merging of clusters based on the colour difference is still the best 
choice, we transform all the data of the clusters into a uniform CIE colour space and 
retain the class label obtained in the RGB space. Once the transformation is carried out, we 
merge clusters by means of measuring the colour difference between two cluster means. 
One should note that by forming the clusters first in the RGB space and merging them
6.4: Chromato-Structural Approach to Defect Detection Page 127
BO*
□ o s tba 0° °>io°
oScyaa3_ <3200 o O
i l s r o □ [
O GO
a □ o □OO QD Q ao a d an □ m do an oD o a oobtjp
tffl ooaaom™
s§p#oSlR05n °'Sop0
(a) R-G space (b) G-B space
a §g§*;o CD a ° '
o aoxjn o a a Baa □ OnD a o a n o a aTa a a cau coaopoD a i a a o a 8 B rcl ° 0X00 DflOBuOu
IeS S B B “ B
(c) B-R space (d) L-u space
(e) L-v space (f) u-v space
Figure 6.12: The 2D scatter plots for various colour subspaces for visualising the 
data distribution at various angles in RGB and Luv colour spaces respectively. One 
can clearly notice that the data distribution computed from fig. 6.10 in Luv colour 
space is more scattered than the distribution in RGB space.
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according to their cluster means in the uniform colour space, we are in fact eliminating 
the non-linear noise effect on clusters. Details of initial clustering and perceptual merging 
are given in the next two subsections.
6.4.1.1 Initial Clustering
The initial clustering technique used is the histogram based K-means algorithm. It is 
based on moving Q copies of point xj currently in cluster a* to cluster co, to minimise 
the sum of the square distances of all pixels to their cluster means in feature space. In 
the case of the three dimensional space of colour images, this histogram based approach 
is advantageous only if it is combined with a coding scheme that does not require any 
memory allocation for empty histogram bins. We have adopted the technique advocated 
in [8]. The basic idea is to project the 3-D histogram into 1-D using for each pixel a unique 
number computed from its RGB values as follows:
Unique number[i] -  R[i] + G[i] * L  +  £[i] * L2 (6.13)
where i identifies the pixel and L is the maximum gray level value of the colour image 
which is normally 255. To minimise the number of memory storage accesses, a B-tree 
data structure [9] is implemented to store the 1-D histogram. The idea of the B-tree data 
structure is to construct a balanced multi-way tree. With each access during the multi­
point reassignment, a block that has several records will be accessed and from this block, 
a multi-way decision is made about which block to access next.
Generally, the initial partition of the feature space for the clustering algorithm is a 
problem, especially when the data is highly correlated as in colour images. A poor initial 
partition will result in an inaccurate clustering result. The initial clustering approach 
in this paper advances the method in [6] by developing an efficient initialisation proce­
dure for highly correlated data. The idea behind the advocated initialisation scheme is 
based on the recognition that the data distribution can be characterized by its principal 
directions and the eigenvalues which are the variances of the distribution along the corre­
sponding axes. Principal component analysis of several granite images showed that their 
distribution has the shape of an elongated pancake with its longest axis in the direction 
of the RGB line, ie. the line along which we measure grayness. In our application, 25 
seeds are chosen, a number that is found to be sufficient to capture all the fine chromatic 
variations. Figure 6.13 shows schematically such a distribution and the location of the 25 
seed points used to partition the distribution into 25 clusters.
6.4: Chromato-Structural Approach to Defect Detection Page 129
Figure 6.13: Schematic distribution of pixels in 
RGB space and initialization points for the cluster- 
ing algorithm.
With these seeds, we can group pixels that are nearest to the seeds together to form 
an initial partition by measuring their relative Euclidean distances in the colour space. 
Once the pixels belonging to the iA cluster are identified, the initial values of the cluster 
parameter /£ can be estimated to complete the initialisation step of the iterative clustering 
procedure. All pixels with the same color feature x of cluster i* are then assigned to 
cluster f*  if and only if
<614>
where A/ and Nj are the number of pixels in cluster iA and j*  respectively, Q is the number 
of identical colour features, £(s) and gfis) are the mean vector for clusters i* and j*  at the 
sA iteration respectively The new means /£(s +1) and fi](s + 1) are then given by:
/S(i + 1) = (?(,) + j f r - Q  llSO) -  x] (6.15)
ifis + 1) = tij(s) -  f f i - Q  W ?) -  J] (6.16)
The class label associated with each pixel and means of the affected clusters will be 
updated in every iteration. Once the class memberships of each pixel does not change, 
the clustering process will be terminated.
6.4.1.2 Perceptual Merging
As we mentioned, once the fine clusters are formed in the RGB space, we transform all the 
data into the CIE uniform color space and keep all their respective class labels obtained
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in the initial clustering. By measuring the colour difference between all pairs of clusters 
represented by their respective cluster means, we merge clusters with color difference 
which is not greater than some predetermined threshold. When any two clusters are 
merged, a super cluster label is assigned to the merged clusters. The new cluster mean 
for the super cluster is calculated by:
-  =  N £ ± M  (61
w  Ni+Nj K
where j%,0} and NhNj are the cluster means and the number of pixels in cluster iA and 
j th respectively. This updating tends to create more compact cluster associations which 
is consistent with the fact that Euclidean distance in perceptual colour space reflects 
perceptual colour discrimination. The alternative would have been to merge clusters 
comparing distances of their individual means only. This, however, might lead to sausage­
like associations which do not correspond to the concept of perceptual similarity. The 
merging process is iterative and is repeated several times until no more clusters exists 
which are closer than the predetermined threshold. At the end of the merging process, 
every sub-cluster will be associated with a super cluster label. The data distribution of 
a particular super cluster will be represented by its corresponding sub-clusters. In other 
words, the statistics of the chromatic categories that are used to classify the pixels of a test 
image as described in section 2, are represented by the inferred mean of the sub-clusters 
calculated in the RGB space instead of the super cluster statistics. This will give us a more 
accurate and reliable data representation.
6.4.1.3 Experiments
The new colour clustering scheme as described previously was experimentally verified. 
In figures (6.14-6.16), the left hand column of the images shown are the original granite 
images. In the center column are the initial clustering results obtained by means of K- 
means clustering in the RGB colour space with multi-point reassignment strategy. Each 
initial clustering result consists of 25 clusters. In each initial clustering result, the RGB 
value of each pixel is replaced by their corresponding mean value of the clusters. We thus 
expect these reconstructed images to be indistinguishable from or as similar as possible 
to the original granite images. The right hand column of the images shown are the final 
clustering results after perceptual merging in the CIE-Luv uniform colour space. The RGB
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value of each of these pixels is replaced by their sub-clusters mean value. One can clearly 
see that these reconstructed images (outputs after perceptual merging) still retain very 
accurate colour information perceptually and they are almost indistinguishable from the 
original images. Therefore, by using this colour clustering scheme to segregate the granite 
image into various chromatic categories and thus extract the structural texture features 
will yield very accurate defect detection results.
In practice, after perceptual merging there are about 6 to 15 clusters left. For example, 
the figure below shows the clustering results, after morphological smoothing, computed 
from the figure (6.3a). As in this case, we obtained 7 chromatic categories to represent the 
colour image.
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Figure: The above binary images are computed from figure (6.3a) using the new clustering scheme and 
morphological smoothing. Note that 7 chromatic categories are obtained.
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Figure 6.14: (left column): Original granite images, (center column): The results of the 
initial clustering. (right column): The output of the colour clustering scheme (after perceptual 
merging).
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Figure 6.15: (left column): Original granite images, (center column): The results of the 
initial clustering, (right column): The output of the colour clustering scheme (after perceptual 
merging).
Page 134 Chapter 6. Chromatic and Structural Approach to Defect Detection
Figure 6.16: (left column): Original granite images, (center column): The results of the 
initial clustering. (right scheme): The output of the colour clustering scheme (after perceptual 
merging).
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6.4.2 Morphological Smoothing
One should note that both during the training and the identification stage of our algorithm, 
a color image will be decomposed into a stack of binary images by means of chromatic 
clustering or classification. This process is based solely upon the feature space distribu­
tion and does not take into consideration the spatial distribution of pixels. Therefore, the 
resulting binary images may have small holes and individual loose pixels. To eliminate 
them, each binary image is subjected to morphological smoothing. Two secondary mor­
phological operations are used, that is opening and closing. Opening generally smooths 
the contour of a region, breaks narrow isthmuses and eliminates thin protrusions. Closing 
also tends to smooth sections of a region but, as opposed to opening, it generally fuses 
narrow breaks and long thin gulfs, eliminates small holes, and fills gaps in the region. 
Hence, the closing of the opening operation (A o B) • B is performed on each chromatic 
category or binary image [7].
(A o B) is the opening operation defined as :
A oB = (A Q B ) @ B  = dilate[ errode(A,B\B ] (6.18)
(A • B) is the closing operation defined a s :
A »  B = (A ® 5) © =5 errode[ dilate(A, -B) ,  - B  ] (6.19)
where A is the binary blob image, B is a simple filled 3x3 mask, - B  is the same as £  in 
our case and ©, © are the Minkowski addition and subtraction respectively. Once the 
morphological operation is completed, the binary images of blobs will be free of noise 
and the blobs will be better defined.
6.4.3 Structural Texture Analysis
Each blob in a binary image is characterised by four numbers:
• Area/a.
® Perimeter fractality f c.
• Elongatedness f e.
• Spatial information f s.
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The area is the number of pixels associated with the blob. The perimeter fractality of a 
blob is defined b y :
f c = 2izA / P  (6.20)
where A and P  are the area and perimeter of the blob respectively. When the area of
two blobs is the same, the one with the more ragged perimeter will have a smaller f c
value. Also, if the two blobs have the same perimeter length, the one with the less smooth 
perimeter will have the smaller value of f c.
Elongatedness is defined in terms of the moments of the blob. Let us denote with M u , 
M2o and M 02 the second order moments of the blob. Then, in a coordinate system rotated 
by an angle 9
e = 5 tan' ' x r + b ~  (6.2i)Z 2M20 — M q2
with respect to the image coordinate system and centered at the centroid of the blob, the 
mixed second order moment M n vanishes. The remaining two second order moments 
AT20 and Af2o can then be used to characterise the elongatedness of the blob.
M/qi — M 1Q
fe =
M q2 +
(6.22)
When the blob is of circular shape, the elongatedness feature is zero.
All the above features described so far do not convey any spatial information regarding 
how densely distributed each type of colour blot^ is. The motivation for calculating the 
spatial features arises from the fact that if the same type of colour blobs are clustered 
together, human vision will also perceive this region as a defect. On the contrary, if the 
colour blobs are uniformly scattered, only colour blobs with abnormal shape or size will 
be considered as defects. Hence, we must include some spatial information in the blob 
features in order to quantify how closely the blobs are distributed within a certain specific 
region. We first compute the centroid of each blob and then for each blob we compute 
the spatial feature f 5 given by:
/ . - S I  ± 6  <6-23>i*l
where m and <§ are the number and area of the blobs that fall within the local region of size 
W xW  around the blob under consideration. To avoid having a biased feature, the area of 
the central blob is not included in the calculation of the spatial feature. However, some 
types of colour blobs may come in many sizes as shown in figure 6.17.
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Figure 6.17: This figure illustrates that the local 
region used for calculating the spatial feature is de­
pendent on the blob size.
Therefore, it is reasonable to estimate the size of the local region in units of the radius 
of the central blob, given by:
= Kr (6.24)
where A and r are the area and the effective radius of the blob respectively and K is some 
weighing factor.
In our defect detection algorithm, structure statistics defined in the training phase 
as shown in figure 6.5 are extracted from these attributes on the assumption that these 
attributes are distributed normally with the inferred mean gh and covariance matrix ZA.
6.4.4 Defect Identification
In the final stage, we divide the defect identification into two main stages, ie. colour 
inspection and blob defect identification as shown in figure 6.4. We assumed that the 
class conditional probability density for each chromatic category W* (W* = {cot; i = 1,.. n}) 
is constituted by a multi-modal function. Each sub-cluster of a chromatic category has 
a mean #  and the prior probability P((Qi) for a pixel to belong to it is equal to N, / N. 
These multi-modal models are designed during the training phase and are represented 
by the chromatic statistics obtained in the color blobs segregation stage. The color inspec­
tion based on this design can then be carried out using the Bayes minimum error rule 
discriminant function given by:
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W )  * !°g ~  -  ^(/ -  f ifrf  -fid V / e n jj (6.25)
where /  is the RGB feature vector of each pixel in the test image. The Bayes decision rule 
classifies a pixel to the chromatic category W* if and only if
and assigns a binary flag to each pixel in the corresponding chromatic category. Therefore, 
a stack of binary blob images is formed. Pixels with values of/ ,  for all classes W* below 
a certain threshold are rejected and considered as colour defects.
Those pixels that have been classified into the predetermined chromatic categories are 
then sent to the second stage of classification. Each binary image in the stack is smoothed 
by the morphological operators as it was done during the training phase. The result­
ing binary blob images are then subjected to structural texture analysis. The structural 
features of each color blob in each binary blob image are computed. Subsequently, blob 
defects in each chromatic category or each binary blob image are identified by means of 
the Mahalanobis distance discriminant function.
where g = [/«, f c, f t, f s]T is the feature vector of a colour blob and jxSk and are the inferred 
structure statistics obtained in the training phase for the specific chromatic category W* 
as illustrated in figure 6.5. Note that at this stage blob classification is carried out instead 
of pixel classification.
6.5 R e s u lts  a n d  C o n c lu s io n s
In this chapter, a unified framework to tackle the problem of defect detection in random 
textured images based on their colour and texture information was presented. Besides, we 
have also addressed the general problem of the colour clustering or colour segmentation 
techniques. Most of these techniques are only clustering the colour image by treating 
the colour attributes as an additional feature or information to aid image segmentation. 
They do not consider either the physical property these colour attributes represent or the
Jj(f) >  /.(/) where a* e W k, V(t i f ) (6.26)
Gt(g) = ( g -  /r,,)% ■ '(«  -  a,.) v  g € Wt (6.27)
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relative locations of the clusters in the colour space. Some techniques even try to reduce 
computational complexity by transforming the distribution into some other space without 
considering the effect of distorting the colour representation or distribution. Noise effects 
on different colour spaces are also quite often neglected.
For the colour clustering scheme that we proposed in the algorithm, all the above 
problems are considered and the technique that we developed is also advanced by in­
troducing initial clustering and perceptual merging. In initial clustering, we segregate 
homogeneous colour regions from a given granite image by means of K-means clustering 
with multi-point reassignment strategy, an efficient initialisation procedure and coding 
scheme are developed to improve performance and reduce computational complexity re­
spectively. Perceptual merging allows more accurate statistical models to be inferred from 
the clusters and does not require a priori information regarding the number of colours. 
This is a very important feature in our application since it is very difficult to guess the 
number of colours associated with each image.
Figures (6.18a-d) show four original defective granite images. In figures (6.19a-d), we 
show the results of the identified defects using the proposed algorithm.
For random macrotextured images, the algorithm performs better than 
some classical statistical textural techniques such as those based on the Discrete Cosine 
Transform, the Gabor functions or the Co-occurrence matrices. For example, if one uses 
any of these textural techniques with the particular set of training samples (area within 
the white square shown in figure (6.19b), the false detection will be enormous due to the 
randomness of the texture primitives' placement. On the contrary, our algorithm seems 
to be very robust and picks up the abnormalities accurately.
However, if the colour space that we used for perceptual merging is perfectly uniform, 
then we are certain that our proposed algorithm will perform excellently for all colour 
images. Unfortunately, the perceptual colour spaces adopted in our study (the Inter­
national colour standards recommended by the CIE) only closely approximate uniform 
colour spaces. For some colours, the distance between them are still not according to the 
human colour perception. This applies for example to grey colours. In such cases, our 
approach would be inappropriate and techniques designed for monochromatic grey level 
images would have to be used instead.
Page 140 Chapter 6. Chromatic and Structural Approach to Defect Detection
(a) (b)
F t -
-*1* . ^ L /  7t J r  t
(c) (d)
Figure 6.18: (a-d). Original defective granite images.
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(a) (b)
(c) (d)
Figure 6.19: Defective areas in figure (6.18a-d) are identified and marked respec­
tively. Except in sub-figure (b), the area within the white square is the training area 
rather than the defective area.
\
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Chapter 7 
Conclusions and Future Work
7.1 S u m m a ry  o f T h e s is
This thesis appertains principally to the problems of surface inspection with complex 
textural backgrounds, in particular random texture surfaces. Although a great deal 
of work has been carried out in the field of automatic surface inspection, most of the 
methodologies developed are tackling the problem of regional defects on non-texture or 
regular texture backgrounds. In the literature, as far as crack detection on a random 
textured surface is concerns, no attempt has been reported.
In the thesis, two novel algorithms based on two different cojoint representations 
were presented in Chapters 4 and 5 to solve the problem of crack detection in complex 
textural backgrounds and demonstrated using granite image. In Chapter 4, the crack 
detection algorithm presented is based on a modified pseudo Wigner distribution. It 
was shown that the crack information is best encapsulated in the general shape of the 
local pseudo Wigner distribution, but for crack detection the incorporation of the local 
averaging window that smooths the local information was inappropriate. Furthermore, it 
was found that the size of the window that should be used to capture the local information 
is related to the contrast of the texture primitives, rather than the texture. With the use 
of the modified pseudo Wigner distribution, the proposed crack detection algorithm has 
produced very good results. Besides, the algorithm is able to detect loose treadjn  fabric 
images and locate discontinuities between texture regions. A comparative study has 
also verified that the pseudo Wigner texture model has better discriminatory power and 
locality for crack detection than the short time Fourier transform. However, in terms 
of real time applications, the computation of the pseudo Wgner distribution is rather
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computationally demanding.
In the field of automatic surface inspection, quite often the cost and the speed of the 
algorithm are the key issues to be considered. Therefore, a new distribution is developed 
and presented in Chapter 5 to substitute the modified pseudo Wigner distribution. It 
has been shown that the crack detection results are comparable to the previous pseudo 
Wigner based crack detector results. In terms of noise sensitivity, it has been shown that 
even though the Walsh function has been incorporated into the new transformation, the 
detection results are less sensitive to noise than the Walsh transfrom based crack detection 
algorithm. Most important of all, the proposed algorithm is much faster than the pseudo 
Wigner based crack detection algorithm and produced comparable outputs in much less 
time.
For the detection of other defects, we have demonstrated that a set of texture features 
can be extracted from the pseudo Wigner distribution to describe the regional properties 
of the texture. We observed that the performance of the algorithm was very much better 
than the segmentation results published by Reed et al. and Zhu at al. [2][1][3] using 
the Wigner distribution. Using the Wigner distribution, they had only succeeded to 
segment very simple grid images, our method achieved respectable results on complex 
image textures. However, the algorithm is quite computationally demanding which is its 
main disadvantage that limits its application.
With the advances in computer technology and camera acquisition techniques, it is 
possible to develop a surface inspection system that is similar to the human visual system 
where luminance and chromatic information are taken into consideration. Very often, 
defects can be immediately identified by the human visual system in the colour texture 
image rather than in the grey level texture image. A unified framework for detecting 
compact defects based on their colour and texture information was presented in Chapter 
6. This algorithm essentially combines a new colour clustering scheme with a binary 
blob image analysis to extract the structural texture features. In the new colour clustering 
scheme study, we have addressed the general problem of the colour clustering or colour 
segmentation techniques. A careful study of the colour representation has led to the de­
velopment of the new colour cluster scheme. The colour clustering scheme is essentially 
divided into two steps, ie. initial clustering and perceptual merging. In the initial clus­
tering, a given granite image is segregated into homogeneous colour regions in the RGB 
space by means of K-means histogram clustering with multi-point reassignment strategy, 
an efficient initialisation procedure and coding scheme are developed to improve per­
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formance and reduce computational complexity respectively. In the perceptual merging, 
the merging of the clusters are carried out in the CIE uniform colour space. This allows 
the colour image to be segregated into an appropriate number of chromatic categories 
without the need of a priori information regarding the number of clusters that should 
be formed. It has been shown that by using the proposed structural texture features to 
describe the colour image in various chromatic categories, very promising results can be 
produced.
7.2 S u g g e s t io n s  o f F u tu re  R e s e a rc h
In view of the summary of the thesis, the crack detection algorithm based on the new dis­
tribution seems to provide a feasible solution to the computationally demanding pseudo 
Wgner distribution. However, the properties of the new distribution, the conjecture that 
the new distribution offers maximum cojoint spatial and spatial sequency resolution and 
the comparative study with the pseudo Wgner distribution are yet to be investigated in 
the future.
Besides, the performance of the crack detection algorithms can be further improved 
by refining the postprocessing procedures, ie. probabilistic relaxation labelling and line 
filtering. For the probabilistic relaxation labelling method, the size of the context convey­
ing neighborhood must be larger, say 5x5. This is to eliminate the double line effects due 
to the thick crack features existing in the residual map. For the line filtering method, the 
performance can be improved by designing a two dimensional line filter instead of using 
two one dimensional filters. In terms of locality, a two dimensional filter will produce 
much more accurate results.
For colour texture representation, the colour texture image is segregated into different 
chromatic categories by means of a new clustering scheme which operates in both RGB 
and CIE uniform colour spaces. However, gray colours are not uniformly distributed 
in the CIE colour space in terms of human perception. Therefore, future research will 
be devoted to develop a better color coordinate system so that more accurate structural 
texture can be extracted in the different chromatic categories. It would be also interesting 
to examine the discriminative power of the proposed structural texture features in texture 
classification task.
Generally speaking, the algorithms developed in this thesis try to model the under­
lying texture and find deviation from the model as defects. Although this seems to be
Page 148 R eferences
reasonable, it may not be the most straight forward approach. In a sense, one instead 
of modelling what one wants to identify, one models what one does not want to identify! 
There are various reasons for that, the most important being the paucity and diversity of 
the defects.
It seems that in the future, an alternative valid approach to tackle the problem would 
be to model the defect rather than the underlying texture. It is possible to model the 
geometrical characteristics of the defect and its spectral characteristics. One can then 
treat the defect detection as a classical matching problem, that is to match a known object 
(defect model) in a noisy background. Of course, such an approach requires good prior 
knowledge of the type of defects sought and clearly it will not be appropriate for the 
detection of a great variety of defects on the same surface unless all these defects have 
strong common characteristics. However, if the level of prior information is rather low, 
then it is more appropriate to try to estimate some significant features from the textured 
images and try to use this little prior information in a higher decision level to improve 
the low level module performance.
Some fruitful application research areas could also stem from the investigation of crack 
detection and cojoint representation presented in this thesis. For example, image analysis 
in precision industry or medical image diagnosis where the locality of the results and the 
accuracy of the representation are very important. Therefore, the pseudo Wigner distribu­
tion and the new distribution for local image representation will be further investigated 
in those area in the future.
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