Abstract-Relationships between ergodicity and structures of fourthorder spectral moments are investigated. In particular it is shown that second-order ergodicity of a random process is directly related to the distribution of these moments on the normal manifolds of the frequency domain. This result is illustrated by various examples.
I. INTRODUCTION AND NOTATIONS
Higher order statistics, or, more precisely, statistics of order higher than two, are used in various areas of signal processing and information sciences. The purpose of this correspondence is to show that they can also be useful for testing ergodic properties of some stochastic processes (SP). From a strictly mathematical point of view this has been known for a long time [1] , [2] . However, these papers are written in a very abstract form, and the engineering community has considered the same problem again with a quite different approach, and especially in the case of harmonic processes [3] , [4] . This correspondence has an intermediary perspective: it is not especially mathematically oriented and not limited to harmonic processes.
Let x(t) be a continuous-time real and strictly stationary SP. In order to estimate its mean value m it is appropriate to use its causal time average yT (t) given by y T (t) = 1 T t t0T x() d: (1) It is said that x(t) is weakly first-order (WFO) ergodic if yT (t) tends to m in the quadratic mean sense when T tends to infinity. The characterization of this kind of ergodicity requires only the knowledge of second-order properties of x(t): This means that conditions for ergodicity can be deduced from the behavior of the correlation function ( ) = E[x(t)x(t 0 )] 0 m 2 or from the structure of its Fourier transform 0(f), the power spectrum of x(t): In order to simplify the presentation we assume that this spectrum can be expressed as
where 0 b (f) is nonnegative, bounded, and integrable. Physically, this means that the spectrum of x(t) contains a continuous part, with a density 0 b (f), and a finite number of spectral lines at frequencies fi:
In this case it is known that x(t) is WFO ergodic if and only if there is no spectral line at the frequency zero [5] . It is obvious that WFO ergodicity does not imply that the time average of x(t)x(t0s) converges to the ensemble average E[x(t)x(t0s)] for any s, which characterizes weak second-order (WSO) ergodicity. For this, it is necessary to use the correlation function of x(t)x(t0s), ( ) or its spectrum 0(f): The fourth-order moments of x(t) can be expressed in terms of ( ) by a well-known formula (see [5, p. 278] ).
By Fourier transformation of this expression we obtain
The letter N (Normal) means that this sum contains three terms defining the three NM's, subsets of the stationary manifold, and defined by f1 + f2 = 0; f3 + f4 = 0 f 1 + f 3 = 0; f 2 + f 4 = 0 f1 + f4 = 0; f2 + f3 = 0:
It is clear that (4) is unique up to an exchange of either f i and f j or f k and f l , due to the delta term and the symmetry of 0(f i ). Furthermore, (4) shows that on the NM's the density is not arbitrary but appears as a product of spectral densities 0(f i )0(f k ): This form of density is called a normal density. This can be summarized by saying that the fourth-order spectral moment of a normal SP is uniquely distributed in the NM's with a normal density. For the following discussion it is worth pointing out that there are submanifolds of the NM's that can play a certain role. For example, to the first group of equations of (5) we can add the condition f 1 + f 3 = 0: This gives the manifold defined by f1 = 0f2 = 0f3 = f4:
II. CONDITIONS FOR SECOND-ORDER ERGODICITY
In order to apply the result indicated above, it is necessary to calculate the power spectrum of y(t; s) = x(t)x(t 0 s): For this purpose, and to simplify the discussion, let us introduce some general assumptions. Suppose that x(t) is an SP with zero mean value and a power spectrum denoted by 0(f): We assume that its fourth-order spectral moment can be written as
+ B(f1; f2; f3)(f1 + f2 + f3 + f4):
The first three terms of this expression correspond to a distribution on the NM's with density A(f i ; f k ) and the last term is a distribution 
where (1) is the covariance function of x(t), and m4 its fourth-order moment. The power spectrum of y(t; s) is the Fourier transform of y(t; s), or 0 y (f;s) = y (; s) exp(02jf) d:
Expressing m 4 of (7) in terms of its Fourier transform M 4 (f f f ) yields m4(t; t 0 s; t 0 ; t 0 s 0 )
where df f f 4 means df1 df2 df3 df4: in the integral (10). As a result, this term is
By following the same procedure we find that the two terms due to the last two manifolds of (5) are equal to T2 = A(f1; f 0 f1) df1
Finally, we obtain
In order to test WSO ergodicity by applying the result indicated in the Introduction, we have to verify whether or not there is a spectral line at the frequency zero. If the coefficient of (f ) in (14) is equal to zero and if the other terms are bounded, there is no spectral line, and x(t) is WSO ergodic. On the other hand, lack of ergodicity can come from several origins. This can appear if the coefficient of (f ) in (14) is not equal to zero and if the other terms are bounded. In these cases, it appears that the spectral line, and therefore the ergodicity property, is entirely due to the structure of the terms A(f 1 ; f 3 ) on the NM's.
However, there are more complicated situations, the best example being the case where x(t) is normal, as analyzed in the next section.
The previous analysis was only devoted to second-order ergodicity and the corresponding calculations require the use of spectral moments up to the fourth order. It is clear that similar calculations can be extended to ergodicity of an order higher than two. The principles are the same but the detailed expressions are more complicated. It is obvious that testing weak ergodicity of order n requires the use of spectral moments of order 2n: However, it appears that the role of the NM's remains the same.
III. EXAMPLES

A. Normal Case
Suppose that x(t) is a normal SP. This implies that the last term of (14) is zero. Suppose first that there is no spectral line in the spectrum of x(t): This means that the second term of (2) is zero. In this case, the coefficient of (f ) in (14) is zero and the second term is bounded. As a consequence, x(t) is WFO and WSO ergodic. Suppose now that there is one spectral line in the spectrum of x(t) at a nonzero frequency. As x(t) is real, its power spectrum is symmetric, and our assumption allows us to write (2) in the form
It is clear that these spectral lines do not change the fact that x(t) is WFO ergodic. Furthermore, the coefficient of (f ) in (14) is still equal to zero. This does not mean that there is no spectral line at the frequency zero. Indeed, by coupling the terms (f 0fi) and (f +fi), the second integral of (14) yields the term 2 2 [1 + cos(4fis)](), which introduces a spectral line at the frequency zero. Therefore, even if x(t) is WFO ergodic, it is not WSO ergodic. So we see that the spectral line at the frequency zero comes not from the first term of (14) but from its second term, because A(f 1 ; f 3 ) is not bounded.
In conclusion, ergodicity of normal SP's requires that there is no spectral line at all in the spectrum of x(t): This is in accordance with a known result, shown by a completely different method (see [6, p. 157] ): a normal process is ergodic if and only if its spectral distribution is continuous everywhere. As the power spectrum is the derivative of the spectral distribution, this is equivalent to saying that there is no spectral line in the spectrum.
B. Spherically Invariant Processes
A process x(t) is said to be spherically invariant if it can be written as x(t) = Au(t), where u(t) is a normal SP and A a random variable independent of u(t): For simplicity we assume that the mean values of A and u(t) are zero. Furthermore, we assume that the variance of A 2 is not zero, which means that A is not a random variable taking
only two values +a and 0a: The results from these assumptions are that x(t) cannot be normal and, therefore, its fourth-order spectral moment has no reason to take the form (4). We shall, however, see that this spectral moment satisfies (6), with specific values of A and B: For this, note that the power spectrum of x(t) is m 2 0 u (f), where m2 is the variance of A and 0u(f) the power spectrum of u(t): We assume that this spectrum does not contain a spectral line. As u(t) is normal, its fourth-order spectral moment satisfies (4) where 0(1) is replaced by 0u(1): As a result, the fourth-order spectral moment of x(t) is given by (6) where the term B(f 1 ; f 2 ; f 3 ) is zero and A(f i ; f k ) = m 4 0(f i )0(f k ):
This implies that the last two terms of (14) ; because u(t) and 0u(t) have the same probability distribution. As a conclusion, the only spherically invariant SP that are WSO are the normal processes. This property has also been obtained by completely different methods in [7] . Note finally that x(t) is an example of SP for which M4(f f f) is uniquely distributed on the normal manifolds, which means that the term B(f f f ) is zero, and the nonnormal character is due to the fact that the density in the NM's is not normal.
C. Shot Noise of Poisson or Poisson Compound Processes
The shot noise of a point process is defined by s(t) = 6 h(t 0t i ) where the time instants ftig are the random points of the process (see [5, (14) is equal to zero. Therefore, if jG(f)j is bounded, which is a very general assumption for the frequency response of a filter, x(t) is WSO ergodic. This is no longer true for a compound Poisson process in which the density becomes a positive random variable
3:
In fact, we must replace in the above equations and
2 by E (3) and E(3 2 ), respectively. In order to suppress the spectral line at the frequency zero we must have E(3 2 ) = E 2 (3), which implies that 3 is no longer random. This result is quite similar to that obtained for spherically invariant SP's, sometimes called compound normal processes. The difference between the two processes appears with the term B of (6) which is equal to zero for spherically invariant SP's. However, this term does not play any role in WSO ergodicity which is associated with the form of the density on the NM's. These results have a simple physical interpretation. An SP containing in its definition a random variable, which is essentially time-independent, is in general not ergodic because time averages cannot be equal to ensemble averages.
D. Processes with Independent Spectral Components
Let x(t) be a harmonizable SP with the spectral decomposition x(t) = dX(f) exp(2jft):
As x(t) is real we have dX(f) = dX 3 (0f) and we can use only positive frequencies. We assume that E[dX(f)] = 0, which implies that the mean value of x(t) is zero. As it is stationary, the second-order properties of the spectral increments are characterized by
where 0(f) is the power spectrum. This means that the increments dX(f1) and dX(f2) are uncorrelated if f1 6 = 0f2: We assume now that they are independent. In order to simplify the discussion let also assume that there is no spectral line in the spectrum. This means that the last term of (2) is zero. The fourth-order moment
is zero outside the stationary manifold. We shall fist show that it is only distributed on the NM's, which means that the term B (1) in (6) is zero. For this, note that vectors f f f belonging to the stationary manifold f 1 + f 2 + f 3 + f 4 = 0 and not to the NM's must satisfy simultaneously f1 + f2 6 = 0; f1 + f3 6 = 0; f1 + f4 6 = 0 because if one of these equations is violated, f f f belong to one of the NM's. Indeed, suppose, for example, that f1 + f2 = 0: As we have f1 + f2 + f3 + f4 = 0, this gives f3 + f4 = 0, which characterizes the first NM defined by (5) . This implies that outside the NM's it is impossible to have fi = f1 + f2 + f3; 1 i 3: However, on the stationary manifold the spectral moment takes the form
and the previous result shows that dX 3 (f1 + f2 + f3) cannot be coupled with another increment. As these increments are zero-mean and independent, the fourth-order spectral moment is zero outside the NM's.
The remaining task is to calculate the term A(f i ; f k ) of (6). For
On the first NM of (5) this term appears when f1 = f3 or f1 = 0f3: The same result appears for the other NM's. So by using (18) we deduce that
Inserting this expression in the first term of (14) shows that ergodicity of x(t) is entirely due to the term C(f) that must now be analyzed. For this let us recall a classical result: the only real SP's with independent increments that are continuous with probability one are the Wiener or the Poisson processes. This can be extended to complex SP's like the spectral function X(f) appearing in (17). This can be summarized by saying that the only SP's with independent spectral components that are also WSO ergodic are normal processes without spectral lines. This result was obtained by an entirely different procedure in [8] .
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I. INTRODUCTION
Consider a sequential estimation game in which a statistician is given n independent observations Y 1 ; 1 1 1 ; Y n distributed according to an unknown distributionP chosen at random by Nature from the set fP : 2 2g according to a known prior distribution on 2: For each time t between 1 and n, the statistician must produce an estimatePt for the unknown distributionP , based on the previous on the n-fold product of the space of observations. Let us call this n-fold product space X: In this way, the actions of the statistician can be interpreted as choosing a joint distribution Q on the space X:
Let P =P n be the "true" joint distribution for the observations. Using the chain rule for relative entropy, it is seen that the risk for this game reduces to s D(P kQ) d() [3] . This leads us to a simpler, more general game: Nature picks a prior on 2 and then picks a probability measure P on a space X at random (according to ) from a set fP : 2 2g: Then, knowing but not knowing , a statistician picks a measure Q on X: Finally, the statistician suffers a loss D(P kQ):
We show that the minimax and maximin values of this game are always equal, and there is always a minimax strategy in the closure of the set of all Bayes strategies. This generalizes results of Gallager [11] , and Davisson and Leon-Garcia [7] , which were restricted to the case when the observations are chosen from a finite set of symbols. The proof of the general result closely follows that in [10, Theorem 2, p. 85], which is based on earlier results of Le Cam [2] , with one fairly simple extension to handle the case when fP : 2 2g is not uniformly tight (Lemma 4 below).
In the source coding interpretation of this game, the minimax value is the capacity of the channel from 2 to X [4], [7] . A similar interpretation applies in computational learning theory, where the cumulative relative entropy risk is interpreted as the average additional loss suffered by an adaptive algorithm that predicts each observation before it arrives, based on the previous observations, as compared to an algorithm that makes predictions knowing the true distribution [12], [13] . Here, to get this interpretation, we assume that the observation at time t is predicted by the "predictive" probability distributionPt; formed by the adaptive algorithm using the previous t 01 observations, and that when this tth observation arrives, the loss is the negative logarithm of its probability underPt: The game has interpretations in other fields as well. For example, in mathematical finance and gambling theory, the cumulative relative entropy risk measures the expected reduction in the logarithm of compounded wealth due to lack of knowledge of the true distribution [1] , [3] .
II. PRELIMINARY DEFINITIONS
We first briefly review some basic facts about probability measures on complete separable metric spaces; proofs of these can be found in, e.g., [8] . Let (X; ) be a complete separable metric space and let A(X) be the set of all probability measures defined on the -field generated by the open sets of X (i.e., the Borel subsets of X). 
