Abstract. We show the sharp global well posedness for the Cauchy problem for the cubic (quartic) non-elliptic derivative Schrödinger equations with small rough data in modulation spaces M s 2,1 (R n ) for n 3 (n = 2). In 2D cubic case, using the Gabor frame, we get some time-global dispersive estimates for the Schrödinger semi-group in anisotropic Lebesgue spaces, which include a time-global maximal function estimate in the space L 2 x 1 L ∞ x 2 ,t . By resorting to the smooth effect estimate together with the dispersive estimates in anisotropic Lebesgue spaces, we show that the cubic hyperbolic derivative NLS in 2D has a unique global solution if the initial data in Feichtinger-Segal algebra or in weighted Sobolev spaces are sufficiently small.
Introduction
In this paper we consider the Cauchy problem for the derivative nonlinear Schrödinger equation (DNLS): iu t − ∆ ± u = F (u,ū, ∇u, ∇ū), u(0, x) = u 0 (x), (1.1) where ∆ ± = ε 1 ∂ 2 x 1 + ... + ε n ∂ 2 xn , ε i ∈ {1, −1} for i = 1, ..., n, ∇u = (u x 1 , ..., u xn ),
and |c β | C |β| for β = (β 1 , ..., β 2n+2 ). A special case of (1.1) is the following iu t − ∆ ± u = − → λ · ∇(|u| 2κ u) + µ|u| 2ν u, u(0, x) = u 0 (x), (1.3) λ ∈ C n , µ ∈ C and κ, ν ∈ N. It is known that (1.3) (κ = 1) arises from the strongly interacting many-body systems near criticality as recently described in terms of nonlinear dynamics [5, 9, 35] , where anisotropic interactions are manifested by the presence of the non-elliptic case, as well as additional residual terms which involve cross derivatives of the independent variables. Another typical example is the Schrödinger map equation iu t − ∆ ± u = 2ū 1 + |u| 2 (ε 1 u 2 x 1 + ... + ε n u 2 xn ), u(0, x) = u 0 (x), (1.4) which is an equivalent form of the non-elliptic Schrödinger map s t = s × ∆ ± s, s(0, x) = s 0 (x).
(1.5)
where s = (s 1 , s 2 , s 3 ), s : R × R n → S 2 is a real valued map of (t, x 1 , ..., x n ). Indeed, if u satisfies (1.4), taking
we see that s is the solution of (1.5). Conversely, taking u as the stereographic projection of s defined by
we see that (1.5) reduces to (1.4) . A large amount of work has been devoted to the study of the elliptic Schrödinger map initial value problem (∆ ± = ∆) together with their generalizations [1, 8, 26, 32, 39, 42] .
If there is no condition on initial data, it is easy to give a finite-time blow up solution of the derivative NLS and in the non-elliptic case, all of the blow up points can constitute a curve, see Appendix C.
For the general equation (1.1) in the elliptic case with nonlinearity (1.2), the local and global well posedness were studied in [4, 22, 23, 27, 29] . When the nonlinear term F satisfies an energy structure condition Re∂F/∂(∇u) = 0 and the initial data are sufficiently smooth in weighted Sobolev spaces, Klainerman [22] , Shatah [29] and Klainerman and Ponce [23] obtained the global existence of (1.1) in all spatial dimensions. Chihara [4] considered the initial data in sufficiently smooth weighted Sobolev spaces and removed the energy structure condition Re∂F/∂(∇u) = 0 for n 3 and only assume that cubic terms F 1 (z) in F (z) is modulation homogeneous (i.e., F 1 (e iθ z) = e iθ F 1 (z)) for n = 2. Ozawa and Zhai [27] was able to consider the initial data in H s with s > n/2 + 2, n 3 and Re∂F/∂(∇u) = ∇(θ(|u| 2 )) for some real valued function θ ∈ C 2 with θ(0) = 0.
In the non-elliptic case, the smooth effect estimates seem to be useful tools for the well posedness of (1.1) with nonlinearity (1.2). Roughly speaking, this method relies upon the dispersive structure for the Schrödinger semi-group and the energy structure conditions for the nonlinear terms are not necessary for the local well posedness and for the global well posedness with small data. By setting up the local smooth effects for the solutions of the linear Schrödinger equation, Kenig, Ponce and Vega [19, 20] were able to deal with the non-elliptical case and they established the local well posedness of Eq. (1.1) in H s with s ≫ n/2. The global existence and scattering of solutions of (1.1) and (1.2) with small data in modulation spaces M 5/2 2,1 (so in H s with s > n/2 + 5/2, n 3) were recently obtained in [39] . Moreover, the results in [39] contains non-elliptic Schrödinger map equation as a special case if n 3.
In this paper we study the global well posedness of solutions of (1.3), and (1.1) and (1.2), we show that (1.3) in modulation spaces M s 2,1 has a critical index s = 1/2κ for which (1.3) is globally well posed for small data if s 1/2κ and ill posed if s < 1/2κ, κ 1 for n 3, κ 2 for n = 2 respectively. Similarly, (1.1) with nonlinearity (1.2) in modulation spaces M s 2,1 has a critical index s = 1 + 1/m for which it is globally well posed with small data if s 1 + 1/m and ill posed if s < 1 + 1/m, m 2 for n 3, m 3 for n = 2 respectively. In 2D case with m = 2, and 1D case with m = 3, we show that (1.1) with nonlinearity (1.2) is globally well posed for the small Cauchy data in Feichtinger-Segal's algebra M 2 1,1 . On the basis of the Gabor frame expression for the initial data, we will establish a class of linear estimates in anisotropic Lebesgue spaces, these estimates together with the smooth effect estimates for the linear Schrödinger equation (cf. [6, 19, 20, 25, 30, 39, 41] ) and frequency-uniform decomposition techniques yield the existence and uniqueness of global solutions for small initial data.
Notation
In the sequel C, C i will denote universal positive constants which can be different at each appearance. x y for x, y > 0 means that x Cy, and x ∼ y stands for x y and y x; x ∨ y = max(x, y). For any p ∈ [1, ∞], p ′ denotes the dual number of p, i.e., 1/p + 1/p ′ = 1.
Let S be Schwartz space and S ′ be its dual space. All of the function spaces used in this paper are subspaces of S ′ . We will use the Lebesgue spaces
.
We denote by
x,t forx = (x 2 , ..., x n ) the anisotropic Lebesgue space for which the following norm is finite:
(1.6) Let F (F −1 ) be the (inverse) Fourier transform. We will write D s
Let {σ k } k∈Z n be a smooth cut-off function sequence satisfying
We know that if {η k } k∈Z satisfies (1.7) for n = 1, then we see that
satisfies (1.7). We can define the frequency-uniform decomposition operators k as:
and we write 10) which is said to be a modulation space. Modulation spaces M s p,q were introduced by Feichtinger with the following equivalent norm (cf. [13, 14] )
where, for a given window function g ∈ S , V g is the short-time Fourier transform:
The behavior of the Schrödinger semi-group in modulation spaces are rather different from those in Lebesgue spaces. Indeed, it was shown in [3, 36, 37] that
which means that Schrödinger semi-group is bounded in any M s p,q and satisfies a truncated decay from M s p ′ ,q to M s p,q . It is known that Schrödinger semi-group in Lebesgue spaces L p is bounded if and only if p = 2 and the truncated decay from L p ′ to L p does not holds.
Considering the inclusions between modulation and Sobolev spaces, we have (cf. [31, 38] )
From scaling point of view, we see that the critical Sobolev space of (1.3) in the case µ = 0, n 2 is H n/2−1/2κ . If we can solve (1.3) in M s 2,1 with s < n/2 − 1/2κ, which contains a class of data in L 2 \ H n/2−1/2κ , then there is a class of H n/2−1/2κ supercritical data such that (1.3) is well posed. The space M s 1,1 with s 0, so called Feichtinger algebra (or Feichtinger-Segal algebra), is one of the most important modulation spaces which enjoys the following interesting property ( [10, 11] ):
is an isometric mapping. On the other hand, it is known that B 
Main results
For convenience, we write for n 2,
(1.14)
We denote u Υ∩Γ = u Υ + u Γ .
and there exists a suitably small δ > 0 such that
and there exists a suitably small δ > 0 such that for (1.3) and (1.1); cf. [38] . For cubic case in 2D, we need more regularity for the initial data. First, we need the following semi-norms:
The regularity of · sm2 and u str2 is higher than that of · sm and u str . 
In particular, if u 0 ∈ H s,b and u 0 H s,b δ with s > 3 and b > 1, then the result holds. 
and
Strategy of the proof
We now sketch our ideas in the proof for the main results in the 2D cubic case. We consider the following equivalent integral equation,
where we assume for simply that F (u) = ∂ x 1 (|u| 2 u). By following the smooth effects in 1D as in Kenig-Ponce-Vega [19] , the global smooth effects for the solutions of the Schrödinger equation in 2D were essentially obtained by Linares and Ponce [25] ,
The second estimate from L 1
,t has absorbed one order derivative, which enables us dealing with the derivative in the nonlinearity F = ∂ x 1 (|u| 2 u). By Hölder's inequality,
. According to the integral equation, we need to show that
is bounded. Following [18] , it was shown in [39] that
When p = 2, there is a logarithmic divergence and we can not obtain the time-global estimate. To overcome this difficulty, we will use the Gabor frame. Roughly speaking, any function u 0 in L 2 and in any modulation space can be expressed in the form k,l∈Z 2 c kl e ikx e −|x−l| 2 /2 , it follows that
We can get the following time-global estimates
Noticing that k u 2 k u 1 and comparing (1.27) with (1.25), we see that there is a loss of spatial index in (1.27) and (1.28). According to (1.28) , one need to bound (after ignoring the frequency localization and spatial regularity index)
In another way, 
,t is a maximal function space arising from the nonlinear estimate (1.24). In order to get a time-global estimate for the Schrödinger semi-group in L 2
x,t is employed for the nonlinear estimates in L 1 x,t .
Linear estimates via Gabor frame
Gabor frame is of importance in the time-frequency theory, its discrete form enable us to get an exact expression for the solution of the free Schrödinger equation, see below (2.2). Indeed, Cordero, Nicola and Rodino [7] calculated e −it∆ (e iαkx e −β|x−l| 2 ). The advantage of the Gabor frame expression is that it has no singularity at t = 0 and easier to calculate than the following form
In this section, we always denote |ξ| 2 ± = n j=1 ε j ξ 2 j , where ε j ∈ {1, −1} is arbitrary. For any x ∈ R n , we writex = (x 2 , ..., x n ).
Then we have
Proof. In view of
we see that
It follows that
In view of
Using the fact that 
Proof. Let u 0 = k,l∈Z n c kl e ikx e −|x−l| 2 /2 . By Proposition 2.1,
Applying the fact that sup x>0 x N /e x < ∞ for any N > 0, we have
In view of Lemma B.1 we have (see Appendix)
It follows from (2.8) and (2.10) that
We consider the estimate of A hi .
where we denote
We now estimate Υ 1 . Usingt sup x>0 x θ /e x < ∞ for any θ > 0, we have
By Lemma B.1 and (2.13), we have
(2.14)
By Lemma B.1, we have
For the estimate of Υ 2 , we have 
Applying the fact sup x>0 x θ /e x < ∞, we have
Analogous to the estimate of Υ 2 , we can show that Ξ 2 has the same upper bound as Ξ 1 .
Let us observe an endpoint case r = 1. We have
Assume one of the following alternative conditions holds:
3 Linear estimates with k -decomposition 
In particular, we have for n = 2,
Proof. By Proposition 2.3, we have
Proposition 3.4 (Interaction estimates, [39] ) Let 4/n p < ∞. We have
Proof. By duality, it suffices to show that
(3.14)
It is easy to see that
We have
Let us observe that
where * denotes the convolution on x and t. Applying Young's inequality, we obtain that
Hence, if we can show that 18) then the result follows. Indeed, in view of Corollary 2.3, 
Proof. Denote
We can assume that |ξ| 2
Let σ k (ξ) = η k 1 (ξ 1 )...η kn (ξ n ) be as in (1.7) and (1.8). We can assume that k 1 > 0. We have
e itτ e ixξ |ξ| 2 ± − τ k f (τ, ξ)dξdτ
Let f (y 1 )(τ,ξ) be the Fourier transform of f (t, y 1 ,ȳ) with respect to t andȳ. Using the almost orthogonal property of k , we have
For any a > 0, one has that
Applying (3.24) and changing the variable, the norm in L q x 1 Lq x,t of the right hand side of (3.23) can be reduced to the following estimate
Applying Proposition 3.5, we have
Next, we consider the estimate of II. We have
Integrating by part, we see that
and the dual estimate argument implies that (see [39] )
The result follows.
Let us recall that for q > 2, Proposition 3.6 was obtained in [39] by using the standard dual estimate argument. However, in order to get the sharp global well posedness result of (1.1) with the nonlinearity (1.2), the result in the case q = 2 is of importance.
uniformly holds for all k ∈ Z n .
Proof. See [3, 36] . for m = 2κ = 2 in Theorems 1.1 and 1.2, respectively. For convenience, we write
2)
For simplicity, we assume that µ = 0. When µ = 0, |u| 2ν u can be handled by only using the Strichartz space. We consider the mapping 
In particular, one has that ∂ α
Proof. By the almost orthogonality of k and noticing that |k 1 | |k 2 | ∨ 20, we have 6) which implies the result, as desired.
n ), we have kū = (−1) n −k u, and
Proof. See [37] .
Lemma 4.3 Let m = 2κ with κ ∈ N. We have
Proof. It suffices to bound T u sm 1 . Applying the 1/2-order smoothness of S(t) and Lemma 4.1,
For convenience, we write
n ). Since kū = −k u, we will make no distinction between u andū and write the nonlinearity as λ · ∇u 2κ+1 . Applying the smoothness of A and the Strichartz-smoothness estimate,
Using Lemma 4.2, we see that in I and II, the summation on k ∈ Z n is finitely many and we have the the following restriction on k ∈ Z n in I and II:
We separate the estimate of I into several steps. Step 1. We assume that |k
λ |. Applying the smooth effect of A and (4.11), we have
2 | = max s=1,...,n |k
Hence, noticing that 20 |k
2 |, we have
Case c. If |k (2) i | = max s=1,...,n |k (2) s | for some i > 2, then we can repeat the above proof to get the conclusion.
Step 2. We assume that |k
Now we estimate II. In view of the Strichartz-smoothness estimate and (4.11), we have
Collecting (4.12), (4.14) and (4.15), we have the result, as desired.
Lemma 4.4
Let m = 2κ with κ ∈ N. We have
Proof. By symmetry of · max it suffices to bound T u max
1
. Applying the maximal function estimate of S(t), one has that
We divide the proof into the following two steps.
Step 1. κ = 1. We have
In view of Proposition 3.6 and (4.11),
Assume that |k
i |. By Hölder's inequality,
where r, s, q ∈ {1, 2, 3} are different from each other. We can further assume that |k
Noticing that 20 |k
Using the Strichartz-maximal estimate,
Step 2. κ 2. Using Lemma 4.1,
We estimate Γ 2 for instance. By Proposition 3.4, we have
So, using the same way as in the above, we have
The other terms Γ i can be estimated in an analogous way and the details are omitted.
Lemma 4.5 Let m = 2κ with κ ∈ N. We have
Proof. By Strichartz estimate, we have
It suffices to bound ∂ x 1 A u 2κ+1 str . In view of the Strichartz and smooth-Strichartz estimates,
Repeating the argument as in Lemma 4.3, we obtain the result and the details are omitted.
Cubic nonlinearity in 2D
Now we split the (semi-)norms in different directions.
We see that
Due to kū = (−1) n −k u, we can assume that
We define the following 5) and for any u, v ∈ D,
We consider the following mapping T in (D, d),
By Lemma 4.1,
Using Lemma 5.1, we have
Lemma 5.2 Let u ∈ D. Then we have
Proof. First, we estimate ∂ x 1 T u sm2 1 .
By Proposition 3.2,
For convenience, we write
We see that for κ + |ν| = j, 
Noticing that there are at most O(j) non-zero terms in the summation k∈Z 2 , |k 1 | |k 2 |∨20 and |k 1 | Cj in (5.11), we easily see that
For convenience, we further write
14)
The estimates for II 1 , ..., II j are similar and it suffices to estimate II j−2 . If |k 
|, by Hölder's inequality,
and if |k
We see that in II j−2 , there are at most Cj non-zeor terms in the summation k∈Z 2 , |k 1 | |k 2 |∨20
and |k 1 | Cj(|k
hi , it follows that
So, we have
holds for any u ∈ D.
Lemma 5.3 Let u ∈ D. Then we have
Proof. We have
By Corollary 3.1, we have for α = 0, 1 and i = 1, 2,
Again, in view of Corollary 3.1,
We now estimate Υ 1 . We have
By Hölder's inequality and Lemma 4.2,
In order to bound Υ 12 , we further decompose A j,1
hi . We have
The estimates of Υ 12,ℓ for ℓ = 1, ..., j are similar and we only need to estimate Υ 12,1 . By Hölder's inequality and Lemma 4.2,
1 | |k
1 |<|k
Analogous to Υ 12,1 , we have
Using the same way as in the estimates of Υ 1 , we can obtain that
Lemma 5.4 Let u ∈ D.
Again, in view of Corollary 3.1, 27) where Υ 1 and Υ 2 are the same as in (5.20) . So,one can repeat the proof of Lemma 5.3 to obtain the result.
Lemma 5.5 Let u ∈ D. Then we have
In view of Proposition 3.3, Lemma 4.2 and Hölder's inequality,
Using the same way as in (5.28), Γ 1 can be estimated in an analogous way as above. Now we consider the estimate of Γ 2 . It follows from Lemma 4.1 that
By Proposition 3.3,
Then we can use the same way as in (5.11)-(5.12) to obtain that
By Proposition 3.4, 
Similarly, for any u, v ∈ D,
Following a standard contraction mapping argument, we obtain that (1.4) has a unique solution u ∈ C(R, M 2 2,1 ) ∩ X. Finally, it suffices to show that u ∈ C loc (R, M Proof. It is known that M κ r,1 ⊂ L ∞ is a Banach algebra, we see that s i L ∞ ≪ 1 for i = 1, 2. In view of Taylor's expansion we have
In view of the algebra property of M κ r,1 , Proof. We may assume that s 3 0. Takings 3 = s 3 − 1, we have u 0 := (s 1 + is 2 )/2(1 + s 3 /2). Let us observe that
Using the algebra property on M κ r,1 , analogous to Lemma 7.1, we can obtain the result, as desired.
By Lemmas 7.1 and 7.2, we see that u 0 = ( 
Finally, we show that s 1 , s 2 , |s 3 | − 1 ∈ X and we need the following
Proof. The result was essentially obtained in [37] .
By Taylor's expansion
By Lemmas 7.3 and 4.2, we have
Finally, it suffices to estimate ∂ α x i s 1 sm2 , say, we bound ∂ x 1 s 1 sm2 1 . We have
We estimate
Using the fact
, and in view of Lemma 4.2 and Hölder's inequality, we have
Again, Lemma 4.2 and Hölder's inequality yield
Collecting the estimates as in the above, we obtain that
δ. Similarly, we have the desired estimates for s 2 and |s 3 | − 1. This finishes the proof of Corollary 1.4.
Initial data in weighted Sobolev spaces
If we can show that H s+b,b (R 2 ) ⊂ M s 1,1 (R 2 ) for any b > 1, then we get an exact proof of Corollaries ??.
Proof. It suffices to consider the case s = 0. We have
For anyb > n/2, using similar way as in Lemma 4.1,
Ifb ∈ N, we see that
Hence,
is bounded for anyb ∈ N ∪ {0}. For any b > n/2, we can chooseb > b with b ∈ N. In view of the real interpolation theory, we can interpolate
) and ℓ 2 (Hb(R n )) and show that
Taking g = F −1 ξ b F f , we have from (8.2) and (8.4) that
Hence, we have
Ill-posedness
In this section we apply the idea as in [2] to show that
is ill-posed in M s 2,1 if s < 1/2κ. We can assume that the first coordinate of − → λ is not 0. Let ϕ : R n → [0, 1] be a smooth function with supp ϕ ⊂ {ξ ∈ R n : |ξ| 1} and ϕ(ξ) = 1 for ξ ∈ {ξ ∈ R n : |ξ| 1/2}. Put for 0 < ε ≪ 1,
In order to show that the solution map u 0 → u is not C 2κ+1 , it suffices to prove that
does not hold for v = S(t)u 0,N if N ≫ 1. It is easy to see that
Let us write
From the argument below we will see that M (t, x) contributes the main part. Denote ξ = (ξ (1) , ..., ξ (2κ+1) ) for ξ (j) ∈ R n . We have
where
n ). We can further write
For convenience, we write for λ = (λ 1 , ..., λ 2κ+1 ), λ j = +, −,
We estimate M 1 (t, ξ (2κ+1) ). By changing variables ξ (j) 1 = η j + N for j = 1, ..., κ and ξ (j) 1 = η j − N for j = κ + 1, ..., 2κ + 1, one sees that
The estimate of M 2 (t, ξ (2κ+1) ) is analogous to M 1 (t, ξ (2κ+1) ). So, we have
Let us assume that M R is the summation of M Rλ . In the following we show that either
or the support set of M Rλ is disjoint with supp M 1 ∪ supp M 2 . We divide the estimate of M Rλ (t, ξ (2κ+1) ) into the following three cases.
Case 1.
We consider the case ξ
Making a change of variables ξ = η j − N for j = 1, κ + 2, ..., 2κ + 1, we see that
Case 2. We consider the case ξ Using the same way as in the above, one sees that (9.6) is ill-posed in M s 2,1 if s < 1 + 1/2κ.
Remark. From the proof above we see that iv t − ∆v = µ|v| 2ν v, v(0, x) = v 0 (x) (9.8)
is ill posed in M s 2,1 if s < 0, i.e., the solution map is not C 2ν+1 from M s 2,1 into C([0, T ]; M s 2,1 ) for any s < 0 and T > 0. This implies that the well posed results in M 0 2,1 for NLS (9.8) obtained in [36, 37] are also sharp with respect the spatial regularity index.
A Gabor frame
We collect some results used in this paper for the Gabor frame, see for instance, Gröchenig [13] . Gabor frame is a fundamental tool in the theory of time-frequency analysis, which was first proposed by Gabor [12] in 1946. A system {e j : j ∈ J} in a Hilbert space H is said to be a frame if there exists two positive constant A, B > 0 such that for all f ∈ H, For convenience, we write T x f (y) = f (y − x), M ξ f (y) = e iy·ξ f (y), T x is a translation by x and M ξ is a modulation by ξ. Let g ∈ L 2 (R n ) and α, β > 0. If
is a frame in L 2 , then it is said to be a Gabor frame in L 2 .
Proposition A.1 Let G(g, α, β) be a Gabor frame in L 2 . Then any f ∈ L 2 has an expansion f = k,l∈Z n c kl T αl M βk g.
Moreover, f 2 ∼ (c kl ) ℓ 2 .
Unfortunately, the generalization of Gabor frame in L p with p = 2 is not available and the Gabor expansion only holds for the case p = 2. However, Proposition A.1 also holds for modulation spaces M s p,q with 1 p, q < ∞: A basic example of the Gabor frame is {e ikx e −|x−l| 2 /2 : k, l ∈ Z n }.
B Function-sequence convolution
Considering the Gabor frame expression for the solutions of linear Schrödinger equations, we need to treat the convolution on variables x ∈ R n and l ∈ Z n . Since x and l belong to different measure spaces, we can not directly use Young's and Hardy-Littlewood-Sobolev's inequalities. So, we need the following Using Hardy-Littlewood-Sobolev's inequality in the case θ = 1/r ′ + 1/p, we also have the result, as desired.
We note that the hidden constant in the right hand side of (B.1) is independent of b, c ∈ R with |c| 1.
C Blow up solution of (1.4) in 2D
Guo and Yang [16] found a class of solutions of the 2D Schrödinger map equation in the elliptic case, which contain a blow up solution for (1.4) in 2D elliptic case. We can easily Since the solution has no decay as |x| → ∞, it does not belong to any Sobolev or modulation spaces.
