Abstract-As an emerging technique, Underwater Sensor Network (UWSN) will enable a wide range of aquatic applications. However, due to the adverse underwater environmental conditions as well as some system constraints, an underwater sensor network is usually viewed as an Intermittently Connected Network (ICN) (or Delay/disruption Tolerant Network (DTN)), which requires specialized routing protocols. Moreover, applications may have different requirements for different types of messages, as demands a smart protocol to handle packets adaptively. In this paper, we propose a novel routing protocol where routing is performed adaptively based on the types of messages and application requirements. This is obtained by exploiting message redundancy and resource reallocation in order to achieve different performance requirements. We demonstrate through simulations that our protocol can satisfy different application requirements and achieve a good trade-off among delivery ratio, end-to-end delay and energy consumption.
I. INTRODUCTION
The earth is a water planet: over 71% of the surface is covered by the ocean, most of which has not been explored. As a promising solution to aquatic environmental monitoring and exploration, Underwater Sensor Network (UWSN) has attracted significant attention recently from both academia and industry [1] , [2] , [3] , [4] , [5] . On the one hand, it can enable a wide range of aquatic applications, such as oceanographic data collection, pollution monitoring, offshore exploration, disaster prevention, assisted navigation and tactical surveillance applications [2] . On the other hand, adverse environmental conditions pose a range of challenges to underwater communication and networking. Firstly, acoustic communication is usually employed in underwater sensor networks, and acoustic channels feature high error rate, long propagation delay and limited bandwidth. Secondly, underwater sensor nodes are usually mobile with water currents. Furthermore, compared to terrestrial sensor nodes, underwater sensor nodes are usually much bigger, more energy-consuming, harder to recharge and more expensive [4] ; thus it is very costly to deploy dense underwater sensors in a large area.
Due to node mobility and sparse deployment, an underwater sensor network can be easily partitioned. That is, there may not be an available persistent route from a source to a destination. Therefore, an underwater sensor network can be viewed as an Intermittently Connected Network (ICN), which is also referred to as Delay/Disruption Tolerant Network (DTN) [6] . For DTN, traditional routing protocols are usually not practical since packets will be dropped when no routes are available.
In addition to intermittent connectivity, an underwater sensor network often needs to provide differentiated packet delivery according to various application requirements. For instance, in water pollution surveillance, a packet that reports pollution should be delivered as quickly as possible, while a packet that reports normal conditions (such as conductivity, temperature, and depth) can tolerate a long end-to-end delay. Thus it is desirable to design a smart routing protocol that could handle these different requirements adaptively.
Motivated by the above considerations, in this paper, we propose an adaptive routing protocol for underwater sensor networks. The goals of our protocol are (1) to satisfy different application requirements; and (2) to achieve a good trade-off among delivery ratio, average end-to-end delay and energy consumption for all packets. Our key idea is to exploit message redundancy and resource reallocation, so that "more important" packets can obtain more resources than other packets so that they could be delivered within shorter delays. We will elaborate our protocol design, and conduct extensive simulations to evaluate its performance. The results will show that our adaptive routing protocol provides differentiated packet delivery according to application requirements and achieves a good performance trade-off among delivery ratio, average end-to-end delay and energy consumption.
The rest of this paper is organized as follows. We discuss related work in Section II. We introduce the problem setting and present our adaptive routing protocol in Sections III and IV respectively. In Section V, we evaluate the performance of our proposed protocol through simulations. Finally, we conclude and point out future directions in Section VI.
II. RELATED WORK Several routing protocols have been proposed for underwater sensor networks. Vector Based Forwarding (VBF) protocol [7] aims to solve the problem of high error probability in dense underwater sensor networks. It defines a routing pipe from the source to the sink and floods inside the pipe. By introducing a self-adaptation approach to suppress redundant transmissions, VBF can significantly improve energy efficiency. In [8] , Pompili et al. introduce a two-phase resilient routing solution for long-term monitoring missions based on centralized planning of network topology and data paths. In [9] , the same authors propose a routing protocol for delay-insensitive and delay-sensitive applications. In this protocol, cross-layer interaction between routing functions and underwater characteristics is exploited. Different from our work, all of the aforementioned routing protocols are designed for dense and connected underwater sensor networks, which are dramatically different from ICN/DTN, the target network scenarios of this paper.
Delay/Disruption Tolerant Network (DTN) is an emerging type of networks, where routing is very challenging [6] . Traditional forward-or-drop routing protocols are not practical in this type of networks because packets will not be delivered due to the lack of connectivity.
In [10] , Zhang surveys a large number of store-and-forward routing protocols proposed for DTN, such as Epidemic, SWIM, Spraying, PROPHET, and MRP. Depending on the amount of message redundancy, we can map these routing protocols to a routing spectrum. One extreme is the Epidemic routing protocol proposed in [11] , which is basically a flooding approach. In this routing protocol, each node replicates a packet to every encountered node, thus it can utilize every opportunity to deliver a packet to the destination. Clearly, the Epidemic routing protocol can maximize successful delivery ratio and minimize average end-to-end delay in unconstrained networks (i.e., in networks with plenty of resources such as buffer, available energy and bandwidth). However, this routing protocol consumes too many resources, as is not desirable in resource constrained networks (such as underwater sensor networks). The other extreme is the Single-copy routing protocol designed in [12] . In this protocol, for any packet, only one copy is kept in the network all the time during delivery. Obviously, this routing protocol can help to reduce energy consumption significantly. However, the average endto-end delay is usually very long. Many other protocols such as [13] , [14] , [15] , [16] , [17] , and [18] fall in between these two extremes. In these protocols, for any packet, several copies are forwarded to selected nodes encountered based on either flooding [14] , [17] , [18] or gossiping [13] , [15] , [16] . Some statistic profiles are utilized to evaluate the benefits earned from sending a copy to current neighbors. Though different protocols use different evaluation schemes, one common idea in these protocols is that multiple copies are exploited to increase the probability that any one copy can reach the destination quickly.
All the aforementioned DTN routing protocols treat every packet equally and aim at a single optimization goal, e.g., minimizing average end-to-end delay, maximizing delivery rate or energy efficiency. None of them is suitable for the applications where packets are of different importance and have various requirements. The novelty of our work is that we propose an adaptive routing protocol by using different number of message copies according to the characteristics of the packets and the network. We will show that our routing solution can satisfy different application requirements and achieve a good trade-off among delivery ratio, average endto-end delay and energy consumption.
III. PROBLEM SETTING In this paper, we consider the application of water pollution surveillance. For this application, underwater sensor nodes are randomly deployed in a target underwater area and periodically report the detected quality of water to the data sink at the water surface. The data sink can be a boat, buoy or other vehicle equipped with radio to communicate with the on-shore control center. According to the quality of water, the data packets generated by sensors can be classified into different emergency levels with corresponding requirements: if the quality of water is good or it only changes in a certain interval, the generated data packets are processed as ordinary packets with the lowest emergency level, which only require delivery to the sink with an acceptable delay and as little energy consumption as possible; if some pollution events are detected, then emergent data packets are generated with the highest emergency level, which are required to be delivered to the sink as quickly as possible. Otherwise, packets will be generated with an intermediate emergency level depending on the quality of the water, which require moderate delay and energy consumption. Fig. 1 illustrates our target network model: a layered 3D underwater sensor network with sparse node density. Underwater sensor nodes are deployed at different depths using buoyancy control [4] , and they can freely move in the horizonal 2D plane, slightly fluctuating in the vertical direction. In this way, sensor nodes at the same depth form a layer. A data sink sits in the center of the water surface. Furthermore, we assume all sensors know their 3D positions through a certain localization service [19] , and follow a basic geographic routing scheme.
Recall that the goals of our adaptive routing protocol are (1) to provide different services for different types of packets, i.e., provide high energy efficiency to ordinary packets and low latency to emergent packets; and (2) to achieve a good trade-off among delivery ratio, average delay and energy consumption for all packets. In order to achieve these goals, when a node needs to decide whether to forward a packet or not (we call this situation as " a packet in transit at a node"), it is not sufficient to only consider the packet emergency level. In our protocol, for each packet in transit at a node, we assign a priority to this packet based on the packet characteristics, such as emergency level and age (i.e., residence time in the network), and the node status, such as residual battery and the density of the neighborhood (see Section IV for detailed definitions). In this way, the calculated priority represents the importance of a packet at a specified node at a certain time. We allow a packet with a higher priority to forward more copies, and routing decisions are made based on the packet priority afterwards.
IV. ADAPTIVE ROUTING PROTOCOL In this section, we present our adaptive routing protocol.
A. Packet Types and Node Actions
In our routing protocol, there are two types of packets: HELLO packets and data packets. HELLO packets are used for sensor nodes to exchange information and discover neighborhood, while each data packet includes the ordinary payload and a simple protocol overhead with two fields: emergency level and packet generating time (see Section IV-C for detailed definitions), which are used in packet priority calculation.
Our protocol does not have high requirements on the computational and storage capabilities of sensor nodes. Besides the basic system parameters, such as buffer size, residual battery, and received packet queue, the main additional information each node needs to maintain is its neighborhood status. And the major actions performed on each sensor node are: neighbor discovery, priority calculation and routing decision. In the following, we describe these three actions.
B. Neighbor Discovery
For a node in a DTN, one critical issue is to find which nodes are in its transmission range (or called "in contact") at a certain time. The contacts represent the forwarding opportunities in the DTN. In our adaptive routing protocol, we solve this problem through neighbor discovery. More specifically, each node in the sparse underwater sensor network periodically broadcasts HELLO packets. Each HELLO packet consists of node location, node ID and available buffer size. Node location and ID are used for geographic routing; available buffer size is employed to avoid buffer overflow. Depending on the frequency of HELLO packet broadcast, there is a clear tradeoff between the routing performance and energy consumption: the more frequent the HELLO packets are broadcasted, the more forwarding opportunities can be found, but the more energy will be consumed in neighbor discovery. We will explore this trade-off through simulations in Section V. Epidemic ACKs: In order to suppress redundant packets still existing in the network, we introduce Epidemic ACKs. More specifically, ACKs for successfully received packets at the sink are first broadcasted from the sink node using the Epidemic routing approach proposed in [11] . Any node who receives the ACKs will delete the corresponding packets and further broadcast the received ACKs to the rest of the network. To simplify our protocol design, we let each node (including the sink node) piggy-back ACKs in its periodically broadcasted HELLO packets. In this way, a node receiving HELLO packets becomes aware of the locations of its neighbors, updates its spatial-temporal density (see Section IV-C) and drops those packets whose ACKs are included. To eliminate duplicate packets more responsively, we let each node maintain all the ACKs it has received. As such, whenever a node receives a packet, it could decide whether to keep or drop the packet.
C. Priority Calculation
As mentioned earlier, the priority of a packet should consider the characteristics of the packet and the conditions of the network. More specifically, packet priority is calculated based on an information vector. Considering a packet at a node, we define an information vector consisting of packet emergency level, packet age, node spatial-temporal density, and node battery level. We describe each element as follows.
. 
The weights ai (0 < i < 4) are chosen depending on the application requirements. For instance, in water pollution surveillance, the goals are to quickly react to emergent packets while achieve energy-efficiency for ordinary packets. With the assistance of a localization service, we use geographic routing in our protocol. In Fig. 2 the four routing states are integrated with a simple geographic routing scheme. Note that Fig. 2 
A. Simulation Settings
We implement a 3D underwater sensor network with 5 layers. Each layer is an area of lkm x lkm and contains 16 sensor nodes with a transmission range of 100m. The depth between two consecutive layers is 60m. A single sink is at the center of the surface layer. Each sensor node moves in the plane of its own layer and every second randomly selects a speed between 0 and the maximum speed of 4m/s in both x and y directions. When sensor nodes reach the network boundary, they are simply bounced back and continue move as usual. All data packets are generated from those sensors at the lowest layer, with a random emergency level between 1 and 4. We assume that HELLO packets are much shorter compared to data packets. We define the energy consumed for each data packet to be 1 energy unit and for each HELLO packet to be 0.02 unit. We also implement a simple collision protocol as follows: a node only transmits a packet when there are no other transmissions in its collision domain. We define a node fails when it runs out of its battery. Considering the requirements of the pollution surveillance application, we assign a high value of 0.6 to the weight of the emergency level, a1, and set the other weights a2, a3 and a4 in the priority calculation to be 0.25, 0.05 and 0.1 respectively. Performance Metrics: We use three metrics to compare the performance of different protocols: delivery ratio, average delay and normalized energy consumption. Delivery ratio is defined the ratio of the successfully received packets at the sink to the totally generated packets at the sources. Average delay denotes the average end-to-end delay for all successfully received packets at the sink. Normalize energy consumption is calculated as the average energy consumed for each successfully delivered packet.
B. Performance Comparison in Unconstrained Networks
We first examine the performance of different protocols in an ideal setting, i.e., an unconstrained network with infinite node battery, buffer size and bandwidth. In this set of experiments, each simulation lasts 4000 seconds. Totally 100 packets are generated with a rate of 1 packet per second, and each packet is generated from a node randomly selected at the lowest layer. Further, we set the interval for HELLO packet broadcast 10 seconds. We run 100 simulations to obtain the average. Epidemic Routing can deliver all packets with the lowest average delay, but consumes as much energy as 61.11 units per delivered packet. On the other hand, Single-copy Routing only delivers 74.15% packets with a much higher average delay, although the normalized energy consumption for each delivered packet is just 19.77 units. Compared to Epidemic Routing, Adaptive Routing delivers all packets with slightly longer delays, but consumes about half of the normalized energy for each delivered packet. While compared to Singlecopy Routing, it delivers much more packets with substantially shorter delays using slightly more normalized energy.
Now we look at the performance for different types of packets. Table I shows that all packets in either Epidemic Routing or Single-copy Routing have similar performances. This is because these two protocols do not differentiate packets with different emergency levels. Adaptive Routing provides delivery diversity for different packets: Since packets with emergency level of 4 have higher priorities, Adaptive Routing then utilize more resources to deliver them and achieves the average delay of 395 seconds, close to 322 seconds in Epidemic Routing; For packets with emergency level of 1, at the beginning, they have low priorities, but they will be upgraded to high priority when they stay in the network for a relative long time. Thus Adaptive Routing can allocate more resources to avoid long delays and increase the delivery ratio compared to Single-copy Routing.
From the simulation results in unconstrained networks, we conclude that Adaptive Routing could achieve high delivery ratio and high energy efficiency and perform adaptively for packets with different requirements.
C. Impact of Design Parameters
Clearly, in real underwater sensor networks, node battery, buffer size and bandwidth are always limited. Before evaluating the performance of various protocols in constrained networks, we first investigate the impact of different design parameters in Adaptive Routing. Different from the settings in unconstrained networks, in this set of experiments, each simulation keeps generating 600 packets with a rate of 1 packet every 10 seconds from the nodes at the lowest layer and continues to 8000 seconds. The interval for HELLO packet broadcast is still 10 seconds. Further, we assign each node a battery capacity of 300 units and a buffer that can accommodate 50 packets. The bandwidth of each node can support 5 packets per second. In the following, when we Battery capacity (energy unit) Fig. 3 . Impact of battery. investigate one parameter, we only vary this parameter while fixing others.
1) Impact of battery. We first vary the battery capability for each node from 200 units to 400 units and show the results in Fig. 3 . The solid line denotes the delivery ratio and the dashed line represents the average delay. It is clear that the more battery capacity each node has, the fewer nodes will fail and the more packets can be delivered. When the battery capacity increases, the delivery ratio becomes larger and approaches to 1, and the delay decreases and will approach to the optimal minimum delay, which can be obtained in unconstrained resource settings.
2) Impact of buffer size. Now we vary the the number of packets that the buffer at each node can accommodate from 10 to 50 and investigate the impact of buffer size. Fig. 4 shows the results of delivery ratio and average delay (the line presentations here are the same as in Fig. 3) . From this figure, we can see that the delivery ratio increases and the average delay decreases as the buffer size is lifted. 3) Impact of bandwidth. In this set of simulations, we assign the battery capacity of each node to be 400 units vary the bandwidth of each node from 1 packet per second to 10 packets per second. The results for delivery ratio and average delay are plotted in Fig. 5 (the line notations here are the same as in Fig. 3) . From this figure, we can observe that the performances are very similar with varying bandwidths expect for the extremely low one of 1 packet per second, where the delay is much higher. This is because our target network is sparse and traffic density is also very low. When the bandwidth is as low as 1 packet per second, the channel cannot even afford forwarding all packets stored at a node during one "contact", as causes longer delays. In short, we can conclude that Adaptive Routing is not very sensitive to bandwidth in sparse and low traffic networks. 4) Impact of neighbor discovery frequency. As mentioned in Section IV, the frequency of neighbor discovery (i.e., the HELLO packet broadcast interval) impacts the capability that a node finds possible forwarding opportunities, then influences the average end-to-end delay. In this set of simulation experiments, the HELLO packet broadcast interval is changed from 5 seconds to 50 seconds. Fig. 6(a) and Fig. 6(b) Hello packet broadcast interval (second) (b) Fig. 6 . Impact of HELLO packet broadcast interval. results on energy ratio for neighbor discovery and average delay respectively. As we can see, when the interval is shorter, the neighbor discovery is more frequently executed, and nodes can find more opportunities to forward a packet. Thus the ratio of energy consumed for neighbor discovery will be higher, showed in Fig. 6(a) , and the delay will be shorter, as in Fig. 6(b) . Therefore, it is important to choose a proper neighbor discovery frequency to achieve a good trade-off between energy consumption and delay. From Table II , we can conclude that Adaptive Routing can reallocate the limited network resources to favor those packets which really need them (i.e., packets with higher priorities). Therefore, in constrained networks, Adaptive Routing can provide delivery diversity to satisfy various requirements and achieve a good trade-off among delivery ratio, average endto-end delay and energy consumption for all packets.
2) Why better performance on delivery ratio?: From Table II, we have observed that Adaptive Routing has a much higher delivery ratio than Epidemic Routing. Now let us use two figures to examine why Adaptive routing could achieve a better performance on delivery ratio. Fig. 7(a) and Fig. 7(b) show the cumulative number of received packets versus time and the cumulative number of failed nodes versus time respectively. From Fig. 7(a) , we can see that at the beginning, from 0 second to 4000 seconds, Epidemic Routing and Adaptive Routing receive similar number of packets. During the same time interval in Fig. 7(b) , we observe see that many nodes fail in Epidemic Routing, while very few nodes fail in Adap- 3) A closer look at end-to-end delay: Since Epidemic Routing greedily delivers every packet, it exhausts the network resources quickly. As we have observed that in Epidemic Routing, most of the delivered packets are at the beginning (see Fig. 7(a) ), when the network resources seem to be unconstrained. Thus, in Epidemic Routing, the received packets at the early stage have very short delays, which makes the overall average end-to-end delay to be short. For Adaptive Routing, however, the delivery ratio is much higher and many packets are successfully to the sink at later times. Now we pick a subset of the delivered packets to compare the end-to-end delay of different protocols. Fig. 8 compares the CDF of delay distributions for different protocols calculated from a subset of received packets (from the 250th received packet to the 350th received packet). For Epidemic Routing, these packets correspond to all the packets received after 3000 seconds. For Adaptive Routing and Singlecopy Routing, these packets correspond to the packets received from 3000 to 4000. Since the curves for packets with different emergency levels overlap for Epidemic Routing and Singlecopy Routing, we do not plot them. From Fig. 8 , we find that for the selected set of packets, Adaptive Routing achieves a similar average end-to-end delay to Epidemic Routing. Moreover, the packets with emergency level of 4 are delivered faster using Adaptive Routing than using Epidemic Routing. Besides, packets with the lowest emergency level of 1 are also delivered much faster using Adaptive Routing than using Single-copy Routing. This is because these packets become more "important" as they age. VI. CONCLUSIONS AND FUTURE WORK In this paper, we have proposed an adaptive routing protocol for underwater delay/disruption tolerant sensor networks. This protocol considers the characteristics of both packets and the network, defines several routing states with different redundancy, and treat different types of packets adaptively by mapping the packet priority to various routing states. Through extensive simulations, we have demonstrated that our protocol can provide delivery diversity to applications with different requirements and achieve a good trade-off among delivery ratio, delay and energy consumption.
As future work, we plan to (1) use water current movement models for more realistic environments and examine the performance of our adaptive routing protocol; (2) 
