Several useful variance-reduced stochastic gradient algorithms, such as SVRG, SAGA, Finito, and SAG, have been proposed to minimize empirical risks with linear convergence properties to the exact minimizers. The existing convergence results assume uniform data sampling with replacement. However, it has been observed that random reshuffling can deliver superior performance. No formal proofs or guarantees of exact convergence exist for variance-reduced algorithms under random reshuffling. This paper resolves this open convergence issue and provides the first theoretical guarantee of linear convergence under random reshuffling for SAGA; the argument is also adaptable to other variance-reduced algorithms. Under random reshuffling, the paper further proposes a new amortized variance-reduced gradient (AVRG) algorithm with constant storage requirements compared to SAGA and with balanced gradient computations compared to SVRG. The balancing in computations are attained by amortizing the full gradient calculation across all iterations. AVRG is also shown analytically to converge linearly.
Introduction
In recent years, several insightful variance-reduced stochastic gradient algorithms have been proposed, including SVRG [1] , SAGA [2] , Finito [3] , and SAG [4] , with the intent of reaching the exact minimizer of an empirical risk optimization problem. Under constant step-sizes and strongconvexity assumptions on the loss functions, these methods have been shown to attain linear convergence towards the exact minimizer when the data are uniformly sampled with replacement.
However, it has been observed that implementations that rely on random reshuffling (RR) of the data (i.e., sampling without replacement) achieve better performance than implementations that rely on uniform sampling with replacement [5] [6] [7] . This is true for both traditional stochastic gradient algorithms and variance-reduced algorithms. Under random reshuffling, the algorithm is run multiple times over the finite data where each run is indexed by the integer k ≥ 1 and is referred to as an epoch. For each run, the original data is first reshuffled so that the sample of index i becomes the sample of index σ k (i), where the symbol σ represents a uniform random permutation of the indices. For example, it is shown in [7] that random reshuffling under decaying step-sizes can accelerate the convergence rate of stochastic-gradient learning from O(1/i) to O(1/i
2 ) [8, 9] , where i is the iteration index. Likewise, it is shown in [10] that random reshuffling under small constant step-sizes, µ, can boost the steady-state performance of these algorithms from O(µ)-suboptimal to O(µ 2 )-suboptimal around a small neighborhood of the exact minimizer [11] . A similar improvement in convergence rate and performance has been observed for the variance-reduced Finito algorithm [3] . However, no formal proofs or guarantees of exact convergence exist for the class of variance-reduced algorithms under random reshuffling, i.e., it is still not known whether these types of algorithms are guaranteed to converge when RR is employed and under what conditions on the data. In [12] , a variance-reduction algorithm is proposed under reshuffling; however, no proof of convergence is provided. The closest attempts at proof are the useful arguments given in [13, 14] . The work [13] deals with the case of incremental aggregated gradients, which corresponds to a deterministic version of RR for SAG, while the work [14] deals with SVRG in the context of ridge regression problems using regret analysis.
Contributions. This paper resolves this open convergence issue and provides the first theoretical proof and guarantee of linear convergence under random reshuffling for SAGA to the exact minimizer; the argument is also easily adaptable to a wider class of variance-reduced implementations. Under random reshuffling, the paper further proposes a new amortized variance-reduced gradient (AVRG) algorithm with constant storage requirements compared to SAGA and with balanced gradient computations compared to SVRG. The balancing in computations are attained by amortizing the full gradient calculation across all iterations. AVRG is also shown analytically to converge linearly.
In preparation for the analysis, we review briefly some of the conditions and notation that are relevant. We consider a generic empirical risk function J(w) : R M → R, which is defined as a sample average of loss values over a possibly large but finite training set of size N :
where the {x n } N n=1 represent training data samples and the loss functions, Q(w; ·), are assumed to satisfy the following standard Lipschitz condition.
Assumption 1 (LOSS FUNCTION)
The convex loss function, Q(w; x n ), is differentiable and has a δ-Lipschitz continuous gradient, i.e., for every n = 1, . . . , N and any w 1 , w 2 ∈ R M :
where δ > 0. We also assume that the empirical risk J(w) is ν-strongly convex, namely,
2 SAGA with random reshuffling
We consider the SAGA algorithm [2] in this work, while noting that the convergence analysis can be easily extended to other versions of variance-reduced algorithms; in particular, we shall illustrate how it applies to the new variant AVRG. We list the SAGA algorithm without the proximal step in the table below, and incorporate random reshuffling into the description of the algorithm. In the listing, random quantities are denoted in boldface notation.
SAGA with Random Reshuffling
Initialization:
generate a random permutation function σ k (·).
End
End For each run k, the original data {x n } N n=1 is randomly reshuffled so that the sample of index i + 1 becomes the sample of index j = σ k (i + 1). To facilitate the understanding of the algorithm, we associate a block matrix Φ k with each run. This matrix is only introduced for visualization purposes.
We denote the block rows of Φ k by {φ k i }; one for each iteration i, as illustrated in Fig. 1 . Each block row φ k i has size M × N , with each entries generated by the SAGA recursion:
We can therefore view Φ k as consisting of cells {φ k i,n }, each having the same M × 1 size as the minimizer w . At every iteration i, one random cell in the (i + 1)−th block row is populated by the iterate w k i+1 ; the column location of this random cell is determined by the value of j. Appendix A explains in greater detail how the cells are updated. 
Properties of the history variables
Several useful observations can be drawn from Fig. 1 . These properties will be useful in the convergence proof in subsequent sections. for some values t n ∈ {1, 2, . . . , N }.
Observation 3: At the beginning of the i−th iteration of an epoch k, it holds that
where σ k (i + 1:N ) represents the selected indices for future iterations i + 1 to N . This property holds because, under random reshuffling, sampling is performed without replacement.
Using these observations, the following two results can be established.
Lemma 1 (DISTRIBUTION OF HISTORY VARIABLES)
Conditioned on the previous k − 1 epochs, each history variable φ k i,j has the following probability distribution at the beginning of the i−th (i < N ) iteration of epoch k:
where F k 0 is the collection of all information before iteration 0 at epoch k. Proof: See Appendix B.
Lemma 2 (SECOND-ORDER MOMENT OF HISTORY VARIABLE)
The aggregate second-order moment of each history variable φ k i,n is equal to:
Proof: See Appendix C. For comparison purposes, all previous results do not hold for implementations that involve sampling the data with replacement. For example, property (11) would be replaced by [2] :
This result is similar to (11) only for i = 1. However, observe that (12) involves variables {φ k i−1,n } on the right-hand side, instead of the variables {w k−1 n } that appear in (11) . This is because random reshuffling updates every history variable during each run, while uniform sampling may leave some variables φ k i−1,n untouched. This fact also helps explain why SAGA with RR tends to have faster convergence rate, as we will illustrate in a later experiment.
Biased nature of the gradient estimator
Before launching into the convergence analysis of the variance-reduced algorithm, we first highlight one important observation, namely, that it is not necessary to insist on unbiased gradient estimators for proper operation of stochastic-gradient algorithms. To see this, let us examine first the SAGA implementation assuming uniform data sampling with replacement. In a manner similar to (5), the SAGA algorithm in this case will employ the following modified gradient direction:
where the subscript u is used to denote a uniformly distributed random variable, u ∼ U[1, N ]. As a result, this modified gradient satisfies the unbiasedness property, i.e.,
denotes the collection of all available information before iteration i at epoch k. However, this property no longer holds under random reshuffling! This is because data is now sampled without replacement and the selection of one index becomes dependent on the selections made prior to it. Specifically, it now holds that
where j=σ k (i+1). It is not hard to see that the expression on the right-hand side is generally different from ∇J(w k i ). Consequently, the gradient estimate that is employed by SAGA under RR is not an unbiased estimator for the true gradient. Nevertheless, we will establish two useful facts in the following sections. First, this gradient estimate becomes asymptotically unbiased when the algorithm converges, as k → ∞. Second, the biased gradient estimation does not harm the convergence rate because we will observe later that SAGA under RR actually converges faster than SAGA in the simulations.
Convergence analysis
The analysis employs two supporting lemmas. To begin with, we relate the starting iterates for two successive epochs as follows by summing all gradient terms in (5) over i:
where j = σ k (i). As already alluded to, one main difficulty in the analysis is the fact that the gradient estimate is biased. For this reason, we shall compare against the gradient at the start of the epoch:
where in step (a) we added and subtracted {∇Q(w k 0 ; x j )} and {∇Q(φ k 0,n ; x n )}, and we also changed the notation ∇Q(φ k i,j ; x j ) into ∇Q(φ k 0,j ; x j ) because of observation 3; in step (b) we exploited the random reshuffling property that each index is selected only once.
We also need to appeal to a second recursion (within epoch k). By moving w k i in (5) to the left-hand side and computing the squared norm, we obtain:
where in step (a) we first added and subtracted ∇Q(w k 0 ; x j ) and used the fact that 1 N N n=1 ∇Q(w ; x n ) = 0; then, we employed Jensen's inequality; and step (b) is because of the assumed Lipschitz condition. Using (16) and (17), and further introducing the error quantity w 
Roughly, the above result shows that the mean-square error across epochs evolves according to a dynamics that is determined by a scaling factor (smaller than one for small µ) in addition to two driving terms: we will refer
as the forward inner difference term and to
2 as the backward inner difference term.
Lemma 4 (INNER DIFFERENCES)
The forward inner difference satisfies:
while the backward inner difference satisfies:
Combining the above lemmas, we arrive at the following theorem. Introduce the energy function:
where γ = 9µδN .
Theorem 1 (LINEAR CONVERGENCE OF SAGA) For sufficiently small step-sizes, namely, for µ ≤ ν 11δ 2 N , the quantity V k+1 converges linearly:
where
Proof: See Appendix F.
Remark: To achieve an -optimal solution, the number of iterations required is close to O(δ 2 /ν 2 ) log(1/ ), which is much slower than the theorem proved in [2] . The main reason is that the dependency between the samples makes it difficult to obtain a tight bound. As we will observe in the simulations later, in practice, the convergence can be faster than the original SAGA.
Amortized Variance-Reduced Gradient (AVRG) Learning
One inconvenience of the SAGA implementation is its high storage requirement, which refers to the need to track history variables {φ k i,n } or gradients for use in (5) . There is a need to store O(N ) variables. In big data applications, the size of N can be prohibitive. An alternative method is the stochastic variance-reduced gradient (SVRG) algorithm [1] . This method replaces the history variables {φ k i,j } of SAGA by a fixed initial condition w k 0 for each epoch. This simplification greatly reduces the storage requirement. However, each epoch in SVRG is preceded by an aggregation step to compute a gradient estimate, which is time-consuming for large data sets. It also causes the operation of SVRG to become unbalanced, with a larger time interval needed before each epoch, and shorter time intervals needed within the epoch. Motivated by these two important considerations, we propose a new amortized implementation, referred to as AVRG. This new algorithm removes the initial aggregation step from SVRG and replaces it by an estimate g k+1 . This estimate is computed iteratively within the inner loop by re-using the gradient, ∇Q(w k i ; x j ), to reduce complexity.
AVRG with Random Reshuffling
Useful properties
Several properties stand out when we compare the proposed AVRG implementation with the previous algorithms. First, observe that the storage requirement for AVRG in each epoch is just the variables g k , g k+1 , and w k 0 , which is similar to SVRG and considerably less than SAGA. A variancereduced algorithm based on reshuffling is proposed in [12] ; however, it still requires the same extra storage as SAGA.
Second, since the gradient vector Q(w k i ; x j ) used in (25) has already been computed in (24), every iteration i will only require two gradients to be evaluated. Thus, the effective computation of gradients per epoch is smaller in AVRG than in SVRG. Third, observe from Eq. (25) how the estimated g k is computed by averaging the loss values at successive iterates. This construction is feasible because of the use of random reshuffling. Under random reshuffling, the collection of gradients {Q(w k i ; x j )} that are used in (25) during each epoch will end up covering the entire set of data, {x n } N n=1 . This is not necessarily the case for operation under uniform sampling with replacement. Therefore, the AVRG procedure assumes the use of random reshuffling. We will simply refer to it as AVRG, rather than AVRG under RR.
Fourth, unlike the SVRG algorithm, which requires a step to compute the full gradient, the AVRG implementation is amenable to decentralized implementations (i.e., to fully-decentralized implementations with no master nodes). and also to asynchronous operation [15] . The unbalanced gradient computation in SVRG poses difficulties for decentralized solutions and introduces idle times when multiple devices/agents with different amounts of data cooperate to solve an optimization problem. We will illustrate and resolve these challenges in another work detailedly [16] .
Finally, the modified gradient direction that is employed in (24) by AVRG has distinctive properties in relation to the modified gradient direction (5) in SAGA. To see this, we note that the gradient direction in (24) can be written as
It is clear that even when the index j is chosen uniformly, the above vector cannot be an unbiased estimator for true gradient in general. What is more critical for convergence is that the modified gradient direction of an algorithm should satisfy the useful property that as the weight iterate gets closer to the optimal value, i.e., as w − w k i ≤ , for arbitrary small and large enough k, the modified and true gradients will also get arbitrarily close to each. This property holds for (27) since
(28) where in the second inequality we exploited Jensen's inequality, the triangle inequality, Lipschitz assumption, and the fact that σ k−1 (n) corresponds to sampling without replacement. Because can be chosen arbitrary small, then g j (w k i ) must approach the true gradient at w . This result also implies the aforementioned asymptotic unbiasedness property of the gradient estimate. Actually, this property holds for all previous modified gradients in SAGA, SVRG, SAG, Finito, and AVRG. The work [17] also discusses a case where there is an extra error term in the gradient calculation. For ease of reference, Table 3 .1 compares the trade-offs between storage and computational complexity of different variance-reduced algorithms with and without random reshuffling.
Convergence analysis
The same approach used to establish the convergence of SAGA under RR is also suitable for AVRG. For this reason, we can be brief. First, similar to (16), we derive the main recursion for one epoch:
where, for compactness of notation, we introduce j = σ k−1 (i + 1). Second, similar to (17), we derive an inner difference recursion:
Next, we establish recursions related to w k 0 , and the forward and backward difference terms. Lemma 5 (RECURSIONS FOR AVRG ANALYSIS) The mean-square-error at the start of each epoch satisfies the inequality recursion when step size µ ≤ 1/(N ν):
Moreover, the forward inner difference satisfies:
Proof: See Appendix G.
Likewise, we introduce the energy function:
where γ = 6µδN , and state the relevant convergence theorem. Theorem 2 (LINEAR CONVERGENCE OF AVRG) For sufficiently small step-sizes, namely, for µ ≤ ν 9δ 2 N , the quantity V k+1 converges linearly:
Proof: See Appendix H.
Remark: This is similar to the theorem for SAGA under RR except for the scaling coefficients. However, in practice, AVRG will perform differently from SAGA under RR.
Simulation Results
In this section, we illustrate the convergence performance of various algorithms by numerical simulations. We consider the following regularized logistic regression problem:
where h n ∈ R M is the feature vector, γ(n)∈{±1} is the class label. In all our experiments, we set ρ = 1/N . The optimal w and the corresponding risk value are calculated by means of the ScikitLearn package. We run simulations over four datasets: covtype.binary 1 CIFAR-10 3 . The last two datasets have been transformed into binary classification problems by considering data with labels 0 and 1, i.e., digital zero and one classes for MNIST and airplane and automobile classes for CIFAR-10. All features have been preprocessed and normalized to the unit vector [18] . The results are exhibited in Fig. 2 . To enable fair comparisons, we tune the step-size parameter of each algorithm for fastest convergence in each case. The plots are based on measuring the relative mean-square-error, E w k 0 − w 2 / w 2 , and the excess risk value, E J(w k 0 ) − J(w ). Two key facts to observe from these simulations are that 1) SAGA with RR is consistently faster than SAGA, and 2) without the high memory cost of SAGA and without the unbalanced structure of SVRG, the proposed AVRG technique is able to match their performance reasonably well.
Discussion and Future Work
The statements of Theorems 1 and 2 are similar. This suggests that the analysis approach is applicable to a wider class of variance-reduced implementations. The statements also suggest that these types of algorithms are able to deliver linear convergence for sufficiently small constant step-sizes. One useful extension for future study is to consider situations with non-smooth loss functions. It is also useful to note that the stability ranges and convergence rates derived from the theoretical analysis tend to be more conservative than what is actually observed in experiments.
A Evolution of the history variables
We refer to Fig. 1 
B Proof of lemma 1
For j = σ k (i + 1) and any w k−1 t , t = 1, 2, . . . , N , it holds that
The second equality is because all permutation sequences are equally probable; the third equality applies observation 3. The last equality follows from noting that, given F k 0 and σ k , the quantity φ k 0,j becomes a deterministic variable. In this case, the probability P(φ . Substituting back, we get
C Proof of lemma 2
Conditioning on the information in the past epochs:
Taking expectation over F k 0 , we arrive at (11) .
D Proof of lemma 3
By introducing the error quantity w k i = w − w k i , we easily arrive at the following recursion for the evolution of the error dynamics:
Computing the conditional mean-square-error of both sides of (40), and appealing to Jensen's inequality, gives:
where step (a) follows from Jensen's inequality and t can be chosen arbitrarily in the open interval t ∈ (0, 1); and steps (b) and (c) also follow from the following corollary of Jensen's inequality:
We further know from the Lipschitz condition (2) that:
and
where step (a) holds because of observation 2, steps (b) and (c) apply Jensen's inequality; and the last equality is because of uniform random reshuffling. Next, using the strong-convexity of the empirical risk, we have that
Substituting (43), (44), and (45) into (41) and letting t = µN ν, assuming µ ≤ 1/(N ν), we get
where in step (a) and in several similar steps later, we are using the equality:
As for step (b), the factor 1 2 is because:
The last step (46) is unnecessary; it is used to introduce symmetry into the expression and facilitate the treatment. Taking expectation over the past history F k 0 leads to (18) .
E Proof of lemma 4
Using (17), we can establish an upper bound for any inner difference based on w k 0 as follows:
It is important to remark here that now j = σ k (m + 1), i.e., j is always associated with the index before it. Summing over i, we have
where step (a) is because by construction. Then, computing the conditional expectation, we get:
(51) To bound the last term, we first separate it into two quantities:
Using an argument similar to Lemma 2, we can establish that:
Combining results (52) and (53), we can bound the last term of (51):
Substituting back into (51), we have:
Taking expectation over the filtration leads to (19).
Next, following similar arguments, we have the following for backward inner difference term:
where φ
m,n and now j = σ k−1 (m + 1). Summing over i, we have
The above result is similar to (50) with k replaced by k − 1. Therefore, the same procedure can now be followed to arrive at (20).
F Proof of theorem 1
To simplify the notation, we introduce the symbols:
Then, the results of the previous three lemmas can be rewritten in the form:
We can simplify these relations further by recognizing certain bounds. To begin with, note that
where the last inequality holds when
(63) Since ν ≤ δ, we can replace (63) by the sufficient condition
Under this condition, and substituting (62) into (59), we get
Let γ denote an arbitrary positive scalar that we are free to choose. Multiplying relations (60) and (61) by γ and adding to (65) we obtain:
(66) which simplifies to
Under the condition 1 − 3γδ 2 µ 2 N 2 > 0, which is equivalent to
it holds that
This relation in turn implies that
We can again simplify the result by noting that 
where the last inequality is unnecessary but is introduced for convenience. Recall that we are free to choose γ, so assume we choose it to satisfy 
G Proof of lemma 5
Subtracting w from both sides of (29), we obtain: 
Then, taking the squared norm and applying Jensen's inequality, we establish the first recursion for any t ∈ (0, 1): 
Similar to the derivation of (66), we have:
