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English summary
Increasingly often, data presents itself in the form of a graph. Graphs are mathe-
matical structures consisting of a set of entities (vertices), connected to each other
by relationships (edges). Graphs find applications in nearly all fields of science and
appear in numerous shapes: they can be edge- or vertex-annotated or not, weighted
or unweighted, directed or undirected, simple or non-simple, etc. Well-known real-
life examples that can be modeled by graphs are computer circuits, brain networks,
biological networks, road networks, social networks, co-authorship networks and
so forth. Gaining insights in such graph-structured data has therefore become a
topic of intense research.
The first part of the dissertation is situated within the context of pattern dis-
covery in graphs, sometimes also called graph pattern mining, a field which is
generally concerned with the following question: “How can one efficiently show
the data analyst a highly informative (surprising) snippet of information of the en-
tire graph?”. In graph mining, the usual setting is when this snippet of information
is a subgraph of the entire graph. Common examples of such patterns include
dense communities of individuals in a social network, or the frequent occurence
of molecules in a protein-protein interaction network. The constraint of doing this
efficiently is not to be overlooked. We are in an age where data is ubiquitous, and
large amounts of data are being collected and stored by both private companies
and government institutes. Although computing power continues to grow, there is
a physical limit to the manufacturing of fast computers. Hence there is an argument
to be made for the continued need for scalable and efficient algorithms.
The specific subgraphs we discuss in this dissertation are connecting trees and
connecting cycles. The term ‘connecting’ means that the subgraphs can be con-
strained to include a given set of vertices. These vertices are called the query
vertices, as they are assumed to be queried by the data analyst. Although relatively
understudied, we argue that these patterns are indeed useful and occur in many
natural settings. Cycles are naturally present in economic relationships between
entities (countries, people, institutions), and they could be an indication of, for
example, money laundering. They arise naturally in food chains, describing the
transfer of energy and matter in an ecosystem, and highlighting cyclic dependen-
cies between species. In biological and complex systems, cycles are often present
because of the mechanism of feedback. Connecting trees, on the other hand, are
a non-cyclic concise representation of the relationships between a group of enti-
ties. They can be seen as a sparse backbone connecting the query vertices. For
example, in a scientific paper citation network, represented naturally by a directed
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acyclic graph, a directed tree connecting a given set of papers (the queried papers)
showcases other papers (and some of their mutual citations) that were possibly
highly influential to the given set of queried papers. The root of this directed tree
could be a paper that has been, perhaps indirectly, highly influential to all of the
queried papers. However, in many cases the root will often be a highly cited and
thus noninsightful paper (e.g. a generic book on linear algebra). It would be more
insightful to find a root paper that is very specific and relevant to the queried set of
papers, but not relevant to many other papers. Such a root paper will often have a
lower number of citations, and we propose methods that can take this information
into account.
Quantifying the interestingness of these patterns (to which extent is this actu-
ally insightful to the data analyst?) is the first challenge that presents itself. The
way we have approached this is based on subjective interestingness, a concept in-
troduced and advocated over the years by different authors. Fundamentally every
user of data is different, and their a priori knowledge about the dataset can vastly
differ. For example, an economist may already know about two countries hav-
ing a certain trade agreement, and a resulting high trading activity between the
two countries might not come as a surprise. In contrast, for a lay person such
information might not be necessarily known, and the high trading activity could
be perceived as exceptional. As such, there is a strong argument for taking this
knowledge into account when defining an interestingness measure. After defining
a meaningful measure to score these patterns, we aim to design scalable algo-
rithms to mine the (approximately) most qualitative ones. For a number of these
algorithms we give theoretical bounds on their performance, and theoretical limits
of approximability that any efficient algorithm must obey.
The second part of this thesis lies in the field of network modeling, which aims
to find suitable (probabilistic) models of a real-life graph, based on a number of
measurements on certain properties of the graph. Based on the well-founded the-
ory of exponential random graphs (ERGs), we propose scalable block-approxima-
tions of dyadically independent (i.e., edge independent) ERGs, while still mean-
ingfully modeling local information (degrees) as well as global information (trian-
gle count, assortativity, etc.) if desired. Modeling such information is important
in practice: e.g. if the number of triangles is large as compared to other graphs
with the same local properties, this may indicate that edge formation is a result of
a triadic closure process, which can be an important property to understand and
model.
Unlike most non-trivial ERG models, the inference of the model is done by
standard convex optimization techniques. The usual frequentist approach of Mar-
kov Chain Monte Carlo sampling is avoided. We show that by utilizing matrix
block-approximation techniques, the methods scale to large sparse graphs with
millions of nodes. Moreover, the models are quite expressive, in the sense that
they capture a wide range of models from Erdo˝s-Renyi graphs to models that are
extremely close to the observed network. The models find applications for impor-
tant downstream tasks like link prediction and network reconstruction, for which
we show competetive results with several state-of-the-art embedding methods.
ENGLISH SUMMARY ix
The second part of the thesis is not independent from the first part. The net-
work models discussed in the second part can additionally be used to model a
user’s prior beliefs on the structure of the graph in the most unbiased and objec-
tive way possible. This can be explained by alternatively interpreting an ERG as
a distribution with maximum entropy, subject to a number of constraints on the
expectation of certain statistics of the data. Because the distribution has maximum
entropy with respect to the constraints, this distribution injects no side information
on properties that were not taken into account as constraints. As such, the networks
models can be useful for quantifiying the subjective interestingness of patterns in
graphs in a principled manner.

Nederlandse samenvatting
Tegenwoordig verschijnt data meer en in meer in de vorm van een graaf. Grafen
zijn wiskunde objecten bestaande uit een set van knopen (de nodes), die onder-
linge relaties hebben in de vorm van verbindingen (de edges). Grafen komen in
verscheidene vormen voor: zowel de knopen als de verbindingen kunnen gela-
belde informatie bevatten, de graaf kan directionele relaties hebben, een paar van
knopen kan mogelijks meerdere relaties hebben, enz. Bekende voorbeelden zijn
computer circuits, het hersennetwerk, biologische netwerken, het wegennet, so-
ciale netwerken, coauteurnetwerken tussen wetenschappers, enz. Inzicht krijgen
in dergelijke graaf-gestructureerde data is daarom een belangrijk onderwerp van
onderzoek geworden.
Het eerste deel van deze dissertatie situeert zich in de context van patroon-
ontdekking in grafen, ook wel graph pattern mining genoemd. De voornamelijkste
onderzoeksvraag is: “Hoe kunnen we op een efficie¨nte manier een data analist een
informatief (verrassend) deel van de gehele graaf tonen?”. In graph mining is het
typisch dat we geı¨nteresseerd zijn in een subgraaf van de gehele graaf. Promi-
nente voorbeelden van zulke patronen zijn sterk verbonden gemeenschappen van
individuen in een sociaal netwerk, of het frequent voorkomen van een molecule
in een biologisch proteine interactie network. De nadruk ligt wel degelijk op ef-
ficie¨nt. We bevinden ons in een tijdperk waar data alomtegenwoordig is, en grote
hoeveelheden data worden opgeslagen en verwerkt door zowel private bedrijven
als overheidsinstellingen. Hoewel de rekenkracht van computers blijft stijgen, is
het bouwen van dergelijke snelle computers nog steeds gebonden aan de wetten
van de fysica. Er is een bovenlimiet op de beschikbare rekenkracht, en het wordt
steeds moeilijker om die dichter te benaderen. Het is dus belangrijk dat we blijven
op zoek gaan naar schaalbare en efficie¨nte algoritmes om computertheoretische
problemen aan te pakken.
De specifieke subgrafen die we behandelen in deze thesis zijn connecterende
bomen en connecterende cycli. Hoewel onderzoek naar deze patronen relatief
weinig aandacht heeft gekregen, zijn deze patronen nuttig omdat ze natuurlijk
voorkomen in diverse onderzoeksgebieden. Cycli zijn natuurlijk aanwezig in eco-
nomische handelsbetrekkingen tussen entiteiten (landen, mensen, instituten), en
kunnen een indicatie zijn van bv. witwassen. Ze zijn aanwezig in voedselketens,
waar ze een representatie zijn van de overdracht van massa en energie in een
ecosysteem. In biologische en complexe systemen zijn cycli aanwezig door het
mechanisme van feedback. Connecterende bomen zijn een niet-cyclische en spaar-
se voorstelling van de relaties tussen een groep van entiteiten, in de vorm van een
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boomstructuur. Ze kunnen gezien worden als de ‘ruggengraat’ die een groep van
nodes verbindt in een graaf. Neem als voorbeeld een citatienetwerk tussen weten-
schappelijke papers. Dit netwerk kan gezien worden als een acyclische direc-
tionele graaf. Een boom die een gegeven aantal papers (de queryset) connecteerd
kan mogelijks relevante en invloedrijke papers tonen, en de onderlinge citaties
tussen deze papers.
Het kwantificeren van de interessantheid van deze patronen (zijn deze patronen
wel degelijk inzichtelijk voor de gebruiker?) is de eerste uitdaging die we behan-
delen. De manier waarop we dit behandeld hebben is gebasseerd op subjectieve
interessantheid, een concept dat gestaafd en veelvuldig gebruikt werd door ver-
schillende onderzoekers in de laatste decennia. Fundamenteel is elke bezitter en
gebruiker van data verschillend, in die zin dat zijn of haar kennis van de data enorm
kan verschillen. Bijvoorbeeld kan een econoom reeds kennis hebben van een han-
delsakkoord tussen twee landen, en dus zal een hoge handelsactiviteit tussen deze
twee landen niet als uitzonderlijk gezien worden. Echter, voor andere gebruikers
is deze voorkennis mogelijks niet geweten, en kan de hoge activiteit als exceptio-
neel worden beschouwd. Zodoende is er een sterk argument om deze voorkennis
in rekening te houden wanneer men een maat van interessantheid definieert. Na-
dat we een dergelijke maat van interessantheid hebben gedefinieerd, ontwerpen
we algoritmes die de (bij benadering) meest interessante patronen kunnen vin-
den. Voor een aantal van deze algoritmes geven we theoretische grenzen op hun
nauwkeurigheid, en voor sommige problemen geven we theoretische bovengren-
zen op de benaderbaarheid waaraan elk efficie¨nt algoritme onderworpen is.
Het tweede deel van de thesis situeert zich in het domein van graafmodellering.
Dit gebied zoekt geschikte probabilistische modellen voor een geobserveerde graaf,
gebaseerd op een aantal metingen van bepaalde eigenschappen van deze geob-
serveerde graaf. Gebaseerd op de welgekende theorie van exponentie¨le random
graafmodellen (ERGs) stellen we een framework voor om zogenoemde dyadische
onafhankelijkheidsmodellen te benaderen. We tonen aan dat we op een zinvolle
en schaalbare manier lokale structurele informatie (de graden van de knopen) met
globale structurele informatie kunnen modelleren. Het modelleren van globale in-
formatie is belangrijk in de praktijk. Neem als voorbeeld een graaf die veel cycli
van lengte 3 (driehoeken) bezit, meer als andere grafen met gelijkaardige lokale
informatie. Dit kan een aanwijzing zijn dat het ontstaan van edges gedreven wordt
door een proces waarbij open driehoeken zich proberen te vormen tot gesloten
driehoeken. Dergelijke informatie is interessant om te modelleren, en leidt vaak
tot meer realistischere modellen van de graaf.
We tonen aan dat, door gebruik te maken van matrix blok-benaderingstechniek-
en, onze methodes schaalbaar zijn tot spaarse grafen met miljoenen knopen. In
tegenstelling tot de meeste niet-triviale ERGs kunnen we de parameters van het
model bepalen door standaardtechnieken uit de literatuur van convexe optimal-
isatie. De frequentistische aanpak van MCMC sampling hoeft niet gebruikt te
worden. De modellen zijn expressief, in de zin dat ze kunnen varie¨ren van Erdo˝s-
Renyi grafen tot modellen die veel dichter bij de echte graaf liggen. De modellen
hebben toepassing op een aantal belangrijke graaf gerelateerde problemen, zoals
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het voorspellen van toekomstige connecties tussen knopen.
Het tweede deel van de thesis is niet onafhankelijk van het eerste deel. De
graafmodellen uit het tweede deel kunnen ook gebruikt worden om een gebruiker
zijn voorkennis te modelleren op een robuuste en objectieve manier. Dit komt om-
dat exponentie¨le random graafmodellen ook geı¨nterpreteerd kunnen worden als de
distributie met maximale entropie, met randvoorwaarden die betrekking hebben
op de verwachte waarde van een aantal statistieken van de data. Omdat deze dis-
tributies maximale entropie hebben, zijn zij de unieke distributies die geen extra
informatie injecteren op de waarden van statistieken die niet als randvoorwaarden
in het model werden opgenomen. Op deze manier spelen deze modellen een be-
langrijke rol in het definie¨ren van de subjectieve interessantheidsmaat die wordt
gebruikt in het eerste deel.
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1
Outline
The main purpose of this chapter is to give an up-front direction regarding the sub-
ject of the thesis, and the high level questions that we aimed to (partially) answer.
This thesis provides methods (algorithms) for extracting knowledge from graph-
structured data. Increasingly often, data presents itself in the form of a graph,
be it edge- or node-annotated or not, weighted or unweighted, directed or undi-
rected. Extracting knowledge from graph-structured data has therefore become an
important topic of research.
We will discuss a number of problems that naturally occur in a graph pattern
mining setting. A key aspect is that the mining process is user-driven, in the sense
that the user can provide a set of query nodes between which the user wishes
to explore relations. We will assume the set of nodes is known to the user, and
the user wishes to learn ‘interesting’ connections (edges) that connect the set of
queried nodes. For example, a researcher may want to connect research papers in
a citation network, an analyst may wish to connect organized crime suspects in a
communication network, or an internet user may want to organize their bookmarks
given their location in the world wide web.
The main question we will address is how to meaningfully connect this user-
provided set of query nodes with each other, by utilizing the the edges in the graph.
In other words, we will design methods for finding connecting subgraphs of a given
input graph, where these subgraphs can be constrained to contain the query nodes.
We discuss two types of connecting subgraphs: trees and cycles.
We will tackle this in the context of an exploratory data mining setting, i.e.
when the end goal is not well-defined and the user simply wishes to explore the
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data in an insightful and efficient manner. Following from information-theoretic
principles, and as argued by previous authors, in this setting the pattern (i.e., the
connecting subgraphs) should be informative to the user, as well as have a low
descriptive cost of communicating the pattern to the user. We will differentiate
between different types of users. What might be an interesting pattern for one
user, is not necessarily interesting to a different kind of user. To be more precise,
we will use the concept of subjective interestingness as a measure to find the most
qualitative patterns. This subjective measure reflects that if a certain pattern is
already anticipated by a user (i.e., to some degree, the user directly or indirectly
expects the pattern to be present in the data), then generally speaking this pattern
will be deemed less interesting for that particular user.
In order to use the concept of subjective interestingness, we need to find ways
of meaningfully modeling a user’s prior knowledge on the data. Throughout the
thesis, we will model this prior knowledge by a probability distribution over the set
of all possible graphs over a fixed set of nodes, called a background distribution.
The types of prior knowledge we discuss will mostly be related to structural
properties of the graph. For example, a user might have knowledge on the degrees
of certain nodes, he might have an idea about the density of certain subgraphs in the
graph, or he might have a guess on the number of triangles in the graph. Note that
this is prior knowledge that depends on the data, and usually these properties can
easily be calculated from the data. We then infer the background distribution as the
maximum entropy distribution, subject to constraints in expectation on the values
of these structural properties. In Chapter 2, it will be motivated why we do this.
Note that, although our methods are not limited to data-dependent priors, it often
helps us in the inference. This is because data-dependent priors automatically
result in a feasible region, since the data itself is always a valid solution for the
model. As such, we will typically not worry about contradicting constraints.
In summary, the two main types of questions we have asked ourselves are:
• How insightful are connecting trees and cycles as data mining patterns? To
whom are they useful? After defining a subjective (i.e., user-dependent)
measure of scoring them, how can we find the most interesting ones? Can
we design scalable & accurate algorithms? Are there theoretical guarantees
on the performance of our algorithms? How many number of nodes can
typically be queried?
• What kind of user-beliefs on structural properties can we efficiently model
using a maximum entropy based approach? How can we jointly model local
strucural properties (e.g., degrees) and global properties (e.g., triangle count
and degree assortativity)? Can we devise (approximative) scalable methods
that allow for inference on large sparse graphs (> 106 nodes)?
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The general outline of the thesis, along with the specific contributions per chap-
ter is as follows:
Literature overview [Chapter 2]. We start by briefly introducing the concept of
(graph) pattern mining and discuss the main types of problems and methods that
have been proposed in the last few decades (Section 2.1). In Section 2.2 we give
a coarse overview of the three most prominent approaches to network modeling, a
concept that will be discussed later.
Connecting trees and forests [Chapter 3]. We investigate the problem of con-
necting a set of query nodes (as queried by the user) in the form of a tree-structured
pattern that is present in the graph.
Previous research on connecting trees [Horng Chau et al., 2012, Akoglu et al.,
2013] was typically based on the Minimum Description Length principle (Sec-
tion 2.1.3. We extend this by directly incorporating the user in the process, i.e. we
aim to mine trees that are highly surprising to the specific user at hand. Hence our
methods belong to the category of pattern mining algorithms that are discussed in
Section 2.1.3.
Building upon the information theoretic framework of De Bie [2011], we for-
malize the notion of subjective interestingness of such trees mathematically, taking
in account certain prior beliefs the user has specified about the graph. The prior
beliefs we study are beliefs in expectation on the individual node degrees, and
additional prior beliefs on the density of certain user-specified subgraphs. Given
a specified prior belief model, we then propose heuristic algorithms to mine the
most interesting trees efficiently. We evaluate the different heuristics and validate
the interestingness of the resulting trees on a number of large real-life networks.
Connecting cycles [Chapter 4]. In this chapter we change the pattern syntax
from trees to cycles. This is a relatively understudied pattern in a data mining
context [Giscard et al., 2017, Kumar & Calders, 2017], but we argue that cycles
often signify interesting processes in graphs, and hence are worth studying. A
cycle connecting a set of (user-provided) query nodes is also called a Steiner cycle.
Using similar ingredients as in Chapter 3, we formalize the problem of finding
subjectively interesting Steiner cycles in a graph.
We discuss the computational complexity of finding the most interesting cy-
cles, show that the problem has strong inapproximability guarantees, and provide
heuristic algorithms to tackle the problem. Steinova´ [2010] provides inapproxima-
bility results for the minimum Steiner cycle problem. As an additional result in this
chapter, the reduction used in Section 3.4.2 provides a similar inapproximability
result for the maximum and maximum mean Steiner cycle problems.
Dyadic independence models with local and global constraints [Chapter 5].
In Chapter 3 and 4, the proposed prior beliefs were limited to beliefs on individ-
ual node degrees, with additional beliefs on the densities of certain subgraphs. In
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Chapter 5, we show how to incorporate information about global structural proper-
ties of a graph such as clustering coefficient, paths of lengths three, degree assorta-
tivity, etc. We essentially use fast matrix block-approximation matrix techniques to
obtain scalable models that allow inference on large sparse graphs (> 106 nodes).
The initial aim of this work was to extend the range of prior beliefs that could
be modeled using a maximum-entropy based approach. Indeed, prior work on sub-
jectively interesting graph patterns [Spyropoulou & De Bie, 2011, Leeuwen et al.,
2016, Lijffijt et al., 2016] (Section 2.1.3) mainly utilized individual node degrees
as a prior. However, it turned out that combining constraints on local proper-
ties (degrees) with global structural properties resulted in probabilistic models that
were very well suited for two other important downstream tasks: link prediction
and network reconstruction. Perhaps this was to be expected, as maximum entropy
models with constraints on only the degrees have been successfully applied for the
link prediction task in the past [Parisi et al., 2018], and more recently to bipartite
networks in particular [Baltakiene et al., 2018].
Hence, Chapter 5 has to been seen in the broader context of network modeling
(and more specifically as an exponential random graph model). Section 2.2 pro-
vides a short introduction to the most common methods that have been used for
this task.
Contributions outside this thesis. A notable publication (published while being
a PhD student) that is not included in this thesis is mentioned here for complete-
ness. The paper is omitted because the content is not related to the concept of
subjective interestingness. The work deals with several linear relaxations of a NP-
hard optimization problem, the so-called Strong Triadic Closure problem [Sintos
& Tsaparas, 2014]. The problem aims at inferring the strength of the edges, based
on the topology of the network alone, by leveraging the Strong Triadic Closure
principle. This work has been published in the Data Mining and Knowledge Dis-
covery journal [Adriaens et al., 2020] and presented at the workshop of Mining
and Learning with Graphs (KDD-MLG workshop 2018) [Adriaens et al., 2018].
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Literature overview
2.1 Pattern mining
Revealing patterns in a dataset is arguably the most important step in the multi-
faceted process of a data mining task. It is the knowledge extraction step, aiming
to give insights to a user by only providing them with summarized, informative and
digestable parts of the data. This can assist the user with generating hypotheses
on properties of a population, dataset clustering, dataset classification, or simply
aiding a store owner with in-store product placement for commercial purposes.
It goes without saying that some patterns are more interesting than others, and
the main two questions in pattern mining remain, even today: what is a good in-
terestingness measure and how to mine the most interesting patterns efficiently?
There has been no consensus amongst the data mining community of what pre-
cisely defines an interesting pattern. As such, over the last few decades there has
been an overwhelming amount of differently proposed interestingness measures,
all with their specific advantages and disadvantages, and all for a specific task in
mind. Excellent surveys of the different interestingness measures are given by
Goethals [2003], Han et al. [2004a], Geng & Hamilton [2006], Vreeken & Tatti
[2014].
2.1.1 Frequent itemset mining
We introduce the concept of a pattern by briefly discussing what probably is the
most well-known example in pattern mining: the marketplace transactions exam-
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ple. Consider a set of items I = {i1, . . . , in} and a set of transactions O =
{o1, . . . , om}. Each transaction o ∈ O consists of a purchase of a set of items,
hence o ⊆ I . The support of an itemset P ⊆ I is defined as the number of
transactions that contain all the items in P , hence supp(P ) = |{o ∈ O : P ⊆ o}|.
The task is to find sets of items that are frequently bought together. Or equiva-
lently, find the itemsets P that have a support above some threshold value (denoted
as minsupp), i.e. we aim to find
{X ⊆ I : supp(X) ≥ minsupp}.
This problem was orignally encountered as a subproblem of the association rule
mining problem, introduced by Agrawal et al. [1993] in their seminal paper. In
the association rules mining problem, one essentially finds dependencies X → Y
between disjoint itemsetsX∩Y = ∅within certain confidence bounds. The coarse
idea is to first find frequent itemsets, and then partition the itemset into disjoint
subsets and keeping those rules that satisfy a certain quality constraint [Agrawal
& Srikant, 1994].
The search space in frequent itemset mining is the set of all subsets of I , result-
ing in 2|I| candidate sets, which is infeasible to exhaustively evaluate for a large
number of items. The first algorithm to efficiently prune the search space was the
Apriori algorithm [Agrawal & Srikant, 1994, Mannila et al., 1994], by exploiting
the monotonicity principle: if X ⊂ Y then supp(X) ≥ supp(Y ). Basically, this
algorithm stops exploring supersets of non-frequent itemsets by generating all can-
didate patterns in a breadth first manner. Similarly, FP-growth [Han et al., 2004b]
is a pattern-growth approach that explores the pattern lattice in depth first manner,
by recursively extending a given frequent pattern.
However, there are some practical problems with this frequency measure; the
resulting patterns are often not very insightful [Vreeken & Tatti, 2014]. For low
support threshold values, there are typically a huge number of redundant patterns
that satisfy the criteria. Indeed, while the monoticity principle helps in pruning
the search, it also implies that all possible subsets of a long frequent itemset are
also frequent and thus reported to the user. The risk is that the number of frequent
itemsets greatly exceeds the database in size. For high support threshold values,
the frequent patterns consist of only a few number of items, and the resulting pat-
terns are often found to be ‘common knowledge’. As such, the quest for a more
suitable interestingness measure began. A non-exhaustive list of problem exten-
sions and variants consists of: maximal frequent itemsets [Bayardo, 1998, Bur-
dick et al., 2005], closed frequent itemsets [Pasquier et al., 1999, Zaki & Hsiao,
2002, Uno et al., 2003, Yan et al., 2003], free frequent itemsets [Boulicaut et al.,
2003], non-derivable itemsets [Muhonen & Toivonen, 2006, Calders & Goethals,
2007], etc. A common theme is that these problem settings look for condensed
representations of the set of all frequent patterns, after which a user can (approx-
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Figure 2.1: (a) A graph G = (V,E) with |V | = 6 vertices and |E| = 7 edges (b) a
candidate subgraph (motif) H for G (c) one of the seven possible embeddings of H into G.
imately) deduce other frequent itemsets. We refer to [Vreeken & Tatti, 2014] for
a more comprehensive enumeration and detailed descriptions of all these problem
settings.
2.1.2 Frequent subgraph mining
We shift our attention from working with itemsets to working with graphs, al-
though there are analogies that will be drawn later. Graphs are mathematical
structures consisting of a set of entities (vertices), connected to each other by rela-
tionships (edges). For brevity, we restrict the discussion in this chapter to simple
undirected graphs, meaning that we only consider at most one possible edge be-
tween any pair of nodes, and the edges have no directionality (the relationship is
commutative). Figure 2.1a shows an example of such a graph. Graphs are ex-
tremely well-suited to model all kinds of structured and semi-structured data, and
have applications in practically all fields of science [Alm & Arkin, 2003, Jiang
et al., 2004, Newman, 2010]. In Frequent Subgraph Mining (FSM), there are two
distinct problem settings [Jiang et al., 2004]: (i) transaction based FSM and (ii)
single graph based FSM.
Transaction based FSM. In transaction based FSM, the input consists of a data-
base of graphs G = {G1, . . . , Gm}. Given a motif H (candidate subgraph), the
support ofH is defined as the number of graphs in G that containH as a subgraph.
A motif is called frequent if its support exceeds a user-defined threshold value,
and the task is to find all frequent motifs. In this setting, there is a clear analogy
with the frequent itemset problem. The set G are the transactions, and a candidate
subgraph is an itemset. Moreover, the same monotonicty property holds: if H is
frequent, then all of its subgraphs are also frequent.
Single graph based FSM. In single graph based FSM, the input consists of a
single graph G for which the user wants to explore all frequent subgraphs. How-
ever, if one simply counts the number of possible embeddings of a subgraph H in
G (occurrence-based counting), the monotonicity property clearly does not hold
anymore. Indeed, there are seven different embeddings of the subgraph H from
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Figure 2.1b into the larger graph G from Figure 2.1a. One such configuration is
shown in Figure 2.1c. However, there are only two triangles in G, and a triangle is
a subgraph of H .
Thus, a number of alternative monotonic support measures have been pro-
posed. One particularly elegant alternative was suggested by Kuramochi & Karypis
[2005]. The idea is as follows; given a subgraphH , first construct a so-called over-
lap graph, where each different embedding of H into G is a vertex in the overlap
graph and two vertices are connected iff their respective embeddings have at least
one overlapping edge. The support measure is now defined as the size of the Max-
imum Independent Set. This measure is indeed monotonic, for a rigorous proof
we refer to [Kuramochi & Karypis, 2004]. Loosely speaking, this corresponds to
restricting the counting to motifs that are somehow ‘far apart’ in G. Vanetik et al.
[2006] provided necessary and sufficient conditions for occurrence-based support
measures to maintain the monotonicity property, which was further extended to
labeled and directed graphs in [Calders et al., 2008]. Bringmann & Nijssen [2008]
argued that constructing overlap graphs is slow, and proposed a similar but more
scalable support measure.
Subgraph isomorphism detection. In both FSM settings, the main computational
effort is subgraph isomorphism checking, i.e. deciding whether a candidate graph
is a subgraph of another graph. While it is currently not known if graph isomor-
phism is in P, subgraph isomorphism is a NP-hard problem [Garey & Johnson,
1979], and thus also the related decision problem of the embedding-counting vari-
ant. In FSM, mostly exact subgraph isomorphism algorithms are used; Ullmann
[1976] proposed a backtracking procedure with look-ahead. The Nauty algorithm
[McKay & Piperno, 2014] transforms graphs into canonical forms to increase the
detection efficiency. Cordella et al. [2001] use a depth-first strategy in the search
tree, combined with feasability constraints to prune the search tree. Their method
is applicable to attributed relational graphs. Foggia et al. [2001] did an empiri-
cal study to show that neither of the aforementioned isomorphism algorithms is
superior to another.
Subgraph isomorphism becomes significantly easier when reduced to the sub-
tree isomorphism problem: deciding whether a given tree is contained in another
tree. Given two trees A and B, of sizes resp. k and n, Shamir & Tsur [1999] pro-
posed an O( k
1.5
log kn) algorithm to find a tree in B that is isomorphic to A, or decide
non exists. Because this problem has found extensive applications ranging from
computer vision [Tyng-Luh Liu & Geiger, 1999] to bio-informatics [Hein et al.,
1996], the speedup compared to the general setting, and the additional benefits in
the search by using tree representations, the easier setting of frequent subtree min-
ing received considerable attention from the frequent patterns community. This led
to several prominent algorithms, for different settings and applications: TreeMiner
[Zaki, 2002] for mining rooted, labeled and ordered frequent trees, uFreqT [Nijs-
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sen & Kok, 2003] for mining unordered frequent trees, EvoMiner [Deepak et al.,
2014] for frequent subtree mining in phylogenetic databases, etc. We refer to [Chi
et al., 2004] and [Jiang et al., 2004] for two surveys on the topic.
Candidate subgraph generation. The bulk of the algorithms for FSM differ in
the way they generate the candidate subgraphs. Similarly as with frequent item-
sets mining, there are two major categories of generating candidate subgraphs: (i)
Apriori based, and (ii) pattern-growth based. The former explores the subgraph
lattice in a breadth first way, the latter explores the lattice in a depth first way.
Effective candidate generation requires that duplicate candidates are avoided as
much as possible, mainly because the subgraph isomorphism routines are so costly.
After defining canonical forms for the subgraphs, a number of exploration strate-
gies have been proposed: level-wise join [Kuramochi & Karypis, 2005], right-
most path expansion [Nijssen & Kok, 2003, Chi et al., 2004], extension and join
[Huan et al., 2003], etc. For more detailed explanations of the algorithms, we
again refer to [Jiang et al., 2004]. Notable examples of Apriori FSM algorithms
are: AGM/AcGM [Inokuchi et al., 2000], FSG [Kuramochi & Karypis, 2004], DP-
Mine [Vanetik et al., 2002], etc. Prominent pattern-growth FSG algorithms include
MoFa [Borgelt & Berthold, 2002], gSpan [Xifeng Yan & Jiawei Han, 2002] and
Gaston [Nijssen & Kok, 2005].
2.1.3 Incorporating background models
The methods discussed in the previous sections optimize absolute interestingness
measures, in the sense that they only use the data at hand and do not contrast their
calculations with any expectations or hypotheses on the data generating mecha-
nism. As discussed by numerous authors [Jiang et al., 2004, De Bie, 2013, Vreeken
& Tatti, 2014], a key issue with these methods is redundancy; far too many patterns
are found to be interesting (even after condensation). Frequency based methods
provide no direct answer whether the frequency of a pattern is expected.
Constrained based mining. One attempt at resolving these issues came from
constraint-based pattern mining [Srikant et al., 1997, Ng et al., 1998, Han et al.,
1999, Bistarelli & Bonchi, 2005], aiming to guide the search to more interesting
patterns by incorporating additional user-specified constraints. An advantage of
these methods is that the constraints can be incorporated deep inside the algo-
rithms, assisting in the pruning of the exponential search space. However, a disad-
vantage in practice is how to select the constraint thresholds [Bistarelli & Bonchi,
2005]. Only in rare cases, the constraints are imposed exactly by the application.
Most of the time, they arise from iterative adjustment by using exploratory mining
techniques. Therefore it has been argued by Bistarelli & Bonchi [2005] that these
methods often defeat their purpose; the constraints should reflect a user’s prior as-
sessment of what is interesting, rather than being adjusted accordingly to obtain
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a pattern set of preconceived output size. Bistarelli & Bonchi [2005] proposed to
use soft constraints instead, where constraints can be violated, but at a certain cost.
Belief systems. A second line of research that aims at formalizing a user’s prior
knowledge propagated the use of so-called belief systems, which are probabilistic
models representing a user’s beliefs on the data [Silberschatz & Tuzhilin, 1995].
Silberschatz & Tuzhilin [1995], and later Padmanabhan & Tuzhilin [1998] specif-
ically for the association mining framework, were pioneers in proposing the use
of belief systems as an essential tool in defining interestingness measures for data
mining problems. Silberschatz & Tuzhilin [1995] axiomatically defined an inter-
esting pattern as something that is both ‘unexpected’ (how surprising is this infor-
mation?) and ‘actionable’ (can we act on this information to improve upon our
goals?). While the latter concept is indeed extremely important, it is also depen-
dent on the problem setting; when a specific goal is known (for example, revenue
maximization) actionability is indeed the most relevant criterion. However, in an
exploratory data mining setting, when the end goal is not well-defined and the user
simply wishes to explore the data, actionability essentially loses its meaning. This
dissertation provides methods for the exploratory data mining setting.
It was upon the insights of Silberschatz, Padmanabhan, and Tuzhilin that a
more general information theoretic framework for formalizing subjective interest-
ingness was proposed by De Bie [De Bie, 2011a,b]. The data is assumed to be
an element x ∈ Ω , where Ω denotes the set of all possible data values (e.g. all
binary matrices of a given size, networks, time series, etc.). The data space Ω is
then equipped with a sigma algebra A (for example, the power set of Ω if Ω is
countably infinite) to form a measurable space (Ω,A). A pattern Ω′ is now simply
a measurable subset of the dataspace, hence Ω′ ⊂ Ω and Ω′ ∈ A. A pattern is said
to be present in the data x if x ∈ Ω′, as depicted in Figure 2.2.
The background distribution P is a probability measure over the measurable
space such that P (Ω′) reflects the probability that a user would attach to the event
{x ∈ Ω′}. As the initial background distribution, it was argued that the maximum
entropy distribution, subject to constraints on the expectation of certain statistics
f in the form of
Ex∼P [f(x)] = fˆ , (2.1)
is a principled estimate for modeling user beliefs,. There were two reasons given
by De Bie [2011a] for utilizing maximum entropy distributions as a model for the
user’s background knowledge. A first argument is that any other distribution with
lower entropy effectively injects extra knowledge which reduces the uncertainty
in undue ways [Jaynes, 1957]. A second argument is both a game-theoretic one
and a information-theoretic one. Under a convexity assumption on the shape of
the set of allowable background distributions (see [De Bie, 2011a, Section 2.2]), it
is shown that the maximum entropy distribution over that set minimizes the worst-
case expected code length of communicating the data to the user. In that sense, it
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Figure 2.2: A pattern Ω′ ⊂ Ω is present in the data x ∈ Ω⇔ x ∈ Ω′.
a ‘robust’ choice.
A general pattern set mining problem is now casted in the following setting:
How can we show the user a set of patterns that maximizes the total information
carried by the patterns? The information carried by a pattern Ω′ is often measured
by the so-called information content− log(P (Ω′)). Note that the information con-
tent is subjective in nature: it depends both on the pattern itself and the belief state
P .
Maximizing total information content is subject to a budget constraint on the
total descriptive complexity of communicating this set of patterns to the user. It was
shown by De Bie [2011a] that this problem can be reduced to the NP-complete
Weighted Budgeted Set Coverage problem. Despite the complexity, this problem
can be approximated withing a constant factor of 1 − 1e ≈ 0.632 by an iterative
greedy approach: consecutively pick the pattern that has the highest ratio of in-
formation content to descriptive complexity. Hence, it is this ratio that has been
proposed as the general subjective interestingness measure in a data mining set-
ting, and it is this ratio that will be used to score the patterns addressed in this
thesis.
The framework has been applied to a number of various data mining problems:
dense subgraph discovery [Leeuwen et al., 2016], dimensionality reduction [Kang
et al., 2016], multi-relational pattern mining [Spyropoulou & De Bie, 2011, Lijffijt
et al., 2016], attributed subgraph mining [Bendimerad, 2019, Bendimerad et al.,
2019], motifs in time series [Deng et al., 2018], etc. but also in more applied fields
such as business intelligence exploration [Chanson et al., 2019].
Although sharing similarities, the approach of De Bie differs from data com-
pression based methods [Faloutsos & Megalooikonomou, 2007, Vreeken et al.,
2011, Akoglu et al., 2013, Marx & Vreeken, 2019], such as methods based on the
Minimum Description Length (MDL) principle [Rissanen, 1978]. MDL methods
aim to find regularities in the data in order to describe it in a more compact way.
In other words, patterns deemed interesting by an MDL objective function are pat-
terns that exploit the data regularities in order to achieve a low descriptive cost of
the pattern. A theoretical problem is that exact MDL depends on the Kolmogorov
complexity of the data, which is uncomputable. More importantly, practical MDL
in its current form introduces objective interestingness measures, hence disregard-
ing the user’s prior beliefs or knowledge on the data.
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Significant pattern mining. Finally, we shortly discuss a third line of research
that tries to find significant patterns, by using hypothesis testing based approaches
and the computation of (empirical) p-values [Ojala et al., Webb, 2006, Gallo et al.,
2007, Gionis et al., 2007, Hanhijrvi et al., 2009, Lijffijt et al., 2012]. The idea is to
compare the patterns found in the data x with patterns that are found in ‘typical’
data generated by a hypothetical background model (representing random data).
Patterns that can be explained by this model are then not sufficiently exceptional,
and deemed uninteresting.
A well-known, elegant example is swap randomization in binary databases
[Gionis et al., 2007, Hanhijrvi et al., 2009]. The dataset x is a binary matrix of
fixed size n× n, and the dataspace is Ω = {0, 1}n×n, the set of all such matrices.
The hypothetical distribution considered by Gionis et al. [2007] is the uniform dis-
tribution over M ⊂ Ω, where M denotes the set of matrices with exactly the same
row and column margins (sums) as x. However, unlike a maximum entropy distri-
bution with constraints (2.1) on the expected row and column margins, the uniform
distribution over M is more complex and not directly analytically tractable. As
such, empirical p-values for patterns are computed by sampling from the uniform
distribution over M , and counting the fraction of sampled matrices in which the
pattern is present. Sampling from the uniform distribution can be done by first
considering a Markov chain that transitions between elements in M by so-called
local swaps: transform randomly sampled diagonal 2x2 submatrices (with ones on
the diagonal) into antidiagonal 2x2 submatrices (with zeros on the diagonal) by
reversing the roles of the ones and zeros. This leaves the column and row margins
invariant. However, because the Markov chain is irregular, the limit distribution
is not the uniform distribution over M . Therefore, Gionis et al. [2007] proposed
to use the Metropolis-Hastings algorithm, to convert the aforementioned Markov
chain into a chain with the desired uniform distribution as the limit distribution.
Despite the elegancy of the proposed approach, the two major drawbacks are lim-
ited scalability and the difficulty to incorporate more complex prior beliefs than
row or column margins. Ojala et al. uses the same idea for real-valued matrices,
but where the marginals are no longer integers but distributions. Hanhijarvi et al.
[2009] extended the constraints to include the frequencies of tiles in the dataset.
We conclude this section by noting that there are similarities between the
(empirical) p-values and the information content, as defined in the framework of
De Bie [2011a]. When the null hypthesis is chosen to be the background distribu-
tion, and for specific patterns in the form {x ∈ Ω : f(x) ≥ fˆ}, for some statistic
f , then computing the p-values is essentially the same as computing the informa-
tion content. The information content is slightly more general though, because
unlike p-values, the information content is not restricted to patterns defined as tail
(extremal) events.
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2.2 Network modeling
Network modeling has a rich history [Holland & Leinhardt, 1981, Park & E. J. New-
man, 2005, Karrer & Newman, 2011] and is typically concerned with the following
setting: given measurements on certain structural properties of a real-life network,
such as node degrees, clustering coefficient, density, and so forth, one wishes to
find a model for the network where samples generated by the model have simi-
lar values of the measured properties. The motivation comes from the idea that it
could be more useful to study the model instead of the observed network, as the
observed network is just one realization of a large number of possible alternative,
but related, networks.
Besides having important applications on downstream tasks such as link pre-
diction, we note that a network model naturally can also be used for other tasks
like graph pattern mining. More specifically, a network model can serve as a back-
ground model (Section 2.1.3) when defining an interestingness measure in a graph
pattern mining setting. This is the idea we often follow in this thesis: we as-
sume the user is able to query a number of structural properties of the graph (de-
grees, clustering coefficient, subgraph densities, etc.), and we devise a probabilistic
model that takes this information into account.
We briefly discuss three popular approaches for network modeling that have
been extensively studied in the last few decades:
Exponential Random Graphs (ERGs). One way of introducing ERGs is to posit
an exponential family distribution P over the set of all graphs with a fixed number
of nodes n. As in Section 2.1 we restrict our attention to undirected graphs. Let A
be the corresponding set of all such graphs and let A ∈ A be a random graph. A
general expression for P is then
P (A = A|θ) = exp(θ
T s(A))
c(θ)
, (2.2)
where θ ∈ Rm is a vector of m parameters, θT its transpose and s(A) is a vector
of m statistics on the graph A (e.g. one component of s(A) could be the count of
all triangles in A). Given an observed graph Aˆ, the parameters θ are then usually
inferred by a Maximum Likelihood Estimation (MLE) for explaining the obser-
vation in a principled manner. The MLE selects the parameters θ that make the
observed graph Aˆ the most probable. However, the main issue is that in general
the normalizing constant c(θ) is infeasible to compute exactly, even for moderately
sized graphs. For undirected graphs with n = 10 nodes, c(θ) is equal to a sum-
mation over 1013 different possible graphs. Equivalently, the MLE of (2.2) can
be obtained by finding the maximum entropy distribution over A, subject to con-
straints that the expected value of s(θ) has to be equal to the observed value. This
is shown by writing down the Lagrange dual function of the associated constrained
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optimization problem, which is the same expression as minimizing the negative of
the log likelihood function (and thus maximizing the log likelihood).
Historically, there are two main approaches of approximating the MLE [Duijn
et al., 2009]. The first approach is to consider the pseudo likelihood [Strauss &
Ikeda, 1990]. The reasoning is as follows: the probability of an edge (i, j) condi-
tioned on the rest of the connectivity equals
Pr(Aij = 1|{Aks : (k, s) 6= (i, j)}, θ) = exp(θ
T s(A+))
exp(θT s(A+)) + exp(θT s(A−))
=
exp(θT∆sij)
1 + exp(θT∆sij)
,
where A+ denotes the realization with the edge (i, j) present, A− the realiza-
tion without its presence and ∆sij denotes the change in the statistic vector when
adding the edge. A similar expression is found for Pr(Aij = 0|{Aks : (k, s) 6=
(i, j)}, θ). The pseudo likelihood assumes independence between the edges, hence
the approximation becomes
P(A = A|θ) ≈
∏
i>j
exp(θT∆sijAij)
1 + exp(θT∆sij)
. (2.3)
The pseudo likelihood estimation of (2.2) is then found by setting Aij = Aˆij
in (2.3) and searching for the parameters θ that maximize (2.3). This relatively
tractable and can be found by standard logistic regression optimization methods.
The theoretical properties of the resulting estimator for ERGs are still poorly un-
derstood [Snijders, 2002, Duijn et al., 2009], but Duijn et al. [2007] did simulation-
based comparisons between the maximum pseudolikelihood estimator and sampling-
based likelihood-based estimators, noticing the superior performace of the latter.
By adding a regularization term, Duijn et al. [2009] proposed an improved pseudo-
likelihood estimation method aimed at reducing the estimator’s bias.
The second approach for estimating the parameters of (2.2) is by considering
the simulations from MCMC sampling [Geyer & Thompson, 1992]. The idea is
again to create a Markov chain, with the ERG model (2.2) as the limit distribution,
and obtain samples by running the chain for a sufficiently long time. Geyer &
Thompson [1992] provided a method, based on estimating the moments of the
distribution, for approximating the MLE in exponential families.
Besides limited scalability, another major problem with MCMC-based approxi-
mations of the MLE is degeneracy [Handcock, 2003, Chatterjee & Diaconis, 2013].
Informally speaking, degeneracy occurs when most of the probability mass is
concentrated on a small subset of possible graphs, often near-empty of near-full
graphs, and seems to occur when one is using classically specified ERGs known
as Markov graphs. A notable example of such a specification is the count of all tri-
angles. By using large deviations theory on the normalizing constant, a theoretical
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explanation for degeneracy is given by Chatterjee & Diaconis [2013] in the case
of dense graphs. Snijders et al. [2006] propose a set of ERG specifications that are
less prone to degeneracy than Markov graphs. Karwa et al. [2016] try to resolve
degeneracy by limiting the support of an ERG, and introducing an extra parameter
that is related to the observed network’s sparsity.
MCMC-based inference is often limited to networks of a few thousand nodes.
However, we note a recent paper by Byshkin et al. [2018], in which they propose
slightly more scalable estimations of a model’s parameters by exploiting properties
of Markov chains at equilibrium, allowing for inference on a network with 105
nodes.
Stochastic Block Models (SBMs). Stochastic block models attempt to model
graphs that have reasonably well-defined communities. The basic model is defined
by giving a partition of the vertex set into k disjoint communities C1, . . . , Ck, and
a symmetric k × k probability matrix, modeling the inter and intra community
edge probabilities. The edges are usually independently sampled from this model.
SBMs are used as a canonical model for community detection, and tend to cre-
ate graphs with defined communities. Two notable extensions of the basic model
are: i) SBMs with corrected degrees [Karrer & Newman, 2011], with additional
parameters controlling the expected degree of individual nodes; and ii) the mixed
membership SBM [Airoldi et al., 2009], allowing nodes to be part of different
communities.
SBMs are usually inferred by MCMC or variational methods, and there are dif-
ferent strategies for selecting or estimating the (optimal) number of groups (fixed,
modeled, or by some criterion). Therefore, scalability is often limited to graphs
of several thousands of nodes, although recent methods have been proposed to
improve on this [Gopalan et al., 2012, Pal & Coates, 2019].
Graphons. Consider a sequence of random graphs G1,G2, . . . where the sub-
script n denotes the number of vertices in the graph Gn, and where the distribution
of a graph Gn is invariant under a permutation of the nodes. A graphon is a ran-
dom graph model defined by a measurable function W : [0, 1]2 → [0, 1], and can
be interpreted as a probability distribution of an infinite graph, with the interval
[0, 1] as its node set [Eldridge et al., 2016]. Intuitively speaking, W (u, v) can be
interpreted as the probability of an edge between u and v.
Given a graphon W , the probability of a finite graph Gn = ([n], E) is found
by (see e.g., [Eldridge et al., 2016, Section 2])
Pr(Gn = Gn) =
∫
[0,1]n
∏
(i,j)∈E
W (xi, xj)
∏
(i,j)/∈E
(1−W (xi, xj))dx1 . . . dxn.
For a fixed labeling of the nodes x1, . . . , xn, the integrand represents the prob-
ability that Gn is sampled when the edge probabilities are W (xi, xj). Integrating
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over all possible choices of x1, . . . , xn yields the probability of the graph Gn [El-
dridge et al., 2016].
On the other hand, every empirical graph G on n nodes also has an empirical
graphon WG, defined by a piecewise stepfunction found by splitting the interval
[0, 1] into n pieces and assigning areas of W = 1 if there is an edge present in
G, and afterwards normalizing. For sequences of dense graphs, it turns out that
several apparently different notions (e.g. subgraph counts and cut distance) of
graph convergence are equivalent, and for all of them the limit object is a graphon
[Lovasz, 2012, Borgs et al., 2014].
The practical question arises: given a single observation of a graph Gn, how
to practically estimate the resulting graphon? Many different methods have been
proposed, which we will not further discuss in this thesis. Often they all share
a common idea, that is, exploiting the piecewise-constant shape of the empirical
graphon to estimate the limit graphon. We refer to the papers of Gao et al. [2015]
and Zhang et al. [2017] for a discussion of the various methods and their limitations
in practice.
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3
Connecting trees and forests
This work was published in the Joint European Conference on Machine Learning
and Knowledge Discovery in Databases (ECML PKDD 2017) conference pro-
ceedings [Adriaens et al., 2017], and an extended version is published in the Data
Mining and Knowledge Discovery journal [Adriaens et al., 2019].
3.1 Introduction
The question this chapter is focused on is: “How is a given set of vertices (the
‘query vertices’) related to each other in a given graph?” This question is distinc-
tive from most prior work in two ways. First, the type of information it provides
the user with is of a different kind than the density of a subgraph, or other kinds
of local patterns. Second, the question relates to a particular set of query-vertices,
i.e., it is driven by a user query. The particular approach presented in this chap-
ter adds a third important distinctive aspect (and in this way it also distinguishes
itself from Akoglu et al. [2013], which is most directly related to our work—see
Section 3.9): the fact that it aims to ensure that the answer to this question is sub-
jectively interesting to the user, i.e., taking into account the prior beliefs the user
holds about the graph.
More specifically, given a graph and a set of query vertices, this chapter presents
a method that can explain to a user how these query vertices are connected in the
1http://www.kdd.org/awards/sigkdd-best-research-paper-awards
2https://aminer.org/citation, Tang et al. [2008]
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Figure 3.1: Trees connecting the three most recent KDD best paper award winners
listed at the official ACM SIGKDD webpage1 that are also present in the Aminer
ACM-Citation-network v8.2 This is the result of our algorithm with heuristic s-IR,
for three different types of prior beliefs. (a) A prior belief on the overall graph
density. Each citation is equally interesting, and the algorithm simply prefers the
smallest possible connecting tree. Note that the root of the tree is a highly cited
paper. (b) A prior belief on the number of citations of each paper. If a user knows
certain papers are widely cited, those papers are less interesting to find in the con-
necting tree: the user already expects this connection to exist and hence does not
learn much. In this case, we find a tree with a less frequently cited paper as a root.
(c) A combined prior belief on both the number of citations and the time difference
(in publication year) between cited papers. Larger time differences between cit-
ing papers are more uncommon, and hence more interesting. The algorithm now
prefers less cited and older papers. See Section 3.5.1 for more details. In all cases,
the resulting trees are in direct contrast with the expectations the user has on the
network.
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graph, and this in a minimal but highly informative manner. Informative indicates
that the connections should be interesting to the specific user at hand. An example:
suppose we have a scientific paper citation network, where edges denote that one
paper references another. Given a set of query papers, a directed tree containing
these query papers is one possible way to represent interesting citation relation-
ships between these papers. The root of the tree could represent a paper that was
(perhaps indirectly) highly influential to all the papers in the query set. Figure 3.1
shows the results of our algorithm when we queried three recent KDD best paper
award winners, when considering three different types of users (all with different
prior knowledge about the network).
We consider the case of connecting the query vertices through a subgraph that
has a tree structure. The main question here is: what makes a certain tree inter-
esting to a given user? Finding connecting subgraphs between a set of vertices in
a graph is a relatively novel problem, and thus the number of attempts to quan-
tify the interestingness of such patterns is limited (see Section 3.9). One common
aspect of all these approaches is that their proposed measures are objective, i.e.,
independent of the user at hand.
In our work, we make no attempt at proposing another objective interesting-
ness measure. We believe that the goal of Exploratory Data Mining (EDM) is to
increase a user’s understanding of his or her data in an efficient way. However,
we have to consider that every user is different. It is in this regard that the notion
of subjective interestingness was formalised [Silberschatz & Tuzhilin, 1996] and
more recently the creation of the data mining framework FORSIED that we build
upon [De Bie, 2011b, 2013].
This framework specifies in general terms how to model prior beliefs the user
has about the data. Given a background distribution representing these prior be-
liefs, we may find patterns that are highly surprising to the particular user. Hence
in our setting, a tree will generally be more interesting if it contains, according to
the user’s beliefs, more unexpected relationships between the vertices.
Contributions. In summary, this chapter contributes the following:
• We define the new problem of finding subjectively interesting trees and
forests connecting a set of query vertices in a graph. (Section 3.2)
• Using group theoretic methods, we provide an algorithm for efficiently mod-
eling a highly generic class of prior beliefs, namely about the density of any
particular sub-graphs. We experimentally show the efficiency by fitting a
background model on a number of graphs. (Section 3.4 and 3.6)
• We discuss two new realistic prior beliefs in more detail. We show how to
formalize knowledge about time relations in a graph (Section 3.5.1). Sec-
ondly, we discuss how to model knowledge about a graph’s degree assorta-
tivity. (Section 3.5.2)
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• We propose heuristics for mining the most interesting trees efficiently, both
for undirected and directed graphs. (Section 3.7)
• We evaluate and compare the effectiveness of these heuristics on real data
and study the utility of the resulting trees, showing that the results are truly
and usefully dependent on the assumed prior beliefs of the user. (Sec-
tion 3.8)
3.2 Subjectively interesting trees in graphs
This section deals with the formalization of connecting trees as data mining pat-
terns, and the introduction of a subjective interestingness measure to evaluate
them. In Section 3.2.1 we introduce some notation and terminology, mostly adopted
from graph theory. Section 3.2.2 discusses the different types of patterns used in
this work, while in Section 3.2.3 we introduce the interestingness measure.
3.2.1 Notation and terminology
We will mostly adapt a similar notation as in Korte & Vygen [2007]. A graph3 is
denoted as G = (V,E), where V is the set of vertices and E is the edge set. For
undirected graphs, E is a set of unordered pairs of distinct vertices. For directed
graphs, E is a set of ordered pairs of distinct vertices. This definition disallows
self-loops, and each pair of vertices induces at most one edge. Often we will
use V (G) and E(G) to denote the vertex and edge set associated with G. For
brevity, to denote that a graph F is a subgraph of G (i.e., V (F ) ⊆ V (G) and
E(F ) ⊆ E(G)), we may write F ⊆ G. We denote the adjacency matrix of a
graph as A, where Aij = 1 if and only if there is an edge connecting vertex i to j.
We assume that the set of vertices V is fixed and known, and the user is interested
in the network’s connectivity, i.e., the edge set E, especially in relation to a set of
so-called query vertices Q ⊆ V .
A forest is an undirected graph with no cycles. A tree is a connected forest. A
tree spans a graph G if all vertices in G are part of the tree. A directed graph is
a branching if the underlying undirected graph is a forest and each vertex has at
most one incoming edge. An arborescence is a branching with the property that
the underlying undirected graph is connected. Each arborescence has exactly one
root vertex , and a unique path from this root to all other vertices.4 For trees and
forests, a leaf is a vertex with degree at most 1. For arborescences and branchings,
3In general we use the terminology of graphs (with vertices and edges), but when concerned with
certain data we use the term network if that is more natural.
4More specifically, this defines an out-arborescence. An in-arborescence is defined by flipping the
direction of all edges of an out-arborescence.
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a leaf is a vertex with no outgoing edge. In both cases, vertices that are not leaves
are called internal vertices.
We denote both the directed and the undirected complete graph on n labeled
vertices v1, . . . , vn asKn. The exact meaning ofKn will be clear from the context.
3.2.2 Connecting trees, forests, arborescences and branchings
as data mining patterns
The data mining task we consider is query-driven: the user provides a set of query
vertices Q ⊆ V between which connections may exist in the graph that might
be of interest to them. In response to this query, the methods proposed in this
chapter will thus provide the user with a tree-structured subgraph connecting the
query vertices. Trees are concise and intuitively understandable descriptions of
how a given set of query vertices is related. More general classes of subgraphs
would lead to a larger descriptive complexity, and are at risk of overburdening the
user. Cliques and dense subgraphs are insightful and concise too, but well-studied
elsewhere, see, e.g., [Goldberg, 1984, Lee et al., 2010, van Leeuwen et al., 2016].
The methods proposed in Section 3.7 will search for interesting tree-structured
subgraphs T— present in the graph G—-with the property that the leaves of T
are a subset of Q. Furthermore, we may allow this tree-structured subgraph to be
disconnected. In many cases, a tree connecting vertices in Q will be too large or
simply not exist. One solution for this is to partition Q and find a connecting tree
in each partition, leading to a different kind of pattern, i.e., a connecting forest.
To summarize, we will discuss four types of patterns (see Figure 3.2). If G is
undirected, we will look for connecting trees and forests. If G is directed, we will
look for connecting arborescences and branchings.5,6
3.2.3 A subjective interestingness measure
To model the user’s belief state about the data, the FORSIED framework proposes
to use a background distribution, which is a probability distribution P over the data
space (in our setting, the set of all possible edge sets E over the given set of ver-
tices V ). This background distribution should be such that the probability of any
particular value of the data (i.e., of any particular edge setE) under the background
distribution represents the degree of belief the user attaches to that particular value.
To achieve this, it was argued that a good choice for the background distribution
is the maximum entropy distribution subject to the prior beliefs as constraints [De
Bie, 2011b, 2013].
5Often we will denote any of these patterns simply as a ‘connecting subgraph’.
6We will exclude a forest or branching without any edges as a valid pattern. These patterns do not
convey any information to the user—the user already knows the query vertices—and thus will never be
of interest.
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Figure 3.2: Examples of the different types of connecting subgraphs considered in this chap-
ter, all connecting the query set Q = {q1, q2, q3, q4}; (a) a connecting tree (b) a connecting
forest (c) a connecting arborescence (d) a connecting branching. In all cases we have the
requirement that the leaves of these connecting subgraphs are a subset of Q.
The FORSIED framework then prefers patterns that achieve a trade-off be-
tween how much information the pattern conveys to the user (considering their
belief state), versus the effort required of the user to assimilate the pattern. Specif-
ically, De Bie [2011b] argued that the Subjective Interestingness (SI) of a pattern
can be quantified as the ratio of the Information Content (IC) and the Description
Length (DL) of a pattern, i.e.,
SI(pattern) =
IC(pattern)
DL(pattern)
,
where the IC is defined as the negative log probability of the pattern w.r.t. the
background distribution P (see Section 3.4 for a detailed discussion). The less
likely a user thinks that a certain data mining pattern is present in the data, the more
information this pattern conveys to the user if the pattern were to be found in the
actual data. The DL is quantified as the length of the code needed to communicate
the pattern to the user (see Section 3.3 for a detailed discussion).
The methods presented in this chapter aim to solve the following (directed
graph) problems:
Problem 1. Given a directed graph G = (V,E) and set of query vertices Q ⊆ V .
Find a root r ∈ V and an arborescence A ⊆ G rooted at r with leaves(A) ⊆ Q ⊆
V (A) that has maximal subjective interestingness.
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Problem 2. Given a directed graph G = (V,E) and set of query vertices Q ⊆
V . Find a branching B ⊆ G with leaves(B) ⊆ Q ⊆ V (B) that has maximal
subjective interestingness.
As well as the undirected variants:
Problem 3. Given an undirected graph G = (V,E) and set of query vertices
Q ⊆ V . Find a tree T ⊆ G with leaves(T ) ⊆ Q ⊆ V (T ) that has maximal
subjective interestingness.
Problem 4. Given an undirected graph G = (V,E) and set of query vertices
Q ⊆ V . Find a forest F ⊆ G with leaves(F ) ⊆ Q ⊆ V (F ) that has maximal
subjective interestingness.
In all cases, we can additionally constrain the depth (i.e., the diameter) of the
connecting subgraphs not to be larger than a user-defined parameter k.
Since the SI depends on the background distribution and thus on the user’s
prior beliefs, the optimal solution to Problems 1–4 does as well. Section 3.4 dis-
cusses how to efficiently infer the background distribution for a large class of prior
beliefs, and how to compute the IC of a pattern. The next section discusses how
the DL of trees, forests, arborescences and branchings is defined.
3.3 The Description Length of connecting trees,
forests, branchings and arborescences
The goal is to find an efficient encoding for communicating a tree T to the user,
with the constraint that leaves(T ) ⊆ Q ⊆ V (T ). This constraint can be equiva-
lently formulated by requiring all v ∈ V (T ) \ Q to be internal vertices. Commu-
nicating T can be done by first communicating the set V (T ) \Q (the user already
knows Q). Because V (T ) \ Q ⊆ V \ Q, and V \ Q has 2V \Q subsets, we need
|V \ Q| = |V | − |Q| bits to describe V (T ) \ Q. Without extra knowledge on the
possible connections amongst the vertices in V (T ), E(T ) can then be described
most efficiently by enumerating over all possible trees. The following theorem
enumerates all trees with the constraint that all leaf vertices are query vertices.
Theorem 1. Given a set of k labeled vertices in Kn. There are
T (n, k) =
k∑
i=0
(−1)i
(
k
i
)
(n− i)n−2
spanning trees in Kn, s.t. these k vertices are all internal vertices.
Note that we do not impose any restrictions on the other n−k vertices, they can
be internal or leaf vertices. Figure 3.3 illustrates all the spanning trees for the case
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T (4, 1). The case k = 0 reduces to the well-known Cayley’s formula for counting
labeled trees [Cayley, 1889, Moon, 1970]. The cases k ∈ {n − 1, n} reduce to
T (n, k) = 0, since any tree of size n > 1 must have at least 2 leaves. For the case
k = n− 2 ≥ 0 we have T (n, n− 2) = (n− 2)!, since the only possible trees are
chains (i.e., all vertices have degree ≤ 2) and there are (n − 2)! ways to permute
the internal vertices in a chain. This latter identity is also algebraically proven in
Anglani & Barile [2007, Proposition 3]. We present a short proof of Theorem 1,
using the inclusion-exclusion principle.
Proof. Let S = {spanning trees in Kn}. By Cayley’s formula, |S| = nn−2.
Let {v1, . . . , vk} be the vertices that we require to be internal. ∀i ∈ {1, . . . , k}
define the sets Ai = {spanning trees in Kn s.t. vi is internal}. By the inclusion-
exclusion principle,
T (n, k) = |∩Ai| =
∣∣∣∪Ai∣∣∣ = |S| − ∣∣∪Ai∣∣
= nn−2 −
k∑
i=1
(−1)i−1
(
k
i
) ∣∣A1 ∩ . . . ∩Ai∣∣ .
We can now easily compute
∣∣A1 ∩ . . . ∩Ai∣∣. There are (n − i)i ways to add
i labeled leaves to a tree consisting of n − i labeled vertices (each leaf can be
attached to n − i possible vertices). By Cayley’s formula, the number of trees
on n − i labeled vertices is equal to (n − i)n−i−2. Hence ∣∣A1 ∩ . . . ∩Ai∣∣ =
(n− i)i(n− i)n−i−2 = (n− i)n−2, and the claim follows.
Thus, we can communicate a tree T consisting of n labeled vertices—with the
requirement that a given n− |Q| of the vertices have to be internal—by using
DL(T ) = |V | − |Q|+ log(T (n, n− |Q|))
bits. In a very similar manner, we can count the number of spanning arborescences,
branchings and forests inKn (with the restriction that at least a given set of vertices
are internal vertices). We refer to the Appendix for the exact expressions and
proofs.
3.4 The Information Content and inferring the back-
ground distribution
In the FORSIED framework, the Information Content (IC) of a pattern is defined
as the negative log probability of the pattern being present in the data. The back-
ground distributions P for all prior belief types discussed in this paper have the
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Figure 3.3: An illustration of T (4, 1) = 7. There are 7 possible trees spanning
{v1, v2, v3, v4} such that v1 is an internal vertex.
property that P factorizes as a product of independent Bernoulli distributions,7
one for each possible edge e ∈ V × V (see Section 3.4.1). Hence the IC of a con-
necting subgraph C—whether it is a tree, arborescence, branching or forest—with
edges EC decomposes as
IC(C) = −log(
∏
e∈EC
Pr(e)) =
∑
e∈EC
IC(e), (3.1)
where we defined the IC of an edge e to be IC(e) = −log(Pr(e)), with Pr(·)
denoting the probability under the background distribution P . Note that the pattern
syntax is such that we only communicate the existence of actual edges, and not
the non-existence of edges. This choice is most meaningful in the case of sparse
graphs, where the number of actual edges is very low compared to all possible
edges.
As mentioned in Section 3.2.3, P is computed as the maximum entropy distri-
bution subject to the prior beliefs as constraints. Here we discuss how this can be
done efficiently for an important class of prior beliefs, i.e., when the user expresses
prior beliefs on the density of sets of edges in a graph. In this manner, we are able
to model a wide variety of prior beliefs a user has on a network. Some examples:
• In a friendship network, people with similar age/education/location are more
likely to be friends.
• In a paper citation network, the number of papers citing a paper with an
equal or higher publication year is very low (i.e., the network is essentially
a DAG).
• Search engines (e.g., Google, Bing) are hubs in the WWW graph.
7This just happens to be true for the studied prior beliefs. This may indeed reduce computational
complexity and it certainly reduces the complexity of exposition.
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• In some social networks, vertices tend to be connected to other vertices that
have similar degree values (assortative mixing).
Section 3.4.1 discusses how the background distribution is formally inferred. How-
ever, in many practical cases the number of prior beliefs is simply too large to do
this efficiently. To avoid these situations, Section 3.4.3 introduces a sufficient con-
dition to exploit symmetry in the optimization process. Section 3.6 provides a fast
heuristic that implements the ideas of Section 3.4.3. Finally, in Section 3.4.2 dis-
cusses what can be done when the stated prior beliefs do not accurately reflect the
actual prior beliefs.
In a first reading, Sections 3.4.2-3.4.3- can safely be skipped, as they are more
technical in nature and not essential for the reader to understand the logic of the
main contributions in this chapter.
3.4.1 Prior beliefs on the density of sets of edges
This section discusses the case of fitting the maximum entropy model over the set
X = {0, 1}n, which trivially extends to fitting the model over the set of rectangular
binary matrices {0, 1}n×n (i.e., the set of all possible graphs over n vertices).
The main reason for this is notational simplicity. Let x = (x1, . . . , xn) be some
element in X . We are interested in efficiently inferring the MaxEnt distribution
over X , subject to a special class of linear constraints. The types of constraints we
consider are in the form of ∑
x∈X
P (x)
∑
i∈S
xi = c, (3.2)
where S ⊆ {1, . . . , n} and c is a specified value. These constraints can be re-
garded as the formalization of certain expectations the user has about the data.
Consider m such constraints, with Sk denoting the associated set of indices and
ck the associated specified expected value, for k ∈ {1, . . . ,m}. Note that these
specified values ck could represent the actual sum of the elements in the sets Sk,
as present in the actual data (as we will commonly do in the experiments). The
MaxEnt distribution is found by solving
arg max
P (x)
−
∑
x∈X
P (x) logP (x), (3.3)
s.t.
∑
x∈X
P (x)
∑
i∈Sk
xi = ck,∑
x∈X
P (x) = 1 and P (x) ≥ 0,
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The resulting distribution will be a product of independent Bernouilli distributions,
one for each xi [De Bie, 2011a, Section 3]:
P (x) =
n∏
i=1
exp((
∑
k:i∈Sk λk)xi)
1 + exp(
∑
k:i∈Sk λk)
, (3.4)
where λk is the Lagrange multiplier associated with the constraint on the set Sk.
Note that we allow λk → ±∞, in order to have P (x) = 0 or 1, as can be the
case with certain constraints. The success probability of each of these Bernouilli
distributions is given by
Prob(xi = 1) =
exp(
∑
k:i∈Sk λk)
1 + exp(
∑
k:i∈Sk λk)
, (3.5)
The parameters λ1, . . . , λm are inferred by minimizing the (convex) Lagrange dual
function, as given by:
L(λ1, . . . , λm) =
n∑
i=1
log
(
1 + exp
( ∑
k:i∈Sk
λk
))− m∑
k=1
λkck (3.6)
The optimal values of the parameters can be found by standard methods for un-
constrained convex optimization, such as Newton’s method. Newton’s method re-
quires solving a linear system with computational complexityO(m3) per iteration.
Clearly, the number of parameters to be optimized over is crucial for the speed of
convergence. For large databases and cases where m = O(n), the optimization
quickly becomes unfeasible. However, in certain (practical) cases we can reduce
the complexity by beforehand identifying Lagrange multipliers that have an equal
value at the optimum of (3.6). The strategy is then to equate all these Lagrange
multipliers, and form a reduced model with a smaller number of variables, and
proceed to apply Newton’s method on this reduced model. Section 3.4.3 discusses
a way to identify these equal Lagrange multipliers.
3.4.2 What if there is a mismatch between the stated and actual
prior beliefs?
It may be infeasible in practice to sufficiently accurately state a user’s prior beliefs.
If the discrepancy is too large, the pattern with highest SI may not actually be the
most interesting one to the user. There are two easy ways of mitigating this risk,
which we briefly discuss here for completeness.
The first approach is to find the most interesting pattern subject to a range of
different background distributions. E.g. one could experiment with adding the
degree constraints or not.
The second approach is to mine the top-k most interesting patterns. As dis-
cussed by De Bie [2011b], mining a set of top-k non-redundant patterns can be
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done iteratively, yielding a 1−1/e approximation of the best set. In each iteration,
we find the most interesting pattern with respect to the current background distri-
bution, followed by a conditioning of the background distribution on the knowl-
edge of this pattern. In this thesis, the conditioning operation simply amounts to
equating the probabilities of the edges or arcs covered by the pattern to one.
3.4.3 Identifying equivalent Lagrange multipliers
As discussed in Section 3.4.1, we are interested in finding equal Lagrange multi-
pliers at the optimum of (3.6). To do so, we first look at the set M , consisting of
all permutations of the tuple (λ1, . . . , λm) that leave L invariant. For notational
reasons, we will denote the tuple (λ1, . . . , λm) simply as λ. A permutation σ of
λ is denoted as σ(λ). The i-th element of this tuple is denoted as σ(λ)i. It is not
hard to see that M is a subgroup of the group of all permutations acting on λ.
Proposition 1. The set M , together with the group operation which is the compo-
sition of two permutations, forms a group.
Proof. Proposition 2.69 from Rotman [2006] states that a finite nonempty subset
of a group, that is closed under the group operation, is again a group. Now clearly,
M is a finite nonempty subset (it contains the identity permutation) of the group of
all permutations. It is also closed under the group operation, since L((σ ·pi)(λ)) =
L(σ(pi(λ))) = L(pi(λ)) = L(λ) for any two permutations σ, pi ∈M .
Next, we will look at the set of orbits of λ. An orbit of a Lagrange multiplier λi
is defined as the set of Lagrange multipliers for which there exists a permutation
in M that maps them onto λi. More formally, it is defined as
Orb(λi) = {λj : ∃σ ∈M s.t. σ(λ)j = λi}. (3.7)
The set of all orbits form a partition of {λ1, . . . , λm}. One direct observation is
that if λi and λj are part of the same orbit, we need to have ci = cj . Lemma 1
shows how finding the orbits can directly help us to a priori recognize equal opti-
mal Lagrange multipliers.
Lemma 1. If λi and λj belong to the same orbit, then there exists an optimal
solution to (3.6) for which λi = λj holds.
Proof. Suppose we have an optimal solution λ where λi 6= λj . Since every
σ ∈ M leaves L invariant, we have at least |M | other optimal solutions. By
convexity of L, this implies that λ∗ = 1|M |
∑
σ∈M σ(λ) is also optimal.
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Now we have
λ∗i =
1
|M |
∑
σ∈M
σ(λ)i
=
1
|M |
∑
λk∈Orb(λi)
|M |
|Orb(λi)|λk
=
1
|Orb(λi)|
∑
λk∈Orb(λi)
λk,
where the second step follows from the fact that M is a group. We can write a
similar expression for λ∗j . Because Orb(λi) = Orb(λj), we have λ
∗
i = λ
∗
j .
Lemma 1 suggests that there is a possible speedup to be gained by first search-
ing for the orbits associated with (3.6), equating all Lagrange multipliers that are
in the same orbit, and then optimizing the reduced model. For this method to be a
significant speedup we need a) the total number of orbits to be low, and b) a fast
way to (approximately) find them. For a general system of prior beliefs, finding the
orbits is a difficult task. For many practical situations however, the total number
of orbits is low and certain equivalences can be found by exploiting the symmetry
between the prior belief constraints. Two such cases are discussed in Section 3.5.
Section 3.6 details a fast heuristic for approximately finding the orbits in a general
prior belief system.
3.5 Discussing two prior belief types in more detail
We discuss two realistic prior beliefs in more detail. These priors were fitted on the
data that was used for the experimental evaluation in Section 3.8. Section 3.5.1 dis-
cusses how to efficiently model a prior of a partial or total ordering of the vertices,
e.g., when a graph is a DAG. Section 3.5.2 shows how to model knowledge about
degree assortativity, i.e., when vertices have the tendency to connect to vertices
of similar degree. Both priors are in combination with a prior on the individual
degrees of each vertex. We refer to De Bie [2011a], van Leeuwen et al. [2016] for
a discussion on a prior solely on the individual vertex degrees.
3.5.1 Prior beliefs when vertices represent timed events
If the vertices in G correspond to events in time, we can partition the vertices into
bins according to a time-based criterion. For example, if the vertices are scientific
papers in a citation network, we can partition them by publication year. Given
these bins, it is possible to express prior beliefs on the number of edges between
two bins. This would allow one to express beliefs, e.g., on how often papers from
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year x cite papers from year y. This is useful if, e.g., one believes that papers cite
recent papers more often than older ones. We discuss the case when our beliefs
are in line with a stationarity property, i.e., when the beliefs regarding two bins
are independent of the absolute value of the time-based criterion of these two bins,
but rather only depend on the time difference.
Given an adjacency matrix A, this amounts to expressing prior beliefs on the
total number of ones in each of the block-diagonals of the resulting block matrix
(formed by partitioning the elements into bins), see Fig. 3.4 for clarification. As-
suming we have k bins, there are 2k − 1 such block constraints. On top of these
block constraints, we can additionally constrain the in- and out degree of each
vertex. This amounts to a constraint on the sum of each row and column of A.
There are 2n such constraints. The MaxEnt model is found by solving (3.3), with
2(n+ k)− 1 constraints.
b3
b2
b1
b1 b2 b3
Figure 3.4: A resulting block matrix with 3 bins b1, b2 and b3. There are 5 block-diagonals
Dk (indicated by the same fill). For each Dk, we express prior beliefs on the sum of all
elements in Dk.
Simply applying Newton’s method to minimize the Lagrange dual function
would then lead to solving a linear system with computational complexity O(n3)
per iteration. For practical problems involving large networks, this quickly be-
comes infeasable. Hence we use the method described in Section 3.4.3 to speed
up the optimization.
The remaining part of this section is dedicated to giving a bound on the total
number of unique Lagrange multipliers. We first note that there are some obvious
equivalences between Lagrange multipliers, that can be bounded in terms of the
network’s sparsity. These obvious equivalences are found by observing that if two
row constraints have equal c-values and belong to the same bin, then their asso-
ciated Lagrange multipliers must be equivalent. This can be seen by considering
the Lagrange dual function. The same argument holds for the column constraints.
Let m˜i and n˜i be the resp. number of distinct row and column sums in bin i of
the matrix A. The following Lemma provides an upper bound on
∑k
i=1(m˜i + n˜i),
i.e., the total number of free row and column variables, in terms of the number of
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non-zero elements of A and the number of bins k:
Lemma 2. Let A be a binary rectangular matrix and denote s =
∑
i,j A. Then it
holds that
∑k
i=1(m˜i + n˜i) ≤ 2
√
2ks.
Proof. Let si (s′i) be the total number of ones in all the rows (columns) of the
elements in bin i. Then the following inequalities hold [De Bie, 2011a]:
m˜i ≤
√
2si, and n˜i ≤
√
2s′i.
So we have
∑
i(m˜i+ n˜i) ≤
√
2(
√
s1 + . . .+
√
s′k). Clearly also
∑
i si+ s
′
i = 2s
and thus by Jensen’s inequality
√
s1 + . . .+
√
sk +
√
s′1 + . . .+
√
s′k
2k
≤
√
s
k
,
which proves the lemma.
Hence there will be an optimal solution that depends on at most
∑
i(m˜i +
n˜i)+2k−1 unique Lagrange multipliers. Using Newton’s method for this reduced
model will then requireO(
√
s3k3 +k3) computations in each step, making it very
efficient in many real life applications (sparse networks and a small number of
bins).
Remark 1. In general, binning is not limited to timed events. Any partition of the
vertices, and any prior knowledge on the connectivity between the partitions can
be dealt with in a very similar way. Stationarity is not a must.
Remark 2. Discretizing time is a drawback of the chosen approach. The proposed
method is just one possible way to model time dependencies as prior beliefs. How-
ever, as shown in Section 3.8, these type of ‘discretized prior beliefs’ in most cases
result in sufficiently useful trees.
3.5.2 Prior beliefs on degree assortativity
Here we discuss how to model prior beliefs that a network has underlying assorta-
tive mixing, i.e., the tendency of vertices to connect to other vertices with similar
characteristics [Newman, 2003]. In particular, we will discuss degree assortativ-
ity: when vertices have the tendency to attach to vertices of similar degree. This
has been empirically observed in a lot of social networks [Newman, 2002]. We
limit our discussion to undirected networks, but we note that degree assortativity
in directed networks can be modeled in a very similar way.
Degree assortativity can be modeled—assuming the degree of each vertex is
known—by expressing prior beliefs on the connectivity of each vertex to vertices
that have a similar degree. Figure 3.5 shows an example of such a prior belief on
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(b)
Figure 3.5: (a) A 4x4 adjacency matrix with constraints on the connectivity of each vertex to
vertices that have a difference in degree of at most 1 (indicated by the sets Si). (b) The edge
success probabilities (see (3.5)) according to the MaxEnt model, fitted with a combined
prior on both vertex degree (row sums) and the density of the sets Si. Note that although
the original network was undirected, the MaxEnt model is not symmetric. However, this
can easily be enforced by also incorporating the symmetric versions of the constraints.
a small undirected network of 4 vertices. For each vertex i, the set Si represents
the connectivity to other vertices that have a difference in degree8 of at most 1.
On a network of n vertices, the combined prior beliefs on the densities of the sets
Si, as well as on the individual degree of each vertex, leads to 2n variables to be
optimized over in the Lagrange dual function, again making it infeasible in many
practical scenario’s.
However, as in the previous section, we can prove that the total number of
unique Lagrange multipliers will be limited in the case of sparse networks. By
considering the Lagrange dual function, we observe that if two vertices i and j
have equal degree and the sets Si and Sj have equal density and size, then these
vertices are indistinguishable to the MaxEnt model. This implies there is an opti-
mal solution where λi = λj (the corresponding Lagrange multipliers for the sets
Si), as well as having equal row constraint Lagrange multipliers. In fact, these are
the only equivalences that can occur between Lagrange multipliers. Similarly as
in the proof of Lemma 2, one can show that the total number of free variables is
O(s3/4). Using Newton’s method for this reduced model will then requireO(s9/4)
computations in each step, making it quite efficient in the case of sparse networks.
8In practice, this is a discrete parameter that can chosen differently for each network. It can be
optimized over in order to maximize the densities of the sets Si.
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3.6 A fast heuristic for identifying equivalent Lagrange
multipliers
In Section 3.5, we discussed two realistic prior belief models and showed that some
equivalences can be found by simply exploiting symmetry in the sets of constraints
associated with these prior beliefs. However, there could be even more equiva-
lences than the ones discussed in Section 3.5.1 and 3.5.2. Moreover, there could
be practical cases where the prior beliefs are slightly different, and thus breaking
symmetry. Hence it is in our interest to design a method that identifies orbits in
a general prior belief system. This section provides a fast heuristic for (approxi-
mately) finding the orbits associated with (3.6), by transforming the problem to a
graph automorphism problem.
Given L, as defined by (3.6), we construct a weighted undirected graph G as
follows. The vertices are V (G) = {v1, . . . , vn} ∪ {λ1, . . . , λm} ∪ {u}. There is
an edge between vi and λk if λk occurs in the i-th term of the summation in (3.6).
These edges all have weight∞. Furthermore, all the λk are connected to u, with
weights ck. We refer to Figure 3.6 for an example.
Now given this graph G, we are interested in the automorphisms of G, i.e., the
permutations σ of V (G) such that a pair of vertices (i,j) are connected if and only
if (σ(V (G))i, σ(V (G))j) are connected. This group of automorphisms naturally
defines an equivalence relation on V (G) by saying that i ∼ j if and only if there
exists an automorphism on G that maps i to j. The graph G is constructed in such
a way that no λk can be equivalent to any vi or u. It is clear now that finding the
orbits of L is the same as identifying equivalent λk vertices.
S1
S3
S2
(a)
v1
v2
v3
v4
λ1
λ2
λ3
u
c1
c2
c3
(b)
Figure 3.6: (a) A 2x2 adjacency matrix with constraints on the density of the sets of edges
S1, S2 and S3. The Lagrange dual (3.6) reduces to L(λ1, λ2, λ3) = f(λ1 +λ2)+f(λ1)+
f(λ3) + f(λ2 + λ3) − c1λ1 − c2λ2 − c3λ3, with notation f(·) = log(1 + exp(·)). For
generic c1 = c3 and c2, the orbits are {λ1, λ3} and {λ2}. (b) The constructed graph G
used to identify the orbits of L. If c1 = c3 there is an automorphism mapping λ1 to λ3, and
hence they are part of the same orbit.
In general, determining the automorphism group of a graph is equivalent to
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the graph isomorphism problem. For the latter problem, it is not known whether
there exists a polynomial time algorithm for solving it. Hence, we resort to using a
simple heuristic that was previously introduced in [Everett & Borgatti, 1988] and
used in [Mowshowitz & Mitsou, 2009].
The algorithm exploits the fact that two vertices in a graph can only be equiv-
alent if they share the same structural properties, such as having the same degree.
Roughly, the procedure goes as follows:
1. Start by setting all λk vertices to be equivalent.
2. Run a number of tests (based on structural properties) to distuinguish be-
tween vertices. If two vertices have different outcomes of a test, they are in
different equivalence classes.
Naturally, the tests need to be computed in reasonable (polynomial) time. In this
work we will use the following three structural tests, calculated for each vertex
λk ∈ (λ1, . . . , λm):
T1. The degree of λk.
T2. The corresponding ck-value, i.e., the weight of the edge (λk, u).
T3. A sorted list of c-values of the neighbors of the vertices vi that are connected
to λk.
Applying this procedure to the example in Figure 3.6, assuming a case where c1 =
c2 = c3, yields the following results
a) The partition is initialized as P = {λ1, λ2, λ3}.
b) T1 gives (3, 3, 3) and does not further partition P .
c) T2 gives (c1, c2, c3) and does not further partition P .
d) T3 gives ([c1, c1, c2], [c1, c2, c2, c3], [c3, c3, c2]). Because c1 = c3, this test
further partitions P into P = {{λ1, λ3}, {λ2}}.
Remark 3. The actual equivalence classes can only be finer partitions than those
found by the heuristic. The heuristic may falsely conclude that two Lagrange mul-
tipliers are equal. However, we emphasize that this is in general not a major
problem for the MaxEnt model. Equating two Lagrange multipliers without justifi-
cation is equal to replacing the respective constraints in (3.3) into a new constraint
on the sum of the original constraints. It thus becomes a relaxation of the origi-
nal MaxEnt problem, with relaxed constraints. The patterns that are found to be
interesting can potentially still be explained by the original prior beliefs.
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Remark 4. We note that other well-known graph automorphism heuristics can be
used as well, such as the Weisfeiler-Lehman procedure [Fu¨rer, 2017]. The main
advantages of the heuristic discussed above is that it is fast for our purposes, and
it correctly identifies all the unique Lagrange multipliers that were discussed in
Section 3.5. We refer to Section 3.8.1 and Section 3.9 for a more detailed discus-
sion.
3.7 Algorithms for finding the most interesting trees
Section 3.7.1 discusses the how to find a maximally subjectively interesting con-
necting arborescence, i.e., the solution to Problem 1. Our proposed methods for
solving Problems 2–4 are direct applications of our solution to Problem 1, and are
discussed in Section 3.7.2.
Problem 1 is closely related to the NP-hard problem of finding a minimum
Steiner arborescence [Charikar et al., 1998, Korte & Vygen, 2007], defined for
weighted directed graphs as a minimal-weight arborescence with a given set of
query vertices as its candidate leaves. The connection with this well-studied prob-
lem allows us to show that Problem 1, which is the problem of finding an arbores-
cence (spanning all the query vertices) with maximum SI, is NP-hard. Indeed, for
constant edge weights (e.g., if the prior belief is the overall graph density), the
SI of an arborescence will be a decreasing function of the number of vertices in
the tree. Hence for this special case, our problem is equivalent to the minimum
Steiner arborescence problem with constant edge weights, which is NP-hard. For
non-constant background models Problem 1 will optimize a trade-off between the
IC and the DL of an arborescence. In most cases, this will amount to looking for
small arborescences with highly informative edges.
There are a number of algorithms that provide good approximation bounds
for the directed Steiner problem [Charikar et al., 1998, Melkonian, 2007, Watel &
Weisser, 2014], and this problem has also been studied recently in the data mining
community, e.g., [Akoglu et al., 2013, Rozenshtein et al., 2016]. However, Prob-
lem 1 is only equivalent to the directed Steiner problem in the case of a uniform
background distribution, i.e., when the IC of the edges is constant.
A good overview of the currently known solutions to all sorts of variants
to the Steiner tree problem is given by Hauptmann & Karpin´ski [2013]. Prob-
lems 1–4 are not equivalent to any of these problems, because in general the
subjective interestingness of a tree does not factorize as a sum over the edges.
For this reason we propose fast heuristics for large graphs, that perform well on
different kinds of background distributions. A Python implementation of the al-
gorithms is available at https://bitbucket.org/ghentdatascience/
interestingtreespublic/.
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3.7.1 Proposed methods for finding arborescences
Our proposed methods for finding arborescences all work in a similar way. We
apply a preprocessing step, resulting in a set of candidate roots. Given a candidate
root r, we build the tree by iteratively removing frontier nodes, and adding parents
to the frontier9—initialized as Q \ {r}—, until frontier is empty. We exhaustively
search over all candidate roots and select the best resulting tree. The heuristics
differ in the way they select allowable edges. The outline of SteinerBestEdge is
given in Algorithm 1.
Algorithm 1 SteinerBestEdge [outline]
1: Steiner ← {}
2: frontier ← Q
3: while frontier 6= ∅ do
4: for edges from frontier → parents(frontier) do
5: pick best feasible edge (feasibility is checked by CheckChildren)
6: add edge to Steiner and update frontier
Algorithm 2 CheckChildren(H, edge, Steiner, k, SP ) [detail]
1: (source, target)← edge
2: NewSP ← {source : SP (target) + 1}
3: if NewSP (source) = SP (target) then return True
4: else if NewSP (source) + level(source) > k then return False
5: else
6: children← children(source)
7: while children do
8: nextChildren← ∅
9: for c ∈ children do
10: if c 6∈ Steiner \ frontier then
11: updatedP = parents(c) ∩NewSP
12: otherP = parents(c) \ updatedP
13: cand← min(NewSP (p) : p ∈ updatedP )
14: +min(SP (p) : p ∈ otherP ) + 1
15: if cand > SP (c) then
16: NewSP (c) = cand
17: if c ∈ query and NewSP (c) > k then return False
18: if c is target then return False . Possible cycle avoided
19: nextChildren.add(children(c))
20: else
21: NewSP (c) = NewSP (SteinerParent(c)) + 1
22: if c is target then return False . Possible cycle avoided
23: nextChildren.add(children(c))
24: children← nextChildren
25: return True, NewSP
9implemented as a FIFO queue.
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Figure 3.7: (a) Example of why look-ahead is needed to ensure the returned tree has depth as
most k. If k = 2, the only valid tree is (Q1, R)(Q2, Q1). Initially, the frontier is {Q1, Q2}
and X is a candidate parent for Q1 because there is a path Q R of at most length 2. Yet,
adding the dashed edge violates the shortest path constraint for Q2. (b) Example of why
look-ahead is needed for sets of edges. For k = 3, neither of the two dashed edges violate
the depth constraint—they are part of a valid tree—, but together they indirectly violate the
shortest path constraint for Q1. Regardless of which parent is chosen for A, the path from
Q1 to R has length 4,
Preprocessing. All of the proposed heuristics have two common preprocess-
ing steps. First we find the common roots of the vertices in Q up to a certain level
k, meaning we look for vertices r, s.t. ∀q ∈ Q : SPL(q, r) ≤ k, with SPL(·)
denoting the shortest path length. This can be done using a BFS expansion on the
vertices in Q until the threshold level k is reached. Note that query vertices are
also potential candidates for being the root, if they satisfy the above requirement.
Secondly, for each r we create a subgraph H ⊂ G, consisting of all simple
paths q  r with SPL(q, r) ≤ k, for all q ∈ Q. This can be done using a modified
DFS-search. The number of simple paths can be large. However, we can prune the
search space by only visiting vertices that we encountered in the BFS expansion,
making the construction of H quite efficient for small k.
SteinerBestEdge (s-E). Given the subgraph H , we construct the arborescence
working from the query vertices up to the root. We initialize the frontier asQ\{r},
and iteratively add the best feasible edge to a partial solution, denoted as Steiner,
according to a greedy criterion. The greedy criterion is based on the ratio of the IC
of that edge to the DL10 of the partial Steiner that would result from adding that
edge. This heuristic prefers to pick edges from a parent vertex that is already in
Steiner, yielding a more compressed tree and thus a smaller DL.
Algorithm 2 checks if an edge is feasible by propagating its potential influence
10Note that during construction, the partial solution Steiner is often a forest. However, we compute
the DL as if it was an equally sized tree. This makes sense because the end result will in fact be a tree,
and we are optimizing towards the IR of that tree.
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to all the other vertices in H . The check can fail in two ways. First, the addition
of an edge could yield a Steiner tree with depth > k, see Figure 3.7a for an exam-
ple. Secondly, the addition of an edge may lead to cycles in Steiner. Cycles are
avoided by only considering edges (s, t) that do not potentially change SPL(t, r).
If SPL(t, r) would change, the shortest path—given the current Steiner—from s
to r is not along the edge (s, t) and hence for all f ∈ frontier we always have
1 feasible edge to pick (i.e., an edge that is part of a shortest path f  r). One
way to select the best feasible edge is to first sort the edges according to the greedy
criterion. Then try the check from Algorithm 2 on this sorted list (starting with the
best edge(s)), until the first success, and add the resulting edge to Steiner. Algo-
rithm 2 will also return an updated shortest path function NewSP, containing all the
changes in SPL(n, r) for n ∈ H due to the addition of that edge to Steiner. After
performing the necessary updates on the SP function, and the frontier, parents and
level sets, we continue to iterate until frontier is empty.
SteinerBestIC (s-IC). Instead of adding 1 edge at a time, this heuristic adds
multiple edges at once. We look for the parent vertex that (potentially) adds the
most total information content of allowable edges to the current Steiner. However,
given such a parent vertex, it not always possible to add multiple edges, see Figure
3.7b. Instead we sort the edges coming from such a parent vertex according to
their IC, and iteratively try to add the next best edge to Steiner.
SteinerBestIR (s-IR). A natural extension of SteinerBestIC is to actually take
in account the DL of the partial Steiner solution, as we did in SteinerBestEdge.
SteinerBestIR favors parent vertices that are already in Steiner, steering towards
an even more compressed tree.
SteinerBestEdgeBestIR (s-EIR). Our last method simply picks the single best
edge coming from the best parent, where the best parent is determined by the same
criteria as in SteinerBestIR. In general this will pick a locally less optimal edge
than SteinerBestEdge, but it will pick edges from a parent vertex that has lots of
potential to the current Steiner solution.
Correctness of the solutions. The following theorem states that all the heuristics
indeed result in a tree with maximal depth ≤ k.
Theorem 2. Given a non-empty query setQ, a candidate root r and a depth k ≥ 1.
In all cases all four heuristics will return a tree with depth ≤ k.
Proof. In all cases the proposed heuristics return a tree rooted at r with depth≤ k.
We call a partial forest solution Steiner valid, if for all leaf vertices l ∈ Steiner :
SPL(l, r|Steiner) ≤ k, where SPL(·|Steiner) denotes a shortest path length
given the partial Steiner solution. Note that the initial Steiner is valid, due to the
way the subgraph H was constructed. It is always possible to go from one valid
Steiner solution to another valid one, by selecting an edge (incident to a frontier
vertex) along a shortest path—given we have Steiner—from r that frontier vertex.
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This will result in an unchanged SPL for all other vertices (in particular the leaf
vertices), and hence remains a valid Steiner. If we have n frontier vertices, we
have at least n such valid edges to pick from. Hence, all of the heuristics have at
least n ≥ 1 valid edges to pick from. The process of adding edges is finite, and
will eventually result in an arborescence rooted at r with depth ≤ k.
3.7.2 Proposed methods for finding trees, branchings and forests
In this section we will sketch the outline of our methods for finding connecting
trees and forests in an undirected network, as well as finding connecting branch-
ings in a directed network. They all make direct use of the proposed methods for
finding arborescences, as described in Section 3.7.1. We transform an undirected
graph G to a directed graph G′ by replacing each undirected edge {u, v} by two
oppositely directed edges (u, v) and (v, u).
Trees. Given the transformed directed graph G′, we consider the candidate root
set R = {q ∈ Q : SPL(q, x) ≤ ⌊k2 ⌋ ,∀x ∈ Q}. For each candidate root r ∈ R,
construct H by finding all simple paths from Q \ {r} to r and apply one of the
methods Section 3.7.1. Take the r that gives the arborescence with maximal SI.
Transform the resulting arborescence back to a tree by removing the directionality
of the edges. The result will be a tree T = (V (T ), E(T )) with leaves(T ) ⊂ Q ⊂
V (T ) and depth ≤ k.
Branchings. Find all vertices that are within a distance k from all q ∈ Q (by
using a BFS search). Let H denote the induced subgraph by these vertices on
G. Then add vertex r to H , and edges (x, r) ∀x ∈ H . Given H , apply one of
the methods in Section 3.7.1 with candidate root r and depth k + 1. Remove the
vertex r and all edges to r. The result will be a branching B = (V (B), E(B))
with leaves(B) ⊂ Q ⊂ V (B) and depth ≤ k.
Forests. Given the transformed directed graph G′, add a vertex r and edges (q, r)
∀q ∈ Q. Now construct H by finding all simple paths from Q to r with max.
level
⌊
k
2
⌋
+ 1. Given H , apply one of the methods in Section 3.7.1. Remove the
directionality of the edges, the vertex r and any edges to r. The result will be a
forest B = (V (F ), E(F ) with leaves(F ) ⊂ Q ⊂ V (F ) and depth ≤ k.
Remark 5. A combination of these heuristics can also be used as a heuristic, e.g.
for finding forests, one can use the algorithm described above to find an initial
partition of the query set, after which one can use a method for finding trees on
each partition.
3-24 CONNECTING TREES AND FORESTS
Prior beliefs
Dataset |V | |E|
unique Lagr.
mult. (% of total)
Time (s)
Heuristic
Time (s)
Newton
Degree
Amazon 334,863 925,872 218 (0.06) 2 3
DBLP-4-
Area
329,541 1,093,877 198 (0.06) 1.5 8
Google
web
875,713 5,105,039 894 (0.1) 14 22
Youtube 1,134,890 2,987,624 1,194 (0.11) 20 47
assortativity
DBLP 317,080 1,049,866 3,262 (0.51) 5 75
roadNet-
CA
1,965,206 2,766,607 72 (0.001) 14 5.4
LiveJournal 3,997,962 34,681,189 22,110 (0.27) 128 564
Bins
ACM v8 2,381,688 10,476,564 4,838 (0.11) 13 85
(16 bins)
ACM v8 - - 13,429 (0.28) 48 1,095
(78 bins)
NBER 2,923,922 16,518,948 2,262 (0.03) 11 24
(6 bins)
NBER - - 8,026 (0.14) 69 591
(59 bins)
Table 3.1: Fitting times for the different prior belief models
3.8 Experiments
We evaluated the performance and utility of our proposed methods. Section 3.8.1
discusses the efficiency of fitting different background models on a variety of dif-
ferent datasets. In particular, it shows the efficiency of the algorithm described
in Section 3.4.3 for fitting the prior beliefs that were discussed throughout Sec-
tion 4.2.4. Given such a prior belief model, Sections 3.8.2–3.8.3 discuss the per-
formance of the tree finding methods, both in accuracy and in speed. Section 3.8.4
discusses to which extent the resulting trees are indeed dependent on the prior be-
liefs. Finally, Section 3.8.5 shows some visual examples for subjective evaluation,
and a comparison with related methods. All experiments were done on a PC with
an Intel i7-7700K CPU and 32 GB RAM.
3.8.1 Fitting the different background models
This section is dedicated to showing the efficiency of fitting the MaxEnt model on
a number of large networks, by making use of the heuristic for a priori identifying
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equal Lagrange multipliers (Section 3.4.3). The second last column in Table 3.1
shows the runtime for computing the heuristic. The last column indicates the time
to run Newton’s method for finding the optimum of the (reduced) Lagrange dual
function (3.6). The third column shows the number of unique Lagrange multipliers
as found by the heuristic. We note that for the prior beliefs under consideration,
the heuristic was able to correctly identify all the unique Lagrange multipliers (e.g.
in the case of bins, this is true because the upper bound from Section 3.5.1 on the
number of equivalences reaches equality). Thus, Remark 3 did not apply here,
although this is not to be expected in all cases.
Clearly, Table 3.1 shows that even very large networks can be fitted efficiently
with these kind of prior beliefs. In comparison with the DBLP11 dataset, the
roadNet-CA12 dataset requires less than 10% of fitting time, even though it is a
larger network. This can be explained by looking at the number of unique degrees
in the network, which is crucial for the number of unique Lagrange multipliers and
hence total fitting time: roadNet-CA has only 11 unique degrees, whereas DBLP
has 199. The NBER13 dataset consists of citations between U.S. patents in the
timeframe 1975-1999. The patents can be binned according to categories such
as ‘Chemical’,‘Computers & Communications’, etc., and then further refined into
subcategories such as ‘Gas Chemical’, ‘Coating Chemical’, etc. This leads to resp.
6 and 59 bins. Expressing prior beliefs on the number of citations between cate-
gories can then be done similarly as in Section 3.5.1. The ACM citation dataset
consists of research papers in the field of computer science. The oldest paper is a
seminal paper of C.E. Shannon from 1938, the more recent papers are from 2016.
Binning per 5 years leads to 16 bins, binning each year separately leads to 78 bins.
Table 3.1 shows the rather drastic influence on the number of bins on the total
fitting time. We refer to Section 3.5.1 for a complexity discussion.
3.8.2 Testing the relative performance of the heuristics
Since the algorithms for finding trees, forests and branchings directly make use
of the heuristic for finding aborescences, we only test the different heuristics that
were proposed for finding arborescences. We tested the performance on the ACM,
DBLP and Amazon datasets, all fitted with a different background model as indi-
cated by Table 3.1. We randomly generated a number of queries and compare our
methods with the optimal arborescence (over a large pool of arborescences) and
the average over this pool.
The experiment setting is similar to Akoglu et al. [2013]. To generate a set of
n query vertices we used a snowball-like sampling scheme. We randomly selected
an initial vertex in the graph. Then, we explore n′ < n of its neighbors, each
11https://snap.stanford.edu/data/com-DBLP.html
12https://snap.stanford.edu/data/roadNet-CA.html
13http://www.nber.org/patents/
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Dataset |Q| = 4 |Q| = 8 |Q| = 12
ACM 134,740 174,910 30,878
Amazon 12,889 2,570 780
DBLP 33,032 10,081 8,527
Table 3.2: The average number of arborescences per query that were found in the data and
used for the comparison in Figure 3.8.
selected with probability s. For each of these vertices we continue to test n′ of
its neighbors until we have n selected vertices. From this query set we randomly
select a valid common root within a maximum distance k.
To have a baseline, we tried to find the arborescence with maximal SI by ex-
haustively enumerating all possible arborescences. To keep this search feasible,
we stopped adding to the enumeration once we have checked 10,000,000 arbores-
cences14 per random query. The enumeration of the arborescences is done in a
random manner, by looking at randomly shuffled cartesian products of paths from
each query to the root, and only keeping those cartesian products that form a valid
tree. We tested 3 different query sizes {4, 8, 12}, and for each query size, we
generated 500 queries with k = 4, n′ = 4 and s = 0.8.
Table 3.2 shows the average size of these pools of trees that were found in the
data. Over each pool we took the tree with maximal SI and the average SI over all
trees as a baseline.
Figure 3.8 shows a boxplot of the interestingness scores of the tree-building
heuristics (relative scores to the optimal arborescence interestingness in the pool)
versus query size. All four heuristics clearly are better strategies than randomly
selecting (from the pool) an arborescence (the Avg. case). s-IR outperforms s-IC
in all cases, which makes sense because s-IC has no regard for the DL of the tree.
s-IR, s-E and s-EIR have comparable performance for smaller query sizes, but s-IR
seems to be the best option for larger query sizes. Figure 3.9 shows the average
runtimes of the heuristics for the different datasets. There is negligible difference
between the heuristics, since the main bottleneck is finding all the simple paths
from the queryset to the root (in all cases taking up more than 99% of the runtime).
In comparison, for query sizes {4, 8, 12}, on the Amazon dataset it took on average
resp. 13s, 27s and 31s to enumerate the arborescences from Table 3.2, which is at
least a 100 times slower than running any heuristic. We expect a linear relationship
between the query size and the runtime for a fixed depth k (since for each query
vertex all simple paths to the root are calculated separately). Interestingly enough,
there is a large difference in runtime between the Amazon and DBLP datasets, yet
the graphs are of comparable sizes (see Table 3.1).
14By empirical testing, this was found to be a good size for this experiment.
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Figure 3.8: Relative performance of the proposed heuristics for finding arborescences.
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Figure 3.8: (cont.) Relative performance of the proposed heuristics for finding arbores-
cences.
3.8.3 Scalability with varying tree depth
In a second timing experiment, we tested the scalability of the tree finding algo-
rithms for increasing depth of the connecting trees. As discussed in Section 3.8.2,
the running time linearly increases for fixed depth and increasing query size. How-
ever, this is not to be expected for fixed query size and increasing depth, since the
running time for finding all simple paths with length ≤ k depends exponentially
on k. We used the Amazon dataset, fitted with a prior on individual degrees. For
finding (directed) arborescences and branchings, we considered each undirected
edge as consisting of two directed edges. Queries were generated similarly as in
Section 3.8.2, setting the query size n = 14, n′ = 4 and s = 0.8. For each depth
k, we generated 50 queries and calculated the time it took to find a connecting
arborescence, tree, branching and forest. The s-IR heuristic was used as a basis
for all the algorithms. Figure 3.10 shows the average over these 50 queries. For
k ≥ 12, the search for finding arborescences quickly became unfeasible and was
terminated early. Finding branchings seems to scale particularly well, which is
because there is no explicit procedure required to find all simple paths (see Sec-
tion 3.7.2). We conclude that most of our algorithms scale rather poorly for larger
depths, however one can argue that a user will be seldom interested in a connecting
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Figure 3.9: Average runtime for finding arborescences (s-IR heuristic) of fixed depth k = 4
and varying query sizes. There is negligible difference between the heuristics, since the
main bottleneck is finding all the simple paths.
tree having a depth that is greater than the query size.
3.8.4 Testing the influence of the prior belief model on the re-
sulting trees
Here we evaluate the outcome of our tree finding methods w.r.t. the different prior
belief models. We tested to what extent the heuristics take into account the prior
belief model the user has about the data. To do so, we randomly generated queries
similarly as in Section 3.8.2. For each dataset, we generated 200 queries of size
n = 8 and depth k = 8.
The Amazon dataset was fitted with two different prior belief models: one on
overall graph density and one on the degree of each individual vertex. Accord-
ing to the MaxEnt model, a prior on overall graph density implies that each edge
is equally interesting. In this case the heuristics will look for the smallest possi-
ble connecting tree. A prior on individual vertex degrees implies that in general,
a connection between two high degree vertices is more likely —and hence less
interesting—than a connection between two low degree vertices. We expect this
to be reflected in the resulting trees. Table 3.3 shows the average degree of the
vertices in the connecting trees, for the two different priors. There is a signifi-
cant difference between the two prior belief models, confirming the claim that a
prior on individual vertex degree results in a preference for low degree vertices as
connectors between the query vertices.
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Figure 3.10: Average runtime for finding arborescences, trees, forests and branchings for
fixed query size n = 14 and varying tree depth k on the Amazon dataset.
Amazon
uniform
prior
degree
prior Ties p-value
Avg. degree 11.28 10.2 143/200 2.71e–06
Table 3.3: Influence of the prior belief model on the average degree of the vertices in ran-
domly generated forests in the Amazon dataset. The p-value for the Wilcoxon signed-rank
test (pairwise comparison) for the two different prior beliefs is shown in the last column.
The ACM citation network was fitted with an individual vertex degree prior,
and an additional prior on the difference in publication year between citing papers
(see Section 3.5.1). In general, citations between papers with a large difference in
publication year are less common and hence more interesting. Figure 3.11 shows
a histogram plot of the difference in publication year between citing papers in
the ACM citation network. Hence we expect our algorithms to incorporate this
knowledge and prefer citations to older papers. This is confirmed by Table 3.4.
Lastly, the DBLP co-authorship network was fitted with an individual vertex
degree prior, and an additional prior on the network’s degree assortativity. As
reported by Newman [2002], co-authorship networks have the tendency to be as-
sortitive, i.e., high degree vertices tend to be connected to high degree vertices
and low degree vertices to low degree vertices. The DBLP dataset has a positive
assortativity coefficient15 of 0.27, confirming this observation. Hence, we expect
15Defined as the Pearson correlation coefficient of the degrees of pairs of linked vertices.
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Figure 3.11: Difference in publication year between citing papers in the ACM v8 citation
network.
ACM
degree
prior
degree+time
prior Ties p-value
Avg. difference in 4.34 5.27 41/200 3.92e–13
publication year
Table 3.4: Influence of the prior belief model on the average difference in publication year
of all the citing papers in randomly generated branchings in the ACM dataset. The p-value
for the Wilcoxon signed-rank test (pairwise comparison) for the two different prior beliefs
is shown in the last column.
our algorithms to incorporate this knowledge and preferring links between authors
that have a large difference in degree. This is confirmed by Table 3.4, showing
the significant influence of the prior belief model on the average difference of the
degrees between all connections in a tree.
3.8.5 Subjective evaluation
In a first visualization, we queried the three most recent KDD best paper award
winners that are present in the ACM citation network. Figure 3.1 shows the result-
ing connecting arborescences, for 3 different types of prior beliefs. For all prior
beliefs, the connecting arborescences are in direct contrast with the expectations
a user has on the network. We compare16 our methods with the known Dot2Dot-
MinArborescence algorithm [Horng Chau et al., 2012, Akoglu et al., 2013]. In-
terestingly, the Dot2Dot algorithm does not find a connection between the papers:
the solution consists of the 3 papers and no edges between them. The Dot2Dot
algorithm took about 50h to complete, whereas our method finished in under a
minute for all prior beliefs.
Secondly, we compare our methods on the Karate dataset [Zachary, 1977]. The
16Dot2Dot only works for undirected graphs, hence we simply ignored the directionality of the edges
to run the algorithm.
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DBLP
degree
prior
degree+assortativity
prior Ties p-value
Avg. degree difference 19.97 27 131/200 0.0015
Table 3.5: Influence of the prior belief model on the average difference in vertex degree of
all the connected vertices in randomly generated trees in the DBLP dataset. The p-value for
the Wilcoxon signed-rank test (pairwise comparison) for the two different prior beliefs is
shown in the last column.
Karate dataset is a small social network of a university karate club. The network
consists of two predefined communities, simulating a conflict of leadership that
arose in the club. Figure 3.12 shows the resulting connecting trees when querying
one complete community (indicated by green), for a number of different types
of prior beliefs. Figure 3.12a shows the result for an overall graph density prior.
Each connection is equally informative, and hence the tree is formed by using a
high degree connector as one of the central vertices Figure 3.12b shows the result
for an individual degree prior. Connections involving high degree vertices are
expected, and hence less interesting. The tree is now constructed by using a central
vertex having a lower degree than the central vertex in (a). Figure 3.12c shows the
result if there is a combined prior on individual degree and on the density of the
connectivity inside each community. Edges between the two communities are now
preferred, since they are less common than edges inside communities and thus
less expected. Moreover, because of the prior on individual vertex degree, edges
involving high degree vertices are again avoided if possible. Figure 3.12d shows
the result of the Dot2Dot-MinArborescence algorithm. This method also prefers
low degree vertices as internal vertices in the connecting tree, similarly as in (b).
Since the network is small, there is negligible difference in running time between
the methods.
Lastly, to compare speed and interestingness, we repeat an experiment from
Akoglu et al. [2013]. The DBLP-4-Area dataset17 is a subset of DBLP, containing
meta info about the specific conferences where authors have published. In their
example, they queried the top 5 authors from both NIPS (machine learning) and
PODS (database systems). The result of their Dot2Dot-MinArborescence algo-
rithm is shown in Figure 3.13c. Their method partitions the query set into two
parts, suggesting that the authors from each community are sufficiently far apart.
Our methods recover the same partitioning. Figure 3.13a shows the result of our
method with a prior on overall graph density. Since there is no regard for the degree
of each author, the connection is formed using highly collaborative authors such
as ‘Michael I. Jordan’, ‘C. Papadimitriou’ and ‘Christopher K. I. Williams’. Fig-
17https://arxiv.org/pdf/1701.05291.pdf. We note that this dataset is not cleaned and
may contain spelling errors in the authors’ names.
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Figure 3.12: A comparison of our methods with the existing Dot2Dot algorithm on the
Karate dataset. As a query we took one of the 2 predefined communities present in the
network (indicated by green). (a) The resulting connecting tree for the s-IR heuristic if
there is a prior belief on the overall graph density. (b) The resulting connecting tree for the
s-IR heuristic if there is a prior belief on the individual vertex degrees. (c) The resulting
connecting tree for the s-IR heuristic if there are prior beliefs on individual vertex degree,
and additionally, on the density of the connectivity inside each community. (d) The result
of the Dot2Dot-MinArborescence algorithm.
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ure 3.13b shows the result of our method with a prior on individual vertex degree.
Connections between highly collaborative authors are now expected and thus less
interesting. The forest contains lesser known authors such as ‘Franc¸ois Rivest’, a
former PhD student from ‘Yoshua Bengio’ and a former MSc. student of ‘Doina
Precup’. The forests from Figure 3.13b and Figure 3.13c are quite similar, since
both methods try to optimize a similar objective: a concise connecting forest with
preferably low degree connectors. Comparing the SI of both forests, we find that
their forest actually scores slightly better on our metric: 0.767 vs. 0.751. This is
mainly due to our forest having one internal vertex more and thus a slightly larger
description length. However, in terms of speed, the difference is more obvious.
Their method needed 27,310 seconds (about 7.5h) to finish, whereas we needed
about 10s to fit the background model and 22s to find the connecting forest.
3.9 Related work
Finding connecting subgraphs between a set of vertices in a graph is a relatively
novel problem. The most related algorithmic result is the Dot2Dot algorithm of
Akoglu et al. [2013]. They study the problem of finding a good partitioning and
connection structure within each part on undirected graphs for a given set of query
vertices. There are some differences in philosophy. Their work assumes an encod-
ing scheme, where both the sender and user know the graph structure. The task is
then, by using the graph connectivity, to find a succinct encoding of the query ver-
tices. They rely on the Minimum Description Length principle [Rissanen, 1978]
to find such a description. The resulting patterns happen to be forests: it only costs
extra bits to refer a vertex that is already encoded in a pathway. In this work, we
assume the edges of the graph are unknown to the user, and the user is interested
in learning the graph’s connectivity, especially in relationship to the query set. We
refer to Section 3.2.2 as to why we choose tree structures as data mining patterns.
Our approach is more flexible; we are able to incorporate user-defined prior knowl-
edge about the graph, we have a parameter that controls the depth of the trees and
our methods work for both undirected and directed graphs.
Other closely related work includes the work of Faloutsos et al. [2004], which
adressed the problem of finding a so called ‘Connection Graph’, i.e., a small in-
teresting subgraph that connects a pair of vertices. This was later extended by
Ramakrishnan et al. [2005], Sevon & Eronen [2008] to find connections in multi-
relational graphs. However, these connection graphs are only defined for pairs of
vertices and are in general not tree-structured.
Langohr & Toivonen [2012] were interested in finding a set of “relevant and
non-redundant vertices” in relationship to a set of query vertices. The returned ver-
tices should have a high proximity to the query set (relevance), but far away from
each other (non-redundant). Moreover, it is possible to specifiy the irrelevance of
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Figure 3.13: Querying the top 5 authors (red square labels) from both NIPS (blue hull) and
PODS (red hull). Vertex degrees are indicated between brackets. (a) The connecting forest
using the s-IR heuristic, with a prior on overall graph density. (b) The connecting forest
using the s-IR heuristic, with a prior on individual vertex degrees.
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Figure 3.13: (cont.) Querying the top 5 authors (red square labels) from both NIPS (blue
hull) and PODS (red hull). Vertex degrees are indicated between brackets. (c) The connect-
ing forest from the Dot2Dot-MinArborescence algorithm.
a vertex, because certain relationships regarding that vertex are already expected.
Although similar in intent, there are some differences with our work. Their idea of
prior knowledge seems to be in regard to vertices, whereas ours is based on edge
connectivity. Secondly, they are not concerned with returning tree-structures, but
rather with returning a list of vertices.
Zhou et al. [2010] introduced the idea of simplifying weighted networks by
pruning the least important edges from them. They assume the number of edges
to be removed is a (fixed) parameter, and hence the result will not always be a
tree. Moreover, they are not concerned with a set of query vertices or a subjective
interestingness measure (the edges are scored by a path quality function, indicating
how relevant a path is to the overall graph connectivity). Instead, their aim is to
maintain good overall graph connectivity after the pruning.
Wu et al. [2018] proposed a visual analytic system called MERCER (Maxi-
mum Entropy Relational Chain ExploRer), designed to help a user discover in-
teresting relationships, e.g. in large text datasets. They use MaxEnt models to
find interesting ‘bicluster chains’ as a summary of how different entities in a doc-
ument are related. Similarly as our work, they discuss fitting a MaxEnt model
over a binary matrix, with the densities of certain tiles as constraints. They pro-
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pose classical iterative scaling and conjugate gradient descent methods to infer the
distribution’s parameters, limiting their approach to smaller datasets (experiments
were done on 3000x3000 matrices). Roughly speaking, MERCER finds all possi-
ble paths through a bicluster that a user requests for evaluation. After that, each
chain is translated into a unique set of tiles and the MaxEnt model is used to score
them. The length of the chains is not a part of the scoring process, making this
a different framework than FORSIED. Instead, they let the user visually decide
which chain is the most useful. Their work is focused on interactively mining
multi-relational data, which is a different setting than ours.
In regards to fitting a probabilistic background model as a reflection of a user’s
prior beliefs, this work is an extension of the work by De Bie [2011a] and van
Leeuwen et al. [2016]. Their work was limited to the case of a prior belief solely
on vertex degrees. This work is an extension, showing how the MaxEnt model
can be efficiently used to model prior beliefs on the densities of any particular
sub-networks.
We conclude this section by discussing some related work on graph automor-
phism problems. Another well-known heuristic for checking graph isomorphisms
is the Weisfeiler-Lehman procedure [Kersting et al., 2014, Fu¨rer, 2017]. In its
simplest form (usually referred to as WL[1] vertex classification), it reduces to
vertex classification by coloring the vertices. Initially, all vertices are given the
same color. The colors are then refined in consecutive rounds. In each round, two
vertices receive a different color if the multiset of their neighbor’s colors are dif-
ferent in the previous round. The procedure reaches a stable coloring after at most
|V | rounds. The actual equivalence classes can only be a finer partition than those
found by the stable coloring, similarly as with the procedure from Section 3.6.
There are 3 main reasons we chose to not use the WL[1] procedure:
1. The procedure from Section 3.6 is fast in practice, taking only a fraction of
the total time to compute the background distribution (see Section 3.8.1).
2. For all the prior beliefs discussed in this chapter (individual degrees, time
relations, degree assortativity), the procedure was able to correctly identify
all the equivalent Lagrange multipliers (see Section 3.8.1).
3. WL[1] needs |V | rounds in the worst-case to reach a stable coloring. Our
procedure only needs 3 rounds. Moreover, WL[1] finds a coloring of all
the vertices in the graph G from Section 3.6, while our procedure only finds
equivalences between the λ vertices, as this is our sole interest.
However, we do note that for more complex prior beliefs, it could be that the
procedure from Section 3.6 returns a refinement that is too coarse. In these cases,
WL[1] could be an alternative option, as well as the well-known practical NAUTY
algorithm [McKay & Piperno, 2013] which identifies the exact equivalence rela-
tionships.
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3.10 Concluding remarks
We studied the problem of finding interesting trees that connect a user-provided
set of query vertices in a large network. This is useful for example to, based on
citation data, find papers that (indirectly) influenced a set of query papers, perhaps
to understand the structure of an organization from communication records, and
in many other settings. We defined the problem of finding such trees as an op-
timization problem to find an optimal balance between the informativeness (the
Information Content) and conciseness (the Description Length) of a tree. Addi-
tionally, by encoding the prior beliefs of a user, we propose how to find results that
are surprising and interesting to a specific user.
We showed how the MaxEnt model can be efficiently used to model a wide
range of prior beliefs, namely about the density of any particular sub-networks.
This allowed us, for example, to model knowledge about a network’s degree as-
sortativity, or to model knowledge of the (time based) partial ordering of papers in
a citation network.
The computational problem solved in this chapter is related to the problem
of constructing a minimal Steiner arborescence. There is a long development of
approximation algorithms, e.g., [Charikar et al., 1998, Melkonian, 2007, Watel
& Weisser, 2014]. Faster special-purpose approximations have also been studied
in the data mining community, e.g., for temporal networks [Rozenshtein et al.,
2016]. However, in general our problem does not reduce to any of the known
Steiner problems, since the SI of a tree does not factorize as a sum over the edges.
We will conclude by answering a question that was posed in Chapter 1: “What
does a typical query look like?” In a sparse graph with, for example, 500k nodes,
both the number of queried vertices, and the depth of the trees can be around
10. The bottleneck is not the fitting of the background distribution, but rather the
algorithmic search of finding the connecting trees.
Appendix: Counting the number of arborescences, branch-
ings and forests
Similarly as Theorem 1, Theorems 3-5 can be proven by considering the base case
k = 0 and using the inclusion-exclusion principle.
Theorem 3. Given a set of k labeled vertices in Kn. There are
A(n, k) =
k∑
i=0
(−1)i
(
k
i
)
(n− i)n−1
spanning arborescences in Kn, s.t. these k vertices are all internal vertices.
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Proof. Since every spanning tree has n orientations as an arborescence (there are
n choices for the root), there are nn−1 spanning arborescencs in Kn. The rest of
the proof follows the same steps as in the proof of Theorem 1.
Theorem 4. Given a set of k labeled vertices in Kn. There are
B(n, k) =
k∑
i=0
(−1)i
(
k
i
)
(n+ 1− i)n−1
branchings in Kn, s.t. these k vertices are all internal vertices.
Proof. There are (n+1)n−1 branchings inKn [Moon, 1970]. This can be counted
in the following way. Let r be a vertex in Kn+1. The number of branchings in Kn
is equal to the number of spanning arborescences in Kn+1 (rooted at r), which is
equal to the number of spanning trees in Kn+1, i.e., (n + 1)n−1. The rest of the
proof follows the same steps as in the proof of Theorem 1, observing that there are
(n+ 1− i)i ways to add i leafs to a branching consisting of n− i vertices (every
leaf can be the child of n− i possible parents, or just be an isolated new vertex in
the branching).
A similar argument for counting forests in Kn does not hold. In fact, no nice
expression for the base case k = 0 is available. Let fm(n) be the number of forests
in Kn, consisting of m connected components. It is shown [Re´nyi, 1959, Moon,
1970, Theorem 4.1] that
fm(n) =
(
n
m
) m∑
i=0
(−1
2
)i(m+ i)i!
(
m
i
)(
n−m
i
)
nn−m−i−1.
Define F0(n) =
∑n
m=1 fm(n). It follows that
Theorem 5. Given a set of k labeled vertices in Kn. There are
F (n, k) =
k∑
i=0
(−1)i
(
k
i
)
(n+ 1− i)iF0(n− i)
forests in Kn, s.t. these k vertices are all internal vertices.
Proof. Using a similar argument as in the proof of Theorem 1, and observing that
there are (n+1−i)i ways to add i leafs to a forest consisting of n−i vertices (each
leaf can be attached to n− i possible vertices, or it can be added as an isolated new
vertex in the forest).
Thus, communicating an arborescence A, a branching B or a forest F (all of
size n) can be done efficiently by using this many bits:
DL(A) = |V | − |Q|+ log(A(n, n− |Q|)),
DL(B) = |V | − |Q|+ log(B(n, n− |Q|)),
DL(F ) = |V | − |Q|+ log(F (n, n− |Q|)).
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4
Connecting cycles
In Chapter 3 we studied the problem of finding connecting subgraphs having tree-
like structure. In this chapter, we change the pattern syntax to connecting cycles.
We provide a complexity discussion, approximation bounds and algorithms in the
case of weighted directed graphs.
This work has been published in the proceedings of the 28th ACM Inter-
national Conference on Information and Knowledge Management (CIKM 2019)
[Adriaens et al., 2019a], and in the workshop of Mining and Learning with Graphs
(KDD-MLG workshop 2019) [Adriaens et al., 2019b].
4.1 Introduction
Cycles occur as a natural data-mining pattern in several real-world applications.
They appear naturally in food webs, where cycles highlight cyclic dependencies,
often revealing the fragile parts of an ecosystem Dunne et al. [2002]. In financial
transaction data, a cycle could be an indication of a money-laundering scheme Col-
ladon & Remondi [2017]. In biological and complex networks, a cycle is an in-
dication of a feedback mechanism Kwon & Cho [2007]. Despite the wide range
of use cases, the problem of discovering cyclic patterns in graphs has not received
much attention in the data-mining community. Giscard et al. [2017] evaluate the
balance of a signed social network by finding simple cycles. Kumar & Calders
[2017] propose an algorithm for enumerating all simple cycles in a directed tem-
poral network, by extending Johnson’s algorithm Johnson [1975] to a temporal
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(a) (b)
(c)
A
(d)
Figure 4.1: The most interesting Steiner cycles connecting the red nodes according to dif-
ferent prior beliefs on the graph shown in (a): when we have (b) no knowledge about the
graph, (c) knowledge about the individual degrees, and (d) knowledge about the degrees
and the density of the community A.
setting.
In this chapter, we study the problem of discovering interesting cycles in a
directed and non-negatively weighted graph. We also consider the constrained
case, where the cycles have to contain a set of user-specified query nodes. Cycles
containing a given set of query nodes are called Steiner cycles [Salazar-Gonzalez,
2003, Steinova´, 2010]. Identifying interesting Steiner cycles can be particularly
useful in different application domains. For example, a biologist may be inter-
ested in finding a food chain that contains both a rabbit and a hawk to assess the
importance of the hawk population for the rabbit population. Economists may be
interested in finding surprising trading action between certain countries in different
parts of the world.
As networks typically contain numerous cycles, a key challenge is the choice
of a suitable interestingness measure for a cycle. Similarly as in Chapter 3, we
propose to use a subjective measure: we aim to take into account which network
characteristics (if any) are a priori known to the analyst. For example, for a lay
person it might be surprising that more than 50% of the Dominican Republic’s
export is to the USA.1 However, for an economist possessing the knowledge that
those countries have a bilateral trade agreement (which can be formalized as prior
information on the trade network), such a trade volume might not come as a sur-
1https://tradingeconomics.com/dominican-republic/
exports-by-country
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prise. Thus, we are interested in designing methods that are able to take such prior
knowledge into account. The measure we propose to quantify interestingness of
cycles in graphs is presented in Section 4.2.
Figure 4.1 illustrates an example of our setting. Figure 4.1a shows a toy graph
in which a user wishes to find a cyclic pattern containing the red query nodes. We
consider three different users. The first user has no knowledge of the graph. In this
case, with every revealed edge, the user learns something about the graph, hence,
the most interesting cycle is the longest cycle containing the red nodes, as shown
in Figure 4.1b. The second user has knowledge about the degrees of each node in
the network. In this case, edges containing high degree nodes are less interesting
to this user as they are expected. This prior knowledge makes the cycle shown
in Figure 4.1c the most interesting cycle to the second user. Our last user is a
specialist. Besides knowing the degrees of the nodes, he also has prior knowledge
that the red nodes are part of a dense community A. Intra-community edges are
now expected and thus are less interesting to the third user. This makes the cycle
obtained in Figure 4.1d the most interesting cycle for the third user.
Following the proposed cycle interestingness measure, in Section 4.3 we for-
mally define the two problem variants that we study in this chapter: (i) the Max-
imum Subjectively Interesting Cycle problem (MSIC[α, β]); and (ii) the Maxi-
mum Subjectively Interesting Steiner Cycle problem (k-MSIC[α, β]), in which
the cycle is required to contain a given set of k terminal nodes. We provide
an extensive computational complexity analysis in Section 4.4 showing that both
problems are NP-hard, are NP-hard to approximate within a constant factor for
MSIC[α, β], and within a factor polynomial in the input size for k-MSIC[α, β].
In Section 4.5, we present a number of efficient heuristics for both problems. We
show the effectiveness of our methods in practical settings through an extensive
experimental evaluation in Section 4.6. We also provide two real-world use cases,
one regarding a food web and another regarding an international trade network,
demonstrating the potential of the proposed methods for real-world applications.
Contributions and roadmap.
• We present a novel subjective interestingness measure for cycle patterns in
graphs (Section 4.2).
• We formally define the Maximum Subjectively Interesting Cycle and Maxi-
mum Subjectively Interesting Steiner Cycle problems, and provide an exten-
sive theoretical analysis of their computational complexity (Section 4.4).
• We propose a number of efficient and effective heuristics for both problems
(Section 4.5).
• We experimentally verify the effectiveness of our methods and demonstrate
their practical utility on two real-world use cases (Section 4.6).
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4.2 Cycles and their interestingness
In this section, we first introduce the notation used in this chapter and formally
define the notion of a cycle pattern in weighted digraphs (Section 4.2.2). We then
explain how the interestingness of a cycle pattern can be formalized w.r.t. a back-
ground distribution that models prior knowledge about the structure of the graph
(Section 4.2.3). For the sake of clarity and completeness, we also briefly sum-
marize the related work on how such a background distribution can be derived
based on a number of relevant types of prior knowledge on the graph structure
(Section 4.2.4).
4.2.1 Graph notation
The graph notation is similarly defined as in Chapter 3. The focus is restriced to
directed graphs. For this chapter in particular, we need the following definitions.
A walk inG is defined as a sequence v1, v2, . . . , vk of nodes, where (vi, vi+1) ∈ E
for i ∈ [1, k − 1] and (vi, vi+1) 6= (vj , vj+1) for all 1 ≤ i < j < k. We say that
a walk is closed if v1 = vk. A (simple) cycle is a closed walk v1, v2, . . . , vk = v1,
with no repetition of the nodes except for the first and last node. We use v ∈ C
and e ∈ C to indicate that a node v and an edge e is part of a cycle C, respectively.
We use |C| to denote the length of a cycle C, i.e. the number of edges (nodes) it
contains.
4.2.2 Cycles as patterns
The patterns considered in this chapter consist of the specification of a cycleC that
is stated to be present in a given graph. Additionally, we communicate |C| positive
real values `e, one for each edge in e ∈ C. Each value `e represents a lower bound
on the weight of edge e, informing the user that the weight is at least `e. We choose
to communicate a lowerbound and not the actual edge value. Often a user will not
care about the exact weight of an edge, but rather only if the weight is high or not,
relative to the user’s expectations on the graph structure. In practice, in the most
interesting cycle patterns, a lower bound `e will be equal (or as close as possible
given the number encoding used) to the observed value of the weight µ(e), as a
larger `e provides more information. Note that this implies that, although `e is part
of the pattern, we do not need to optimize over them, and just set them equal to the
observed value µ(e).
4.2.3 Subjective interestingness of cycle patterns
Similarly as in Chapter 3, the subjective interestingness of a cycle pattern is defined
as the ratio of its Information Content (IC), and its Description Length (DL), which
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should reflect the amount of effort it takes the data analyst to assimilate the pattern.
Here, IC is the negative log probability of the pattern being present in the data,
where the probability is computed w.r.t. a so-called background distribution P
that represents the prior expectations of the analyst. The IC reflects the more
improbable the analyst considers a given pattern, the more information it conveys
when the analyst learns the pattern is present.
As shown in Chapter 3, when the prior beliefs are on the combination of node
degrees and certain subgraph densities, the background distribution factorizes as
a product of independent distributions. For unweighted and integer weighted net-
works [De Bie, 2011b], these are respectively independent Bernoulli and geomet-
ric distributions. Hence, the IC of a cycle C equals
IC(C) = −log
(∏
e∈C
Pr(µ(e) ≥ `e)
)
=
∑
e∈C
w(e),
where w(e) , −log(Pr(µ(e) ≥ `e)) ≥ 0 denotes the information content of the
edge e, with Pr(·) denoting the probability under the background distribution P .
The DL can be computed similarly as in the work of Leeuwen et al. [2016]. To
communicate a cycle pattern C to the user, we need to communicate |C| nodes.
We assume that the cost of assimilating that a node is part of C is log(1/q), and
that a node is not part of C is log(1/(1 − q)). Hence the DL of communicating
|C| nodes is equal to
|C| · log 1
q
+(n− |C|) · log 1
1− q
= |C| · log 1− q
q
+ n · log 1
1− q , (4.1)
for 0 < q < 1/2. Here, q can be loosely interpreted as the expected probability
that a random node is part of C, according to the user. Typically, q is to be chosen
small. To communicate the |C| numbers `e, in practice a fixed-length encoding
(e.g., floating-point) would be used, and arguably it is also in this way (i.e., a fixed
number of significant digits) that an analyst would assimilate the information. This
implies a further cost that increases linearly with |C|. Hence, we will use a DL of
a cycle pattern, including a specification of v ∈ C and the lower bounds `e for all
e ∈ C, in the following form:
DL(C) = α|C|+ nβ.
with parameters α > 0 and β > 0. Note that in this formulation, we have actually
not yet communicated the order of the vertices in the cycle C. Communicating the
order would imply an additional log(|C|!) / |C| ∗ log(|C|) cost. However, since
in practice the resulting cycles are of small length (|C| < 20), this term could be
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accounted for by selecting a slightly larger α. Therefore, we choose to omit this
term because it results in a cleaner expression for the DL and has limited impact in
practice. In the experiments we will often just set the parameters α and β as given
by (4.1).
We now formally define the subjective interestingess of a cycle pattern.
Definition 1 (Subjective Interestingness). Given a directed graph G = (V,E)
with non-negative edge weights w, and parameters α > 0 and β > 0, the subjec-
tive interestingness F (C) of a cycle C is defined2 as:
F (C) =
IC(C)
DL(C)
=
∑
e∈C w(e)
α|C|+ nβ . (4.2)
4.2.4 Modeling a user’s prior beliefs
In Chapter 3 we discussed how the background distribution was inferred in the case
of binary graphs with a prior on individual degree, and additionally, a prior on the
densities of certain user-specified subgraphs. In this chapter, our focus will be
mostly on integer weighted networks. The results from Chapter 3 easily translate
to the integer weighted setting. For a better understanding of these models, we
recap some existing results and discuss a toyexample below.
4.2.4.1 A prior on the weighted in- and out-degrees
In the case of a prior belief on the (integer) weighted in- and out-degree of each
node, the distribution P factorizes as a product of independent geometric distribu-
tions, one for each node pair. As discussed in [De Bie, 2011a], using a background
distribution with the empirically weighted in- and out-degrees as constraints will
ensure that cycle patterns are more interesting if they involve edges from low out-
degree nodes to low in-degree nodes. As it is quite common that weighted node
degrees are well-understood (e.g., biologists have a good idea about the predatory
component of the diet of different species in a food web), this is an important type
of background distribution in practice.
4.2.4.2 Additional priors on the density of any subsets
Additionally, extra constraints on the density on a number of user-provided sub-
graphs can be incorporated. For example, an economist might have knowledge of
high trading volume between a group of neighboring countries, e.g., due to a free
trade agreement or a common market, or a user might know that no self-edges ex-
ist in a network. In this case, if an edge e = (i, j) is part of the specified subgraph,
2We note that F (∅) = 0.
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Figure 4.2: (top row) A toy graph, with constraints on the in- and out-degrees of each node
(a, b and c), combined with constraints on the densities of the sets S1 (b and c) and S2 (c).
(bottom row) The expected values of the edges according to the MaxEnt distribution.
the probability that this edge has a weight at least ` becomes:
Pr(µ(e) ≥ `) = exp (− `(λouti + λinj + λblock)),
where λouti + λ
in
j + λ
block > 0. Here, λouti and λ
in
j denote the Lagrange multipliers
associated with the resp. row- and column sums of node i and j, and λblock denotes
the Lagrange multiplier associated with the density of the specified subgraph. We
note that the same algorithm from Section 3.6 can be utilized to find equivalent
Lagrange multipliers. Figure 4.2 shows an example of fitting the MaxEnt model
on a 4x4 adjacency matrix A with different types of constraints. It illustrates how
adding more constraints results in a closer fit of the background distribution to the
empirical network. The probability Pr(A12 ≥ 99) = 0.038 for (a), 0.054 for (b)
and 0.53 for (c).
4.3 Problem definition
The first problem considered is the problem of finding the ‘Maximum Subjectively
Interesting Cycle’ in a graph.3 Formally:
Problem 5 (MSIC[α, β]). Given a directed graph G with non-negative edge
weights, and parameters α, β > 0, find a simple cycle C such that F (C) is maxi-
mized.
3Note that although the problem appears to have two parameters, in reality this can be reduced to
one, e.g. by multiplying the objective with β and substituting α/β with a single parameter γ.
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Additionally, we can constrain the cycle to include a given set of terminal
nodes to find ‘Maximum Subjectively Interesting Steiner Cycle’. This leads to the
second problem we address in this chapter:
Problem 6 (k-MSIC[α, β]). Given a directed graph G with non-negative edge
weights, a set of k terminal nodes, and parameters α, β > 0, find a simple cycle
C such that C contains all the terminals and F (C) is maximized.
MSIC[α, β] is closely related to two well-known graph problems. For α = 0,
MSIC[α, β] is equivalent to the problem of finding the longest cycle in a digraph,
an NP-hard problem that is known for its difficulty to approximate [Bjo¨rklund
et al., 2004, Gabow & Nie, 2004]. On the other hand, for β = 0, MSIC[α, β]
is equivalent to the problem of finding a maximum mean-cycle in a directed graph
with non-negative edge weights. This problem can be solved in polynomial time by
reversing the sign of the edge weights of the input graph and running Karp’s min-
imum mean-cycle algorithm [Karp, 1978], that is originally devised to find mini-
mum mean-cycle in digraphs with real-valued weights. Although MSIC[α, β] is
closely related to a tractable and to an NP-hard problem, it is not equivalent to
either one as our problem setting assumes α > 0 and β > 0. Yet, in Section 4.4
we show that MSIC[α, β] is NP-hard (as the longest cycle problem), while we
discuss how Karp’s algorithm can be used to provide approximations. This is a
plausible approach, as in practice α  β (it takes more effort to assimilate the
fact that a node is part of a cycle pattern than that a node is not part of a cycle pat-
tern), such that the interestingness measure is closer to the maximum mean-cycle
objective than to the longest cycle objective.
Likewise, k-MSIC[α, β] is closely related to two Steiner cycle problem vari-
ants. For α = 0, k-MSIC[α, β] is equivalent to the problem of finding a max-
imum Steiner cycle, i.e. Steiner cycle with max. total weight, and for β = 0,
k-MSIC[α, β] is equivalent to the problem of finding a maximum mean Steiner
cycle (MMSCP) in a digraph with non-negative edge weights. To the best of our
knowledge, there are no known results on the approximability of either problems.
Besides being NP-hard, we show in the next section that neither of these Steiner
cycle problems, nor k-MSIC[α, β], can be approximated within a ratio that is
polynomial in the number of nodes.
4.4 Computational Complexity
Unsurprisingly, both MSIC[α, β] and k-MSIC[α, β] are NP-hard problems. We
show this in the following section. Section 4.4.2 is dedicated to proving some
strong inapproxability results. We note that the reduction in Lemma 7 can directly
be applied to the Max. Steiner Cycle and Max. Mean Steiner Cycle problems,
which is a novel result in itself.
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4.4.1 Hardness results
The hardness of both problems directly follows from Lemma 5 and Lemma 7, but
are presented here separately for completeness.
Lemma 3. MSIC[α, β] is NP-hard.
Proof. We use a reduction from the NP-complete Hamiltonian cycle problem.
Given a digraph G = (V,E), the Hamiltonian cycle problem is to determine
whether G has a simple cycle that visits every node exactly once. Given an in-
stance of the Hamiltonian cycle problem, we construct an instance of MSIC[α, β]
by assigning a constant weight to every edge, w(e) = ρ, ∀e ∈ E. Then, for
any cycle C, we have F (C) = ρ|C|α|C|+nβ . Notice that, in all the instances of
MSIC[α, β] with uniform edge weights, F (C) monotonically increases with |C|,
ceteris paribus, and obtains the maximum possible value whenever |C| = n. Thus,
F (C) = ρnαn+nβ iffC is a Hamiltonian cycle and F (C) =
ρ|C|
α|C|+nβ <
ρn
αn+nβ oth-
erwise. Hence, we can use the solution to MSIC[α, β] to decide the solution to
the Hamiltonian cycle problem.
Lemma 4. k-MSIC[α, β] is NP-hard.
Proof. We use a reduction from the NP-complete Hamiltonian cycle problem.
Let G = (V,E) be a given instance of the Hamiltonian cycle problem. We con-
struct an instance of k-MSIC[α, β] by assigning w(e) = 1,∀e ∈ E, and pick-
ing an arbitrary subset of k nodes as the terminals. Given uniform weights, for
any Steiner cycle C, F (C) monotonically increases with |C|, ceteris paribus. Let
C∗ denote the optimal solution to k-MSIC[α, β]. Then, G is a YES instance of
the the Hamiltonian cycle problem iff F (C∗) =
n
αn+ nβ
and NO instance iff
F (C∗) <
n
αn+ nβ
.
4.4.2 Inapproximability results
Lemma 5. There exists no constant-factor polynomial-time approximation algo-
rithm for MSIC[α, β], unless P = NP.
Proof. To prove this, we use an approximation preserving reduction from the
Longest Cycle problem in digraphs Bjo¨rklund et al. [2004]. Specifically, we use an
A-reduction [Crescenzi, 1997] that preserves membership in APX, which is the
class of NP optimization problems that admit polynomial-time constant-factor
approximation algorithms.
To show that a reduction from Longest Cycle problem to MSIC[α, β] is an
A-reduction, we need to show that (i) there exists a polynomial-time computable
function g mapping the solutions of MSIC[α, β] to the solutions of the Longest
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Cycle problem, and (ii) a polynomial-time computable function c : Q∩ (1,∞)→
Q ∩ (1,∞) such that any algorithm providing r-approximation to MSIC[α, β]
with the approximate solution C provides a c(r)-approximation to the Longest
Cycle problem using the approximate solution g(C).
Let G = (V,E) be a given an instance of the Longest Cycle problem in di-
graphs. We construct an instance of MSIC[α, β] by assigning a constant weight
w(e) = ρ, ∀e ∈ E in G. Assume there exists a polynomial-time algorithm A
which provides a r-approximation to MSIC[α, β] for some constant r ≥ 1. Let
C∗ denote the optimal solution to MSIC[α, β] and let CA denote the solution
returned by algorithm A. Then we have,
F (C∗)
F (CA)
=
ρ|C∗|
ρ|CA| ·
α|CA|+ nβ
α|C∗|+ nβ ≤ r (4.3)
Reminding thatF (C) monotonically increases with |C| in such instances of MSIC[α, β]
with uniform edge weights, we define g as the identity function, and use the so-
lutions of MSIC[α, β] as the solutions of the Longest Cycle problem. Then, by
re-arranging (4.3) and using the fact that 2 ≤ |C| ≤ n for any cycle C, we have:
|C∗|
|CA| ≤ r ·
α|C∗|+ nβ
α|CA|+ nβ
≤ r · n(α+ β)
2α+ nβ
≤ r · (1 + α/β)
We have just showed that the Longest Cycle problem is A-reducible to MSIC[α, β].
Finally, unless P = NP, given that the Longest Cycle problem in digraphs is
not in APX [Bjo¨rklund et al., 2004, Gabow & Nie, 2004], we conclude that
MSIC[α, β] is also not in APX.
Bjo¨rklund et al. [2004] show that there exists no polynomial-time approxima-
tion algorithm for the Longest Cycle problem in unweighted Hamiltonian digraphs
with performance ratio n1− for any fixed  > 0, unless P = NP. Next we show
the implications of this strong inapproximability result for solving MSIC[α, β] in
Hamiltonian digraphs with uniform edge weights.
Lemma 6. It is NP-hard to approximate MSIC[α, β] in a Hamiltonian digraph
with uniform weights within a factor of
n1− + α/β
1 + α/β
,
for any  > 0, unless P = NP.
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Figure 4.3: A visualization of the construction in Lemma 7.
Proof. Let G = (V,E) be an unweighted Hamiltonian digraph denoting an in-
stance of the Longest Cycle problemBjo¨rklund et al. [2004]. Given G = (V,E),
we construct an instance of MSIC[α, β] by assigning a constant weight to every
edge, w(e) = ρ, ∀e ∈ E. Assume by contradiction that there exists such an
approximation algorithm A which finds a solution CA satisfying
ρ|CA|
α|CA|+ nβ ≥
1 + α/β
n1− + α/β
· ρn
αn+ nβ
(4.4)
By re-arranging the terms in (4.4), we obtain |CA| ≥ n implying that any such ap-
proximation algorithm to MSIC[α, β] leads to a polynomial-time n1−-approximation
algorithm for the Longest Cycle problem in unweighted Hamiltonian digraphs,
which is a contradiction, unless P = NP.
Next we show the hardness of approximating k-MSIC[α, β].
Lemma 7. It is NP-hard to approximate k-MSIC[α, β] within a factor polyno-
mial in the input size in digraphs with non-negative edge weights for any k ≥ 1,
unless P = NP.
Proof. To prove this, we use a reduction from the NP-complete Restricted Two
node Disjoint Paths problem (R2VDP), which was introduced by Bjo¨rklund et al.
[2004] as the restricted version of the Two node Disjoint Paths problem (2VDP) Perl
& Shiloach [1978]. Given a digraph of order n ≥ 4 and four nodes, 2VDP problem
seeks to determine whether there exist two node disjoint paths, one from node 1 to
2 and one from node 3 to 4. In the restricted version R2VDP of 2VDP, all the YES
instances of 2VDP are guaranteed to contain two such paths that together exhaust
all nodes of G, i.e., the graph G with the additional edges from node 2 to 3 and
from 4 to 1, contains a Hamiltonian cycle through these edges in YES instances to
R2VDP.
Assume that there exists an approximation algorithm for k-MSIC[α, β] with
ratio p(n) ≥ 1 that is a polynomial of n. We show how to decide R2VDP by using
such an algorithm with approximation ratio p(n). Given an instance of R2VDP,
we construct an instance of k-MSIC[α, β] as follows. We connect 2 copies G1
and G2 of G by adding edges (i) from node 2 in G1 to node 1 in G2, and (ii) from
node 4 in G2 to node 3 in G1. We also add an edge (4, 1) in G1 and an edge (2, 3)
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in G2. For each edge we assign a weight of 1, except for the edge (2, 3) in G2 for
which we assign a weight of W = n · p(n) + 1. Finally, we set the node 1 of G1
as the terminal for 1-MSIC[α, β]. Let G′ = (V ′, E′) denote the resulting graph,
as shown in Figure 4.3.
Let C∗ denote the optimal solution to 1-MSIC[α, β] in G′. If G is a YES
instance of R2VDP, then C∗ is a Hamiltonian cycle in G′, containing 2n edges
with a total weight of 2n+n ·p(n), since, F (C∗) = 2n+ n · p(n)
2αn+ nβ
>
|C|
α|C|+ nβ
for any other Steiner cycle C that is not Hamiltonian, thus, not containing the edge
(2, 3) inG2. On the other hand, ifG is a NO instance to R2VDP, then C∗ can have
at most 2n − 2 edges, excluding the edge (4, 1) in G1 and the edge (2, 3) in G2,
thus,
|C∗|
|C∗|+ 1 ≤
2n− 2
α(2n− 2) + nβ .
We have just shown that, unless P = NP, it is not possible to approximate
1-MSIC[α, β] within a factor that is polynomial in the input size in digraphs with
non-negative edge weights. It is easy to see that as k increases, the problem only
becomes harder, with k = n corresponding to the search for a Hamiltonian cycle.
Thus, the result follows for any k ≥ 1.
Corollary 1. It is NP-hard to approximate Maximum Steiner Cycle and Maximum-
Mean Steiner Cycle problems within a factor polynomial in the input size in di-
graphs with non-negative edge weights for any k ≥ 1, unless P = NP.
Proof. The results directly follows from the reduction given in Lemma 7.
4.5 Practical Algorithms
4.5.1 Algorithms for MSIC
4.5.1.1 Karp’s Algorithm
Due to the NP-hardness of our problem, we resort to the maximum mean cycle as
an approximate solution to MSIC[α, β]. We first note that the maximum mean cy-
cle in a graphG is equivalent to the minimum mean cycle in the graphG′ obtained
by reversing the sign of the edge weights of G.
The problem of finding the minimum mean cycle (MMC) in a graph with real-
valued edge weights is well-studied in the literature and admits efficient polyno-
mial algorithms as shown by Karp [Karp, 1978]. Karp’s MMC algorithm runs in
Θ(nm) time on any instance. As noted by Dasdan & Gupta [2006], there are other
algorithms, with worse theoretical bounds, performing significantly better in prac-
tice, such as, Howard’s algorithm [Howard, 1960] and Young’s algorithm [Young
et al., 1991]. Dasdan & Gupta [2006] have given excellent survey of the different
algorithms and their performance in practice.
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We propose to use Karp’s MMC algorithm, not only due to its ease of imple-
mentation but also because it still holds one of the best asymptotic running times.
We briefly review Karp’s algorithm for completeness. First, recall that in the
MMC problem we are given a directed graph G = (V,E) and an arbitrary edge-
weight function w : E → R, and the goal is to find a cycle C in G that minimizes
the average weight, i.e., ρ∗ = min{C cycle ofG}
{∑
e∈C w(e)
|C|
}
. Karp provided the
following elegant characterization for the weight of the minimum mean-cycle:
ρ∗ = min
v∈V
max
1≤k≤n
Dn(v)−Dk(v)
n− k , (4.5)
where Dk(v) is the minimum weight of an edge progression4 of length k from an
arbitrary source s, while Dk(v) = +∞ if no such path exists. It is assumed that
all nodes are reachable from s. The algorithm computes ρ∗ using Equation (4.5)
after computing the values Dk(v) for all v ∈ V and k = 1, . . . , n via the recur-
rence Dk(v) = min(u,v)∈E{Dk−1(u) +w(u, v)}, initialized with D0(s) = 0 and
D0(v) = +∞ for v 6= s. The actual cycle can be extracted by traversing the edge
progression Dn(v), for the node v that minimizes (4.5).
Obviously, the MMC and MSIC[α, β] problems optimize different objec-
tives, however, we can use Karp’s algorithm as a heuristic for the MSIC[α, β]
problem. We can show that the cycle with maximum mean weight provides a
O(n)-approximation for MSIC[α, β] in arbitrary graphs with non-negative edge
weights.
Lemma 8. Karp’s MMC algorithm Karp [1978] provides anO(n)-approximation
for MSIC[α, β] in directed graphs with non-negative edge weights.
Proof. Given a directed graph G = (V,E) with non-negative weights, let CK de-
note the cycle with maximum mean weight and let C∗ denote the optimal solution
to MSIC[α, β]. Then, by using the fact that∑
e∈CK
w(e)/|CK | ≥
∑
e∈C∗
w(e)/|C∗|,
and that 2 ≤ |C| ≤ n for any cycle C, we obtain
F (C∗)
F (CK)
=
∑
e∈C∗ w(e)
α|C∗|+ nβ ·
α|CK |+ nβ∑
e∈CK w(e)
≤
∑
e∈CK w(e) ·
|C∗|
|CK |
α|C∗|+ nβ ·
α|CK |+ nβ∑
e∈CK w(e)
=
α+ nβ/|CK |
α+ nβ/|C∗| ≤
α+ nβ/2
α+ β
(4.6)
4Both edges and nodes may be repeated.
4-14 CONNECTING CYCLES
In Section 4.6 we show that the bound (4.6) is quite good in practice, as long as
the parameter q, i.e., the expected probability that a random node is part of a cycle,
is small. Roughly put, small indicates not more than the density of the network.
Notice that, as q increases, the value of β also increases, see (4.1), and thus it
becomes more likely that the optimal solution to MSIC[α, β] is the longest cycle
in the graph, which is hard to approximate.
4.5.1.2 A variant of Karp’s algorithm
Although efficient, a direct application of Karp’s algorithm to solve MSIC[α, β]
disregards the information about the parameters α and β. Thus, we propose a
natural extension of Karp’s algoritm that incorporates the role of the parameters α
and β aligned with the objective function of MSIC[α, β]. To this end, we modify
Karp’s algorithm to find the node v that minimizes (on the edge-signs reversed
graph G′) the following:
min
v∈V
max
1≤k≤n
Dn(v)−Dk(v)
α(n− k) + nβ . (4.7)
Notice that, as in Karp’s characterization, the numerator in (4.7) mimics the weight
of a cycle of length (n − k) found for each v ∈ V , so (4.7) operates with the
objective function of MSIC[α, β]. Similar to Karp’s algorithm, this algorithm
runs in Θ(nm) time and the cycle for the minimizer v can be found by traversing
the edge progression Dn(v).
4.5.2 Algorithms for k-MSIC
The k-MSIC[α, β] problem is reminiscent of Steiner cycle problems, thus, one
could consider the solutions of related problems, such as maximum mean Steiner
cycle (MMSCP), for approximating k-MSIC[α, β]. However, as we have shown
in Section 4.4, besides being NP-hard, both problems cannot be approximated
within a ratio that is polynomial in the number of nodes. Existing algorithms for
approximating Steiner cycle problem variants are less well-known, and in most
cases these algorithms have strict requirements as we review next.
Steinova´ [2010] proposed a 32 log2(k)-approximation algorithm for the min-
inum Steiner cycle problem on k terminal nodes in non-negatively weighted graphs
in which the edge weights satisfy the triangle inequality. We note that not only the
instances of k-MSIC[α, β] do not necessarily satisfy the triangle inequality but
also we study a maximization problem.
Salazar-Gonzalez [2003] introduced a minimum Steiner cycle problem variant
with node penalties and considered a 0-1 integer linear program examining the
Steiner cycle polytope. Besides having a different context, their method is of theo-
retical interest that does not translate into practical algorithms for k-MSIC[α, β].
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Kanellakis & Papadimitriou [1980] propose a local search method for directed
TSP, extending the Lin-Kernighan heuristic proposed for undirected TSP [Lin &
Kernighan, 1973]. We adopt the local search approach proposed by Kanellakis
& Papadimitriou [1980] for directed TSP and extend their techniques for find-
ing Steiner cycles of interest. We will refer to our local search heuristic for k-
MSIC[α, β] as LOCAL-SCS.
The local search method by Kanellakis & Papadimitriou [1980] starts with
a random initial solution then considers the so-called ‘sequential primary’ and
‘quad’ changes. In a sequential primary change, three edges (a, b), (c, d), and
(e, f), encountered in this order on the cycle, are removed from the cycle, and the
edges (a, d), (c, f) and (e, b) are added. In a quad change, the rewiring consists of
removing four edges and reconnecting opposite edges, as shown in Figure 4.4(b).
The neighborhood of each step in their local search consists of a cost-dependent
subset, determined by a number of heuristic rules. The search stops when no
significant improvements can be made.
When transforming this search from a TSP setting to a Steiner cycle setting,
a few adjustments have to be made. Besides the primary and quad change, we
propose two new changes in LOCAL-SCS. The shortcutting change shortcuts the
initial solution into a smaller Steiner cycle. The extending change bypasses an
edge in a Steiner cycle, by replacing the edge with two new edges. A visualization
of all the changes considered by LOCAL-SCS are provided in Figure 4.4.
Given a set Q of k terminal nodes and an upper bound lmax ≥ k on the cycle
length, LOCAL-SCS finds an initial Steiner cycle of G as follows:
1. Prune G by only considering nodes v ∈ V s.t.
∀q ∈ Q : `(q  v) + `(v  q) ≤ lmax,
where `(·) denotes the (unweighted) shortest path length. This step can be
performed in time O(k(n+m)).
2. Run a randomized depth-first search to find an initial valid Steiner cycle.
The search is guided by a heuristic, and each v that has a low total distance
towards all query nodes has a higher chance of being explored first, i.e., at
any time in the depth-first search, the probability that a node v is chosen
from the stack is proportional to 1/
∑
q∈Q `(v  q).
After LOCAL-SCS finds an initial Steiner cycle, a sequence of changes depicted
Figure 4.4 are applied. When considering a type of change, LOCAL-SCS always
selects the one that yields the largest improvement to the objective function (4.2).
LOCAL-SCS first applies a number of extending changes to the initially found
cycle until the cycle length is equal to lmax. Then, LOCAL-SCS greedily keeps
selecting the best change among the sequantial, quad, or shortcutting changes until
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(a) (b) (c) (d)
Figure 4.4: (a) Sequential primary change (b) Quad change (c) Shortcutting change (d)
Extending change.
no improvements can be made. If LOCAL-SCS does not return a solution, then no
Steiner cycle of length at most lmax exists for the given k terminal nodes. The idea
is to run this randomized procedure a couple of times (1-5 in the experiments), and
pick the best solution.
Unlike the method of Kanellakis & Papadimitriou [1980], a neighborhood
in our local search will consist of all the possible changes. For a Steiner cycle
of length lmax, there are O(l2max) shortcutting changes, O(n · lmax) extending
changes, O(l3max) primary changes and O(l4max) quad changes, which is feasible
to evaluate for a reasonable upper bound lmax.
4.6 Experiments
The goal of this section is manifold. First, we would like to evaluate the quality
of solutions obtained by Karp’s MMC algorithm, the variant from Section 4.5.1.2
and our local Steiner cycle search heuristic LOCAL-SCS. To this end, we conduct
experiments on small synthetic datasets and compare the subjective interesting-
ness of the approximate solutions against the optimal solutions that we obtain by
exhaustive search in these small instances. Second, we would like to evaluate the
efficiency and scalability (how often do we find a cycle, and how fast) of LOCAL-
SCS on real-word datasets. Finally, we provide two practical use cases. Our
Python and Matlab code is publicly available at https://bitbucket.org/
ghentdatascience/interesting-cycles-public.
Table 4.1: Network statistics.
Dataset —V— —E— Edge Weights
Food web5 128 2 106 Carbon exchange in the Florida Bay Area
Trade6 221 1 957 Country top 5 import & export in 2018
Gnutella7 26 518 65 369 Connections between hosts in a p2p-network
Enron8 36 692 183 831 Email communication network
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4.6.1 Quality experiments on synthetic datasets
In this section we evaluate the quality of solutions obtained by the algorithms for
MSIC[α, β], and our local Steiner cycle search heuristic k-MSIC[α, β], using
various choices of α and β. This requires to exhaustively search for their optimal
solutions, by enumerating all the cycles using Johnson’s algorithm [Johnson, 1975]
that runs in O((n + m)(c + 1)) time, where c is the total number of cycles in the
input graph. To keep the exhaustive search feasible, we perform the quality tests
on small instances and generated 200 random Erdo˝s-Re´nyi graphs with n = 20
and edge probability 0.2. Even in such small instances, we found an average of
218, 080 cycles per instance, with the maximum number of cycles found in an
instance being more than 5 million. We set the weight of each edge to a random
integer that is generated uniformly at random from the interval [1, 10K].
We start by evaluating the quality of solutions obtained by Karp’s algorithm
and its variant for MSIC[α, β]. We use varying values of α and β obtained by
evaluating (4.1) for q ∈ {0.1, 0.2, 0.3}. Figure 4.5a shows the relative perfor-
mance w.r.t. the optimal solution for different values of q over 200 random Erdo˝s-
Re´nyi instances, sorted from worst to best performing. In order to have a baseline,
we compute the average interestingness over all possible cycles that were encoun-
tered in the 200 instances. The influence of the parameter q is clearly visible.
For q = 0.1, Karp’s algorithm provides the optimal cycle in about 10% of the in-
stances, and has a performance ratio of at least 0.75 in the rest of the instances. For
q = 0.2, Karp’s algorithm provides the optimal cycle only in 5 instances, with a
performance ratio of at least 0.5 overall. For q = 0.3, the performance ratio drops
drastically as expected, since, the optimal cycle corresponds more to the longest
weighted cycle, while Karp’s algorithm provides the cycle with maximum mean
weight. Interestingly, the variant from Section 4.5.1.2 performs slightly worse
overall than Karp’s algorithm. However, we report that in a small number of in-
stances it performed significantly better than Karp’s algorithm although this trend
didn’t generalize. As a guideline, we advise to set q to be not larger than the
density of the network (which is 0.2 in this case).
Next we evaluate the quality of solutions obtained by LOCAL-SCS for k-
MSIC[α, β]. We set q = 0.05 and randomly pick k terminal nodes, for k ∈
{1, 5, 10}. We set no upper bound on the maximum cycle length, i.e., lmax = 20,
run the algorithm 5 times, and pick the best solution. Relative performance is
shown in Figure 4.5b. Instances in the x-axis are again sorted from worse to best
performing. The dashed lines indicate the best value of an initial Steiner cycle that
5http://vlado.fmf.uni-lj.si/pub/networks/data/bio/foodweb/foodweb.
htm
6https://wits.worldbank.org/
7https://snap.stanford.edu/data/p2p-Gnutella31.html
8https://snap.stanford.edu/data/email-Enron.html
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Figure 4.5: (a) Relative performance of Karp’s MMC & Karp’s Variant for various q. The
dashed lines indicate the theoretical bound provided in Lemma 8. (b) Relative performance
of LOCAL-SCS for various k and q = 0.05. The dashed lines indicate the best initial
solutions before applying changes.
was found in the 5 tries, clearly showing that the sequence of changes proposed in
Section 4.5.2 improve the score by a good amount. We also observed that LOCAL-
SCS didn’t find any Steiner cycle in 55 out of 200 instances for k = 10, while this
number was 25 for k = 5 and 8 for k = 1. The increase in the performance for
larger k is mainly due to the fact that there are more possible local changes avail-
able to perform on an initially found cycle for higher k, provided that a Steiner
cycle of length at most lmax exists.
We analyze the running time of LOCAL-SCS in two different settings, see
Figure 4.6. First, we generate Erdo˝s graphs of size n = 20 with edge probability
0.2, set no bound on lmax, and let the query size k vary. For each k, we generate
50 graphs and repeat the algorithm one time. As expected, for fixed n and m, the
running time is linear in k. Second, we set k = 3, lmax = 10 and let the graph
size n vary. Again for each n, we generate 50 instances. As expected, there is
a polynomial dependence on the graph size n; doubling the graph size n roughly
leads to a quadrupling in running time. Karps’s MMC and Karp’s Variant always
run in Θ(nm) time, hence are not tested. Their space complexity is given by
Θ(n2).
4.6.2 Scalability on real-world datasets
Contrary to the dense Erdo˝s graphs, it is interesting to test scalability on (sparser)
real-world datasets. Indeed, often it might be the case that we don’t find a Steiner
cycle at all. We test on datasets whose basic statistics are summarized in Table 4.1.
For each dataset and for each k ∈ {1, 3, 5}, we generated a set Qi of k random
terminal nodes, for i ∈ [1, 200]. Each Qi is generated by a snowball sampling
scheme, i.e., after choosing an initial terminal node into Qi at random, each of its
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Figure 4.6: Running times of LOCAL-SCS on Erdo˝s graphs: on the left for varying query
size k, on the right for varying graph size n.
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neighbors is chosen into Qi with probability p until k terminals are obtained. We
set p = 0.4 in our experiments. We set lmax = 10 for the local search and we run
the algorithm only once for q = 0.01. Figure 4.7 shows the average running time
of LOCAL-SCS to find an interesting Steiner cycle of length at most 10 or return
none if such a Steiner cycle does not exist. The numbers above the x-axis (inside
the bars) denote how many times a solution was found or not. For Enron, we
only report the results for k = 1 since for k = 3, the algorithm couldn’t terminate
within 24 hours for some query sets. For Gnutella, k does not seem to influence the
running time which is expected since the network is sparse with m being roughly
2 times n. Indeed, in most cases LOCAL-SCS didn’t find a solution.
4.6.3 Practical use cases
We discuss two practical use cases for discovering interesting cycles: food trajec-
tories and financial trade data.
4.6.3.1 Food Web dataset
The Florida Bay Food Web dataset [Ulanowicz et al., 1998] contains information
about carbon exchange between species in the Florida Bay Area. The dataset con-
sists of 128 species and 2106 edges. An edge weight is a snapshot of the amount
of biomass transferred between the species within a fixed period of time. Besides a
wide variety of organisms, ranging from microorganisms to sharks, it also contains
special nodes such as ‘input’, ‘output’ or ‘particulate organic carbon (POC)’. The
extinction of certain species could have a severe impact on the diet of the other
organisms in the food chain, possibly leading to a sensitive cascading effect. Thus,
in a food web, we consider cycles as interesting based on their vulnerability to
extinction. Using the biomass edge weights, we fit a MaxEnt with a prior on the
weighted in- and out-degree of each node. Given such a model, an edge (a, b) is
usually more informative if the weight of the edge is either a large part of the total
incoming weight of node b, or a large part of the outgoing weight of node a (or
both).
Figure 4.8(a)-(c) shows the top 3 results after iteratively mining the most in-
teresting cycles using the MMC algorithm. After a cycle is shown to the user,
all edges in the cycle are known to the user, hence, convey zero information. This
amounts to setting the information content of those edges equal to zero, after which
the algorithm can be applied again. The top 3 resulting cycles all contain edges
that are quite vulnerable to extinction. For e.g., the diet of the ‘Filefishes’ con-
sists of 47% of ‘Echinoderma’, a fungus species, which means that a disease in
the population of ‘Echinoderma’ will most likely have a significant impact on the
population of ‘Filefishes’. This fraction is quite high compared to the expected
fraction on an edge being 6% in the network. Note that the top 2 cycles are canni-
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Figure 4.8: (a)-(c): The top 3 results from iteratively mining the most interesting cycles in
the Food Web dataset. The percentages next to each edge (u, v) indicates the fraction of the
total incoming weight of species v. (d) the result when querying ‘Snook’ and ‘Crocodile’.
balism cycles: it contains a predatory subspecies eating its own kind. Figure 4.8(d)
shows the results when we query a cycle containing both ‘Snook’ and ‘Crocodile’,
for q = 0.1 and lmax = 6. This cycle also contains a link between the ‘Omnivo-
rous Crab’ and the ‘Atlantic Blue Crab’, a highly interesting connection that was
also found in Figure 4.8(a).
4.6.3.2 Trade dataset
To see the influence of a prior belief model on the resulting cycles, we look at the
trading volumes between countries in 2018. We set lmax = 6, q = 0.01, and used
10 iterations of LOCAL-SCS. First, we fit a geometric model with the weighted
in- and out-degree of each node as a prior. Figure 4.9a shows the most interesting
cycle in the graph: a 2-cycle between the U.S. and the Dominican Republic. As
discussed in Section 4.2.4, these edges are indeed perceived as interesting: the
Dominican Republic is extremely economically-dependent on the U.S. in terms of
import and export. However, the converse is not true.
Figure 4.9b shows the most interesting cycle when we take the bilateral trade
agreement between the U.S. and Dominican Republic into account as a prior belief.
Since these edges are now more expected, they become less interesting. The new
most interesting cycle is another 2-cycle, between China and Sudan. Again, a
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Figure 4.9: The % outside the circle denotes the weight of an edge (u, v), relative to the
total export of u. The % inside the circle the denotes the weight relative to the total import
of v. The most interesting cycles: (a) with a prior on weighted in- and out-degree of each
country (b) with a prior on the trading volume between US and Dom. Rep. (c) with Iran
and US as query nodes, with a prior on weighted in- and out-degrees of each country (d)
Iran and US as query nodes, with a prior on trading volume between US and China.
small country that is economically-dependent on a bigger country. Figure 4.9c
shows the result when we query both Iran and the U.S., two countries not expected
to be in a direct trade relationship because of the U.S. trade embargo on Iran. This
cycle now contains China as an export country for Iran and China linking back to
the U.S. Figure 4.9d shows the result when we take the trade relationships between
the U.S. and China into account as well. The direct edge is now expected, and the
resulting heuristic takes this into account by placing an intermediate country in
between, Nicaragua. Nicaragua heavily depends on China for its import, and the
U.S. for its export, thus making these connections interesting.
4.7 Discussion
Discovering cyclic patterns in graphs has not received much attention in the data-
mining community. We studied the problem of finding subjectively interesting
cycles in weighted directed graphs. In other words, we aimed at finding cycles
that are interesting to the specific user at hand. We differentiate between different
users by their difference in prior knowledge on the structure of the graph. We
assume the nodes are known to the user, but not the edges. We allow the user to
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specify a number of query vertices, i.e. vertices that are constrained to be part of
the cycle.
As a model for prior knowledge, we use a maximum entropy distribution over
the set of all graphs over a fixed set of nodes, also called a background distribution.
This maximum entropy distribution is subject to a number of constraints in expec-
tation on certain graph properties. In this chapter, we have utilized constraints on
the expected (weighted) in- and out-degree of the nodes, in combination with con-
straints on the expected density of certain subgraphs. More complex prior beliefs
could also be incorporated, e.g. the prior beliefs discussed in Chapter 5.
A background model essentially results in a score w(e) for each edge e in the
graph, indicating how informative it is for that user to learn the existence of that
edge. A large w(e) means the edge is surprising and thus more informative to the
user.
We have designed algorithms that find cycles that achieve a good trade-off
between the total information conveyed by its edges and the descriptive cost of
communicating the cycle to the user. The algorithms are motivated by a complexity
study of the problems. We observe that the problems from this chapter (finding
cycles) are typically more difficult than the problems encountered in Chapter 3
(finding trees). Therefore, a typical query is also much more difficult. A typical
(feasible) query for our algorithms would be a moderately sized sparse graph (<
50k nodes), with max. querysize k ≤ 3 and max. cycle length ≤ 10.
This work opens interesting directions for future research. First, it is worth to
consider the usefulness of a non-simple cycle (a so-called tour) as a data mining
pattern. Second, extending our results to undirected graphs is non-trivial. Karp’s
algorithm does not apply, and more general algorithms for minimum ratio prob-
lems have to be considered.
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5
Dyadic independence models with
local and global constraints
In Chapter 3 and 4, we have discussed how to fit maximum entropy models with
constraints on node degrees, and additionally on the density of a limited number
of specified subgraphs. In this chapter, we discuss how to incorporate more global
constraints, such as the count of all triangles in a graph and various kinds of as-
sortativity. This work has been submitted to the 37th International Conference on
Machine Learning (ICML 2020) and is at the time of writing under review.
5.1 Introduction
Exponential Random Graphs (ERGs) have received significant attention in numer-
ous research areas [Holland & Leinhardt, 1981, Frank & Strauss, 1986, Snijders
et al., 2006, Robins et al., 2007], as they provide a well-founded probabilistic
framework to network modeling; their study has been described as the “statistical
mechanics of networks” [Park & E. J. Newman, 2005]. They arise naturally as
the solution to the problem of finding the maximum entropy distribution over a set
of graphs, while respecting constraints that a probabilistic statistic must equal an
observed statistic in expectation. Equivalently, the parameters of an ERG can be
determined by maximum likelihood estimation of an exponential distribution for
explaining the observed statistics in a principled manner. The advantage of ERGs
is that they can represent a wide range of structural tendencies, such as transitivity
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and degree heterogeneity, by capturing complicated dependence patterns that are
not easily modeled by simpler probabilistic models.
The downside of classically specified ERGs is their limited scalability [Good-
reau, 2007]. Inferring the parameters of an ERG is often intractable for networks of
even moderate size, because computing the partition function may require evaluat-
ing a summation over all 2Θ(n
2) for graphs with n nodes. The common approach is
to approximately infer the parameters by MCMC sampling, after which a goodness
of fit is measured by generating random networks from the ERG and comparing
statistics with the observed network. Besides limited scalability, MCMC methods
often have the problem of degeneracy [Handcock, 2003], assigning most probabil-
ity mass to either near-empty or near-full graphs, for example when one is counting
Markov neighborhood properties such as triangles [Snijders et al., 2006]. ERGs
typically lose efficiency when they aim to model global constraints that suggest
dependencies between edges, such as degree assortativity or the existence of many
triangles. Modeling such information is important in practice: e.g. if the number
of triangles is large as compared to other graphs with the same local properties,
this may indicate that edge formation is a result of a triadic closure process, which
can be an important property to understand and model.
Addressing this challenge, we utilize matrix block-approximation techniques
to derive intelligible and scalable approximations to non-trivial ERGs for large
sparse graphs (> 106 nodes). The resulting models are dyadically independent,
while still meaningfully incorporating local information (degrees) and global in-
formation (triangles, assortativity, etc.).
Contributions and roadmap.
• Discussion of a general dyadic independence model that is able to incorporate
arbitrary (structural) features between pairs of nodes (Section 5.2).
• Depending on the incorporated features, fitting the model parameters may not
be scalable. We propose fast matrix block-approximation techniques to pro-
vide scalable approximations to the general model (Section 5.3).
• An empirical comparison with several state-of-the-art (embedding) methods
on two applications: link prediction and network reconstruction (Section 5.4).
5.2 MaxEnt models with structural constraints
Notation. Let G = (V,E) be a graph with |V | = n nodes and |E| = m edges.
The neighborhood of node i is denoted as N (i). The adjacency matrix of an
observed graph G is denoted as Aˆ = [Aˆij ] ∈ A, where A = {0, 1}n×n is the set
of square matrices of size n. A random matrix is denoted as A ∈ A. The transpose
of a matrix A is denoted as AT and the Frobenius norm is denoted as
∥∥A∥∥. The
expected value operator related to a distribution P is denoted asEP [·]. The focus in
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this chapter is restricted to undirected graphs, but extensions to directed networks
are straightforward.
5.2.1 An example with degree assortativity
We start by formalizing what we wish to solve, and end up relaxing these equations
in order to have analytical expressions containing parameters that are tractable to
infer. As an example, suppose we are interested in finding the maximum entropy
(MaxEnt) distribution over A, subject to a constraint in expectation on each in-
dividual node degree, as well as a constraint in expectation on the global degree
assortativity, as measured by the sum of |N (i)| · |N (j)| over all edges (i, j) ∈ E.
We aim to solve1
arg max
P (A)
−EP [logP (A)], (5.1)
s.t. EP [
∑
i,j Aij
∑
c Aic
∑
r Arj ] = c,
EP [
∑
j Aij ] = di ∀i,
EP [
∑
i Aij ] = dj ∀j,
where di =
∑
j Aˆij is the observed degree of node i in G, and c =
∑
i,j Aˆij∑
c Aˆic
∑
r Aˆrj is the observed assortativity measure. A typical difficulty with
this classically specified ERG is that in general the normalizing constant of the
distribution P is infeasible to compute, because of edge dependencies introduced
by the assortativity constraint. As such, the parameters of the distribution are in-
tractable to compute exactly. This is in contrast to a MaxEnt model subject to only
degree constraints. As observed by different authors [Park & E. J. Newman, 2005,
De Bie, 2011, Parisi et al., 2018], in this case P is a dyadic independence model:
it factorizes as a product of independent Bernoulli distributions, one for each node
pair (i, j) ∈ V × V . Moreover, in a degree-only model, the number of unique
parameters to be optimized over is fully determined by the number of unique de-
grees in G. As shown by De Bie [2011], for sparse G (where m = O(n)), the
problem has in fact only O(
√
n) free variables instead of the O(n) original vari-
ables (one original variable for each degree constraint), making inference possible
on very large networks. In Section 5.3, we show that we can do a similar reduction
in variables also for more complex models.
One way to approximate (5.1) is to replace the row- and column sums of ran-
dom variables
∑
c Aic by their expectation:∑
c
Aic ≈ EP [
∑
c
Aic] = di.
1We implicitly assume
∑
P (A) = 1 in all the MaxEnt problem formulations, but omit them for
brevity.
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The approximated model of (5.1) then becomes
arg max
P (A)
−EP [logP (A)], (5.2)
s.t. EP [
∑
i,j didjAij ] = c,
EP [
∑
j Aij ] = di ∀i,
EP [
∑
i Aij ] = dj ∀j.
We omit the details, but it is easy to show that the solution to (5.2) is again a
dyadic independence model, and the complexity depends on the number of unique
degrees in G.
Let us provide some intuition on the solution of Eq. (5.2). First, because the
distribution has maximum entropy, it is the unique distribution that injects no side
information on properties that were not taken into account as constraints [Cover
& Thomas, 2006]. Secondly, if the degree assortativity cannot be explained by a
model that is inferred using only degree constraints, for example if c is larger than
expected under a model where only degrees are constrained, then the optimum of
Eq. (5.2) will on average assign higher probabilities between pairs of high degree
nodes and between pairs of low degree nodes, at the expense of pairs of nodes
where one has a large and the other a low degree. This results in a more accurate
fit of the observed graph.
An example of a highly disassortative network is the Karate dataset [Zachary,
1976]. It has a negative assortativity coefficient [Newman, 2002] of −0.48, and
thus nodes with similar degrees are less often connected. This is confirmed in a
visualization of the network in Figure 5.1a. The dataset essentially consists of two
Karate club teachers (the two highest-degree nodes), mostly connected to their own
students, with few edges between the two communities. Most connections are be-
tween a high-degree node and a low-degree node, and the two teachers themselves
are not connected.
Figure 5.1b shows the edge probabilities between all pairs of nodes, when the
network is modeled by a MaxEnt model with a constraint on the expectation of
each individual node degree. Connections between high degree nodes are more
likely, and thus it assigns most probability mass in the top left corner. On the other
hand, Figure 5.1c shows the MaxEnt model with an additional assortativity con-
straint as given by (5.2). It builds on the degree-only model by taking into account
the network’s disassortativity, and as such it lowers the edge probabilities between
nodes of similar degree and increases the edge probabilities between nodes with
dissimilar degrees. Note that it correctly assigns a low probability for a connection
between the two Karate teachers.
CHAPTER 5 5-5
(a)
(b) (c)
Figure 5.1: (a) The Karate network (b) MaxEnt edge succes probabilities with constraints
on degrees (c) MaxEnt edge probabilities with constraints on degrees, and a global con-
straint on degree assortativity as given by (5.2). In both heatmaps, nodes are sorted in
descending degree order (highest degree in the top left corner).
(a) (b)
(c) (d)
Figure 5.2: MaxEnt edge succes probabilities on the Dolphins network (a), when different
kinds of constraints are taken into account; (b) MaxEnt with degrees (c) MaxEnt with only
a global constraint on FCN (c) MaxEnt with a combined constraint on both the degrees and
FCN, demonstrating that combining local and global information results in a superior model.
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5.2.2 Generalizing to arbitrary features
Building on the previous example, we can view (5.2) as a model that takes into
account observed features fij , didj . Instead of taking the product of two node
degrees, we can simply extend this to arbitrary observed features.2 Denote F =
[fij ] ∈ Rn×n as an induced pairwise feature matrix. For example, the degree
matrix of a node i is a matrix with ones on the i-th row and zeros elsewhere. The
common neighbor matrix (triangle counting) is given by FCN , Aˆ2 = [|N (i) ∩
N (j)|]. Counts of different types of graphlets besides triangles can be incorporated
as well, e.g., by using so-called ‘weighted motif graphs’ [Ahmed et al., 2016, Rossi
et al., 2018] as feature matrices.
Given M of these feature matrices Fl , [f lij ] with l = 1, . . . ,M , we aim to
solve
arg max
P (A)
−EP [logP (A)], (5.3)
s.t. EP [
∑
i,j f
l
ijAij ] = cl ∀l = 1, . . . ,M.
Where cl =
∑
i,j f
l
ijAˆij =
∑
(i,j)∈E f
l
ij are the observed statistics. Solutions to
the class of models defined by (5.3) have the convenient property that the partition
function (the normalizing constant) factorizes as a product over all possible edges.
As such (5.3) is again a dyadic independence model, with a Bernoulli success
probability for a node pair (i, j):
P (Aij = 1) =
exp(
∑M
l=1 f
l
ijλl)
1 + exp(
∑M
l=1 f
l
ijλl)
,
where λl denotes the Lagrange multiplier associated with the l-th constraint in
(5.3). These are found by unconstrained minimization of the convex Lagrange
dual function:
L(λ1, . . . , λM ) =
∑
i,j log(1 + exp(
∑M
l=1 f
l
ijλl))−
∑M
l=1 clλl. (5.4)
The partial derivatives ∀l = 1, . . . ,M are computed as
∂L
∂λl
=
∑
i,j f
l
ij ·
exp
(∑M
l=1 f
l
ijλl
)
1 + exp
(∑M
l=1 f
l
ijλl
) − cl.
Instead of counting exact specifications in the original ERG, the models (5.3)
can be seen as applying a ‘linear mask’ in order to approximately count the specifi-
cations. In fact, they are often identical to expressions found by pseudo likelihood
2Such a generalization is often less well-founded than the case of degree assortativity (where we
replaced a sum of random variables with the sum of their expectations), but these models still turn out
to be useful.
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estimation [Strauss & Ikeda, 1990, Duijn et al., 2009]. Pseudo likelihood is mainly
used for estimation of the original ERG parameters [He & Zheng, 2015], but we
argue that dyadic independence models can be valuable by themselves. For the
exact derivations and a discussion regarding the pseudo likelihood, we refer to
Appendix A.
In this chapter, we focus on combining individual local constraints (degrees)
with a limited number of global structural constraints. Figure 5.2 shows an exam-
ple of the predictive power of combining constraints on degrees with a global struc-
tural constraint FCN on the Dolphins dataset [Lusseau et al., 2003]. Figure 5.2a
shows the connectivity of the dataset. Figure 5.2b shows the edge probabilities
according to a MaxEnt model with just degree constraints. It assigns higher prob-
ability to edges between two high degree nodes, but it fails to capture any form
of local community structure. Figure 5.2c is a MaxEnt model fitted with just the
structural constraint FCN. Although it captures community structure, it fails to
make good predictions about the actual edges in the network. Indeed, most ob-
served edges have a low probability of being present, and all node pairs with zero
common neighbors are assigned a probability of 1/2 of being connected. Fig-
ure 5.2d shows the model when combining degree constraints and the structural
constraint FCN. It leads to a remarkably good fit of the original network, while
still leaving room for prediction and inference.
5.2.3 Scalability issues
Inference on large graphs is typically not possible when we have M = O(n) con-
straints, as is the case when combining degree constraints with a limited number of
global constraints. Minimizing (5.4) can be viewed as a classical learning setting
with n2 training examples and O(n) weights. Standard gradient methods need
Ω(n2) computations per iteration and F needs to be stored in memory. To resolve
both issues, in Section 5.3 we propose to block-approximate the feature matrices.
In particular, Theorem 6 shows that the number of variables to be optimized over
roughly reduces from O(n) to O(
√
n). At the same time, block-approximated
matrices are easily maintained in memory.
5.2.4 Label leakage & degeneracy
To avoid overfitting, it is crucial to avoid ‘label leakage’. More concretely, when
predicting whether or not an edge exists, one should avoid making direct use of
the actual existence of that edge while fitting the model. Indeed, if one selects
F = Aˆ, the only solution to (5.3) is exactly P (Aˆ) = 1. In other words, the model
of the network is the network itself, rendering it completely useless for tasks like
link prediction. In contrast, FCN is an excellent candidate for a link prediction
feature matrix, since the number of common neighbors between two nodes is not
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directly related to the existence of that edge, and if it is the case, the model will ac-
tually learn the relation. Remarkably, other methods often overlook this fact. For
example, the method by Zhang et al. [2018] considers embeddings defined by a
truncated singular value decomposition of the adjacency matrix Aˆ. The Katz cen-
trality measure [Katz, 1953] is another such example. Nevertheless, for other tasks
that require a closer fit to the observed network (e.g., network reconstruction), it
might be useful to include adjacency information, since it allows to become arbi-
trarily close to the observed network. For example, F = Aˆ + βAˆ2 with small
β > 0 will be used in Section 5.4.2 to obtain a close fit to the Facebook network.
The other side of degeneracy, i.e. assigning most probability mass to near-
empty graphs, is seemingly avoided by incorporating degree constraints into the
model. For example, compare Figure 5.2c with Figure 5.2d.
5.3 Block-approximating feature matrices
5.3.1 Motivation
Prior work on improving the scalability of fitting a general MaxEnt model (5.3)
looks for permutations of (λ1, . . . , λM ) that leave the Lagrange dual function L
(5.4) invariant. The convexity of L then implies that if there is a permutation that
maps λi to λj , then there necessarily exists an optimum of (5.4) where λi = λj
(See Lemma 1, Chapter 3). As in Chapter 3, we will look for equivalences be-
tween Lagrange multipliers associated with degree constraints. Equivalent La-
grange multipliers are then equated and the reduced model is solved by standard
convex optimization methods.
However, for general feature matrices equivalences are rare. Thus, we pro-
pose to block-approximate the feature matrices. Let F ∈ Rn×n be a block-
approximation of F, represented by a structure with k× k blocks, with each block
being a submatrix with constant values. Theorem 6 below shows that for sparse
graphs, the number of free variables in the reduced model of (5.4) has O(
√
kn)
variables instead of the original O(n) variables. It exploits the limited number of
unique degrees in sparse graphs, as given by Lemma 9. Proofs can be found in
Appendix A.
Lemma 9. If Aˆ is sparse, symmetric and the nodes are partioned into k disjoint
groups, then the sum over all groups of the number of unique degrees inside each
group is O(
√
kn).
Theorem 6. If Aˆ is sparse, symmetric and F can be represented by a k × k
blockmatrix, with constant values in each block, then (5.3), with constraints on
each individual degree and a constraint as given by F, can be solved by optimizing
an unconstrained convex problem with O(
√
kn) variables.
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5.3.2 Methods
5.3.2.1 Spectral clustering adjacency polynomials
A principled way of block-approximating a feature matrix F is to first spectral
cluster F and then replacing rows with centroids. Assuming F is real and symmet-
ric, spectral clustering first calculates a truncated eigenvalue decomposition to get
an optimal low-rank approximation of F, after which k-means is used to cluster
the nodes in the low dimensional space [Luxburg, 2004]. A block-approximation
of F is then found by
F ≈ USUT ≈ UcSUTc , (5.5)
with U,Uc ∈ Rn×d and S ∈ Rd×d a diagonal matrix containing the signs of the d
largest (in absolute value) eigenvalues of F. The matrix U = V
√
Σ consists of the
rescaled eigenvectors V corresponding to the top d eigenvalues, where Σ denotes
a diagonal matrix with the absolute values of these eigenvalues. The matrix Uc
is defined by replacing each row of U by its respective cluster centroid. Notice
that symmetry of F is maintained by both of the approximations in (5.5). Now let
F , UcSUTc . The following proposition gives a bound on the expected distance
between F and F (the proof can be found in Appendix A).
Proposition 2. Let |λ1| ≥ |λ2| ≥ . . . ≥ |λd| be the d largest eigenvalues of F.
Let φOPT,k denote the optimal clustering objective value with k clusters. Using
kmeans++ as a (randomized) clustering algorithm, the expected errorE
[∥∥F−F∥∥]
is at most
2
√∑d
i=1 |λi| ·O(log(k)) · φOPT,k
additively larger than any optimal rank d approximation of F.
The bound from Proposition 2 gives insight in how the dimension d and num-
ber of bins k affect the block-approximation (5.5). Increasing k will benefit the
approximation since F becomes closer to the optimal rank d approximation. How-
ever, for fixed k, increasing d does not always benefit the block-approximation.
Indeed, as the clustering approximation gets worse with increasing dimension d
[Arthur & Vassilvitskii, 2006], the effect on the overall block-approximation could
potentially be detrimental, which is confirmed in practice. As a practical guide-
line, we advise to keep d small, and selecting a high k while maintaining tractable
computational complexity (Section 5.3.3).
Since F is often dense, directly calculating F and performing a top d eigende-
composition is not scalable both memory and timewise. Instead, for higher-order
proximity matrices, i.e. matrices that are expressed as polynomials of Aˆ with pos-
itive coefficients, one can directly use a (fast) eigendecomposition of Aˆ (which is
typically sparse) to get the top d eigendecomposition [Higham & Tisseur, 2003,
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Zhang et al., 2018]. Indeed, if F is of the form
FP , poly(Aˆ) = q1Aˆ + . . .+ qnAˆn qi ≥ 0,
then it’s trivial to see that if α is an eigenvalue with eigenvector xα of Aˆ then
poly(α) will be an eigenvalue of FP with the same eigenvector xα. Hence eigen-
values are rescaled, and eigenvectors are preserved. The only difficulty is that this
rescaling does not preserve the ordering. More precisely, the top d eigenvalues
of FP are in general not equal to the rescaled top d eigenvalues of Aˆ. To get the
top d eigenvalues of FP one needs to calculate l ≥ d eigenvalues of Aˆ, where l
denotes the index of the d-th positive eigenvalue of Aˆ, when sorted according to
absolute value. This is true since qi ≥ 0 guarantees that the ordering is preserved
only for the positive eigenvalues of Aˆ. In practice l is often not significantly larger
than d. For example, for sufficiently large Erdos-Renyi graphs l ≈ 2d due to the
semicircle law [Erdos et al., 2013].
5.3.2.2 Resource Allocation Index (RAI) and Adamic-Adar (AA)
One is not limited to polynomials of Aˆ for scalable block-approximation. For
other practical feature matrices F, we can still utilize an eigendecomposition of
Aˆ to get a fast block-approximation of F. One such matrix often used in the
complex networks community is the so-called Resource Allocation Index (RAI)
[Zhou et al., 2009]. The RAI defines a similarity score r between two nodes u and
v as ruv =
∑
k∈N (u)∩N (v) 1/dk. The induced matrix FRAI , [ruv] can be written
in terms of the adjacency matrix Aˆ:
FRAI = AˆD
−1Aˆ, (5.6)
where D is a diagonal matrix containing the degree of each node. Assume Aˆ is
connected, such that dk > 0 and (5.6) is well-defined. Given a top d eigendecom-
position of Aˆ ≈ VΛVT , with orthonormal columns of V ∈ Rn×d, one obtains a
rank d approximation of FRAI as follows:
FRAI ≈ V(ΛVTD−1VΛ)VT
= V˜V˜T ,
where V˜ , V(ΛVTD−1VΛ)1/2 ∈ Rn×d. These expressions are well-defined,
since the positive definiteness of VTD−1V ∈ Rd×d implies positive definiteness
of ΛVTD−1VΛ ∈ Rd×d, hence the principal root exists and is unique. To obtain
a block-approximation FRAI, simply cluster the rows of V˜ into bins and replace
the rows by centroids.
The Adamic-Adar Index (AA) [Adamic & Adar, 2003] can be block-approxi-
mated in a very similar fashion. It is defined similarly as (5.6), by substituting dk
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by log(dk). Nodes with dk = 1 lead to an ill-defined D−1 matrix, but since they
never occur as a common neighbor of two other nodes, these nodes are omitted in
the calculations.
5.3.2.3 Preferential Attachment (PA)
The preferential attachment feature matrix [Grover & Leskovec, 2016a, Parisi
et al., 2018] is defined as FPA , [|N (i)| · |N (j)|], i.e., the matrix induced by the
product of the degrees. By definition FPA is already rank one; it is the outer product
of a vector of degrees with itself. For reasons discussed in the proof of Theorem 6,
the natural way to block-approximate (in this case, exactly) FPA = FPA is by
considering the unique degrees in the network.
5.3.2.4 Cross/Skeleton decompositions
Alternatively, general methods from the vast literature on scalable low-rank ap-
proximations [Goreinov et al., 1997, Achlioptas & Mcsherry, 2007, Markovsky,
2012, Kumar & Schneider, 2017, Indyk et al., 2019] can be utilized. The most
scalable methods (Cross/Skeleton decompositions) essentially sample rows and
columns to obtain a low-rank decomposition. We did not utilize these methods.
Instead, we restricted ourselves to the feature matrices defined above, for which
a fast top d eigendecomposition of Aˆ was sufficient to obtain qualitative block-
approximations.
5.3.3 Overall running time
Computing the top l eigendecomposition of Aˆ is efficient for sparse symmetric
matrices using iterative methods [Lehoucq & Sorensen, 1996, Stewart, 2001], scal-
ing linearly with n for a fixed number of iterations. Moreover, this is only com-
puted once. Running the kmeans++ algorithm for t iterations has time complexity
O(tnkd) [Arthur & Vassilvitskii, 2007]. There are known instances [Arthur &
Vassilvitskii, 2006] for which t = 2Θ(
√
n) until convergence, but the O(log(k))
approximation ratio in expectation is valid even after the initialization of the clus-
tering (t = 1). Hence, overall running time is linear in n for fixed t, k and d.
Optimizing the reduced Lagrange dual function. Theorem 6 shows that the fi-
nal computational step is to solve an unconstrained convex optimization problem
with O(
√
kn) variables. The computational complexity for computing the gradi-
ent as well as the Hessian is O(kn). Space complexity for storing the gradient
is O(
√
kn) and O(kn) for the Hessian, which roughly (for small k) equals the
space complexity of storing the graph in sparse representation. In Appendix C we
compare three different optimization strategies, and conclude that L-BFGS [Liu
& Nocedal, 1989] is particularly well-suited for this objective function. This has
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Dataset Category |V | |E|
StudentDB Goethals et al. [2010] Relational 395 3, 423
Facebook Leskovec & Krevl [2015] Social 4, 039 88, 234
PPI Breitkreutz et al. [2007] Biological 3, 852 37, 841
Wikipedia Mahoney [2011] Language 4, 777 92, 295
GR-QC Leskovec & Krevl [2015] Collaboration 4, 158 26, 844
BlogCatalog Zafarani & Liu [2009] Social 10, 312 333, 983
YouTube Mislove et al. [2007] Social 1, 138, 499 2, 990, 443
Flickr Leskovec & Krevl [2015] Social 80, 513 11, 799, 764
DBLP Leskovec & Krevl [2015] Collaboration 317, 080 1, 049, 866
Table 5.1: Summary of the datasets.
been observed before, as L-BFGS has been described as the ‘algorithm of choice’
for fitting log-linear (i.e., maximum entropy) models [Malouf, 2002, Andrew &
Gao, 2007]
5.3.4 Combining multiple feature matrices
Theorem 6 is formulated for the case of only one block-approximation matrix F.
Combining multiple block-approximations F1, . . . ,Fγ can be done by considering
the greatest lower bound of the node binning. Each Fi defines a partition Bi on
the set of nodes. A partition Bi is a refinement of a partition Bj if each element
of Bi is a subset of some element in Bj . This relation Bi ≤ Bj defines a partial
order [Birkhoff, 1967] and the set of all partitions form a lattice. A given set of
partitions {B1, . . . , Bγ} thus has a greatest lower bound b ≤ Bi. Theorem 6 still
holds for multiple Fi matrices, if ones replaces k with |b|. Assuming an equal
number of bins k for each Fi, worst-case this amounts to a lower bound with
|b| = min{kγ , n} bins. However, for a limited number of global constraints γ and
small k, we already obtain qualitative and scalable results in practice (Section 5.4).
5.4 Evaluation
Performance is tested on two important applications: link prediction (Section 5.4.1)
and network reconstruction (Appendix B). To ensure reproducibility, we utilize
the EvalNE library [Mara et al., 2019]. Model implementations, as well as cus-
tomized configuration files describing the experiments, are publicly available.3
Section 5.4.2 evaluates our proposed models on a social network using a goodness-
of-fit approach. Detailed runtime experiments and optimization strategies are dis-
cussed in Appendix C. Datasets are listed in Table 5.1. Experiments were con-
ducted on a Linux server with two Intel Xeon Gold processors and 256GB of
RAM.
3www.dropbox.com/sh/ok9xn98xjgs2jnv/AADJnax6r5pMedOk3b4zzcYZa?dl=0
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StudentDB Facebook PPI Wiki GR-QC BlogCatalog Flickr YouTube DBLP
CN 0.4101 0.9792 0.7737 0.8427 0.8602 0.9343 0.9379 0.5831 0.8127
JC 0.4101 0.9754 0.7613 0.4954 0.8598 0.8045 0.9316 0.5831 0.8127
AA 0.4101 0.9807 0.7764 0.8681 0.8604 0.9396 0.9383 0.5831 0.8127
PA 0.9202 0.8392 0.9022 0.9175 0.8311 0.9638 0.9676 0.9913 0.8866
RAI 0.4101 0.9813 0.776 0.8753 0.8603 0.9399 0.9376 0.5831 0.8127
DeepWalk 0.8865 0.9878 0.8867 0.8903 0.9627 0.9393 0.9772 × ×
Node2vec 0.9144 0.993 0.8552 0.8923 0.9593 0.922 × × ×
Struc2vec 0.92 0.8309 0.9006 0.9167 0.8215 0.96 × × ×
Role2vec 0.8653 0.9753 0.7979 0.7398 0.9386 0.8066 × × ×
LINE 0.9259 0.9875 0.8826 0.8628 0.9448 0.947 × × 0.9026
SDNE 0.9695 0.9647 0.8885 0.9147 0.9066 0.9382 × × ×
CNE 0.8227 0.9082 0.8485 0.8611 0.8216 0.9193 × × ×
AROPE 0.9774 0.9863 0.899 0.9112 0.9191 0.9617 0.9825 0.9103 0.8757
MaxEnt (k = 5) 0.9542 0.8853 0.9018 0.9179 0.8365 0.9644 0.9699 0.9919 0.8863
MaxEnt (k = 100) 0.9626 0.9406 0.9026 0.9178 0.8752 0.9638 0.9699 0.9669 0.8857
MaxEnt (full) 0.9604 0.9694 0.9097 0.9182 0.9342 × × × ×
Table 5.2: Average AUC for link prediction over three experiment repeats with different
train/test splits for all methods. We use × to indicate that a method did not finish within a
pre-set time of 4 hours. Best results for each dataset are highlighted in bold.
5.4.1 Link Prediction
In link prediction the aim is to identify missing links from a given network. In
this task, we randomly remove 50% of the edges such that the remaining network
is still connected. The reduced network is used for training, the removed edges
are used for testing. We compare with eight state-of-the-art network embedding
methods and five common heuristics. Method descriptions, parameter tuning and
further details on the experimental setup are discussed in Appendix B.
MaxEnt (full). First, we evaluate an exact model according to (5.3) with con-
straints on node degrees, and global constraints on FCN, FRAI and FPA. This model
is denoted as MaxEnt (full) in Table 5.2.
MaxEnt (blocked). Secondly, two block-approximated models where both FCN
(Section 5.3.2.1) and FRAI (Section 5.3.2.2) are binned into k ∈ {5, 100} bins
and with d = 128. The matrix FPA is naturally binned by the unique degrees
(Section 5.3.2.3). These models are denoted as MaxEnt (k = 5) and MaxEnt
(k = 100) in Table 5.2.
In Table 5.2 we present the average Area Under the ROC Curve (AUC) over
three experiment repeats with different train/test splits for all methods. MaxEnt
(full) performs well on all datasets and is never far from the optimal value achieved
across all methods. As expected, the method does not scale to large networks. The
block-approximated models ran on all networks and display competitive results.
Figure 5.6 shows total execution times on the datasets where all methods succes-
fully terminated within time.
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Figure 5.3: Total execution times for the link prediction task on the StudentDB, Facebook,
PPI, Wikipedia and GR-QC datasets.
5.4.2 Goodness-of-fit on a social network
A standard visual approach for ERG model evaluation is to plot goodness-of-fits
[Goodreau, 2007, Hunter et al., 2008]. The idea is to compare a set of higher-
order network statistics, preferably statistics that are not directly modeled, with a
range of the same statistics obtained by simulating random graphs from the model.
We test on the Facebook dataset, and use three statistics that have been previously
proposed to evaluate social network models [Hunter et al., 2008]: i) Minimum
geodesic distance; the shortest path distances distribution between all pairs of
nodes in the network. Unreachable node pairs get assigned the value ‘Inf’. ii)
Triad census; the distribution of the number of edges between a set of three nodes.
iii) Edgewise shared partners; let CNi denote the number of edges in the network
that have exactly 0 ≤ i ≤ n − 2 common neighbors. This defines a distribution
CN0/m,CN1/m, . . . ,CNn−2/m.
We fit an approximative MaxEnt model, with constraints on node degrees,
block-approximated FPA (unique degrees) and FRAI (d = 20, k = 100). Secondly,
we fit an exact MaxEnt model with degree constraints and a polynomial constraint
F = Aˆ + βAˆ2, with β = 0.025. We compare with two other independent edge
models. The Chung-Lu model (CL) [Chung & Lu, 2002] assigns a probability of
didj/
∑
k dk to each possible node pair (i, j), where the probabilities are clipped
to one if didj >
∑
k dk. Additionally, we compare with a degree-only model [Park
& E. J. Newman, 2005, Parisi et al., 2018], also known as the ML estimation of the
β-model [Chatterjee et al., 2011, Wahlstrom et al., 2017]. Both the CL model and
the degree-only model have degree distributions that are excellent fits of the actual
degree distribution. However, they fail to capture any form of community struc-
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Figure 5.4: Goodness of fit plots on the Facebook dataset for three statistics. The thick
black lines are empirical distributions. The red lines are measurements from 50 randomly
generated networks, according to four different independent edge models: (a) Chung-Lu (b)
degree-only model (c) MaxEnt with degrees and FPA and FRAI (block-approximated with
d = 20 and k = 100) d) MaxEnt with degrees, and a constraint on F = Aˆ + βAˆ2, with
β = 0.025. Thin dotted red lines indicate 90% confidence intervals.
5-16
DYADIC INDEPENDENCE MODELS
WITH LOCAL AND GLOBAL CONSTRAINTS
ture which the dataset most surely has. The dataset is essentially a combination of
social circles (communities), combined with individual ego-networks.
Figure 5.4 shows the goodness-of-fit plots. Both MaxEnt models with global
constraints capture the triad census and edgewise shared partners distributions
quite well. The geodesic distances are less well captured by the block-approximated
MaxEnt model. The block-approximated model captures the community structure,
but it still assigns a decent amount of probability mass to inter-community edges,
reducing distances between nodes in different communities. As expected, the ex-
act model fitted with the polymomial constraint is a very close fit to the original
network (Section 5.2.4).
5.5 Related Work & Discussion
Although ERGs have a long history [Frank & Strauss, 1986, Newman, 2003] and
have been succesfully used as network models [Goodreau, 2007, Hunter et al.,
2008, Koskinen et al., 2010], they usually suffer from limited scalability and de-
generacy [Handcock, 2003]. A theoretical explanation for degeneracy is given by
Chatterjee & Diaconis [2013] for dense graphs. Snijders et al. [2006] propose a
set of ERG specifications less prone to degeneracy than Markov graphs. Karwa
et al. [2016] try to resolve degeneracy by limiting the support of an ERG. Re-
cently, Byshkin et al. [2018] proposed slightly more scalable parameter estimates
by exploiting properties of Markov chains at equilibrium, allowing for inference
on a network with 105 nodes. We circumvent both shortcomings by approximating
independence models by using block-approximated feature matrices, allowing for
qualitative inference on sparse graphs with millions of nodes. With sensible feature
selection, degeneracy can be avoided (Section 5.2.4), and block-approximating
typically results in additional probability smoothing.
Duijn et al. [2009] argued that the properties of the pseudo likelihood for
analyzing social networks are poorly understood. A possible explanation of the
strength of the proposed models is the combination of both local role-based sim-
ilarities (degrees) [Rossi et al., 2019], with community information. Leveraging
other graphlets counts, e.g., by considering weighted common graphlet counts as
features, is a promising avenue for further work. Recent methods [Rossi et al.,
2018, Rossi et al., 2019] have been proposed to obtain approximative low-rank
decompositions of such matrices. Another indication is the recent success of
graphons [Choi & Wolfe, 2012, Borgs et al., 2014], which are essentially dyadic
independence models for dense graphs. A further investigation of the relationship
with graphons is a second interesting avenue for further work.
In relationship to the previous chapters, these MaxEnt models can also be used
to model prior knowledge of a user. For example, if the graph allows it, a user could
query the degrees from each node, as well as calculate some global properties such
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as the count of all triangles.
Appendix
A. Model derivation & proofs.
Partition function & pseudo likelihood. When considering the Lagrangian L
of the entropy optimization problem defined by (3), and setting derivatives with
respect to P (A) equal to zero, one obtains the following form for P (A)
P (A) =
exp(
∑
l λl
∑
i,j f
l
ijAij)
Z
=
∏
i,j exp(
∑
l λlf
l
ijAij)
Z
, (5.7)
where Z = Z(λ1, . . . , λM ) is the partition function (i.e., the normalizing con-
stant). Evaluating Z yields
Z =
∑
A∈{0,1}n×n
∏
i,j exp(
∑
l λlf
l
ijAij)
=
∏
i,j
∑
Aij∈{0,1} exp(
∑
l λlf
l
ijAij)
=
∏
i,j
(
1 + exp(
∑
l λlf
l
ij)
)
.
Hence P (A) factorizes as a product of independent Bernoulli distributions. The
pseudolikelihood of an ERG with parameters θl and related statistics sl is equal to
Duijn et al. [2009], He & Zheng [2015]
Ppseudo(A) =
∏
i,j
exp(
∑
l θl∆s
l
ijAij)
1 + exp(
∑
l θl∆s
l
ij)
,
where ∆slij denotes the change in the statistic s
l when going from a realization of
A without the edge (i, j) to a realization of A that includes the edge (i, j). Hence
Ppseudo is identical to (1), when the f lij features are chosen to be equal to ∆s
l
ij ,
as will be the case for statistics that are counts of certain graph related properties
(degrees, triangles, etc.). For example, consider the out-degree of node i as a
statistic. Then ∆slkj = 1 when k = i and j 6= i, and ∆slkj = 0 elsewhere. This is
exactly equal to the f lij degree-features defined in Section 2.2.
Lemma 9. Let nnz(Aˆ) be the number of ones in Aˆ. The nodes are partitioned into
k disjoint groups. Denote nnz(i) as the number of ones in the rows of Aˆ, when
restricted to the nodes in group 1 ≤ i ≤ k. Let ui denote the number of unique
degrees in group i. Then it holds that [De Bie, 2011]:
ui ≤
√
2 · nnz(i)
Summating over the k groups:
k∑
i=1
ui ≤
√
2 · (
√
nnz(1) + . . .+
√
nnz(k)).
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Utilizing nnz(1) + . . . + nnz(k) = nnz(Aˆ), the concavity of
√
x and Jensen’s
inequality:
√
nnz(1) + . . .+
√
nnz(k) ≤ k ·
√
nnz(Aˆ)
k
.
Hence
∑k
i=1 ui = O(
√
kn) for sparse matrices.
Theorem 6. When F is represented by a blockmatrix, observe that the convex
Lagrange dual function (4) is invariant if one swaps two degree Lagrange multipli-
ers λi and λj , when i and j are part of the same block and have the same degree
di = dj . This implies there exists an optimum where λi = λj (Lemma 1, Chapter
3). As such, the number of free variables is determined by the number of unique
degrees in each block. By Lemma 1, the total number of unique degrees summated
over k blocks is O(
√
kn).
Proposition 2. Invoking the triangle inequality, and since USUT is the optimal
rank d approximation of F, we can write∥∥F−USUT∥∥ ≤ ∥∥F−UcSUTc ∥∥
≤ ∥∥F−USUT∥∥+ ∥∥USUT −UcSUTc ∥∥.
The latter term can again be bounded with the triangle inequality∥∥USUT −UcSUTc ∥∥
≤ ∥∥USUT −UcSUT∥∥+ ∥∥UcSUT −UcSUcT∥∥
=
∥∥(U−Uc)SUT∥∥+ ∥∥UcS(UT −UTc )∥∥. (5.8)
Observe that we can write Uc = CU, where C ∈ Rn×n denotes a matrix with
in each row entries equal to 1/ni for nodes that are in the same bin, and zero
otherwise. Here, ni denotes the size of a cluster i, i.e. C is a matrix that replaces
each row in U by its cluster centroid. It’s easy to see that C is an orthogonal
projection matrix, in the sense that C2 = C and C = CT . As such, for any matrix
B it holds that
∥∥CB∥∥ ≤ ∥∥B∥∥. Applying to the second term in (5.8) yields∥∥(U−Uc)SUT∥∥+ ∥∥UcS(UT −UTc )∥∥
≤ ∥∥(U−Uc)SUT∥∥+ ∥∥US(UT −UTc )∥∥
≤ 2
√∑d
i=1 |λi| ·
∥∥U−Uc∥∥.
The result follows by noting that
∥∥U−Uc∥∥ is the k-means objective function and
applying the bound in expectation for the kmeans++ algorithm [Arthur & Vassil-
vitskii, 2007].
B. Experimental setup LP & Network reconstruction.
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The sets of train and test edges are topped with equal amounts of non-edges
drawn uniformly at random from the original graph. The train set is further di-
vided in 90% train and 10% validation for hyper-parameter tunning. The link
prediction heuristics and embedding methods AROPE, CNE and MaxEnt pro-
vide node similarities which can be directly interpreted as probabilities of link-
ing nodes. For the remaining methods we apply Logistic Regression with 5-
fold cross validation on the edge embeddings to obtain link predictions. We set
d = 128 for all methods. The following method parameters were tuned using grid
search: for DeepWalk and Struc2vec window sizes {5, 10, 20}, for Node2vec and
Role2vec p = q ∈ {0.5, 1, 2} and window sizes {5, 10, 20}, for LINE learning
rate ρ ∈ {0.01, 0.025} and number of negative samples {5M, 10M}, for SDNE
β ∈ {2, 5, 10}, for AROPE higher-order proximities of orders 1 up to 4 and for
CNE the learning rate α ∈ {0.01, 0.05}. Most methods require a binary oper-
ator that transforms node embeddings into edge embeddings. We use the same
operators proposed in [Grover & Leskovec, 2016b], and tuned them as additional
method hyper-parameters.
Deepwalk [Perozzi et al., 2014] computes node embeddings using truncated
random walks and the Skipgram model approximated by hierarchical softmax.
Node2vec [Grover & Leskovec, 2016b] is a generalization of DeepWalk which
approximates the Skipgram model by means of negative sampling. The model
uses two parameters p and q that interpolate between the importance of BFS/DFS
random walk strategies.
Struc2vec [Ribeiro et al., 2017] extracts structural information from the graph
through node pair similarities for a range of neighbourhood sizes. This information
is then summarized as a multi-layer weighted graph. A random walk on this graph
is used to generate the embeddings.
Role2vec [Ahmed et al., 2018] is a space-efficient random walk based approach
which learns embeddings for different types of nodes.
LINE [Tang et al., 2015] is a probabilistic approach which computes node em-
beddings based on first and second order similarities between network nodes.
SDNE [Wang et al., 2016] uses a deep auto-encoder to generate embeddings
which capture first and second order proximities.
CNE [Kang et al., 2019] uses a Bayesian approach to generate embeddings
using structural graph properties as priors.
AROPE [Zhang et al., 2018] proposes embeddings as found by the truncated
singular value decompositions of higher order proximities.
In addition to the embedding methods, we consider the following well-known
heuristics: Common Neighbours (CN), Adamic-Adar Index (AA), Jaccard Coef-
ficient (JC), Preferential Attachment (PA) and Resource Allocation Index (RAI).
We refer to [Sarkar et al., 2011] for more details.
Network Reconstruction. The goal is to evaluate how accurately a model cap-
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Figure 5.5: Precision @Np results for network reconstruction on the StudentDB, Facebook
and GR-QC datasets.
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Figure 5.6: Influence of graphsize n and bins k on fitting times (norm gradient < 10−3) of
a MaxEnt model with constraints on degrees and block-approximated F = Aˆ2. In (a) and
(b) we fix k = 100 and let the graphsize vary. In (c) and (d) we fix n = 105 and let the
binsize k vary.
tures the actual link structure of a network. As with LP, we train all embedding
methods and tune their hyper-parameters using grid search. In contrast to LP, how-
ever, method training and parameter tuning are performed on the complete input
graph. We randomly select 10% of all possible node pairs and computing their
similarity. The highest ranked pairs are used to reconstruct the network and re-
sults are evaluated in terms of precision@Np, defined as the number of node pairs
correctly recovered within the first Np pairs with highest similarity. Figure 5.5
presents the precision@Np for a range ofNp values on the StudentDB, Facebook,
and GR-QC datasets. We use the same MaxEnt models as used in the LP experi-
ment. MaxEnt (k = 100) and MaxEnt (full) perform well across all datasets. The
good performance exhibit by AROPE is potentially due to the fact that the adja-
cency matrix Aˆ is used as one of the polynomials in the grid search (see Section 2.4
for a discussion of label leakage).
C. Detailed runtime testing.
First, we generate synthetic Erdos-Renyi graphs of different sizes n ∈ {1, 5,
25, 125, 625} · 103 with edges m ≈ 10n, test the influence of the graphsize n on
scalability, and compare three optimization strategies. We solve a MaxEnt model
with constraints on degrees and a block-approximated F = Aˆ2 (d = 20 and
k = 100). We try three different optimizers using the minFunc optimization pack-
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age [Schmidt, 2005]: i) a full Newton’s method, with analytical Hessian provided.
ii) a diagonal quasi-Newton’s method, with an approximative Hessian consisting of
the diagonal elements of the exact Hessian. iii) L-BFGS, a well-known and pop-
ular quasi-Newton method for parameter estimation in machine learning [Liu &
Nocedal, 1989]. All optimizers use the same Wolfe line-search criteria to ensure
global convergence. Figure 5.6a shows the time needed to reach a norm gradi-
ent tolerance of 10−3, showing the superior performance of L-BFGS. Figure 5.6b
shows the overall time needed to block-approximate F, and then fitting the reduced
model with L-BFGS. K-means++ was repeated 5 times per instance, and each try
was given a 100 iterations. Because of the small number of bins k = 100, and
thus a small number of variables, the overall fitting time is mostly dominated by
the eigendecomposition of Aˆ and the k-means clustering.
Secondly, we generate 10 Erdos-Renyi graphs with graphsize n = 105 and
m ≈ 10n. The number of bins k are varied according to 200 ≤ k ≤ 2000, in
steps of 200. Figure 5.6d shows the average running time needed for L-BFGS to
reach a gradient norm tolerance of 10−3. Figure 5.6c shows the average sum of the
number of unique degrees across all the bins, which is a measure of the number
of variables that need to be optimized over (Section 3.3). Theorem 1 shows that
this number scales asO(
√
kn) and Figure 5.6c indeed provides slight evidence for
this.
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6
Discussion and further challenges
The main task that was addressed in this thesis is how to meaningfully connect
a set of user-provided query nodes in a graph. We investigated the usefulness of
connecting cycles and connecting trees for this task, as they occur naturally as pat-
terns in a number of real-life scenarios. We approached this task –and this is what
differentiates this thesis from prior work– from a subjective interestingness per-
spective. In other words, the interestingess of a pattern depends on the knowledge
the user has on the data. We have provided several algorithms for mining the most
interesting trees and cycles, and discussed what a typical query size looks like.
The straightforward challenges for each chapter are listed at the end of Chapter
3, 4 and 5. For example, the proposed algorithms for solving MSIC[α, β] in
Chapter 4 only apply to directed graphs, since Karp’s Minimimum Mean Cycle
algorithm only works for directed graphs. It not clear at all how to extend Karp’s
algorithm to undirected graphs. The book by Korte & Vygen [2007, Chapter 12,
Problem 10] mentions a different algorithm that runs in O(n3 log(n)) time for
sparse graphs, which seems of limited practical use. Hence, this is an interesting
open question.
Before delving deeper into some of these more detailed scientific challenges,
we first discuss the importance of the broader context of this thesis. It has been
argued by Pei [2019] that “the core value of data science is the connection and
transformation between vertical application challenges and general scientific prin-
ciples and engineering tools”. In other words, the algorithms we design need
to serve a purpose, and should be as accessible as possible to the audience that
could potentially benefit from it. An important part of data science is to transform
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the algorithms into domain-oriented end-to-end tools, that are user-friendly, inter-
pretable and serve a social, commercial or ecological purpose. I believe that this
thesis serves as an initial, preliminary step towards those end-to-end solutions, by
designing algorithms for a number of problems related to graph structured data.
They are currently still far away from being used in end-to-end applications, and
would require a vast amount of software engineering for it to be possible. That be-
ing said, before making any end-to-end tools, the first step should be to assess the
usefulness of these algorithms in fields such as biology, social media, economics
or bioinformatics.
A fundamentally important aspect of the proposed algorithms is that their out-
puts are user-specific, i.e. they aim at taking into account any knowledge the user
already has about the data. The importance of using priors in decision making
was already recognized by Jaynes [1968], stating that “for some of the most im-
portant problems the prior information is the only information available, and so
decisions must be based entirely on it”. In his 1968 seminal paper [Jaynes, 1968],
he argumented against the orthodox school of thought, which mostly rejected the
use of prior probabilities, except in cases where prior information was based on
frequency data. He noted that this puts a severe limitation on the types of priors
that can be modeled, as most priors do not consist of frequency data. Rather than
frequencies, priors should be seen as an abstract summarization of a human’s past
experiences with similar events, or knowledge thereof. Jaynes concluded with ad-
vocating for the use of the MaxEnt principle for estimating initial probabilities,
because, ironically, the principle does this in the most objective and unbiased way
possible.
In this thesis, we mostly resorted to data-dependent priors, since it ensured
model feasibility, and the priors we used were easily computable from the data.
However, we emphasize that data-dependent priors are not required in general, but
one needs to be more careful when using general priors. For example, the priors
might be contradicting each other.
One can argue that the usefulness of the algorithms in Chapter 3 and 4 is
largely, if not entirely, dependent on the classes of prior beliefs we can efficiently
model with a MaxEnt based approach. As such, we will briefly discuss some in-
teresting open questions related to the MaxEnt models from Chapter 5.
• A first theoretical challenge that presents itself is how well a block-approximated
MaxEnt model approximates the original model. For example, consider a
MaxEnt model P with constraints on the degrees and one global constraint
F, as well as an approximated model P¯ where F is replaced by a block-
approximation F. To quantify this, one could aim at finding bounds in the
following form: given a block-approximation error
∥∥F − F∥∥ <  for some
matrix norm and  > 0 (perhaps small), can we conclude that
∥∥P − P¯∥∥ < δ()
for some meaningful δ? This is an interesting question, because in the link
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prediction experiment (Table 4.2, Chapter 5) the original MaxEnt model out-
performs the block-approximated model on all but one dataset, so it makes
sense for P¯ to be as close as possible to P .
• Can we incorporate user-defined variance (or higher-order moments) constraints
in the MaxEnt models? Currently, we are limited to constraints on the expecta-
tion of certain statistics, statistics that are formulated as weighted sums of node
pairs. Incorporating variance constraints willl still result in an ERG model
[Wainwright & Jordan, 2008, Section 3.1]. Indeed, as the variance is just the
expectation of a certain stastic. However, dyadic independencies are typically
lost and it is not clear how to optimize such models in a scalable manner.
• Dyadic independence is clearly not sufficient to model many real-life scena-
rios. Consider the case of mutual exclusiveness between a group of edges
(e.g. if a customer just bought a new house, he will almost surely not buy a
second house in the following weeks). There is no obvious way for dyadic
independence models to incorporate such information. For these scenarios,
methods from the graphical models literature [Wainwright & Jordan, 2008]
(Bayesian networks, Markov random fields, etc.) could provide solutions.
• Can we use MaxEnt principles for scalable graphon estimation? The impor-
tance of estimating graphons is that, given an estimated graphon limit object,
it allows one to sample networks of arbitrary size from the graphon. This is
important for generating similar networks as an observed network, but with
varying size. The methods from Chapter 5 are not able to do this in their cur-
rent formulations. Indeed, the resulting probability distributions are defined on
a fixed support (the set of graphs with the same number of nodes as an observed
network). It is an interesting open question if MaxEnt principles can be used
to (consistently) estimate a graphon in a computationally efficient manner. A
second related question is whether we can directly (without graphon estima-
tion and subsequent sampling) use MaxEnt principles for network modeling
with varying graph size.
We conclude this thesis with two other important challenges related to the
quantification of subjective interestingness of graph patterns. First, it is not yet
verified if the MaxEnt models with global constraints, besides their application
to link prediction, are indeed useful for the discovery of interesting graph patterns
that were discussed in Chapter 3 and 4. Additional experiments will need to verifiy
this.
Secondly, the Description Length (DL) of a pattern measures the effort a user
has to make to understand and assimilate the pattern. In its current form, the DL
is typically based on a coding scheme that is used to present the pattern to the
user. It does not take into account the cognitive limitations of a human (the user).
Perhaps this could be quantified by means of a user study. Although it has been
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argued [Lijffijt et al., 2018] that the DL does not need to be a reflection of reality in
absolute terms, as only the relative ranking is important, we still believe that this
is an important aspect that should not be overlooked.
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