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Introduccio´n
Escribe Terence Tao en la entrada [62] de su popular blog What’s new:
((The)) fundamental notions of calculus, namely differ-
entiation and integration, are often viewed as being
the quintessential concepts in mathematical analysis,
as their standard definitions involve the concept of a
limit. However, it is possible to capture most of the
essence of these notions by purely algebraic means (almost
completely avoiding the use of limits, Riemann sums,
and similar devices), which turns out to be useful when
trying to generalise these concepts to more abstract
situations in which it becomes convenient to permit
the underlying number systems involved to be something
T. Tao
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other than the real or complex numbers, even if this makes many standard analysis
constructions unavailable. For instance, the algebraic notion of a derivation often
serves as a substitute for the analytic notion of a derivative in such cases, by abs-
tracting out the key algebraic properties of differentiation, namely linearity and the
Leibniz rule (also known as the product((rule).))
Efectivamente, en nuestra formacio´n como matema´ticos aprendemos que se puede
definir la derivada en otros ambientes aparte del anal´ıtico. Por ejemplo, definimos
la derivada formal de un polinomio con coeficientes en un cuerpo (en el que puede
no tener sentido el concepto de l´ımite) y esta derivada formal resulta muy u´til
para detectar la existencia de ra´ıces mu´ltiples. En Geometr´ıa Algebraica la derivada
formal proporciona, como en el caso geome´trico-anal´ıtico, el espacio tangente de
una variedad, y el estudio local de la variedad a trave´s del espacio tangente en un
punto es una te´cnica muy usada. Sin embargo, como continu´a Tao en su entrada:
((Abstract algebraic analogues of integration are less well known, but can still be
developed.)) Aunque la integral formal de un polinomio pudiera tener sentido (la
caracter´ıstica del cuerpo base plantea problemas), no se estudia en la carrera ningu´n
uso o interpretacio´n comparable al de la derivada.
En esa entrada del blog se discute una propiedad algebraica de la integral, en
la que quiza´ no se hace tanto e´nfasis, pero que permite generalizarla a un contexto
algebraico y que resulta ser muy u´til. Se trata de la invarianza bajo traslaciones. Si
consideramos una funcio´n integrable f : R→ R, la integral representa el a´rea de la
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funcio´n y ese a´rea no var´ıa si desplazamos la funcio´n hacia la izquierda o la derecha
en el eje abcisas. Matema´ticamente,
∫
R
f(x)dx =
∫
R
f(x+r)dx, ∀r ∈ R.
En este trabajo damos una introduccio´n a la nocio´n y el uso de la integral en
uno de estos contextos algebraicos: la Teor´ıa de A´lgebras de Hopf. En el primer
cap´ıtulo explicamos co´mo surge esta nocio´n de integral mediante la abstraccio´n de
la propiedad anterior en la integral de Haar sobre grupos localmente compactos.
La estructura de grupo es la adecuada para hablar de ((traslaciones)) y los grupos
localmente compactos proporcionan el ambiente ma´s general en el que existe una
integral invariante. En el segundo cap´ıtulo introducimos la estructura de a´lgebra
de Hopf y justificamos la importancia de la integral presentando varios resultados
fundamentales que dependen de ella. Son los siguientes:
(1) La Fo´rmula de Radford, que relaciona la cuarta potencia de la ant´ıpoda con los
elementos modulares que provienen de las integrales. De esta fo´rmula se deriva
una propiedad estructural importante en un a´lgebra de Hopf de dimensio´n
finita: su ant´ıpoda tiene orden finito para la composicio´n.
(2) El Teorema de Maschke generalizado, que caracteriza la (co)semisimplicidad
de un a´lgebra de Hopf a trave´s de que la integral no se anule en el elemento
unidad.
(3) Toda a´lgebra de Hopf de dimensio´n finita es un a´lgebra de Frobenius con forma
bilineal definida mediante la integral. Esto incluye a las a´lgebras de Hopf en
una clase distinguida de a´lgebras.
(4) Varias caracterizaciones de la existencia de integral. En te´rminos homolo´gicos:
la existencia de un como´dulo proyectivo no nulo, de suficientes proyectivos o
de cubiertas proyectivas. Y en te´rminos de finitud: la filtracio´n corradical es
finita, cada como´dulo no nulo tiene un cociente no nulo de dimensio´n finita o
cada como´dulo de dimensio´n finita tiene una envolvente inyectiva de dimensio´n
finita.
Finalmente, en el tercer cap´ıtulo construimos una nueva familia de ejemplos de a´lge-
bras de Hopf con integral a partir de unos ejemplos construidos por Andruskiewitsch,
Cuadra y Etingof.
Estos ser´ıan, de manera resumida, los objetivos de este trabajo. A continuacio´n
describimos ma´s detalladamente las ideas y el contenido del mismo.
En el primer cap´ıtulo explicamos co´mo aparece, en el ambiente de los grupos
topolo´gicos, la estructura de a´lgebra de Hopf cuando se consideran un tipo especial
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de funciones sobre ellos: las funciones representativas. Muchas identidades conocidas
en Matema´ticas, como la identidad binomial, las trigonome´tricas para la suma de
a´ngulos, exp(a + b) = exp(a) exp(b) o´ log(ab) = log(a) + log(b), expresan que las
funciones consideradas son representativas. En Ejemplos 1.6.3 se pueden ver varios
otros, entre los que se encuentran los polinomios de Hermite, Bernoulli y Euler.
Cuando el grupo es localmente compacto, posee una integral de Haar y la pro-
piedad de invarianza bajo traslaciones, aplicada a una funcio´n representativa, se
traduce en una condicio´n expresable en te´rminos de la estructura de a´lgebra de
Hopf. As´ı se llega a la nocio´n de integral en este contexto. Muchos de los resultados
sobre la integral de Haar tienen ana´logos para la integral en a´lgebras de Hopf. En
este cap´ıtulo presentamos dos resultados importantes que ilustran muy bien el para-
lelismo: el Teorema de Existencia y Unicidad de la Integral de Haar y la construccio´n
de la funcio´n modular.
Sea G un grupo topolo´gico (Hausdorff) localmente compacto. Consideremos el
espacio C(G) de funciones continuas de G en R y, dentro de e´l, el subespacio Cc(G) de
funciones con soporte compacto. Dada ϕ ∈ Cc(G) y x ∈ G la traslacio´n x ·ϕ de ϕ por
x a izquierda esta´ definida como (x ·ϕ)(y) = ϕ(yx) para todo y ∈ G. Una aplicacio´n
lineal λ : Cc(G) → R es una integral de Haar a izquierda sobre G si es no nula, no
negativa e invariante a izquierda. Esto u´ltimo significa que λ(x ·ϕ) = λ(ϕ) para todo
x ∈ G y ϕ ∈ Cc(G); ve´ase Definicio´n 1.3.2. Esta definicio´n admite una versio´n a
derecha, que adquiere sentido cuando G no es abeliano. Para la traslacio´n a derecha
escribimos ϕ ·x. En el espacio eucl´ıdeo Rn, considerado como grupo topolo´gico bajo
la suma, la integral de Lebesgue (o Riemann) es una integral de Haar. En la Seccio´n
1.3 se presentan otros ejemplos, varios de ellos no abelianos.
El Teorema de Haar, que es uno de los resultados ma´s importantes de la primera
mitad del s. XX, afirma que todo grupo topolo´gico localmente compacto G posee
una integral de Haar a izquierda (resp. derecha) y que esta es u´nica salvo escalares;
ve´ase Teoremas 1.4.1 y 1.4.2. Como consecuencia de la unicidad, se construye un
homomorfismo de grupos mod : G → R•+, llamado funcio´n modular, que detecta la
diferencia entre las integrales a derecha e izquierda. Sea λ una integral de Haar a
izquierda sobre G. Para cada x ∈ G consideramos λx : Cc(G) → R, ϕ 7→ λ(ϕ · x).
Se demuestra (Seccio´n 1.5) que λx es una integral de Haar invariante a izquierda.
Entonces, existira´ un nu´mero real positivo mod(x) tal que λx = mod(x)λ. Por
tanto, toda integral de Haar a izquierda lo es a derecha (y viceversa) si y so´lo si
la funcio´n modular es trivial. A los grupos en los que se cumple esto se les llama
unimodulares. En la Seccio´n 1.5 se presentan ejemplos de grupos unimodulares y
uno no unimodular.
Por otra parte, una funcio´n continua ϕ : G→ R es representativa si el subespacio
generado por {ϕ · x}x∈G es de dimensio´n finita. Tomemos {ϕ′′i }ni=1 una base de e´l.
Para cada x ∈ G existen ϕ′1(x), . . . , ϕ′n(x) ∈ R u´nicos tales que
ϕ(xy) = (ϕ · x)(y) = ϕ′1(x)ϕ′′1(y) + . . .+ ϕ′n(x)ϕ′′n(y), ∀y ∈ G. (1)
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As´ı, se obtienen funciones continuas ϕ′1, . . . , ϕ
′
n : G → R que tambie´n son repre-
sentativas, Proposicio´n 1.6.7. En realidad, la existencia de funciones {ϕ′i, ϕ′′i }ni=1 que
cumplan (1) es equivalente a que ϕ sea representativa, Proposicio´n 1.6.6. El espacio
de las funciones representativas, que denotaremos por R(G), es una suba´lgebra de
C(G). La estructura de grupo de G dota al a´lgebra R(G) de una estructura adicional,
que recibira´ el nombre de a´lgebra de Hopf. Esta estructura adicional viene dada por
tres aplicaciones ∆, ε y S. La aplicacio´n ∆ : R(G)→ R(G)⊗R(G), ϕ 7→∑ni=1 ϕ′i⊗ϕ′′i
es un homomorfismo de a´lgebras, llamado comultiplicacio´n por ser dual de la mul-
tiplicacio´n en el grupo m : G×G→ G. (Aqu´ı, ⊗ denota el producto tensorial sobre
R.) La evaluacio´n en el elemento neutro 1G da lugar a un homomorfismo de a´lgebras
ε : R(G) → R, ϕ 7→ ϕ(1G), llamado counidad. Finalmente, la inversio´n induce un
antihomomorfismo de a´lgebras S : R(G) → R(G), definido por S(ϕ)(x) = ϕ(x−1).
Se le llama ant´ıpoda. A modo de ejemplo, en el grupo aditivo de los nu´mero reales,
las conocidas identidades trigonome´tricas
sen(x+ y) = sen(x) cos(y) + cos(x)sen(y),
cos(x+ y) = cos(x) cos(y)− sen(x)sen(y),
expresan que sen, cos : R → R son funciones representativas. La comultiplicacio´n,
counidad y ant´ıpoda sobre ellas estar´ıan dadas por:
∆(sen) = sen⊗ cos + cos⊗sen, ε(sen) = 0, S(sen) = −sen,
∆(cos) = cos⊗ cos−sen⊗ sen, ε(cos) = 1, S(cos) = cos .
De la condicio´n (1) que define ∆ vemos que la asociatividad del producto en
el grupo G se debe traducir en una propiedad dual para ∆. Recibe el nombre
de coasociatividad y es (∆ ⊗ id) ◦ ∆ = (id ⊗ ∆) ◦ ∆. En el primer diagrama
de la pa´gina 39 se pueden ver ambas propiedades comparadas. Del mismo mo-
do, el axioma de elemento neutro de G, que tambie´n involucra al producto, de-
be traducirse en una propiedad de ∆ y ε. Se le llama propiedad de la couni-
dad y es (ε ⊗ id) ◦ ∆ = (id ⊗ ε) ◦ ∆ = id. Expresada mediante elementos ser´ıa
ϕ =
∑n
i=1 ε(ϕ
′
i)ϕ
′′
i =
∑n
i=1 ϕ
′
iε(ϕ
′′
i ). En el segundo diagrama de la pa´gina 39 se pue-
den ver ambas propiedades comparadas. Finalmente, el axioma de elemento inverso
en G, que involucra al producto, inverso y elemento neutro, debe reflejarse en una
propiedad que afecte a ∆, ε y S. Se le llama propiedad de la ant´ıpoda y es, expresa-
da mediante elementos,
∑n
i=1 S(ϕ
′
i)ϕ
′′
i =
∑n
i=1 ϕ
′
iS(ϕ
′′
i ) = ε(ϕ)1R(G). (Aqu´ı 1R(G) es el
elemento identidad de R(G)). En las pa´ginas 39 y 40 aparecen comparadas mediante
diagramas ambas propiedades. Toda la construccio´n del a´lgebra de Hopf R(G) se
explica en detalle en la Seccio´n 1.6.
Supongamos ahora que G es compacto. Toda funcio´n continua ϕ : G→ R tiene
soporte compacto. La integral de Haar a izquierda λ : C(G)→ R puede restringirse
entonces a R(G). Cuando ϕ ∈ R(G) la propiedad de invarianza a izquierda de λ se
traduce en la siguiente condicio´n, expresada mediante ∆ y el elemento identidad de
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R(G):
n∑
i=1
λ(ϕ′i)ϕ
′′
i = λ(ϕ)1R(G).
Esta condicio´n tiene sentido en cualquier a´lgebra de Hopf y fue utilizada por Sweedler
para introducir el concepto de integral en esta estructura algebraica.
En el segundo cap´ıtulo introduciremos las a´lgebras de Hopf y estudiaremos la
nocio´n de integral sobre ellas. Sea k un cuerpo arbitrario. Un a´lgebra de Hopf sobre
k es una k-a´lgebra H junto con aplicaciones ∆ : H → H ⊗ H (comultiplicacio´n),
ε : H → k (counidad) y S : H → H (ant´ıpoda) que satisfacen las mismas pro-
piedades que en el caso de R(G). (Ahora, ⊗ denota el producto tensorial sobre k.)
Trabajar con la comultiplicacio´n puede resultar engorroso y, para facilitar la tarea,
se usa la notacio´n de Sweedler. Dado h ∈ H, tendremos ∆(h) = ∑ni=1 h1i ⊗ h2i con
h1i, h2i ∈ H. Sweedler propone escribir ∆(h) =
∑
(h) h(1)⊗h(2), donde los sub´ındices
(1) y (2) son simbo´licos; no se refieren a un elemento concreto de H. El uso ha
impuesto una simplificacio´n adicional: suprimir el sumatorio. De modo que se pone
∆(h) = h(1) ⊗ h(2), pero se lleva en mente que esto representa una suma finita de
elementos.
Una integral a derecha sobre H es una aplicacio´n lineal µ : H → k que satisface
µ(h(1))h(2) = µ(h)1H , ∀h ∈ H.
Aqu´ı, 1H denota el elemento identidad de H. Evaluando en el segundo tensorando
se obtiene la nocio´n de integral a izquierda. Obse´rvese que la aplicacio´n nula es
una integral. Diremos que H tiene integral cuando exista una integral (a derecha o
izquierda) no nula. Podemos prescindir del lado, pues demostraremos en el Corolario
2.8.9 que un a´lgebra de Hopf que tenga una integral a derecha tiene una a izquierda
y viceversa. La razo´n de esto es que en un a´lgebra de Hopf con integral la ant´ıpoda
es biyectiva (Teorema 2.8.7) y lleva integrales a derecha en integrales a izquierda y
viceversa. Diremos que H no tiene integral cuando la aplicacio´n nula sea su u´nica
integral. En Ejemplo 2.6.3 se da un ejemplo de a´lgebra de Hopf as´ı. Por otro lado,
toda a´lgebra de Hopf de dimensio´n finita tiene integral.
El Teorema de Unicidad de la Integral, que estableceremos en el Teorema 2.8.11,
afirma que el espacio
∫
l
(H) de integrales a izquierda (derecha) sobre H es de dimen-
sio´n menor o igual que uno. En otras palabras, si H tiene una integral a derecha
(izquierda), esta es u´nica salvo escalares. Al igual que en el caso de R(G), la unicidad
permite construir un elemento modular que detecta la diferencia entre integrales a
derecha e izquierda. Veremos en la Seccio´n 2.9 que existe g ∈ H tal que
h(1)µ(h(2)) = µ(h)g, ∀h ∈ H.
Adema´s, g es un elemento especial, de los llamados de tipo grupo. Esto significa que
∆(g) = g⊗ g y ε(g) = 1. Tales elementos forman un grupo (Corolario 2.5.6), as´ı que
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g es invertible. Se dice que H es unimodular cuando g = 1H , lo cual equivale a que
toda integral a derecha lo sea a izquierda y viceversa.
Cuando H es de dimensio´n finita, el espacio dual H∗ tambie´n es un a´lgebra
de Hopf; ve´ase la Proposicio´n 2.5.11. La dualidad intercambia el papel de cada
aplicacio´n: la comultiplicacio´n de H∗ es el dual de la multiplicacio´n de H, la counidad
de H∗ viene dada por evaluar en 1H y la ant´ıpoda de H∗ es el dual de la ant´ıpoda
de H. Entonces aparece una nocio´n dual de integral. Un elemento Γ ∈ H es una
integral a derecha si cumple:
Γh = ε(h)Γ, ∀h ∈ H.
La versio´n a izquierda resulta multiplicando por h a ese lado. Del mismo modo,
aparece tambie´n una nocio´n dual de elemento modular: existe un homomorfismo de
a´lgebras α : H → k tal que
hΓ = α(h)Γ, ∀h ∈ H.
La Fo´rmula de Radford, que veremos en la Seccio´n 2.10, establece una conexio´n
entre la potencia cuarta de la ant´ıpoda y los elementos modulares. Concretamente,
es:
S4(h) = g(α ⇀ h ↼ α−1)g−1, ∀h ∈ H.
Aqu´ı, α ⇀ h ↼ α−1 denota a la aplicacio´n dual de conjugar por α en el a´lgebra H∗.
Puesto que los elementos modulares son de tipo grupo y tales elementos forman un
grupo, cuando dimH <∞ ambos tienen orden finito. Por tanto, debe ser S4n = idH
para algu´n n ∈ N. Como consecuencia se obtiene que, en un a´lgebra de Hopf de
dimensio´n finita, la ant´ıpoda tiene orden finito.
Aunque H no sea de dimensio´n finita, la Fo´rmula de Radford es va´lida si H
tiene una integral en el sentido (2.9). Esto fue demostrado por Beattie, Bulacu y
Torrecillas en [10] y su demostracio´n es la que expondremos aqu´ı. En este ambiente,
puede ocurrir que la ant´ıpoda ya no tenga orden finito, pues esto depende de la
finitud del orden de los elementos modulares. Por otro lado, es importante resaltar
que en el caso de R(G) la conexio´n establecida por la Fo´rmula de Radford no se ve,
pues S2 = id. Este es un punto en el que la Teor´ıa de A´lgebras de Hopf empieza a
mostrar nuevos feno´menos.
Aqu´ı hay que sen˜alar tambie´n que, aunque el Teorema de Unicidad de la In-
tegral y la construccio´n del elemento modular esta´ inspirada en el caso de grupos
localmente compactos, la estrategia y herramientas usadas en su demostracio´n son
totalmente distintas. Una primera diferencia es que, en el caso de grupos, la ant´ıpoda
es automa´ticamente biyectiva, mientras que en a´lgebras de Hopf hay que probarlo.
Existen distintas demostraciones del Teorema de Unicidad de la Integral. En la pa´gi-
na 97 hacemos algunos comentarios sobre cada una de ellas. Nosotros hemos seguido
la de Iovanov y Raianu [37], que nos ha parecido la ma´s corta y elemental de todas.
Adema´s, hemos simplificado parte de la demostracio´n con un argumento nuestro.
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La clave de esta demostracio´n es el uso de los mo´dulos de Hopf, que definimos en la
Seccio´n 2.6. De hecho, el desarrollo de las te´cnicas necesarias para esta demostracio´n
nos obliga a realizar una aproximacio´n diferente a la nocio´n de a´lgebra de Hopf que
la que hacemos en esta introduccio´n.
En lugar de la dualidad grupo-a´lgebra de funciones, usaremos la dualidad en
espacios vectoriales. A partir de la definicio´n de a´lgebra, llegaremos por dualidad a
la de coa´lgebra. Una coa´lgebra es un k-espacio vectorial C junto con aplicaciones
lineales ∆ : C → C ⊗ C (comultiplicacio´n) y ε : C → k (counidad) que satisfacen
las propiedades de coasociatividad y counidad que hemos visto antes. En la primera
parte del Cap´ıtulo 2 estudiaremos la dualidad existente entre a´lgebras y coa´lgebras.
Para una coa´lgebra C el espacio dual C∗ es un a´lgebra con el llamado producto
convolucio´n. Dados ϕ, ψ ∈ C∗ se define como:
(ϕ ? ψ)(c) = ϕ(c(1))ψ(c(2)), ∀c ∈ C.
El elemento unidad de C∗ es ε. Mediante dualidad surgira´ tambie´n la nocio´n de
como´dulo a partir de la de mo´dulo. Un k-espacio vectorial M es un C-como´dulo a
derecha si existe una aplicacio´n lineal ρ : M → M ⊗ C (coaccio´n) de forma que
(ρ⊗ id) ◦ ρ = (id⊗∆) ◦ ρ e (id⊗ ε) ◦ ρ = id.
En el Teorema 2.4.6 veremos que los C-como´dulos se pueden identificar con un
tipo especial de C∗-mo´dulos: los racionales. Dado un C∗-mo´dulo a izquierda M
diremos que m ∈ M es racional si existe ρm :=
∑r
i=1mi ⊗ ci ∈ M ⊗ C tal que
ψm =
∑r
i=1 ψ(ci)mi para todo ψ ∈ C∗. El submo´dulo racional Rat(M) de M se
define como el conjunto de elementos racionales de M . Diremos que M es racional
si M = Rat(M). En el caso de C∗, que podemos ver como C∗-mo´dulo a derecha e
izquierda, escribimos Ratr(C
∗) y Ratl(C∗) para cada uno de ellos. Para un a´lgebra
de Hopf H, veremos en la Seccio´n 2.8 que Ratl(H
∗) es un mo´dulo de Hopf. Es decir,
es simulta´neamente un H-mo´dulo y un H-como´dulo de modo que la coaccio´n es
un morfismo de H-mo´dulos. La propia H es un mo´dulo de Hopf considerada como
H-mo´dulo y H-como´dulo a izquierda. Y, para un espacio vectorial V , el producto
tensorial V ⊗ H es un H-mo´dulo de Hopf con la estructura heredada de H. El
Teorema Fundamental de los Mo´dulos de Hopf, Teorema 2.7.5, afirma que todo
mo´dulo de Hopf M es de esa forma: V aparece como el subespacio de elementos
coinvariantes. Tal subespacio se define como
M co(H) = {m ∈M : ρ(m) = 1H ⊗m}.
Resulta que, para Ratl(H
∗), el subespacio de coinvariantes es precisamente el espa-
cio de integrales a izquierda
∫
l
(H), Lema 2.8.2. Esta es la conexio´n clave para la
demostracio´n del Teorema de Unicidad de la Integral en a´lgebras de Hopf.
La segunda aplicacio´n de la integral que veremos es una generalizacio´n del Teore-
ma de Maschke. Dualmente al caso de a´lgebras, una coa´lgebra se dice cosemisimple
si es una suma directa de subcoa´lgebras simples. Se puede demostrar que una coa´lge-
bra es cosemisimple si y so´lo si todo como´dulo a izquierda (derecha) sobre ella es
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completamente reducible, es decir, una suma directa de subcomo´dulos simples. El
Teorema de Maschke generalizado, Teorema 2.11.2, afirma que un a´lgebra de Hopf
H es cosemisimple si y so´lo si existe una integral a izquierda λ : H → k tal que
λ(1H) 6= 0. A ra´ız de esta caracterizacio´n observaremos que el a´lgebra de Hopf R(G)
es cosemisimple para un grupo compacto G. Cuando H tiene dimensio´n finita, este
teorema toma la siguiente forma: H es semisimple si y so´lo si existe una integral a
izquierda Λ ∈ H tal que ε(Λ) 6= 0. Cuando esto se aplica al a´lgebra de grupo k[G]
para un grupo finito G, recuperamos la afirmacio´n de Maschke: k[G] es semisimple
si y solo si |G| 6= 0 en k.
Veremos tambie´n en esta seccio´n que un a´lgebra de Hopf cosemisimple (resp.
semisimple) es unimodular (resp. counimodular). Como consecuencia de la Fo´rmula
de Radford obtendremos que en un a´lgebra de Hopf H semisimple y cosemisimple
se cumple S4 = id. Esto supone una primera aproximacio´n a la quinta conjetura
de Kaplansky, que afirma que, en un a´lgebra de Hopf semisimple, la ant´ıpoda al
cuadrado es la identidad. Realizaremos varios comentarios sobre lo que actualmente
se conoce en torno a este problema.
La u´ltima aplicacio´n de la integral que presentaremos es la forma bilineal que
define en el caso de a´lgebras de Hopf de dimensio´n finita. Recordemos que un a´lgebra
de Frobenius es un a´lgebra dotada de una forma bilineal [ , ] : A × A → k no
degenerada tal que [ab, c] = [a, bc], para todos a, b, c ∈ A. Esto equivale a que exista
un monomorfismo de mo´dulos de A en A∗. En el Teorema 2.12.4 se prueba que,
para un a´lgebra de Hopf H de dimensio´n finita, la forma bilineal (h, h′) 7→ λ(hh′)
convierte a H en un a´lgebra de Frobenius. Adema´s, esta nocio´n se puede dualizar
y se puede definir una coa´lgebra co-Frobenius como una coa´lgebra C para la que
existe un monomorfismo de C∗-mo´dulos de C en C∗. Veremos en el Teorema 2.12.6
que un a´lgebra de Hopf es co-Frobenius si y so´lo si tiene integral. Es por esta razo´n,
que en la literatura, las a´lgebras de Hopf con integral reciben el nombre de a´lgebras
de Hopf co-Frobenius.
En la Seccio´n 2.13 presentaremos varias caracterizaciones de la existencia de inte-
gral en te´rminos homolo´gicos. Esto resulta muy sorprendente pues, de la definicio´n
de integral, no se intuye a priori ninguna conexio´n de este tipo, ni en el caso de
grupos topolo´gicos existe algo parecido. Entre las caracterizaciones que mostrare-
mos se incluyen: la envolvente inyectiva de un como´dulo de dimensio´n finita es de
dimensio´n finita; existe un como´dulo proyectivo no nulo; todo como´dulo tiene una
cubierta proyectiva y, finalmente, todo como´dulo inyectivo es proyectivo.
Terminaremos el segundo cap´ıtulo con dos caracterizaciones mediante condicio-
nes de finitud. La primera afirma que un a´lgebra de Hopf tiene integral si y so´lo
si todo como´dulo no nulo tiene un cociente de dimensio´n finita no nulo, Teorema
2.14.1. La segunda, recientemente demostrada por Andruskiewitsch, Cuadra y Etin-
gof en [3], afirma que un a´lgebra de Hopf tiene integral si y so´lo si la filtracio´n
corradical es finita, Teorema 2.14.2. Esto responde a una conjetura planteada por
Andruskiewitsch y Da˘sca˘lescu en [4] y surgida a partir de un problema estudiado
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por Radford en los an˜os 70.
En el tercer cap´ıtulo construiremos una nueva familia de ejemplos de a´lgebras
de Hopf con integral a partir de otra previamente construida por Andruskiewitsch,
Cuadra y Etingof en [3]. Nuestra familia surge al aplicar el me´todo desarrollado
en [3] a levantamientos de rectas cua´nticas sobre ciertos grupos no abelianos, aun-
que, por simplicidad, la expondremos de un modo diferente, indicando so´lo la regla
encontrada.
Partiremos de un a´lgebra de Hopf construida por estos autores. Sea n ∈ N con
n ≥ 2 y supongamos que k contiene una ra´ız n-e´sima primitiva de la unidad ω. Sea
I un conjunto no vac´ıo y, para cada i ∈ I, tomamos qi ∈ k no nulo. Consideramos
la k-a´lgebra H generada por u, x y a±1i (i ∈ I) sujeta a las siguientes relaciones:
un = 1, xn = 0, ux = ωxu, a±1i a
∓1
i = 1,
uai = aiu, aix = qixai, aiaj = ajai, i, j ∈ I.
Sea ahora α ∈ k no nulo. Entonces, H admite una estructura de a´lgebra de Hopf
con comultiplicacio´n, counidad y ant´ıpoda definida sobre los generadores por:
∆(u) = u⊗ u, ∆(x) = u⊗ x+ x⊗ 1,
∆(a±1i ) = a
±1
i ⊗ a±1i + α(1− q±ni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuka±1i ⊗ xka±1i ,
ε(u) = 1, ε(x) = 0, ε(a±1i ) = 1,
S(u) = un−1, S(x) = −un−1x, S(a±1i ) = a∓1i .
Nosotros consideraremos un a´lgebra de Hopf B y una familia de elementos {zi}i∈I
en Z(B)⊗ Z(B) que satisfacen varias condiciones, listadas en la pa´gina 100. En el
a´lgebra producto tensorial Lz := H⊗B alteraremos la comultiplicacio´n y la ant´ıpoda
de ai del siguiente modo:
∆z(ai) = ∆H(ai)zi y Sz(ai) = SH(ai)∇B(zi).
Aqu´ı ∇B denota la multiplicacio´n de B. Demostraremos en el Teorema 3.2.1 que las
condiciones pedidas aseguran que Lz es un a´lgebra de Hopf. Tambie´n, Lz tendra´ in-
tegral si B la tiene, Teorema 3.2.2. El caso ma´s sencillo de esta modificacio´n es
tomar zi = 1B ⊗ 1B. Entonces, Lz es simplemente el producto tensorial de a´lgebras
de Hopf. En las proposiciones 3.2.5 y 3.2.6 veremos otros ejemplos cuando B es el
a´lgebra de grupo sobre los grupos Zm o´ Zm × Zm.
En cuanto a la bibliograf´ıa nos gustar´ıa comentar que en e´sta no so´lo se incluyen
los libros y art´ıculos que hemos utilizado para realizar este trabajo. Hemos incluido
una bibliograf´ıa amplia sobre el tema con objeto de que el lector pueda consultar
los aspectos no tratados aqu´ı, especialmente en lo referente a ejemplos. El trabajo
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quiza´ peca un poco de falta de ellos, pero el problema es que los ejemplos ma´s signi-
ficativos de a´lgebras de Hopf con integral necesitar´ıan una cantidad de preliminares
que lo alargar´ıa excesivamente. Entre los ejemplos ma´s genuinos de esta clase de
a´lgebras esta´n las a´lgebras de coordenadas cuantizadas, vea´se [1] y [4], y los grupos
cua´nticos asociados a simetr´ıas de Hecke, ve´ase [29].
Terminamos esta introduccio´n indicando que este trabajo fue iniciado en mi etapa
como becaria de colaboracio´n en el Departamento de Matema´ticas de la Universidad
de Almer´ıa, en el curso 2013-14. En e´l he querido reflejar una buena parte de lo que
he aprendido durante estos dos cursos y presentar los primeros resultados obtenidos
en mi iniciacio´n a la investigacio´n.
Mi intencio´n es realizar una tesis doctoral en este tema con el mismo director.
En los pro´ximos an˜os queremos profundizar en la estructura de las a´lgebras de Hopf
con integral. Para ello, necesitamos producir nuevos ejemplos que nos puedan dar
pistas sobre que´ patro´n sigue la estructura. Hasta ahora, los ejemplos sugieren que
las a´lgebras de Hopf con integral se pueden construir, de algu´n modo, a partir de
a´lgebras de Hopf de dimensio´n finita y a´lgebras de Hopf cosemisimples. Nos gustar´ıa
confirmar si este es o no el patro´n seguido por esta clase de a´lgebras de Hopf.
Cap´ıtulo 1
La integral de Haar
En este primer cap´ıtulo estudiaremos la integral de Haar sobre grupos localmen-
te compactos. Estableceremos el Teorema de Existencia y Unicidad de la Integral y
construiremos la funcio´n modular. Definiremos el a´lgebra de las funciones represen-
tativas sobre un grupo y explicaremos co´mo la estructura de grupo la convierte en
un a´lgebra de Hopf. En el caso de grupos compactos veremos que la invarianza de
la integral de Haar se puede expresar en te´rminos de esta nueva estructura.
1.1. Preliminares topolo´gicos
A lo largo de este cap´ıtulo trabajaremos con espacios topolo´gicos Hausdorff com-
pactos o localmente compactos, por lo que recordamos brevemente estas nociones y
algunos resultados sobre ellos.
Un espacio topolo´gico X se dice:
Hausdorff si para cualesquiera x, y ∈ X distintos existen entornos Ux de x y
Uy de y tal que Ux ∩ Uy = ∅.
Compacto si para todo recubrimiento por abiertos {Ui}i∈I de X existe
F ⊂ I finito tal que {Ui}i∈F es un recubrimiento de X.
Localmente compacto si cada x ∈ X tiene una base de entornos compactos.
Normal si dados A,B ⊂ X cerrados y disjuntos, existen U entorno de A y V
entorno de B tambie´n disjuntos.
Una caracterizacio´n de compacidad es la siguiente: X es compacto si y so´lo si
toda familia de conjuntos cerrados {Fi}i∈I con la propiedad de la interseccio´n finita
cumple que ∩i∈IFi 6= ∅. Recordemos que dados espacios topolo´gicos {Xi}i∈I , la
topolog´ıa producto sobre
∏
i∈I Xi se define como la topolog´ıa con base de abiertos{∏
i∈I
Ui : Ui es abierto y Ui = Xi para casi todo i
}
.
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Es la topolog´ıa ma´s fina que hace continuas a las proyecciones pij :
∏
i∈I Xi → Xj,
(xi)i∈I 7→ xj.
Teorema 1.1.1 (Tychonoff). El producto arbitrario de espacios compactos es com-
pacto en la topolog´ıa producto.
Se sabe que todo espacio compacto y Hausdorff es normal. Una importante ca-
racterizacio´n de la normalidad es la siguiente [44, Theorem 1, pa´g. 12]:
Lema 1.1.2 (Urysohn). Un espacio topolo´gico X es normal si y so´lo si para cua-
lesquiera A,B ⊂ X cerrados disjuntos existe ϕ : X → [0, 1] continua con ϕ(a) = 0
y ϕ(b) = 1 para todos a ∈ A y b ∈ B.
En lo sucesivo trabajaremos con los siguientes subespacios de la R-a´lgebra RX
de funciones de X en R:
El subespacio C(X) de funciones continuas.
El subespacio Cc(X) de funciones continuas con soporte compacto. Recordemos
que para ϕ ∈ C(X) su soporte es Sopϕ = {x ∈ X : ϕ(x) 6= 0}.
El Lema de Urysohn admite la siguiente extensio´n a espacios localmente com-
pactos [52, Corollary 1.27]:
Lema 1.1.3. Sea X un espacio localmente compacto y Hausdorff. Sea C ⊆ X
compacto y U ⊆ X abierto tal que C ⊂ U . Entonces, existe ϕ : X → [0, 1] continua
tal que ϕ(a) = 0 y ϕ(c) = 1 para todos a /∈ U y c ∈ C.
Adema´s, se puede elegir ϕ de modo que Sopϕ es compacto y Sopϕ ⊂ U.
Una consecuencia del lema anterior y la compacidad local es el siguiente resul-
tado, cuya demostracio´n se puede consultar en [52, pa´g. 115]:
Proposicio´n 1.1.4 (Particio´n de la unidad). Sea X un espacio localmente com-
pacto y Hausdorff. Sea C ⊆ X compacto y W1, . . . ,Wn subconjuntos abiertos de
X tales que C ⊆ ∪nk=1Wk. Entonces, existe una familia de funciones continuas
{ϕk : X → [0, 1]}nk=1 tal que Sopϕk ⊆ Wk para todo k y (
∑n
k=1 ϕk)(c) = 1 para todo
c ∈ C.
1.2. Grupos compactos y localmente compactos
Un grupo topolo´gico es un grupo G dotado de una topolog´ıa Hausdorff de modo
que el producto G × G → G, (x, y) 7→ xy y la aplicacio´n inversio´n inv : G → G,
x 7→ x−1 son continuas (a G × G se le dota de la topolog´ıa producto). Ambas
condiciones son equivalentes a: la aplicacio´n G×G→ G, (x, y) 7→ xy−1 es continua.
Entonces, para x ∈ G las traslaciones a derecha e izquierda, Rx : G 7→ G, y 7→ yx y
Lx : G 7→ G, y 7→ xy, son homeomorfismos. Al elemento neutro de G lo denotaremos
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por 1G. Si U es un subconjunto de G escribimos U
−1 = inv(U). Diremos que U es
sime´trico si U = U−1.
Se dice que un grupo topolo´gico es un grupo compacto (resp. localmente compac-
to) si su topolog´ıa le hace ser un espacio compacto (resp. localmente compacto).
Veamos varios ejemplos de grupos de este tipo:
Ejemplos 1.2.1.
1. Todo grupo finito, equipado con la topolog´ıa discreta, es un grupo compacto.
2. El espacio eucl´ıdeo Rn es un grupo localmente compacto con la suma y la
topolog´ıa inducida por la me´trica eucl´ıdea.
3. El grupo GLn(R) de matrices invertibles de orden n con coeficientes reales
es un grupo localmente compacto. Su topolog´ıa es la inducida por la me´trica
eucl´ıdea en Rn2 al considerar cada matriz como un punto aqu´ı. La funcio´n
determinante det es continua y GLn(R) es abierto por ser imagen inversa
mediante det de un abierto. Ahora obse´rvese que la propiedad de ser localmente
compacto pasa a abiertos.
El subconjunto SLn(R) = {A ∈ GLn(R) : detA = 1} es un grupo localmente
compacto. Podemos verlo como la imagen inversa de {1} mediante det, por
tanto es cerrado. Y la propiedad de ser localmente compacto tambie´n pasa a
cerrados.
El subconjunto On(R) de matrices ortogonales de orden n es un grupo com-
pacto. Es cerrado en Rn2 pues esta´ formado por puntos que son solucio´n de
un sistema de ecuaciones polinomiales: el que expresa la igualdad AAt = Id.
Es acotado pues |aij| ≤ 1 para todo i, j = 1, . . . , n debido a la igualdad
a21i + a
2
2i + . . .+ a
2
ni = 1.
4. El grupo C∞ de las rotaciones del plano eucl´ıdeo, identificado con la circun-
ferencia unidad S1, es compacto. Para un a´ngulo θ denotamos por rθ a la
rotacio´n correspondiente.
5. El grupo D∞ de las rotaciones y reflexiones del plano eucl´ıdeo que preservan
el origen es compacto. Para una reflexio´n s se tienen las siguientes relaciones:
s2 = 1 y srθ = r−θs.
Todo elemento de D∞ puede escribirse de forma u´nica como rθ o´ srθ, por lo
que, topolo´gicamente, D∞ consta de dos circunferencias disjuntas.
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Un ejemplo relevante de grupos topolo´gicos son los
grupos de Lie. Un grupo de Lie es un grupo que, a su
vez, es una variedad diferenciable de modo que las ope-
raciones de grupo (producto e inversio´n) son funciones
diferenciables. Todos los ejemplos anteriores, salvo el pri-
mero, son grupos de Lie. En [9, pa´gs. 189-191] se prueba
que los grupos GLn(R), SLn(R) y On(R) lo son. En [9,
Theorem 7.25], se demuestra que la estructura de gru-
po de Lie se hereda a subgrupos cerrados. Entonces, C∞
y D∞ son tambie´n grupos de Lie pues los podemos ver
como subgrupos cerrados de GL2(R) del siguiente modo:
S. Lie
1842-1899
C∞ =
{(
cos θ −senθ
senθ cos θ
)
: θ ∈ (0, 2pi]
}
,
D∞ =
{(
cos θ −senθ
senθ cos θ
)
,
(
cos θ senθ
senθ − cos θ
)
: θ ∈ (0, 2pi]
}
.
En este contexto hay que mencionar que la estructura de a´lgebra de Hopf, que
veremos despue´s, aparecio´ precisamente en un problema sobre grupos de Lie. Fue la
estructura de a´lgebra de Hopf de los grupos de homolog´ıa lo que permitio´ a Heinz
Hopf demostrar que las esferas de orden par no son grupos de Lie. Ve´ase [42, pa´gs.
592-596].
A continuacio´n extraemos varias consecuencias de la definicio´n de grupo to-
polo´gico. El siguiente lema se deduce de la continuidad de la aplicaciones producto
e inversio´n.
Lema 1.2.2. Sea G un grupo topolo´gico, B una base de entornos de 1G y U ∈ B.
Entonces:
(i) Existen V,W ∈ B tales que VW ⊆ U .
(ii) Existen V,W ∈ B tales que VW−1 ⊆ U .
Tomando X = V ∩W en (i) y (ii) obtenemos un entorno de 1G tal que XX ⊆ U
y XX−1 ⊆ U respectivamente. Por otro lado, no´tese que U−1 tambie´n es un entorno
de 1G. Entonces, U ∩ U−1 es un entorno sime´trico de 1G contenido en U . As´ı que
cualquier entorno de 1G contiene uno sime´trico.
Otra consecuencia, que utilizaremos despue´s, es que sobre un grupo topolo´gi-
co las funciones continuas con soporte compacto son uniformemente continuas. Sea
ϕ ∈ C(G) y ε > 0. Un entorno de ε-uniformidad a derecha de ϕ es un entorno V de
1G tal que para todos x, y ∈ G con yx−1 ∈ V se tiene |ϕ(y)−ϕ(x)| < ε. Cambiando
yx−1 por x−1y obtenemos la versio´n a izquierda de esta definicio´n. Un entorno de
ε-uniformidad de ϕ es un entorno de ε-uniformidad a derecha e izquierda. Dire-
mos que ϕ es uniformemente continua si para todo ε > 0 existe un entorno de
ε-uniformidad. Claramente, continuidad uniforme implica continuidad.
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Proposicio´n 1.2.3. Sea ϕ ∈ Cc(G). Entonces, ϕ es uniformemente continua.
Demostracio´n. Tomamos ε > 0. Mostraremos que existe un entorno W de 1G tal
que |ϕ(wx) − ϕ(x)| < ε para todo x ∈ G y w ∈ W . Haciendo el cambio w = yx−1
tendremos la uniformidad continua a derecha.
Dado x ∈ G, consideremos la funcio´n ϕ ◦ Rx : G → R, g 7→ ϕ(gx). Es continua
por ser composicio´n de continuas. Sea K = Sopϕ. Entonces, para cada x ∈ K existe
un entorno Vx de 1G tal que |ϕ(yx)− ϕ(x)| < ε2 para todo y ∈ Vx. Tomamos Ux un
entorno abierto de 1G con UxUx ⊆ Vx. Como K es compacto, podemos encontrar
F ⊆ K finito tal que K ⊆ ∪z∈FUzz. Ahora, ∩z∈FUz es un entorno de 1G. Existe otro
entorno W de 1G de modo que WW
−1 ⊆ ∩z∈FUz.
Sea ahora x ∈ G arbitrario. Si Wx ∩ K = ∅, entonces ϕ(Wx) = 0, con lo que
|ϕ(wx)− ϕ(x)| = 0 < ε para todo w ∈ W . En caso contrario, existira´ z ∈ F tal que
Wx∩Uzz 6= ∅. Por tanto, x ∈ W−1Uzz. De aqu´ı, Wx ⊆ WW−1Uzz ⊆ UzUzz ⊆ Vzz y
Wxz−1 ⊆ Vz. Luego, para todo w ∈ W tendremos |ϕ(wx)−ϕ(z)| < ε2 . En particular,
para 1G obtenemos |ϕ(x)− ϕ(z)| < ε2 . Finalmente, para w ∈ W se cumple:
|ϕ(wx)− ϕ(x)| = |ϕ(wx)− ϕ(z) + ϕ(z)− ϕ(x)|
≤ |ϕ(wx)− ϕ(z)|+ |ϕ(z)− ϕ(x)|
< ε
2
+ ε
2
= ε.
De manera sime´trica se demuestra la uniformidad continua a izquierda.
Nota 1.2.4. Como se puede ver en [52, pa´gs. 72-74], cualquier grupo topolo´gico
(G,T) puede dotarse de estructura de espacio uniforme de forma que la topolog´ıa
inducida por la uniformidad coincida con T. De este modo, la definicio´n que aqu´ı ha-
cemos de continuidad uniforme coincide con la definicio´n usual en espacios uniformes.
Ma´s adelante usaremos el siguiente resultado:
Proposicio´n 1.2.5. Sean G y G′ grupos topolo´gicos y f : G→ G′ un homomorfismo
de grupos. Entonces, f es continuo si y so´lo si f es continuo en 1G.
Demostracio´n. Supongamos que f es continuo en 1G. Probaremos la continuidad
en x ∈ G arbitrario. Sea U ⊆ G′ un entorno de f(x). Como f es homomorfismo
y el producto de G′ continuo, f(x−1)U es un entorno de 1G′ . Como 1G′ = f(1G),
por hipo´tesis, f−1(f(x−1)U) es un entorno de 1G. Aplicando de nuevo que f es ho-
momorfismo, se comprueba que f−1(f(x−1)U) = x−1f−1(U). Entonces, x−1f−1(U)
es un entorno de 1G. Y f
−1(U) = x(x−1f−1(U)) es un entorno de x puesto que el
producto en G es continuo. El rec´ıproco es claro.
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1.3. Integral de Haar
Para cualquier subespacio vectorial E de RX , recordemos que el cono no negativo
de E se define como
E+ = {ϕ ∈ E : ϕ(x) ≥ 0, ∀x ∈ X}.
A los elementos de E+ los llamaremos funciones no negativas y escribiremos tambie´n
ϕ ≥ 0 para ϕ ∈ E+. Pondremos ϕ ≥ ψ si ϕ−ψ ≥ 0. Para los conos no negativos de los
subespacios de RX considerados antes escribimos C+(X) y C+c (X). Para un conjunto
Y , diremos que una aplicacio´n λ : E → RY es no negativa si λ(E+) ⊆ (RY )+. El
siguiente lema es fa´cil de demostrar:
Lema 1.3.1. Sea λ : E → R una aplicacio´n lineal no negativa. Si la funcio´n
|ϕ| : X → R, x 7→ |ϕ(x)| pertenece a E, entonces |λ(ϕ)| ≤ λ(|ϕ|).
Sea ahora G un grupo topolo´gico. Dada ϕ ∈ RG y x ∈ G denotaremos por
x · ϕ a la aplicacio´n de G en R dada por (x · ϕ)(y) = ϕ(yx) para todo y ∈ G.
Ana´logamente, escribimos ϕ · x para la aplicacio´n definida por (ϕ · x)(y) = ϕ(xy).
Se les llama traslaciones de ϕ por x a izquierda y derecha respectivamente.
Definicio´n 1.3.2. Una aplicacio´n lineal λ : Cc(G) → R
se llama integral invariante a izquierda sobre G si
λ(x · ϕ) = λ(ϕ), ∀x ∈ G y ϕ ∈ Cc(G).
Una integral invariante a izquierda λ se llama integral de
Haar a izquierda sobre G si es no nula y no negativa.
De manera sime´trica se define la nocio´n de integral in-
variante e integral de Haar a derecha. Ma´s adelante dare-
mos un ejemplo de integral de Haar a izquierda que no lo
es a derecha. Cuando digamos solamente integral de Haar,
A. Haar
1885-1933
sin especificar el lado, entenderemos que lo es a derecha e izquierda.
Ejemplos 1.3.3.
1. Si G es un grupo finito dotado de la topolog´ıa discreta, todos sus subconjuntos
son compactos. Luego, Cc(G) = C(G). Todas las funciones de G en R sera´n
continuas, por lo que Cc(G) = RG. La aplicacio´n
λ : RG → R, ϕ 7→
∑
g∈G
ϕ(g)
es una integral de Haar sobre G.
2. La integral de Lebesgue (o Riemann) es un integral de Haar sobre Rn.
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3. En el grupo GLn(R), la aplicacio´n λ dada por
λ(ϕ) =
∫
GL(n,R)
ϕ(A)
| detA|ndA, ∀ϕ ∈ Cc(GLn(R))
es una integral de Haar.
4. Sobre el grupo C∞ una integral de Haar es dθ2pi . Es decir,∫
C∞
ϕ(t)dt =
1
2pi
∫ 2pi
0
ϕ(rθ)dθ, ∀ϕ ∈ Cc(C∞).
5. Una integral de Haar sobre D∞ es dθ4pi . Es decir,∫
D∞
ϕ(t)dt =
1
4pi
(∫ 2pi
0
ϕ(rθ)dθ +
∫ 2pi
0
ϕ(srθ)dθ
)
, ∀ϕ ∈ Cc(D∞).
1.4. Existencia y unicidad de la integral de Haar
En esta seccio´n demostraremos el importante Teorema de Existencia y Unicidad
de la Integral de Haar sobre grupos localmente compactos. Comenzamos con la parte
de la existencia:
Teorema 1.4.1. (Existencia) Todo grupo localmente compacto G admite una inte-
gral de Haar a izquierda (resp. derecha).
Demostracio´n. Realizaremos la demostracio´n en varios pasos:
Paso 1. Veamos que probar la existencia de la integral de Haar a izquierda es
equivalente a encontrar su restriccio´n a un cono no negativo. Es decir, a construir
una funcio´n λ+ sobre C+c (G) que cumpla:
(1) λ+ 6= 0 y λ+ ≥ 0.
(2) λ+(rϕ) = rλ+(ϕ) para todo ϕ ∈ C+c (G) y r ∈ R+.
(3) λ+(ϕ+ ψ) = λ+(ϕ) + λ+(ψ) para todo ϕ, ψ ∈ C+c (G).
(4) λ+(x · ϕ) = λ+(ϕ) para todo ϕ ∈ C+c (G) y x ∈ G.
Si λ es una integral de Haar a izquierda, tomamos λ+ como su restriccio´n a
C+c (G). Rec´ıprocamente, construida λ
+ podemos definir λ como extensio´n de λ+ del
siguiente modo: dada ϕ ∈ Cc(G), consideramos su parte positiva ϕ+(x) y su parte
negativa ϕ−(x). Entonces, ϕ = ϕ+ − ϕ− y definimos
λ(ϕ) = λ+(ϕ+)− λ+(ϕ−).
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En los siguientes pasos probaremos la existencia de λ+.
Paso 2. Fijamos ψ ∈ C+c (G) con ψ 6= 0. Por la continuidad de ψ, existe V ⊆ G
abierto no vac´ıo y γ ∈ R+ tal que ψ(x) > γ para todo x ∈ V . Sea ϕ ∈ C+c (G). Como
Sopϕ es compacto, podemos tomar x1, . . . , xn ∈ G tales que V x1, . . . , V xn es un
recubrimiento por abiertos de Sopϕ. Pongamos M = ma´xϕ. Comprobamos que se
cumple la siguiente desigualdad:
ϕ ≤
n∑
i=1
M
γ
(x−1i · ψ).
Dado x ∈ Sopϕ, sera´ x = vxk para algu´n v ∈ V y algu´n ı´ndice k. Entonces,
n∑
i=1
M
γ
(x−1i · ψ)(x) =
n∑
i=1
M
γ
ψ(xx−1i ) =
n∑
i=1
i6=k
M
γ
ψ(xx−1i ) +M
ψ(v)
γ
≥ ϕ(x).
En particular:
Existen z1, . . . , zn ∈ G y γ1, . . . , γn ∈ R+ tales que ϕ ≤
n∑
i=1
γi(zi · ψ). (1.1)
Paso 3. Definimos (ϕ : ψ) como el ı´nfimo de todas las sumas
∑n
i=1 γi que podemos
obtener de esta forma. Es decir,
(ϕ : ψ) = ı´nf
{ n∑
i=1
γi : γ1, . . . , γn ∈ R+ y ϕ ≤
n∑
i=1
γi(zi ·ψ) con zi ∈ G
}
. (1.2)
Ponemos N = ma´xψ. Entonces ϕ ≤ N(ϕ : ψ). Luego, (ϕ : ψ) > 0 cuando ϕ 6= 0.
De la construccio´n se deduce la siguiente propiedad: (ϕ : θ) ≤ (ϕ : ψ)(ψ : θ) para
θ ∈ C+c (G) no nulo. De aqu´ı, (ϕ:θ)(ψ:θ) ≤ (ϕ : ψ). Ana´logamente, 1(ψ:ϕ) ≤ (ϕ:θ)(ψ:θ) para ϕ 6= 0.
Denotamos por Kϕ al intervalo cerrado con extremos
1
(ψ:ϕ)
y (ϕ : ψ) si ϕ 6= 0. Para
ϕ = 0, ponemos Kϕ = {0}. Sea K =
∏
ϕ∈C+c (G) Kϕ. Por lo anterior,
(ϕ:θ)
(ψ:θ)
∈ Kϕ para
todo ϕ ∈ C+c (G). Llamamos κ(θ) al elemento de K cuya proyeccio´n sobre Kϕ es
(ϕ:θ)
(ψ:θ)
para cada ϕ.
Dado un entorno abierto V de 1G, definimos
C+V (G) = {ϕ ∈ C+c (G) : ϕ 6= 0 y Sopϕ ⊆ V }.
Veamos que C+V (G) 6= ∅. Como G es localmente compacto, existe un entorno com-
pacto D de 1G con D ⊆ V . Por el Lema 1.1.3, existe f : G → [0, 1] continua
con f(d) = 1 para todo d ∈ D, Sop f compacto y Sop f ⊂ V . As´ı, f ∈ C+V (G) y
C+V (G) 6= ∅.
Sea ahora K(V ) = {κ(θ) : θ ∈ C+V (G)}. Es fa´cil ver que la familia de todos los
K(V ) tiene la propiedad de la interseccio´n finita. Por el Teorema de Tychonoff, K
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es compacto. Y por la caracterizacio´n de espacios compactos, existe λ+ ∈ K que
pertenece a K(V ) para todo V . Comprobamos a continuacio´n que λ+ satisface las
cuatro propiedades de la integral de Haar.
Por la forma en que esta´ definida la topolog´ıa producto, que λ+ ∈ K(V ) para
todo V se traduce en que, dados ϕ1, . . . , ϕn ∈ C+c (G) y ε > 0, existe θ ∈ C+V (G) tal
que ∣∣∣∣(ϕi : θ)(ψ : θ) − λ+(ϕi)
∣∣∣∣ < ε, ∀i = 1, . . . , n. (1.3)
Paso 4. Utilizando lo anterior procedemos a probar los puntos (1), (2) y (4):
(1) Tomamos ϕ1 = ψ en (1.3). Para cada ε > 0 existe θ ∈ C+V (G) tal que∣∣∣∣(ψ : θ)(ψ : θ) − λ+(ψ)
∣∣∣∣ = |1− λ+(ψ)| < ε.
Entonces λ+(ψ) = 1 y λ+ 6= 0. Adema´s, λ+(ϕ) ∈ Kϕ ⊂ R+ si ϕ 6= 0 y
λ+(ϕ) = 0 si ϕ = 0. Luego λ+ ≥ 0.
(2) El caso r = 0 es trivial, por lo que nos centraremos en el caso r > 0. Estable-
ceremos en primer lugar que:
(rϕ : ψ) = r(ϕ : ψ), ∀r > 0.
Si rϕ ≤∑i γi(zi ·ψ), entonces ϕ ≤∑i γir (zi ·ψ). De aqu´ı, (ϕ : ψ) ≤ 1r (rϕ : ψ).
Rec´ıprocamente, si ϕ ≤ ∑i ηi(zi · ψ), entonces rϕ ≤ ∑i rηi(zi · ψ). Luego
(rϕ : ψ) ≤ r(ϕ : ψ).
Ahora tomamos ϕ1 = ϕ y ϕ2 = rϕ en (1.3). Para cada ε > 0 existe θ ∈ C+V (G)
tal que ∣∣∣∣(ϕi : θ)(ψ : θ) − λ+(ϕi)
∣∣∣∣ < ε1 + r , i = 1, 2.
Entonces
|λ+(rϕ)− rλ+(ϕ)| =
∣∣∣∣λ+(rϕ)− (rϕ : θ)(ψ : θ) + (rϕ : θ)(ψ : θ) − rλ+(ϕ)
∣∣∣∣
≤
∣∣∣∣λ+(rϕ)− (rϕ : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣(rϕ : θ)(ψ : θ) − rλ+(ϕ)
∣∣∣∣
=
∣∣∣∣λ+(rϕ)− (rϕ : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣r(ϕ : θ)(ψ : θ) − rλ+(ϕ)
∣∣∣∣
=
∣∣∣∣λ+(rϕ)− (rϕ : θ)(ψ : θ)
∣∣∣∣+ r ∣∣∣∣ (ϕ : θ)(ψ : θ) − λ+(ϕ)
∣∣∣∣
<
ε
1 + r
+ r
ε
1 + r
= ε.
Por tanto, λ+(rϕ) = rλ+(ϕ).
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(4) Comprobaremos primero que
(x · ϕ : ψ) = (ϕ : ψ), ∀x ∈ G.
Supongamos que x · ϕ ≤∑i γi(zi · ψ). Dado y ∈ G tenemos
ϕ(yx) = (x · ϕ)(y) ≤
∑
i
γi(zi · ψ)(y) =
∑
i
γiψ(yzi).
Poniendo y = tx−1 obtenemos ϕ ≤ ∑i γi((x−1zi) · ψ). De esto se sigue que
(ϕ : ψ) ≤ (x · ϕ : ψ). Supongamos ahora que ϕ ≤∑i γ′i(z′i · ψ). Un argumento
como el anterior da x · ϕ ≤∑i γ′i((xz′i) · ψ). De aqu´ı, (x · ϕ : ψ) ≤ (ϕ : ψ).
Tomamos ahora ϕ1 = ϕ y ϕ2 = x·ϕ en (1.3). Para cada ε > 0 existe θ ∈ C+V (G)
tal que ∣∣∣∣(ϕi : θ)(ψ : θ) − λ+(ϕi)
∣∣∣∣ < ε2 , i = 1, 2.
Entonces,
|λ+(ϕ)− λ+(x · ϕ)| =
∣∣∣∣λ+(ϕ)− (ϕ : θ)(ψ : θ) + (ϕ : θ)(ψ : θ) − λ+(x · ϕ)
∣∣∣∣
≤
∣∣∣∣λ+(ϕ)− (ϕ : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣ (ϕ : θ)(ψ : θ) − λ+(x · ϕ)
∣∣∣∣
=
∣∣∣∣λ+(ϕ)− (ϕ : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣(x · ϕ : θ)(ψ : θ) − λ+(x · ϕ)
∣∣∣∣
<
ε
2
+
ε
2
= ε.
Por tanto, λ+(x · ϕ) = λ+(ϕ).
Paso 5. Ya so´lo nos queda probar el punto (3): la propiedad de aditividad.
(3) Por definicio´n, (ϕ1 + ϕ2 : θ) ≤ (ϕ1 : θ) + (ϕ2 : θ). Puesto que no tenemos
garantizada la igualdad hemos de proceder de forma diferente a los anteriores
puntos. No obstante, podemos aprovecharla parcialmente. Consideremos (1.3)
para las funciones ϕ1, ϕ2 y ϕ1 + ϕ2. Dado ε > 0, existe θ ∈ C+V (G) tal que∣∣∣∣λ+(ϕ1 + ϕ2)− (ϕ1 + ϕ2 : θ)(ψ : θ)
∣∣∣∣ < ε3 ,
∣∣∣∣λ+(ϕi)− (ϕi : θ)(ψ : θ)
∣∣∣∣ < ε3 , i = 1, 2.
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Ahora,
λ+(ϕ1 + ϕ2)− λ+(ϕ1)− λ+(ϕ2)
≤ λ+(ϕ1 + ϕ2)− (ϕ1 + ϕ2 : θ)
(ψ : θ)
+
(ϕ1 : θ)
(ψ : θ)
− λ+(ϕ1) + (ϕ2 : θ)
(ψ : θ)
− λ+(ϕ2)
≤
∣∣∣∣λ+(ϕ1 + ϕ2)− (ϕ1 + ϕ2 : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣(ϕ1 : θ)(ψ : θ) − λ+(ϕ1)
∣∣∣∣+ ∣∣∣∣(ϕ2 : θ)(ψ : θ) − λ+(ϕ2)
∣∣∣∣
<
ε
3
+
ε
3
+
ε
3
= ε.
De ello obtenemos λ+(ϕ1 + ϕ2) ≤ λ+(ϕ1) + λ+(ϕ2).
Pasamos a demostrar la otra desigualdad. Por el Lema 1.1.3, existe ρ ∈ C+c (G)
tal que ρ(Sopϕ1 ∪ Sopϕ2) = {1}. Dado ε > 0 definimos σ = ϕ1 + ϕ2 + ερ y
σi =
ϕi
σ
para i = 1, 2. Puesto que σ1 y σ2 se anulan fuera de Sopϕ1 ∪ Sopϕ2,
ambas tienen soporte compacto. Adema´s, ϕi = σiσ y σ1 + σ2 ≤ 1.
La continuidad uniforme, Proposicio´n 1.2.3, nos garantiza un entorno V de
1G tal que, dados x, y ∈ G con yx−1 ∈ V , se cumple |σi(y) − σi(x)| < ε para
i = 1, 2. Sea θ ∈ C+V (G). Por (1.1) existen xi ∈ G y γi ∈ R+ con i = 1, . . . , n
tales que σ ≤ ∑i γi(xi · θ). Si xxl ∈ V , entonces σj(x) < ε + σj(x−1l ). Si
xxl /∈ V , entonces θ(xxl) = 0. Luego,
ϕj(x) = σj(x)σ(x) ≤
∑
i
γiσj(x)θ(xxi) <
∑
i
γi(σj(x
−1
i ) + ε)θ(xxi).
Por tanto, (ϕj : θ) ≤
∑
i γi(σj(x
−1
i )+ε). Ahora, como σ1 +σ2 ≤ 1, obtenemos:
(ϕ1 : θ) + (ϕ2 : θ) ≤
∑
i
γi(σ1(x
−1
i ) + ε) +
∑
i
γi(σ2(x
−1
i ) + ε)
=
∑
i
γi(σ1(x
−1
i ) + σ2(x
−1
i ) + 2ε)
≤ (1 + 2ε)
∑
i
γi.
De esto deducimos que (ϕ1 : θ) + (ϕ2 : θ) ≤ (1 + 2ε)(σ : θ). Entonces:
(ϕ1 : θ) + (ϕ2 : θ) ≤ (1 + 2ε)(ϕ1 + ϕ2 + ερ : θ)
≤ (1 + 2ε)((ϕ1 + ϕ2 : θ) + ε(ρ : θ)).
Y a partir de aqu´ı vamos a probar que
λ+(ϕ1) + λ
+(ϕ2) ≤ (1 + 2ε)
(
λ+(ϕ1 + ϕ2) + ελ
+(ρ)
)
.
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Por (1.3), dado δ > 0 existe θ ∈ C+V (G) tal que∣∣∣∣λ+(ϕ1 + ϕ2)− (ϕ1 + ϕ2 : θ)(ψ : θ)
∣∣∣∣ < δ4(1 + 2ε) ,
∣∣∣∣λ+(ϕ1)− (ϕ1 : θ)(ψ : θ)
∣∣∣∣ < δ4 ,∣∣∣∣λ+(ϕ2)− (ϕ2 : θ)(ψ : θ)
∣∣∣∣ < δ4 ,
∣∣∣∣λ+(ρ)− (ρ : θ)(ψ : θ)
∣∣∣∣ < δ4ε(1 + 2ε) .
Entonces,
λ+(ϕ1) + λ
+(ϕ2)− (1 + 2ε)
(
λ+(ϕ1 + ϕ2) + ελ
+(ρ)
)
≤ λ+(ϕ1)− (ϕ1 : θ)
(ψ : θ)
+ λ+(ϕ2)− (ϕ2 : θ)
(ψ : θ)
+(1 + 2ε)
(
(ϕ1 + ϕ2 : θ)
(ψ : θ)
+ ε
(ρ : θ)
(ψ : θ)
)
−(1 + 2ε)(λ+(ϕ1 + ϕ2) + ελ+(ρ))
≤
∣∣∣∣λ+(ϕ1)− (ϕ1 : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣λ+(ϕ2)− (ϕ2 : θ)(ψ : θ)
∣∣∣∣
+(1 + 2ε)
∣∣∣∣(ϕ1 + ϕ2 : θ)(ψ : θ) + ε (ρ : θ)(ψ : θ) − λ+(ϕ1 + ϕ2)− ελ+(ρ)
∣∣∣∣
≤
∣∣∣∣λ+(ϕ1)− (ϕ1 : θ)(ψ : θ)
∣∣∣∣+ ∣∣∣∣λ+(ϕ2)− (ϕ2 : θ)(ψ : θ)
∣∣∣∣
+(1 + 2ε)
∣∣∣∣(ϕ1 + ϕ2 : θ)(ψ : θ) − λ+(ϕ1 + ϕ2)
∣∣∣∣
+(1 + 2ε)ε
∣∣∣∣ (ρ : θ)(ψ : θ) − λ+(ρ)
∣∣∣∣
<
δ
4
+
δ
4
+ (1 + 2ε)
δ
4(1 + 2ε)
+ (1 + 2ε)ε
δ
4ε(1 + 2ε)
= δ.
Finalmente, λ+(ϕ1) +λ
+(ϕ2) ≤ λ+(ϕ1 +ϕ2) y as´ı queda probada la existencia
de la integral de Haar a izquierda.
A continuacio´n, pasamos a probar su unicidad.
Teorema 1.4.2. (Unicidad) La integral de Haar a izquierda (resp. derecha) sobre
un grupo localmente compacto es u´nica salvo escalares. Es decir, si λ1 y λ2 son
dos integrales de Haar a izquierda (resp. derecha), entonces existe r ∈ R+ tal que
λ2 = rλ1.
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Demostracio´n. En primer lugar, observamos que para ϕ, ρ ∈ C+c (G) con ρ 6= 0 se
tiene:
λj(ϕ) ≤ (ϕ : ρ)λj(ρ). (1.4)
Recordemos que
(ϕ : ρ) = ı´nf
{
n∑
i=1
γi : ∃z1, . . . , zn ∈ G con ϕ ≤
n∑
i=1
γi(zi · ρ) y γi ∈ R+, ∀i
}
.
La desigualdad (1.4) se deduce del siguiente ca´lculo, donde usamos la no negatividad,
linealidad e invarianza de la integral:
λj(ϕ) ≤ λj
( n∑
i=1
γi(zi · ρ)
)
=
n∑
i=1
γiλj(zi · ρ) =
n∑
i=1
γiλj(ρ).
Como existe ϕj con λj(ϕj) > 0, entonces λj(ρ) > 0 para todo ρ ∈ C+c (G) no nulo.
Nuestro objetivo sera´ probar que, fijada η ∈ C+c (G) con η 6= 0, para cualquier
ϕ ∈ C+c (G) se cumple:
λ1(ϕ)
λ1(η)
=
λ2(ϕ)
λ2(η)
. (1.5)
Poniendo r = λ1(η)
λ2(η)
, obtendremos λ1 = rλ2. Esto lo probaremos del siguiente modo:
dada una integral a izquierda λ, estableceremos primero que existe pi ∈ C+c (G) no
nula tal que para cualquier α > 0 se cumple:
(1− α)(φ : pi) ≤ λ(φ)
λ(pi)
≤ (φ : pi), (1.6)
donde φ ∈ {ϕ, η}. Una vez establecida (1.6), como los tres te´rminos de la desigualdad
son positivos y e´sta es va´lida tanto para η como para ϕ, se tendra´:
(1− α)(ϕ : pi)
(η : pi)
≤ λ(ϕ)
λ(η)
≤ (ϕ : pi)
(1− α)(η : pi) .
En particular, la desigualdad se cumple para λ = λ1 y λ = λ2, y de ello se deduce
la siguiente cadena de desigualdades:
λ1(ϕ)
λ1(η)
≤ 1
(1− α)2
λ2(ϕ)
λ2(η)
≤ 1
(1− α)4
λ1(ϕ)
λ1(η)
.
Haciendo tender α a 0, la Regla del Sandwich nos dara´ la igualdad (1.5).
Procedemos por tanto a demostrar las desigualdades (1.6). Lo realizamos en
varios pasos:
Paso 1. Construimos la funcio´n pi. Por la continuidad uniforme de ϕ y η, fijado
ε > 0, existe un entorno U de 1G tal que, si xy
−1 ∈ U se tiene |φ(x) − φ(y)| < ε
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(recordemos que φ puede ser tanto ϕ como η). Podemos tomar U compacto, por la
compacidad local de G. Sea V = U ∩ U−1. Por el Corolario 1.1.3, existe ψ ∈ C+c (G)
no nula con Sopψ ⊆ V . Definimos pi ∈ C+(G) como pi(x) = ψ(x)+ψ(x−1). Tenemos
por tanto que pi es una funcio´n no nula, sime´trica y con soporte compacto contenido
en V .
Paso 2. Fijado δ > 0, por la continuidad uniforme de pi, podemos tomar un
entorno W de 1G con W compacto (compacidad local de G) tal que, si xy
−1 ∈ W , se
tiene |pi(x)−pi(y)| < δ. Como S := Sopϕ∪Sop η es compacto, existen a1, . . . , am ∈ S
tales que S ⊆ ∪mk=1Wak. Entonces, por el Teorema 1.1.4, existe una familia de
funciones {ψk : G → [0, 1] : k = 1, . . . ,m} con Sopψk ⊆ Wak y
∑m
k=1 ψk(s) = 1
para todo s ∈ G. As´ı pues φ = ∑mk=1 φψk. Poniendo bk = λ(φψk), tenemos:
λ(φ) =
m∑
k=1
bk.
Paso 3. Probaremos ahora que, para cada y ∈ G, se cumple:
(φ(y)− ε)λ(pi) ≤ λ(φ(y−1 · pi)) = m∑
k=1
λ
(
φψk(y
−1 · pi)).
La igualdad es clara. Para la desigualdad, obse´rvese que, dado x ∈ G:
Si xy−1 /∈ V , se tiene (y−1 · pi)(x) = 0, pues Sop pi ⊆ V .
Si xy−1 ∈ V , entonces φ(y) − φ(x) ≤ |φ(x) − φ(y)| < ε, por continuidad
uniforme. Por tanto, φ(y)− ε < φ(x).
Entonces, (φ(y) − ε)(y−1 · pi) ≤ φ(y−1 · pi). Aplicando λ y usando la invarianza,
obtenemos la desigualdad.
Paso 4. Ahora probaremos que
m∑
k=1
λ
(
φψk(y
−1 · pi)) ≤ m∑
k=1
λ(φψk)
(
(a−1k · pi)(y) + δ
)
.
Si x /∈ Wak, entonces ψk(x) = 0.
Si x ∈ Wak, entonces (xy−1)(ya−1k ) = xa−1k ∈ W . Por la continuidad uniforme
y la simetr´ıa de pi se tiene
pi(xy−1)− pi(ya−1k ) = pi(xy−1)− pi(aky−1) ≤ |pi(xy−1)− pi(aky−1)| < δ,
es decir, (y−1 · pi)(x) < δ + (a−1k · pi)(y).
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Combinando los dos puntos anteriores se tiene ψk(y
−1 ·pi) ≤ ψk(δ+ (a−1k ·pi)(y)),
de donde se deduce fa´cilmente la desigualdad que se quer´ıa probar.
Paso 5. Veamos ahora que
φ(y)− 2ε ≤
m∑
k=1
bk
λ(pi)
(a−1k · pi)(y).
Tomamos δ > 0 suficientemente pequen˜o para que λ(φ)δ < λ(pi)ε. Entonces tenemos
(φ(y)− ε)λ(pi) ≤
m∑
k=1
λ(φψk(y
−1 · pi)) (paso 3)
≤
m∑
k=1
λ(φψk)
(
(a−1k · pi)(y) + δ
)
(paso 4)
=
m∑
k=1
bk((a
−1
k · pi)(y) + δ) (definicio´n de bk)
=
m∑
k=1
bk(a
−1
k · pi)(y) +
m∑
k=1
bkδ
=
m∑
k=1
bk(a
−1
k · pi)(y) + λ(φ)δ (paso 2)
≤
m∑
k=1
bk(a
−1
k · pi)(y) + λ(pi)ε.
De aqu´ı se obtiene la desigualdad buscada.
Paso 6. Definimos φε ∈ C+c (G) por φε(y) = ma´x{φ(y)− 2ε, 0} para cada y ∈ G.
Por el paso anterior, tenemos:
φε(y) ≤
m∑
k=1
bk
λ(pi)
(a−1k · pi)(y).
Esto implica:
(φε : pi)λ(pi) ≤
m∑
k=1
bk = λ(φ).
Adema´s, por (1.4), se tendra´:
(φε : pi)λ(pi) ≤ λ(φ) ≤ (φ : pi)λ(pi).
Paso 7. Tomamos ahora ξ : G→ [0, 1], continua con soporte compacto, de forma
que ξ(x) = 1 para todo x ∈ Sopφ. Entonces φ ≤ φε + 2εξ. La desigualdad anterior
y las propiedades de ( : ) nos dan:
(φ : pi) ≤ (φε : pi) + 2ε(ξ : pi) ≤ (φε : pi) + 2ε(ξ : φ)(φ : pi).
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De aqu´ı se deduce (1 − 2ε(ξ : φ))(φ : pi) ≤ (φε : pi). Multiplicando por λ(pi) y
aplicando la desigualdad obtenida en el paso anterior llegamos a:
(1− 2ε(ξ : φ))(φ : pi)λ(pi) ≤ (φε : pi)λ(pi) ≤ λ(φ) ≤ (φ : pi)λ(pi).
As´ı, dado α > 0 arbitrario, si ponemos ε = α
2(ξ:φ)
, obtenemos la desigualdad (1.6)
buscada. Con esto concluye la prueba.
1.5. La funcio´n modular
En esta seccio´n daremos una importante aplicacio´n de la propiedad de unicidad
de la integral de Haar. Veremos que existe una funcio´n que controla la diferencia
entre las integrales a derecha e izquierda.
Sea G un grupo localmente compacto y λ una integral de Haar a izquierda sobre
G. Para cada x ∈ G definimos λx : Cc(G)→ R, ϕ 7→ λ(ϕ · x). Afirmamos que λx es
una integral de Haar invariante a izquierda:
Linealidad. Sean r1, r2 ∈ R y ϕ1, ϕ2 ∈ Cc(G). Entonces:
λx(r1ϕ1 + r2ϕ2) = λ
(
(r1ϕ1 + r2ϕ2) · x
)
= λ
(
r1(ϕ1 · x) + r2(ϕ2 · x)
)
= r1λ(ϕ1 · x) + r2λ(ϕ2 · x)
= r1λx(ϕ1) + r2λx(ϕ2).
Invarianza. Sea ϕ ∈ Cc(G) e y ∈ G. Entonces:
λx(y · ϕ) = λ
(
(y · ϕ) · x)
= λ
(
y · (ϕ · x))
= λ(ϕ · x) (λ integral izqda)
= λx(ϕ).
Positividad. Sea ϕ ∈ C+c (G). Entonces, ϕ · x ∈ C+c (G) para todo x ∈ G, pues
(ϕ · x)(y) = ϕ(xy) ≥ 0 para todo y ∈ G. Por otro lado, si λ(ϕ) 6= 0, entonces
λx(ϕ · x−1) = λ(ϕ) 6= 0. Luego, λx 6= 0.
Por el Teorema de Unicidad de la Integral, existe un nu´mero real positivo modl(x)
tal que
λx = modl(x)λ, ∀x ∈ G. (1.7)
Esto da lugar a una funcio´n modl : G → R•+, x 7→ modl(x), a la que llamaremos
funcio´n modular a izquierda. Obse´rvese que modl no depende de λ, ya que si par-
tie´semos de una integral diferente, como ser´ıa un mu´ltiplo escalar de λ, multiplicando
(1.7) por el escalar obtendr´ıamos la misma funcio´n.
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Proposicio´n 1.5.1. La funcio´n modular modl : G → R•+ es un homomorfismo de
grupos continuo.
Demostracio´n. Veamos primero que es homomorfismo. Sean x, y ∈ G y ϕ ∈ Cc(G)
tal que λ(ϕ) 6= 0. Calculamos:
modl(xy)λ(ϕ) = λxy(ϕ) (por (1.7))
= λ
(
ϕ · (xy)) (definicio´n de λxy)
= λ
(
(ϕ · x) · y)
= λy(ϕ · x) (definicio´n de λy)
= modl(y)λ(ϕ · x) (por (1.7))
= modl(y)λx(ϕ) (definicio´n de λx)
= modl(y)modl(x)λ(ϕ) (por (1.7))
= modl(x)modl(y)λ(ϕ).
Entonces, modl(xy) = modl(x)modl(y).
Pasamos a demostrar la continuidad. Por la Proposicio´n 1.2.5, basta comprobarla
en 1G. Sea K un entorno compacto de 1G. Por el Lema de Urysohn, existe una
funcio´n continua de soporte compacto φ : G → [0, 1] tal que φ(k) = 1 para todo
k ∈ K. Como φ ∈ C+c (G) y φ 6= 0, sabemos que λ(φ) > 0; ve´ase el principio de
la demostracio´n del Teorema de Unicidad. El subespacio KSopφ es compacto por
ser imagen mediante el producto del compacto K × Sopφ. Aplicando de nuevo el
Lema de Urysohn, podemos construir una funcio´n continua de soporte compacto
ψ : G→ [0, 1] tal que ψ(m) = 1 para todo m ∈ KSopφ.
Por la Proposicio´n 1.2.3, φ es uniformemente continua. Dado ε > 0 existe un
entorno V de 1G tal que |φ(vx) − φ(x)| < ε para todo x ∈ G, v ∈ V . Podemos
elegir V abierto, sime´trico y contenido en K. Por otro lado, obse´rvese que la funcio´n
φ ·x−φ tiene soporte compacto, pues esta´ incluido en x−1Sopφ∪Sopφ. Para v ∈ V
tenemos Sop (φ · v − φ) ⊂ KSopφ ya que V es sime´trico, V ⊂ K y 1G ∈ V . Ahora:∣∣modl(v)−modl(1G)∣∣ = ∣∣modl(v)− 1∣∣ = 1
λ(φ)
∣∣modl(v)λ(φ)− λ(φ)∣∣
≤ 1
λ(φ)
∣∣λ(φ · v)− λ(φ)∣∣ = 1
λ(φ)
∣∣λ(φ · v − φ)∣∣
≤ 1
λ(φ)
λ
(∣∣φ · v − φ∣∣) = 1
λ(φ)
λ
(∣∣φ · v − φ∣∣ψ)
≤ 1
λ(φ)
λ(εψ) = ε
λ(ψ)
λ(φ)
.
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Proposicio´n 1.5.2. Para todo ϕ ∈ Cc(G) se cumple
λ(ϕ ◦ inv) = λ(ϕmodl).
Adema´s, la aplicacio´n µ : Cc(G) → R, ϕ 7→ λ(ϕ ◦ inv) es una integral de Haar a
derecha.
Demostracio´n. Realizaremos la demostracio´n en tres pasos:
Paso 1. Veamos que µ1 : Cc(G) → R, ϕ 7→ λ(ϕ ◦ inv) es una integral de Haar
a derecha. La linealidad y positividad se deducen fa´cilmente de las respectivas pro-
piedades de λ. Comprobamos la invarianza a derecha. Para x, y ∈ G tenemos:
[(ϕ · x) ◦ inv](y) = (ϕ · x)(y−1) = ϕ(xy−1) = ϕ((yx−1)−1) = [x−1 · (ϕ ◦ inv)](y).
Luego,
µ1(ϕ · x) = λ((ϕ · x) ◦ inv) = λ(x−1 · (ϕ ◦ inv)) = λ(ϕ ◦ inv) = µ1(ϕ).
Paso 2. Veamos que µ2 : Cc(G) → R, ϕ 7→ λ(ϕmodl) es tambie´n una inte-
gral a derecha. Aqu´ı ϕmodl denota la funcio´n producto, es decir, (ϕmodl)(x) =
ϕ(x)modl(x) para todo x ∈ G. Entonces ϕmodl ∈ Cc(G) si ϕ ∈ Cc(G) y as´ı, µ2
esta´ bien definida. La linealidad de µ2 se sigue de la linealidad de λ y la del pro-
ducto en Cc(G). La positividad se sigue de la positividad de λ y modl. Sea ahora
ρ ∈ C+c (G) tal que λ(ρ) 6= 0. Entonces, ρmodl 6= 0. Por lo visto al principio de la
demostracio´n del Teorema de Unicidad, obtenemos µ2(ρ) = λ(ρmodl) 6= 0. Ya so´lo
queda probar la invarianza a derecha. Sean x, y ∈ G. Obse´rvese que:
[(ϕ · x) modl](y) = ϕ(xy)modl(y)
= ϕ(xy)modl(x
−1)modl(xy) (modl hom. grupos)
= [modl(x
−1)((ϕmodl) · x)](y).
Entonces:
µ2(ϕ · x) = λ
(
(ϕ · x) modl
)
= modl(x
−1)λ
(
(ϕmodl) · x)
)
(igualdad anterior)
= modl(x
−1)modl(x)λ(ϕmodl) (por (1.7))
= µ2(ϕ) (modl hom. grupos).
Paso 3. Comprobaremos que µ1 = µ2. Por el Teorema de Unicidad, existe
r ∈ R+ tal que µ2 = rµ1. Demostraremos que r = 1. Como modl es homomor-
fismo, modl(1G) = 1. Como es continuo, dado ε > 0 existe un entorno V de 1G (que
podemos suponer sime´trico) tal que |modl(v)−1| < ε para todo v ∈ V . Por el Lema
de Urysohn, existe una funcio´n continua de soporte compacto φ : G→ [0, 1] tal que
φ(1G) = 1 y φ(x) = 0 para todo x /∈ V . Podemos suponer que φ es sime´trica (si no
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lo fuese, tomar´ıamos φ + (φ ◦ inv)). Y tambie´n podemos suponer que λ(φ) = 1 (si
no fuese as´ı, tomamos λ(φ)−1φ). Ahora calculamos:
|r − 1| = |rλ(φ)− λ(φ)|
= |rλ(φ ◦ inv)− λ(φ)| (φ es sime´trica)
= |rµ1(φ)− λ(φ)| (definicio´n de µ1)
= |µ2(φ)− λ(φ)|
= |λ(φmodl)− λ(φ)|
= |λ(φmodl − φ)|
≤ λ(|modl − 1)|φ) (Lema 1.3.1 y φ ≥ 0).
Obse´rvese que |modl − 1|φ ≤ εφ, pues para x ∈ V es |modl(x)− 1|φ(x) ≤ εφ(x)
y para x /∈ V es |modl(x)− 1|φ(x) = 0 ≤ εφ(x). Por tanto,
λ(|modl − 1|φ) ≤ λ(εφ) = ελ(φ) = ε.
Entonces |r − 1| ≤ ε, por lo que r = 1.
La discusio´n anterior tambie´n la podemos hacer para una integral de Haar a
derecha µ. Para cada x ∈ G se define µx : Cc(G) → R, ϕ 7→ µ(x · ϕ). Entonces, µx
es una integral de Haar a derecha. Existira´ un homomorfismo de grupos continuo
modr : G→ R•+, x 7→ modr(x) tal que
µx = modr(x)µ, ∀x ∈ G. (1.8)
Lo llamaremos funcio´n modular a derecha. En realidad, podemos prescindir del lado,
ya que la siguiente proposicio´n nos dice que una es inversa de la otra:
Proposicio´n 1.5.3. Para cada x ∈ G se tiene modl(x)modr(x) = 1.
Demostracio´n. Sea λ una integral a izquierda y µ la integral a derecha definida en
la proposicio´n anterior. Tomamos ρ ∈ Cc(G) tal que µ(ρ) 6= 0. Observemos que para
y ∈ G se tiene:
[(x · ρ) ◦ inv](y) = ρ(y−1x) = ρ((x−1y)−1) = [(ρ ◦ inv) · x−1](y).
La afirmacio´n se sigue del siguiente ca´lculo:
modl(x)modr(x)µ(ρ) = modl(x)µ(x · ρ) (por (1.8))
= modl(x)λ
(
(x · ρ) ◦ inv) (definicio´n de µ)
= modl(x)λ
(
(ρ ◦ inv) · x−1) (igualdad anterior)
= λ
(
((ρ ◦ inv) · x−1) · x) (por (1.7))
= λ(ρ ◦ inv)
= µ(ρ).
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En adelante escribiremos simplemente mod para modl y mod
−1 para modr.
Definicio´n 1.5.4. Un grupo localmente compacto se llama unimodular si toda in-
tegral a izquierda lo es a derecha (y viceversa).
Por construccio´n de mod, un grupo localmente compacto es unimodular si y so´lo
si la funcio´n modular es trivial, es decir, constantemente uno.
Proposicio´n 1.5.5. Un grupo localmente compacto G que cumpla alguna de las
siguientes propiedades es unimodular:
(i) Es abeliano.
(ii) Es compacto.
(iii) La clausura del subgrupo conmutador coincide con G.
Demostracio´n. (i) Si G es abeliano, entonces la accio´n de G a derecha e izquierda
sobre Cc(G) coinciden. Efectivamente, sean x, y ∈ G y ϕ ∈ Cc(G). Tenemos:
(x · ϕ)(y) = ϕ(yx) = ϕ(xy) = (ϕ · x)(y).
Entonces toda integral invariante a izquierda lo es a derecha.
(ii) Supongamos que G es compacto. Como mod es un homomorfismo de grupos
continuo, mod(G) es un subgrupo compacto de R•+. Pero el u´nico subgrupo compacto
de R•+ es {1}. La razo´n es la siguiente: si C es un subgrupo compacto de R•+ distinto
de {1}, existe x ∈ C con x 6= 1. Entonces, x o´ x−1 ser´ıa mayor que 1. Tomando
potencias, obtendr´ıamos una sucesio´n infinita dentro de C no acotada superiormente.
(iii) Recordemos que dados x, y ∈ G el conmutador de x e y se define como
[x, y] = xyx−1y−1. El subgrupo conmutador de G, denotado por d1(G), es el sub-
grupo generado por los elementos de la forma [x, y] con x, y ∈ G. Como mod es
homomorfismo y R•+ es abeliano, tenemos
mod([x, y]) = mod(xyx−1y−1) = mod(x)mod(x)−1mod(y)mod(y)−1 = 1.
De aqu´ı se deduce que mod(d1(G)) = {1}.
Sea ahora x ∈ G arbitrario y ε > 0. Por la continuidad de mod, existe un
entorno U de x tal que |mod(u) − mod(x)| < ε para todo u ∈ U . Puesto que
G = d1(G), podemos tomar y ∈ U ∩ d1(G). Entonces, como mod(y) = 1, obtenemos
|1−mod(x)| < ε. Esto implica que mod(x) = 1.
Se sabe que SL(n,R) es igual a su conmutador; ve´ase por ejemplo [38, Theorem
9.2, pa´g. 541]. El argumento es de A´lgebra Lineal: se basa en la relacio´n entre
matrices elementales y operaciones de fila. Como consecuencia del resultado anterior
obtenemos:
Corolario 1.5.6. El grupo SL(n,R) es unimodular.
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Proposicio´n 1.5.7. El grupo GL(n,R) es unimodular.
Demostracio´n. Comprobaremos que la integral λ(ϕ) =
∫
GLn(R)
ϕ(X)
| detX|ndX es inva-
riante a derecha e izquierda. En el proceso necesitaremos aplicar el Teorema del
Cambio de Variable del siguiente modo. Sea A ∈ GL(n,R) y consideremos la aplica-
cio´n θ : GL(n,R)→ GL(n,R), X 7→ XA. Se puede comprobar sin mucha dificultad
que el jacobiano de θ es J(θ) = (detA)n. Ahora calculamos:
λ(A · ϕ) =
∫
GLn(R)
(A · ϕ)(X)
| detX|n dX
=
∫
GLn(R)
ϕ(XA)
| detX|ndX[
Y := θ(X) = XA
]
=
∫
GLn(R)
ϕ(Y )
| detY A−1|n |(detA)
n|−1dY
=
∫
GLn(R)
ϕ(Y )
| detY |n| detA|−n | detA|
−ndY
=
∫
GLn(R)
ϕ(Y )
| detY |ndY
= λ(ϕ).
De forma ana´loga se prueba que λ(ϕ · A) = λ(ϕ).
Los resultados anteriores muestran que todos los ejemplos de grupos topolo´gicos
que hemos dado son unimodulares. Terminamos esta seccio´n con un ejemplo que no
lo es. El grupo
G =
{(
x y
0 1
)
: x, y ∈ R, x > 0
}
es localmente compacto. Veamos que dλ = x−1dxdy es una integral de Haar a
izquierda. Sea ϕ ∈ Cc(G). Tenemos:∫
G
ϕ
((
x y
0 1
)(
a b
0 1
))
x−1dxdy =
∫
G
ϕ
(
ax bx+ y
0 1
)
x−1dxdy[
x = a−1t
y = −a−1bt+ z
]
=
∫
G
ϕ
(
t z
0 1
)
(a−1t)−1|a−1|dtdz
=
∫
G
ϕ
(
t z
0 1
)
t−1dtdz.
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Ana´logamente se muestra que dµ = x−2dxdy es una integral de Haar a derecha.
El elemento modular viene dado por:
mod
(
a b
0 1
)
= a−1.
Comprobe´moslo:
λ
(
ϕ ·
(
a b
0 1
))
=
∫
G
ϕ
((
a b
0 1
)(
x y
0 1
))
x−1dxdy
=
∫
G
ϕ
(
ax ay + b
0 1
)
x−1dxdy[
x = a−1t
y = −a−1b+ a−1z
]
=
∫
G
ϕ
(
t z
0 1
)
(a−1t)−1(a−1dt)(a−1dz)
= a−1
∫
G
ϕ
(
t z
0 1
)
t−1dtdz
= a−1λ(ϕ).
1.6. El a´lgebra de Hopf de las funciones represen-
tativas
En esta seccio´n explicaremos co´mo aparece la estructura de a´lgebra de Hopf
cuando se consideran funciones representativas sobre un grupo topolo´gico.
Para un grupo topolo´gico G la R-a´lgebra C(G) es un G-bimo´dulo mediante las
acciones dadas por las traslaciones a derecha e izquierda, esto es:
(x · ϕ)(y) = ϕ(yx) y (ϕ · x)(y) = ϕ(xy), ∀x, y ∈ G,ϕ ∈ C(G).
Proposicio´n 1.6.1. Sea ϕ ∈ C(G). Las siguientes afirmaciones son equivalentes:
(i) El subespacio generado por {x · ϕ}x∈G es de dimensio´n finita.
(ii) El subespacio generado por {ϕ · x}x∈G es de dimensio´n finita.
(iii) El subespacio generado por {x · ϕ · z}x,z∈G es de dimensio´n finita.
Demostracio´n. (i) ⇒ (ii) Sea {ϕi}ni=1 una base del subespacio generado por
{x · ϕ}x∈G. Para cada x ∈ G existen α1(x), . . . , αn(x) ∈ R u´nicos tales que
(x · ϕ)(y) = ϕ(yx) = α1(x)ϕ1(y) + . . .+ αn(x)ϕn(y), ∀y ∈ G. (1.9)
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As´ı tenemos definidas funciones α1, . . . , αn : G → R. Como {ϕi}ni=1 es linealmente
independiente, existen y1, . . . , yn ∈ G tal que la matriz con coeficientes ϕi(yj) tiene
determinante no nulo. Cada αi(x) se puede expresar, mediante la Regla de Cramer,
como una funcio´n racional en ϕi(yj) y ϕ(yix), de lo que se sigue que αi es continua.
Intercambiando x e y en (1.9), obtenemos que {αi}ni=1 es un conjunto generador
del subespacio generado por {ϕ · x}x∈G.
(ii) ⇒ (i) Se demuestra de modo sime´trico.
(i) ⇒ (iii) Cada ϕi pertenece al subespacio generado por {x · ϕ}x∈G. Entonces
{x ·ϕi}x∈G genera un subespacio contenido en e´l y, por tanto, es de dimensio´n finita.
Por (i) ⇒ (ii), el subespacio generado por {ϕi · z}z∈G es de dimensio´n finita. La
igualdad
(x · ϕ · z)(y) = ϕ(zyx) = α1(x)(ϕ1 · z)(y) + . . .+ αn(x)(ϕn · z)(y), ∀y ∈ G,
da que el subespacio generado por {x · ϕ · z}x,z∈G esta´ contenido en el generado por
∪ni=1{ϕi · z}z∈G, que es de dimensio´n finita.
(iii) ⇒ (i) Es claro pues {x · ϕ}x∈G ⊂ {x · ϕ · z}x,z∈G.
Definicio´n 1.6.2. Diremos que ϕ ∈ C(G) es representativa si cumple alguna de las
condiciones de la proposicio´n anterior.
Veamos varios ejemplos de funciones representativas.
Ejemplos 1.6.3.
1. Para G = (R,+), la funcio´n exp : G→ R es representativa debido a la igualdad
exp(x+ y) = exp(x) exp(y) para todo x, y ∈ G.
2. Las famosas identidades trigonome´tricas
sen(x+ y) = sen(x) cos(y) + cos(x)sen(y),
cos(x+ y) = cos(x) cos(y)− sen(x)sen(y),
expresan que sen, cos : G→ R son funciones representativas.
3. Una sucesio´n de polinomios {pn : R→ R}n∈N se dice de tipo binomial si cumple
pn(x+ y) =
n∑
k=0
(
n
k
)
pk(x)pn−k(y), ∀x, y ∈ R.
Por tanto, cada pn es una funcio´n representativa en G. En esta familia encon-
tramos:
(a) Los polinomios {xn}n∈N.
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(b) Los factoriales inferiores {(x)n}n∈N, definidos como
(x)n = x(x− 1) . . . (x− n+ 1).
(c) Los factoriales superiores {(x)n}n∈N, definidos como
(x)n = x(x+ 1) . . . (x+ n− 1).
(d) Los polinomios de Abel, dados por pn(x) = x(x− an)n−1, donde a ∈ R.
4. Una sucesio´n de polinomios {pn : R → R}n∈N se dice de Appel si cumple la
relacio´n:
d
dx
pn(x) = npn−1(x),
donde p0(x) es una constante no nula. En una sucesio´n de Appel se da la
siguiente fo´rmula:
pn(x+ y) =
n∑
k=0
(
n
k
)
pk(x)y
n−k, ∀x, y ∈ R.
Cada pn es pues una funcio´n representativa en G. Esta familia incluye a los
polinomios de Hermite, los de Bernoulli y los de Euler.
5. En el grupo G = ((0,∞), ·), la funcio´n log : G → R es representativa pues
log(xy) = log(x) + log(y) para todo x, y ∈ G.
6. Si G es un subgrupo de GLn(R), la funcio´n determinante det : G → R es
representativa ya que det(AB) = det(A) det(B) para todo A,B ∈ G.
7. Para cada m ∈ Z las siguientes funciones sobre el grupo C∞ son representati-
vas:
Cosm : C∞ → R, rθ 7→ cos(mθ),
Senm : C∞ → R, rθ 7→ sen(mθ).
Se puede demostrar, aunque requiere bastante trabajo, que toda funcio´n re-
presentativa sobre C∞ es suma de estas y la funcio´n constantemente 1.
Para un grupo topolo´gico G denotaremos por R(G) al subconjunto de C(G) for-
mado por las funciones representativas de G. Obse´rvese que R(G) es una R-suba´lge-
bra de C(G). Dadas ϕ, ψ ∈ R(G) y x ∈ G tenemos que x · (ϕ− ψ) = x · ϕ− x · ψ y
x · (ϕψ) = (x · ϕ)(x · ψ). La Proposicio´n 1.6.1 nos da que ϕ− ψ y ϕψ son represen-
tativas. Adema´s, la funcio´n constantemente 1 es representativa.
A continuacio´n veremos que la estructura de grupo en G induce, de manera
natural, una estructura adicional a la de a´lgebra conmutativa en R(G), llamada de
a´lgebra de Hopf. Comenzaremos explicando co´mo la multiplicacio´n m : G×G→ G
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induce un homomorfismo de a´lgebras ∆ : R(G) → R(G) ⊗ R(G). Aqu´ı el producto
tensorial ⊗ esta´ tomado sobre R.
Dado otro grupo topolo´gico G′ consideremos la aplicacio´n
ΦG,G′ : C(G)⊗ C(G′)→ C(G×G′)
definida por
ΦG,G′(ϕ⊗ψ)(x, y) = ϕ(x)ψ(y), ∀ϕ ∈ C(G), ψ ∈ C(G′), x ∈ G, y ∈ G′. (1.10)
Es fa´cil comprobar que ΦG,G′ es un homomorfismo de a´lgebras.
Proposicio´n 1.6.4. La aplicacio´n ΦG,G′ es inyectiva.
Demostracio´n. Sea
∑
j ϕj ⊗ ψj ∈ C(G) ⊗ C(G′). Podemos reescribir este elemento
de manera que el conjunto {ψj}j sea linealmente independiente. Supongamos que∑
j ϕj(x)ψj(y) = 0 para todo x ∈ G, y ∈ G′. Entonces,
∑
j ϕj(x)ψj = 0 para todo
x ∈ G. Como {ψj}j es linealmente independiente, ϕj(x) = 0 para todo j. Luego
ϕj = 0 para todo j y
∑
j ϕj ⊗ ψj = 0.
Proposicio´n 1.6.5. Se cumple ΦG×G,G ◦ (ΦG,G ⊗ id) = ΦG,G×G ◦ (id⊗ ΦG,G).
Demostracio´n. Como ΦG,G es lineal, basta comprobar la igualdad para elementos
de la forma ϕ⊗ ψ ⊗ ρ con ϕ, ψ, ρ ∈ C(G). Sean x, y, z ∈ G. Calculamos:
[(ΦG×G,G ◦ (ΦG,G ⊗ id))(ϕ⊗ ψ ⊗ ρ)](x, y, z) = [ΦG×G,G(ΦG,G(ϕ⊗ ψ)⊗ ρ)](x, y, z)
= [ΦG,G(ϕ⊗ ψ)](x, y)ρ(z)
=
(
ϕ(x)ψ(y)
)
ρ(z)
= ϕ(x)ψ(y)ρ(z).
Por otra parte,
[(ΦG,G×G ◦ (id⊗ ΦG,G))(ϕ⊗ ψ ⊗ ρ)](x, y, z) = [ΦG,G×G(ϕ⊗ ΦG,G(ψ ⊗ ρ))](x, y, z)
= ϕ(x) [ΦG,G(ψ ⊗ ρ)](y, z)
= ϕ(x)
(
ψ(y)ρ(z)
)
= ϕ(x)ψ(y)ρ(z).
La multiplicacio´n m : G × G → G induce un homomorfismo de a´lgebras
m∗ : C(G)→ C(G×G) dado por m∗(ϕ)(x, y) = ϕ(xy) para todo ϕ ∈ C(G), x, y ∈ G.
Proposicio´n 1.6.6. Sea ϕ ∈ C(G). Entonces, m∗(ϕ) ∈ Im Φ si y so´lo si ϕ es
representativa.
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Demostracio´n. Supongamos quem∗(ϕ) ∈ Im Φ. Existira´n ϕi, ψi ∈ C(G), i = 1, . . . , n,
tales que ϕ(xy) =
∑
i ϕi(x)ψi(y) para todo x, y ∈ G. Luego y · ϕ =
∑
i ψi(y)ϕi para
cada y ∈ G. As´ı pues el espacio generado por {y · ϕ}y∈G es de dimensio´n finita. Es
decir, ϕ es representativa.
Rec´ıprocamente, supongamos que ϕ es representativa. El espacio generado por
{x · ϕ}x∈G es de dimensio´n finita. Sea {ϕ1, . . . , ϕn} una base de e´l. El argumento
utilizado en la demostracio´n de (i) ⇒ (ii) en el Teorema 1.6.1 nos proporciona
funciones continuas α1, . . . , αn : G→ R tales que
(x · ϕ)(y) = ϕ(yx) = ϕ1(y)α1(x) + . . .+ ϕn(y)αn(x), ∀y ∈ G.
Luego, ϕ = ΦG,G(
∑
i ϕi ⊗ αi).
Pongamos ∆ = Φ−1 ◦m∗|R(G) : R(G)→ C(G)⊗ C(G).
Proposicio´n 1.6.7. La imagen de ∆ esta´ contenida en R(G)⊗ R(G).
Demostracio´n. Sea ϕ ∈ R(G). Escribimos ∆(ϕ) = ∑ni=1 ϕi⊗ψi, donde ϕi, ψi ∈ C(G)
para i = 1, . . . , n. Podemos reescribir ∆(ϕ) de forma que el conjunto {ϕi}ni=1 es
linealmente independiente. Existira´n pues x1, . . . , xn ∈ G tales que la matriz con
coeficientes ϕi(xj) tiene determinante no nulo. Para cada j = 1, . . . , n tenemos:
(ϕ · xj)(y) = ϕ(xjy) =
(
Φ ◦∆(ϕ))(xj, y) = n∑
i=1
ϕi(xj)ψi(y), ∀y ∈ G.
La Regla de Cramer nos permite expresar ψi(y) como combinacio´n lineal de
{(ϕ ·xj)(y)}nj=1 y los escalares de esta combinacio´n lineal no dependen de y. Por tan-
to, ψi es combinacio´n lineal de {ϕ ·xj}nj=1. As´ı, el subespacio generado por {ψi ·z}z∈G
esta´ incluido en el generado por {ϕ · (xjz) : j = 1, . . . , n; z ∈ G}. Este u´ltimo es
de dimensio´n finita porque ϕ ∈ R(G). Luego ψi ∈ R(G) para todo i = 1, . . . , n.
Tenemos entonces ∆(ϕ) ∈ C(G) ⊗ R(G). Escribimos ahora ∆(ϕ) = ∑pk=1 ϕˆk ⊗ ψˆk,
donde ϕˆk ∈ C(G), ψˆk ∈ R(G), para k = 1, . . . , p, y el conjunto {ψˆk}pk=1 es linealmen-
te independiente. Razonando sime´tricamente se prueba que ϕˆk ∈ R(G) para todo
k = 1, . . . , p.
Entonces, tenemos un homomorfismo de a´lgebras ∆ : R(G)→ R(G)⊗R(G). Lo
llamaremos comultiplicacio´n. Dada ϕ ∈ R(G) escribimos
∆(ϕ) =
∑
i
ϕ′i ⊗ ϕ′′i , donde ϕ′i, ϕ′′i ∈ R(G). (1.11)
Obse´rvese que ∆(ϕ) queda determinado por la condicio´n:
ϕ(xy) = (ΦG,G ◦∆(ϕ))(x, y) =
∑
i
ϕ′i(x)ϕ
′′
i (y), ∀x, y ∈ G. (1.12)
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Comprobaremos despue´s que la asociatividad de la multiplicacio´n enG, que podemos
expresar mediante la conmutatividad del diagrama inferior izquierdo, se traduce en
una propiedad sobre ∆, llamada coasociatividad, que podemos expresar mediante la
conmutatividad del diagrama inferior derecho:
G×G×G id×m //
m×id

G×G
m

G×G m // G
R(G)⊗ R(G)⊗ R(G) R(G)⊗ R(G)id⊗∆oo
R(G)⊗ R(G)
∆⊗id
OO
R(G)
∆
OO
∆
oo
El elemento neutro 1G del grupo G induce un homomorfismo de a´lgebras
ε : R(G)→ R, ϕ 7→ ϕ(1G). Lo llamaremos counidad. El axioma de elemento neutro,
que podemos expresar en el siguiente diagrama inferior izquierdo, se traduce en una
propiedad para ε, que expresamos en el diagrama inferior derecho:
{1G} ×G ι×id //

G×G
m

G× {1G}id×ιoo

G
R⊗ R(G) R(G)⊗ R(G)ε⊗idoo id⊗ε // R(G)⊗ R
R(G)
∆
OO <<bb
La aplicacio´n ι en el diagrama izquierdo es la inclusio´n. Las aplicaciones diagonales
llevan (1G, x) y (x, 1G) a x. En el derecho, las aplicaciones diagonales son el inverso
del isomorfismo inducido por el producto por escalares. Es decir, ϕ ∈ R(G) se aplica
en ϕ ⊗ 1 y 1 ⊗ ϕ. Usando la notacio´n de (1.11), la conmutatividad del diagrama
derecho tambie´n se puede expresar como:
ϕ =
∑
i
ε(ϕ′i)ϕ
′′
i =
∑
i
ϕ′i ε(ϕ
′′
i ).
Finalmente, la aplicacio´n inversio´n inv : G → G, x 7→ x−1 induce un antiho-
momorfismo de a´lgebras S : R(G) → R(G), dado por S(ϕ)(x) = ϕ(x−1) para todo
x ∈ G. Lo llamaremos ant´ıpoda. El axioma de elemento inverso lo podemos expresar
mediante la conmutatividad del siguiente diagrama:
G
diag //
%%
G×G inv×id // G×G
m

G×Gid×invoo Gdiagoo
yy
{1G}
ι
''
{1G}
ι
ww
G
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La aplicacio´n diag : G → G × G lleva x a (x, x). Para explicar co´mo se refleja
en R(G) el axioma de elemento inverso necesitamos antes entender que´ hace la
aplicacio´n dual diag∗ : C(G × G) → C(G). Esta´ definida por diag∗(φ)(x) = φ(x, x)
para todo φ ∈ C(G×G). Veamos C(G)⊗C(G) dentro de C(G×G) a trave´s de ΦG,G.
Entonces,
(diag∗ ◦ΦG,G)(ϕ⊗ψ)(x) = ΦG,G(ϕ⊗ψ)(x, x) = ϕ(x)ψ(x), ∀ϕ, ψ ∈ C(G), x ∈ G.
Es decir, diag∗ restringida a C(G)⊗ C(G) es la multiplicacio´n de C(G). Como R(G)
es una suba´lgebra de C(G), tenemos que diag∗ restringida a R(G) ⊗ R(G) es la
multiplicacio´n de R(G). Llame´mosla ∇. El axioma de elemento inverso se traduce en
la propiedad para S expresada mediante la conmutatividad del siguiente diagrama:
R(G) R(G)⊗ R(G)∇oo R(G)⊗ R(G)S⊗idoo id⊗S // R(G)⊗ R(G) ∇ // R(G)
R
u
hh
R
u
66
R(G)
ε
ii ∆
OO
ε
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Aqu´ı u denota la aplicacio´n lineal que lleva 1R en 1R(G). Utilizando la notacio´n de
(1.11), la conmutatividad de este diagrama tambie´n se puede describir por:∑
i
S(ϕ′i)ϕ
′′
i = ε(ϕ)1R(G) =
∑
i
ϕ′iS(ϕ
′′
i ).
Llamaremos a´lgebra de Hopf sobre R a un a´lgebra H sobre R que posee homo-
morfismos de a´lgebras ∆ : H → H ⊗ H y ε : H → R y un antihomomorfismo de
a´lgebras S : H → H que satisfacen diagramas como los anteriores.
Ya estamos en condiciones de demostrar que:
Teorema 1.6.8. Para un grupo topolo´gico G, el a´lgebra R(G) es un a´lgebra de Hopf.
Demostracio´n. Comprobamos primero la propiedad de coasociatividad, es decir, que
(∆ ⊗ id) ◦ ∆ = (id ⊗ ∆) ◦ ∆. Para ello, vemos ambas funciones en C(G × G × G)
y comprobamos la igualdad aqu´ı. Sea ϕ ∈ R(G) y escribimos ∆(f) = ∑i ϕ′i ⊗ ϕ′′i .
Sean x, y, z ∈ G. Calculamos:[(
ΦG×G,G ◦ (ΦG,G ⊗ id)
)(
((∆⊗ id) ◦∆)(ϕ))](x, y, z)
= ΦG×G,G
(∑
i
(ΦG,G ◦∆)(ϕ′i)⊗ ϕ′′i
)
(x, y, z)
=
∑
i
[(ΦG,G ◦∆)(ϕ′i)](x, y)ϕ′′i (z) (por (1.10))
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=
∑
i
ϕ′i(xy)ϕ
′′
i (z) (por (1.12))
= ϕ((xy)z) (por (1.12))
= ϕ(x(yz)) (asociatividad)
=
∑
i
ϕ′i(x)ϕ
′′
i (yz) (por (1.12))
=
∑
i
ϕ′i(x)[(ΦG,G ◦∆)(ϕ′′i )](y, z) (por (1.12))
= ΦG,G×G
(∑
i
ϕ′i ⊗ (ΦG,G ◦∆)(ϕ′′i )
)
(x, y, z) (por (1.10))
=
[(
ΦG,G×G ◦ (id⊗ ΦG,G)
)(
((id⊗∆) ◦∆)(ϕ))](x, y, z).
De aqu´ı obtenemos (∆ ⊗ id) ◦ ∆ = (id ⊗ ∆) ◦ ∆ porque: ΦG×G,G ◦ (ΦG,G ⊗ id) =
ΦG,G×G ◦ (id ⊗ ΦG,G) por la Proposicio´n 1.6.5 y esta aplicacio´n es inyectiva como
consecuencia de la Proposicio´n 1.6.4.
Comprobamos ahora la propiedad de la counidad, es decir, que (id⊗ ε) ◦∆ = id
y (ε⊗ id) ◦∆ = id . Calculamos:
((ε⊗ id) ◦∆)(ϕ)(x) =
∑
i
ε(ϕ′i)ϕ
′′
i (x)
=
∑
i
ϕ′i(1G)ϕ
′′
i (x) (definicio´n de ε)
= ϕ(1G x) (por (1.12))
= ϕ(x) (elemento neutro).
De manera similar se comprueba que (ε⊗ id) ◦∆ = id.
Finalmente, comprobamos la propiedad de la ant´ıpoda:(∑
i ϕ
′
iS(ϕ
′′
i )
)
(x) =
∑
i ϕ
′
i(x)S(ϕ
′′
i )(x)
=
∑
i ϕ
′
i(x)ϕ
′′
i (x
−1) (definicio´n de S)
= ϕ(xx−1) (por (1.12))
= ϕ(1G) (elemento inverso)
= ε(ϕ)1R(G)(x) (definicio´n de ε).
Del mismo modo se comprueba que
∑
i S(ϕ
′
i)ϕ
′′
i = ε(ϕ)1R(G). As´ı queda demos-
trado que R(G) es un a´lgebra de Hopf.
SiG es un grupo abeliano, esta propiedad tambie´n se refleja en R(G). Ser abeliano
se puede expresar mediante la conmutatividad del diagrama inferior izquierdo. Esto
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da lugar a la conmutatividad del diagrama inferior derecho:
G×G
τ
zz
m
!!
G×G m // G
R(G)⊗ R(G)
R(G)⊗ R(G)
τ
66
R(G)
∆
ff
∆
oo
La aplicacio´n τ lleva (x, y) en (y, x) en el caso del producto cartesiano y ϕ ⊗ ψ en
ψ ⊗ ϕ en el caso del producto tensorial. Veamos que efectivamente esto es as´ı:
[(ΦG,G ◦ τ ◦∆)(ϕ)](x, y) =
[
ΦG,G ◦ τ
(∑
i
ϕ′i ⊗ ϕ′′i
)]
(x, y)
= ΦG,G
(∑
i
ϕ′′i ⊗ ϕ′i
)
(x, y)
=
∑
i
ϕ′′i (x)ϕ
′
i(y) (def. de ΦG,G)
= ϕ(yx) (por (1.12))
= ϕ(xy) (G es abeliano)
= [ΦG,G ◦∆(ϕ)](x, y) (por (1.12)).
Como ΦG,G es inyectiva, obtenemos τ ◦∆ = ∆. En este caso diremos que R(G) es
un a´lgebra de Hopf coconmutativa.
Por otro lado, si f : G→ G′ es un homomorfismo de grupos topolo´gicos, entonces
el homomorfismo de a´lgebras R(f) : R(G′) → R(G), ϕ 7→ ϕ ◦ f es compatible con
la estructura de a´lgebra de Hopf de R(G) y R(G′). Con esto queremos decir que los
siguientes diagramas son conmutativos:
(1) Compatibilidad con la comultiplicacio´n:
R(G′)
R(f) //
∆′

R(G)
∆

R(G′)⊗ R(G′)
R(f)⊗R(f)
// R(G)⊗ R(G)
(2) Compatibilidad con la counidad:
R(G′)
R(f) //
ε′ ""
R(G)
ε
||
R
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(3) Compatibilidad con la ant´ıpoda:
R(G′) S
′
//
R(f)

R(G′)
R(f)

R(G)
S
// R(G)
Los diagramas son consecuencia de las siguientes tres propiedades de f :
(1) f(xy) = f(x)f(y) para todo x, y ∈ G.
(2) f(1G) = 1G′ .
(3) f(x−1) = f(x)−1 para todo x ∈ G.
Vea´moslo:
(1) Compatibilidad con la comultiplicacio´n:
[(ΦG,G ◦ (R(f)⊗ R(f)) ◦∆′)(ϕ)](x⊗ y)
= (ΦG,G ◦ (R(f)⊗ R(f)))
(∑
i
ϕ′i ⊗ ϕ′′i
)
(x⊗ y)
= ΦG,G
(∑
i
(ϕ′i ◦ f)⊗ (ϕ′′i ◦ f)
)
(x⊗ y)
=
∑
i
ϕ′i(f(x))ϕ
′′
i (f(y))
= ϕ(f(x)f(y))
= ϕ(f(xy))
= R(f)(ϕ)(xy)
= [(ΦG,G ◦∆ ◦ R(f))(ϕ)](x⊗ y).
Ahora se aplica que ΦG,G es inyectiva.
(2) Compatibilidad con la counidad:
ε(R(f))(ϕ) = ε(ϕ ◦ f) = ϕ(f(1G)) = ϕ(1G′) = ε′(ϕ).
(3) Compatibilidad con la ant´ıpoda:
((R(f) ◦ S ′)(ϕ))(x) = (S ′(ϕ) ◦ f)(x)
= S ′(ϕ)(f(x))
= ϕ(f(x)−1)
= ϕ(f(x−1))
= (ϕ ◦ f)(x−1)
= (R(f)(ϕ))(x−1)
= S(R(f)(ϕ))(x)
= ((S ◦ R(f))(ϕ))(x).
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Nota 1.6.9. Obse´rvese que la construccio´n de R(G) en realidad se puede realizar
para cualquier grupo y cualquier cuerpo.
Cuando G es un grupo compacto, toda funcio´n continua tiene soporte compacto
y por tanto la integral de Haar (a izquierda) λ sobre G se puede restringir a R(G).
En este caso, la propiedad de invarianza de la integral de Haar se puede expresar
mediante la comultiplicacio´n y unidad de R(G). Vea´moslo:
Sea ϕ ∈ R(G) y pongamos ∆(ϕ) = ∑i ϕ′i ⊗ ϕ′′i . Dado y ∈ G tenemos
(y · ϕ)(x) = ϕ(xy) =
∑
i
ϕ′i(x)ϕ
′′
i (y), ∀x ∈ G.
Entonces,
λ(ϕ) = λ(y · ϕ) =
∑
i
λ(ϕ′i)ϕ
′′
i (y), ∀y ∈ G.
De aqu´ı, 



∑
i
λ(ϕ′i)ϕ
′′
i = λ(ϕ)1R(G). (1.13)
Esta condicio´n aparece en [32, pa´g. 28] y es necesaria
para reconocer las R-a´lgebras de Hopf conmutativas que
son de la forma R(G) para un grupo compacto G. Ve´ase
[32, Theorem 3.5]. Ma´s tarde, Sweedler introdujo en [59],
mediante esta condicio´n, la nocio´n de integral para un
a´lgebra de Hopf (no necesariamente conmutativa) sobre
cualquier cuerpo. La estudiaremos en el segundo cap´ıtulo.
G. Hochschild
1915-2010
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8.2].

Cap´ıtulo 2
A´lgebras de Hopf con integral
En este cap´ıtulo estudiaremos la nocio´n de integral en a´lgebras de Hopf. Introdu-
ciremos primero la estructura de a´lgebra de Hopf. Sera´ necesario, para el desarrollo
posterior, tratar de manera aislada las estructuras de a´lgebra, coa´lgebra, mo´dulo y
como´dulo. Analizaremos la dualidad existente entre a´lgebras y coa´lgebras y vere-
mos que los como´dulos sobre una coa´lgebra se pueden identificar con cierto tipo de
mo´dulos sobre el a´lgebra dual: los llamados mo´dulos racionales.
Despue´s demostraremos el Teorema de Unicidad de la Integral. Como paso pre-
vio, definiremos los mo´dulos de Hopf y probaremos el teorema sobre su estructura,
que es la herramienta clave en la demostracio´n. Como consecuencia de la unici-
dad, construiremos el elemento modular, que controla la diferencia entre integrales
a derecha e izquierda.
Finalmente, presentaremos varios resultados sobre a´lgebras de Hopf en los que
se usa la integral. El primero es la Fo´rmula de Radford para la potencia cuarta de la
ant´ıpoda. De ella derivaremos una importante propiedad estructural de las a´lgebras
de Hopf de dimensio´n finita, a saber, su ant´ıpoda tiene orden finito. El segundo es el
Teorema de Maschke, que caracteriza la cosemisimplicidad mediante una condicio´n
sobre la integral. En tercer lugar, probaremos que un a´lgebra de Hopf de dimensio´n
finita es un a´lgebra de Frobenius. Para terminar daremos varias caracterizaciones,
en te´rminos homolo´gicos y de finitud, de la existencia de integral sobre un a´lgebra
de Hopf.
A lo largo del cap´ıtulo trabajaremos sobre un cuerpo base arbitrario k. Salvo que
se indique otra cosa, los espacios vectoriales sera´n sobre k, las aplicaciones sera´n
k-lineales y el producto tensorial ⊗ estara´ tomado sobre k.
2.1. A´lgebras y coa´lgebras
Comenzaremos dando la definicio´n usual de a´lgebra, en te´rminos de elementos,
para posteriormente expresar las propiedades de asociatividad y unitalidad a trave´s
de aplicaciones lineales. As´ı llegaremos al concepto dual de coa´lgebra.
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Recordemos que un espacio vectorial A es un a´lgebra (sobre k o´ k-a´lgebra para
enfatizar k) si esta´ dotado de una operacio´n binaria (multiplicacio´n) (x, y) 7→ xy
que cumple las siguientes propiedades para todo x, y, z ∈ A y α ∈ k:
(1) Asociatividad: (xy)z = x(yz);
(2) Elemento unidad: existe 1A ∈ A tal que x1A = 1Ax = x;
(3) Distributividad 1: x(y + z) = xy + xz;
(4) Distributividad 2: (x+ y)z = xz + yz;
(5) Compatibilidad con el producto escalar: α(xy) = (αx)y = x(αy).
Las propiedades (3)-(5) dicen que la operacio´n binaria es lineal en ambas varia-
bles. Usando el producto tensorial y aplicaciones lineales podemos dar la siguiente
definicio´n equivalente de a´lgebra:
Un a´lgebra es un k-espacio vectorial A junto con dos aplicaciones lineales,
∇ : A ⊗ A → A (multiplicacio´n) y u : k → A (unidad), tal que los siguientes
diagramas son conmutativos:
Asociatividad:
A⊗ A⊗ A ∇⊗id //
id⊗∇

A⊗ A
∇

A⊗ A ∇ // A
Unidad:
A⊗ A
∇

k⊗ A
u⊗id 88
∼= &&
A⊗ k
id⊗uff
∼=xx
A
No´tese que el elemento unidad de A es 1A = u(1). Cuando queramos mencionar
expresamente la multiplicacio´n y la unidad diremos el a´lgebra (A,∇A, uA).
Consideremos la aplicacio´n trasposicio´n τ :V ⊗W → W ⊗ V, v ⊗ w 7→w ⊗ v. Que
la multiplicacio´n sea conmutativa es equivalente a ∇◦ τ = ∇. Con esta nueva inter-
pretacio´n tambie´n podemos definir el a´lgebra opuesta. Recordemos que el a´lgebra
opuesta Aop se define cambiando el producto en A por xy = yx para todo x, y ∈ A.
Luego, podemos definir que Aop es igual a A como espacio vectorial, con multipli-
cacio´n ∇op = ∇ ◦ τ y unidad uop = u. Claramente, A es conmutativa si y so´lo si
A = Aop como a´lgebras.
Mediante dualizacio´n, cambiando el sentido de las flechas, llegamos a la nocio´n
de coa´lgebra. Aunque es ma´s co´modo introducir la nocio´n de coa´lgebra como dual
de la de a´lgebra, hemos visto en el Cap´ıtulo 1 que este cambio de sentido de las
flechas aparece de modo natural cuando consideramos el a´lgebra de funciones repre-
sentativas sobre un grupo.
Definicio´n 2.1.1. Una coa´lgebra (sobre k o´ k-coa´lgebra) es un espacio vectorial C
junto con dos aplicaciones lineales, ∆ : C → C ⊗ C (comultiplicacio´n) y ε : C → k
(counidad), tal que los siguientes diagramas son conmutativos:
2.1. A´lgebras y coa´lgebras 49
Coasociatividad:
C
∆ //
∆

C ⊗ C
∆⊗id

C ⊗ C id⊗∆ // C ⊗ C ⊗ C
Counidad:
C
∆

k⊗ C
∼=
88
C ⊗ k
∼=
ff
C ⊗ C
id⊗ε
88
ε⊗id
ff
Adema´s, diremos que C es coconmutativa si τ ◦∆ = ∆.
Cuando queramos mencionar expresamente la comultiplicacio´n y la counidad
diremos la coa´lgebra (C,∆C , εC). Dada una coa´lgebra C se define su coa´lgebra co-
opuesta del siguiente modo: Ccop = C como espacio vectorial, ∆Ccop = τ ◦ ∆ y
εCcop = εC .
Notacio´n de Sweedler. Obse´rvese que la multiplicacio´n
((fusiona)) (multiplicando dos elementos, obtenemos como
resultado un solo elemento), mientras que la comultipli-
cacio´n ((fisiona)) (comultiplicando un elemento, obtenemos
una familia finita de pares de elementos). Para trabajar
con la comultiplicacio´n, Sweedler introdujo la siguiente no-
tacio´n, que resulta muy u´til. Dado c ∈ C podemos escribir
∆(c) como ∆(c) =
∑n
i=1 ci ⊗ c′i con ci, c′i ∈ C. Teniendo en
cuenta la posicio´n de cada tensorando, podr´ıamos simplifi-
car esto a ∆(c) =
∑n
i=1 c1i ⊗ c2i.
M. E. Sweedler
1942 -
Sweedler propone suprimir el sub´ındice i y escribir
∆(c) =
∑
(c)
c(1) ⊗ c(2),
donde ahora los sub´ındices (1) y (2) son simbo´licos; no se refieren a un elemento
concreto de C.
Esta notacio´n muestra su potencia cuando ∆ se aplica ma´s de una vez. La con-
mutatividad del diagrama de la coasociatividad se escribir´ıa como∑
(c)
∑
(c(1))
c(1)(1) ⊗ c(1)(2) ⊗ c(2) =
∑
(c)
∑
(c(2))
c(1) ⊗ c(2)(1) ⊗ c(2)(2) .
Podemos continuar con el proceso de simplificacio´n y denotar a este elemento por:
∆2(c) =
∑
(c)
c(1) ⊗ c(2) ⊗ c(3).
Iterando este procedimiento, para ∆n−1(c) = (∆⊗ id)∆n−2(c) escribiremos:
∆n−1(c) =
∑
(c)
c(1) ⊗ · · · ⊗ c(n).
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Con esta notacio´n, la propiedad de la counidad se escribe como:
c =
∑
(c)
ε(c(1))c(2) =
∑
(c)
ε(c(2))c(1), (2.1)
Con los an˜os, imitando el convenio de Einstein, se ha ido imponiendo la supresio´n
del sumatorio, de modo que simplemente se escribe:
∆(c) = c(1) ⊗ c(2).
Esta notacio´n abreviada sera´ la que nosotros usaremos.
La dualidad tambie´n nos permite introducir los homomorfismos de coa´lgebras.
Recordemos que en el caso de grupos topolo´gicos llegamos a ellos a partir de homo-
morfismos entre los grupos.
Sean A y B dos k-a´lgebras. Sabemos que un homomorfismo de a´lgebras es una
aplicacio´n lineal f : A → B tal que f(xy) = f(x)f(y) para todo x, y ∈ A y
f(1A) = 1B. Estas dos condiciones se pueden expresar mediante la conmutatividad
de los siguientes diagramas:
A⊗ A
∇A

f⊗f // B ⊗B
∇B

A
f
// B
k
uA

uB

A
f
// B
Cambiando el sentido de las flechas obtenemos la nocio´n de homomorfismo de coa´lge-
bras.
Definicio´n 2.1.2. Sean (C,∆C , εC) y (D,∆D, εD) dos coa´lgebras sobre k. Una apli-
cacio´n lineal f : C → D es un homomorfismo de coa´lgebras si los siguientes diagra-
mas conmutan:
C
f //
∆C

D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
εC

f // D
εD

k
En la notacio´n de Sweedler, la conmutatividad del primer diagrama se expresa
como:
f(c)(1) ⊗ f(c)(2) = f(c(1))⊗ f(c(2)), ∀c ∈ C.
Terminaremos esta seccio´n da´ndole nombre a ciertos elementos cuya comultipli-
cacio´n tiene una forma especial:
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Definicio´n 2.1.3. Sea C una coa´lgebra sobre k. Un elemento no nulo g ∈ C se
llama de tipo grupo si ∆(g) = g⊗ g. Al conjunto de tales elementos lo denotaremos
por G(C).
Obse´rvese que si g ∈ G(C), entonces ε(g) = 1. Esto es por la propiedad de la
counidad: g = ε(g)g. Si consideramos el grupo aditivo de R, la funcio´n exponencial
en R(R) es un elemento de este tipo, ve´ase (1.11) y (1.12).
El siguiente resultado sera´ necesario ma´s adelante:
Proposicio´n 2.1.4. El conjunto G(C) es linealmente independiente.
Demostracio´n. Los elementos de G(C) son no nulos, as´ı que todo subconjunto uni-
tario de G(C) es linealmente independiente. Supongamos, para llegar a una con-
tradiccio´n, que G(C) no es linealmente independiente. Sea n minimal tal que todo
subconjunto de G(C) de n elementos distintos es linealmente independiente y existe
un subconjunto de n+ 1 elementos distintos de G(C) que no lo es. Tendremos una
igualdad de la forma
g = α1g1 + α2g2 + . . .+ αngn,
con g, g1, g2, . . . , gn ∈ G(C) distintos y α1, . . . , αn ∈ k. Aplicando la comultiplicacio´n
y usando esta igualdad llegamos a:
n∑
i,j=1
αiαjgi ⊗ gj = g ⊗ g = ∆(g) =
n∑
i=1
αi∆(gi) =
n∑
i=1
αigi ⊗ gi. (2.2)
Por la eleccio´n de n, el subconjunto {gi}ni=1 es linealmente independiente. Enton-
ces, {gi ⊗ gj}ni,j=1 tambie´n lo es. Como g 6= 0, algu´n αi es no nulo, digamos α1.
De (2.2) obtendr´ıamos que αj = 0 para j 6= 1. Por tanto, g = α1g1. Ahora
1 = ε(g) = α1ε(g1) = α1. Tendr´ıamos pues g = g1, lo que contradice el que estos
elementos eran distintos.
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La situacio´n ma´s sencilla en la que encontramos el cambio de sentido de las flechas
es cuando consideramos espacios vectoriales y sus duales. En dimensio´n finita, donde
la dualidad es perfecta, la estructura de a´lgebra (resp. coa´lgebra) en un espacio
vectorial deber´ıa pasar a estructura de coa´lgebra (resp. a´lgebra) en su dual. Para
ver que esto es as´ı, necesitamos entender la relacio´n entre el espacio dual de un
producto tensorial de espacios y el producto tensorial de los duales.
Sean V y W dos espacios vectoriales sobre k. La aplicacio´n lineal
ΦV,W : V
∗ ⊗W ∗ → (V ⊗W )∗ definida por
ΦV,W (ϕ⊗ ψ)(v ⊗ w) = ϕ(v)ψ(w), ∀ϕ ∈ V ∗, ψ ∈ W ∗, v ∈ V,w ∈ W, (2.3)
es inyectiva. Adema´s, es sobreyectiva si y so´lo si V o´ W es de dimensio´n finita.
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Proposicio´n 2.2.1. Sea (C,∆, ε) una coa´lgebra sobre k. Las aplicaciones
∆∗ ◦ ΦC,C : C∗ ⊗ C∗ → C∗ y ε∗ : k → C∗ dotan a C∗ de estructura de a´lgebra.
Adema´s, si f : C → D es un homomorfismo de coa´lgebras, entonces f ∗ : D∗ → C∗
es un homomorfismo de a´lgebras.
Demostracio´n. Denotamos por ? a ∆∗ ◦ ΦC,C . Para φ, ϕ, ψ ∈ C∗ y c ∈ C tenemos
(ϕ ? ψ)(c) = ϕ(c(1))ψ(c(2)). Veamos que ? es asociativo:
((φ ? ϕ) ? ψ)(c) = (φ ? ϕ)(c(1))ψ(c(2))
= φ(c(1))ϕ(c(2))ψ(c(3))
= φ(c(1))(ϕ ? ψ)(c(2)) (coasociatividad)
= (φ ? (ϕ ? ψ))(c).
Veamos ahora que ε∗(1) es la unidad:
(ε∗(1) ? ϕ)(c) = ε∗(1)(c(1))ϕ(c(2))
= ε(c(1))ϕ(c(2))
= ϕ(ε(c(1))c(2))
= ϕ(c) (counidad).
Del mismo modo se comprueba que ϕ ? ε∗(1) = ϕ.
Demostramos la segunda afirmacio´n. Sean α, β ∈ D∗ y c ∈ C. Entonces,
f ∗(α ? β)(c) = (α ? β)(f(c))
= α(f(c)(1))β(f(c)(2))
= α(f(c(1)))β(f(c(2))) (f hom. coa´lgebras)
= (f ∗(α) ? f ∗(β))(c).
Por otra parte,
f ∗(εD(1))(c) = εD(1)(f(c)) = εD(f(c)) = εC(c).
Definicio´n 2.2.2. A C∗ la llamaremos a´lgebra dual de C y a ? producto convolu-
cio´n.
El paso de a´lgebras a coa´lgebras no siempre es posible. Si A es un a´lgebra con
multiplicacio´n ∇ : A⊗A→ A, entonces, al dualizar, obtenemos ∇∗ : A∗ → (A⊗A)∗.
El obsta´culo que encontramos es que, en general, no podemos identificar (A ⊗ A)∗
con A∗ ⊗ A∗. Este obsta´culo desaparece cuando A es de dimensio´n finita, pues
ΦA,A : A
∗ ⊗ A∗ → (A⊗ A)∗ es un isomorfismo y podemos usar su inversa Φ−1A,A.
Proposicio´n 2.2.3. Sea (A,∇, u) una k-a´lgebra de dimensio´n finita. Las aplicacio-
nes Φ−1A,A ◦∇∗ : A∗ → A∗⊗A∗ y u∗ : A∗ → k dotan a A∗ de estructura de coa´lgebra.
Adema´s, si f : A→ B es un homomorfismo de a´lgebras, entonces f ∗ : B∗ → A∗ es
un homomorfismo de coa´lgebras.
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Demostracio´n. Pongamos ∆ = Φ−1A,A ◦ ∇∗ y ε = u∗. Dado ϕ ∈ A∗ escribimos
∆(ϕ) =
∑
i
ϕ1i ⊗ ϕ2i.
Entonces,
ϕ(xy) =
∑
i
ϕ1i(x)ϕ2i(y), ∀x, y ∈ A. (2.4)
Esto es debido a que
ϕ(xy) = ∇∗(ϕ)(x⊗ y)
= (ΦA,A ◦∆(ϕ))(x⊗ y)
= ΦA,A
(∑
i
ϕ1i ⊗ ϕ2i
)
(x⊗ y)
=
∑
i
ϕ1i(x)ϕ2i(y).
Para demostrar la coasociatividad necesitamos considerar la aplicacio´n
ΦA⊗A,A ◦ (ΦA,A ⊗ id) : A∗ ⊗ A∗ ⊗ A∗ → (A⊗ A⊗ A)∗,
que esta´ definida por
[ΦA⊗A,A ◦ (ΦA,A ⊗ id)(φ⊗ ϕ⊗ ψ)](x⊗ y ⊗ z) = φ(x)ϕ(y)ψ(x).
Es fa´cil ver que ΦA⊗A,A ◦(ΦA,A⊗ id) = ΦA,A⊗A ◦(id⊗ΦA,A). Adema´s, esta aplicacio´n
es inyectiva. Entonces, dado ϕ ∈ A∗ y x, y, z ∈ A se tiene:
[ΦA,A⊗A ◦ (id⊗ ΦA,A) ◦ (id⊗∆) ◦∆] (ϕ) (x⊗ y ⊗ z)
= [ΦA,A⊗A ◦ (id⊗∇∗) ◦∆] (ϕ) (x⊗ y ⊗ z)
= [ΦA,A⊗A ◦ (id⊗∇∗)] (
∑
i ϕ1i ⊗ ϕ2i) (x⊗ y ⊗ z)
= ΦA,A⊗A (
∑
i ϕ1i ⊗ (ϕ2i ◦ ∇)) (x⊗ y ⊗ z)
=
∑
i ϕ1i (x)ϕ2i (yz)
= ϕ (x(yz))
= ϕ ((xy)z) (asociatividad)
=
∑
i ϕ1i (xy)ϕ2i (z)
= ΦA⊗A,A (
∑
i (ϕ1i ◦ ∇)⊗ ϕ2i) (x⊗ y ⊗ z)
= [ΦA⊗A,A ◦ (∇∗ ⊗ id)] (
∑
i ϕ1i ⊗ ϕ2i) (x⊗ y ⊗ z)
= [ΦA⊗A,A ◦ (∇∗ ⊗ id) ◦∆] (ϕ) (x⊗ y ⊗ z)
= [ΦA⊗A,A ◦ (ΦA,A ⊗ id) ◦ (∆⊗ id) ◦∆] (ϕ) (x⊗ y ⊗ z) .
De aqu´ı se sigue la coasociatividad: (id⊗∆) ◦∆ = (∆⊗ id) ◦∆.
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Para demostrar la propiedad de la counidad, no´tese que ε(ϕ) = ϕ(1A). Calcula-
mos:
[(ε⊗ id) ◦∆(ϕ)](x) =
(∑
i
ε(ϕ1i)ϕ2i
)
(x) =
∑
i
ϕ1i(1A)ϕ2i(x) = ϕ(1Ax) = ϕ(x).
Similarmente se comprueba que (id⊗ ε) ◦∆ = id.
Demostramos ahora que si f : A→ B es un homomorfismo de a´lgebras, entonces
f ∗ : B∗ → A∗ es un homomorfismo de coa´lgebras. Sea α ∈ B∗. Entonces,
ΦA,A
(∑
i
f ∗(α1i)⊗ f ∗(α2i)
)
(x⊗ y)
=
∑
i
α1i(f(x))α2i(f(y))
= α(f(x)f(y)) (por (2.4))
= α(f(xy)) (f hom. a´lgebras)
= f ∗(α)(xy)
=
∑
j
f ∗(α)1j(x)f ∗(α)2j(y) (por (2.4))
= ΦA,A
(∑
j
f ∗(α)1j ⊗ f ∗(α)2j
)
(x⊗ y)
Como ΦA,A es inyectiva, se sigue la compatibilidad con la comultiplicacio´n.
Finalmente,
εA∗ ◦ f ∗(α) = f ∗(α)(1A) = α
(
f(1A)
)
= α(1B) = εB∗(α).
Definicio´n 2.2.4. Diremos que (A∗,∆, ε) es la coa´lgebra dual de A.
Nota 2.2.5. Obse´rvese la similitud de la demostracio´n anterior con la demostracio´n
hecha en el Cap´ıtulo 1 de que R(G) es una coa´lgebra.
Cuando el espacio vectorial es de dimensio´n finita, el espacio bidual es isomorfo
a e´l. En este caso, al realizar el proceso de dualizacio´n dos veces recuperamos la es-
tructura inicial de a´lgebra o coa´lgebra. Esto es lo que demostraremos seguidamente.
Recordemos que para un k-espacio vectorial V la aplicacio´n κV : V → V ∗∗, dada
por κV (v)(ϕ) = ϕ(v) para todo v ∈ V, ϕ ∈ V ∗, es lineal e inyectiva. Adema´s, es
sobreyectiva si y so´lo si dimV <∞.
Proposicio´n 2.2.6. Sean A y C un a´lgebra y una coa´lgebra sobre k respectivamente.
Supongamos que ambas son de dimensio´n finita. Entonces,
(i) κA : A→ A∗∗ es un isomorfismo de a´lgebras.
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(ii) κC : C → C∗∗ es un isomorfismo de coa´lgebras.
Demostracio´n. (i) Sean x, y ∈ A y α ∈ A∗. Pongamos ∆A(α) =
∑
i α1i ⊗ α2i.
Entonces,
(κA(x) ? κA(y))(α) =
∑
i κA(x)(α1i)κA(y)(α2i)
=
∑
i α1i(x)α2i(y) (definicio´n de κA)
= α(xy) (definicio´n de ∆A∗)
= κA(xy)(α) (definicio´n de κA).
Por otro lado, κA(1A)(α) = α(1A) = εA∗(α).
(ii) Sea c ∈ C y ϕ, ψ ∈ C∗. Calculamos:
ΦC∗,C∗((∆C∗∗ ◦ κC)(c))(ϕ⊗ ψ) = (ΦC∗,C∗ ◦∆C∗∗)(κC(c))(ϕ⊗ ψ)
= κC(c)(ϕ ? ψ)
= (ϕ ? ψ)(c)
= ϕ(c(1))ψ(c(2))
= κC(c(1))(ϕ)κC(c(2))(ψ)
= ΦC∗,C∗(κC(c(1))⊗ κC(c(2)))(ϕ⊗ ψ)
= ΦC∗,C∗((κC ⊗ κC) ◦∆(c))(ϕ⊗ ψ).
Como ΦC∗,C∗ es inyectiva, obtenemos la compatibilidad con la comultiplicacio´n. Por
otro lado,
(εC∗∗ ◦ κC)(c) = εC∗∗(κC(c)) = κC(c)(1C∗) = 1C∗(c) = εC(c).
Nosotros so´lo hemos definido la nocio´n de coa´lgebra dual para a´lgebras de dimen-
sio´n finita, puesto que es el caso que necesitaremos despue´s. Pero hay que sen˜alar
que es posible definirla en general usando un espacio dual ma´s pequen˜o: el llamado
dual finito. Para un a´lgebra A, el dual finito se define como
A◦ = {α ∈ A∗ : α(I) = 0 para algu´n ideal I de A tal que dimA/I <∞}.
La aplicacio´n dual de la multiplicacio´n∇∗ : A∗ → (A⊗A)∗ cumple∇∗(A◦) ⊂ A◦⊗A◦
y se toma como comultiplicacio´n ∇∗|A◦ . La counidad se define igual que antes y no
presenta ningu´n problema. Los detalles de esta construccio´n se puede consultar en
[49, Section 2.5].
Ma´s adelante usaremos el siguiente resultado:
Proposicio´n 2.2.7. Sea A una k-a´lgebra de dimensio´n finita y consideremos la
coa´lgebra dual A∗. Un elemento α ∈ A∗ es de tipo grupo si y so´lo si α : A → k es
un homomorfismo de a´lgebras.
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Demostracio´n. Por la definicio´n de la comultiplicacio´n en A∗, se tiene que
∆(α) =
∑
i α1i ⊗ α2i si y so´lo si α(xy) =
∑
i α1i(x)α2i(y) para todo x, y ∈ A.
Adema´s, α(1A) = εA∗(α) por la definicio´n de counidad en A
∗. Por otro lado, α es
de tipo grupo si ∆(α) = α ⊗ α y εA∗(α) = 1. Y α es homomorfismo de a´lgebras si
α(xy) = α(x)α(y) y α(1A) = 1. De esto se deduce la afirmacio´n.
2.3. Como´dulos
Al igual que hemos hecho antes con la definicio´n de coa´lgebra, comenzaremos
dando la definicio´n usual de mo´dulo para luego expresar sus propiedades a trave´s
de aplicaciones lineales y as´ı definir la nocio´n de como´dulo de forma dual.
Sea A una k-a´lgebra. Recordemos que un k-espacio vectorial M es un A-mo´dulo
a derecha si existe una aplicacio´n M × A→ M, (m,x) 7→ mx, a la que llamaremos
accio´n, que cumple las siguientes propiedades para todo m,m′ ∈M y x, y ∈ A:
(1) Pseudoasociatividad: m(xy) = (mx)y.
(2) Linealidad en A: m(x+ y) = mx+my.
(3) Linealidad en M : (m+m′)x = mx+m′y.
(4) Elemento neutro: m1A = m.
De manera sime´trica se define un A-mo´dulo a izquierda. Usando el producto tenso-
rial, podemos dar la siguiente definicio´n equivalente:
Sea A una k-a´lgebra. Un k-espacio vectorial M es un A-mo´dulo a derecha si
existe una aplicacio´n lineal ω : M⊗A→M (accio´n) tal que los siguientes diagramas
conmutan:
M ⊗ A⊗ A
ω⊗id

id⊗∇ //M ⊗ A
ω

M ⊗ A ω //M
M ⊗ k id⊗u //
∼=
%%
M ⊗ A
ω

M
Considerando los diagramas duales llegamos a la nocio´n de como´dulo.
Definicio´n 2.3.1. Sea C una coa´lgebra sobre k. Un k-espacio vectorial M es un
C-como´dulo a derecha si existe una aplicacio´n lineal ρ : M →M ⊗C (coaccio´n) de
forma que los siguientes diagramas conmutan:
M
ρ //
ρ

M ⊗ C
ρ⊗id

M ⊗ C
id⊗∆
//M ⊗ C ⊗ C
M
∼=
##
ρ //M ⊗ C
id⊗ε

M ⊗ k
Del mismo modo se define un C-como´dulo a izquierda.
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A ρ tambie´n la llamaremos aplicacio´n estructura y escribiremos ρM cuando apa-
rezcan varias coacciones de como´dulos distintos. Tambie´n hablaremos del como´dulo
(M,ρ) para especificar cua´l es la coaccio´n.
Notacio´n de Sweedler. Al igual que para la comultiplicacio´n, se usa una no-
tacio´n que hace ma´s sencillo trabajar con la expresio´n ρ(m) =
∑
imi ⊗ ci ∈M ⊗C
para m ∈M . Se escribe
ρ(m) = m(0) ⊗m(1).
La conmutatividad del diagrama izquierdo anterior entonces se expresar´ıa como:
m(0) ⊗m(1)(1) ⊗m(1)(2) = m(0)(0) ⊗m(0)(1) ⊗m(1).
Y este elemento a su vez se escribe como
m(0) ⊗m(1) ⊗m(2).
Se aumentar´ıa el valor de los sub´ındices cuando se aplicase ρ o´ ∆ a este elemento.
La conmutatividad del diagrama derecho anterior ser´ıa:
m = m(0)ε(m(1)).
Para como´dulos a izquierda, se escribir´ıa
ρ(m) = m(−1) ⊗m(0)
y utilizar´ıamos el mismo convenio, pero con sub´ındices negativos.
La dualidad tambie´n nos permite definir la nocio´n de homomorfismo de como´du-
los. Sea A un a´lgebra y M y N dos A-mo´dulos a derecha. Recordemos que una
aplicacio´n lineal f : M → N es un homomorfismo de A-mo´dulos si f(ma) = f(m)a
para todo m ∈ M y a ∈ A. Podemos expresar esta condicio´n mediante el siguiente
diagrama:
M ⊗ A
ωM

f⊗id // N ⊗ A
ωN

M
f
// N
Mediante el diagrama dual obtenemos la nocio´n de homomorfismo de como´dulos.
Definicio´n 2.3.2. Sea C una coa´lgebra y M y N dos C-como´dulos a derecha. Una
aplicacio´n lineal f : M → N es un homomorfismo de como´dulos si el siguiente
diagrama conmuta:
M
f //
ρM

N
ρN

M ⊗ C
f⊗id
// N ⊗ C
De forma ana´loga se define un homomorfismo de C-como´dulos a izquierda.
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Usando la notacio´n de Sweedler, la conmutatividad del anterior diagrama se
expresa como
f(m(0))⊗m(1) = f(m)(0) ⊗ f(m)(1), ∀m ∈M.
Denotaremos por Comod-C a la categor´ıa cuyos objetos son los C-como´dulos a
derecha y cuyos morfismos son los homomorfismos de como´dulos. Para la versio´n a
izquierda escribiremos C-Comod.
2.4. Como´dulos y mo´dulos racionales
En esta seccio´n veremos que los como´dulos sobre una coa´lgebra C se correspon-
den con un tipo especial de mo´dulos sobre el a´lgebra dual C∗: los racionales.
Definicio´n 2.4.1. Sea C una coa´lgebra y C∗ su a´lgebra dual. Sea M un C∗-mo´dulo
a izquierda. Diremos que m ∈M es racional si existe ρm :=
∑r
i=1 mi ⊗ ci ∈M ⊗C
tal que
ϕm = (id⊗ ϕ)(ρm) =
r∑
i=1
ϕ(ci)mi, ∀ϕ ∈ C∗. (2.5)
Obse´rvese que si m es un elemento racional, entonces de la definicio´n se sigue
que ρm es u´nico con esta propiedad.
Definicio´n 2.4.2. Sea M un C∗-mo´dulo a izquierda. Definimos el submo´dulo ra-
cional de M como
Rat(M) = {m ∈M : m es racional}.
El siguiente resultado justifica la terminolog´ıa ((submo´dulo racional)):
Proposicio´n 2.4.3. Rat(M) es un submo´dulo de M .
Demostracio´n. Probaremos en primer lugar que Rat(M) es un subespacio de M .
Sean m,m′ ∈ Rat(M) y α ∈ k. Existen ρm =
∑r
i=1mi ⊗ ci y ρm′ =
∑r′
i=1m
′
i ⊗ c′i en
M ⊗ C que cumplen (2.5). Tenemos:
ϕ(m+m′) = ϕm+ ϕm′ =
r∑
i=1
ϕ(ci)mi +
r′∑
i=1
ϕ(c′i)m
′
i,
ϕ(αm) = αϕ(m) = α
r∑
i=1
ϕ(ci)mi =
r∑
i=1
ϕ(ci)αmi, ∀ϕ ∈ C∗.
As´ı, m+m′ ∈ Rat(M) con ρm+m′ = ρm + ρm′ y αm ∈ Rat(M) con ραm = αρm.
Veamos ahora queRat(M) es cerrado bajo la accio´n de C∗. Sea ψ ∈ C∗. Entonces,
ϕ(ψm) = (ϕ ? ψ)m =
r∑
i=1
(ϕ ? ψ)(ci)mi =
r∑
i=1
ϕ(ci(1))ψ(ci(2))mi.
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Esto nos dice que ψm es un elemento racional con ρψm =
∑r
i=1 ψ(ci(2))mi ⊗ ci(1).
Recordemos que, para un a´lgebra A, un A-mo´dulo a izquierda M se dice local-
mente finito si todo submo´dulo c´ıclico de M es de dimensio´n finita.
Proposicio´n 2.4.4. Sea M un C∗-mo´dulo a izquierda. Entonces,
(i) Rat(M) es un C∗-submo´dulo de M localmente finito.
(ii) Rat(N) = Rat(M) ∩N para todo submo´dulo N de M .
(iii) Si f : M →M ′ es un homomorfismo de C∗-mo´dulos, entonces
f(Rat(M)) ⊆ Rat(M ′).
Demostracio´n. (i) Sea m ∈ Rat(M). Tomamos ρm =
∑r
i=1 mi⊗ ci ∈M ⊗C tal que
ϕm =
∑r
i=1 ϕ(ci)mi para todo ϕ ∈ C∗. Obse´rvese que C∗m esta´ incluido en el
subespacio generado por {m1, . . . ,mr}, que es de dimensio´n finita.
(ii) Sea n ∈ Rat(N). Tomamos ρn =
∑r
i=1 ni ⊗ ci ∈ N ⊗ C tal que
ϕn =
∑r
i=1 ϕ(ci)ni para todo ϕ ∈ C∗. Como N ⊆M , tenemos n ∈ Rat(M)∩N . Para
la otra inclusio´n, sea m ∈ Rat(M) ∩N . Tomamos el correspondiente
ρm :=
∑r
i=1mi ⊗ ci ∈ M ⊗ C y lo escribimos de forma que el conjunto {ci}ri=1
sea linealmente independiente. Para cada i existe ϕi ∈ C∗ tal que ϕi(cj) = δij.
Entonces,
mj =
r∑
i=1
ϕj(ci)mi = ϕjm.
Como N es submo´dulo, ϕjm ∈ N y as´ı pues mj ∈ N . De aqu´ı, ρm ∈ N ⊗ C y por
tanto m ∈ Rat(N).
(iii) Sea m ∈ Rat(M). Calculamos:
ϕf(m) = f(ϕm) = f
( r∑
i=1
ϕ(ci)mi
)
=
r∑
i=1
ϕ(ci)f(mi).
Tomamos ρf(m) =
∑r
i=1 f(mi)⊗ ci ∈M ′ ⊗ C y as´ı f(m) ∈ Rat(M ′).
Definicio´n 2.4.5. Diremos que un C∗-mo´dulo a izquierda M es racional si
M = Rat(M).
Denotaremos por Rat(C∗-Mod) a la subcategor´ıa plena de C∗-Mod formada por
los mo´dulos racionales.
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Teorema 2.4.6. Sea C una coa´lgebra.
(i) Si N es un C-como´dulo a derecha, entonces N es un C∗-mo´dulo racional a
izquierda con accio´n
ϕ · n = (id⊗ ϕ)(ρ(n)) = ϕ(n(1))n(0), ∀ϕ ∈ C∗, n ∈ N. (2.6)
(ii) Si M es un C∗-mo´dulo a izquierda racional, entonces M es un C-como´dulo a
derecha con coaccio´n ρ definida por ρ(m) = ρm para cada m ∈M .
(iii) Si f : N → N ′ es un homomorfismo de C-como´dulos a derecha, entonces f es
un homomorfismo de C∗-mo´dulos a izquierda.
(iv) Si g : M → M ′ es un homomorfismo de C∗-mo´dulos a izquierda racionales,
entonces g es un homomorfismo de C-como´dulos a derecha.
La dos asignaciones anteriores establecen un isomorfismo entre la categor´ıa de
C∗-mo´dulos racionales izquierda y la categor´ıa de C-como´dulos a derecha.
Demostracio´n. (i) Comprobamos que (2.6) dota a N de estructura de C∗-mo´dulo:
Axioma 1: Linealidad en C∗. Sean ϕ, ψ ∈ C∗ y n ∈ N . Entonces,
(ϕ+ ψ) · n = (ϕ+ ψ)(n(1))n(0) (def. de accio´n)
= [ϕ(n(1)) + ψ(n(1))]n(0)
= ϕ(n(1))n(0) + ψ(n(1))n(0)
= ϕ · n+ ψ · n (def. de accio´n).
Axioma 2: Linealidad en N . Sean n, n′ ∈ N . Entonces,
ϕ · (n+ n′)
= (id⊗ ϕ)(ρ(n+ n′)) (def. de accio´n)
= (id⊗ ϕ)(ρ(n)) + (id⊗ ϕ)(ρ(n′)) (linealidad de ϕ y ρ)
= ϕ · n+ ϕ · n′ (def. de accio´n).
Axioma 3: Pseudoasociatividad. Tenemos:
ϕ · (ψ · n) = ψ(n(1))(ϕ · n(0)) (def. de accio´n y linealidad)
= ψ(n(1))ϕ(n(0)(1))n(0)(0) (def. de accio´n)
= ψ(n(1)(2))ϕ(n(1)(1))n(0)(0) (N como´dulo a dcha.)
= (ϕ ? ψ)(n(1))n(0) (definicio´n de ?)
= (ϕ ? ψ) · n (def. de accio´n).
Axioma 4: Unidad. Tenemos:
ε · n = ε(n(1))n(0) = n.
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Es claro que N es racional con esta accio´n.
(ii) Para m ∈M pongamos ρm = m(0)⊗m(1). Entonces, ϕm = ϕ(m(1))m(0) para
todo ϕ ∈ C∗. La linealidad de la accio´n (y de los elementos de C∗) implica que
ρ : M →M ⊗ C,m 7→ ρm es lineal. La igualdad
m(0)(0) ⊗m(0)(1) ⊗m(1) = m(0) ⊗m(1)(1) ⊗m(1)(2).
es equivalente a
m(0)(0)ϕ(m(0)(1))ψ(m(1)) = m(0)ϕ(m(1)(1))ψ(m(1)(2)), ∀ϕ, ψ ∈ C∗.
Esta se obtiene como en el ca´lculo anterior. Y lo mismo para la counidad.
(iii) Dados ϕ ∈ C∗ y n ∈ N tenemos:
f(ϕ · n) = f(ϕ(n(1))n(0)) (por (2.6))
= ϕ(n(1))f(n(0)) (linealidad)
= ϕ(f(n)(1))f(n)(0) (f hom. como´dulos)
= ϕ · f(n) (por (2.6)).
(iv) Con notacio´n como en (ii), tenemos que demostrar la igualdad
g(m(0))⊗m(1) = g(m)(0) ⊗ g(m)(1), ∀m ∈M.
Esto es equivalente a
ϕ(m(1))g(m(0)) = ϕ(g(m)(1))g(m)(0), ∀m ∈M,ϕ ∈ C∗.
El lado izquierdo es g(ϕm) y el lado derecho ϕg(m), que son iguales por hipo´tesis.
Finalmente, si partimos de un C-como´dulo a derecha N con coaccio´n ρ, lo conver-
timos en un C∗-mo´dulo a izquierda racional como en (i) y este lo convertimos en un
C-como´dulo a derecha como en (ii), obtenemos N con la misma coaccio´n ρ. Lo mis-
mo ocurre a nivel de morfismos. El argumento es ana´logo si partimos de C∗-mo´dulos
a izquierda racionales y morfismos entre ellos. Esto nos da el isomorfismo entre las
categor´ıas C-Comod y Rat(C∗-Mod).
El a´lgebra dual C∗ la podemos considerar como un C∗-mo´dulo a izquierda o
derecha. Escribiremos Ratl(C
∗) para el submo´dulo racional en el primer caso y
Ratr(C
∗) en el segundo.
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2.5. A´lgebras de Hopf
En esta seccio´n introducimos la estructura de a´lgebra de Hopf inspira´ndonos en
el caso del a´lgebra de las funciones representativas sobre un grupo.
Recordemos primero que si A y B son a´lgebras, enton-
ces el producto tensorial A ⊗ B es un a´lgebra con la mul-
tiplicacio´n realizada componente a componente; es decir,
∇A⊗B := (∇A ⊗∇B) ◦ (idA ⊗ τ ⊗ idB). El elemento iden-
tidad es 1A⊗B := 1A ⊗ 1B. Del mismo modo, si C y D son
coa´lgebras, entonces C ⊗D es una coa´lgebra con comulti-
plicacio´n ∆C⊗D := (idC⊗ τ ⊗ idD)◦ (∆C⊗∆D) y counidad
εC⊗D := εC ⊗ εD.
Definicio´n 2.5.1. Un espacio vectorial H sobre k es un
a´lgebra de Hopf si:
(i) H es un a´lgebra con unidad 1H .
H. Hopf
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(ii) H es una coa´lgebra con comultiplicacio´n ∆ y counidad ε.
(iii) ∆ y ε son homomorfismos de a´lgebras.
(iv) Existe una aplicacio´n lineal S : H → H, llamada ant´ıpoda, tal que
S(h(1))h(2) = ε(h)1H , h(1)S(h(2)) = ε(h)1H , ∀h ∈ H. (2.7)
Es natural preguntarse por que´ no se pide en la definicio´n una propiedad dual a
(iii) para la multiplicacio´n y la unidad. El siguiente resultado da la respuesta:
Proposicio´n 2.5.2. Sea H un k-espacio vectorial de modo que (H,∇, u) es un
a´lgebra y (H,∆, ε) es una coa´lgebra. Las siguientes afirmaciones son equivalentes:
(i) ∆ y ε son homomorfismos de a´lgebras.
(ii) ∇ y u son homomorfismos de coa´lgebras.
Demostracio´n. Obse´rvese que ∇ y u son homomorfismo de coa´lgebras si y so´lo si se
cumple:
(1) ∆H ◦ ∇ = (∇⊗∇) ◦∆H⊗H ; (3) ∆H ◦ u = (u⊗ u) ◦∆k;
(2) εH ◦ ∇ = εH⊗H ; (4) εH ◦ u = εk.
Escribiendo estas condiciones con elementos, tenemos:
(1) ∆(hh′) = h(1)h′(1) ⊗ h(2)h′(2) = ∆(h)∆(h′); (3) ∆(1H) = 1H ⊗ 1H ;
(2) ε(hh′) = ε(h)ε(h′); (4) ε(1H) = 1.
Esto significa precisamente que ∆ y ε son homomorfismos de a´lgebras.
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Existe una forma ma´s conceptual de interpretar la ant´ıpoda que resulta muy u´til
a la hora de demostrar propiedades sobre ella. Es la siguiente: se puede comprobar
fa´cilmente que el espacio Homk(H,H) es un a´lgebra con multiplicacio´n dada por el
llamado producto convolucio´n, que se define como:
(f ? g)(h) = f(h(1))g(h(2)), ∀f, g ∈ Homk(H,H), h ∈ H.
El elemento unidad es ε(−)1H . Entonces, la condicio´n (2.7) significa que S es el
inverso, para el producto ?, de la aplicacio´n identidad en H.
Antes de ver varios ejemplos de a´lgebras de Hopf, deducimos algunas propiedades
de la ant´ıpoda:
Proposicio´n 2.5.3. Sea H un a´lgebra de Hopf con ant´ıpoda S. Entonces,
(i) S es un antihomomorfismo de a´lgebras, es decir:
S(1H) = 1H y S(hh
′) = S(h)S(h′), ∀h, h′ ∈ H.
(ii) S es un antihomomorfismo de coa´lgebras, es decir:
ε ◦ S = ε y S(h)(1) ⊗ S(h)(2) = S(h(2))⊗ S(h(1)), ∀h ∈ H.
Demostracio´n.
(i) Como ∆ y ε son homomorfismos de a´lgebras, tenemos ∆(1H) = 1H ⊗ 1H y
ε(1H) = 1. Entonces, S(1H)1H = ε(1H)1H . De aqu´ı, S(1H) = 1H . La otra condicio´n
queda establecida mediante el siguiente ca´lculo:
S(hh′) = S((hh′)(1))ε((hh′)(2)) (def. de ε y linealidad)
= S(h(1)h
′
(1))ε(h(2))ε(h
′
(2)) (∆ y ε hom. a´lgebras)
= S(h(1)h
′
(1))h(2)S(h(3))ε(h
′
(2)) (definicio´n de S)
= S(h(1)h
′
(1))h(2)ε(h
′
(2))S(h(3))
= S(h(1)h
′
(1))h(2)h
′
(2)S(h
′
(3))S(h(3)) (definicio´n de S)
= S((h(1)h
′
(1))(1))(h(1)h
′
(1))(2)S(h
′
(2))S(h(2)) (∆ hom. a´lgebras)
= ε(h(1)h
′
(1))S(h
′
(2))S(h(2)) (definicio´n de S)
= ε(h(1))ε(h
′
(1))S(h
′
(2))S(h(2)) (ε hom. a´lgebras)
= S(ε(h′(1))h
′
(2))S(ε(h(1))h(2)) (linealidad de S)
= S(h′)S(h) (definicio´n de ε).
(ii) Vemos primero que ε ◦ S = ε. Calculamos:
ε(S(h)) = ε(S(h(1)ε(h(2)))) (definicio´n de ε)
= ε(S(h(1)))ε(h(2)) (linealidad de ε ◦ S)
= ε(S(h(1))h(2)) (ε hom. a´lgebras)
= ε(ε(h)1H) (definicio´n de S)
= ε(h) (ε(1H) = 1).
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Comprobamos la otra condicio´n:
S(h)(1) ⊗ S(h)(2) = ∆(S(h))
= ∆(S(h(1)ε(h(2)))) (definicio´n de ε)
= ∆(S(h(1)))(ε(h(2))1H ⊗ 1H) (linealidad)
= ∆(S(h(1)))(h(2)S(h(3))⊗ 1H) (definicio´n de S)
= ∆(S(h(1)))(h(2)S(ε(h(3))h(4))⊗ 1H) (definicio´n de ε)
= ∆(S(h(1)))(h(2)S(h(4))⊗ ε(h(3))1H) (linealidad de S)
= ∆(S(h(1)))(h(2)S(h(5))⊗ h(3)S(h(4))) (definicio´n de ε)
= ∆(S(h(1)))(h(2) ⊗ h(3))(S(h(5))⊗ S(h(4)))
= ∆(S(h(1)))∆(h(2))(S(h(4))⊗ S(h(3)))
= ∆(S(h(1))h(2))(S(h(4))⊗ S(h(3))) (∆ hom. a´lg.)
= ∆(ε(h(1))1H)(S(h(3))⊗ S(h(2))) (definicio´n de S)
= ε(h(1))(S(h(3))⊗ S(h(2)))
= S(h(3))⊗ S(ε(h(1))h(2)) (linealidad de S)
= S(h(2))⊗ S(h(1)) (definicio´n de ε).
Estos ca´lculos son un buen ejemplo de lo u´til que resulta la notacio´n de Sweedler.
Corolario 2.5.4. Si H es un a´lgebra de Hopf conmutativa o coconmutativa, entonces
S2 = idH .
Demostracio´n. Supongamos primero que H es conmutativa. Dado h ∈ H tenemos
S(h(1))h(2) = ε(h)1H . Aplicamos S a esta igualdad y que S es antihomomorfismo de
a´lgebras. Entonces, ε(h)1H = S(h(2))S
2(h(1)). Usamos ahora que H es conmutativa:
ε(h)1H = S
2(h(1))S(h(2)). Luego S
2 es inverso a izquierda de S para el producto
convolucio´n. Como idH es el inverso de S, obtenemos S
2 = idH .
Para la otra afirmacio´n, al ser H coconmutativa, se tiene h(1)⊗h(2) = h(2)⊗h(1).
Entonces, ε(h)1H = S(h(2))S
2(h(1)) = S(h(1))S
2(h(2)) y se continu´a como antes.
Proposicio´n 2.5.5. Sea H un a´lgebra de Hopf con ant´ıpoda S. Si g ∈ G(H),
entonces g es invertible y S(g) = g−1.
Demostracio´n. Como g ∈ G(H), tenemos ∆(g) = g⊗ g y ε(g) = 1. Por la definicio´n
de ant´ıpoda, S(g)g = gS(g) = ε(g)1H = 1H . Luego g es invertible y S(g) = g
−1.
Corolario 2.5.6. En un a´lgebra de Hopf H el conjunto G(H) es un grupo.
Demostracio´n. Dado g ∈ G(H), por la proposicio´n anterior, existe g−1. Entonces,
1H ⊗ 1H = ∆(1H) = ∆(gg−1) = ∆(g)∆(g−1) = (g ⊗ g)∆(g−1).
As´ı, ∆(g−1) = g−1 ⊗ g−1 y, por tanto, g−1 ∈ G(H). Por otro lado, para h ∈ G(H),
tenemos:
∆(gh) = ∆(g)∆(h) = (g ⊗ g)(h⊗ h) = gh⊗ gh.
De esto, gh ∈ G(H).
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Ejemplos 2.5.7.
1. Dado un grupo G, el a´lgebra de grupo k[G] es un a´lgebra de Hopf con comul-
tiplicacio´n, counidad y ant´ıpoda dadas por:
∆(g) = g ⊗ g, ε(g) = 1 y S(g) = g−1, ∀g ∈ G.
2. Sea n ∈ N con n ≥ 2 y ω ∈ k una ra´ız primitiva n-e´sima de la unidad. El
a´lgebra de Taft Tn(ω) esta´ generada sobre k por u y x sujetas a las relaciones:
un = 1, xn = 0 y ux = ωxu. (2.8)
Su comultiplicacio´n, counidad y ant´ıpoda esta´n defini-
das por:
∆(u) = u⊗ u, ∆(x) = x⊗ 1 + u⊗ x,
ε(u) = 1, ε(x) = 0,
S(u) = un−1, S(x) = −un−1x.
Es necesario aclarar varios puntos para afirmar que
Tn(ω) es un a´lgebra de Hopf. Primero, puesto que Tn(ω)
esta´ definida por generadores y relaciones, basta definir
E. Taft
1931 -
∆, ε y S sobre los generadores y extenderlas multiplicativamente a un homo-
morfismo de a´lgebras. En el caso de S, a un antihomomorfismo de a´lgebras.
Esto funciona siempre y cuando se respeten las relaciones (2.8). El punto ma´s
delicado de comprobar es que ∆(x)n = 0. Para ello se necesita la fo´rmula del
binomio cua´ntico, que recordamos a continuacio´n.
Sean j, k y m nu´meros naturales con j ≤ k ≤ m. Sea q ∈ k no nulo. Los siguientes
tres elementos se llaman q-nu´mero, q-factorial y q-coeficiente binomial respectiva-
mente:
(j)q =
j−1∑
i=0
qi, (k)!q =
k∏
j=1
(j)q y
(
m
k
)
q
=
(m)!q
(k)!q(m− k)!q .
No´tese que si q es una ra´ız n-e´sima primitiva de la unidad, entonces (n)q = 0 y por
tanto
(
n
k
)
q
= 0 para todo 1 ≤ k ≤ n − 1. Los q-coeficientes binomiales cumplen la
siguiente generalizacio´n de la identidad de Pascal:(
m+ 1
k
)
q
= qk
(
m
k
)
q
+
(
m
k − 1
)
q
.
Tambie´n tenemos la siguiente generalizacio´n de la Fo´rmula del Binomio de Newton:
66 2. A´lgebras de Hopf con integral
Lema 2.5.8 (Fo´rmula binomial cua´ntica). Sea A un a´lgebra sobre k y q ∈ k no
nulo. Sean a, b ∈ A tal que ab = qba. Entonces, para todo m ∈ N se cumple:
(a+ b)m =
m∑
i=0
(
m
i
)
q
biam−i.
La comprobacio´n de que ∆(x)n = 0 ser´ıa la siguiente. En nuestro caso tomamos
a = x⊗ 1 y b = u⊗ x. Tenemos:
∆(x)n = (x⊗ 1 + u⊗ x)n
=
n∑
i=0
(
n
i
)
ω
(u⊗ x)i(x⊗ 1)n−i
= (u⊗ x)n + (x⊗ 1)n
= un ⊗ xn + xn ⊗ 1
= 0.
Nota 2.5.9. El orden de la ant´ıpoda en Tn(ω) es 2n. Este hecho fue importante
en su momento pues proporcionaba una familia de a´lgebras de Hopf con ant´ıpoda
de orden finito, pero no acotado. Compa´rese con S2 = id del caso conmutativo o
coconmutativo.
A lo largo del trabajo ira´n apareciendo otros ejemplos de a´lgebras de Hopf. A
partir de un a´lgebra de Hopf se pueden producir otras considerando la multiplicacio´n
o comultiplicacio´n opuesta. Obse´rvese que si H es un a´lgebra de Hopf con ant´ıpoda
biyectiva S, entonces Hop y Hcop son a´lgebras de Hopf con ant´ıpoda S−1. Y Hop,cop
es un a´lgebra de Hopf con ant´ıpoda S (en este caso no se necesita la biyectividad).
Seguidamente definimos la nocio´n de homomorfismo de a´lgebras de Hopf. Ve´ase
el caso de R(G) en las pa´ginas 42 y 43.
Definicio´n 2.5.10. Sean H y K a´lgebras de Hopf. Una aplicacio´n lineal f : H → K
es un homomorfismo de a´lgebras de Hopf si f es un homomorfismo de a´lgebras, de
coa´lgebras y f ◦ SH = SK ◦ f.
Antes hemos visto que, mediante la dualidad en espacios vectoriales, la estructura
de a´lgebra pasa a coa´lgebra y la de coa´lgebra a a´lgebra. La estructura de a´lgebra de
Hopf es autodual, en el siguiente sentido:
Proposicio´n 2.5.11. Si H es un a´lgebra de Hopf de dimensio´n finita, entonces H∗
es tambie´n un a´lgebra de Hopf. Adema´s, la aplicacio´n natural κH : H → H∗∗ es un
isomorfismo de a´lgebras de Hopf.
Demostracio´n. Las Proposiciones 2.2.1 y 2.2.3 nos dan que H∗ es un a´lgebra y una
coa´lgebra. Recordemos que ∆H∗ = Φ
−1
H,H ◦ ∇∗H . Como H es a´lgebra de Hopf, ∇H es
un homomorfismo de coa´lgebras, y por tanto ∇∗H es un homomorfismo de a´lgebras.
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Si probamos que ΦH,H es un homomorfismo de a´lgebras, obtendremos que ∆H∗
tambie´n lo es. Sean ϕ1, ϕ2, ψ1, ψ2 ∈ H∗ y h, h′ ∈ H. Entonces,
ΦH,H
(
(ϕ1 ⊗ ψ1) ? (ϕ2 ⊗ ψ2)
)
(h⊗ h′)
= ΦH,H
(
(ϕ1 ? ϕ2)⊗ (ψ1 ? ψ2)
)
(h⊗ h′)
= (ϕ1 ? ϕ2)(h)(ψ1 ? ψ2)(h
′) (def. de ΦH,H)
= ϕ1(h(1))ϕ2(h(2))ψ1(h
′
(1))ψ2(h
′
(2)) (def. de ? en H
∗)
= ϕ1(h(1))ψ1(h
′
(1))ϕ2(h(2))ψ2(h
′
(2))
= ΦH,H(ϕ1 ⊗ ψ1)(h(1) ⊗ h′(1))ΦH,H(ϕ2 ⊗ ψ2)(h(2) ⊗ h′(2)) (def. de ΦH,H)
= ΦH,H(ϕ1 ⊗ ψ1)((h⊗ h′)(1))ΦH,H(ϕ2 ⊗ ψ2)((h⊗ h′)(2)) (def. de ∆H⊗H)
=
(
ΦH,H(ϕ1 ⊗ ψ1) ? ΦH,H(ϕ2 ⊗ ψ2)
)
(h⊗ h′) (def. de ? en (H ⊗H)∗).
Por otra parte, se tiene:
ΦH,H(1H∗⊗H∗)(h⊗ h′) = ΦH,H(εH ⊗ εH)(h⊗ h′) = εH(h)εH(h′) = 1(H⊗H)∗(h⊗ h′).
Que εH∗ es homomorfismo de a´lgebras se sigue de que εH∗ = u
∗
H y u
∗
H es homo-
morfismo de a´lgebras porque uH lo es de coa´lgebras (Proposicio´n 2.2.3).
So´lo resta probar la existencia de la ant´ıpoda. Veamos que S∗ es la ant´ıpoda
para H∗. Sea ϕ ∈ H∗ y h ∈ H. Calculamos:
(S∗(ϕ(1)) ? ϕ(2))(h) = S∗(ϕ(1))(h(1))ϕ(2)(h(2)) (definicio´n de ?)
= ϕ(1)(S(h(1)))ϕ(2)(h(2))
= ϕ(S(h(1))h(2)) (definicio´n de ∆H∗)
= ϕ(εH(h)1H) (definicio´n de S)
= ϕ(1H)εH(h) (linealidad de ϕ)
= εH∗(ϕ)1H∗(h) (definicio´n de εH∗ y 1H∗).
El caso ϕ(1) ? S
∗(ϕ(2)) = εH∗(ϕ)1H∗ es totalmente ana´logo.
Para probar la segunda afirmacio´n, recordemos que, por la Proposicio´n 2.2.6, κH
es isomorfismo de a´lgebras y de coa´lgebras. Veamos pues que κH ◦ S = SH∗∗ ◦ κH .
Dados h ∈ H y ϕ ∈ H∗ calculamos:
[SH∗∗ ◦ κH(h)](ϕ) = [κH(h)](S∗(ϕ))
= (S∗(ϕ))(h)
= ϕ(S(h))
= [κH(S(h))](ϕ)
= [κH ◦ S(h)](ϕ).
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2.6. Integrales
La nocio´n de integral para un a´lgebra de Hopf fue introducida por Sweedler en
[59] mediante la condicio´n (1.13) obtenida para la invarianza de la integral de Haar
en el a´lgebra de Hopf de las funciones representativas sobre un grupo compacto.
Definicio´n 2.6.1. Sea H un a´lgebra de Hopf sobre un cuerpo k. Una aplicacio´n
lineal µ : H → k es una integral a derecha si cumple:
µ(h(1))h(2) = µ(h)1H , ∀h ∈ H. (2.9)
Similarmente, una aplicacio´n lineal λ : H → k es una a´lgebra de Hopf!integral a
izquierda si cumple:
h(1)λ(h(2)) = λ(h)1H , ∀h ∈ H. (2.10)
La condicio´n (2.9) significa que µ es un homomorfismo de como´dulos a derecha,
donde H es un H-como´dulo a derecha a trave´s de la comultiplicacio´n y k con la
estructura trivial de H-como´dulo, es decir, ρ(1) = 1⊗1H . Similarmente a izquierda.
Denotaremos por
∫
r
(H) (resp.
∫
l
(H)) al espacio de todas las integrales a derecha
(resp. izquierda) sobre H. No´tese que la aplicacio´n nula es una integral a derecha e
izquierda. En adelante, cuando digamos que un a´lgebra de Hopf tiene una integral,
entenderemos que es una integral no nula.
Ejemplos 2.6.2.
1. Sea G un grupo con elemento neutro e y k[G] el a´lgebra de grupo. Es fa´cil ver
que la aplicacio´n λ : k[G]→ k definida por λ(g) = δg,e para todo g ∈ G es una
integral a derecha e izquierda sobre k[G].
2. Consideremos el a´lgebra de Taft Tn(ω). Obse´rvese que una base de ella es
{xiuj : i, j = 0, . . . , n− 1}. Utilizando la Fo´rmula binomial cua´ntica se puede
comprobar que la comultiplicacio´n de un elemento de esta base es:
∆(xiuj) =
i∑
k=0
(
i
k
)
q
xi−kuk+j ⊗ xkuj. (2.11)
Las aplicaciones µ y λ siguientes son integrales a derecha e izquierda respecti-
vamente sobre Tn(ω):
µ(xiuj) = δi,n−1δj,0 y λ(xiuj) = δi,n−1δj,1.
Sin embargo, no todas las a´lgebras de Hopf poseen integral, como se muestra en
el siguiente ejemplo:
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Ejemplo 2.6.3. El k-espacio vectorial H con base {cn : n ∈ N} es un a´lgebra de
Hopf con multiplicacio´n
cncm =
(
n+m
n
)
cn+m,
unidad c0 y comultiplicacio´n, counidad y ant´ıpoda
∆(cn) =
n∑
i=0
ci ⊗ cn−i, ε(cn) = δ0,n y S(cn) = (−1)ncn.
Este a´lgebra de Hopf recibe el nombre de a´lgebra de potencias divididas . Veamos que
no tiene integral. Supongamos que µ es una integral a derecha sobre H. Entonces,
para n ∈ N arbitrario, se tiene
µ(cn)c0 =
n∑
i=0
µ(ci)cn−i.
Por tanto
∑n−1
i=0 µ(ci)cn−i = 0. La independencia lineal nos da µ(ci) = 0 para todo
i = 0, . . . , n− 1. Luego µ(cn) = 0 para todo n ∈ N. Es decir, µ = 0.
Obse´rvese que, usando el producto convolucio´n en H∗, al evaluar (2.9) en ϕ ∈ H∗
obtenemos
ϕ(1H)µ(h) = µ(h(1))ϕ(h(2)) = (µ ? ϕ)(h), ∀h ∈ H.
Por tanto, (2.9) es equivalente a:
µ ? ϕ = ϕ(1H)µ, ∀ϕ ∈ H∗. (2.12)
Del mismo modo, (2.10) es equivalente a:
ϕ ? λ = ϕ(1H)λ, ∀ϕ ∈ H∗. (2.13)
Existe una relacio´n entre las integrales y el submo´dulo racional de H∗:
Proposicio´n 2.6.4. El espacio
∫
r
(H) es un ideal bila´tero de H∗ y esta´ contenido
en Ratr(H
∗).
Demostracio´n. Veamos primero que
∫
r
(H) es un ideal bila´tero. Sea µ ∈ ∫
r
(H) y
ϕ, ψ ∈ H∗. Entonces,
(µ ? ϕ) ? ψ = µ ? (ϕ ? ψ) = (ϕ ? ψ)(1H)µ = ϕ(1H)ψ(1H)µ = ψ(1H)(µ ? ϕ).
Luego µ ? ϕ ∈ ∫
r
(H) y
∫
r
(H) es un ideal a derecha. Veamos que lo es a izquierda:
(ϕ ? µ) ? ψ = ϕ ? (µ ? ψ) = ϕ ? (ψ(1H)µ) = ψ(1H)(ϕ ? µ).
Finalmente probamos que µ ∈ Ratr(H∗). Hemos de ver que existe ρµ ∈ H ⊗H∗
tal que µ ? ϕ = (ϕ⊗ id)(ρµ) para todo ϕ ∈ H∗. Como µ ? ϕ = ϕ(1H)µ basta tomar
ρµ = 1H ⊗ µ.
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Cuando H es de dimensio´n finita, la nocio´n de integral admite una nocio´n dual.
Obse´rvese que, en este caso, en las ecuaciones (2.12) y (2.13) el te´rmino ϕ(1H) ser´ıa
εH∗(ϕ). Llegamos as´ı a la siguiente definicio´n:
Definicio´n 2.6.5. Sea H un a´lgebra de Hopf de dimensio´n finita. Un elemento
Γ ∈ H es una integral a derecha si cumple:
Γh = ε(h)Γ, ∀h ∈ H. (2.14)
Similarmente, Λ ∈ H es una integral a izquierda si cumple:
hΛ = ε(h)Λ, ∀h ∈ H. (2.15)
Para evitar confusiones, a las integrales que cumplen (2.9) y (2.10) las llamaremos
integrales sobre H y a las que cumplen (2.14) y (2.15) las llamaremos integrales en
H. Al subespacio de integrales a derecha (resp. izquierda) en H lo denotaremos por
Ir(H) (resp. Il(H)).
Nota 2.6.6. Las condiciones (2.14) y (2.15) tienen sentido en cualquier a´lgebra de
Hopf, no necesariamente de dimensio´n finita. Sin embargo, se puede demostrar que
si un a´lgebra de Hopf H tiene una integral no nula en este sentido, entonces H es
de dimensio´n finita. Ve´ase [21, Lemma 5.3.1(iii)].
Ejemplos 2.6.7.
1. Sea G un grupo finito. En el a´lgebra de grupo k[G] el elemento
∑
g∈G g es una
integral a derecha e izquierda.
2. En el a´lgebra de Taft Tn(ω) los siguientes elementos son integrales a derecha
e izquierda respectivamente:
Γ =
n−1∑
j=0
xn−1uj y Λ =
n−1∑
j=0
ωn−jxn−1uj.
No´tese que ser´ıa suficiente comprobar las condiciones (2.14) y (2.15) sobre los
generadores g y x puesto que ε es un homomorfismo de a´lgebras.
Como en el caso de la integral de Haar para grupos localmente compactos, se
puede demostrar que las integrales sobre un a´lgebra de Hopf, si existen, son u´nicas
salvo escalares. Nuestro siguiente objetivo sera´ establecer este resultado. Para ello,
necesitaremos una herramienta importante: los mo´dulos de Hopf, que tratamos en
la siguiente seccio´n.
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2.7. Mo´dulos de Hopf
Definicio´n 2.7.1. Sea H un a´lgebra de Hopf. Diremos que (M, ·, ρ) es un H-mo´dulo
de Hopf a izquierda si (M, ·) es un H-mo´dulo a izquierda, (M,ρ) es un H-como´dulo
a izquierda y
ρ(h ·m) = h(1)m(−1) ⊗ h(2) ·m(0), ∀h ∈ H,m ∈M. (2.16)
Similarmente, un H-mo´dulo de Hopf a derecha (M, ·, ρ) es un H-mo´dulo a derecha
(M, ·) y un H-como´dulo a derecha (M,ρ) tal que
ρ(m · h) = m(0) · h(1) ⊗m(1)h(2), ∀h ∈ H,m ∈M. (2.17)
Si M es un H-mo´dulo a izquierda, entonces H ⊗M tambie´n lo es, con accio´n
h · (g ⊗m) = h(1)g ⊗ h(2) ·m para todo h, g ∈ H,m ∈M . Por otro lado, si M es un
H-como´dulo a izquierda, entonces H ⊗M tambie´n lo es, con coaccio´n definida por
ρH⊗M(h⊗m) = h(1)m(−1)⊗ (h(2)⊗m(0)) para todo h ∈ H,m ∈M . Obse´rvese que la
condicio´n (2.16) significa que la coaccio´n de M es un homomorfismo de H-mo´dulos
a izquierda. Y tambie´n que la accio´n de M es un homomorfismo de H-como´dulos a
izquierda.
Ejemplo 2.7.2. Para un espacio vectorial V , el espacio H ⊗ V tiene estructura de
H-mo´dulo de Hopf a izquierda con accio´n y coaccio´n inducidas por la multiplicacio´n
y comultiplicacio´n de H. Es decir, h·(g⊗v) = hg⊗v y ρH⊗V (h⊗v) = h(1)⊗(h(2)⊗v)
para todo h, g ∈ H, v ∈ V .
El Teorema Fundamental de los Mo´dulos de Hopf, que demostraremos a conti-
nuacio´n, afirma que todo mo´dulo de Hopf es de esta forma. Para la demostracio´n
necesitaremos una definicio´n y un lema previo.
Definicio´n 2.7.3. Sea H un a´lgebra de Hopf y M un H-como´dulo a izquierda con
coaccio´n ρ : M → H ⊗M . Se define el subespacio de elementos coinvariantes de M
como
M co(H) = {m ∈M : ρ(m) = 1H ⊗m}.
Lema 2.7.4. Sea M un H-mo´dulo de Hopf a izquierda. Definimos P : M → M
como P (m) = S(m(−1)) ·m(0) para cada m ∈M . Entonces,
(i) Im P = M co(H) y P 2 = P .
(ii) P (h ·m) = ε(h)P (m) para todo h ∈ H.
(iii) m(−1) · P (m(0)) = m.
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Demostracio´n. (i) Calculamos:
ρ(P (m)) = ρ
(
S(m(−1)) ·m(0)
)
= (S(m(−1)) ·m(0))(−1) ⊗ (S(m(−1)) ·m(0))(0)
= S(m(−1))(1)m(0)(−1) ⊗ S(m(−1))(2) ·m(0)(0) (M mo´dulo de Hopf)
= S(m(−1)(2))m(0)(−1) ⊗ S(m(−1)(1)) ·m(0)(0) (S antihom. coa´lgebras)
= S(m(−1)(2))m(−1)(3) ⊗ S(m(−1)(1)) ·m(0) (axioma como´dulo)
= ε(m(−1)(2))1H ⊗ S(m(−1)(1)) ·m(0) (definicio´n de S)
= 1H ⊗ S(ε(m(−1)(2))m(−1)(1)) ·m(0) (linealidad)
= 1H ⊗ S(m(−1)) ·m(0) (axioma como´dulo)
= 1H ⊗ P (m).
Por tanto, Im P ⊆ M co(H). Para la otra inclusio´n, obse´rvese que si n ∈ M co(H),
entonces P (n) = S(1H) · n = 1H · n = n. Esto u´ltimo prueba adema´s que P 2 = P ,
pues P (m) ∈M co(H) y as´ı P 2(m) = P (P (m)) = P (m).
(ii) Calculamos:
P (h ·m) = S((h ·m)(−1)) · (h ·m)(0)
= S(h(1)m(−1)) · (h(2) ·m(0)) (M mo´dulo de Hopf)
= (S(h(1)m(−1))h(2)) ·m(0) (axioma mo´dulo)
= (S(m(−1))S(h(1))h(2)) ·m(0) (S antihom. a´lgebras)
= (S(m(−1))ε(h)1H) ·m(0) (definicio´n de S)
= ε(h)P (m).
(iii) Por u´ltimo,
m(−1) · P (m(0)) = m(−2) · (S(m(−1)) ·m(0))
= (m(−2)S(m(−1))) ·m(0) (axioma mo´dulo)
= (m(−1)(1)S(m(−1)(2))) ·m(0) (axioma como´dulo)
= (ε(m(−1))1H) ·m(0) (definicio´n de S)
= ε(m(−1))m(0) (axioma mo´dulo)
= m (axioma como´dulo).
Teorema 2.7.5 (Fundamental de los mo´dulos de Hopf). Sea H un a´lgebra de Hopf
y M un H-mo´dulo de Hopf a izquierda. Entonces, la aplicacio´n
Φ : H ⊗M co(H) →M, h⊗m 7→ h ·m,
es un isomorfismo de mo´dulos de Hopf. Similarmente, si M es un H-mo´dulo de
Hopf a derecha, la aplicacio´n
M co(H) ⊗H →M, m⊗ h 7→ m · h,
es un isomorfismo de mo´dulos de Hopf.
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Demostracio´n. Probamos primero que es homomorfismo de H-mo´dulos de Hopf.
Compatibilidad con la estructura de mo´dulo. Sea h ∈ H y g⊗m ∈ H⊗M co(H).
Entonces,
Φ(h · (g ⊗m)) = Φ(hg ⊗m) = (hg) ·m = h · (g ·m) = h · Φ(g ⊗m).
Compatibilidad con la estructura de como´dulo. Calculamos:
ρM(Φ(g ⊗m)) = ρM(g ·m)
= (g ·m)(−1) ⊗ (g ·m)(0)
= g(1)m(−1) ⊗ (g(2) ·m(0)) (M mo´dulo de Hopf)
= g(1) ⊗ g(2) ·m (m ∈M co(H))
= g(1) ⊗ Φ(g(2) ⊗m)
= (id⊗ Φ)ρH⊗Mco(H)(g ⊗m).
A continuacio´n comprobamos que es isomorfismo. Definimos
Ψ : M → H ⊗M co(H), m 7→ m(−1) ⊗ P (m(0)). (2.18)
Por el lema anterior, esta´ bien definida. Ahora:
Φ(Ψ(m)) = Φ(m(−1) ⊗ P (m(0)))
= m(−1) · P (m(0))
= m (Lema 2.7.4(iii)).
Ψ(Φ(g ⊗m)) = Ψ(g ·m)
= (g ·m)(−1) ⊗ P ((g ·m)(0))
= g(1)m(−1) ⊗ P (g(2) ·m(0)) (M mo´dulo de Hopf)
= g(1)m(−1) ⊗ ε(g(2))P (m(0)) (Lema 2.7.4(ii))
= g(1)ε(g(2))m(−1) ⊗ P (m(0)) (linealidad)
= gm(−1) ⊗ P (m(0)) (axioma counidad)
= g ⊗ P (m) (m ∈M co(H))
= g ⊗m (Lema 2.7.4(i)).
La afirmacio´n para mo´dulos de Hopf a derecha se demuestra de manera similar.
2.8. Biyectividad de la ant´ıpoda y unicidad de la
integral
En esta seccio´n demostramos el importante teorema de unicidad de las integrales.
Para ello, es necesario probar primero que en un a´lgebra de Hopf con integral la
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ant´ıpoda es biyectiva. La prueba usa el Teorema Fundamental de los Mo´dulos de
Hopf y la estructura de mo´dulo de Hopf del submo´dulo racional del a´lgebra dual.
Los coinvariantes resultan ser el espacio de integrales.
Sea H un a´lgebra de Hopf. Recordemos que H∗ tiene estructura de H-bimo´dulo
con accio´n a derecha e izquierda dadas por:
(ϕ ↼ h)(g) = ϕ(hg), (h ⇀ ϕ)(g) = ϕ(gh), ∀g, h ∈ H,ϕ ∈ H∗. (2.19)
Como la ant´ıpoda es un antihomomorfismo de a´lgebras, a trave´s de ella podemos
convertir todo H-mo´dulo a izquierda en un H-mo´dulo a derecha. Entonces, H∗ es
un H-mo´dulo a derecha con accio´n:
(ϕ ↽ h)(g) := (S(h) ⇀ ϕ)(g) = ϕ(gS(h)), ∀g, h ∈ H,ϕ ∈ H∗. (2.20)
Por otro lado, sabemos que Ratl(H
∗) es un H∗-mo´dulo racional a izquierda. Por el
Teorema 2.4.6(ii), Ratl(H
∗) tiene estructura de H-como´dulo a derecha. Recordemos
que, para ϕ ∈ Ratl(H∗), la coaccio´n esta´ definida por ρ(ϕ) = ϕ(0) ⊗ ϕ(1) tal que
ψ ? ϕ = ψ(ϕ(1))ϕ(0), ∀ψ ∈ H∗. (2.21)
Al igual que antes, como la ant´ıpoda es un antihomomorfismo de coa´lgebras, a
trave´s de ella podemos convertir todo H-como´dulo a derecha en un H-como´dulo a
izquierda. Entonces, Ratl(H
∗) es un H-como´dulo a izquierda con coaccio´n:
ρS : Ratl(H
∗)→ H ⊗Ratl(H∗), ϕ 7→ S(ϕ(1))⊗ ϕ(0). (2.22)
Proposicio´n 2.8.1. El mo´dulo racional Ratl(H
∗) es un H-mo´dulo de Hopf a dere-
cha con estructura de mo´dulo (2.20) y estructura de como´dulo (2.21).
Demostracio´n. Comprobaremos que se cumple la siguiente igualdad:
ψ ? (ϕ ↽ h) = ψ(ϕ(1)h(2))(ϕ(0) ↽ h(1)), ∀h ∈ H,ψ ∈ H∗, ϕ ∈ Ratl(H∗). (2.23)
Esto implica que ϕ ↽ h ∈ Ratl(H∗), recue´rdese (2.5), lo que da que Ratl(H∗) es un
H-submo´dulo a derecha de H∗.
Teniendo en cuenta co´mo esta´ definida la coaccio´n enRatl(H
∗), recue´rdese (2.21),
la anterior igualdad tambie´n implica:
(ϕ ↽ h)(0) ⊗ (ϕ ↽ h)(1) = (ϕ(0) ↽ h(1))⊗ ϕ(1)h(2), ∀h ∈ H,ϕ ∈ Ratl(H∗).
Esta es precisamente la condicio´n de compatibilidad entre las estructuras de mo´dulo
y como´dulo que define un mo´dulo de Hopf.
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Pasamos entonces a establecer la igualdad (2.23). Calculamos:
ψ(ϕ(1)h(2))(ϕ(0) ↽ h(1))(g)
= ψ(ϕ(1)h(2))ϕ(0)(gS(h(1))) (definicio´n de ↽)
= (h(2) ⇀ ψ)(ϕ(1))ϕ(0)(gS(h(1))) (definicio´n de ⇀)
= ((h(2) ⇀ ψ) ? ϕ)(gS(h(1))) (definicio´n de ρ)
= (h(2) ⇀ ψ)(g(1)S(h(1))(1))ϕ(g(2)S(h(1))(2)) (definicio´n de ?)
= (h(2) ⇀ ψ)(g(1)S(h(1)(2)))ϕ(g(2)S(h(1)(1))) (S antihom. coa´lgebras)
= (h(3) ⇀ ψ)(g(1)S(h(2)))ϕ(g(2)S(h(1)))
= ψ(g(1)S(h(2))h(3))ϕ(g(2)S(h(1))) (definicio´n de ⇀)
= ψ(g(1)ε(h(2))1H)ϕ(g(2)S(h(1))) (definicio´n de S)
= ψ(g(1))ϕ(g(2)S(h(1)ε(h(2)))) (linealidad)
= ψ(g(1))ϕ(g(2)S(h)) (axioma counidad)
= ψ(g(1))(ϕ ↽ h)(g(2)) (definicio´n de ↽)
= (ψ ? (ϕ ↽ h))(g) (definicio´n de ?).
Describamos los coinvariantes de este mo´dulo de Hopf:
Lema 2.8.2. Consideremos Ratl(H
∗) con la estructura de H-como´dulo (2.21). En-
tonces, Ratl(H
∗)co(H) =
∫
l
(H).
Demostracio´n. Por definicio´n, ϕ ∈ Ratl(H∗)co(H) si y so´lo si ρ(ϕ) = ϕ⊗1H . Evaluan-
do esta expresio´n en h⊗ψ, obtenemos ϕ(0)(h)ϕ(1)(ψ) = ψ(1H)ϕ(h). Por la definicio´n
de la coaccio´n, ϕ(0)(h)ϕ(1)(ψ) = (ψ ? ϕ)(h). Esto nos dice que ϕ es una integral a
izquierda.
Como consecuencia obtenemos:
Proposicio´n 2.8.3. En un a´lgebra de Hopf con integral a izquierda la ant´ıpoda es
inyectiva.
Demostracio´n. Sea x ∈ H tal que S(x) = 0. Por la Proposicio´n 2.8.1 y el Teorema
2.7.5, la aplicacio´n
Φ : Ratl(H
∗)co(H) ⊗H → Ratl(H∗), λ⊗ h 7→ λ ↽ h
es un isomorfismo. Tomemos λ 6= 0. Entonces,
Φ(λ⊗ x)(g) = (λ ↽ x)(g) = λ(gS(x)) = 0, ∀g ∈ H.
Luego Φ(λ⊗ x) = 0 y, como Φ es inyectiva y λ 6= 0, obtenemos x = 0.
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Todo lo anterior nos da una primera caracterizacio´n de las a´lgebras de Hopf con
integral.
Corolario 2.8.4. Un a´lgebra de Hopf H tiene una integral a izquierda si y so´lo si
Ratl(H
∗) 6= 0.
Nota 2.8.5. Si dimH <∞, entonces Ratl(H∗) = H∗ y la inyectividad de S implica
la sobreyectividad. Adema´s, puesto que dimH = dimH∗, tendr´ıamos dim
∫
l
(H) = 1.
Esto probar´ıa que un a´lgebra de Hopf de dimensio´n finita posee integral y e´sta es
u´nica salvo escalares. El caso general requiere ma´s trabajo.
Consideremos ahora Ratl(H
∗) con estructuras diferentes:
Proposicio´n 2.8.6. El mo´dulo racional Ratl(H
∗) es un H-mo´dulo de Hopf a iz-
quierda con estructura de mo´dulo (2.19) y estructura de como´dulo (2.22).
Demostracio´n. La afirmacio´n es trivialmente cierta si Ratl(H
∗) = 0. Supongamos
pues que Ratl(H
∗) 6= 0. Por el resultado anterior, H tiene una integral a izquierda,
y por la Proposicio´n 2.8.3, la ant´ıpoda es inyectiva. Sea S ′ una inversa a izquierda
de S.
Comprobaremos que se cumple la siguiente igualdad para todo h ∈ H,ψ ∈ H∗ y
ϕ ∈ Ratl(H∗):
(ψ ◦ S) ? (h ⇀ ϕ) = ψ(h(1)S(ϕ(1)))(h(2) ⇀ ϕ(0)). (2.24)
Reemplazando ψ por ψ ◦ S ′ y teniendo en cuenta que S ′ ◦ S = idH llegar´ıamos a:
ψ ? (h ⇀ ϕ) = ψ(S ′(h(1)S(ϕ(1))))(h(2) ⇀ ϕ(0)).
Esto nos dice que h ⇀ ϕ ∈ Ratl(H∗), lo que da que Ratl(H∗) es un H-submo´dulo
a izquierda de H∗.
La igualdad (2.24) tambie´n implica:
S((h ⇀ ϕ)(1))⊗(h ⇀ ϕ)(0) = h(1)S(ϕ(1))⊗(h(2) ⇀ ϕ(0)), ∀h ∈ H,ϕ ∈ Ratl(H∗).
Si recordamos co´mo esta´ definida la coaccio´n (2.22), esto es precisamente la condicio´n
de compatibilidad entre las estructuras de mo´dulo y como´dulo en un mo´dulo de Hopf.
Pasamos entonces a establecer (2.24). Sea g ∈ H. Calculamos:
((ψ ◦ S) ? (h ⇀ ϕ))(g)
= (ψ ◦ S)(g(1))(h ⇀ ϕ)(g(2)) (definicio´n de ?)
= ψ(S(g(1)))ϕ(g(2)h) (definicio´n de ⇀)
= ψ(S(g(1)))ϕ(g(2)h(2))ε(h(1)) (axioma counidad)
= ψ(ε(h(1))S(g(1)))ϕ(g(2)h(2))
= ψ(h(1)S(h(2))S(g(1)))ϕ(g(2)h(3)) (definicio´n de S)
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= (ψ ↼ h(1))(S(g(1)h(2)))ϕ(g(2)h(3)) (definicio´n de ↼)
= (ψ ↼ h(1))(S((gh(2))(1)))ϕ((gh(2))(2))
= (((ψ ↼ h(1)) ◦ S) ? ϕ)(gh(2)) (definicio´n de ?)
= (((ψ ↼ h(1)) ◦ S)(ϕ(1))ϕ(0))(gh(2)) (definicio´n de ρ)
= ψ(h(1)S(ϕ(1)))ϕ(0)(gh(2)) (definicio´n de ↼)
=
(
ψ(h(1)S(ϕ(1)))(h(2) ⇀ ϕ(0))
)
(g) (definicio´n de ⇀).
Teorema 2.8.7. En un a´lgebra de Hopf con integral a izquierda la ant´ıpoda es
biyectiva.
Demostracio´n. Antes hemos establecido la inyectividad. Nos queda probar la sobre-
yectividad. Tomemos h ∈ H y λ ∈ Ratl(H∗)co(H) no nulo. Por el Teorema 2.7.5,
existe ϕ ∈ Ratl(H∗) tal que h⊗ λ = Ψ(ϕ). Recordemos de (2.18) que
Ψ(ϕ) = ϕ(−1) ⊗ P (ϕ(0)) = ϕ(−2) ⊗ (S(ϕ(−1)) ⇀ ϕ(0)).
Tengamos en cuenta la estructura de mo´dulo de Hopf sobre Ratl(H
∗) de la Propo-
sicio´n 2.8.6. Entonces,
h⊗ λ = Ψ(ϕ)
= ϕ(−2) ⊗ (S(ϕ(−1)) ⇀ ϕ(0))
= ϕ(−1)(1) ⊗ (S(ϕ(−1)(2)) ⇀ ϕ(0))
= S(ϕ(1))(1) ⊗ (S(S(ϕ(1))(2)) ⇀ ϕ(0)) (por (2.22))
= S(ϕ(1)(2))⊗ (S(S(ϕ(1)(1))) ⇀ ϕ(0)) (S antihom. coa´lgebras)
= S(ϕ(2))⊗ (S2(ϕ(1))) ⇀ ϕ(0)).
Sea x ∈ H tal que λ(x) 6= 0. Evaluando en x obtenemos:
hλ(x) = S(ϕ(2))(S
2(ϕ(1)) ⇀ ϕ(0))(x)
= S(ϕ(2))ϕ(0)(xS
2(ϕ(1))) (definicio´n de ⇀)
= S
(
ϕ(2)ϕ(0)(xS
2(ϕ(1))
)
(linealidad de S).
Esto nos dice que h ∈ Im S.
Nota 2.8.8. Obse´rvese la dualidad presente en la demostracio´n. Cuando S aparece
en la estructura de mo´dulo de Ratl(H
∗) (Proposicio´n 2.8.1) obtenemos la inyectivi-
dad y cuando aparece en la estructura de como´dulo (Proposicio´n 2.8.6) obtenemos
la sobreyectividad.
Una vez que sabemos que la ant´ıpoda es biyectiva, ya no es necesario distinguir
entre integrales a derecha e izquierda.
Corolario 2.8.9. Sea λ ∈ ∫
l
(H) no nula. Entonces, λ ◦ S ∈ ∫
r
(H) y λ ◦ S 6= 0.
Similarmente, si µ ∈ ∫
r
(H), entonces µ ◦ S−1 ∈ ∫
l
(H) y µ ◦ S−1 6= 0. Como conse-
cuencia, S∗(
∫
l
(H)) =
∫
r
(H).
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Demostracio´n. Sea h ∈ H. Calculamos:
(λ ◦ S)(h(1))h(2) = λ(S(h(1)))S−1(S(h(2))) (S biyectiva)
= λ(S(h)(2))S
−1(S(h)(1)) (S antihom. coa´lgebras)
= S−1
(
λ(S(h)(2))S(h)(1)
)
= S−1(λ(S(h))1H) (λ ∈
∫
l
(H))
= (λ ◦ S)(h)1H (S−1(1H) = 1H).
Como S es biyectiva, S∗ es biyectiva y S∗(λ) = λ ◦ S 6= 0.
La afirmacio´n para la integral a derecha se demuestra ana´logamente o bien se
aplica la anterior a Hcop. La ant´ıpoda en Hcop es S−1 y una integral a derecha (resp.
izquierda) sobre H es una integral a izquierda (resp. derecha) sobre Hcop.
Nota 2.8.10. Si aplicamos el corolario anterior a Hop, cuya ant´ıpoda es S−1, ob-
tendr´ıamos la misma afirmacio´n cambiando S por S−1.
Ya tenemos todos los requisitos necesarios para demostrar el Teorema de Unici-
dad de las Integrales.
Teorema 2.8.11 (Unicidad de integrales). La dimensio´n del espacio de integrales
a izquierda (derecha) sobre un a´lgebra de Hopf es menor o igual que uno.
Demostracio´n. Sean λ1, λ2 ∈
∫
l
(H) con λ2 6= 0. Vamos a demostrar que λ1 es un
mu´ltiplo escalar de λ2. Por el corolario anterior, µ := λ2 ◦S ∈
∫
r
(H)\{0}. En primer
lugar veremos que para cualquier h ∈ H existe g ∈ H tal que λ1(xh) = λ2(xg) para
todo x ∈ H.
Tomamos l,m ∈ H tales que µ(l) = λ2(m) = 1. Esto es posible puesto que µ y
λ2 son no nulas y podemos reescalar si es necesario. Pongamos e = hl(1)λ1(S(l(2)))
y g = µ(S−1(m(1)))em(2). Calculamos:
λ1(xh) = µ(l)λ1(xh) (µ(l) = 1)
= µ(λ1(xh)l) (linealidad de µ)
= µ(x(1)h(1)λ1(x(2)h(2))l) (λ1 ∈
∫
l
(H))
= µ(x(1)h(1)l)λ1(x(2)h(2)) (linealidad de µ)
= µ(x(1)h(1)l(1))λ1(x(2)h(2)l(2)S(l(3))) (propiedades de ε y S)
= λ1(µ(x(1)h(1)l(1))x(2)h(2)l(2)S(l(3))) (linealidad de λ1)
= λ1(µ(xhl(1))S(l(2))) (µ ∈
∫
r
(H))
= µ(xhl(1))λ1(S(l(2))) (linealidad de λ1)
= µ(xhl(1)λ1(S(l(2)))) (linealidad de µ)
= µ(xe) (definicio´n de e)
= µ(xe)λ2(m) (λ2(m) = 1)
= λ2(µ(xe)m) (linealidad de λ2)
= λ2(µ(x(1)e(1))x(2)e(2)m) (µ ∈
∫
r
(H))
= µ(x(1)e(1))λ2(x(2)e(2)m) (linealidad de λ2)
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= µ(x(1)e(1)m(2)S
−1(m(1)))λ2(x(2)e(2)m(3)) (propiedades de ε y S−1)
= µ(x(1)e(1)m(2)λ2(x(2)e(2)m(3))S
−1(m(1))) (linealidad de µ)
= µ(λ2(xem(2))S
−1(m(1))) (λ2 ∈
∫
l
(H))
= µ(S−1(m(1)))λ2(xem(2)) (linealidad de µ)
= λ2(xµ(S
−1(m(1)))em(2)) (linealidad de λ2)
= λ2(xg) (definicio´n de g).
Ya estamos en condiciones de demostrar que λ1 y λ2 son proporcionales. Sea y ∈ H
arbitrario. Calculamos:
λ1(y) = µ(l)λ1(y) (µ(l) = 1)
= λ1(yµ(l)) (linealidad de λ1)
= λ1(yµ(l(1))l(2)) (µ ∈
∫
r
(H))
= µ(l(1))λ1(yl(2)) (linealidad de λ1)
= µ(S(y(1))y(2)l(1))λ1(y(3)l(2)) (propiedades de ε y S)
= µ(S(y(1))y(2)l(1)λ1(y(3)l(2))) (linealidad de µ)
= µ(S(y(1))λ1(y(2)l)) (λ1 ∈
∫
l
(H))
= µ(S(y(1)))λ1(y(2)l) (linealidad de µ).
Por lo anterior, existe g ∈ H con λ1(y(2)l) = λ2(y(2)g). Continuamos el ca´lculo
usando esto:
λ1(y) = µ(S(y(1)))λ2(y(2)g)
= µ(S(y(1))λ2(y(2)g)) (linealidad de µ)
= µ(S(y(1))y(2)g(1)λ2(y(3)g(2))) (λ2 ∈
∫
l
(H))
= µ(S(y(1))y(2)g(1))λ2(y(3)g(2)) (linealidad de µ)
= µ(g(1))λ2(yg(2)) (propiedades de ε y S)
= λ2(yµ(g(1))g(2)) (linealidad de λ2)
= λ2(yµ(g)) (µ ∈
∫
r
(H))
= µ(g)λ2(y) (linealidad de λ2).
Como µ(g) ∈ k y g no depende de y, hemos terminado.
Nota 2.8.12. La demostracio´n de los Teoremas 2.8.7 y 2.8.11 esta´n tomadas de
[37]. Sin embargo, hemos utilizado un argumento nuestro que simplifica la demos-
tracio´n. Compa´rese con [37, Theorem 3]. Para deducir que la ant´ıpoda es sobreyec-
tiva, all´ı se utiliza el espacio de coeficientes y varias de sus propiedades. Aqu´ı hemos
dado un argumento directo, dual al que prueba la inyectividad, usando el inverso del
isomorfismo dado en el Teorema Fundamental de los Mo´dulos de Hopf.
2.9. El elemento modular
Al igual que ocurr´ıa en el caso de grupos localmente compactos, el Teorema de
Unicidad de las Integrales en a´lgebras de Hopf asegura la existencia de un elemento
modular. Vea´moslo.
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Teorema 2.9.1. Sea H un a´lgebra de Hopf con integral a derecha µ no nula. En-
tonces, existe g ∈ G(H) u´nico tal que
ψ ? µ = ψ(g)µ, ∀ψ ∈ H∗. (2.25)
Antes de probar el teorema, observamos que la condicio´n (2.25) es equivalente a:
h(1)µ(h(2)) = µ(h)g, ∀h ∈ H. (2.26)
Esto es debido a que, si evaluamos (2.25) en h ∈ H arbitrario, tendr´ıamos, para
todo ψ ∈ H∗:
ψ(µ(h)g) = ψ(g)µ(h) = (ψ ? µ)(h) = ψ(h(1))µ(h(2)) = ψ(h(1)µ(h(2))).
Demostracio´n. En la Proposicio´n 2.6.4 vimos que
∫
r
(H) = kµ es un ideal bila´tero
de H∗. Como dim
∫
r
(H) = 1, existe α(ψ) ∈ k u´nico tal que ψ ? µ = α(ψ)µ. Sea
l ∈ H tal que µ(l) = 1. Entonces,
α(ψ) = α(ψ)µ(l) = (ψ ? µ)(l) = ψ(l(1))µ(l(2)) = ψ(µ(l(2))l(1)).
Poniendo g = µ(l(2))l(1) ∈ H, tenemos α(ψ) = ψ(g). Por tanto:
ψ ? µ = ψ(g)µ, ∀ψ ∈ H∗. (2.27)
Veamos que g ∈ G(H). Primero, g es no nulo. Si fuese g = 0, de (2.27) obtendr´ıamos
ψ ? µ = 0 para todo ψ ∈ H∗. En particular, µ = ε ? µ = 0, lo que contradice µ 6= 0.
Segundo, aplicamos ∆ a (2.26) y obtenemos:
µ(h)∆(g) = h(1) ⊗ h(2)µ(h(3)) = h(1) ⊗ µ(h(2))g = h(1)µ(h(2))⊗ g = µ(h)g ⊗ g.
Por tanto, ∆(g) = g ⊗ g.
Finalmente, g no depende de µ pues, si partie´semos de una integral diferente, co-
mo ser´ıa un mu´ltiplo escalar de µ, multiplicando (2.25) por el escalar, obtendr´ıamos
el mismo elemento g.
Definicio´n 2.9.2. El elemento g anterior recibe el nombre de elemento modular.
De (2.25) o´ (2.26) es claro que:
Corolario 2.9.3. En un a´lgebra de Hopf H con integral no nula,
∫
r
(H) =
∫
l
(H) si
y so´lo si g = 1.
Definicio´n 2.9.4. Diremos que un a´lgebra de Hopf H con integral es unimodular
si
∫
r
(H) =
∫
l
(H). Es decir, si g = 1.
Ejemplos 2.9.5.
(1) Para un grupo finito G, el a´lgebra de grupo k[G] es unimodular.
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(2) El elemento modular del a´lgebra de Taft Tn(ω) es u
n−1. Recordemos de Ejem-
plos 2.6.2(2) que las integrales a izquierda y a derecha sobre Tn(ω) ven´ıan
dadas, respectivamente, por:
λ(xiuj) = δi,n−1δj,1 y µ(xiuj) = δi,n−1δj,0.
Calculamos entonces su elemento modular g. Utilizamos la fo´rmula (2.11) que
da la comultiplicacio´n de xiuj. Tenemos:
g = µ(xn−1)g
=
∑n−1
k=0
(
n−1
k
)
ω
xn−1−kukµ(xk)
=
∑n−1
k=0
(
n−1
k
)
ω
xn−1−kukδk,n−1
= un−1.
El siguiente resultado muestra que la integral a derecha se puede obtener a partir
del elemento modular y la integral a izquierda. Este hecho nos sera´ u´til para probar,
en la seccio´n siguiente, la Fo´rmula de Radford. Antes necesitamos el siguiente lema
te´cnico:
Lema 2.9.6. Sea λ ∈ ∫
l
(H) no nula y h, h′ ∈ H. Se tiene:
h(1)λ(h(2)S(h
′)) = λ(hS(h′(1)))h
′
(2).
Demostracio´n. Calculamos:
h(1)λ(h(2)S(h
′)) = λ(h(2)S(h′(1)ε(h
′
(2))))h(1) (definicio´n de ε)
= λ(h(2)S(h
′
(1)))h(1)ε(h
′
(2))
= λ(h(2)S(h
′
(1)))h(1)S(h
′
(2))h
′
(3) (definicio´n de S)
= λ(h(2)S(h
′
(1))(2))h(1)S(h
′
(1))(1)h
′
(2) (S antihom. coa´lgebras)
= λ((hS(h′(1)))(2))(hS(h
′
(1)))(1)h
′
(2) (axioma a´lg. Hopf)
= λ(hS(h′(1)))h
′
(2) (λ integral izqda).
Proposicio´n 2.9.7. Sea λ ∈ ∫
l
(H) no nula y g el elemento modular. Se cumple
g−1 ⇀ λ = λ ◦ S.
Demostracio´n. Sea µ ∈ ∫
r
(H) no nula. Aplicando S a (2.26) y usando que es anti-
homomorfismo de coa´lgebras obtendr´ıamos:
µ((S−1 ◦ S)(h))g−1 = S(h(1))µ((S−1 ◦ S)(h(2))) = S(h)(2)µ(S−1(S(h)(1))).
Como S es biyectiva y µ ◦ S−1 es una integral a izquierda, deducimos:
λ(h(1))h(2) = λ(h)g
−1, ∀h ∈ H. (2.28)
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Sabemos que λ ◦ S es integral a derecha. Veamos que g−1 ⇀ λ tambie´n. Calcu-
lamos:
(g−1 ⇀ λ)(h(1))h(2) = λ(h(1)g−1)h(2)g−1g
= λ((hg−1)(1))(hg−1)(2)g (g−1 ∈ G(H))
= λ(hg−1)g−1g (por (2.28))
= (g−1 ⇀ λ)(h).
Por el Teorema de Unicidad de la Integral, existe θ ∈ k tal que g−1 ⇀ λ = θ(λ ◦ S).
Mostramos que θ = 1. Sea x ∈ H tal que λ(x) = 1. Calculamos:
θ = θλ(x)
= θ(λ ◦ S)(S−1(x))
= (g−1 ⇀ λ)(S−1(x))
= λ(S−1(x)g−1)
= λ(S−1(x)λ(x(1))x(2)) (por (2.28))
= λ(x(1))λ(S
−1(x)x(2))
= λ(x(1)λ(S
−1(x)x(2)))
= λ(x(2)λ(S
−1(x(1))x)) (Lema 2.9.6 aplicado a Hop)
= λ(x(2))λ(S
−1(x(1))x)
= λ(S−1(λ(x(2))x(1))x)
= λ(S−1(λ(x)1H)x)) (λ integral izqda)
= λ(x)λ(x)
= 1.
Nota 2.9.8. Obse´rvese la similitud del anterior resultado con la Proposicio´n 1.5.2
para grupos localmente compactos.
Cuando H es un a´lgebra de Hopf de dimensio´n finita tambie´n existe un elemento
modular para las integrales en H:
Teorema 2.9.9. Sea H un a´lgebra de Hopf de dimensio´n finita y Γ una integral a
derecha en H. Entonces, existe α ∈ G(H∗) u´nico tal que
hΓ = α(h)Γ, ∀h ∈ H.
Demostracio´n. En primer lugar probamos que Ir(H) es un ideal a izquierda. Sean
h, h′ ∈ H. Entonces,
(hΓ)h′ = h(Γh′) = hε(h′)Γ = ε(h′)(hΓ).
Como dim Ir(H) = 1, para cada h ∈ H, existe un u´nico escalar α(h) tal que
hΓ = α(h)Γ. De la definicio´n y la linealidad de la multiplicacio´n en H se sigue
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que la aplicacio´n α : H → k, h 7→ α(h) es lineal. Veamos que es un homomorfismo
de a´lgebras:
α(hh′)Γ = (hh′)Γ
= h(h′Γ)
= h(α(h′)Γ)
= α(h′)hΓ
= α(h′)α(h)Γ
= α(h)α(h′)Γ.
De aqu´ı, α(hh′) = α(h)α(h′). Como Γ = 1HΓ = α(1H)Γ, obtenemos α(1H) = 1. Por
la Proposicio´n 2.2.7, α ∈ G(H∗).
Ana´logamente al caso de integrales sobre H obtenemos el siguiente corolario:
Corolario 2.9.10. Ir(H) = Il(H) si y so´lo si α = ε.
Definicio´n 2.9.11. Diremos que un a´lgebra de Hopf H de dimensio´n finita es couni-
modular si Ir(H) = Il(H). Es decir, si α = 1.
Ejemplos 2.9.12.
1. Para un grupo finito G, el a´lgebra de grupo k[G] es counimodular.
2. El elemento modular para las integrales en Tn(ω) es la aplicacio´n α : Tn(ω)→ k,
u 7→ ωn−1, x 7→ 0. Recordemos de Ejemplos 2.6.7(2) que la integral a derecha
viene dada por Γ =
∑n−1
j=0 x
n−1uj. Como α sera´ homomorfismo de a´lgebras,
basta comprobar la condicio´n para los generadores de Tn(ω). As´ı:
α(x)Γ = xΓ = 0.
α(u)Γ = uΓ =
∑n−1
j=0 ux
n−1uj
= ωn−1
∑n−1
j=0 x
n−1uj+1
= ωn−1Γ.
2.10. Fo´rmula de Radford
En esta seccio´n veremos que en las a´lgebras de Hopf con integral se cumple
la importante Fo´rmula de Radford para la potencia cuarta de la ant´ıpoda. Esta
fo´rmula fue inicialmente demostrada por Radford en [47] para a´lgebras de Hopf
de dimensio´n finita, ve´ase alternativamente [49, Theorem 10.5.6]. En [10] Beattie,
Bulacu y Torrecillas muestran que la demostracio´n puede ser modificada para que
funcione, ma´s generalmente, en a´lgebras de Hopf con integral.
Sea H un a´lgebra de Hopf con integral a izquierda λ : H → k. Vimos en la
Proposicio´n 2.8.3 que la aplicacio´n
Φ : H → Ratl(H∗), h 7→ λ ↽ h
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es un isomorfismo de mo´dulos de Hopf. Recordemos que (λ ↽ h)(x) = λ(xS(h))
para todo x ∈ H. Como S es biyectiva, la aplicacio´n
H → Ratl(H∗), h 7→ λ ↼ h (2.29)
es un isomorfismo (ahora so´lo lineal). Por otro lado, en la Proposicio´n 2.8.6 probamos
que h ⇀ λ ∈ Ratl(H∗) para todo h ∈ H. Luego, dado h ∈ H, debe existir χ(h) ∈ H
u´nico tal que h ⇀ λ = λ ↼ χ(h). Esto significa que
λ(xh) = λ(χ(h)x), ∀x, h ∈ H. (2.30)
Obtenemos as´ı una aplicacio´n χ : H → H a la que llamaremos automorfismo de
Nakayama de H.
Proposicio´n 2.10.1. χ es un isomorfismo de a´lgebras.
Demostracio´n. La linealidad se sigue de la condicio´n (2.30) que define χ, la linea-
lidad de λ y de la multiplicacio´n en H. Veamos que χ es un isomorfismo. Primero
recordemos que la Proposicio´n 2.8.6 y el Teorema 2.7.5 nos dicen que la aplicacio´n
H → Ratl(H∗), y 7→ y ⇀ λ es un isomorfismo. Sea ahora h ∈ H tal que χ(h) = 0.
Entonces, por (2.30), λ(xh) = 0 para todo x ∈ H. Es decir, h ⇀ λ = 0. Por tanto,
h = 0. Para probar la sobreyectividad, sea z ∈ H. Como λ ↼ z ∈ Ratl(H∗), por la
sobreyectividad de la anterior aplicacio´n, existe h ∈ H tal que h ⇀ λ = λ ↼ z. De
aqu´ı, χ(h) = z.
Veamos a continuacio´n que χ es homomorfismo de a´lgebras. Sean h, h′ ∈ H. Para
todo x ∈ H se cumple:
λ(x(hh′)) = λ((xh)h′)) = λ((χ(h′)x)h) = λ(χ(h)χ(h′)x).
Como χ(hh′) es u´nico con esta propiedad, tenemos χ(hh′) = χ(h)χ(h′). Del mismo
modo se prueba que χ(1H) = 1H .
Consideremos el homomorfismo de a´lgebras α = ε ◦ χ : H → k, al que vamos a
llamar elemento modular de H∗. La razo´n para este nombre es que, cuando H es de
dimensio´n finita, α es el elemento modular de H∗, ve´ase el Teorema 2.9.9.
Proposicio´n 2.10.2. Con notacio´n como antes:
(i) α es invertible en H∗.
(ii) α ◦ S2 = α.
Demostracio´n. (i) Comprobamos que α−1 = α ◦ S. Sea h ∈ H. Tenemos:(
α ? (α ◦ S))(h) = α(h(1))α(S(h(2))) = α(h(1)S(h(2))) = α(ε(h)1H) = ε(h).(
(α ◦ S) ? α)(h) = α(S(h(1)))α(h(2)) = α(S(h(1))h(2)) = α(ε(h)1H) = ε(h).
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(ii) Probaremos ahora que (α ◦ S)−1 = α ◦ S2, es decir, α = (α−1)−1 = α ◦ S2.(
(α ◦ S2) ? (α ◦ S))(h) = α(S2(h(1)))α(S(h(2))) (definicio´n de ?)
= α(S(h(2)))α(S
2(h(1)))
= α(S(h(2))S
2(h(1))) (α hom. a´lgebras)
= (α ◦ S)(S(h(1))h(2)) (S antihom. a´lgebras)
= (α ◦ S)(ε(h)1H) (definicio´n de S)
= ε(h) ((α ◦ S)(1H) = 1).
El ca´lculo de que (α ◦ S) ? (α ◦ S2) = ε es totalmente ana´logo.
Toda la discusio´n anterior se puede realizar tambie´n para integrales a derecha
usando el submo´dulo racional a derecha de H∗. Sea µ : H → k una integral a
derecha. La conclusio´n ser´ıa que para cada h ∈ H existe χ′(h) ∈ H u´nico tal que:
µ(xh) = µ(χ′(h)x), ∀x ∈ H. (2.31)
A esta conclusio´n tambie´n podemos llegar de otro modo. Tenemos que µ = λ ◦ S
para una integral a izquierda λ. Entonces, usamos la afirmacio´n para λ y que S es
biyectiva. El ca´lculo ser´ıa el siguiente:
µ(xh) = λ(S(xh))
= λ(S(h)S(x))
= λ(S(x)χ−1(S(h)))
= (λ ◦ S)(S−1(χ−1(S(h))x))
= µ(χ′(h)x).
Aqu´ı hemos puesto χ′ = S−1 ◦χ−1 ◦S. Al igual que antes podemos definir la versio´n
a derecha del elemento modular como α′ = ε ◦ χ′.
Lema 2.10.3. Sea H un a´lgebra de Hopf con integral a izquierda λ. Sea α el ele-
mento modular definido antes. Entonces,
χ(h) = α(h(2))S
−2(h(1)), ∀h ∈ H.
Demostracio´n. Probaremos en primer lugar que, dado h ∈ H, el elemento
λh := S
2(h(2)) ⇀ λ ↼ S
−1(h(1)) es una integral a izquierda. Tomamos h′ ∈ H
y comprobamos la condicio´n de integral a izquierda:
λh(h
′
(2))h
′
(1)
=
(
S2(h(2)) ⇀ λ ↼ S
−1(h(1))
)
(h′(2))h
′
(1)
= λ
(
S−1(h(1))h′(2)S
2(h(2))
)
h′(1) (definicio´n de ↼ y ⇀)
= λ
(
S−1(h(1))h′(2)S
2(ε(h(2))ε(h(3))h(4))
)
h′(1) (definicio´n de ε)
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= λ
(
S−1(h(1))h′(2)S
2(h(4))
)
ε(h(2))h
′
(1)ε(h(3)) (linealidad de λ)
= λ
(
S−1(h(1))h′(2)S
2(h(4))
)
S−1(ε(h(2))1H)h′(1)S(ε(h(3))1H) (S(1H) = 1H)
= λ
(
S−1(h(1))h′(2)S
2(h(6))
)
S−1(h(2)S(h(3)))h′(1)S(h(4)S(h(5)))
(definicio´n de S)
= λ
(
S−1(h(1))h′(2)S
2(h(6))
)
h(3)S
−1(h(2))h′(1)S
2(h(5))S(h(4))
(S antihom. a´lgebras)
= λ
(
S−1(h(1)(1))h′(2)S
2(h(3)(2))
)
h(2)(1)S
−1(h(1)(2))h′(1)S
2(h(3)(1))S(h(2)(2))
(notacio´n de Sweedler)
= λ
(
S−1(h(1))(2)h′(2)S
2(h(3))(2)
)
h(2)(1)S
−1(h(1))(1)h′(1)S
2(h(3))(1)S(h(2)(2))
(S antihom. coa´lgebras)
= λ
((
S−1(h(1))h′S2(h(3))
)
(2)
)
h(2)(1)
(
S−1(h(1))h′S2(h(3))
)
(1)
S(h(2)(2))
(axioma a´lgebra de Hopf)
= λ
(
S−1(h(1))h′S2(h(3))
)
h(2)(1)S(h(2)(2)) (λ integral izqda)
= λ
(
S−1(h(1))h′S2(h(3))
)
ε(h(2))1H (definicio´n de S)
= λ
(
S−1(h(1))h′S2(h(2))
)
1H (definicio´n de ε)
=
(
S2(h(2)) ⇀ λ ↼ S
−1(h(1))
)
(h′)1H (definicio´n de ↼ y ⇀)
= λh(h
′)1H .
Por el Teorema de Unicidad de la Integral, para cada h ∈ H existe ch ∈ k tal
que
S2(h(2)) ⇀ λ ↼ S
−1(h(1)) = chλ,
es decir,
λ ↼ (χ(S2(h(2)))S
−1(h(1))) = λ ↼ (ch1H).
De aqu´ı obtenemos, χ(S2(h(2)))S
−1(h(1)) = ch1H . Ahora aplicamos ε:
ch = ε(χ(S
2(h(2)))S
−1(h(1)))
= ε(χ(S2(h(2))))ε(S
−1(h(1))) (ε hom. a´lgebras)
= α(S2(h(2)))ε(h(1)) (definicio´n de α)
= α(S2(h(2)ε(h(1))))
= α(S2(h)) (definicio´n de ε)
= α(h) (Proposicio´n 2.10.2(ii)).
Por tanto, χ(S2(h(2)))S
−1(h(1)) = α(h)1H . Usando esto y la propiedad de S−1,
llegamos a:
α(h(2))h(1) = χ(S
2(h(3)))S
−1(h(2))h(1) = χ(S2(h(2)))ε(h(1))1H = χ(S2(h)).
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Como S es biyectiva y S2 homomorfismo de coa´lgebras, finalmente tenemos:
χ(h) = α(S−2(h(2)))S−2(h(1)) = α(h(2))S−2(h(1)).
Teorema 2.10.4 (Fo´rmula de Radford). Sea H un a´lgebra
de Hopf con integral a izquierda λ. Sean g y α los elementos
modulares de H y H∗ respectivamente. Entonces,
S4(h) = g(α ⇀ h ↼ α−1)g−1, ∀h ∈ H.
Demostracio´n. En la Proposicio´n 2.9.7 hemos visto que
g−1 ⇀ λ = λ ◦ S. De aqu´ı se sigue que λ ↼ g−1 = λ ◦ S−1.
El ca´lculo es el siguiente:
D. E. Radford
1943 -(λ ↼ g−1)(h) = λ(g−1h)
= (λ ◦ S)(S−1(h)g)
= (g−1 ⇀ λ)(S−1(h)g)
= λ(S−1(h)gg−1)
= (λ ◦ S−1)(h).
Entonces, µ := λ ↼ g−1 es una integral a derecha. Vamos a obtener otra fo´rmula para
la versio´n a derecha del automorfismo de Nakayama utilizando esto. Calculamos:
µ(xh) = (λ ↼ g−1)(xh)
= λ(g−1xh)
= λ(χ(h)g−1x)
= λ(g−1gχ(h)g−1x)
= µ((gχ(h)g−1)x).
De aqu´ı obtenemos,
χ′(h) = gχ(h)g−1 = gα(h(2))S−2(h(1))g−1, ∀h ∈ H. (2.32)
Veamos que α y α′ coinciden:
α′(h) = (ε ◦ χ′)(h) = ε(gχ(h)g−1) = ε(g)ε(χ(h))ε(g−1) = ε(χ(h)) = α(h).
Por otro lado, consideremos el a´lgebra de Hopf Hcop, cuya ant´ıpoda es S−1. La
integral a derecha µ sobre H es una integral a izquierda sobre Hcop. El automorfismo
de Nakayama y elemento modular son χ′ y α′ respectivamente. Aplicamos el Lema
2.10.3 y as´ı obtenemos:
χ′(h) = α′(h(1))(S−1)−2(h(2)) = α(h(1))S2(h(2)). (2.33)
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Combinando (2.32) y (2.33) llegamos a:
α(h(1))S
2(h(2)) = gα(h(2))S
−2(h(1))g−1, ∀h ∈ H.
Aplicamos S2 a ambos miembros, queda:
S4(α(h(1))h(2)) = gα(h(2))h(1)g
−1, ∀h ∈ H.
Reemplazamos h por h ↼ α−1 = α−1(h(1))h(2), lo cual podemos hacer porque esta
asignacio´n es un automorfismo (lineal) de H. Con esto, obtenemos finalmente la
igualdad deseada:
S4(h) = gα(h(3))h(2)α
−1(h(1))g−1 = g(α ⇀ h ↼ α−1)g−1, ∀h ∈ H.

Corolario 2.10.5. Con las hipo´tesis anteriores, si g = 1H y α = ε, entonces
S4 = idH .
Corolario 2.10.6. Con las hipo´tesis anteriores, si g y α tienen orden finito, enton-
ces S tiene orden finito.
Demostracio´n. Dado a ∈ G(H) consideremos el automorfismo ia : H → H,
h 7→ aha−1. De manera dual, para γ ∈ G(H∗) consideremos el automorfismo
jγ : H → H, h 7→ γ ⇀ h ↼ γ−1. No´tese que en H∗ tendr´ıamos j∗γ = iγ. Por
otro lado, es fa´cil ver que para n ∈ N se cumple ina = ian y jnγ = jγn . Adema´s,
i1 = jε = idH .
En esta notacio´n, la Fo´rmula de Radford se escribe S4 = ig ◦ jα. Afirmamos que
ig y jα conmutan. Calculamos:
(jα ◦ ig)(h) = α ⇀ (ghg−1) ↼ α−1
= α(gh(3)g
−1)(gh(2)g−1)α−1(gh(1)g−1)
= α(g)α(g−1)α(h(3))(gh(2)g−1)α−1(h(1))α−1(g)α−1(g−1)
= α(h(3))(gh(2)g
−1)α−1(h(1)) (α, α−1 hom. a´lgebras)
= g(α(h(3))h(2)α
−1(h(1)))g−1
= (ig ◦ jα)(h).
Entonces, S4n = ing ◦ jnα. Sea m = mcm(ord(g), ord(α)). Tenemos:
S4m = img ◦ jmα = igm ◦ jαm = i1 ◦ jε = idH .
Como consecuencia de este resultado, obtenemos:
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Teorema 2.10.7. En un a´lgebra de Hopf de dimensio´n finita la ant´ıpoda tiene orden
finito.
Demostracio´n. En la Proposicio´n 2.1.4 demostramos que elementos distintos de tipo
grupo son linealmente independientes. Si H es de dimensio´n finita, entonces todo
elemento de G(H) tiene orden finito.
Nota 2.10.8. El anterior resultado no es cierto para a´lgebras de Hopf de dimensio´n
infinita. En [10, Example 2.12] se da un ejemplo de a´lgebra de Hopf con integral tal
que g = 1H y α no tiene orden finito. Por tanto, la ant´ıpoda tiene orden infinito.
2.11. Teorema de Maschke
En esta seccio´n vemos una segunda aplicacio´n de las integrales. Probaremos una
generalizacio´n del Teorema de Maschke, que caracteriza la cosemisimplicidad de un
a´lgebra de Hopf en te´rminos de la integral.
Una coa´lgebra se dice simple si no contiene subcoa´lgebras propias y cosemisim-
ple si es una suma directa de subcoa´lgebras simples. Se puede demostrar que una
coa´lgebra simple es de dimensio´n finita y que su a´lgebra dual es un a´lgebra sim-
ple; ve´ase [49, Theorem 3.4.10 y Corollary 2.3.9]. Por tanto, en dimensio´n finita, el
a´lgebra dual de una coa´lgebra cosemisimple es un a´lgebra semisimple.
Similarmente, un como´dulo (a izquierda o derecha) sobre un coa´lgebra se dice
simple si sus u´nicos subcomo´dulos son los triviales y semisimple si es una suma
directa de subcomo´dulos simples. Al igual que para mo´dulos, se demuestra que un
como´dulo es semisimple si y so´lo si todo subcomo´dulo es un sumando directo. La
caracterizacio´n de un a´lgebra semisimple por la condicio´n de que todos sus mo´dulos
(a izquierda o derecha) sean semisimples se puede extender a coa´lgebras no necesa-
riamente de dimensio´n finita; ve´ase [49, Theorem 3.4.10].
Proposicio´n 2.11.1. Una coa´lgebra es cosemisimple si y so´lo si todo como´dulo (a
izquierda o derecha) es semisimple.
Con esta caracterizacio´n, ya estamos en condiciones de demostrar el Teorema de
Maschke generalizado:
Teorema 2.11.2 (Maschke generalizado). Un a´lgebra de Hopf H es cosemisimple
si y so´lo si existe λ ∈ ∫
l
(H) tal que λ(1H) 6= 0. Equivalentemente, existe µ ∈
∫
r
(H)
tal que µ(1H) 6= 0.
Demostracio´n. Supongamos que H es cosemisimple. Como la subcoa´lgebra k1H es
simple, existe otra subcoa´lgebra C de H tal que H = k1H ⊕ C. Todo elemento
h ∈ H se escribe de manera u´nica como h = βh1H + ch, con βh ∈ k y ch ∈ C.
Definimos λ : H → k como la proyeccio´n sobre k1H , es decir, λ(h) = βh. Claramente,
λ(1H) = 1 6= 0. Comprobamos que λ es una integral a izquierda. Obse´rvese que
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∆(h) = βh1H ⊗ 1H + ch(1) ⊗ ch(2) y ch(1) ⊗ ch(2) ∈ C ⊗ C por ser C subcoa´lgebra de
H. Entonces,
λ(h(2))h(1) = βhλ(1H)1H + λ(ch(2))ch(1) = βh1H = λ(h)1H . (2.34)
Rec´ıprocamente, supongamos que existe λ ∈ ∫
l
(H) tal que λ(1H) 6= 0. Reempla-
zando λ por λ(1H)
−1λ conseguimos una integral a izquierda con (λ(1H)−1λ)(1H) = 1.
Por tanto, podemos suponer que λ(1H) = 1.
Sea ahora M un H-como´dulo a izquierda y N un subcomo´dulo suyo. Tomemos
una proyeccio´n k-lineal p : M → N . Definimos pi : M → N como
pi(m) = λ
(
m(−1)S(p(m(0))(−1))
)
p(m(0))(0), ∀m ∈M.
Afirmamos que pi es un homomorfismo de como´dulos tal que pi|N = idN . Por tanto,
M = N ⊕Ker pi y as´ı quedara´ probado que M es semisimple.
El siguiente ca´lculo muestra que pi es un homomorfismo de como´dulos:
pi(m)(−1) ⊗ pi(m)(0) = λ
(
m(−1)S(p(m(0))(−1))
)
p(m(0))(0)(−1) ⊗ p(m(0))(0)(0)
= λ
(
m(−1)S(p(m(0))(−2))
)
p(m(0))(−1) ⊗ p(m(0))(0)
= m(−2) ⊗ λ
(
m(−1)S(p(m(0))(−1))
)
p(m(0))(0) (Lema 2.9.6)
= m(−1) ⊗ λ
(
m(0)(−1)S(p(m(0)(0))(−1))
)
p(m(0)(0))(0)
= m(−1) ⊗ pi(m(0)).
Finalmente, veamos que pi|N = idN . Sea n ∈ N . Calculamos:
pi(n) = λ
(
n(−1)S(p(n(0))(−1))
)
p(n(0))(0)
= λ
(
n(−1)S(n(0)(−1))
)
n(0)(0) (N subcomo´dulo y p|N = idN)
= λ
(
n(−2)S(n(−1))
)
n(0)
= λ
(
ε(n(−1))1H
)
n(0) (definicio´n de S)
= λ (1H) ε(n(−1))n(0)
= n (definicio´n de ε y λ(1H) = 1).
Nota 2.11.3. Del resultado anterior se deduce que R(G) es cosemisimple para un
grupo compacto G. Sea λ una integral de Haar sobre G. Por ser G compacto, la
funcio´n constantemente uno tiene soporte compacto. Al principio de la demostracio´n
del Teorema de Unicidad de la Integral de Haar quedo´ establecido que la integral
evaluada en una funcio´n no nula es no nula. Por tanto, λ(1R(G)) 6= 0.
Proposicio´n 2.11.4. Toda a´lgebra de Hopf cosemisimple es unimodular.
Demostracio´n. En la demostracio´n del resultado anterior hemos visto que la pro-
yeccio´n sobre k1H era un integral a izquierda. Si en la igualdad (2.34) evaluamos
dicha proyeccio´n en el tensorando izquierdo, vemos que tambie´n es una integral a
derecha.
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Cuando H es de dimensio´n finita, H es cosemisimple si y so´lo si H∗ es semisimple.
Por otro lado, λ es una integral sobre H si y so´lo si λ es una integral en H∗. Adema´s,
λ(1H) = εH∗(λ). Entonces, tenemos la siguiente versio´n dual del resultado anterior:
Teorema 2.11.5 (Maschke generalizado). Un a´lgebra de Hopf de dimensio´n finita
H es semisimple si y so´lo si existe Λ ∈ Il(H) tal que ε(Λ) 6= 0.
El motivo por el que se le llama Teorema de Maschke es que al aplicarlo al a´lgebra
de grupo k[G] para un grupo finito G recuperamos aquel. En Ejemplos 2.6.7(1) vimos
que la integral en k[G] (tanto a derecha como izquierda) es Λ =
∑
g∈G g. Entonces,
ε(Λ) = |G|. Luego k[G] es semisimple si y solo si |G| 6= 0 en k, que es precisamente
lo que el conocido Teorema de Maschke afirma.
De manera dual a la Proposicio´n 2.11.4 tenemos:
Proposicio´n 2.11.6. Toda a´lgebra de Hopf semisimple es counimodular.
De lo anterior y la Fo´rmula de Radford se sigue el siguiente corolario:
Corolario 2.11.7. En un a´lgebra de Hopf semisimple y cosemisimple H se cumple
S4 = idH .
La quinta conjetura de Kaplansky en a´lgebras de Hopf afir-
ma que en un a´lgebra de Hopf semisimple H se cumple
S2 = idH . Esta´ demostrada bajo ciertas condiciones. Lar-
son y Radford demuestran en [39] que, cuando car(k) = 0,
un a´lgebra de Hopf H de dimensio´n finita es semisimple si
y so´lo si S2 = idH . Ve´ase alternativamente [49, Theorem
16.1.2]. Etingof y Gelaki prueban en [25] que H es semisim-
ple y cosemisimple si y so´lo si S2 = idH y car(k) - dimH.
Otro resultado es el de Sommerha¨user [54] que estable-
ce la conjetura si car(k) es muy grande comparada con
dimH. Para saber ma´s sobre las diez conjeturas de Ka-
plansky en a´lgebras de Hopf, recomendamos el art´ıculo de
Sommerha¨user [55].
I. Kaplansky
1917 - 2006
2.12. A´lgebras de Frobenius
Veremos en esta seccio´n que la integral sobre un a´lgebra de Hopf de dimensio´n
finita permite definir una forma bilineal no degenerada que la convierte en un a´lgebra
de Frobenius. Existe la nocio´n dual de coa´lgebra co-Frobenius. En un a´lgebra de
Hopf, no necesariamente de dimensio´n finita, esta otra condicio´n es equivalente a la
existencia de integral.
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Definicio´n 2.12.1. Una k-a´lgebra de dimensio´n finita A
se dice de Frobenius si existe una forma bilineal no dege-
nerada [ , ] : A × A → k tal que [ab, c] = [a, bc] para todo
a, b, c ∈ A.
Recordemos que no degenerada significa que si [a, b] = 0
para todo b ∈ A, entonces a = 0.
Ejemplos 2.12.2.
1. El a´lgebra de matrices Mn(k) es un a´lgebra de Frobe-
nius con la forma bilineal dada por la traza. Es decir,
[P,Q] = tr(PQ) para todo P,Q ∈Mn(k).
F. G. Frobenius
1849 - 1917
2. Para un grupo finito G, el a´lgebra de grupo k[G] es un a´lgebra de Frobenius
con forma bilineal definida como sigue. Sean a, b ∈ k[G] y los escribimos como
a =
∑
g∈G αgg y b =
∑
g∈G βgg con αg, βg ∈ k para todo g ∈ G. Definimos
[a, b] =
∑
g∈G αgβg−1 .
La siguiente proposicio´n da una condicio´n equivalente para que un a´lgebra A sea
Frobenius. Recordemos que el espacio dual A∗ tiene estructura de A-bimo´dulo con
las siguientes acciones:
(ϕ ↼ a)(b) = ϕ(ab), (a ⇀ ϕ)(b) = ϕ(ba), ∀a, b ∈ A,ϕ ∈ A∗.
Proposicio´n 2.12.3. Sea A un a´lgebra de dimensio´n finita. Las siguientes afirma-
ciones son equivalentes:
(i) A es de Frobenius.
(ii) Existe un isomorfismo de A-mo´dulos a derecha Φ : A→ A∗.
(iii) Existe un isomorfismo de A-mo´dulos a izquierda Ψ : A→ A∗.
Demostracio´n. (i) ⇒ (ii) Definimos Φ : A → A∗ como Φ(a)(x) = [a, x] para todo
a, x ∈ A. Es fa´cil comprobar que Φ es lineal usando que [ , ] es lineal en la primera
variable. La no degeneracio´n implica que Φ es inyectiva: si Φ(a) = 0, entonces
[a, x] = 0 para todo x ∈ A, de donde a = 0. Como A es de dimensio´n finita, Φ es un
isomorfismo. El siguiente ca´lculo muestra que Φ es un homomorfismo de A-mo´dulos.
Para a, b, x ∈ A se tiene:
Φ(ab)(x) = [ab, x] = [a, bx] = Φ(a)(bx) = (Φ(a) · b)(x).
(ii)⇒ (i) Si tenemos un isomorfismo de mo´dulos a derecha Φ : A→ A∗, definimos
[ , ] : A × A → k como [a, x] = Φ(a)(x) para todo a, x ∈ A. El mismo argumen-
to anterior muestra que [ , ] es no degenerada por ser Φ inyectiva. La condicio´n
[ab, x] = [a, bx] se sigue de que Φ un homomorfismo de mo´dulos.
(i)⇔ (iii) Se demuestra de forma ana´loga. Lo u´nico que hay que tener en cuenta
es que no degeneracio´n de la forma bilineal en la primera variable es equivalente a
no degeneracio´n en la segunda.
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Vemos a continuacio´n que un a´lgebra de Hopf de dimensio´n finita es un a´lgebra
de Frobenius con la forma bilineal definida por la integral.
Teorema 2.12.4. Sea H un a´lgebra de Hopf de dimensio´n finita y sea λ una integral
a izquierda sobre H. Entonces, H es un a´lgebra de Frobenius con forma bilineal:
[ , ] : H ×H → k,
(h, h′) 7→ λ(hh′).
Demostracio´n. La bilinealidad de [ , ] se deduce fa´cilmente de la linealidad de λ y
la propiedad distributiva del producto respecto a la suma. Veamos que [ , ] es no
degenerada. Sea h ∈ H tal que λ(hh′) = 0 para todo h′ ∈ H. Entonces, λ ↼ h = 0.
De (2.29) obtenemos h = 0. Finalmente, para h, h′, h′′ ∈ H se tiene:
[hh′, h′′] = λ((hh′)h′′) = λ(h(h′h′′)) = [h, h′h′′].
Definimos dualmente la nocio´n de coa´lgebra co-Frobenius. Recordemos que una
coa´lgebra C es un C∗-bimo´dulo con las acciones
ϕ ⇀ c = ϕ(c(2))c(1) y c ↼ ϕ = ϕ(c(1))c(2), ∀c ∈ C,ϕ ∈ C∗.
Definicio´n 2.12.5. Una coa´lgebra C es co-Frobenius a izquierda (derecha) si existe
un monomorfismo de C∗-mo´dulos a izquierda (derecha) de C en C∗.
Cuando C es de dimensio´n finita, C es co-Frobenius si y so´lo si C∗ es Frobenius.
En este caso no es necesario la distincio´n del lado. En general no es cierto que co-
Frobenius a un lado implica co-Frobenius al otro. En [31, Example 1] aparece un
ejemplo debido a Sweedler. En el caso de la estructura de coa´lgebra de un a´lgebra de
Hopf, s´ı es cierto y, adema´s, la condicio´n de ser co-Frobenius caracteriza la existencia
de integral. Es por esta razo´n, que en la literatura, las a´lgebras de Hopf con integral
reciben el nombre de a´lgebras de Hopf co-Frobenius.
Teorema 2.12.6. Sea H un a´lgebra de Hopf. Las siguientes condiciones son equi-
valentes:
(i) H tiene una integral a izquierda.
(ii) H es co-Frobenius a izquierda.
(iii) H tiene una integral a derecha.
(iv) H es co-Frobenius a derecha.
Demostracio´n. Probaremos so´lo (i) ⇔ (ii), pues sabemos por el Corolario 2.8.9 que
(i) y (iii) son equivalentes. La demostracio´n de (iii) ⇔ (iv) se realiza de forma
ana´loga.
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(i) ⇒ (ii) Sea λ ∈ ∫
l
(H) no nula. Sabemos de la demostracio´n de la Proposicio´n
2.8.1 que la aplicacio´n Φ : H → Ratl(H∗), h 7→ λ ↽ h es inyectiva. Consideremos
su composicio´n con la inclusio´n de Ratl(H
∗) en H∗. Afirmamos que es un homomor-
fismo de H∗-mo´dulos a izquierda. Por (2.23) se tiene ψ ? Φ(h) = ψ(h(2))(λ ↽ h(1))
para todo h ∈ H,ψ ∈ H∗. Te´ngase en cuenta que λ ∈ Ratl(H∗)co(H) por el Lema
2.8.2. Por otra parte,
Φ(ψ ⇀ h) = Φ(ψ(h(2))h(1)) = ψ(h(2))Φ(h(1)) = ψ(h(2))(λ ↽ h(1)) = ψ ? Φ(h).
Esto prueba que H es co-Frobenius a izquierda.
(ii) ⇒ (i) Supongamos que H es co-Frobenius a izquierda y sea Φ : H → H∗ el
monomorfismo de H∗-mo´dulos a izquierda dado por hipo´tesis. Como H es un H∗-
mo´dulo racional, Φ(H) tambie´n lo es. Entonces, Φ(H) ⊆ Ratl(H∗) y Φ(H) 6= {0}.
Por el Corolario 2.8.4, existe una integral a izquierda no nula.
En las dos siguientes secciones, para mantener este trabajo dentro de un l´ımite
razonable de pa´ginas, no se incluira´n las demostraciones de los resultados.
2.13. Caracterizaciones homolo´gicas
Para como´dulos puede hablarse, al igual que para mo´dulos, de como´dulos inyec-
tivos y como´dulos proyectivos. En esta seccio´n presentamos dos caracterizaciones de
la existencia de integral en te´rminos de este tipo de como´dulos. Esto resulta muy
sorprendente pues, de la definicio´n de integral, no se intuye a priori ninguna relacio´n
con estos conceptos, ni en el caso de grupos topolo´gicos existe algo parecido.
Sea C una coa´lgebra y M un C-como´dulo a izquierda. La envolvente inyectiva
de M es un como´dulo inyectivo E(M) junto con un monomorfismo de como´dulos
i : M → E(M) tal que i(M) es esencial en E(M). Es decir, para todo subcomo´dulo
no nulo N de E(M), se tiene i(M) ∩N 6= 0. Se sabe que la categor´ıa de como´dulos
tiene envolventes inyectivas; ve´ase [21, Remark 2.4.6].
La demostracio´n del siguiente resultado puede consultarse en [31, Theorem 3] y
[17, Proposition 2.3].
Teorema 2.13.1. Sea H un a´lgebra de Hopf. Las siguientes afirmaciones son equi-
valentes:
(i) H tiene integral.
(ii) E(M) es de dimensio´n finita para todo como´dulo a izquierda M de dimensio´n
finita.
(iii) La envolvente inyectiva del como´dulo trivial k es de dimensio´n finita.
(iv) Existe un como´dulo a izquierda no nulo e inyectivo de dimensio´n finita.
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Se dice que la categor´ıa de como´dulos a izquierda tiene suficientes proyectivos
si todo como´dulo a izquierda es cociente de un como´dulo proyectivo. Por otro lado,
dado un como´dulo a izquierda M , una cubierta proyectiva de M es un como´du-
lo proyectivo P (M) junto con un epimorfismo de como´dulos p : P (M) → M tal
que Ker p es superfluo en P (M). Es decir, si N es un subcomo´dulo de P (M) con
N 6= P (M), entonces N + Ker p 6= P (M). A diferencia de lo que ocurre para envol-
ventes inyectivas, no todo como´dulo tiene una cubierta proyectiva. De hecho, esta
condicio´n caracteriza a las a´lgebras de Hopf con integral.
Teorema 2.13.2. Sea H un a´lgebra de Hopf. Las siguientes afirmaciones son equi-
valentes:
(i) H tiene integral.
(ii) La categor´ıa de como´dulos a izquierda tiene suficientes proyectivos.
(iii) Existe un como´dulo a izquierda proyectivo y no nulo.
(iv) El como´dulo trivial k tiene una cubierta proyectiva (que sera´ de dimensio´n
finita).
(v) Todo como´dulo a izquierda de dimensio´n finita tiene una cubierta proyectiva
(que sera´ de dimensio´n finita).
(vi) Todo como´dulo a izquierda tiene una cubierta proyectiva.
(vii) Todo como´dulo a izquierda inyectivo es proyectivo.
La demostracio´n de este teorema aparece en [31, Theorem 10] y [2, Proposition
2.8].
2.14. Condiciones de finitud
En esta seccio´n presentaremos dos condiciones de finitud que caracterizan a las
a´lgebras de Hopf con integral.
La primera aparece en [2, Theorem 2.3]:
Teorema 2.14.1. Un a´lgebra de Hopf tiene integral si y so´lo si todo como´dulo a
izquierda no nulo tiene un cociente de dimensio´n finita no nulo.
Para la segunda condicio´n necesitamos introducir la filtracio´n corradical de una
coa´lgebra y previamente la operacio´n wedge. Sea C una coa´lgebra. Dados dos subes-
pacios D y E de C se define su wedge como el subespacio
D ∧ E = {c ∈ C : ∆(c) ∈ D ⊗ C + C ⊗ E}.
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Esta construccio´n es dual a la del producto de subespacios en un a´lgebra, pues
D ∧E = (D⊥(C∗)E⊥(C∗))⊥(C), donde ⊥(C∗) y ⊥(C) denotan los subespacios ortogo-
nales en C∗ y C respectivamente. Esto se puede consultar en [49, Proposition 2.4.2].
Si D y E son subcoa´lgebras de C, entonces D ∧ E tambie´n lo es y D,E ⊂ D ∧ E.
Definimos el corradical C0 de C como la suma de todas las subcoa´lgebras simples
de C. La filtracio´n corradical de C, denotada por {Cn}n≥0, se define inductivamente
como Cn = Cn−1∧C0 para n ≥ 1. Se le llama filtracio´n porque cumple las siguientes
tres propiedades:
(1)
⋃
n≥0Cn = C;
(2) Cn ⊆ Cn+1;
(3) ∆(Cn) ⊆
∑
i+j=n
Ci ⊗ Cj.
Esta filtracio´n es dual a las potencias del radical de Jacobson de C∗, ve´ase [49,
Theorem 4.6.1]. La razo´n es que el radical de Jacobson de C∗ es precisamente el
subespacio ortogonal de C0.
Se prueba en [3, Section 1] la siguiente caracterizacio´n:
Teorema 2.14.2. Un a´lgebra de Hopf H tiene integral si y so´lo si su filtracio´n
corradical es finita, es decir, existe m ≥ 0 tal que H = Hm.
2.12. A´lgebras de Frobenius 97
Comentarios bibliogra´ficos
En la elaboracio´n del Cap´ıtulo 2 hemos utilizado: los libros de Da˘sca˘lescu, Na˘sta˘sescu
y Raianu [21]; Montgomery [43] y Radford [49]; los apuntes de Schneider [53]; los art´ıculos
de Andruskiewitsch y Cuadra [2]; Andruskiewitsch, Cuadra y Etingof [3]; Beattie, Bulacu
y Torrecillas [10]; Donkin [24]; Iovanov y Raianu [37]; I-Peng Lin [31] y Sweedler [59].
Las primeras cinco secciones de este cap´ıtulo contienen lo que hoy en d´ıa es la intro-
duccio´n esta´ndar a las estructuras de coa´lgebra, como´dulo y a´lgebra de Hopf, tal y como
se hace en los libros anteriores. Para la Seccio´n 6 sobre integrales hemos usado [59] y [21,
Cap´ıtulo 5]. El tratamiento de los mo´dulos de Hopf en la Seccio´n 7 esta´ tomado de [49,
Seccio´n 8.2].
La demostracio´n de la biyectividad de la ant´ıpoda y el Teorema de Unicidad de Inte-
grales sigue [37]. Este punto merece que nos extendamos en e´l. El problema de la unicidad
de la integral fue planteado por Sweedler en [59] y resuelto por e´l en el caso de dimensio´n
finita. La primera demostracio´n del caso general fue dada por Sullivan en [57, Theorem 2]:
usa la inyectividad de la ant´ıpoda, probada por Sweedler, y la caracterizacio´n en te´rminos
de envolventes inyectivas. Ma´s o menos al mismo tiempo, Takeuchi lo demostro´ en [62] para
a´lgebras de Hopf coconmutativas. Ma´s recientemente, Stefan da en [56] una demostracio´n
en la que usa la caracterizacio´n en te´rminos de la densidad del submo´dulo racional. Raia-
nu da otra demostracio´n en [50]: usa envolventes inyectivas y un argumento de Van Daele
[65] que sirve para establecer este resultado en el caso de grupos cua´nticos compactos. La
biyectividad de la ant´ıpoda se obtiene a posteriori. Esta demostracio´n es refinada en [37].
Aqu´ı hallan un modo de probar la biyectividad de la ant´ıpoda primero, el argumento de
Van Daele sigue funcionando y se puede prescindir de las envolventes inyectivas. A noso-
tros nos parece la demostracio´n ma´s corta y elemental de todas. La u´ltima demostracio´n
dada de este resultado se debe a Hai y Hung [30]. Como indica el t´ıtulo del trabajo, es de
naturaleza catego´rica y usan el Teorema de Gabriel-Popescu. Actualmente, el Teorema de
Unicidad de la Integral esta´ establecido, ma´s generalmente, para coa´lgebras co-Frobenius.
Ve´ase Da˘sca˘lescu y Na˘sta˘sescu [18] e Iovanov [35]. Un resultado previo parcial aparece
en Da˘sca˘lescu, Na˘sta˘sescu y Torrecillas [19]. La biyectividad de la ant´ıpoda fue demos-
trada por primera vez por Radford en [48]: usa envolventes inyectivas. Calinescu da otra
demostracio´n en [14]. Hai y Hung tambie´n la prueban en [30] en te´rminos catego´ricos.
La construccio´n del elemento modular fue realizada por Radford en [48]. Nosotros,
en la Seccio´n 9, hemos adaptado la construccio´n que Donkin hace en [24] para esquemas
de grupo, que nos parece ma´s corta. Tambie´n hemos utilizado aqu´ı [21, Cap´ıtulo 5]. La
demostracio´n de la Fo´rmula de Radford para la potencia cuarta de la ant´ıpoda, en la
Seccio´n 10, esta´ tomada de [10]. En la Seccio´n 11, el Teorema de Maschke esta´ probado
dualizando la demostracio´n que aparece en [43, Theorem 2.2.1] para el caso de dimensio´n
finita. Para la Seccio´n 11 hemos usado [53] y para la Secciones 12 y 13 [2] y [3].

Cap´ıtulo 3
Nuevos ejemplos de a´lgebras de
Hopf con integral
En este cap´ıtulo presentaremos una nueva familia de ejemplos de a´lgebras de
Hopf con integral. Surge al aplicar el me´todo desarrollado en [3] a levantamientos
de rectas cua´nticas sobre ciertos grupos no abelianos, aunque, por simplicidad, los
expondremos de un modo diferente.
3.1. Ejemplos de partida
Comenzamos introduciendo la familia construida por Andruskiewitsch, Cuadra
y Etingof en [3, Subsection 3.3] a partir de la cual construiremos nuestros ejemplos.
Sea n ∈ N con n ≥ 2. Supongamos que k contiene una ra´ız n-e´sima primitiva de
la unidad ω. Sea I un conjunto no vac´ıo. Para cada i ∈ I tomamos qi ∈ k no nulo.
Consideremos la k-a´lgebra H generada por u, x y a±1i (i ∈ I) sujeta a las siguientes
relaciones:
un = 1, xn = 0, ux = ωxu, a±1i a
∓1
i = 1,
uai = aiu, aix = qixai, aiaj = ajai, i, j ∈ I.
Para definir la estructura de a´lgebra de Hopf en H, antes necesitamos fijar una base
de ella. Por el Axioma de Eleccio´n, podemos considerar un orden total < en I. Para
r ≥ 1 ponemos I [r] = {(i1, . . . , ir) ∈ Ir : i1 < · · · < ir} e I [0] = Z0 = {0}. Dados
F = (i1, . . . , ir) ∈ I [r] y E = (e1, . . . , er) ∈ Zr ponemos
aEF = a
e1
i1
. . . aerir , q
E
F = q
e1
i1
. . . qerir , a
0
0 = 1, q
0
0 = 1.
Escribimos Z = Z\{0} y (Zr) = Z× r. . . ×Z. Consideremos el conjunto
Γ =
⋃
r≥1 I
[r] × (Zr). En [3, Subsection 3.3] se justifica que el conjunto
B :=
{
xsutaEF : 0 ≤ s, t < n, (F,E) ∈ Γ ∪ {(0, 0)}
}
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es una base de H. Sea ahora α ∈ k no nulo. En [3, Theorem 3.4] se demuestra que
H es un a´lgebra de Hopf con comultiplicacio´n, counidad y ant´ıpoda definida por:
∆(u) = u⊗ u, ∆(x) = u⊗ x+ x⊗ 1,
∆(a±1i ) = a
±1
i ⊗ a±1i + α(1− q±ni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuka±1i ⊗ xka±1i ,
ε(u) = 1, ε(x) = 0, ε(a±1i ) = 1,
S(u) = un−1, S(x) = −un−1x, S(a±1i ) = a∓1i .
Para ello, se prueba en [3, Theorem 3.4 (Step 2)] que la comultiplicacio´n de cualquier
elemento de la base viene dada por la fo´rmula:
∆(xsutaEF ) =
s∑
l=0
(
s
l
)
ω
xlus−l+taEF ⊗ xs−lutaEF
+ (s)!ωα(1− qnEF )
n−1∑
k=s+1
1
(k)!ω(n− k + s)!ωx
n−k+suk+taEF ⊗ xkutaEF .
Aqu´ı, qnEF = q
ne1
i1
. . . qnerir .
Esta familia ha permitido responder negativamente a la pregunta planteada por
Andruskiewitsch y Da˘sca˘lescu en [4, pa´g. 153] sobre la generacio´n finita sobre el
zo´calo de Hopf. La ((extran˜a)) forma de la comultiplicacio´n de a±1i es la que impide
la generacio´n finita cuando algu´n qi no es una ra´ız de la unidad. Ve´ase [3, Theorem
3.7] para ma´s detalle. En [3, Subsection 3.2] se explica co´mo se construye esta fami-
lia a partir de ciertas a´lgebras de Hopf de dimensio´n finita llamadas levantamientos
de rectas cua´nticas. Nosotros no vamos a entrar en la explicacio´n porque ser´ıa ne-
cesario introducir muchos preliminares y esta memoria ya roza el l´ımite de pa´ginas
razonable.
3.2. Nuevos ejemplos
Construimos aqu´ı otra familia de a´lgebras de Hopf con integral a partir de las
anteriores. Sea B un a´lgebra de Hopf. Siendo I como en la seccio´n anterior, consi-
deremos una aplicacio´n z : I → Z(B)⊗Z(B), i 7→ zi, de forma que cada zi cumpla
las siguientes condiciones (♣):
(1) zi es invertible.
(2) (zi ⊗ 1)(∆B ⊗ id)(zi) = (1⊗ zi)(id⊗∆B)(zi).
(3) (εB ⊗ id)(zi) = (id⊗ εB)(zi) = 1.
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(4) ∇B(zi)∇B((SB ⊗ id)(zi)) = ∇B(zi)∇B((id⊗ SB)(zi)) = 1.
Cuando lo necesitemos, escribiremos zi = zi1⊗zi2, imitando la notacio´n de Sweedler
y omitiendo la suma como all´ı.
En el a´lgebra producto tensorial Lz := H ⊗ B definimos una comultiplicacio´n
∆z, counidad εz y ant´ıpoda Sz del siguiente modo. Sobre u y x coinciden con la
comultiplicacio´n, counidad y ant´ıpoda de H respectivamente. Hacemos lo mismo
para los elementos de B. La comultiplicacio´n, counidad y ant´ıpoda de ai se alteran
mediante zi:
∆z(ai) = ∆H(ai)zi, εz(ai) = εH(ai), Sz(ai) = SH(ai)∇B(zi).
Extendemos multiplicativamente ∆z y εz al resto de elementos de Lz y antimulti-
plicativamente Sz.
Escribiremos el elemento h⊗ b ∈ Lz como hb. Si {bj : j ∈ J} es una base de B,
entonces
{xsutaEF bγj : 0 ≤ s, t < n, (F,E) ∈ Γ ∪ {(0, 0)}, j ∈ J, γ = 0, 1}
es una base de Lz.
Teorema 3.2.1. Lz es un a´lgebra de Hopf.
Demostracio´n.
Paso 1: Probaremos que ∆z y εz son homomorfismos de a´lgebras y que Sz es
antihomomorfismo de a´lgebras. Para ello, basta probar que se respetan las relacio-
nes que definen Lz. El caso de εz es fa´cil pues, dados h ∈ H y b ∈ B, se tiene
εz(hb) = εH(h)εB(b) = εz(bh) y tanto εH como εB son homomorfismos de a´lgebras.
Por razones ana´logas, para ∆z y Sz basta probar que se respetan las relaciones que
involucran a a±1i .
Relacio´n aiu = uai:
∆z(aiu) = ∆z(ai)∆z(u)
= ∆H(ai)zi∆H(u) (definicio´n de ∆z)
= ∆H(ai)∆H(u)zi (zi ∈ Z(Lz ⊗ Lz))
= ∆H(aiu)zi (∆H hom. a´lgebras)
= ∆H(uai)zi (relacio´n)
= ∆H(u)∆H(ai)zi (∆H hom. a´lgebras)
= ∆z(u)∆z(ai) (definicio´n de ∆z)
= ∆z(uai).
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Sz(aiu) = Sz(u)Sz(ai)
= SH(u)SH(ai)∇B(zi) (definicio´n de Sz)
= SH(aiu)∇B(zi) (SH antihom. a´lgebras)
= SH(uai)∇B(zi) (relacio´n)
= SH(ai)SH(u)∇B(zi) (SH antihom. a´lgebras)
= SH(ai)∇B(zi)SH(u) (∇B(zi) ∈ Z(Lz))
= Sz(ai)Sz(u) (definicio´n de Sz)
= Sz(uai).
Relacio´n aix = qixai:
∆z(aix) = ∆z(ai)∆z(x)
= ∆H(ai)zi∆H(x) (definicio´n de ∆z)
= ∆H(ai)∆H(x)zi (zi ∈ Z(Lz ⊗ Lz))
= ∆H(aix)zi (∆H es hom. a´lgebras)
= ∆H(qixai)zi (relacio´n)
= ∆H(qix)∆H(ai)zi (∆H es hom. a´lgebras)
= ∆z(qix)∆z(ai) (definicio´n de ∆z)
= ∆z(qixai).
Sz(aix) = Sz(x)Sz(ai)
= SH(x)SH(ai)∇B(zi) (definicio´n de Sz)
= SH(aix)∇B(zi) (SH antihom. a´lgebras)
= SH(qixai)∇B(zi) (relacio´n)
= SH(ai)SH(qix)∇B(zi) (SH antihom. a´lgebras)
= SH(ai)∇B(zi)SH(qix) (∇B(zi) ∈ Z(Lz))
= Sz(ai)Sz(qix) (definicio´n de Sz)
= Sz(qixai).
Relacio´n aia
−1
i = 1:
∆z(aia
−1
i ) = ∆z(ai)∆z(a
−1
i )
= ∆H(ai)zi∆H(a
−1
i )z
−1
i (definicio´n de ∆z)
= ∆H(ai)ziz
−1
i ∆H(a
−1
i ) (z
−1
i ∈ Z(Lz ⊗ Lz))
= ∆H(ai)∆H(a
−1
i )
= ∆H(aia
−1
i ) (∆H hom. a´lgebras)
= ∆H(1)
= ∆z(1).
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Sz(aia
−1
i ) = Sz(a
−1
i )Sz(ai)
= SH(a
−1
i )∇B(z−1i )SH(ai)∇B(zi) (definicio´n de Sz)
= SH(a
−1
i )∇B(z−1i )∇B(zi)SH(ai) (∇B(zi) ∈ Z(Lz))
= SH(a
−1
i )SH(ai) (∇B(z−1i )∇B(zi) = ∇B(z−1i zi),
pues zi ∈ Z(B)⊗ Z(B))
= SH(aia
−1
i ) (SH antihom. a´lgebras)
= SH(1)
= Sz(1).
Del mismo modo se comprueba para a−1i ai = 1.
Relacio´n aiaj = ajai:
∆z(aiaj) = ∆z(ai)∆z(aj)
= ∆H(ai)zi∆H(aj)zj (definicio´n de ∆z)
= ∆H(ai)∆H(aj)zizj (zi ∈ Z(Lz ⊗ Lz))
= ∆H(aiaj)zizj (∆H hom. a´lgebras)
= ∆H(ajai)zizj (relacio´n)
= ∆H(aj)∆H(ai)zizj (∆H hom. a´lgebras)
= ∆H(aj)zj∆H(ai)zi (zj ∈ Z(Lz ⊗ Lz))
= ∆z(aj)∆z(ai) (definicio´n de ∆z)
= ∆z(ajai).
Sz(aiaj) = Sz(aj)Sz(ai)
= SH(aj)∇B(zj)SH(ai)∇B(zi) (definicio´n de Sz)
= SH(aj)SH(ai)∇B(zj)∇B(zi) (∇B(zj) ∈ Z(Lz))
= SH(aiaj)∇B(zj)∇B(zi) (SH antihom. a´lgebras)
= SH(ajai)∇B(zj)∇B(zi) (relacio´n)
= SH(ai)SH(aj)∇B(zj)∇B(zi) (SH antihom. a´lgebras)
= SH(ai)∇B(zi)SH(aj)∇B(zj) (∇B(zi) ∈ Z(Lz))
= Sz(ai)Sz(aj) (definicio´n de Sz)
= Sz(ajai).
Relacio´n aibj = bjai:
∆z(aibj) = ∆z(ai)∆z(bj)
= ∆H(ai)zi∆B(bj) (definicio´n de ∆z)
= ∆H(ai)∆B(bj)zi (zi ∈ Z(B)⊗ Z(B))
= ∆B(bj)∆H(ai)zi (B y H conmutan)
= ∆z(bj)∆z(ai) (definicio´n de ∆z)
= ∆z(bjai).
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Sz(aibj) = Sz(bj)Sz(ai)
= SB(bj)SH(ai)∇B(zi) (definicio´n de Sz)
= SH(ai)∇B(zi)SB(bj) (B y H conmutan
y ∇B(zi) ∈ Z(B))
= Sz(ai)Sz(bj) (definicio´n de Sz)
= Sz(bjai).
Paso 2: Probaremos la coasociatividad, es decir, veremos que se cumple la igual-
dad (∆z ⊗ id)∆z = (id⊗∆z)∆z. Basta probarlo para los generadores de H, pues ∆z
es homomorfismo de a´lgebras. Por otra parte, como ∆z(u) = ∆H(u), ∆z(x) = ∆H(x),
∆z|B = ∆B y sabemos que ∆H y ∆B cumplen la igualdad, es suficiente comprobarla
para ai. Calculamos:
(∆z ⊗ id)∆z(ai) =
= (∆z ⊗ id)(∆H(ai)zi) (definicio´n de ∆z)
= (∆z ⊗ id)(∆H(ai))(∆z ⊗ id)(zi) (∆z ⊗ id hom. a´lg.)
= (∆z ⊗ id)(∆H(ai))(∆B ⊗ id)(zi) (definicio´n de ∆z)
= (∆z ⊗ id)
[(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗ ai)
]
(∆B ⊗ id)(zi) (definicio´n de ∆H)
=(∆z ⊗ id)
(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(∆z(ai)⊗ ai) (∆B ⊗ id)(zi) (∆z ⊗ id hom. a´lgebras)
= (∆H ⊗ id)
(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(∆H(ai)zi ⊗ ai) (∆B ⊗ id)(zi) (definicio´n de ∆z)
= (∆H ⊗ id)
(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(∆H(ai)⊗ ai) (zi ⊗ 1)(∆B ⊗ id)(zi) (zi ∈ Z(Lz ⊗ Lz))
= (∆H ⊗ id)
[(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗ ai)
]
(zi ⊗ 1)(∆B ⊗ id)(zi) (∆H ⊗ id hom. a´lgebras)
= (∆H ⊗ id)∆H(ai)(zi ⊗ 1)(∆B ⊗ id)(zi)
= (id⊗∆H)∆H(ai)(1⊗ zi)(id⊗∆B)(zi)
(relacio´n ♣ (2) y coasociatividad de ∆H)
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= (id⊗∆H)
[(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗ ai)
]
(1⊗ zi)(id⊗∆B)(zi)
= (id⊗∆H)
(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗∆H(ai)) (1⊗ zi)(id⊗∆B)(zi) (id⊗∆H hom. a´lgebras)
= (id⊗∆H)
(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗∆H(ai)zi) (id⊗∆B)(zi)
= (id⊗∆z)
(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗∆z(ai)) (id⊗∆z)(zi) (definicio´n de ∆z)
= (id⊗∆z)
[(
1⊗ 1 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωx
n−kuk ⊗ xk
)
(ai ⊗ ai)
]
(id⊗∆z)(zi) (id⊗∆z hom. a´lgebras)
= (id⊗∆z) (∆H(ai)) (id⊗∆z)(zi)
= (id⊗∆z) (∆H(ai)zi) (id⊗∆z hom. a´lgebras)
= (id⊗∆z) (∆z(ai)) (definicio´n de ∆z).
Paso 3: Probamos la propiedad de la counidad. Por las mismas razones que en el
paso 2, basta probar las igualdades (εz ⊗ id) ◦∆z = id e (id⊗ εz) ◦∆z = id para ai.
Calculamos entonces:
(εz ⊗ id) ◦∆z(ai)
= (εz ⊗ id) (∆H(ai)zi)
= (εz ⊗ id) (∆H(ai)) (εz ⊗ id)(zi) (εz ⊗ id hom. a´lgebras)
=
(
(εH ⊗ id) ◦∆H
)
(ai)(εB ⊗ id)(zi) (definicio´n de εz)
=
(
(εH ⊗ id) ◦∆H
)
(ai) (condicio´n ♣ (3))
= ai (propiedad de counidad).
La igualdad (id⊗ εz) ◦∆z = id se prueba de forma ana´loga.
Paso 4: Probamos por u´ltimo la propiedad de la ant´ıpoda. Al igual que en los
pasos 2 y 3, basta probar las igualdades Sz ? id = εz(−)1Lz e id ? Sz = εz(−)1Lz
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para ai. Calculamos:
(Sz ? id)(ai)
= (∇z ◦ (Sz ⊗ id) ◦∆z)(ai) (definicio´n de ?)
= (∇z ◦ (Sz ⊗ id))(∆H(ai)zi) (definicio´n de ∆z)
= Sz(aizi1)aizi2 + α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωSz(aix
n−kukzi1)aixkzi2
(Sz antihom. a´lgebras)
= Sz(zi1)Sz(ai)aizi2
+α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωSz(zi1)Sz(x
n−kuk)Sz(ai)aixkzi2
= Sz(zi1)SH(ai)∇B(zi)aizi2
+α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ωSz(zi1)SH(x
n−kuk)SH(ai)∇B(zi)aixkzi2
(definicio´n de Sz)
= ∇B(zi)Sz(zi1)SH(ai)aizi2
+α(1− qni )
n−1∑
k=1
1
(k)!ω(n− k)!ω∇B(zi)Sz(zi1)SH(aix
n−kuk)aixkzi2
(∇B(zi) ∈ Z(H))
= ∇B(zi)Sz(zi1)(SH ? id)(ai)zi2
= ∇B(zi)Sz(zi1)εH(ai)1Hzi2
= ∇B(zi)Sz(zi1)zi2
= 1B (condicio´n ♣ (4))
= εz(ai)1Lz (εz(ai) = 1).
La igualdad id ? Sz = εz(−)1Lz se prueba de forma ana´loga.
Adema´s, esta familia de a´lgebras de Hopf tiene integral siempre que B tenga
integral.
Teorema 3.2.2. Si B tiene integral, entonces Lz tiene integral. Las integrales a
derecha e izquierda de Lz vienen dadas por
µz(x
sutaEF b
γ
j ) = δs,n−1δt,0δF,0µB(b
γ
j ),
λz(x
sutaEF b
γ
j ) = δs,n−1δt,1δF,0λB(b
γ
j ),
donde µB y λB son integrales a derecha e izquierda de B, respectivamente. Si gB es
el elemento modular de B, entonces el elemento modular de Lz es gBu
n−1.
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Demostracio´n. Como ∆z es homomorfismo de a´lgebras, podemos calcular la comul-
tiplicacio´n de un elemento general de la base. Es la siguiente:
∆z
(
xsutaEF b
γ
j
)
= ∆H
(
xsutaEF )z
E
F ∆B(b
γ
j
)
(zEF denota z
ei1
i1
· · · zeirir )
=
s∑
l=0
(
s
l
)
ω
xlus−l+taEF b
γ
j(1)z
E
F1 ⊗ xs−lutaEF bγj(2)zEF2
+(s)!ωα
(
1− qnEF
) n−1∑
k=s+1
1
(k)!ω(n− k + s)!ωx
n−k+suk+taEF b
γ
j(1)z
E
F1 ⊗ xkutaEF bγj(2)zEF2.
Evaluamos µz en el segundo tensorando. Entonces,
s∑
l=0
(
s
l
)
ω
xs−lutaEF b
γ
j(2)z
E
F2µz
(
xlus−l+taEF b
γ
j(1)z
E
F1
)
+(s)!ωα
(
1− qnEF
) n−1∑
k=s+1
1
(k)!ω(n− k + s)!ωx
kutaEF b
γ
j(2)z
E
F2µz
(
xn−k+suk+taEF b
γ
j(1)z
E
F1
)
=
s∑
l=0
(
s
l
)
ω
xs−lutaEF b
γ
j(2)z
E
F2δl,n−1δs−l+t,0δF,0µB(b
γ
j(1)z
E
F1)
+(s)!ωα
(
1− qnEF
) n−1∑
k=s+1
1
(k)!ω(n− k + s)!ωx
kutaEF b
γ
j(2)z
E
F2
δn−k+s,n−1δk+t,0δF,0µB(b
γ
j(1)z
E
F1)
= utaEF b
γ
j(2)z
E
F2δs,n−1δt,0δF,0µB(b
γ
j(1)z
E
F1) (Si l = n− 1, entonces s = n− 1
y el segundo sumando desaparece)
= aEF b
γ
j(2)z
E
F2δs,n−1δt,0δF,0µB(b
γ
j(1)z
E
F1) (aplicamos t = 0)
= bγj(2)δs,n−1δt,0δF,0µB(b
γ
j(1)) (si F = 0, entonces E = 0)
= δs,n−1δt,0δF,0µB(bγ)1B (µB es int. a derecha)
= µz
(
xsutaEF b
γ
j
)
1Lz .
Mostramos la afirmacio´n sobre el elemento modular. De nuevo por linealidad,
basta comprobar la condicio´n µz(h(2))h(1) = µz(h)gBu
n−1 para elementos h de la
base. Entonces,
µz((x
sutaEF b
r
j)(2))(x
sutaEF b
r
j)(1)
=
s∑
l=0
(
s
l
)
ω
µz(x
s−lutaEF b
r
j(2)z
E
F2)x
lus−l+taEF b
r
j(1)z
E
F1
+(s)!ωα(1− qnEF )
n−1∑
k=s+1
1
(k)!ω(n− k + s)!ωµz(x
kutaEF b
r
j(2)z
E
F2)x
n−k+suk+taEF b
r
j(1)z
E
F1
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=
s∑
l=0
(
s
l
)
ω
δs−l,n−1δt,0δF,0µB(brj(2)z
E
F2)x
lus−l+taEF b
r
j(1)z
E
F1
+(s)!ωα(1− qnEF )
n−1∑
k=s+1
1
(k)!ω(n− k + s)!ω δk,n−1δt,0δF,0µB(b
r
j(2)z
E
F2)
xn−k+suk+taEF b
r
j(1)z
E
F1
=
s∑
l=0
(
s
l
)
ω
δs−l,n−1δt,0δF,0µB(brj(2))x
lus−l+tbrj(1)
(si F = 0, entonces E = 0
y as´ı qnEF = 1)
= δs,n−1δt,0δF,0µB(brj(2))u
n−1+tbrj(1) (si s− l = n− 1,entonces
s = n− 1 y l = 0)
= δs,n−1δt,0δF,0µB(brj(2))u
n−1brj(1) (condicio´n t = 0)
= δs,n−1δt,0δF,0µB(brj(2))b
r
j(1)u
n−1 (u conmuta con brj(1))
= δs,n−1δt,0δF,0gBun−1 (def. de gB)
= µz(x
sutaEF b
r
j)gBu
n−1 (def. de µz).
Por u´ltimo, veremos algunos ejemplos concretos de esta construccio´n.
Ejemplo 3.2.3. Si B es cualquier a´lgebra de Hopf, z = 1B ⊗ 1B cumple las condi-
ciones de ♣. En este caso, Lz ser´ıa simplemente el producto tensorial de a´lgebras
de Hopf H ⊗B.
Antes de presentar el resto de ejemplos necesitaremos el siguiente lema, que nos
da los idempotentes de la descomposicio´n de Wedderburn de un a´lgebra de grupo
para un grupo c´ıclico.
Lema 3.2.4. Sea m ∈ N con m ≥ 2. Supongamos que car(k) - m y que existe una
ra´ız m-e´sima primitiva de la unidad η ∈ k. Consideremos el grupo c´ıclico Zm y
fijemos un generador σ. Pongamos
ei =
1
m
m−1∑
l=0
ηilσl, i = 0, . . . ,m− 1.
La familia {ei}m−1i=1 satisface las siguientes propiedades:
(i) Es un conjunto completo de idempotentes ortogonales, es decir, eiej = δijei y∑m−1
i=0 ei = 1.
(ii) σjei = η
−jiei y σj =
∑m−1
i=0 η
−jiei.
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Demostracio´n. (i) Para i, j tenemos:
eiej =
(
1
m
m−1∑
l=0
ηilσl
)(
1
m
m−1∑
k=0
ηjkσk
)
=
1
m2
m−1∑
l=0
m−1∑
k=0
ηil+jkσl+k
=
1
m2
m−1∑
l=0
m−1∑
t=0
ηil+j(t−l)σt =
1
m2
m−1∑
t=0
(
m−1∑
l=0
η(i−j)l
)
ηjtσt
=
1
m2
m−1∑
t=0
(mδij) η
jtσt = δij
1
m
m−1∑
t=0
ηjtσt
= δijej.
Calculamos la suma de los ei:
m−1∑
i=0
ei =
m−1∑
i=0
1
m
m−1∑
l=0
ηilσl =
1
m
m−1∑
l=0
(
m−1∑
i=0
ηil
)
σl =
1
m
m−1∑
l=0
mδl0σ
l = 1.
(ii) Veamos primero que σjei = η
−jiei:
σjei =
1
m
m−1∑
l=0
ηilσl+j = η−ji
1
m
m−1∑
l=0
ηi(l+j)σl+j = η−ji
1
m
m−1∑
l=0
ηilσl = η−jiei.
Usando lo anterior,
m−1∑
i=0
η−jiei =
m−1∑
i=0
σjei = σ
j
m−1∑
i=0
ei = σ
j.
Proposicio´n 3.2.5. Con la notacio´n e hipo´tesis anteriores, pongamos B = k[Zm]
y tomamos
z =
1
m
m−1∑
i,l=0
ηilσl ⊗ σi.
Entonces, z cumple las condiciones ♣.
Demostracio´n. Observemos que, con la definicio´n anterior de ei, podemos escribir
z =
∑m−1
i=0 ei ⊗ σi =
∑m−1
i=0 σ
i ⊗ ei.
(1) Veamos que se cumple zk =
∑m−1
i=0 ei ⊗ σki, para todo k ∈ N. Por tanto, se
tendra´ zm = 1⊗ 1 y z sera´ invertible.
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zk =
(
m−1∑
i=0
ei ⊗ σi
)k
=
m−1∑
i=0
eki ⊗ σik (pues los ei son ortogonales)
=
m−1∑
i=0
ei ⊗ σik (pues los ei son idempotentes).
(2) Mostramos ahora (z ⊗ 1)(∆B ⊗ id)(z) = (1⊗ z)(id⊗∆B)(z):
(z ⊗ 1)(∆B ⊗ id)(z) =
(
m−1∑
i=0
ei ⊗ σi ⊗ 1
)
(∆B ⊗ id)
(
m−1∑
j=0
σj ⊗ ej
)
=
(
m−1∑
i=0
ei ⊗ σi ⊗ 1
)(
m−1∑
j=0
σj ⊗ σj ⊗ ej
)
=
m−1∑
i,j=0
eiσ
j ⊗ σi+j ⊗ ej
=
m−1∑
i,j=0
η−jiei ⊗ σi+j ⊗ ej
=
m−1∑
i,j=0
ei ⊗ σi+j ⊗ ejσi
=
(
m−1∑
j=0
1⊗ σj ⊗ ej
)(
m−1∑
i=0
ei ⊗ σi ⊗ σj
)
=
(
m−1∑
j=0
1⊗ σj ⊗ ej
)
(id⊗∆B)
(
m−1∑
i=0
ei ⊗ σi
)
= (1⊗ z)(id⊗∆B)(z).
(3) Comprobamos que (εB ⊗ id)(z) = (id⊗ εB)(z) = 1:
(εB ⊗ id)(z) = (εB ⊗ id)
(
m−1∑
i=0
σi ⊗ ei
)
=
m−1∑
i=0
ei = 1.
De la misma forma se comprueba que (id⊗ εB)(z) = 1.
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(4) Por u´ltimo, ∇B(z)∇B((id⊗ SB)(z)) = ∇B(z)∇B((SB ⊗ id)(z)) = 1:
∇B(z)∇B((id⊗ SB)(z)) =
m−1∑
i=0
eiσ
i
m−1∑
j=0
ejσ
m−j =
m−1∑
i,j=0
eiejσ
i+m−j
=
m−1∑
i=0
eiσ
m =
m−1∑
i=0
ei = 1.
De manera ana´loga se prueba ∇B(z)∇B((SB ⊗ id)(z)) = 1.
De forma ide´ntica se puede demostrar lo siguiente:
Proposicio´n 3.2.6. Pongamos B = k[Zm × Zm]. Sean σ, τ generadores tales que
σm = τm = 1 y στ = τσ. Ponemos
z =
1
m
m−1∑
i,l=0
ηilσl ⊗ τ i.
Entonces, z cumple las condiciones de ♣.
3.3. Futura l´ınea de trabajo
Este trabajo fue iniciado en mi etapa como becaria de colaboracio´n en el Depar-
tamento de Matema´ticas de la Universidad de Almer´ıa en el curso 2013-14. En e´l he
querido reflejar una buena parte de lo que he aprendido durante estos dos cursos y
presentar los primeros resultados obtenidos en mi iniciacio´n a la investigacio´n. Mi
intencio´n es realizar una tesis doctoral en este tema bajo la direccio´n del profesor
Juan Cuadra Dı´az.
Los ejemplos de Andruskiewitsch, Cuadra y Etingof son los primeros ejemplos de
a´lgebras de Hopf con integral no conmutativas de dimensio´n infinita que encajan en
una sucesio´n exacta con nu´cleo de dimensio´n finita y conu´cleo cosemisimple. Este
hecho supone un avance en la comprensio´n de la estructura de estas a´lgebras de
Hopf, pues los ejemplos no conmutativos conocidos hasta ahora respond´ıan a un
patro´n diferente: encajaban en sucesiones con nu´cleo cosemisimple y conu´cleo de
dimensio´n finita.
Nuestro objetivo para los pro´ximos an˜os es aplicar el me´todo de estos autores a
espacios cua´nticos generales, no solo rectas, sobre grupos abelianos y no abelianos.
Nos gustar´ıa poder establecer una clasificacio´n para a´lgebras de Hopf con integral
como la dada por Andruskiewitsch y Schneider en [7] para a´lgebras de Hopf pun-
teadas con elementos de tipo grupo que forman un grupo abeliano. Nuestra idea es
producir ejemplos que nos permitan lograr una mayor comprensio´n de la estructura
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de las a´lgebras de Hopf con integral. Concretamente, nos gustar´ıa ser capaces de
responder a la siguiente pregunta, sugerida por los ejemplos conocidos hasta el mo-
mento: ¿Es toda a´lgebra de Hopf con integral una extensio´n, en un ((sentido de´bil)),
de un a´lgebra de Hopf cosemisimple y una de dimensio´n finita?
Con ((sentido de´bil)) queremos expresar:
(1) Quiza´ alguno de los extremos no es un a´lgebra de Hopf, sino una subestructura
o estructura cociente ma´s de´bil, como las de suba´lgebra coideal o mo´dulo
coa´lgebra cociente;
(2) Quiza´ los extremos no son normales o conormales.
En un lenguaje menos preciso, la pregunta ser´ıa: ¿Es cierto que toda a´lgebra de
Hopf con integral se puede construir, de algu´n modo, a partir de subestructuras y
estructuras cocientes cosemisimples y de dimensio´n finita?
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