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ON FREELY GENERATED SEMIGRAPH C∗-ALGEBRAS
BERNHARD BURGSTALLER
Abstract. For special universal C∗-algebras associated to k-semigraphs we present the
universal representations of these algebras, prove a Cuntz–Krieger uniqueness theorem, and
compute the K-theory. These C∗-algebras seem to be the most universal Cuntz–Krieger
like algebras naturally associated to k-semigraphs. For instance, the Toeplitz Cuntz algebra
is a proper quotient of such an algebra.
1. Introduction
In this paper we continue our study of higher rank semigraph C∗-algebras from [4]. The
class of higher rank semigraph C∗-algebras present a flexible generalisation of Tomforde’s
ultragraph algebras [11] or C∗-algebras of labelled graphs [1] to higher rank structures.
Let T be a k-semigraph. We define a special semigraph C∗-algebra Q(T ) called a freely
generated semigraph C∗-algebra. It is generated by T as a subset of partial isometries of
Q(T ), thereby satisfying only a minimum set of relations such that we can still speak of
a generalised Cuntz–Krieger algebra. Notably, a Cuntz–Krieger uniqueness theorem holds.
We find a concrete faithful representation of Q(T ) on a Hilbert space as a left regular
representation of a semimultiplicative set in Proposition 4.8. A freely generated semigraph
algebra is free, weakly free, cancelling, and satisfies a Cuntz–Krieger theorem, see Theorem
4.13. We compute the K-theory of Q(T ) in Theorem 5.5. The proof is just an application
of a theorem in [3].
Every semigraph C∗-algebra is generated by partial isometries with commuting source and
range projections (see Lemma 2.14). There is some recent interest in universal C∗-algebras
generated by partial isometries and their K-theory, see for instance Cho and Jorgensen
[5] and Brenken and Niu [2]. The strongest motivation for considering a freely generated
semigraph algebra is that it seems to be somehow the freest Cuntz–Krieger like algebra
which naturally contains a given k-graph, see also Lemma 4.14 which further justifies this.
Moreover, we think every universal algebra generated by partial isometries for which one
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knows the K-theory is a benefit; even more so, as there is (despite [12]) an ongoing program
initiated by G. Elliott to classify certain subclasses of nuclear C∗-algebras (like the subclass
of purely infinite nuclear C∗-algebras) where K-theory plays a major role.
We give a brief overview of this paper. In Section 2 we recall the theory of semigraph
algebras. In Section 3 we consider two conditions for a semigraph algebra which we call
weakly free (Definition 3.3) and free (Definition 3.6). Freeness implies weakly freeness
(Proposition 3.9), and free semigraph algebras are cancelling (Proposition 3.10), and so
satisfy a Cuntz–Krieger uniqueness theorem. In Section 4 we introduce freely generated
semigraph algebras (Definition 4.3) and show that they are free and cancelling (Theorem
4.13). In Section 5 we explicitly compute theK-theory of weakly free semigraph C∗-algebras
in Theorem 5.5. In Section 6 we use Theorem 5.5 for the computation of the K-theory of
a freely generated semigraph C∗-algebra in Theorem 6.2. In Section 7 we give some final
remarks, including examples and a discussion which known results are generalised by the
paper.
2. Semigraph algebras
In this section we recall briefly the definition and some basic facts about semigraph
algebras [4] for further reference.
Definition 2.1. A semimultiplicative set T is a set equipped with a subset T {2} ⊆ T × T
and a multiplication T {2} −→ T : (s, t) 7→ st, which is associative, that is, for all s, t, u ∈ T ,
(st)u is defined if and only if s(tu) is defined, and both expressions are equal if they are
defined.
Definition 2.2. Let k be an index set (which may be regarded as a natural number if
k is finite). A k-semigraph T is a semimultiplicative set T equipped with a degree map
d : T −→ Nk0 satisfying the unique factorisation property which consists of the following two
conditions:
(1) For all x, y ∈ T for which the product xy is defined one has d(xy) = d(x) + d(y).
(2) For all x ∈ T and all n1, n2 ∈ N
k
0 with d(x) = n1 + n2 there exist unique x1, x2 ∈ T
with x = x1x2 satisfying d(x1) = n1 and d(x2) = n2.
We call a k-semigraph also a higher rank semigraph or just a semigraph. We shall also
write |t| rather than d(t) for elements t in a k-semigraph. Let T be a k-semigraph. We denote
the set of all elements of T with degree n by T (n) (n ∈ Nk0). If x ∈ T and 0 ≤ n1 ≤ n2 ≤ d(x)
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then there are unique x1, x2, x3 ∈ T such that x = x1x2x3, d(x1) = n1, d(x2) = n2 − n1 and
d(x3) = d(x)− n2. The element x2 is denoted by x(n1, n2).
Definition 2.3. Let T be a k-semigraph. For s, t ∈ T we write s ≤ t if αs = t for some
α ∈ T .
Lemma 2.4. The last relation is an order relation on a semigraph.
Proof. The relation is reflexive since d(x) = 0+d(x)⇒ x = sx for some s ∈ T . Transitivity
is clear. So assume s ≤ t and t ≤ s. Then there are α, β ∈ T such that t = αs and s = βt.
Then s = βαs, and so d(s) = d(s) + d(α) + d(β), which implies d(α) = d(β) = 0. Hence
one has βαs = βαβαs. By the unique factorisation property s = αs. So s = t. 
Definition 2.5. A k-semigraph T is called finitely aligned if for all x, y ∈ T the minimal
common extension of x and y, which is the set
T (min)(x, y) = {(α, β) ∈ T × T | xα and yβ are defined,
xα = yβ, d(xα) = d(x) ∨ d(y)},
is finite.
It might help to recall the meaning of the relation (α, β) ∈ T (min)(x, y) by visualising it
by the tautologies α ≤ xα and β ≤ yβ.
Definition 2.6. T is called a non-unital k-semigraph if there exists a k-semigraph T1 which
has a unit 1 ∈ T1 such that T = T1\{1}.
We shall use the following notions when we speak about algebras. A ∗-algebra means an
algebra over C endowed with an involution. An element s in a ∗-algebra is called a partial
isometry if ss∗s = s, and a projection p is an element with p = p2 = p∗. We define Pa := aa
∗
and Qa := a
∗a for elements a of a ∗-algebra. If s is a partial isometry then Ps and Qs are
called the range and source projection of s, respectively. If I is a subset of a ∗-algebra then
〈I〉 denotes the self-adjoint two-sided ideal generated by I in this ∗-algebra.
Assume that we are given a set P and a non-unital k-semigraph T with P∩T = ∅. Recall
that in a non-unital k-semigraph one has d(t) > 0 for all its elements t (because t1 = 1t, and
thus the unique factorization property implies t = 1 if d(t) = 0, see the last paragraph in
[4, Section 3]). We denote by T1 = T ⊔ {1} the unital k-semigraph of Definition 2.6. Define
F to be the free non-unital ∗-algebra generated by P ∪ T . We call a ∗-monomial aǫ11 . . . a
ǫn
n
with letters ai in P ∪ T and exponents ǫi ∈ {1, ∗} a word (in F or in a quotient of F).
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Definition 2.7. The degree d(x) of a word x = x1 . . . xn in F (n ≥ 1, xi ∈ P ∪T ∪P
∗ ∪T ∗)
is defined to be d(x) = d(x1) + . . .+ d(xn), where d(xi) is to be the semigraph-degree d(xi)
when xi ∈ T , d(xi) = 0 if xi ∈ P, and d(x
∗
i ) = −d(xi) for any xi ∈ T ∪ P.
Definition 2.8. The fiber space of F is the union of all fibers span(Wn), where span means
linear span and Wn denotes the set of words with degree n ∈ Z
k.
Definition 2.9. Let σ : Tk −→ Aut(F) be the gauge action defined by σλ(p) = p and
σλ(t) = λ
d(t)t for all p ∈ P, t ∈ T and λ ∈ Tk.
Lemma 2.10 ([4], Lemma 4.7). Let X be a ∗-algebra which is a quotient of F. Then X is
actually the quotient of F by a subset of the fiber space if and only if there is a gauge action
on X which is canonically induced by the corresponding gauge action on F (see Definition
2.9).
Definition 2.11 (Semigraph algebra). A k-semigraph algebra X is a ∗-algebra which is
generated by disjoint subsets P and T of X , where
(i) P is a set of commuting projections closed under taking multiplications,
(ii) T is a set of nonzero partial isometries closed under nonzero products,
(iii) T is a non-unital finitely aligned k-semigraph,
(iv) for all x ∈ T and all p ∈ P there is a q ∈ P such that px = xq,
(v) for all x, y ∈ T there exist qx,y,α,β ∈ P such that
(1) x∗y =
∑
(α,β)∈T
(min)
1 (x,y)
αqx,y,α,ββ
∗, and
(vi) X is canonically isomorphic to the quotient of F by a subset of the fiber space
(Definition 2.8).
It is understood in identity (1) that the unit 1 in T1 = T ⊔ {1} is also a unit for all
elements of X . The universal C∗-algebra C∗(X) generated by X is called the k-semigraph
C∗-algebra associated to X . We often write also
∑
xα=yβ rather than
∑
(α,β)∈T
(min)
1 (x,y)
in
(1).
Definition 2.12. We call an element of {spt∗ ∈ X| s, t ∈ T1, p ∈ P} a standard word (of
the semigraph algebra X). We call an element of {sp ∈ X| s ∈ T1, p ∈ P} a half-standard
word.
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For a subset Z of a ∗-algebra X we set
P(Z) = {Px(1− Py1) . . . (1− Pym) ∈ X | x, yi ∈ Z, m ≥ 0 }.
Definition 2.13. We call an element of P({sp|s ∈ T1, p ∈ P}) a standard projection (of the
semigraph algebra X).
Lemma 2.14 ([4], Lemma 5.8). (a) The word set of X is an inverse semigroup of par-
tial isometries.
(b) For each word w there exist half-standard words ai, bi and ci such that ww
∗ =∑n
i=1 aia
∗
i and w =
∑m
j=1 bjc
∗
j with d(w) = d(bsc
∗
s) for all 1 ≤ s ≤ m.
Corollary 2.15. (a) A semigraph algebra is linearly spanned by its standard words.
(b) The range projection of a word is a sum of range projections of half-standard words.
(c) The source projection of a half-standard word is in P.
The core of a semigraph algebra is the linear span of all its words with degree zero. It
forms a ∗-subalgebra of the semigraph algebra.
Corollary 2.16 ([4], Corollary 6.4). The core is the union of a net of finite dimensional C∗-
algebras, each one allowing a matrix representation where each projection on the diagonal
is a finite sum of mutually orthogonal standard projections. A C∗-representation of X is
injective on the core if and only if it is non-vanishing on nonzero standard projections.
Definition 2.17. A semigraph algebra X is called cancelling if for every standard word w
with nonzero degree and every nonzero standard projection p there is a nonzero standard
projection q such that q ≤ p and qwq = 0.
Theorem 2.18 (Cuntz–Krieger uniqueness theorem, [4], Theorem 7.3). Let X be a can-
celling semigraph algebra. Then the universal representation X −→ C∗(X) is injective on
the core, and so non-vanishing on the nonzero standard projections, and up to isomorphism
this is the only existing representation of X in a C∗-algebra which is non-vanishing on
nonzero standard projections and has dense image.
3. Free semigraph algebras
In this section we consider a condition on a semigraph algebra called freeness, and a
weaker one called weakly freeness. The rough idea of freeness is that range projections of
generators should not sum up to a unit. Freeness is thus a generalisation of the defining
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inequality Ps1 + Ps2 < 1 in the Toeplitz version of the Cuntz algebra O2 with generating
isometries s1 and s2 to arbitrary higher rank semigraph algebras. In this section X denotes
a semigraph algebra.
Definition 3.1. Write X\i for the ∗-subalgebra of X generated by the elements P and
the non-unital finitely aligned semigraph T \i = { t ∈ T | d(t)i = 0 } (the ith coordinate
vanishes). We set T
\i
1 = T
\i ⊔ {1}.
Lemma 3.2. X\i is a semigraph algebra.
Proof. All points (i)-(v) of Definition 2.11 are almost obvious. Point (vi) can be seen by
Lemma 2.10 and the fact that the restriction of the gauge action on X to X\i is a gauge
action on X\i. 
We shall regard X\i as a sub-semigraph algebra of X . When we work in X and say “w
is a word in X\i” (and so on) then “word” refers to the semigraph algebra X\i; so w does
not mean a word in X which accidentally happens to be in X\i.
Definition 3.3. A semigraph algebra X is called weakly free if for all coordinates i ∈ k,
all nonzero standard projections p of X\i and all finite subsets B ⊆ T (ei) the inequality
p ≤
∑
b∈B Pb does not hold.
The next two lemmas (Lemma 3.4 and Lemma 3.5) will only be used in the proof of
Lemma 5.3. The reader only interested in Theorem 5.5 could go directly to Section 5 after
these two lemmas.
Lemma 3.4. If i ∈ k, a ∈ T (ei) and w is a word in X\i then there exist b1, . . . , bn ∈ T
(ei)
such that Paw = Paw(Pb1 + . . .+ Pbn).
Proof. Since every word can be written as a sum of standard words, we may assume that w
is a standard word and write w = spt∗ for s, t ∈ T
\i
1 and p ∈ P. Then (by Definition 2.11
(v))
(aa∗)(spt∗) = a
∑
aα=sβ
αqa,s,α,ββ
∗pt∗
=
∑
aα=sβ, tβ 6=0
aαqa,s,α,βpββ
∗t∗
=
∑
aα=sβ, tβ 6=0
aαqa,s,α,βpβt
′∗β ′∗
∑
aα=sβ, tβ 6=0
Pβ′
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for pβ ∈ P with pβ = βpβ (by Definition 2.11 (iv)), and where d(β) = d(a) = ei, and
tβ = β ′t′ by the unique factorisation property with d(β ′) = ei (if tβ 6= 0, which, recall, is
equivalent to tβ being a defined product in T ). 
Lemma 3.5. If X is weakly free then for every coordinate i ∈ k, every element x of the
fiber space of X\i, and every finite subset B of T (ei) we have that (
∑
b∈B Pb)x = x implies
x = 0.
Proof. Suppose that x is a nonzero element of the 0-fiber X
\i
0 (i.e. the core) of X
\i, p =∑
b∈B Pb, and px = x. The element x is in the core of X
\i and so in a finite dimensional
C∗-algebra A as described in Corollary 2.16. Say, x =
∑
ij λijeij for matrix units eij ,
where each diagonal unit eii is a sum of mutually orthogonal standard projections of X
\i
(Corollary 2.16). Since x 6= 0 we may suppose that 0 6= λi0j0 = 1 for some fixed pair (i0, j0).
By Corollary 2.16, there is a nonzero standard projection q in X\i (so q ∈ P(T \i1 P)) such
that q ≤ ei0i0 . Note that p commutes with ei0i0 since standard projections commute. Then
q ≤ ei0i0 = ei0i0xej0i0 = ei0i0pxej0i0 = pei0i0xej0i0 = pei0i0 ≤ p.
However, q ≤ p contradicts the weakly free condition in X . Thus x = 0.
Now assume that x is in another fiber X
\i
n (n ∈ Zk) and px = x (where p =
∑
b∈B Pb
again). We may write x as x =
∑l
k=1 akxkb
∗
k, where xk is an element of the core X
\i
0 ,
ak ∈ T1 with d(ak) = max(n, 0), bk ∈ T1 with d(b
∗
k) = min(n, 0), and the pairs (ak, bk) are
mutually distinct for different k’s, for all 1 ≤ k ≤ l. Fix 1 ≤ k0 ≤ l. Then, since px = x,
and by several applications of Lemma 3.4, there exists a subset B′ ⊆ T (ei) such that for
p′ =
∑
b∈B′ Pb one has
rk0 := a
∗
k0
xbk0 = Qak0xk0Qbk0 = a
∗
k0
pxbk0 = p
′a∗k0pxbk0 = p
′rk0.
Thus rk0 = p
′rk0 and rk0 ∈ X
\i
0 , and so by what we have already proved, rk0 = 0. Since k0
was arbitrary,
0 =
l∑
k0=1
ak0rk0b
∗
k0
=
l∑
k0=1
ak0xk0b
∗
k0
= x.

Definition 3.6. A semigraph algebra X is called free if
(i) Pa is not in P for every half-standard word a 6∈ P, and
(ii) if p ∈ P and a1, . . . , an are half-standard words with Pai < p for all 1 ≤ i ≤ n then∨n
i=1 Pai < p.
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Lemma 3.7. Let X be free. If a, b1, . . . , bn are half-standard words satisfying Pa(1−Pbi) 6= 0
for all 1 ≤ i ≤ n then Pa
∏n
i=1(1− Pbi) 6= 0.
Proof. We may write a = xs and bi = yipi for certain x, yi ∈ T1 and s, pi ∈ P. Assume that
X is free and Pa(1− Pbi) 6= 0 for all 1 ≤ i ≤ n. We have (by Definition 2.11 (v))
Pa(1− Pbi) = xsx
∗(1− yipiy
∗
i )
= xsx∗ −
∑
xα=yiβ
xsαqx,yi,α,ββ
∗piy
∗
i
= xsx∗
(
1−
∑
xα=yiβ
xsαqx,yi,α,βpi,βα
∗x∗
)
= xsx∗
∏
(α,β)∈T
(min)
1 (x,yi)
(1− xsαqx,yi,α,βpi,βα
∗x∗),
where pi,β is chosen in P such that piβ = βpi,β (by Definition 2.11 (iv)), and where in the
last identity we successively used the formula (1 − p)(1 − q) = 1 − p − q for orthogonal
projections p and q. Since the above is nonzero by assumption, we have
xsαqx,yi,α,βpi,βα
∗x∗ < xsx∗
for all 1 ≤ i ≤ n and all (α, β) ∈ T
(min)
1 (x, yi). Multiplying here from the left and right with
x∗ and x, respectively, we get x∗xsαqx,yi,α,βpi,βα
∗ < x∗xs. By freeness (Definition 3.6) we
conclude
n∨
i=1
∨
xα=yiβ
x∗xsαqx,yi,α,βpi,βα
∗ < x∗xs.
Thus
∨
i,α,β xsαqx,yi,α,βpi,βα
∗x∗ < xsx∗, whence
Pa
n∏
i=1
(1− Pbi) = xsx
∗
n∏
i=1
∏
xα=yiβ
(1− xsαqx,yi,α,βpi,βα
∗x∗)(2)
= xsx∗
(
1−
∨
i,α,β
xsαqx,yi,α,βpi,βα
∗x∗
)
6= 0,(3)
where we used de Morgan’s law
∧
(1− γ) = (1−
∨
γ). 
Similarly as for elements in a semigraph we write x1 ≤ x2 for half-standard words x1 and
x2 if they allow a representation x = t1p1 and x2 = t2p2 (t1, t2 ∈ T and p1, p2 ∈ P) with
t1 ≤ t2. Only in the next corollary H denotes the set of half-standard words.
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Corollary 3.8. If X is free then these two sets are the set of nonzero standard projections:
{
Pa
n∏
i=1
(1− Pbi) ∈ X
∣∣∣n ∈ N0, a, bi ∈ H, Pa(1− Pbi) 6= 0 for all i
}
=
{
Pa
n∏
i=1
(1− Pbi) ∈ X
∣∣∣n ∈ N0, a, bi ∈ H, Pbi < Pa and a ≤ bi ∀i
}
.
Proof. That the first set is the set of nonzero standard projections follows from Lemma 3.7.
For the second set just recall the identity (2) how we can write down a standard projection.
The assertion can be directly read off from this expansion. 
Proposition 3.9. If X is free then X is weakly free.
Proof. Fix i ∈ k. To check weakly freeness, consider a finite subset B of T (ei) and a nonzero
standard projection p = xqx∗
∏n
i=k(1− yky
∗
k) in X
\i, where x ∈ T
\i
1 , q ∈ P and the yk’s are
half-standard words in X\i. If b ∈ B then
(4) qx∗x ≥ qx∗bb∗x =
∑
(e,f)∈T
(min)
1 (x,b)
q(eqx,b,e,ff
∗)(fqx,b,e,fe
∗)
(5) =
∑
(e,f)∈T
(min)
1 (x,b)
Peqeqx,b,e,ff∗f < qx
∗x,
where we used qe = eqe from Definition 2.11 (iv). The last inequality is here by freeness.
Indeed, Peqeqx,b,e,ff∗f /∈ P by Definition 3.6 (i). On the other hand, Peqeqx,b,e,ff∗f ≤ qx
∗x ∈ P
by (4), so Peqeqx,b,e,ff∗f < qx
∗x. Hence, inequality (5) is true by Definition 3.6 (ii).
We conclude from (4) and (5) that qx∗Pbx 6= x
∗xq. Hence, applying here the operation
x(·)x∗ we get xqx∗Pb 6= xqx
∗. Thus, xqx∗(1− Pb) 6= 0 for all b ∈ B. Hence
p
(
1−
∑
b∈B
Pb
)
= p
∏
b∈B
(1− Pb) = xqx
∗
n∏
i=k
(1− yky
∗
k)
∏
b∈B
(1− Pb) 6= 0
by Lemma 3.7. Consequently p ≤
∑
b∈B Pb does not hold. 
Proposition 3.10. If X is free then X is cancelling.
Proof. We are going to check the cancelling condition, Definition 2.17. Let w = αqβ∗ be a
standard word with d(w) 6= 0 (α, β ∈ T1, q ∈ P). Let P be a nonzero standard projection.
We must find a nonzero standard projection Q with Q ≤ P and QxQ = 0.
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We may write P = pxsx∗, where p =
∏
i(1 − yiy
∗
i ), x ∈ T1, s ∈ P and the yi’s are half-
standard words. If already PwP = 0 then the cancelling condition is verified. So assume
that
0 6= PwP = pxs(x∗α)qβ∗pxsx∗.
Then there is a pair (e, f) ∈ T
(min)
1 (x, α) such that
v := pxs(eqx,α,e,ff
∗)qβ∗pxsx∗ 6= 0
by (1). Consequently pxse 6= 0, and so
(6) 0 6= P ′ := pxsee∗x∗ = pxes′e∗x∗ = px′s′x′∗
is a standard projection, where x′ := xe and s′ ∈ P satisfies se = es′. (We intensively use
the fact that the word set forms an inverse semigroup, Lemma 2.14.) Note that P ′ ≤ P . If
already P ′wP ′ = 0, then the cancelling condition is verified.
So assume P ′wP ′ 6= 0. Note that |x′| = |xe| ≥ |α| since (e, f) ∈ T
(min)
1 (x, α). Note that
by (6) P ′ = px′s′x′∗ has the same shape as P , but with |x′| ≥ |α|. As we are going to search
Q ≤ P ′ ≤ P , we may assume without loss of generality that we are given P with PwP 6= 0
and |x| ≥ |α|. Similar computations as above on the β-side show that we may also assume,
by choosing a smaller projection than P , that also |x| ≥ |β|.
So assume without loss of generality that PwP 6= 0 and |x| ≥ |α|, |β|. We have
0 6= PwP = pxsx∗(αqβ∗)xsx∗p.
Hence, there are decompositions x = αx1 = βx2 (x1, x2 ∈ T1), and a q
′ ∈ P chosen to satisfy
QαqQβx2 = x2q
′, such that
PwP = pxs(αx1)
∗αqβ∗βx2sx
∗p = pxs(x∗1x2)q
′sx∗p
= pxs
∑
(e,f)∈T
(min)
1 (x1,x2)
eqx1,x2,e,ff
∗q′sx∗p
= pxsKsx∗p,
where K :=
∑
(e,f)∈T
(min)
1 (x1,x2)
eqx1,x2,e,ff
∗q′. Set
Q′ :=
∏
(e,f)∈T
(min)
1 (x1,x2)
(1− ee∗).
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Successively using the formula xs(1− ee∗)(1− e′e′∗)sx∗ = xs(1− ee∗)sx∗xs(1− e′e′∗)sx∗, we
get
(7) Q := pxsQ′sx∗ = p
∏
(e,f)∈T
(min)
1 (x1,x2)
(1− xsee∗x∗)xsx∗
(8) = xsx∗
∏
i
(1− yiy
∗
i )
∏
(e,f)∈T
(min)
1 (x1,x2)
(1− xsee∗x∗).
In (8) we have substituted p =
∏
i(1 − yiy
∗
i ). By (8), Q is a standard projection. Recall
that P = pxsx∗, so Q ≤ P . Since Q′K = 0, we obtain
QwQ = Q(PwP )Q = QpxsKsx∗pQ = QpxsKsx∗ppxsQ′sx∗ = 0.
So Q is the sought standard projection that cancels w. It remains to show Q 6= 0.
Since d(αqβ∗) 6= 0, we may assume without loss of generality that |x1| < |x1| ∨ |x2|,
that is, |e| 6= 0 for every e in (7). By freeness, Definition 3.6 (i), (x∗x)see∗ = Px∗xse /∈ P,
and so x∗xsee∗ 6= x∗xs. Hence xsee∗x∗ 6= xsx∗. This shows 0 6= (1 − xsee∗x∗)xsx∗. Also
0 6= (1− yiy
∗
i )xsx
∗ since 0 6= P = pxsx∗. Hence, by formula (8) and Lemma 3.7 Q 6= 0. 
Lemma 3.11. Let X be a semigraph algebra and π : X −→ C∗(X) the universal represen-
tation. Then π(X) is a semigraph algebra (which is free if X is free).
Proof. By universality of the universal representation π : X −→ C∗(X), the gauge map
X
σλ−→ X
π
−→ C∗(X) (λ ∈ Tk), Definition 2.9, induces a gauge map σ˜λ : C
∗(X) −→ C∗(X).
Hence, by Lemma 2.10, π(X) is a quotient of the free algebra F by a subset of the fiber
space. Thus π(X) must be a quotient of X by a subsets of its fiber space, and is thus
a semigraph algebra by [4, Lemma 8.1]. Now assume that X is free. By the uniqueness
theorem (Theorem 2.18) the cores of X and π(X) are isomorphic, and so the validity of
Definition 3.6 (ii) carries over from X to π(X). If a half-standard word π(a) in π(X) (a
being a half-standard word in X) is not in π(P) then d(a) = d(π(a)) > 0, and so Pa /∈ P
since X is free, and thus Pπ(a) = π(Pa) /∈ π(P). This verifies Definition 3.6 (i) for π(X). 
4. Freely generated semigraph C∗-algebras
In this section we define freely generated semigraph algebras. Let us anticipate roughly
what it is. A freely generated semigraph algebra could be most simply explained by consid-
ering a higher rank graph T [9]. Then the freely generated semigraph C∗-algebra Q(T ) for
T is a C∗-algebra which is similar to the Toeplitz graph algebra T C∗(T ) [10] but without
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the relations Qt = s(t) (t ∈ T ). So the Toeplitz graph algebra is a quotient of the freely
generated semigraph algebra.
Suppose that T is a finitely aligned k-semigraph. Note that if e ∈ T (0) and e2 is defined
then e is automatically idempotent. Indeed, by the factorisation property we may choose
a unique decomposition e = ab for certain a, b ∈ T (0). Then e2 = abab. By the unique
factorisation property e = a = b, and so e2 = ab = e, which proves the claim. Moreover,
if e ∈ T (0) is idempotent and x ∈ T then either ex is undefined or ex = x (since ex = e2x
and so x = ex by the unique factorisation property). In particular, ef must be undefined
for distinct e, f ∈ T (0).
In this section it is assumed that a semigraph T has only idempotent elements in T (0).
Let us summarise the consequences in a lemma.
Lemma 4.1. The elements of T (0) are idempotent elements and mutually incomposable. If
e ∈ T (0), t ∈ T and et is defined then et = t. (Similarly, te = t if te is defined.)
Definition 4.2. For x ∈ T we define r(x) = x(0, 0) (range of x) and s(x) = x(d(x), d(x))
(source of x).
Definition 4.3 (Freely generated semigraph algebra for T ). Suppose that T is a finitely
aligned k-semigraph. Then one associates the freely generated semigraph algebra X to T . It
is the universal ∗-algebra X generated by the set T subject to the following relations.
(i) T consists of partial isometries,
(ii) T (0) consists of projections,
(iii) X respects the multiplication of T (that is, if xy = z holds in T for x, y, z ∈ T then
this identity should also hold in X),
(iv) xy = 0 for all x, y ∈ T whose product xy is undefined,
(v) Qx and Qy commute for all x, y ∈ T , and
(vi)
(9) x∗y =
∑
(e,f)∈T (min)(x,y)
eQyff
∗
for all x, y ∈ T .
We remark that Qyf means f
∗y∗yf in (9). Note that T is faithfully embedded in the
free algebra F, but could perhaps degenerate in the quotient X . Soon we will see below
(Corollary 4.9) however that T is also faithfully embedded in X . That is why we will
identify the k-semigraph T with its embedding in X . For the remainder of this section we
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shall assume that T is a finitely aligned k-semigraph and X its associated free semigraph
algebra. For further remarks about the relations in Definition 4.3, see Section 7.
Definition 4.4. We shall denote an element (y, α1, . . . , αn) ∈ T
n+1 (n ≥ 1) symbolically
by yµα1,...,αn , or for brevity, by yµα. Define
∆µ = { yµα1,...,αn | n ∈ N, y, αi ∈ T and ∃i ∈ {1, . . . , n} with y ≤ αi }.
Definition 4.5. Set ∆ = T ⊔∆µ.
Lemma 4.6. ∆ is a semimultiplicative set.
Proof. We endow ∆ with the multiplication from T for products within T (as far as defined),
and define
(10) x(yµα) = (xy)µα
if x ∈ T, yµα ∈ ∆µ and (xy)µα ∈ ∆µ. Other products in ∆ are not allowed (for example,
products within ∆µ are undefined, or products where an element of ∆µ appears as a left
factor are invalid).
We are going to check that ∆ is a semimultiplicative set. To this end we have to check
associativity in the sense of Definition 2.1. Suppose that a, b, c ∈ ∆. If a, b, c ∈ T then (ab)c
is defined if and only if a(bc) is defined as T is a semimultiplicative set. If a or b is in ∆µ
then both (ab)c and a(bc) are undefined. Suppose a, b ∈ T and c ∈ ∆µ. Write c = yµα. If
(ab)c = ((ab)y)µα is defined then (ab)y ≤ αi for some i. Thus αi = zaby for some z ∈ T
and so also a(bc) = a((by)µα) = (a(by))µα is defined and we have (ab)c = a(bc). Similarly
we see the reverse conclusion. 
If a semimultiplicative set G has left cancellation, that means, st1 = st2 implies t1 = t2
(for all s, t1, t2 ∈ G) then we can associate a left reduced C
∗-algebra to G as defined next.
(We shall write ei or δi for the delta function 1{i}.)
Definition 4.7. For a semimultiplicative set G with left cancellation define λ : G −→
B(ℓ2(G)) by
λs
(∑
t∈G
αtδt
)
=
∑
t ∈ G, st is defined
αtδst
for all s ∈ G and αt ∈ C. The sub-C
∗-algebra of B(ℓ2(G)) generated by λ(G) is called the
left reduced C∗-algebra of G and denoted by C∗r (G).
Proposition 4.8. There is a representation ϕ : X −→ C∗r (∆) : ϕ(t) = λt.
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Proof. Of course, ϕ : F −→ C∗r (∆) would be a well defined representation of the free algebra
F generated by T . We need to show that this ϕ respects the defining relations of Definition
4.3. Note that the λt’s are partial isometries with commuting range and source projections
(these are canonical projections onto ℓ2(Z) for subsets Z ⊆ ∆). So, by the property of
∆ to be a semimultiplicative set and identity (10) the points (i)-(v) of Definition 4.3 (for
ϕ(T ) = λT rather than T ) are easy to see. (For (ii) recall Lemma 4.1.)
Let us write down the adjoint operators ϕ(t)∗. We have
(11) ϕ(t)∗δtsµα = δsµα, ϕ(t)
∗δts = δs, ϕ(t)
∗δa = 0 (else)
To check Definition 4.3 (vi), consider x, y ∈ T . Suppose
(12) ϕ(xx∗yy∗)δa = δa
for an a ∈ ∆. Then a is a product a = yay (since ϕ(y)
∗δa 6= 0) for some ay ∈ ∆, and
similarly a = xax for some ax ∈ ∆. Say that a = ysyµα = xsxµα. Then v := ysy has degree
d(v) ≥ d(x)∨d(y), and so there must exist a minimal common extension (e, f) ∈ T (min)(x, y)
such that
v(0, |x| ∨ |y|) = xe = yf.
Consequently we have
(13) ϕ
( ∑
(e,f)∈T (min)(x,y)
(xe)(yf)∗
)
δa = δa.
On the other hand, (12) follows quite immediately from (13). Since, for arbitrary a ∈ ∆,
the right hand sides of (12) and (13) either give δa or zero, we conclude from the shown
equivalence that
(14) ϕ(xx∗yy∗) = ϕ
( ∑
(e,f)∈T (min)(x,y)
(xe)(yf)∗
)
.
The range projection of ϕ(ef ∗y∗) is
ϕ(e(yf)∗(yf)e∗) = ϕ(e(xe)∗(xe)e∗) = ϕ(ee∗x∗xee∗) = ϕ(x∗xee∗),
which is a smaller projection than ϕ(x∗x). Thus,
ϕ(x∗xef ∗y∗y) = ϕ(ef ∗y∗y) = ϕ(ef ∗y∗yff ∗).
Hence, multiplying in (14) from the left and right with x∗ and y, respectively, we see that
the identity (9) holds in the image of ϕ. 
ON FREELY GENERATED SEMIGRAPH C
∗
-ALGEBRAS 15
Corollary 4.9. The canonical map ι : T −→ X is an injective k-semigraph homomorphism
and non-degenerate.
Proof. We compose ι with ϕ of Proposition 4.8 to see this. Let t ∈ T . Let e = s(t), so
t = te. Then ϕ(ι(t))δe = δt 6= 0. So ι is non-degenerate. If s ∈ T is distinct from t then we
easily see with Lemma 4.1 that ϕ(ι(t))δe = δt 6= ϕ(ι(s))δe. So ι is injective. 
Lemma 4.10. X is a semigraph algebra with generators
P = {Qt1 . . . Qtn ∈ X | n ∈ N, ti ∈ T } ∪ {0},(15)
T = T\T (0)(16)
Proof. We need to show Definition 2.11. That P is a commuting set of projections closed
under multiplications (Definition 2.11 (i)) follows from Definition 4.3 (i) and (v). That T is
a set of partial isometries closed under nonzero products (Definition 2.11 (ii)) follows from
Definition 4.3 (i), (iii) and (iv). We are going to check that T1 is a semigraph (Definition 2.11
(iii)). Let t ∈ T1, and t = t1t2 be the unique decomposition in T subject to m = d(t1) > 0
and n = d(t2) > 0. This is the required decomposition in T1 also. If however m = 0, say,
then take the factorisation t = 1t.
To prove (1) of Definition 2.11 (v), consider x, y ∈ T . Note that in (9) xe = yf and
Qyf ∈ P, so (9) looks already similar like (1). We only have to take care whether T
(min)
1
and T (min) make here a difference. If d(x) > d(y), say, then we have {(1, f)} = T
(min)
1 (x, y)
and {(e′, f)} = T (min)(x, y). Thus xe′ = yf so that e′ ∈ T (0) is a right unit for xe′ = yf
by Lemma 4.1, that is, yfe′ = yf . Hence, by the unique factorisation property in T , even
fe′ = e′. Thus 1f ∗y∗yff ∗ = e′f ∗y∗yff ∗, so there is no difference. The cases d(x) < d(y) and
d(x) = d(y) are treated similarly. If d(x) and d(y) are incomparable then there is obviously
no difference. To check Definition 2.11 (iv), just note that
Qxy = (x
∗x)y = x∗(xy) = yQxy1 = yQxy
by (9) if x, y ∈ T and xy 6= 0. The algebra X is generated by P and T since e = e∗e = Qe ∈
P for e ∈ T (0) by Definition 4.3 (ii). There is a gauge action σ on X given by σλ(t) = λ
d(t)t
for t ∈ T, λ ∈ Tk. Indeed, it exists on the free algebra F generated by T , and so also on X ,
as the relations of Definition 2.11 are invariant under the σλ’s. Hence, Lemma 2.10 verifies
Definition 2.11 (vi). 
Definition 4.11. Let T be a semigraph and X its free semigraph algebra. Then Q(T ) :=
C∗(X) is called the freely generated semigraph C∗-algebra associated to T .
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Let us use the following abbreviation. If α = (α1, . . . , αn) ∈ T
n then µα denotes s(α1)µα.
The next lemma shows us that the representation ϕ can distinguish the elements of P. The
restriction a 7→ ϕ(a)|ℓ2(T ) is not able to do this, and this is why we considered ∆ at all and
not just T , which would have been much simpler.
Lemma 4.12. Let pα = Qα1 . . . Qαn be nonzero for α = (α1, . . . , αn) in T
n. Then
ϕ(pα)δµα = δµα and ϕ(q)δµα = 0 for every q ∈ P with q < pα.
Proof. Since Qαi = α
∗
iαi = α
∗
iαis(αi), and pα is nonzero, s(α1) = s(αi) for all i by the
orthogonality of the idempotent elements of T (Lemma 4.1 and Definition 4.3 (iv)). Conse-
quently,
(17) ϕ(Qαi)µα = ϕ(α
∗
i )ϕ(αi)(s(α1)µα) = ϕ(α
∗
i )(αis(α1)µα) = µα.
This proves ϕ(pα)δµα = δµα . We may write q = Qy1 . . . Qyl for some yi ∈ T (see (15)).
Note that either ϕ(q)µα = µα or ϕ(q)µα = 0. Assume the first case. Then by a similar
computation as in (17) we see that for every i there is a ji such that yi ≤ αij . Thus, for
every i we have Qyi ≥ Qαij ≥ pα. Hence q ≥ pα, which is a contradiction to the assumption
q < pα. 
Theorem 4.13. The freely generated semigraph algebra X associated to a k-semigraph T is
free, weakly free and cancelling. It thus satisfies the Cuntz–Krieger uniqueness theorem, that
is, there is only one C∗-representation of X (up to isomorphism) which is non-vanishing on
nonzero standard projections. This universal C∗-representation, which is also injective on
the core, is the representation ϕ from Proposition 4.8. In particular, there is an isomorphism
between the freely generated semigraph C∗-algebra and the left reduced C∗-algebra of the
semimultiplicative set ∆, i.e. Q(T ) ∼= C∗r (∆).
Proof. We are going to check that X is free (Definition 3.6). Let p ∈ P and y1, . . . , yn be
half-standard words. Assume that Pyi < p for all 1 ≤ i ≤ n. By (15) and Lemma 4.12 there
is an α ∈ T n such that p = pα. Let ϕ : X → C
∗(∆) be the representation of Proposition 4.8.
By (11) we have ϕ(y∗i )δµα = 0 if d(yi) > 0. On the other hand, if d(yi) = 0 then Pyi ∈ P,
and so ϕ(yi)δµα = 0 by Lemma 4.12 (as yi = Pyi < pα). Summarising these facts we get
ϕ
( n∨
i=1
Pyi
)
δµα = 0
and ϕ(pα)δµα = δµα (Lemma 4.12). Consequently
∨n
i=1 Pyi < pα. This proves Definition 3.6
(ii).
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If y is a half-standard word with d(y) > 0 then ϕ(Py)δµβ = 0 for any β by (11). Conse-
quently, Py cannot be in P by Lemma 4.12. This verifies Definition 3.6 (i).
We are going to check that ϕ is faithful on standard projections. By Lemma 3.8 a nonzero
standard projection p allows a representation p = Pa
∏n
i=1(1−Pbi) with Pbi < Pa and a ≤ bi.
Say that a = tpα = tQtpα for t ∈ T1 and some α ∈ T
n according to Lemma 4.12. We may
incorporate Qt in pα and assume that α1 = t. We have
(18) ϕ(Pa)δtµα = δtµα
by (11) and Lemma 4.12. On the other hand, if d(bi) > d(a) then
(19) ϕ(Pbi)δtµα = 0
by (11). If d(bi) > d(a) is not true then bi = tpβ (for some pβ ∈ P) since a ≤ bi, and then,
as Pbi < Pa, i.e. tpβt
∗ < tpαt
∗, one has
t∗tpβt
∗t < t∗tpαt
∗t = pα
(the last identity by the fact that α1 = t). Hence, ϕ(pβQt)δµα = ϕ(pβ)δµα = 0 by Lemma
4.12. So also in this case we have (19). Identities (18) and (19) show that ϕ(p) 6= 0. By
Corollary 2.16, ϕ is injective on the core.
Hence also the universal representation of X must be injective on the core. Since we
have also checked that X is free, X is weakly free and cancelling by Propositions 3.9 and
3.10. Thus, by the Cuntz–Krieger uniqueness theorem (Theorem 2.18), ϕ is the universal
representation, which implies Q(T ) ∼= ϕ(X) ⊆ C∗r (∆).
C∗r (∆) is generated by the operators (λt)t∈T , since the operators λt are zero for t ∈ ∆µ
(the composition ts is invalid in ∆ for any element t ∈ ∆µ). Consequently, the image of ϕ
is dense in C∗r (∆) and so Q(T )
∼= ϕ(X) = C∗((λt)t∈T ) = C
∗
r (∆). 
The next lemma is intended to serve as an example for a particular freely generated
semigraph algebra. Let ζn be the graph induced by the skeleton consisting of one vertex ν
and n arrows s1, . . . , sn starting and ending in this single vertex ν; n may be any cardinal
number.
Lemma 4.14. The freely generated semigraph C∗-algebra Q(ζn) is the universal unital
C∗-algebra generated by the free inverse semigroup (of partial isometries) of n generators
t1, . . . , tn with the additional relations that the range projections of these generators are
mutually orthogonal, i.e. PtiPtj = 0 for all i 6= j.
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Proof. Set A = C∗(1, t1, . . . , tn). In A, 1 is a unit and the words in the letters ti form an
inverse semigroup (where the inverse element should be the adjoint element in A, that is,
inverse semigroup elements happen to be partial isometries); moreover PtiPtj = 0 for i 6= j.
A is universal with respect to these relations. The freely generated semigraph C∗-algebra
Q(ζn) is a semigraph C
∗-algebra (Lemma 4.10). We define the homomorphism
α : A −→ Q(ζn) : α(1) = ν, α(ti) = si.
Since the generators si form an inverse semigroup by Lemma 2.14, PsiPsj = 0 by Definition
4.3 (vi), and ν is a unit in Q(ζn) by Definition 4.3 (iii) and the fact that vsi = siv = si, the
map α is a well defined homomorphism.
We define the inverse homomorphism
β : Q(ζn) −→ A : β(ν) = 1, β(si1 . . . sim) = ti1 . . . tim .
A is generated by β({1, s1, . . . , sn}), so β is surjective. We need to show that the relations
of Definition 4.3, for β(ζn) rather than ζn, hold in A. Definition 4.3 (iii) is satisfied in the
image of β as β is multiplicative. Definitions 4.3 (i)-(ii) and (iv)-(v) are obviously also
correct in the image of β. Definition 4.3 (vi) is
x∗y =


νQxν = Qx if x = y
0 if ζ
(min)
n (x, y) = ∅
aQyν = aa
∗x∗xa if xa = y for some a ∈ ζn
The first case is tautological, the third one reduces to a tautology in an inverse semigroup,
so holds in the image of β. The second case we demonstrate for x = s1s2 and y = s1s3s4,
say. One has β(x)∗β(y) = β(x)∗β(x)β(x)∗β(y)β(y)∗β(y) = 0 since
β(x)β(x)∗β(y)β(y)∗ = t1t2t
∗
2(t
∗
1t1)t3t4t
∗
4t
∗
3t
∗
1
= t1t2t
∗
2t3t4t
∗
4t
∗
3(t
∗
1t1)t
∗
1 = 0,
where we have used inverse semigroup rules (commutativity of projections) and the fact
that Ps2Ps3 = 0. Since all relations of Definition 4.3 evidently hold in the image of β, β
must be a well defined homomorphism. This proves the lemma as α and β are inverses to
each other. 
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5. K-theory of weakly free semigraph C∗-algebras
In this section we are going to compute the K-theory of a weakly free semigraph C∗-
algebra by an application of [3, Theorem 2.2]. Since the setting of [3] is somewhat lengthy,
we do not recall it here but directly apply it to semigraph algebras.
Definition 5.1. For a semigraph algebra X we say the source projections cover the gener-
ators if for every p ∈ P there is a t ∈ T such that p ≤ Qt.
Let X be a k-semigraph algebra. Assume that k is finite, the universal representation
X −→ C∗(X) is injective (we shall regard X as a subset of C∗(X)), and that the source
projections cover the generators (Definition 5.1). Define Ai = { tp | t ∈ T
(ei), p ∈ P }\{0}
for 1 ≤ i ≤ k.
Lemma 5.2. X is generated by A := A1 ∪ . . . ∪Ak.
Proof. Let t ∈ T . Then t = t1 . . . tn = (t1Qt1) . . . (tnQtn) for certain ti ∈ T with d(ti) = eij .
So t is a product of elements of A as Qs ∈ P for any s ∈ T . Let p ∈ P. Since the source
projections cover the generators by assumption, there is a t ∈ T such that p = pQt = pt
∗tp =
(tp)∗(tp). This is a product of elements of A again as we may write tp as tp = t1(t2p) where
t1, t2 ∈ T , d(t2) = ei, so t2p ∈ Ai, and t1 may be further expanded as above. 
Note that by the unique factorisation property in T every standard word w may be
written as
(20) w = a1 . . . anpb
∗
m . . . b
∗
1
for suitable letters ai, bj in
⋃k
i=1 T
(ei) and some p ∈ P.
Define X to be C∗(X). By Lemma 5.2 X is generated by a finitely partitioned alphabet
A. We have a gauge action (as defined in Definition 2.9) with respect to this alphabet on X
and consequently a degree map determined by d(ai) = ei for ai ∈ Ai. We define S to be the
set of half-standard words. Their range projections commute by Corollary 2.15. The core
is locally matrical by Corollary 2.16. We resolve the core by finite dimensional C∗-algebras
as they are described in Corollary 2.16, and in particular choose D to be the set of all their
diagonal entries. Since the diagonal elements of these matrices of the core are expressible
as direct sums of standard projections (Corollary 2.16), and every standard projection can
be written as a sum of range projections of half-standard words (Lemma 2.14), we have
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D ⊆ P , where we set
P := spanZ{Px ∈ X | x ∈ S },
Q := Alg∗{Qx ∈ X | x ∈ S }.
We define W ′ to be the set of standard words. They linearly span X by Lemma 2.15. We
have all requirements for [3, Theorem 2.2], except the technical conditions (a) and (b) from
[3].
Lemma 5.3. If X is weakly free then the technical conditions (a) and (b) from [3] hold.
Proof. The proof is very similar (an almost word by word translation) of [3, Lemma 2.4].
So we ask the reader to prove it along the lines of [3, Lemma 2.4] by using representation
(20) and Lemma 3.4, Lemma 3.5 and Lemma 2.15 where necessary. 
We have now all requirements for [3, Theorem 2.2] which states the following.
Theorem 5.4 ([3], Theorem 2.2). The identical embedding θ : C∗(Q) −→ X induces an
isomorphism K0(θ), and K1(X ) = 0.
By (15) we have Q = span(P). Since the projections P commute, we have K0(C
∗(Q)) =
Ring(P), where Ring(P) denotes the subring of C∗(X) generated by P, regarded then as
an abelian group under addition. Since Q is a subset of the core, which is locally matrical,
C∗(Q) is an AF-algebra and thus K1(C
∗(Q)) = 0. Theorem 5.4 states that the K-theory
of C∗(X) is the K-theory of C∗(Q), which we have now. Theorem 5.4, Lemma 5.3 and the
above discussion now yield the following theorem.
Theorem 5.5. Let X be a weakly free k-semigraph algebra (with k < ∞) whose universal
representation X −→ C∗(X) is injective. Suppose that the source projections cover the
generators. Then the semigraph C∗-algebra has the following K-theory:
K1(C
∗(X)) = 0, K0(C
∗(X)) ∼= Ring(P)
via [p]←→ p for p ∈ P. (Ring(P) denotes the subring of X generated by P, regarded then
as an abelian group under addition.)
We are going to write Ring(P) as a direct limit of subrings by using common refinements
of projections in P. For each finite subset Q of P we consider the subring Ring(Q) generated
by Q. This ring is generated by the base elements
(21) pQ,A =
∏
p∈A
p
∏
q∈Q\A
(1− q),
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where A is a nonzero subset of Q. Note that these base elements are mutually orthogonal
for different A’s. The projection qQ,A is nonzero if and only if
(22)
(∏
p∈A
p
)
(1− q) 6= 0
for all q ∈ Q\A. This follows from Lemma 3.7. Let Qˆ denote the family of all subsets
A of Q for which pQ,A is nonzero. Since the the pQ,A’s are mutually orthogonal, we have
Ring(Q) = Z|Qˆ|. We write Ring(P) as a direct limit
(23) Ring(P) = lim−→Q⊆PRing(Q) = lim−→Q⊆PZ
|Qˆ|.
6. K-theory of freely generated semigraph C∗-algebras
We aim now to apply Theorem 5.5 to the freely generated semigraph C∗-algebra. To
this end consider the freely generated semigraph algebra X associated to a finitely aligned
k-semigraph T . We may go over to its image X ′ in Q(T ), and write again X rather than X ′
for simplicity. This semigraph algebra is weakly free by Theorem 4.13 and Lemma 3.11. By
(15) it is clear that the source projections cover the generators. We can thus apply Theorem
5.5 if k is finite. If k is infinite then we writeQ(T ) as the direct limitQ(T ) ∼= lim−→k0C
∗(X(k0)),
where k0 runs over the finite subsets of k, and X
(k0) denotes the sub-semigraph algebra of X
which is generated by all elements of T which have degree zero at any coordinate outside of
k0 (same proof as Lemma 3.2). Again, in X
(k0) the source projections cover the generators
by (15). Since X is weakly free, X(k0) is also weakly free. So we can apply Theorem 5.5 to
each C∗(X(k0)) and get
(24) K0(Q(T )) = lim−→k0K0(C
∗(X(k0))) = lim−→k0Ring(P
(k0)) = Ring(P).
Lemma 6.1. If s, t ∈ T then in Q(T ) we have
Qt = Qs ⇐⇒ s = t,(25)
Qt < Qs ⇐⇒ s < t,(26)
QsQt < Qt if s 6≤ t.(27)
Proof. If Qs = Qt then by Lemma 4.12 ϕ(Qs)δµs = δµs = ϕ(Qt)δµs and thus t ≤ s. Similarly,
s ≤ t. We conclude that s = t by Lemma 2.4.
If Qt < Qs then by Lemma 4.12 ϕ(Qt)δµt = δµt = ϕ(Qs)δµt and thus s ≤ t. Since s 6= t,
we have s < t. For the reverse implication, if s < t then t = αs for some α ∈ T . So Qt ≤ Qs.
Since s 6= t, we have Qt < Qs.
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Suppose QtQs = Qt. Then by Lemma 4.12 ϕ(QtQs)δµt = ϕ(Qt)δµt = δµt . Consequently,
ϕ(Qs)δµt 6= 0, which implies that s ≤ t. 
Theorem 6.2. Let T be a k-semigraph. Then the freely generated semigraph C∗-algebra
Q(T ) has the following K-theory. If T is finite then C∗(T ) is a finite dimensional C∗-
algebra and
(28) K0(Q(T )) ∼= Z
|Pˆ|, K1(Q(T )) = 0.
If T is countably infinite then
(29) K0(Q(T )) ∼=
⊕
N
Z, K1(Q(T )) = 0.
Proof. We have already obtained (24). We aim to analyse Ring(P) further. By (23) we
need to estimate the size of the set Qˆ for a finite subset Q of P.
Suppose T is finite. Then the set of standard words is a finite set. Since they span Q(T ),
Q(T ) is finite dimensional. (28) follows from (23).
Now suppose that T is countably infinite. Suppose t ∈ T with d(t) = nδl for an n ∈ N
and some l ∈ k. Then set Qm = {Qt(0,iδl)| 1 ≤ i ≤ m} for 1 ≤ m ≤ n. Note that Qm ⊆ Qn.
Then pQn,Qm of (21) is nonzero. Indeed, for every m < j ≤ n (22) is
(30)
( m∏
i=1
Qt(0,iδl)
)
(1−Qt(0,jδl)) = Qt(0,mδl)(1−Qt(0,jδl)),
which is nonzero by (27). Thus every Qm is an element of Qˆn. Consequently, |Qˆn| ≥ n (or
even exactly n as one may check). So, if k is finite then we will find a sequence of t’s with
d(t)l →∞ for some coordinate l ∈ k and so (23) shows (29).
So suppose finally the case that k = N and there is an infinite family of ti’s such that
d(ti) = δi for all i ∈ N. Set Qn = {Qt1 , . . . , Qtn} for n ∈ N. Set Am = {Qtm} for 1 ≤ m ≤ n.
Then Am ∈ Qˆn since pQn,Am is nonzero. Indeed, (22) is Qtm(1 − Qtj ), which is nonzero by
(27). So we have |Qˆn| ≥ n. Again, (23) shows (29). 
7. Concluding remarks
In this section we remark which known results are generalised by this paper and include
some examples. This was suggested by one of the referees. Moreover, we shall revisit the
definition of freely generated semigraph algebras.
Weakly freeness (see Definition 3.3) and freeness (see Definition 3.6) generalise the
Toeplitz conditions of Toplitz Cuntz algebras [6], Toeplitz Cuntz–Krieger algebras [8],
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finitely aligned higher rank Toeplitz graph algebras [10] and higher rank Exel–Laca algebras
under condition (II) [3] to the setting of higher rank semigraph algebras; once directly, in that
these Toeplitz versions of generalised Cuntz–Krieger algebras satisfy the freeness condition,
and on the other hand in a new way by covering algebras like the freely generated semi-
graph algebras associated to a k-semigraph (Definition 4.3), which have not appeared in the
literature so far. The assertion that freeness implies cancellation (Proposition 3.10), and so
the validity of a Cuntz–Krieger uniqueness theorem, recovers the corresponding uniqueness
theorems for Toeplitz Cuntz–Krieger algebras [8] and higher rank Toeplitz graph algebras
[10].
The K-theory computation of Theorem 5.5 generalises the K-theory computation of the
higher rank Toeplitz graph algebras and higher rank Exel–Laca algebras under condition
(II) in [3]; these results, on the other hand, generalise Cuntz’ computation of the K-theory
of the Toeplitz Cuntz–Krieger algebras in [7]. The K-theory computation of Theorem 5.5
may also apply to possible Toeplitz versions of ultragraph algebras [11] and C∗-algebras of
labelled graphs [1]. The computation of the K-theory of the freely generated semigraph
algebras in Theorem 6.2 is new as these algebras have not been considered before.
Nevertheless, freely generated semigraph algebras are quite natural generalised Cuntz–
Krieger algebras associated to higher rank graphs. Let us revisit the axiomatic relations
of a freely generated semigraph algebra (see Definition 4.3) for a given k-graph T which,
for simplicity, we assume receives and emits only finitely many (1 ≤ n <∞) edges in each
vertex. The relations are motivated by the following rules. (a) The set of ∗-words should
form an inverse semigroup of partial isometries. (b) The range projections tt∗ of a fixed
degree d(t) should be mutually orthogonal for t ∈ T . (c) The sum
∑
t∈T,d(t)=n tt
∗ should
form a kind of a one-sided unit for sufficiently many words (explained below).
The relations Definition 4.3.(i)-(v) are natural as to imply rule (a). Definition 4.3.(vi) is
driven by rules (b) and (c). How should we define the product x∗y for x, y ∈ T ? By rule
(c) we multiply from both sides with a unit, and end up, after applying the orthogonality
rule (b), with
x∗y =
∑
e∈T, |e|=|x|∨|y|−|x|
∑
f∈T, |f |=|x|∨|y|−|y|
ee∗x∗yff ∗ =
∑
xe=yf
eQyff
∗.
In Cuntz–Krieger algebras and graph algebras one requires that the source projection Q is
absorbed by range projections P (or they are orthogonal), and so the middle term Qyf would
vanish. For freely generated semigraph algebra we impose no further relations between the
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range and source projections. These considerations recover Definition 4.3.(vi), and we are
done.
In the diagram below we visualise the relationship between source projections, indicated
as empty circles, of emitting edges and the range projections, indicated as filled circle, of
receiving edges. We see how the connection between source and range projections alter
from graph algebras over Toeplitz algebras to freely generated semigraph algebras. The
two narrow empty circles in the “Free” diagram should indicate the source projections of
two edges with a common source; the third circle corresponds to another source. The
range projections are no longer completely within the source projections, and the source
projections become abelianly free among each other. Nevertheless, the basic connection
QsPt = 0 ⇔ st ∈ T holds in all three types of graph algebras as a link between range and
source projections.
✚✙
✛✘⑤⑤⑤❍✟ ✚✙
✛✘⑤⑤⑤❍✟
Graph
✚✙
✛✘⑤⑤✟ ✚✙
✛✘⑤⑤❍
Toeplitz
✚✙
✛✘⑤⑤❅✟ ✚✙
✛✘⑤⑤ ❍
Free
TheK-theory is not a good instrument to distinguish freely generated semigraph algebras.
However, we have a concrete model by partial isometries acting on a concrete Hilbert space,
namely C∗r (∆). So we focus on some examples of k-semigraphs.
(i) Typical examples of higher rank semigraphs are higher rank graphs Λ, the cut-down
graph Λ(≤n) = {λ ∈ Λ| d(λ) ≤ n} and Λ/Λ(0) ⊔ {1}.
(ii) Moreover, we may take any subset Λ′ of a k-graph Λ and close it to a k-semigraph
Λ′ := {λ(m,n) ∈ Λ| λ ∈ Λ′, 0 ≤ m ≤ n ≤ d(λ)}.
(iii) For a shift of finite type with finite alphabet A and finite forbidden word setW ⊂ A∗
the set (A∗)W of finite allowed words is a 1-semigraph under concatenation and
degree map being the length function for words, which usually is not a 1-graph.
Similarly as for the Cuntz–Krieger algebras (where every word in W has length
two), we may consider the one-sided shift (AN)W and consider the homomorphism
φ : Q((A∗)W ) → B(ℓ
2((AN)W )) induced by shifting. Note that for a sufficiently
large N , every projection φ(Qλ) with d(λ) = N is the sum of some projections φ(Pµ)
with d(µ) = N . Hence, in Q((A∗)W ), we divide out the ideal I generated by pulling
back the relations φ(QλPµ) = 0 (if true) and φ(QλPµ) = φ(Pµ) (if true) for all
λ, µ ∈ (A∗)W , and the single relation
∑
α∈A Pα = 1 (this relation is also related to
the full semigraph algebra discussed in [4]). The quotient Q((A∗)W )/I might be a
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good model of a Cuntz–Krieger algebra associated to the shift of finite type (A,W ).
Since we can shift-equivalently change any shift of finite type to another one with
forbidden word length two, and so associate a classical Cuntz–Krieger algebra, this
example may not be completely helpful. But it demonstrates higher flexibility by
considering semigraphs instead of graphs, and by allowing more freedom in defining
relations between source and range projections of generators.
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