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ABSTRACT
We study fairness in collaborative-filtering recommender
systems, which are sensitive to discrimination that ex-
ists in historical data. Biased data can lead collabora-
tive filteringmethods tomake unfair predictions against
minority groups of users. We identify the insufficiency
of existing fairness metrics and propose four new met-
rics that address different forms of unfairness. These
fairness metrics can be optimized by adding fairness
terms to the learning objective. Experiments on syn-
thetic and real data show that our new metrics can bet-
ter measure fairness than the baseline, and that the fair-
ness objectives effectively help reduce unfairness.
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1 INTRODUCTION
This paper introduces new measures of unfairness in
algorithmic recommendationand demonstrates how to
optimize these metrics to reduce different forms of un-
fairness. Since recommender systemsmake predictions
based on observed data, they can easily inherit bias
that may already exist. To address this issue, we first
describe a process that leads to unfairness in recom-
mender systems and identify the insufficiency of demo-
graphic parity for this setting. We then propose four
new unfairness metrics that address different forms of
unfairness. To improve model fairness, we provide five
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fairness objectives that can be optimized as regulariz-
ers.
We focus on a frequently practiced approach for rec-
ommendation called collaborative filtering. With this
approach, predictions aremade based on co-occurrence
statistics, and most methods assume that the missing
ratings are missing at random. Unfortunately, research
has shown that sampled ratings have markedly differ-
ent properties from the users’ true preferences [16, 17],
which is a potential source of unfairness.
We consider a running example of unfair recommen-
dation in education [4, 19, 21], in which the underrep-
resentation of women in science, technology, engineer-
ing, and mathematics (STEM) topics [1, 6, 20] causes
the learned model to underestimate women’s prefer-
ences and be biased towardsmen.We find this setting a
seriousmotivation to advance understanding of unfairness—
andmethods to reduce unfairness—in recommendation.
Related Work. Various studies have considered algo-
rithmic fairness in problems such as classification [15,
18, 22]. Removing sensitive features (e.g., gender, race,
or age) is often insufficient for fairness. Features are of-
ten correlated, so other unprotected attributes can be
related to the sensitive features [12, 23]. Moreover, in
problems such as collaborative filtering, algorithms do
not directly consider measured features and instead in-
fer latent user attributes from their behavior.
Another frequently practiced strategy for encourag-
ing fairness is to enforce demographic parity, which is
to ensure that the overall proportion of members in
the protected group receiving positive (negative) clas-
sifications are identical to the proportion of the popu-
lation as a whole [23]. Based on this non-parity unfair-
ness concept, Kamishima et al. [10–12] try to solve the
unfairness issue in recommender systems by adding
a regularization term that enforces demographic par-
ity. However, demographic parity is only appropriate
when preferences are unrelated to the sensitive features.
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In recommendation, user preferences are indeed influ-
enced by sensitive features such as gender, race and
age [3, 5].
To address the issues of demographic parity, Hardt
et al. [7] measure unfairness with the true positive rate
and true negative rate. They propose that, in a binary
setting, given a decision Yˆ ∈ {0, 1}, a protected at-
tribute A ∈ {0, 1} and the true label Y ∈ {0, 1}, the
constraints are [7] Pr{Yˆ = 1|A = 0,Y = y} = Pr{Yˆ =
1|A = 1,Y = y},y ∈ {0, 1}. This idea encourages equal
opportunity and no longer relies on the assumption of
demographic parity, that the target variable is indepen-
dent of sensitive features. Similarly, Calders et al. [2]
propose to impose constrains on the residuals of linear
regression models, which requires not only the mean
prediction but also the mean residuals to be the same
across groups. These ideas form the basis of the unfair-
ness metrics we propose for recommendation.
2 FAIRNESS OBJECTIVES FOR
COLLABORATIVE FILTERING
This section introduces fairness objectives for collabo-
rative filtering. We begin by reviewing the matrix fac-
torization method. We then describe the various fair-
ness objectives we consider, providing formal defini-
tions and discussion of their motivations.
2.1 Matrix Factorization
We consider the task of collaborative filtering using
matrix factorization [14]. We have a set of users in-
dexed from 1 tom and a set of items indexed from 1 to
n. For the ith user, let дi be a variable indicating which
group the ith user belongs to. For the jth item, let hj
indicate the item group that it belongs to. Let ri j be the
preference score of the ith user for the jth item.
The matrix-factorization formulation assumes that
each rating can be represented as ri j ≈ p
⊤
i q j + ui +vj ,
wherepi is ad-dimensional vector representing the ith
user, q j is a d-dimensional vector representing the jth
item, and ui and vj are scalar bias terms for the user
and item, respectively. The matrix-factorization learn-
ing algorithm seeks to learn these parameters from ob-
served ratingsX , typically byminimizing a regularized,
squared reconstruction error:
J (P ,Q,u,v) =
λ
2
(
| |P | |2F + | |Q | |
2
F
)
+
1
|X |
∑
(i, j)∈X
(
yi j − ri j
)2
,
where u andv are the vectors of bias terms, and | | · | |F
represents the Frobenius norm.
2.2 Fairness Metrics
We consider a binary group feature distinguishing dis-
advantaged and advantaged groups. In the STEM ex-
ample, the disadvantaged group may be women and
non-binary gender identities, and the advantaged group
may be men.
The first metric is value unfairness, which measures
inconsistency in signed estimation error across the user
types, computed as
Uval =
1
n
n∑
j=1
(Eд [y]j − Eд [r ]j
)
−
(
Eд˜ [y]j − Eд˜ [r ]j
) ,
where Eд [y]j is the average predicted score for the
jth item from disadvantaged users, Eд˜ [y]j is the aver-
age predicted score for advantaged users, and Eд [r ]j
and Eд˜ [r ]j are the average ratings for the disadvan-
taged and advantaged users, respectively. Value unfair-
ness occurswhen one class of user is consistently given
higher or lower predictions than their true preferences.
The second metric is absolute unfairness, which mea-
sures inconsistency in absolute estimation error across
user types, computed as
Uabs =
1
n
n∑
j=1

Eд [y]j − Eд [r ]j
 −
Eд˜ [y]j − Eд˜ [r ]j

 .
Absolute unfairness is unsigned, so it captures the qual-
ity of prediction for each user type.
The thirdmetric is underestimation unfairness, which
measures inconsistency in how much the predictions
underestimate the true ratings:
Uunder =
1
n
n∑
j=1
H (Eд [r ]j − Eд [y]j
)
−H
(
Eд˜ [r ]j − Eд˜ [y]j
) ,
where H (x) is the hinge function, i.e., x if x ≥ 0 and
0 otherwise. Underestimation unfairness is important
in settings where missing recommendations are more
critical than extra recommendations.
Conversely, the fourth new metric is overestimation
unfairness, whichmeasures inconsistency in howmuch
the predictions overestimate the true ratings:
Uover =
1
n
n∑
j=1
H (Eд [y]j − Eд [r ]j
)
−H
(
Eд˜ [y]j − Eд˜ [r ]j
) .
Finally, a non-parity unfairness measure based on
the regularization term introduced by Kamishima et
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al. [12] can be computed as the absolute difference be-
tween the overall average ratings of disadvantaged users
and that of advantaged users Upar =
Eд [y] − Eд˜ [y].
To optimize the metric(s), we solve for a local mini-
mum of minP ,Q ,u,v J (P,Q ,u,v) + αU .
3 EXPERIMENTS
We run experiments on simulated course-recommendation
data and real movie rating data [8].
3.1 Synthetic data
In our synthetic experiments, we consider four user
groups д ∈ {W,WS,M,MS} and three item groups
h ∈ {Fem, STEM,Masc}. The user groups represent
women who do not enjoy STEM topics (W), women
who do enjoy STEM topics (WS), men who do not en-
joy STEM topics (M), and men who do (MS). The item
groups represent courses that tend to appeal to women
(Fem), STEM courses, and courses that tend to appeal
tomen (Masc).We generate simulated course-recommendation
data with two stochastic block models [9]. Our rating
block model determines the probability that a user in
a user group likes an item in an item group
L =

Fem STEM Masc
W 0.8 0.2 0.2
WS 0.8 0.8 0.2
MS 0.2 0.8 0.8
M 0.2 0.2 0.8

.
Weuse two observation blockmodels that determine
the probability a user in a user group rates an item in an
item group: one with uniform observation probability
for all groupsOuni = [0.4]4×3 and one with unbalanced
observation probabilities inspired by real-world biases
O bias =

Fem STEM Masc
W 0.6 0.2 0.1
WS 0.3 0.4 0.2
MS 0.05 0.5 0.35
M 0.1 0.3 0.5

.
Wedefine two different user group distributions: one
in which each of the four groups is exactly a quarter of
the population, and an imbalanced setting where 0.4
of the population is in W, 0.1 in WS, 0.4 in MS, and 0.1
in M. This heavy imbalance is inspired by some of the
severe gender imbalance in certain STEM areas today.
Unfairness from different types of underrepresentation.
Using standard matrix factorization, we measure the
various unfairnessmetrics under the different sampling
settings. We average over five random trials and plot
the average score in Fig. 1. In each trial, we generated
U O P O+P0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
Er
ro
r
U O P O+P0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
Va
lu
e
U O P O+P0.00
0.01
0.02
0.03
0.04
Ab
so
lu
te
U O P O+P0.0000
0.0025
0.0050
0.0075
0.0100
0.0125
0.0150
0.0175
0.0200
Un
de
r
U O P O+P0.000
0.005
0.010
0.015
0.020
Ov
er
U O P O+P0.00
0.05
0.10
0.15
0.20
0.25
Pa
rit
y
Figure 1: Average unfairness scores for standard matrix fac-
torization on synthetic data generated from different under-
representation schemes.
ratings by 400 users and 300 items with the block mod-
els.We label the settings as follows: uniformuser groups
and uniform observation probabilities (U), uniform groups
and biased observation probabilities (O), biased user
group populations and uniform observations (P), and
biased populations and observations (P+O).
The statistics suggest that each underrepresentation
type contributes to various forms of unfairness. For
all metrics except parity, there is a strict order of un-
fairness, where uniform data is the most fair and bias-
ing the populations and observations causes the most
unfairness. Because of the observation bias, there is
actually non-parity in the labeled ratings, so a high
non-parity score does not necessarily indicate an un-
fair situation. These tests verify that unfairness can oc-
cur with imbalanced populations or observations even
when the measured ratings accurately represent user
preferences.
Optimization of unfairness metrics. We optimize fair-
ness objectives under the most imbalanced setting: the
user populations are imbalanced, and the sampling rate
is skewed. We optimize for 500 iterations of Adam [13].
The results are listed in Table 1. The learning algo-
rithm successfully minimizes the unfairness penalties,
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Table 1: Average error and unfairness metrics for synthetic data using different fairness objectives. The best scores and those
that are statistically indistinguishable from the best are printed in bold. Each row represents a different unfairness penalty,
and each column is the measured metric on the expected value of unseen ratings.
Unfairness Error Value Absolute Underestimation Overestimation Non-Parity
None 0.317 ± 1.3e-02 0.649 ± 1.8e-02 0.443 ± 2.2e-02 0.107 ± 6.5e-03 0.544 ± 2.0e-02 0.362 ± 1.6e-02
Value 0.130 ± 1.0e-02 0.245 ± 1.4e-02 0.177 ± 1.5e-02 0.063 ± 4.1e-03 0.199 ± 1.5e-02 0.324 ± 1.2e-02
Absolute 0.205 ± 8.8e-03 0.535 ± 1.6e-02 0.267 ± 1.3e-02 0.135 ± 6.2e-03 0.400 ± 1.4e-02 0.294 ± 1.0e-02
Under 0.269 ± 1.6e-02 0.512 ± 2.3e-02 0.401 ± 2.4e-02 0.060 ± 3.5e-03 0.456 ± 2.3e-02 0.357 ± 1.6e-02
Over 0.130 ± 6.5e-03 0.296 ± 1.2e-02 0.172 ± 1.3e-02 0.074 ± 6.0e-03 0.228 ± 1.1e-02 0.321 ± 1.2e-02
Non-Parity 0.324 ± 1.3e-02 0.697 ± 1.8e-02 0.453 ± 2.2e-02 0.124 ± 6.9e-03 0.573 ± 1.9e-02 0.251 ± 1.0e-02
Table 2: Average error and unfairness metrics for movie-rating data using different fairness objectives.
Unfairness Error Value Absolute Underestimation Overestimation Non-Parity
None 0.887 ± 1.9e-03 0.234 ± 6.3e-03 0.126 ± 1.7e-03 0.107 ± 1.6e-03 0.153 ± 3.9e-03 0.036 ± 1.3e-03
Value 0.886 ± 2.2e-03 0.223 ± 6.9e-03 0.128 ± 2.2e-03 0.102 ± 1.9e-03 0.148 ± 4.9e-03 0.041 ± 1.6e-03
Absolute 0.887 ± 2.0e-03 0.235 ± 6.2e-03 0.124 ± 1.7e-03 0.110 ± 1.8e-03 0.151 ± 4.2e-03 0.023 ± 2.7e-03
Under 0.888 ± 2.2e-03 0.233 ± 6.8e-03 0.128 ± 1.8e-03 0.102 ± 1.7e-03 0.156 ± 4.2e-03 0.058 ± 9.3e-04
Over 0.885 ± 1.9e-03 0.234 ± 5.8e-03 0.125 ± 1.6e-03 0.112 ± 1.9e-03 0.148 ± 4.1e-03 0.015 ± 2.0e-03
Non-Parity 0.887 ± 1.9e-03 0.236 ± 6.0e-03 0.126 ± 1.6e-03 0.110 ± 1.7e-03 0.152 ± 3.9e-03 0.010 ± 1.5e-03
generalizing to unseen, held-out user-item pairs. And
reducing any unfairness metric does not lead to a sig-
nificant increase in reconstruction error. The combined
objective “Over+Under” leads to scores that are close
to the minimum of each metric except parity.
3.2 Real data
We use the Movielens Million Dataset [8], which con-
tains ratings in [1,5] by 6,040 users and 3,883 movies.
We manually selected five genres (action, crime, musi-
cal, romance, and sci-fi) that each have different forms
of gender imbalance and only consider movies that list
these genres. Then we filtered the users to only con-
sider those who rated at least 50 of the selectedmovies.
After filtering by genre and rating frequency, we have
2,953 users and 1,006 movies in the dataset.
We run three trials in which we randomly split the
ratings into training and testing sets, the average scores
are listed in Table 2. As in the synthetic setting, the
results show that optimizing each unfairness metric
leads to the best performance on that metric without a
significant change in the reconstruction error.
4 CONCLUSION
In this paper, we discussed various types of unfairness
that can occur in collaborative filtering. We demon-
strate that these forms of unfairness can occur even
when the observed rating data accurately reflects the
users’ preferences. We propose four fairness metrics
and demonstrate that augmenting matrix factorization
objectives with these metrics as penalty functions en-
ables theirminimization.Our experiments on synthetic
and real data show that minimization of these unfair-
ness metrics is possible with no significant increase in
reconstruction error. However, no single objective was
the best for all unfairness metrics, so it remains neces-
sary for practitioners to consider precisely which form
of unfairness ismost important in their application and
optimize that specific objective.
Future Work. While our work here focused on im-
proving fairness among user groups, we did not ad-
dress fair treatment of different itemgroups. Themodel
could be biased towards certain items, e.g., performing
better for some items than others. Achieving fairness
for both user and items may be important when con-
sidering that the items may also suffer from discrimi-
nation or bias, e.g., when courses are taught by instruc-
tors with different demographics.
Moreover, our fairnessmetrics assume that users rate
items according to their true preferences. This assump-
tion is likely violated in real data, since ratings can also
be influenced by environmental factors. E.g., in educa-
tion, a student’s rating for a course also depends on
whether the course has an inclusive and welcoming
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learning environment. However, addressing this type
of bias may require additional information or external
interventions beyond the provided rating data.
Finally, we are investigating methods to reduce un-
fairness by directly modeling the two-stage sampling
process we used in Section 3.1. Explicitly modeling the
rating and observation probabilities as separate vari-
ables may enable a principled, probabilistic approach
to address these forms of data imbalance.
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