We show that a Kerr-nonlinear birefringent Bragg grating allows the investigation of three regimes of nonlinear pulse propagation. The regimes are entered by tuning the frequency of the pulse relative to the stop band of the grating. Tuning away from the stop band lowers the intensity necessary for soliton formation but increases the intensity necessary to observe polarization instability. We demonstrate numerically that it should be possible to observe a vector solitary wave in a long grating. We show experimentally that polarization instability is a strong function of the phase lag between the orthogonal polarizations.
INTRODUCTION
It is well known that light propagating in an isotropic fiber grating with frequency content slightly outside the photonic bandgap can be described by a nonlinear Schrö-dinger equation (NLSE). [1] [2] [3] [4] [5] It is also known that the process of growing a UV-induced fiber grating introduces a weak birefringence into the nominally isotropic bare fiber. 6 This birefringence leads to a separation of the photonic bandgaps of the two orthogonal polarizations. Propagation of light whose frequency content is outside either of the photonic bandgaps is well described by a set of coupled NLSEs. 7, 8 The coupled NLSEs relevant to a birefringent grating are similar in form to those used for bare fibers, 9 so many of the phenomena in that literature should be observable in gratings as well. However there are two major differences between gratings and bare fibers: First the grating dispersion is orders of magnitude higher than in a bare fiber, so that for a given pulse width, soliton formation intensities are much higher and interaction lengths are much shorter; second, the coupled NLSE parameters such as group velocity and phase velocity are frequency dependent. Much of the literature on the coupled NLSE has concentrated on energy exchange between the orthogonal polarizations. 10, 11 This energy exchange, if properly phase matched, can lead to a polarization instability, whereby intense light polarized near the unstable axis (the axis with the lower index of refraction) shifts its energy to the stable axis (with higher index of refraction). 12, 13 In a previous paper we demonstrated that, unlike a bare fiber, the threshold intensity I pi for this instability is a strong function of frequency detuning in a fiber grating. 14 The threshold intensity I sol for isotropic soliton formation, which occurs in birefringent fibers if the light is exactly confined to one of the principal axes of the fiber, is also a function of frequency detuning from the Bragg frequency of the grating. 3 In this paper we investigate these two phenomena and show that a grating allows us access to three distinct regimes: At high detunings I sol Ͻ I pi ; at low detunings I sol Ͼ I pi ; and for a middle region I sol Ӎ I pi .
The coupled NLSEs that we present provide an excellent heuristic guide to nonlinear phenomena in fiber grating systems, but in their usual form they are unable to describe accurately the physical gratings used in experiments because they account neither for the finite grating length nor for the apodization profile used to minimize oscillations in the linear transmission spectrum of the grating. Although the coupled NLSEs can be extended 15 to account for these effects, it is more convenient to use a set of nonlinear coupled mode equations (NCMEs) to describe light propagation 8 in a physical grating. For an infinite, unapodized grating with no long-period spatial variation in the background index of refraction, it is known that the solutions to these NCMEs are directly related to the solutions of the coupled NLSEs. 8 In the frequency regimes of interest to us, there is a hierarchy of equations because the coupled NLSEs can be extracted from the NCMEs. 8, 15 Although the NCMEs provide the better description of pulse propagation, a quantitative and qualitative understanding of the underlying physics is most easily extracted from the coupled NLSEs.
At very high intensities, for pulses with frequency content near but not inside the photonic bandgap, it may be possible to observe the vector solitary wave described by Akhmediev et al. 16 We present simulations that demonstrate that such a solitary wave should exist in a fiber grating but that its observation would require a difficult experimental procedure 17 for which our experimental grating is too short. Nevertheless the form of the vector solitary wave suggests that the phenomenon of polarization instability, in addition to being frequency dependent, is also strongly dependent on the initial phase lag between the fields on the stable and unstable axes. We perform experiments to verify this dependence on phase lag.
With a 90°phase lag between the components we can almost completely suppress polarization instability. The experimental results agree very well with numerical simulations of pulse propagation using the NCMEs. This paper is divided into five sections. In Section 2 we present a model of a grating which extends infinitely in space. From this model we determine a dispersion relation from which we can extract the pulse propagation parameters necessary to write a set of coupled NLSEs. In Section 3 we present a model of the physical grating used in the experiment and give the NCMEs that we use to simulate light propagation. In Section 4 we describe our experimental setup and present experimental and numerical results relating to nonlinear pulse propagation. In Section 5 we conclude our findings.
ANALYTICAL THEORY
Here we present a model of a birefringent grating from which we can derive an analytic expression for the dispersion relation of the grating. From the dispersion relation we extract pulse propagation parameters such as phase velocity mismatch, group velocity, and group velocity dispersion. We then use the pulse propagation parameters to write down a set of coupled NLSEs that describe light propagating in the birefringent grating in the presence of a Kerr nonlinearity. From the coupled NLSEs we can determine the threshold intensities required for soliton formation and for the onset of polarization instability.
A. Modeling the Grating
We model the index of refraction of our birefringent grating as
where i represents the x and y polarizations, n i is the background index of the grating, ␦n i is the index contrast, and k 0 is the Bragg wave number. It is assumed that ␦n i Ӷ n i . Both the background indices and the index contrasts are unequal: n x n y ; ␦n x ␦n y . 19 In terms of these quantities our grating will have a strength i ϭ k 0 ␦n i /(2n i ) and a Bragg frequency 0i ϭ ck 0 /n i .
We define the birefringence n b and grating strength mis-
as well as the ratio of the birefringence to the x grating strength and the ratio M of the grating strength mismatch to the birefringence as
The dispersion relation for the index profile of Eq. (1) is
where the Ϯ refers to detunings above and below the Bragg frequency. It is evident that only frequencies for which ͉ i Ϫ 0i ͉ у c i /n i lie on the dispersion relation for the ith polarization. If this condition is not met for a given polarization, then the frequency is said to lie in the photonic bandgap of the grating, the width of which is 2c i /n i . We can invert Eq. (4) to find the value of k i at a given frequency i as
Using Eq. (4) the group velocity and group velocity dispersion of the grating system are given by 3,18
In our simulations and experiments we assume that a pulse is injected into the system with a carrier frequency common to both polarizations; ϭ x ϭ y . Because the system is birefringent this common carrier frequency will correspond to two different wave numbers k x and k y which can be found using Eq. (5). For the small birefringences that we consider, it is reasonable to assume that the group velocity and group velocity dispersion of the two polarizations at are roughly equal. We define
For the physical parameters of our grating, this approximation is valid to within 5% for f у 1.2. For smaller values of f the validity of the approximation of Eqs. (7) quickly deteriorates. However the work in this paper concentrates on physical effects that are well described by the coupled NLSEs presented below in Eqs. (10) . For the pulse widths and grating parameters used in our experiments, the coupled NLSEs do not give a good description of pulse propagation for f р 1.2 because for such values of f, higher-order dispersion must be accounted for. The mismatch in phase accumulation, k y Ϫ k x , which is due to both the linear birefringence and the effect of the grating, is non-negligible. We define a frequency detuning parameter
where for definiteness we have measured the detuning from the Bragg frequency of the x polarization and scaled to the half-width of the photonic bandgap of the x polarization. In terms of this detuning parameter we can define an effective birefringence
where the plus (ϩ) sign refers to detunings above the Bragg frequency and the minus (Ϫ) sign to those below the Bragg frequency.
B. Coupled Nonlinear Schrö dinger Equations
A slowly varying pulse with frequency content sufficiently far from the photonic bandgaps of both polarizations in a birefringent, Kerr-nonlinear medium will satisfy the set of coupled NLSEs
where the fields a x , a y , are slowly varying envelope functions carried at the common frequency but at unequal wave numbers k x k y . The envelope functions are normalized such that ͉a i ͉ 2 gives the intensity in the field.
The quantity is related to the phase velocity mismatch, 
where n 2 is the nonlinear index of refraction in the absence of a grating and f is the normalized detuning parameter defined in Eq. (8) . The values of ␣ cpm and ␣ pc can be determined by the ratio ͕␣ spm :␣ cpm :␣ pc ͖ ϭ ͕3:2:1͖. Strictly speaking these nonlinear coefficients should differ for the x and y polarization. However because we consider f у 1.2 in our experiments, the coefficients for the two polarizations are roughly equal (to within 5%). We also define an effective nonlinear index of refraction
In the absence of nonlinearity Eqs. (10) describe pulses propagating with a group velocity and group velocity dispersion defined by Eqs. (7). If we include nonlinearity then three effects emerge: ␣ spm governs self-phase modulation, ␣ cpm governs cross-phase modulation, and ␣ pc governs phase conjugation, or energy exchange. The energy exchange term is not phase matched so if the effective birefringence is high we would expect its effect to be small. If we ignore ␣ pc we can define an effective index of refraction for each polarization as
from which we can define a nonlinear birefringence
When we include ␣ pc i the concept of a nonlinear birefringence will still be valid, but the dynamics of the pulse will be complicated, so it is best used as a heuristic guide.
In Fig. 1 we plot the quantities n b eff /n b (solid curve), Ј/(c/n x ) (dashed curve), and n 2 eff /n 2 (dotted-dashed curve) as a function of detuning f for M ϭ 0.38 and ϭ0.035, which are typical values for our experiments. The effective birefringence is roughly constant, as a result of the effect of the grating strength mismatch. 19 The group velocity is reduced as a consequence of the multiple reflections within the grating. 3 The nonlinearity is enhanced as a consequence both of the multiple reflections and the manner in which the Bloch functions of the grating interact with the underlying nonlinearity. 20 The effective birefringence and enhanced nonlinearity help to determine two pulse-propagation effects: isotropic soliton formation threshold and polarization instability. For a given FWHM pulse width T fwhm , an isotropic soliton polarized completely along the x axis will form with a peak intensity
where for a positive nonlinearity (␣ Ͼ 0) we require a positive detuning ( f Ͼ 0) to excite a soliton, and for a negative nonlinearity we require a negative detuning. The cw threshold for polarization instability 13,21 is defined as the minimum pulse intensity for which the nonlinear birefringence cancels the effective birefringence, or Near the edge of the photonic band gap ( f ϭ 1) the group velocity tends towards zero, and the effective n 2 eff → ϱ. For the parameters chosen, the effective birefringence remains roughly constant.
At this intensity, the phase term exp(Ϯiz) can be canceled by self-and cross-phase modulation, so that energy exchange will build up. For definiteness we set n b Ͼ 0, so that to cancel exp(Ϯi z) we need n nl b ( f ) ϭ Ϫn b eff ( f ) which, given Eq. (14), can occur only if ͉a x ͉ Ͼ ͉a y ͉. Thus if more energy lies on the x axis (for n b Ͼ 0), then energy exchange can occur, while if more energy lies on the y axis, energy exchange will be suppressed. For this reason we label the x axis unstable and the y axis stable. We stress, though, that the value I pi is based on a cw analysis, and that it refers to complete phase matching of the energy exchange process. For intensities below I pi we would expect some energy exchange to occur.
In Fig. 2 we plot I sol (solid curve) and I pi (dashed curve) as a function of detuning f using grating parameters M ϭ 0.38, ϭ0.035, and T fwhm ϭ 50 ps, with n x ϭ 1.46, n b ϭ 4.5 ϫ 10 Ϫ6 , and ␦n x ϭ 1.2 ϫ 10 Ϫ4 . It is evident that the birefringent grating gives us access to three distinct propagation regimes. For large frequency detunings, we find I sol Ӷ I pi , so that we can excite pulses that retain their shape roughly upon propagation, but exchange no energy between polarizations; for frequencies close to the gap I sol ӷ I pi ; while for frequencies between these extremes we find I sol Ӎ I pi . Because the formula for I sol is a function of pulse width we could, for larger pulse widths, suppress the value of I sol so that I sol Ͻ I pi for all detunings where we would expect Eqs. (10) to hold; or, for shorter pulse widths, we could raise I sol Ͼ I pi at higher detunings.
We close this section by defining the normalized Stokes parameters 9, 16 as
with
We also define the phase lag between the two polariza-
In terms of this phase lag we can express
The phase lag can be written as the sum of two quantities
where ⌬ l (z, t) is the portion of the total phase lag that is due to the linear birefringence and ⌬ nl (z, t) is the portion of the total lag due to the nonlinear birefringence. As we show in Section 4 it is relatively straightforward to measure these Stokes parameters experimentally.
PHYSICAL GRATING
In this section we give a more adequate model for our experimental grating-one that accounts for the finite length of the grating, grating apodization, and spatial variations in the average background index of the grating. We then present a set of NCMEs to describe light propagation in the experimental grating. These NCMEs account for the finite length of the grating and the apodization profiles discussed below. In principle the coupled NLSEs of Eqs. (10), which were derived assuming an infinite unapodized grating, could be modified to describe light propagation in the experimental grating. 15 However, the NCMEs provide a more accurate description of the experimental situation because they account for the effects of higher order dispersion, while the coupled NLSEs account only for first-and second-order dispersion. We continue to use the coupled NLSEs as a heuristic guide to nonlinear phenomena, but use the NCMEs for all numerical simulations in the remainder of this paper. We model our physical grating as
where we have allowed both the grating index contrast and the background index to assume a slowly varying z dependence. The z dependence accounts for three effects. First any experimental grating is of finite length, so we define both ␦N i (z) ϭ 0 and ␦n i (z) ϭ 0 for z Ͻ 0 and z Ͼ L, where the experimental grating extends only from 0 to L. Second it is common to apodize the index contrast of the grating with a smoothly varying index-contrast profile ␦n(z) to eliminate sharp oscillations in the transmission spectrum. Third it is also well known that the growth of an apodized UV fiber grating creates both the desired index contrast ␦n i (z) and an overall rise in the background index of refraction ␦N i (z). This rise in the background index leads to Fabry-Perot effects in the transmission spectrum of the grating. We attempt to correct the background index so ␦N i (z) should be zero, but Fig. 2 . Intensity threshold for polarization instability I PI (dashed curve) and soliton formation I sol (solid curve) using material parameters given in the text. Polarization instability is a balancing of birefringence and nonlinearity, and since the nonlinearity increases more steeply at low detunings than does the birefringence, the threshold for the instability goes up. In contrast, soliton formation is a balancing of nonlinearity and group velocity dispersion. Although the nonlinearity increases, the dispersion increases at a larger rate, so the threshold for soliton formation goes up at low detuning.
our correction technique is not perfect so there is always some z-dependent background. The specific model used for ␦N i (z) is given elsewhere. 19 As a model for ␦n i (z), we assume
This model assumes that the edges of the grating are Gaussian apodized with a half-width, half-maximum value z hw while the center portion has a constant value of ␦n i (z) ϭ ␦n i . Since most of the grating has a constant index contrast, the M and parameters can be used as defined in Eqs. 3 to characterize the grating. To describe pulse propagation through a physical grating we use the NCME 8, 22 0 ϭ i n x c ‫ץ‬A xϮ
where
and where is the average of the two Bragg frequencies ϭ ( 0x ϩ 0y )/2. The appropriate equations for the y polarization can be determined from Eq. (24) by switching x ↔ y and ␦→Ϫ␦. Here the A iϮ are slowly varying envelope functions modulating forward and backward traveling waves, and are normalized such that ͉A i ͉ 2 represents the intensity in the field. The envelope functions are carried at their Bragg frequency ( 0i ) and at wave number k 0 . Strictly speaking the value of ␥ should be different for the two polarizations, but because we are considering Bragg gratings, where the birefringence is very small, the approximation that ␥ is equivalent for the two polarizations is an excellent one.
EXPERIMENTAL DATA AND NUMERICAL SIMULATIONS
The experimental arrangement is shown in Fig. 3 . The pulsed light source is a Q-switched, mode-locked YLF (yt-
A single pulse from each Q-switched, mode-locked pulse train is transmitted to the fiber using an electro-optic gate. The resulting 500-Hz pulse repetition rate at the grating is slow enough to eliminate heating and to reduce the probability of damage to the input face of the fiber. The incident pulse is slightly chirped because of nonlinearity in the laser gain crystal; this chirp is small compared to the nonlinear phase shifts important for the phenomena studied in these experiments. The beam is collimated to a diameter that matches the input microscope objective and is attenuated using a rotating neutral-density filter. An energy meter measures the pulse energies before the input objective. Light exiting the fiber is collected by a microscope objective and focused onto a fiber core at a distance of 2 m. This arrangement ensures that only light from the fiber core is measured. Light from the collecting fiber is detected using a diode and a sampling scope with a combined time response of 20 ps, which is sufficient time resolution for the experiments in this study.
The input polarization state of the optical pulse is set by the combined orientations of a half-wave (HWP1) and a quarter-wave (QWP1) plate immediately before the input focusing lens as shown in Fig. 3 . The orientation of the polarization ellipse with respect to the principal axes Fig. 3 . Schematic diagram of the experimental apparatus used to measure the nonlinear propagation of polarized light pulses in birefringent fiber gratings. A Q-switched, mode-locked laser produces 80-ps pulses. An electro-optic pulse picker PP transmits one pulse from each Q-switched pulse train to the grating G through an attenuator ATT at a rate of 500 Hz. A combined setting of the input half-wave plate HWP1 and quarter-wave plate QWP1 determines the input orientation of the polarization state relative to the principal axes of the fiber grating as well as the phase retardation between the two field components along the principal axes. The collimated light beam is focused onto the fiber core using a microscope object lens L. A similar objective recollimates the beam after transmission through the grating and focuses it on a detector D at a distance of 2 meters. The Stokes components of the output field are selected for measurement by the appropriate combination of settings for both the output quarter-wave plate QWP2 and half-wave plate HWP2. The principal axes are shown as the stable and unstable axes. The output polarization state to be measured is rotated to the vertical direction using HWP2 so that the light experiences a constant transmission coefficient as it propagates through a series of mirrors and lenses LP2 to the fast photodiode detector and sampling scope. of the grating and the phase lag between the fast-and slow-axis polarization components are controlled in the following manner. If the polarization of the light incident on the wave plates is along the fast principal axis of the grating, the angles for the axes of QWP1, , and HWP1, ⌿, required to generate a polarization state with a stable-to-unstable axis power ratio r and a phase lag between the polarization components along the unstable and stable axes of ⌬ in are found to be
The estimated experimental error in setting ⌬ using these formulas is Ϯ5°.
To measure the normalized Stokes parameters of Eqs. (17) we use the output half-wave plate (HWP2) and quarter-wave plate (QWP2) to rotate the polarization components required to measure the six intensity components-I(0, 0) along the unstable axis, I(90, 0) along the stable axis, I(45, 0) along the axis at 45°with respect to the principal axes, I(135, 0) along the axis at 135°with respect to the principal axes, I(45, /2) for right circularly polarized light, and I(135, /2) for left circularly polarized light-onto the transmission axis of a fixed linear polarizer (LP2). This arrangement maintains the polarization of the output beam constant through the remainder of the collection optics, including polarization-dependent mirrors. The first value in the measured intensity parentheses is the angle with respect to the principal axes and the second value is the phase retardation between the unstable and stable components. The fiber grating has an overall length of 7.7 cm with 0.75-cm apodized sections at both ends. The average grating index is very nearly constant throughout the entire fiber. To simplify the analysis of the nonlinear interactions, the fiber ends are cleaved so that there is less than 1 mm of normal fiber at each end. The center position of the fiber grating bandgap is tuned with respect to the laser wavelength by straining the fiber.
The grating birefringence is much larger than the normal fiber birefringence because of the UV grating writing process. 6 The birefringence in the grating used in these experiments is approximately 4.5 ϫ 10 Ϫ 6 , 19 so that the birefringent phase shift after propagation through the grating is near /4, or a quarter of a beat period. Incident intensities at the beginning of the grating in the fiber core are estimated by using the measured values of the energy incident on the input microscope objective, the objective optical loss, the coupling efficiency into the fiber, and the effective fiber core area. These intensity estimates give the average intensity and are accurate to within Ϯ20%. Linear pulse propagation measurements are made using peak pulse intensities less than 0.5 GW/cm 2 , where nonlinear effects are negligible. For nonlinear experiments, the peak intensity was about 10 GW/cm 2 . Although higher peak intensities are available from the laser, they might damage the grating so are avoided in the experiments.
In Fig. 4 we plot the normalized Stokes parameters of Eqs. (17) at the output (z ϭ L) of the grating-S 1 (L, t) (dashed curve), S 2 (L, t) (dotted curve) and S 3 (L, t) (dotted-dashed curve)-as a function of time for experimental pulses with (a) low intensity and (b) high intensity, detuned such that f ϭ 4.3. For both intensities the input pulse was polarized such that ͉a y ͉ 2 ϭ 0.1͉a x ͉ 2 , so that most of the energy lies along the x axis, which has the lower index of refraction and is thus unstable to energy exchange. The input phase lag between the two polarizations is ⌬ input ϭ 30°. As a reference we also plot the total intensity of the output pulse, normalized to its maximum value ͕͓S 0 (L, t)/S 0 ͔ max , thick solid curve͖. In the linear regime [4(a)] the normalized Stokes parameters are essentially constant throughout the pulse except at the very edges, which can be attributed to noise. In the nonlinear regime [4(b) ] the values of the Stokes parameters follow the intensity throughout the pulse. The phase lag between the polarizations can be determined from the definition of the Stokes parameters in Eqs. (17) . We find that the phase lag of the linear pulse is ⌬ l ϭ 135°, while for the nonlinear pulse the phase lag at t ϭ 0 is ⌬ nl ϭ 102°. We expect the phase lag for the nonlinear pulse to be smaller than that for the linear pulse for the following reason: We have n y Ͼ n x , so that 
where L is the length of the grating. For nonlinear intensities we expect the phase lag to be Fig. 5 we plot the phase lag at the peak of the output pulse (squares) as a function of input phase lag for highintensity pulses detuned to f ϭ 4.3. We compare this to the phase lag found by using the coupled-mode equations to simulate a Gaussian pulse with a peak intensity of 10 GW/cm 2 and FWHM width of 80 ps propagating through our grating (solid curve). We obtain agreement between theory and simulations that is well within the error of the phase lag measurements.
In a previous paper 14 we demonstrated experimentally that polarization instability in the grating system is a strong function of detuning f. However, the formula of Eq. (16) for the critical intensity required for polarization instability I pi is derived for a monochromatic impulse, and says nothing about the phase relation of the two polarizations. Earlier work has shown that for certain pulse profiles, polarization instability can be forever suppressed and a vector solitary wave can form. 16 If the total peak pulse intensity I t is greater than I sol according to Eq. (15) and also greater than a critical peak pulse intensity 16 I crit ϭ ͱ 2I pi , (27) then a vector solitary wave can form. The factor & arises from assuming a Gaussian pulse profile in the theory presented by Ahkmediev et al. 16 This vector solitary wave has a component of polarization along both the stable and unstable axes; it requires a phase lag ϭ/2 between the two polarizations, and an intensity distribution
where ͉a x ͉ 2 is the intensity on the x (unstable) axis, and ͉a y ͉ 2 is the intensity on the y (stable) axis. Unfortunately no analytic expression for the pulse shape of vector solitary waves is known. 16 One interesting feature of the solitary wave we do know is that it requires a larger intensity of light on the unstable axis, which is counterintuitive since it suggests that the energy should switch to the stable axis. The unique pulse shape, along with the 90°phase lag between the polarizations, allows the solitary wave to retain its shape. For clarity, we stress that from a mathematical point of view a soliton retains its pulse characteristics even after collision with another soliton, or after a minor perturbation (that is, a Gaussian pulse that is soliton-like will evolve into a soliton). By contrast a solitary wave is not stable to perturbations, so a Gaussian pulse with solitary-wave-like parameters will not evolve into a solitary wave. Because of this the observation of a true solitary wave requires a complicated experimental procedure. 17 In Fig. 6 we plot the results of a simulation of an 80-ps pulse propagating through a 100 cm grating with an initial Gaussian pulse profile. We use grating parameters with a slightly lower birefringence than our physical grating (n b ϭ 3.6 ϫ 10 Ϫ6 instead of 4.5 ϫ 10 Ϫ6 ) and a detuning of f ϭ 1.35 so that the critical intensity I crit ϭ 8 GW/cm 2 is well within the damage threshold of a typical fiber Bragg grating. We simulate a pulse with a total peak intensity of 8.5 GW/cm 2 divided according to Eq. (28). The use of a Gaussian profile means that our pulse is not precisely a vector solitary wave, but nevertheless in Fig. 6 , which shows the results of the simulation when we start with a 90°phase lag between the polarizations, the pulse maintains a roughly constant intensity profile-the profile along the unstable axis is shown. In  Fig. 7 , which shows the results of simulations in which we let the initial phase lag be 0°, the intensity on the unstable axis diminishes markedly upon propagation.
The simulations shown in Figs. 6 and 7 suggest that the amount of polarization instability experienced by a pulse is a strong function of its input phase lag. The reason for this is fairly clear. The term exp(Ϯi z) accounts for accumulation of phase mismatch that is due to the effective linear birefringence in the grating. Even if that term were canceled by nonlinear birefringence, there Fig. 5 . Output phase lag at the pulse peak as a function of input phase lag for experimental data (squares) and numerical simulations with the coupled mode equations (thick solid curve). The input pulses are 80 ps with f ϭ 4.3 and peak intensity 10 GW/cm 2 , which is sufficient to observe nonlinear effects. Fig. 6 . Numerical simulation of a pulse with the correct peak intensity and phase lag (90°) to form a vector solitary wave. However, the initial pulse profile is Gaussian, so the pulse is not a true vector solitary wave. Nevertheless the initial phase lag of 90°has the effect of suppressing polarization instability so that the intensity and pulse width along the unstable axis (shown) remain roughly constant. The samples are taken every 1000 ps, during which time they advance 13.7 cm so that the group velocity of the pulse is 0.014 cm/ps ϭ 0.68(c/n x ).
would still be a mismatch due to the initial phase lag between components. We verified this by conducting the following experiment on our fiber grating. We denote the ratio of the peak intensity of the pulse on the stable axis I st to the energy carried on the unstable axis I un as
In our experiments we injected pulses with (0)ϭ1/9, so that the unstable axis carried most of the energy. The total incident peak intensity was 10 GW/cm 2 . We then varied the input phase lag between the stable and unstable axes and plotted the value of (L), where L is the length of our grating, versus the input phase lag ⌬ in . We used two values of detuning, f ϭ 4.3 and f ϭ 2.0.
In Fig. 8 we plot the value of (L) versus ⌬ in for our experiments at f ϭ 4.3 (squares) and f ϭ 2 (circles). We also present the results of numerical simulations for f ϭ 4.3 (dashed curve) and f ϭ 2 (solid curve). The qualitative agreement between theory and experiment is excellent. The quantitative agreement is also good, but suffers somewhat from the error involved in setting the input phase lag. For instance, the experimental data at ⌬ in ϭ Ϯ 90°should be equal, as they are in the simulations. However, we note from the simulations that the points at ⌬ in ϭ Ϯ 90°lie on a region of the curve with high slope, and since we have about a Ϯ5°error in our input phase lag, the deviation is understandable.
The effect of the polarization instability at f ϭ 2 is much greater than at f ϭ 4.3 despite the fact that the same total intensity was used in both sets of data. This observation agrees with the I pi curve in Fig. 2 and with the experiments in Ref. 14. The pulse at f ϭ 2 experiences a great deal of nonlinear pulse compression within the grating, which enhances its local intensity. This enhanced local intensity, combined with the lower threshold for polarization instability, means that the amount of energy exchange is higher for f ϭ 2 than for f ϭ 4.3.
We now turn to a consideration of the measured pulse shapes when the input phase lag is ⌬ in ϭ 0. In Fig.  9(a) we plot the total intensity at the output of the grating S 0 (L, t)/S 0 max for pulses injected with a low intensity (so that nonlinear effects are neglible) at f ϭ 4.3, 2, and 1.2. The delay time for observation of the pulse is frequency dependent. As expected the f ϭ 4.3 pulse (solid curve) arrived with the least delay. The f ϭ 2 pulse (dashed curve) arrived with 30 ps more delay than the f ϭ 4.3 pulse; and the f ϭ 1.2 pulse (dotted-dashed curve) arrived with 121 ps more delay than the f ϭ 4.3 pulse. The f ϭ 4.3 pulse experienced very little distortion upon propagation; its width is still roughly 80 ps. By comparison the f ϭ 2 pulse exhibited a 25% pulse compression as Fig. 7 . Numerical simulation of the pulse in Fig. 6 , but without the 90°phase lag between the polarizations. The samples are again taken every 1000 ps and still have a group velocity of 0.68(c/n x ). Without the 90°phase lag, though, the pulse is susceptible to nonlinear energy exchange, so the intensity on the unstable axis (shown) is attenuated during propagation. . Experimentally observed total intensity at the output of the grating (z ϭ L) normalized to its peak value S 0 (L, t)/S 0 max . The input pulses are 80 ps wide and have (a) low peak intensity (0.5 GW/cm 2 ) and (b) sufficiently high peak intensity (10 GW/cm 2 ) to exhibit nonlinear effects. The pulse detuned to f ϭ 4.3 (solid curve) maintains a roughly constant shape at both intensities and has the lowest group velocity. At low intensity the pulse detuned to f ϭ 2 (dashed curve) experiences pulse compression associated with the chirp of the input pulse. At high intensity the f ϭ 2 pulse experiences nonlinear compression and develops a significant side lobe. At low intensity the pulse detuned to f ϭ 1.2 (dotted-dashed curve) experiences broadening due to the large group velocity dispersion near the gap. At high intensity the pulse narrows and appears to be forming into a Bragg soliton. a result of the chirp in the input pulse. The f ϭ 1.2 pulse experienced some pulse broadening as a result of the enhanced group-velocity dispersion near the gap. The pulse width is 103 ps. Were it not for the chirp in the input pulse, this broadening would be much more marked.
In Fig. 9(b) we show the value of S 0 (L, t)/S 0 max for pulses injected with a total intensity of 10 GW/cm 2 at f ϭ 4.3, 2, and 1.2 for which nonlinear effects are visible. The shape of the f ϭ 4.3 pulse (solid curve) is essentially undistorted (although we have shown in Fig. 4(b) that its Stokes parameters are quite strongly affected). By comparison the f ϭ 2 pulse (dashed curve) shows a large amount of nonlinear pulse compression and has developed a significant side lobe. The f ϭ 1.2 pulse (dotteddashed curve) also shows nonlinear compression; its pulse width is 66 ps. However because the group-velocity dispersion experienced by the f ϭ 1.2 pulse is much higher than for the other pulses, the f ϭ 1.2 pulse appears to be forming into a Bragg soliton. We can estimate the speed of the soliton by assuming that the f ϭ 4.3 pulse is propagating with speed v f4.3 Ӎ c/n in which case, comparing the delays of the pulses, we find v f2 Ӎ 0.92c/n and v f1.2 Ӎ 0.75c/n.
We note though that the pulse at f ϭ 1.2 is not a vector soliton. In a vector soliton energy exchange is suppressed, but an analysis of the Stokes parameters associated with the f ϭ 1.2 pulse shows that energy is being shifted from the unstable to the stable axis. It has been shown that in such a situation the pulse will reshape and shed energy such that a soliton is formed, polarized along the stable axis of the fiber grating. 10, 11 This process requires a long propagation length.
CONCLUSION
In this paper we have presented a set of coupled NLSEs relevant to the propagation of optical pulses through a Kerr-nonlinear fiber Bragg grating. Using these equations we have identified three distinct regimes of nonlinear propagation. For pulse carrier frequencies that are close to the stop gap, it should be possible to observe a vector solitary wave. We have presented numerical simulations based on NCMEs, to support this claim.
We have conducted experiments to observe a variety of polarization phenomena in a physical grating. For carrier frequencies detuned far from the stop gap, but with intensities far higher than those necessary for soliton formation, we have observed an intensity dependence of the Stokes parameters of the pulse. This intensity dependence is predicted well by our NCMEs, and accords well with our heuristic understanding of Kerr-nonlinear effects in gratings. Furthermore we have conducted experiments that demonstrate the suppression and enhancement of polarization instability as a function of the initial phase lag between the orthogonal polarizations. For carrier frequencies closer to the stop band the polarization instability is much larger, as the result both of the increased value of the coefficient that governs the instability and of nonlinear pulse compression. We have also observed what is likely a pulse forming into a Bragggrating soliton polarized along the stable axis of the system.
The work in this paper can be seen as a springboard for further investigation of polarization-instability effects either near or even within the stop gap of a birefringent grating. Conversely it can been seen as a cautionary example for those wishing to exploit Bragg-grating solitons in a nominally isotropic Bragg grating. Although the birefringence in a Bragg grating is high, the intensities required to observe Bragg-grating solitons near the gap will almost certainly put one in a situation where polarization instability becomes an important issue.
