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iAbstract
A combination of spectroscopic methods and symmetry considerations were used
throughout the presented studies to investigate the terahertz spectra showing
liquid dynamics in varied systems. Optical Kerr effect spectroscopy revealed
clusters of different sizes in aqueous sodium thiosulfate solutions with non-
Newtonian behaviour. In conjunction with terahertz infrared spectroscopy, op-
tical Kerr effect spectroscopy showed the charge-ordered nature of butylam-
monium ionic liquids, which manifested through phonon modes in the terahertz
spectra. In eutectic lithium thiocyanate solutions, a combination of mid-infrared
spectroscopy, optical Kerr effect spectroscopy and X-ray scattering showed a
separation into nanoscale water-rich and salt-rich domains at low temperat-
ures. In summary, the use of terahertz spectroscopy on selected model system
provides information on the dynamics governing the behaviour of liquids and
solutions.
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11. Introduction
The aim of this thesis is to study the structures and dynamics of selected ionic
liquids (ILs) and aqueous solutions using ultrafast spectroscopy techniques. Sec-
tion 1.1 will introduce basic concepts concerning states of matter, their struc-
tures, and transitions. There, special attention will be given towards the struc-
ture, and resulting dynamics, in liquids. Furthermore, an overview of ILs will be
given, as they tend to behave differently than molecular liquids, which are gen-
erally more well known. Section 1.2 will introduce the major techniques used
to probe structure in these studies, which are optical Kerr effect (OKE) spectro-
scopy, far-infrared (IR) spectroscopy and X-ray scattering.
1.1. Matter and Transitions
Broadly, matter is classified into three states - gas, liquid and solid - which are
illustrated in Fig. 1.1. Gases completely fill any container they are put into, li-
quids adjust their form, but not their volume, to the container while solids keep
their form. This behaviour can be understood by looking at the structures asso-
ciated with these states. Gases can be envisioned as randomly moving particles
with only negligible interactions between them, such as in the noble gases. In
solids, on the other hand, particles are assumed to be in a defined, nearly static
position. Here, strong interactions between the particles result in the long range
order which governs those positions, as exemplified in crystal lattices. Looking at
these two extremes, it is easy to see the states of matter can be understood as a
competition between disorder caused by movement and ordering due to particle
interactions. As liquids are an intermediary between the solid and the gaseous
state, even the simplified model is more complex than in either of the two other
states. The classical picture for a liquid has interactions strong enough to cause
local ordering, yet weak enough that, at longer distances, disorder is caused by
the thermal movement of particles. These are, of course, rather simplified mod-
els, as glasses, liquid crystals, amorphous solids and viscoelastic materials are
not classified in them.
2Figure 1.1.: The three basic states of matter: gas, liquid and solid (from left to right).
As said above, the difference between the solid, liquid and gaseous state can
be understood in terms of the importance of the ordering due to particle inter-
actions versus the disorder caused by particle movement. The particle move-
ments, expressed as the average kinetic energy stored in the material, is directly
related to the material’s temperature. Therefore, the transition temperature
between the states depend on the strength of the particle interactions which
need to be overcome. Thermodynamically, this is described using the Gibbs free
energy of the system,
G(p, T) = H   TS, (1.1)
in which p is the pressure, T the temperature, H the enthalpy and S the en-
tropy. If the interaction strength or the structure change during a transition,
both the enthalpy and the entropy will change at the transition temperature,
leading to a discontinuous slope

∂G
∂T

p
. Due to this the heat capacity, Cp =
∂H
∂T

p
will then show a singularity at the transition temperature. Usually, sup-
plying heat to a material can be visualised as an increasing of the stored kinetic
energy, which is equivalent to raising the temperature of the material. At the
heat capacity singularity, however, the supplied energy is used up to break inter-
actions and move particles, resulting in no temperature increase. Therefore, it
appears as if the material can store infinite amounts of heat. Because the first
partial derivative is discontinuous, this is called a “first-order phase transition”.
In a second-order phase transition, on the other hand, the first derivative is con-
tinuous, while the second derivative is discontinuous. Therefore, the heat ca-
pacity does show a discontinuity at the transition temperature instead of the
singularity observed in the first-order phase transition. Because the interaction
energy, volume, and entropy cannot change during the transition, this implies a
change in the symmetry of the structure as the cause of the transition. However,
even though thermodynamically a transition is expected to occur if a different
structure has a lesser free energy at a certain temperature, this does not always
3happen immediately. A system can be metastable if it has a higher energy but
is kinetically hindered, meaning that the movements necessary to change the
structure cannot be performed. This can, for example, be seen when a liquid is
supercooled. Because the movements necessary for the liquid to solidify are slow
on experimental time scales, the liquid appears stable even when it is not.
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Figure 1.2.: Possible paths when cooling a liquid. The cooling speed determines
whether the system will form a crystal or get arrested in a glassy state.
This is taken to the extreme in the formation of glasses, which macroscopically
behave like solids but microscopically resemble the liquid structure. As the li-
quid structure is basically “frozen-in” in the glass, the transition is a kinetic
rather than a thermodynamic one. This is achieved by lowering the temperature
of the material fast enough to avoid crystallisation until the viscosity approaches
infinity (see Fig. 1.2). However, this is only possible because crystallisation is not
an instantaneous process. Crystallisation has been described for nearly a century
by classical nucleation theory (CNT) since its formulation in the 1930s by Becker
and Döring. [1] They, in turn, based their work on earlier nucleation treatments
by Volmer and Weber, [2] as well as Farkas, [3] which were based on thermody-
namical descriptions of droplet formation derived by Gibbs. [4]
Crystal growth in a solution is thermodynamically driven but tends to be kinet-
ically hindered, rendering the solution metastable. In CNT, crystal growth starts
once a nucleus above a critical size is formed. This critical size is determined by
an interplay between the decrease in free energy from forming the thermody-
namically favoured bulk phase versus the unfavourable increase in free energy
caused by the interface between the liquid and the nucleus. Using the free en-
ergy of the bulk ΔGb and the interfacial energy γs, the critical nucleus size can
be calculated from [5]
ΔGn(r) =
4
3
pir3ΔGb + 4pir2γs. (1.2)
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Figure 1.3.: Critical radius needed for a nucleus to start crystallisation. Shown are
the destabilising surface term (green) and stabilising bulk term (blue), as well as the
resulting free energy of a nucleus (red). The critical radius is defined as the radius at
the maximum of the energy barrier.
The different radius dependencies of the competing terms, shown in Fig. 1.3,
cause a maximum in the free energy which defines the critical nucleus size, after
which growth will set in. However, the sign of the bulk free energy, ΔGb, is
temperature-dependent, meaning that crystal growth will only occur if the crys-
tal phase is thermodynamically favourable. In CNT, these nuclei are assumed
to form through random density fluctuations, which aggregate the necessary
amount of particles in the nucleus volume. Therefore, the chance that a nucleus
of critical size forms is rather low and the probability P can be described by
P ∝ e ΔG∗/kBT
∝ e 1/T3 ,
(1.3)
with ΔG∗ denoting the height of the free energy barrier at the critical nucleus
size. [5] Nuclei below the critical size are expected to be transient and dissolve
again. Therefore monomers, or at most small aggregates like dimers, are expec-
ted in solution. The nucleus formation shown above is called homogeneous nuc-
leation, as it only depends on density fluctuations in the liquid phase. However,
the energy barrier can be changed by the presence of solid particles, on which
the nucleus can form. This is because the interfacial energy γb depends on the
two phases,  and b, between which the interface is formed. If the solid-solid
interface has a more favourable energy γss, the energy barrier will be lowered
and the probability that a critical nucleus forms will increase. This is called het-
erogeneous nucleation and is the primary cause of most observed crystallisa-
tion. [5]
51.1.1. Structure and Dynamics in Liquids
Previously, structures and intermolecular interactions were mentioned, but not
specified. Here, more detail will be given on the interactions which cause struc-
ture, as well as the dynamics which arise. As the presented studies focus on li-
quids and solutions, all further discussion in this section will be done for the li-
quid state, unless specified otherwise.
Intermolecular Forces
Intermolecular forces define the interaction potential of particles, such as
atoms, molecules, and ions, and each has a characteristic distance dependence
found in Table 1.1. Many depend on transient or permanent multipoles present
in the particles, but for simplicity, only dipoles will be considered in the follow-
ing. Roughly speaking, a repulsive potential prevails when particles nearly over-
lap, while at longer distances attractive interactions dominate. These attractive
interactions are caused by interacting dipoles or charges. Examples for this can
be found in Fig. 1.4, which considers the Pauli repulsion, London dispersion, and
an attractive Coulomb interaction. The Coulomb interaction is a special case in
this regard, because the potential can be either attractive or repulsive depend-
ing on whether opposite or same sign charges are considered.
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Figure 1.4.: Interaction potential from intermolecular forces. Plot of the distance
dependence for the Pauli repulsion (red), London dispersion or Debye interaction (dark
blue), Keesom interaction (green) and the attractive Coulomb interaction (orange). The
resulting interaction potential is given by the black dashed line.
The repulsive interaction, also called Pauli repulsion, is based on the Pauli exclu-
sion principle. It states that two fermions, such as electrons, cannot both occupy
6Table 1.1.: Distance dependence of the intermolecular interaction potentials.
Interaction Distance dependence
Pauli repulsion +R 12
induced dipole - induced dipole  R 6
dipole - induced dipole  R 6
dipole - dipole  R 3 to  R 6
charge - charge  R 1
a state with exactly the same quantum numbers. This limits the space around a
nucleus in which the electron clouds can overlap and, in a very simple picture,
leads to the particles behaving like hard spheres. Deriving an exact mathemat-
ical expression for the Pauli repulsion is difficult and in practice empirical func-
tions with an extremely steep slope are used, such as exponentials or high in-
verse powers. [5]
The interactions of induced and permanent dipoles with themselves and each
other are often grouped together as Van der Waals (VdW) forces. [6] They can
be further classified into the interactions between induced dipoles (London
dispersion), between permanent and induced dipoles (Debye interaction), and
between permanent dipoles (Keesom interaction). Of these, the London disper-
sion is the weakest but most ubiquitous force and is considered mainly between
uncharged particles with no permanent dipole moment. It is based on transient
dipole moments caused by electron density fluctuations, which induce further
dipoles in the surrounding particles. These transient, induced dipoles then inter-
act with each other, leading to a weak, attractive potential decaying with R 6
as shown in Fig. 1.4. [5,6] The Debye and Keesom interactions are more straight-
forward, as they are based on permanent dipole moments. In the Debye interac-
tions, permanent dipole moments induce transient dipole moments in the sur-
rounding particles and then interact with them, while in the Keesom interac-
tions permanent dipole moments interact with each other. Their potentials can
reach to longer distances, with an R 6 and R 3 to R 6 dependence, respect-
ively (see Fig. 1.4). [6] Finally, the electrostatic forces between charges are de-
scribed by the Coulomb interaction, which, with a distance dependence of R 1
(see Fig. 1.4), is stronger and more long-ranged than the other attractive forces
covered above. [5]
Depending on the type of molecule, further interactions have to be taken into
account. Most notable among these are hydrogen bonds and hydrophobic inter-
actions. Hydrogen bonds are directional, partially covalent interactions between
a partially positive hydrogen atom and the lone electron pair of an electronegat-
ive atom. [5,6] They are, for example, the main driving force behind the structure
7which causes water to be liquid between 0 °C and 100 °C. Hydrophobic inter-
actions, on the other hand, occur in solutions and are driven by the entropy of
the solvent, which is often water. [5,6] When a solute is dissolved in a solvent, the
solvent molecules will form a solvation shell around the solute. If the interaction
between solute and solvent molecule is unfavourable, such as for a polar and an
apolar molecule, the solvent will form tight cages around the solute molecules
to minimise interaction with them, which decreases the entropy of the solvent.
Solvent molecules can be released from this highly structured network, however,
only if the surface area between solutes and solvent is reduced. This leads to the
solute molecules aggregating together to minimise the solute-solvent surface and
increase the total entropy.
Dynamics
The ordering from intermolecular forces in liquids leads to different motions,
which can be detected with spectroscopic techniques. Going from high to low
frequencies, these are intramolecular vibrations, librations, cage rattling, cage
diffusion and rotational diffusion. A more detailed description of these motions
will be given below. In a molecule, each atom has three degrees of freedom to
symmetric
stretch
asymmetric
stretch
bend
Figure 1.5.: The intramolecular vibrations of water. Shown are, from the top left in
clockwise direction, the symmetric stretching mode, the asymmetric stretching mode
and the bending mode.
move, leading to 3N degrees of freedom in a molecule made out of N atoms.
Out of these, three degrees of freedom are taken up by the translational move-
ment of the molecule in the frame of reference. Furthermore, the molecule can
rotate around its axes, taking up three more degrees of freedom, or two in a lin-
ear molecule. This leaves 3N   6 degrees of freedom (or 3N   5 for a linear
8molecule) for motions in which the atoms move relative to each other, mean-
ing intramolecular vibrations. These are illustrated for water, a non-linear mo-
lecule made out of three atoms, in Fig. 1.5. In the symmetric stretch, the hydro-
gen atoms move simultaneously in the same direction along their bonds, while
they move in opposite directions in the asymmetric stretch. The bend, mean-
while, consists of a periodic change in the angle between the three atoms. The
timescales, and therefore frequencies, of these motions depend on the weight
of the atoms and how complex the motion is. Motions involving many atoms or
heavy atoms tend to be slow and appear at low frequencies. An example of this
are torsional motions in alkyl chains around 10 THz [7] which occur on a times-
cale of 100 fs. If few, or light, atoms are involved, the vibrations tend to be fast.
This is seen in the stretch of the hydrogen molecule, found at 120 THz, mean-
ing it occurs on a timescale of 8 fs. [8] Intramolecular vibrations in a liquid are
usually similar to those found in isolated molecules in the gas phase. The inter-
actions with surrounding molecules, however, generally lead to a broadening of
the mode and, sometimes, to a shift of the centre frequency.
x
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Figure 1.6.: The librational modes of water around its three perpendicular axes (x, y,
z in anti-clockwise direction from the bottom).
At similar or lower frequencies, librational modes can be found. Librations, as
shown in Fig. 1.6 for water, can be understood as hindered rotations in a cage.
Because librations tend to occur on timescales of 100 fs to 1 ps (1-10 THz), the
translational motions of the surrounding particles are assumed to be negligible.
This means they are effectively “frozen” in their positions and therefore can be
considered a static cage around the librating molecule. Because the structure in
liquids is not ordered as strictly as in a crystal, a distribution of cage structures
is expected. This leads to a broadening of the librational modes in the frequency
domain. Furthermore, librations are rotational motions, meaning they depend on
the moment of inertia of the molecule. Since the moment of inertia depends on
9the rotation axis in non-spherical molecules, a molecule can have more than one
librational frequency.
Figure 1.7.: Illustration of the translational diffusion, comprised of cage rattling
(green arrow) and cage diffusion (orange arrow).
Of course, the molecule is not restricted to rotational motions inside the cage
of surrounding molecules. The translational motion, illustrated in Fig. 1.7, is
called cage rattling and has a timescale of 150 to 500 fs (2-6 THz). At longer
times, the movement of the surrounding molecules is no longer negligible, al-
lowing the trapped molecule to escape. This is called cage diffusion and is illus-
trated in Fig. 1.7. The timescales of this depend on the shear viscosity η of the
bulk liquid as well as the size of the molecules, and are usually estimated from
the Stokes-Einstein (SE) relation [6] for translational diffusion,
Dtrns =
kBT
6piηR
. (1.4)
Here, Dtrns denotes the translational diffusion coefficient and R the radius of
the (spherical) particle. Practically, it can be hard to distinguish between the
cage rattling and cage diffusion modes in a spectrum, and both processes end up
being collectively described as the β-relaxation.
The slowest relaxation is, in general, the loss of orientation of the molecules by
random tumbling, which is referred to as rotational diffusion or α-relaxation (see
Fig. 1.8). The timescales, and therefore frequencies, are often related [9] to the
particle volume V and the shear viscosity η of the bulk liquid through the Stokes-
Einstein-Debye (SED) relation
Drot =
kBT
6ηV
, (1.5)
where Drot is the rotational diffusion coefficient. However, caution has to be
applied when using the SE or SED relation because of the dependency on macro-
scopic bulk properties, such as the shear viscosity. The use of these implies that
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Figure 1.8.: Illustration of the rotational diffusion by random tumbling of the mo-
lecules.
the intermolecular interactions between the diffusing particle and the other mo-
lecules are negligible. [10]
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Figure 1.9.: A generic terahertz OKE spectrum plotted along a logarithmic frequency
axis. From high to low frequency are intramolecular vibrations (orange), a librational
mode (red), as well as relaxational modes. These are the translational β-relaxation
(green), stemming from cage rattling and cage diffusion motions, and the rotational α-
relaxation (dark blue).
In the description above it is noticeable that higher frequency motions, ex-
cept intramolecular vibrations, depend on structures which are destroyed in
the slower relaxational processes. This idea is described as sequential relaxa-
tion and postulates that the start of a slower intermolecular motion signifies the
end of the faster preceding one. The practical impact of this is discussed in Sec-
tion 3.3.2, where modifications for fit functions are derived to account for se-
quential relaxation.
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Phonons
A different case of structure-dependent dynamics is phonons. Mostly visualised
as crystal vibrations, the term phonon refers to the long-range collective motion
of particles in a structured environment. Strictly speaking it is defined for (infin-
ite) crystal lattices, however, phonon-like modes have been reported in amorph-
ous solids, [11] DNA, [12] and liquid helium, [11] among others. The simplest way
of visualising phonons is to look at a one-dimensional chain of particles. If all
particles are indistinguishable, they then can move to make two different types
of waves, longitudinal and transverse ones, as seen in Fig. 1.10. In a longitud-
inal phonon, the particles move on the line of their starting positions while in a
transverse phonon they move perpendicularly to that line. Therefore, as there
are two vectors both perpendicular to the line and to each other, two transverse
phonons exists. However, if the two transverse directions are identical, the
phonons degenerate into one mode. This is called the acoustic phonon branch,
as it is similar to an acoustic wave travelling through a solid because neighbour-
ing particles tend to move in the same direction. The longitudinal and transverse
modes are commonly referred to as the longitudinal acoustical phonon (LA) and
transverse acoustical phonon (TA) phonon modes.
TA
LA
Figure 1.10.: Illustrations of the TA and LA phonon in a one-dimensional chain of
particles.
If the chain is made up of at least two alternating, distinguishable types of
particles, an additional phonon branch emerges. It is called the optical phonon
branch and, unlike in the acoustic branch, the neighbouring particles move in
opposite directions, as illustrated in Fig. 1.11. The longitudinal and transverse
modes are then called the longitudinal optical phonon (LO) and transverse op-
tical phonon (TO) phonon modes. Given the distinguishable particles are the an-
ions and cations of an ionic crystal, the oscillating charges of the phonon can
be excited by electromagnetic waves, such as light, hence the term “optical
phonon”. In general, the number of phonons is defined by the number of atoms
found in the primitive unit cell, which is the smallest repeatable unit in the crys-
tal lattice. [13] For a three-dimensional crystal with p atoms in the primitive unit
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Figure 1.11.: Illustrations of the TA and TO phonon in a one-dimensional chain of
particles.
cell, the possible number of phonon modes is 3p. Out of these, 3 are acoustic
phonons and 3p   3 are optical phonons.
The periodic order of the crystal lattice lends itself to a Fourier transformation,
which yields the reciprocal lattice. The reciprocal lattice, and reciprocal space
in general, are useful concepts, particularly for the understanding of scatter-
ing processes. Instead of distances, like in real space, the underlying quantity
in reciprocal space is the wavevector k. Alternatively, k can be understood as
the momentum of quasiparticles, here phonons, which are the quasiparticles of
the lattice vibrations. The positions of the reciprocal lattice points is related to
the distances between planes of atoms in the crystal lattice and therefore can
be directly measured in X-ray diffraction patterns (compare Section 1.2.3). The
primitive unit cell in the reciprocal lattice is called the “Brillouin zone”, which is
the smallest repeatable unit in reciprocal space. The Brillouin zone is an import-
ant concept, as it contains all scattering wavevectors q (see X-ray scattering in
Section 1.2.3) as well as all wavevectors necessary to describe lattice motions.
Because of the wave–particle duality, the wavevector of the phonon can be re-
lated to its frequency, which is expressed in the dispersion relation ω(k). The
dispersion relation of a linear diatomic chain can be seen in Fig. 1.12 and two
extreme cases can be observed. One is the behaviour at the Brillouin zone centre
with k = 0 and the other is the behaviour at the Brillouin zone edge, which is
located at k = pi/ where  is the size of the unit cell in real space. At the
zone edge, the phonon has a wavelength equivalent to the size of the unit cell
in real space. This can be interpreted as an oscillation of the two atoms located
in the unit cell. Meanwhile, the low k value near the zone centre is associated
with long wavelengths. As the wavelength becomes much longer than the crystal
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lattice spacing, the lattice is effectively seen as a continuum. At wave vectors
very close to k = 0, the wavelength approaches the size of the crystal and the
phonon can be interpreted as delocalised.
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Figure 1.12.: Phonon dispersion relation for a diatomic one-dimensional chain.
Shown are the optical phonon branch (red) at high frequencies and the acoustic phonon
branch (blue) at low frequencies.
In ionic crystals, differently charged ions oscillate in different directions for the
optical phonon modes. This produces an electric field, which interacts differ-
ently with the TO modes than with the LO mode. The frequency difference is
described by the Lyddane-Sachs-Teller relation, [11]
ω2LO =
ε0
ε∞
ω2TO, (1.6)
where ε0 and ε∞ are the dielectric constant at low and high frequencies, re-
spectively. Therefore, the TO modes are generally expected to be at lower fre-
quencies than the LO mode in ionic crystals.
Usually, the technique of choice to measure phonons is neutron diffraction,
which was not employed in the presented studies. However, in an ionic crystal,
optical phonons are equivalent to oscillating charges and therefore can interact
with light, making them accessible through spectroscopic techniques. Because
momentum conservation is observed in the measurements, phonons can only be
observed at wavevectors equal to the momentum imparted on the lattice during
the measurement. Neutrons are particles with a mass and therefore can impart
a momentum onto the lattice, making them able to probe the k-dependence of
the phonon dispersion. Photons, on the other hand, are quasiparticles with an
infinitesimally small momentum. Therefore, they cannot impart an appreciable
momentum on the lattice and only phonon frequencies at k  0 are accessible.
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In short, this means that spectroscopic techniques typically can only measure
phonons at the zone centre. So far, the treatments of phonons has been done
for the case of crystal lattices. However, in liquids, thermally induced disorder
will disturb long-range order, leaving the concept of phonons ill-defined. On
the other hand, as mentioned earlier, phonon-like modes have been found for
amorphous substances. [11] Generally, a large unit cell is necessary to account for
the variations in the structure. Therefore, liquids with a defined enough long-
range order should be able to support phonons. This makes phonons an important
concept to keep in mind for the study of ILs, where charge ordering is expected
to result in a quasi-lattice.
1.1.2. Ionic liquids
Ionic liquids (ILs), as the name implies, are liquids made up (almost) exclusively
of ions, differentiating them from (aqueous) salt solutions. This definition, of
course, includes high-temperature molten salts, but colloquially “ionic liquids”
is used for salts with melting points around or below 100 °C. For the liquid state
to be preferred at such low temperatures, large and non-symmetric ions with in-
efficient packing tend to be necessary. Therefore, most ionic liquids are organic
salts or mixtures of organic with inorganic salts. This is especially true for the
cation, which generally includes alkyl groups and a nitrogen or phosphorus atom,
while the anion can range from halide ions to nitrate and alkyl sulfonates. It fol-
lows that the potential number of simple ionic liquids is large, around 106, with
about 1500 reported so far. The possible number of binary and tertiary mixtures
is exponentially larger. [14,15]
For a class of substances this large, it can be hard to generalise properties.
Some, such as the refractive index, the solubility, and the miscibility, depend
on the specific anion and cation combination. [14] Furthermore, it has been found
that impurities, often evidenced by discolouration of the salt, have a profound
impact on the physical, spectroscopic and chemical characteristics of ionic li-
quids [14,16], for example leading to a different melting point. [17–22] The melting
point, as mentioned earlier, is lowered by large ions with little symmetry due to
their inefficient packing. [14,15] The ion size also increases the viscosity, which is
usually between 10 and 500 cP [23] and as such one to two orders of magnitude
higher than those of conventional molecular solvents. [14] Other commonly shown
properties are electrical conductivity, as expected of a substance made of ions,
and a wide electrochemical window of 2 – 6 V. [14] However, one of the most im-
portant features of ionic liquids is their low vapour pressure caused by the strong
15
Coulomb interactions between the ions, due to which they have been promoted
as alternative solvents with less pollution or health concerns. [14,15] While distilla-
tion of selected ionic liquids at high temperatures and reduced pressure has been
reported, [24] they are generally still less volatile than molecular solvents. [14,15]
The birth of ILs as a field is generally dated back to the synthesis of the first
room-temperature ionic liquid, ethylammonium nitrate (EAN), by Walden in
1914, [25] due to Walden’s recognition of its properties. Interest in ionic liquids
as a research field peaked around 1998 due to their possible use in clean techno-
logy. [15,26,27] Industrially, ionic liquids have been used by several companies, for
example BASF and Linde, in applications ranging from the removal of byproducts
from a reaction, [28] over aluminium plating, [29] and gas capture, [30,31] to use as a
piston [32] in a compressor. [15] Furthermore, they are studied for a variety of ap-
plications. Their low vapour pressure and dependence of some physical proper-
ties on the constituting ions, for example, makes them attractive as solvents for
synthesis [33,34] and catalysis. [34,35] The combination of conductivity and a wide
electrochemical window coupled with low vapour pressure and low flammability,
on the other hand, makes them interesting candidates as electrolytes [33,36–39] in
batteries and fuel cells, or as a medium for electrodeposition. [37] They can also
serve as functional materials [40,41] by incorporating functional groups into the
cation or anion, leading to photoresponsive materials, among others.
For furthering all this research, and especially for designing task-specific ionic
liquids, it is of paramount importance to understand how the structure of ionic
liquids impacts their properties. While classically, liquids are seen simply as dif-
fusion disordered solids, this picture has recently been called into question. [40]
Instead of an irregular but homogeneous medium, understandable through simple
packing considerations, [42] evidence of defined structure has been found in dif-
ferent molecular liquids [43–45] which can be induced by hydrogen bonding or pi-pi-
interactions, among others. This opens up several important questions regarding
the structure of liquids, namely what the responsible interactions are and the
length and time scales for which they apply. For ionic liquids, major interactions
to take into account are VdW forces, Coulomb interactions, polar-apolar ordering
as well as hydrogen bonding. The exact local arrangements can vary depend-
ing on the dominant interactions as well as their relative strength. Coulomb-
induced charge ordering, for example, is a major structure factor in ionic liquids.
On supramolecular length scales, ion pairs or ion clusters have to be taken into
account, while on mesoscopic length scales hydrogen bond networks and polar-
apolar ordering need to be considered. Illustrations of these types of ordering
can be found in Figs. 1.13, 1.14 and 1.16, respectively, and an overview will be
given below.
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Figure 1.13.: Charge ordering in ionic solids and liquids. The illustrations show a) a
simple charge-ordered lattice in a crystal and b) a diffusion disordered quasilattice in
the corresponding liquid.
Charge ordering, as illustrated in Fig. 1.13, is one of the most prominent struc-
tural influences in ionic liquids. Here, ions are surrounded by shells of oppositely
charged ions due to the coulombic forces between them. The range of the cou-
lombic interactions depends on how well the ion charge is screened, but gener-
ally decays with the square of the distance. The structure in liquids with charge
ordering is often approximated from the crystal structure. Here, the ideally
infinite lattice found in crystals is disturbed by diffusion. This shortens the
length over which the lattice describes the liquids, so the term “quasi-lattice”
or “pseudo-lattice” is often used. Further considerations on disturbed latices can
be found in Section 1.1.1.
Figure 1.14.: A schematic of ion pairs and clusters in an ionic liquid.
The association of one cation and one anion to form a neutral, “quasimolecular”
unit, as illustrated in Fig. 1.14a, is generally described as ion pair formation. The
bulk ionic liquid is then described as a mixture of ion pairs and “free” ions. [40]
Ion pairs as a concept originated in aqueous electrolyte solutions, where ions
are separated by solvent molecules. As ionic liquids are solely made of ions, the
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short distances between anions and cations lead to the expectation that close
contact ion pairs will be formed. [40] However, this picture is inconsistent with
much of the data collected on ionic liquids. [40] Unless the lifetime of ion pairs is
very short, below several picoseconds, [46,47] a signal from their rotational diffu-
sion should be picked up in dielectric, [48–52] OKE, [50–52] or nuclear magnetic res-
onance (NMR) [47] spectroscopy. Molecular dynamics (MD) simulations [53,54] offer
an explanation for this, with calculations indicating that the short ion-ion dis-
tances support the association of one ion with multiple counterions, instead of
just one, as illustrated in Fig. 1.15. Due to the surrounding shell of counterions,
the potential towards any specific one would be shallow and any association
forming an ion pair would be transient. Most importantly, ion pairs are known
to be the gas phase species of evaporated ILs. [55] Therefore, if tightly bound ion
pairs were a major species in the ionic liquid bulk, it would be hard to explain
how ionic liquids retain their generally low vapour pressure.
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Figure 1.15.: Schematic comparison between ion pairs in a solvent and an ionic li-
quid.
In a similar fashion, ion clusters are used to explain ionic liquids as a sea of poly-
disperse aggregates, which is illustrated in Fig. 1.14b. Much of the evidence con-
cerning ion clusters is based on electrospray ionisation mass spectrometry (ESI-
MS) results. [40,56–58] However, mass spectrometry (MS) does not measure the bulk
liquid, meaning that results are vulnerable to artefacts introduced by cluster
formation at the gas-liquid interface or through the ionisation method. [40] The-
oretical calculations have been used to underpin MS, [59] far-IR, [60–64] and Raman
spectroscopic results [65] on the basis of clusters. The preferred cluster size, will
vary depending on the calculation. [40,59,65] NMR results which pointed to clusters
existing in the liquid bulk [66,67] could not be reproduced in later studies with
more precise instruments. [68,69] In summary, while ion clusters are used to de-
scribe the behaviour of ionic liquids, the evidence is ambiguous and many of the
counterpoints raised against ion pairs also apply against ion clusters.
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a) b)
Figure 1.16.: Mesoscopic polar-apolar networks in ionic liquids. a) A filament network
illustration based on alkylammonium ionic liquids. b) An illustration of a globular net-
work with stronger ion correlation, as found in imidazolium ionic liquids. Apolar regions
are coloured grey and polar regions are coloured blue and red for cations and anions,
respectively. The illustrations were based on simulations of tributylmethylammonium
bis(trifluoromethanesulfonyl)amid [70] and 1-butyl-3-methylimidazolium hexafluorophos-
phate [71] by Shimizu et al.
Moving on to the longer scale mesoscopic ordering, hydrogen bonds have been
proven to exist in ionic liquids [60] and the existence of hydrogen-bonded net-
works themselves is generally accepted. [40] However, the strength and import-
ance of hydrogen bonds compared to other factors depend on the ionic liquid
in question. On the other hand, nanostructures can arise due to polar-apolar
ordering, which is illustrated in Fig. 1.16. Domains of polar and apolar groups
are formed because electrostatic interactions are experienced between the po-
lar groups, while the apolar groups mainly have VdW attraction between them-
selves. This effect is well known in molecular liquids, for example in the mi-
celle formation of amphiphiles. In ILs, many studies [40] have investigated polar-
apolar ordering using techniques such as neutron diffraction, [72–75] X-ray scatter-
ing, [76–79] and MD simulations. [70,71,79–83] They found polar-apolar ordering to be
a major structural influence on the nanoscale in addition to charge ordering.The
resulting structures range from well-defined globular networks in imidazolium
ionic liquids (Fig. 1.16b) to poorly defined filament networks in alkylammonium
ionic liquids (Fig. 1.16a). [71] In the former, strong correlation between different
ions lead to concentrated, globular domains in the network [71] while in the lat-
ter charge ordering tends to be the dominant factor, [40,83] leading to the weakly
defined filament network. Generally, long alkyl chains and asymmetry in their
distribution strengthens polar-apolar ordering, while short chains and a sterically
hindered or very delocalised charge on the ion weakens it. [40]
As the literature on ionic liquids is vast, this introduction could only briefly touch
on many points. While some will be elaborated on in latter chapters, the inter-
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ested reader is referred to the excellent introductory book by Freemantle, [14]
as well as some of the many review articles on topics of interest regarding ionic
liquids. [15,33,34,38–41,84]
1.2. Measuring techniques
Intermolecular dynamics, as well as the structures which govern them, were
reviewed in Section 1.1.1. Since these tend to occur on timescales above 100
fs, the corresponding frequency domain bands can be found in the gigahertz to
terahertz region. This region can be probed through both Raman and IR spectro-
scopic techniques. In the studies presented in this work, the low-frequency Ra-
man spectra were measured by OKE spectroscopy and the far-IR spectra through
Fourier transform infrared (FTIR) spectroscopy. A general background of these
techniques will be given below in Sections 1.2.1 and 1.2.2, respectively. A treat-
ment of the origin of the spectral intensities and their relation to each other can
be found in Section 3.1. It is furthermore possible to directly measure the in-
teratomic and intermolecular distances, most commonly through the scattering
of neutrons or X-rays. Here, X-ray scattering was measured to corroborate spec-
troscopic results indicating the formation of nanoscale structures in salt solu-
tions. Therefore, this section finishes with a short introduction to X-ray scatter-
ing in Section 1.2.3.
1.2.1. Optical Kerr effect spectroscopy
In 1875, John Kerr [85,86] discovered that applying an electric field to a mater-
ial induced a change in the refractive index proportional to the square of the
electric field. This differentiates the Kerr effect from the similar Pockels ef-
fect, [87] which has a linear dependency. The Kerr effect can also be induced
by the electric field of light, which is referred to as the optical Kerr effect
(OKE). [88,89] However, the effect is not observable unless intense light sources,
such as lasers, [90] are used, which delayed the discovery of OKE for roughly 90
years. The refractive index of light passing through a material depends on the
molecules making up the material, as well as their orientation. The latter is
modified in the Kerr effect, as illustrated in Fig. 1.17. For isotropic molecules,
a dipole moment (µ) in the direction of the electric field (E) is induced for the
duration of the electric field. However, no change remains after the field is
switched off. In anisotropic molecules, the induced dipole moment (µind) points
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Figure 1.17.: Kerr effect diagram. Shown is the effect of an electric field E on isotropic
(left) and anisotropic (right) molecules. The electric field E induces a dipole moment
µind in the molecules. This leads to the anisotropic molecule experiencing a torque (ro-
tational force) F, which pushes it towards alignment with the direction of the electric
field.
along the axis of anisotropy. Through the interaction between the induced dipole
moment and the electric field, a rotational force (F), or torque, is applied to the
molecule which nudges it into alignment with the electric field. Therefore, an
orientational order along the electric field direction is induced. This order leads
to different refractive indices along different axes of a material called birefrin-
gence. In practice this means that one polarisation component of light will be
slowed down more than the one perpendicular to it, leading to a shift in phase
between them. In materials made of anisotropic molecules, this birefringence
decays with time once the electric field is switched off. On the other hand, how-
ever, anisotropic molecules need to be able to move for the birefringence to
occur in the first place. As a consequence, the Kerr effect is preferentially ob-
served in liquids, as molecules have more freedom of movement.
The decay of the induced birefringence can be measured in a spectroscopic
pump-probe experiment, which is referred to as OKE spectroscopy. [90,91] Using
linearly polarised femtosecond laser pulses, birefringence is first induced by a
laser pulse and then measured by a second pulse with the polarisation rotated
45° with respect to the first pulse. The relative delay of the two linear polarisa-
tion components will then lead to an elliptical polarisation in the second pulse,
where the degree of elliptical polarisation is related to the strength of the bi-
refringence. [90,91] Depending on the spectroscopic set-up used, the method of
detecting the elliptical component varies. The detection will be explained in
more detail in Sections 2.1.2 and 2.1.3 for the set-up used in this study. The
resulting time-dependent decay of the birefringence is Fourier transformed to
obtain the low-frequency Raman spectrum.
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Given a long observation time of the system, the resulting spectrum lies in the
gigahertz to terahertz frequency range. This is where the intermolecular dynam-
ics described in Section 1.1.1 can be found, allowing the in-situ observation of
these processes. For all studies presented in this work, OKE spectroscopy was
the main investigation tool.
1.2.2. Infrared spectroscopy
The interaction of light in the IR frequency range with matter is measured in IR
spectroscopy. Most commonly, the absorption of IR light is measured to gain in-
formation on the vibrations, rotations and, in the far-IR, intermolecular interac-
tions characterising the molecules of the sample. Often, the IR frequency range
is partitioned into three parts characterised by the information which can be
gained from them. Although the exact values differ between different publica-
tions, [92,93] the near-IR typically covers a frequency range of 14000 cm-1 to 4000
cm-1 (420-120 THz), which contains mostly overtone and combination bands of
vibrational modes. The mid-IR, between 4000 cm-1 and 400 cm-1 (120-12 THz),
contains rotations and the fundamental modes of vibrations. Because many func-
tional groups of organic molecules have characteristic frequencies in this range,
mid-IR spectroscopy is a widely used analytical technique for detecting and char-
acterising organic components. The far-IR, meanwhile, ranges from 400 cm-1 to
10 cm-1 (12-0.3 THz) and covers vibrations, rotations as well as intermolecular
dynamics in condensed phases. To appear in the IR spectrum, the motion needs
to exhibit a change in the dipole moment. [92–94] Then, light of the corresponding
frequency will resonate with the motion, resulting in excitation of the mode and
therefore absorption at this specific frequency.
IR absorption spectroscopy can be done using two main methods, dispersive IR
spectroscopy or FTIR spectroscopy. Modern instruments are nearly all FTIR spec-
trometers, [92] as they offer a higher signal-to-noise ratio (SNR) with shorter
measurements times. In dispersive methods, the absorption is measured separ-
ately for each frequency, while in FTIR spectroscopy a broadband spectrum is
measured in one shot as an interferogram. Briefly, two main advantages of the
FTIR technique are considered. [92] For one, when selecting a monochromatic
wavelength from the spectrum, intensity is lost as the light passes through the
narrow monochromator slit. Secondly, the whole measurement time is devoted
to each frequency in FTIR spectroscopy, instead of only a fraction as in dispers-
ive IR spectroscopy. The SNR, which is proportional to the square root of the
scans taken, therefore can be higher even at shorter measurement times.
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Figure 1.18.: Schematic of a Michelson interferometer. A beamsplitter splits the in-
coming collimated beam in two, of which one is delayed in time relative to the other
using a moving mirror. The two beams are then recombined and passed through the
sample.
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Figure 1.19.: Example of an interferogram. An interferogram records the light intens-
ity with regards to the optical path between the two split parts of a recombined light
beam.
23
The defining component in FTIR spectrometers is the Michelson interferometer,
shown in Fig. 1.18. [92,95] A collimated beam from a polychromatic light source
passes through a beamsplitter and is split into two components, ideally with
equal intensities. One component encounters a moveable mirror, which modi-
fies the path length, and therefore delays this component in time relative to the
other component. The recombined intensity of the light as a function of the dif-
ference in the path lengths is recorded, resulting in an interferogram (Fig. 1.19).
When the path lengths are equal, the two recombined beams interfere construct-
ively with each other, resulting in a maximum of the recorded intensity. At dif-
fering path lengths, the interference tends to be destructive and the intensity is
attenuated. The Fourier transform of the interferogram yields a frequency do-
main spectrum. [95]
Depending on the selected frequency region, information on vibrations, rota-
tions, and intermolecular interactions can be gained from FTIR spectra. Here,
the focus was on the intermolecular dynamics (see Section 1.1.1) measured in
the far-IR. As most of the motions in the far-IR tend to not have as strict a sym-
metry as simple intramolecular modes, the exclusion usually found between Ra-
man and IR spectra is weakened, and complementary information to the OKE
spectra can be gained from the far-IR measurements.
1.2.3. X-ray scattering
a)
ks, ωs ke, ωe
b)
ks ke
q
2θ
Figure 1.20.: Scattering diagrams. a) General diagram of a scattering process from a
particle. b) Definition of the scattering vector q related to an angle 2θ for elastic scat-
tering.
X-rays are electromagnetic waves with wavelengths between 0.01 and 10 nm.
Since their discovery in 1895 by Wilhelm Conrad Röntgen [96] they have been
used for medical imaging and structure determination. Classically, X-ray dif-
fraction has been used to investigate crystal structures, but with the advent of
stronger X-ray sources, less structured materials such as liquids and glasses were
studied by X-ray scattering. [97] The reason they are used is because their short
wavelengths allow the resolution of structure on an atomic level. As electromag-
netic waves, X-rays probe structure by interacting with the electrons in a ma-
terial, giving a picture of the electron density distribution. [97,98] Furthermore,
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the scattering strength of an atom is proportional to the number of electrons it
has. [98] X-ray scattering or diffraction traces are usually plotted as a scattering
intensity versus either the scattering angle 2θ or the scattering vector q (see
Fig. 1.20), which are related by [97,98]
q =
4pi
λ
sn(θ) (1.7)
for the X-ray wavelength λ. The scattering vector expresses a separation in re-
ciprocal space and is related [97] to a distance L in real space by
q =
2pi
L
. (1.8)
Therefore, structures with large spacing, for example in the nanometer range,
are revealed at small q (or small angles) and structures with spacing at the
atomic level are revealed at larger q (or at large angles). Two dimensional scat-
θ
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Figure 1.21.: Dependence of scattering patterns on ordering. Illustrations of the rela-
tion between (from left to right) structure, scattering pattern and scattering trace for a)
a crystalline and b) an amorphous substance.
tering patterns (middle part of Fig. 1.21), instead of scattering traces (right
side of Fig. 1.21) which are only dependent on 2θ or q, reveal even more in-
formation, as scattering traces can be extracted from a scattering pattern by
azimuthal integration. In a single crystal, such as the one shown on the left in
Fig. 1.21a, the interference of the scattered X-rays will lead to point maxima of
the scattering intensity in reciprocal space. Polycrystalline materials or powders,
which consist of many single crystals with different orientations to the incoming
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X-rays, lead to an orientational distribution of these point maxima, which result
in rings of maximum intensity in the scattering pattern. The case is similar for
liquids or amorphous solids, where the material shows a distribution of lengths
in addition to the orientational distribution. This leads to broadened rings in the
scattering pattern as seen in the middle part of Fig. 1.21b. As a result, crystal-
line materials show sharp peaks in their scattering traces while those of amorph-
ous materials are broadened. [97]
These scattering traces can be converted from reciprocal to real space, giving
information about interatomic distances. Because repetition of a distance is
needed to get a significant scattering intensity, structural motives can be de-
duced from the scattering traces. This structural information can then be related
to the intermolecular dynamics found in other measurements.
1.3. Summary
In Section 1.1, the different states of matter were introduced. In general, relat-
ively simple models exist which can explain the behaviour in the crystalline and
gaseous phase. The liquid phase, however, can be seen as an intermediary state
between those two, resulting in more complicated structures and dynamics. The
aim of the presented work is to learn more about the different factors contrib-
uting to the observed structures and dynamics in liquids. This was mostly done
through OKE spectroscopy (see Section 1.2.1), which exploits the anisotropic po-
larisability of particles to induce birefringence and observe its decay. This in-
formation can then be related to the dynamics of liquids and solutions occurring
from tens of femtoseconds to several nanoseconds. Complementary informa-
tion in the related frequency region can be gained from FTIR spectroscopy (see
Section 1.2.2), as the complex nature of the observed motions tends to weaken
the exclusion usually found between IR and Raman spectra. Meanwhile, X-ray
scattering allows direct confirmation of structure at the interatomic scale and
above. This can be necessary for the interpretation of complex samples, such as
ILs (Section 1.1.2), in which the structure is determined by competing factors
such as charge and polar-apolar ordering.
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2. Experimental
2.1. OKE set-up
2.1.1. Laser
The word laser is an acronym of “light amplification by stimulated emission of
radiation” and the light source it describes emits an intense, collimated light
beam. Often, this light is comprised of waves with a very narrow distribution
around one wavelength, making it monochromatic. While lasers have a futur-
istic ring to them, they are used in many everyday applications. This ranges
from using their well-defined light to read, write, and send information to using
their high energy for the cutting, drilling, and welding of very hard or easily de-
formed materials. [99] In research, lasers are often used to measure things, from
distances to spectra. Again, this is because laser light makes for reliable meas-
urements, as lasers stay collimated over long distances, have coherent light of
defined wavelengths and usually a high intensity. All of these properties derive
from the way lasers work, of which an overview is covered below.
First and foremost, lasers rely on stimulated emission to produce their light.
Given two electronic levels separated by energy E, a molecule can transition to
an excited state by absorbing light at a wavelength λ according to E = hc/λ,
where h is the Planck constant and c is the speed of light. An excited molecule
can spontaneously emit light to transition to a lower energy state, with the
wavelength λ corresponding to the energy between the levels. However, there
is another pathway for emission called “stimulated emission”. Here, an incid-
ent photon at the transition wavelength λ stimulates the transition from an ex-
cited state to a lower energy state through the emission of a second photon of
the same wavelength and in phase with the original photon. The population dis-
tribution between energy states, for example n and m with En < Em, is determ-
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ined by a thermal equilibrium given through the Boltzmann distribution,
Nm
Nn
= e 
Em En
kBT , (2.1)
where E is the energy of state , N the population of state , kB is the
Boltzmann constant, and T the temperature. Therefore, under regular condi-
tions, the population of the lower state is larger than that of the higher state. In
this case, absorption will initially be stronger than stimulated emission, as the
chance of encountering populated lower state is higher. Over time, the system
will reach equilibrium again according to Eq. 2.1.
The probabilities of absorption and of emission, both stimulated and spontan-
eous, are given with the help of their respective Einstein coefficients. [94] These
are Bn!m, Bm!n, and Am!n, respectively, for transition between energy levels
n and m, with En < Em. Briefly, Bn!m = Bm!n and the transition probabil-
ity for both absorption and stimulated emission is otherwise proportional to the
product of the population number of the state as well as the number of photons
at the frequency difference between the energy levels. Spontaneous emission,
however, is independent of incoming photons and the transition probability is
otherwise proportional to the lifetime of the higher energy state. This highlights
an intrinsic problem of a two level laser. For stimulated emission to dominate,
as is needed in lasers, the population of the higher energy state needs to be lar-
ger than that of the lower energy state, a situation which is called a “population
inversion”. This is impossible to achieve for interactions with light in a two level
system, because when absorption and stimulated emission are in an equilibrium
with each level having half the total population, spontaneous emission will de-
populate the higher energy level. Therefore, lasers need at least three energy
levels, though typically lasers have four or more energy levels involved in the
lasing process. Generally, as systems tend to strive towards the lowest energy
state, population inversions are rare and need to be manufactured. Yet they are
the defining aspect of lasers, since without stimulated emission lasing cannot oc-
cur.
In practice, this is achieved by selecting laser materials with a suitable energy
structure. The energy levels will need to adhere to certain criteria, and at least
three or four energy levels are involved, as seen in Fig. 2.1. First, molecules are
excited from the ground state (G) to an excited state (G*) with pump energy,
which can be given in different forms such as light of a different wavelength or
electricity, among others. From the excited state G* the molecule decays into
the upper laser level (L*). For the system to work well, two factors are of im-
portance here. For one, the upper laser level L* should have a long lifetime on
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Figure 2.1.: Diagram of the energy levels involved in a four level laser. Shown are the
ground level (G) and the excited pump level (G*), whose energy difference determines
the excitation energy needed, as well as the two laser levels (L and L*), whose energy
difference defines the wavelength of the emitted laser light (and the stimulated emis-
sion). It is desirable for the upper laser level L* to have a long lifetime, as it helps with
sustaining the population inversion. Similarly, fast depopulation of the lower laser level
L improves the population inversion.
the order of nanoseconds to milliseconds, which allows the build up of the pop-
ulation inversion. Additionally, it is desirable that the transition from the pump
level G* to the upper laser level L* has a high probability, so that populating the
pump level actually leads to a population inversion. From the upper laser level
L*, the molecules decay into the lower laser level L. Given a long enough lifetime
of the upper laser level L*, this occurs via stimulated emission and contributes
to lasing, with the wavelength of the emitted light given by the energy differ-
ence between the levels L* and L. The lower laser level L can be the ground level
G, as is the case in three level lasers, or a separate level, as in four level lasers.
The advantage of a separate lower laser level lies in its depopulation through de-
cay to the ground state. Not only does decreasing the population of the lower
laser level L make it easier to build up a population inversion, but it also helps
with sustaining it, especially if the decay to the ground level G is fast. In prac-
tice, having several closely spaced pump levels means a range of excitation en-
ergies can be used, making it easier to give the laser the energy needed for the
population inversion. The same is true for a range of ground levels, which also
help with depopulating the lower laser level if a separate one exists. Multiple
laser levels result in several wavelengths being accessible for laser light, mean-
ing the laser is tunable.
The laser material itself, however, does not automatically lead to the highly
collimated, intense beam which is associated with laser light. The second cru-
cial part in a laser is the cavity, the schematic for which is shown in Fig. 2.2 for
a solid-state laser. The cavity is defined by two mirrors, which are placed at
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Figure 2.2.: Schematic laser cavity for a solid-state laser. Two mirrors, one of which
transmits a few percent of the incidental light, define the ends of the cavity. The exact
transmitted percentage depends on the gain (and loss) within the cavity. The reflected
light extracts more radiation from the laser material and the preferred wavelength - or
bandwidth - can be stabilised by attuning the prisms.
either end of the laser medium. Out of these mirrors, the output mirror is par-
tially transmissive and allows a fraction of the incident light to escape, the exact
amount of which depends on the loss in the cavity and the gain by stimulated
emission in the laser medium. The reflected light in the cavity constructively
interferes to form longitudinal standing waves between the mirrors, amplify-
ing themselves through stimulated emission in the laser medium. The distance
between the mirrors, or the cavity length L, is related to the wavelength of the
stable standing waves through λ = 2LnLMm , where nLM is the refractive index of
the laser medium and m is the mode number. The probability of the stimulated
emission at a certain wavelength determines whether this wavelength domin-
ates in the laser output, unless measures are taken to make its standing wave
unstable in the cavity. Additional prisms, or gratings, can be used to tune the
cavity, extracting laser light at wavelengths for which the stimulated emission
probability is not dominant. Depending on the cavity configuration and on how
well the population inversion can be sustained, lasers can emit either a continu-
ous laser beam (continuous wave (cw) operation) or short laser pulses (pulsed
operation). For pulsed operation, it is beneficial to have laser light over a broad
range of frequencies, yielding short laser pulses. Here, gratings or prisms can be
used to tune the bandwidth of the emitted radiation.
A staple laser for the generation of ultrafast pulses is the Ti:sapphire laser.
Here, titanium ions are substituted for a fraction of aluminium ions in the sap-
phire (Al2O3) lattice. This results in an energy structure with a wide range of
wavelengths available for lasing around 800 nm, from 660 nm in the red part
of the light spectrum to 1180 nm in the infrared. [99] Furthermore, Ti:sapphire
31
lasers can sustain both pulsed as well as cw operation. This, in addition to good
thermal conductivity, makes it a great candidate for solid state lasers.
Laser pulses
Normally, the different longitudinal modes, or the standing waves that are valid
in a given cavity, do not have a fixed phase relationship. Therefore, light is con-
tinually emitted, with possible temporary fluctuations due to interference ef-
fects between the modes. All this changes if the laser becomes mode-locked,
which means that a fixed phase-relationship is introduced between the longitud-
inal modes. As a result, interference effects will be more defined, leading to the
formation of laser pulses by superposition of the longitudinal modes. The tem-
poral pulse-length Δt is then related to the range of frequencies of the involved
modes, or the bandwidth Δν, by Δt ∝ 1/Δν, in which the proportionality is re-
lated to the shape of the pulse. [99] These ideal pulses are also called “transform-
limited”, as the length of the pulse is only limited by the spectral bandwidth.
Other methods for pulse generation exist, such as Q switching or cavity dumping.
However, they generally produce pulses of longer duration than mode-locking
and will be ignored in the following. Mode-locking can occur through either an
external signal (active mode-locking) or the amplification of noise spikes in the
cavity (passive mode-locking). Most passive mode-locking depends upon pref-
erential transmission of high-intensity light, such as noise spikes. One passive
mode-locking scheme, called self mode-locking, relies on inducing a Kerr lens
in the laser medium. The Kerr lens focuses light according to its intensity be-
cause the change in refractive index scales quadratically with intensity (see
Section 1.2.1). Thus noise spikes, such as those introduced by tapping a mirror
mount, will be selectively amplified, locking the longitudinal modes together in a
pulse.
Figure 2.3.: Illustration of laser pulse dispersion. As an effect of the differing refract-
ive index at different frequencies, some frequency components are delayed with respect
to others. The right side pulse illustrates the temporal separation due to passing through
a material with a frequency-dependent refractive index.
However, just because a pulse starts out transform-limited does not mean it will
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stay that way while traversing optical elements. Because the refractive index of
a material can be frequency dependent, passing through such an element will
delay certain frequencies with respect to others as shown in Fig. 2.3. This causes
a temporal separation of the pulse by frequency, also known as “chirp” or group
velocity dispersion. Chirp can be corrected for by using prism pairs, grating pairs
or specially coated mirrors, which all modify the distance specific frequencies
in the pulse have to travel. For further discussion on higher order dispersion and
their correction through optics, the interested reader should consult the relevant
literature. [100]
The pulse length, defined as the full width at half-maximum (FWHM), obviously
depends on the pulse shape. The shape of a pulse is measured through its cross-
or auto-correlation. A cross-correlation is the measurement of two signals with
one delayed relative to the other. The auto-correlation is a special case of cross-
correlation, in which both signals are from the same source. As in all the follow-
ing ultrafast set-ups the initial laser beam is separated into two parts by a beam-
splitter, only the auto-correlation will be discussed in the following. After the
beam is split into two, one goes through an optical delay line while the other has
a fixed path. Therefore, one beam will be delayed with respect to the other and
their intensity can be measured as a function of this delay. For this, a measure-
ment of either the second-harmonic frequency generated in a nonlinear crystal
or the two-photon absorption of a photodiode can be used, the latter of which
was done in our set-ups. The averaged auto-correlation signal then corresponds
to
AC(τ) ∝
Z
1(t)2(t   τ)dt, (2.2)
with τ denoting the relative delay between the two pulses. While conversion
factors of the pulse-length to the bandwidth have been published for different
pulse shapes, nonlinear curve fitting determining the pulse shape and conversion
factor can be better in practice. [100] However, since these methods only measure
the average autocorrelation signal, information on chirp and asymmetric pulse
shapes will be lost. To measure this information, different techniques have to
be used, such as interferometric autocorrelation or frequency-resolved optical
gating (FROG). This concludes the brief overview of laser and laser pulse related
topics provided for the explanation of the ultrafast laser set-ups.
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Figure 2.4.: Schematic of the high time-resolution OKE set-up using a Coherent
Micra-10 Ti:sapphire laser.
2.1.2. High time-resolution OKE set-up
The high time-resolution pump-probe set-up used for OKE studies has been de-
scribed previously [12,101] and its layout is shown in Fig. 2.4. It measures time-
dependent changes of the induced birefringence in a sample through changes in
the polarisation of laser pulses produced with a Micra-10 laser (Coherent). For
this, the probe beam is split into its two orthogonal linearly polarised compon-
ents after exiting the sample and the difference in their intensity is recorded
using balanced photodiodes. If the sample is not birefringent, for example when
the delay between the pump and the probe beam is negative, the two intensit-
ies will be equal and the signal is taken as zero. This is accomplished through the
combination of a Fresnel rhomb, a Wollaston prism, and the aforementioned bal-
anced photodiodes. First, the Fresnel rhomb delays one polarisation component
by a quarter wavelength relative to its counterpart, leading to circular polar-
isation if the incident light was linearly polarised. This could also be achieved
through a simple waveplate, however, the achromaticity of a Fresnel rhomb re-
duces noise caused by small wavelengths fluctuations in the laser. The Wollaston
prism then splits the circularly or elliptically (if the sample was birefringent) po-
larised light into its two orthogonal linearly polarised components, which emerge
at slightly different angles. Therefore, they can each be reflected onto one of
the two balanced photodiodes. These are wired so the signals will be subtracted
from each other, before passing the difference to a lock-in amplifier. By passing
the difference of the two intensities, the risk of saturating the dynamic range
of the lock-in amplifier is reduced, allowing for a bigger dynamic range in the
measurement. The lock-in amplifier itself increases the SNR of the measurement
by removing contributions from scattered pump light and ambient light. This is
accomplished by demodulating the signal with the difference frequency of chop-
pers placed in the path of the pump beam and the probe beam, which run at a
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ratio of 5:7 with rates around 3 kHz. Because the frequency of both the pump
as well as the probe chopper is taken into account, the measurement signal will
be modulated by both of these frequencies, meaning that any signal which does
not fit this description can be safely discarded. The SNR is further increased by
placing both choppers into the focus of 16 cm telescopes. This reduces the beam
diameter at the chopper, minimising effects caused by partially chopped beams.
Both the pump as well as the probe beam originate from the Micra-10, which is a
Ti:sapphire laser with a repetition rate of 82 MHz, meaning one pulse is emit-
ted about every ten nanoseconds. The produced laser light has a broad spec-
tral range centred at 800 nm with width of usually 160 nm. This broad spectral
range allows for pulses with pulse-lengths of 20 fs to 25 fs to be achieved, each
of which has about 10 nJ of energy, giving an average power of 0.8 W. As men-
tioned in Section 2.1.1, the pulse-length does not only depend on the bandwidth
of the laser spectrum but also on the frequency-dependent refractive indices of
encountered materials. Therefore, it is necessary to compensate for the accu-
mulated chirp in order to deliver short pulses to the sample. In our case, this is
done using a compressor made of a homosil prism pair which is calibrated with
the help of the autocorrelation measured in a two-photon diode.
After this, the beam is split into a pump and a probe beam by passing through a
9:1 beamsplitter. The probe then continues on a fixed path through the set-up,
while the pump path contains an optical delay line (Newport IMS600LM). While
it would be more intuitive to use a delay line in the probe path, using it in the
pump path avoids walking the beam on the detector since the pump beam is
blocked beforehand. The delay line, which has a length of 600 mm and an aver-
age accuracy of 3 µm, allows for a maximum pump-probe delay of 4 ns. After the
delay line, the pump beam passes through the aforementioned chopper as well
as a polariser, before being focused into the sample. The probe beam, mean-
while, is delayed for a half wavelength by a waveplate positioned between its
chopper and polariser. Afterwards, the probe is also focused into the sample,
where it crosses the pump. Therefore, only the birefringence created in the
overlap of the pump with the probe beam is measured, meaning the thickness
of the sample is not critical for the signal strength. While the probe beam travels
on towards the balanced detection, the pump beam is discarded after encounter-
ing the sample. To capture the refractive index of both orthogonal linear polar-
isations, the probe beam is polarised at 45° relative to the pump. Here, hetero-
dyne detection is used, which extracts information from the combination of two
different light waves by looking at the modulation of the phase or frequency.
In OKE spectroscopy, the birefringence leads to a small electric field which is
phase-shifted with regard to the probe field. Usually, heterodyne detection is
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achieved by phase-matching both electric fields with a quarter-waveplate and
using cross-polarisers which only let a small part of the probe field pass. [9,91] In
this set-up, however, heterodyne detection is achieved by means of balanced
detection. Again, the electric fields are matched using a quarter-waveplate, or
more accurately a Fresnel rhomb which serves the same purpose. Balanced de-
tection of the linearly polarised components results in a direct measurement of
the term describing the interaction between the electric field resulting from the
birefringence and that of the probe pulse. Unlike in the usual method for het-
erodyne detection, the electric field of the probe is not mostly blocked by a po-
lariser, resulting in the measurement of a stronger signal and therefore giving a
better SNR.
To sum it up, the high time-resolution OKE set-up measures the time-
dependence of an induced birefringence in a sample using 20 fs to 25 fs laser
pulses. The measurement of the heterodyne contribution to the OKE signal is
achieved in one experiment through the use of balanced detection. An optical
delay line allows measurements up to 4 ns, accessing frequencies down to 250
MHz.
2.1.3. Long delay OKE set-up
The long delay OKE set-up using a Legend Elite USX (Coherent) has been de-
scribed previously [51,52] and its layout is shown in Fig. 2.5. It is in principle very
similar to the set-up described above, as balanced detection is used to measure
the time-dependent decay of birefringence. Here, SNR is sacrificed in favour of
a higher dynamic range, allowing the use of more intense laser pulses to accur-
ately measure the relaxational tail in the time domain. The major changes are
a doubled maximum delay time of 8 ns, achieved by traversing the delay stage
twice, and a higher dynamic range of the measurement, realised through the
combination of a boxcar integrator and amplified laser pulses. The probe pulse,
after passing the sample, is analysed by the combination of a quarter waveplate
and a Wollaston prism, first elliptically polarising the light and then splitting it
into its two orthogonal linearly polarised components. These are then directed
onto balanced photodiodes, where their intensities are subtracted from each
other. This difference is passed to a boxcar integrator, which processes two
values for each datapoint. One value is taken with the pump beam blocked by
a mechanical chopper while the other value is taken with the sample exposed
to the pump beam. By taking the difference of these values, variable back-
ground contributions are eliminated. This also means only one chopper, instead
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Figure 2.5.: Schematic of the long delay OKE set-up using the attenuated beam of a
Coherent Legend Elite USX Ti:sapphire regenerative amplifier. The schematics of the
beam attenuation are shown in Fig. 2.6.
of two as in the high time-resolution set-up, is needed for the measurement. The
baseline of the measurement is established at negative delay times by rotating
the waveplate until the signal is adjusted to zero, maximising the dynamic range
available in the boxcar integrator. Furthermore, scattered light can, if neces-
sary, be eliminated from the probe beam by adjusting the pinhole placed before
the waveplate.
Laser pulses originate from a Mantis DS (Coherent) Ti:sapphire laser and are
amplified in the Legend Elite USX, a pulsed regenerative Ti:sapphire amplifier
generating pulses centred around 800 nm at a repetition rate of 1 kHz. Due to
the high pulse energy, steps have to be taken in order to avoid nonlinear ef-
fects as well as damage to the sample and the set-up components. Therefore,
the pulse is stretched from 23 fs to 1 ns before it is amplified, reducing the peak
intensity. After amplification, the pulse is recompressed to 1 ps, resulting in an
energy of up to 2.5 mJ per pulse. Focusing pulses like this with a focusing lens
could lead to white light generation in the focus. As the sample is positioned in
the focus of the lens, this could also damage any measured samples. As a con-
sequence, the beam is attenuated before being fed into the OKE set-up, which is
shown in Fig. 2.6. First, 80% of the beam intensity is discarded using a beam-
splitter, before the beam passes through a waveplate and polariser, allowing
fine tuning of the beam intensity. Through this, the pulse energy was reduced
from 2.5 mJ to 2.5 µJ. During the course of the presented studies, the attenu-
ation had been modified to allow easier alignment. As can be seen in Fig. 2.6a,
the apertures used for alignment are placed partially within a telescope used
to reduce the beam diameter. This was done due to space restraints on the
table and makes aligning the beam difficult, with small misalignments being car-
ried forward into the set-up. The later version seen in Fig. 2.6b, on the other
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Figure 2.6.: Attenuation of the amplified Legend Elite USX pulses. Shown are the
schematics of the attenuation method used for measuring (a) sodium thiosulfate solu-
tions (see Chapter 6) and (b) lithium thiocyanate solutions (see Chapter 5). The major
difference between the attenuation methods lies in the ease of alignment, since the
apertures used for alignment in (a) lie in the middle of a telescope.
hand, avoids this. Additionally, two waveplate-polariser combinations are used
to allow for fine-tuning of the pulse energy. In the earlier studies presented in
Chapter 6 version (a) was used, while in the studies shown in Chapter 5 it had
been changed to version (b). Alignment at this stage is important, as the OKE
set-up shown in Fig. 2.5 is very intricate due to space restraints on the table
caused by the use of the Legend Elite USX for more than one set-up.
The attenuated beam then passes through a 9:1 beamsplitter and is separated
into a pump as well as a probe beam. The probe only passes a polariser before
encountering the sample and going on towards detection. The pump, meanwhile,
passes through the optical delay line twice, doubling the maximum delay time
to 8 ns. Then, it encounters a half waveplate, a chopper, and a polariser, be-
fore being focused into the sample and then being discarded. The half wave-
plate rotates the polarisation of the pump pulses, resulting in a 45° difference
between the polarisation of the pump and the probe. Due to spacial restraints,
the waveplate was placed in the pump instead of the probe path, unlike in the
high time-resolution set-up. However, just like in the high time-resolution set-
up the induced birefringence is only measured in the small overlap of pump and
probe beam in the sample.
In conclusion, the long delay set-up is optimised to allow the measurement of
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the low-intensity birefringence relaxation tail up to 8 ns. To reach higher in-
tensities, amplified laser pulses from a Legend Elite USX are attenuated to safe
pulse energies for OKE samples. As a consequence, a higher dynamic range is ne-
cessary and SNR was sacrificed to achieve this by using a boxcar integrator. Due
to the long pulse-lengths, however, it is advisable to use this set-up in conjunc-
tion with the high time-resolution set-up, concatenating the datasets to achieve
a good measurement of the relaxation together with a good resolution at short
times.
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3. Data analysis of terahertz spectra
Spectra in the gigahertz to terahertz frequency range contain information on
the dynamics, intermolecular interactions and structure of liquids and solutions.
Due to this, however, they also include many contributions, for example, slow
diffusional modes, librations, and intramolecular vibrational modes. Addition-
ally, coulombic and hydrogen-bonded interactions can be seen, depending on
the liquid or solution studied. The dissection of these contributions tends to be
non-trivial and over the years a number of functions were shown to work well as
empirical models for describing these motions. These functions are described in
Section 3.2. Furthermore, many of these motions show a collective character,
resulting in a low symmetry. This weakens the exclusion between IR and Raman
spectra, which then show complementary information in both types of spectra.
Expressions for the far-IR and OKE spectra will be derived in Section 3.1 and will
be expanded upon to show the relationship between OKE and far-IR. Section 3.3
will cover the implementation of this into fit programs written in Mathemat-
ica. [102]
3.1. Correlation between OKE and IR terahertz
spectra
OKE spectroscopy, as introduced in Section 1.2.1, measures the time-dependent
decay of induced birefringence in a sample. Expressions for both the signal and
spectrum have been derived previously [91,103–105] for the case of optically hetero-
dyne detection. The signal intensity in the time domain can be described as [106]
S(τ) ∝
Z ∞
0
dt0G(τ   t0)χαα(t0), (3.1)
in which G(t) is the pump and probe auto-correlation function, with τ the delay
time between pump and probe, and χαα(t) is the response function describing
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how the material responds in the time domain. Defining the Fourier transform as
F [(t)] =
1
2pi
Z ∞
 ∞
(t)eiωtdt,
F [ b(ω)] = Z ∞
 ∞
b(ω)e iωtdω, (3.2)
the frequency spectrum for an OKE measurement is obtained by the Fourier
transform of the time domain data after the deconvolution from the auto-
correlation function. Given eS(ω) = F [S(τ)] and eG(ω) = F [G(τ)], the auto-
correlation can be deconvoluted from the frequency domain intensity by [106]
eSOKE(ω) = eS(ω)eG(ω) ∝
Z ∞
0
dtχαα(t)eiωt. (3.3)
The sample response in the time domain has both an electronic and nuclear con-
tribution, which is easy to picture when recalling description of the optical Kerr
effect, as presented in Section 1.2.1. The electronic contribution is governed by
electrons following the electric field of the pump pulse. The nuclear contribu-
tion, meanwhile, arises mainly from the rearrangement of molecules. This re-
arrangement is due to the alignment of the induced dipole moment in the mo-
lecules with the electric field of the pump pulse, which decays over time. These
two contributions can be separated by invoking the Born-Oppenheimer approx-
imation, which is generally valid as electrons move faster than nuclei. McMor-
row [107] has shown that the electronic response only contributes to the real part
of the OKE signal, allowing the extraction of the nuclear contribution according
to
SOKE(ω) = m[ eSOKE(ω)]. (3.4)
SOKE can be understood as the OKE spectral intensity, containing the informa-
tion of low-frequency nuclear motions sought after in the study of dynamics. It
is equivalent to the low-frequency depolarized Raman spectrum [91,105] and all
presented OKE spectra will be plotted in this form.
The far-IR spectra, meanwhile, were measured in units of absorbance. As this is
a relative unit, the absorbance (A(ω)) values were transformed into the absorp-
tion coefficient (α(ω)) using Lambert’s law
10A(ω) = eα(ω)d (3.5)
in which d is the sample thickness. All IR spectra presented in Chapter 4 were
plotted in this form. To further understand the absorption coefficient, the rela-
tion between the absorption coefficient and the complex refractive index n˜(ω)
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can be looked at, which is
n˜(ω) =
Æ
ε˜(ω) = n(ω) + i
cα(ω)
2ω
, (3.6)
with the refractive index (n(ω)) and the speed of light (c). From Eq. 3.6, it
can also be seen that the complex refractive index is related to the complex
dielectric function ε˜(ω). This is expected, as the complex dielectric function
describes the interaction between matter and an applied electric field. Further
transformation of Eq. 3.6 then shows how the absorption coefficient depends on
the complex dielectric function, following
α(ω) =
2ω
c
m[
Æ
ε˜(ω)]. (3.7)
The dielectric function itself can be described using the Fourier transform of a
time domain response function, [106,108–110]
ε˜(ω) =  
Z ∞
0
dtχμμ(t)eiωt, (3.8)
meaning that the absorption coefficient also depends on a time domain response
function.
Comparing Eqs. 3.3 and 3.8 it can be seen that both the OKE as well as the IR
spectrum depend on the Fourier transform of time domain response functions.
Recalling Sections 1.2.1 and 1.2.2, the OKE spectrum depends on the (aniso-
tropic) polarisability, while the IR spectrum depends on changes in the dipole
moment. Both these quantities are related to the positions (and motions) of the
nuclei, the nuclear coordinates. Following Giraud and Wynne, [106] the time do-
main response function for OKE depending on the polarisability operator αˆ(t)
can be defined as
χαα(t) =
N
iℏ
h[αˆ(t), αˆ(0)]ieq (3.9)
and the IR time domain response function depending on the dipole moment oper-
ator μˆ(t) as
χμμ(t) =
N
iℏ
h[ μˆ(t), μˆ(0)]ieq . (3.10)
Here, [, b] is the commutator of  and b, while hieq denotes the expectation
value for  in the equilibrium state of the system. Both the polarisability oper-
ator as well as the dipole moment operator, assuming the Born-Oppenheimer
approximation holds, can be expanded around the equilibrium configuration q0
following
ˆ(q) = ˆ0 +
X


∂
∂q

q=q0
qˆ + ..., (3.11)
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giving a dependence on the nuclear coordinates q. Then, the time domain re-
sponse functions can be expressed as
χ(t) =
N
iℏ
X

­

0

2
[ qˆ(t), qˆ(0)]
·
eq
, (3.12)
where  stands for the polarisability or dipole moment, respectively. It is there-
fore clear that the time domain response functions only vary in the prefactor
α
0

2
and

μ
0

2
. Since qˆ describes the nuclear coordinates, this means that the
OKE and IR modes are in principle caused by the same motions and only show
different amplitudes. While it is expected that molecules with a centre of inver-
sion will be found either IR or Raman (OKE) active, which is called the “exclu-
sion principle”, two factors need to be taken into account. Unlike molecules in a
crystal or gas, molecules in liquids are both disordered yet strongly interacting.
Therefore, the influence of a molecule’s surroundings can lead to the loosening
of symmetry restraints. Furthermore, low-frequency motions tend to be delocal-
ised over many atoms, or even molecules, possibly leading to a reduction in the
symmetry for the motion. Therefore, low-frequency modes could be both Raman
and IR active, which Giraud and Wynne [106] showed in their study. However, they
also found that there is no simple relationship for the amplitude between OKE
and IR spectra.
In conclusion, both OKE and far-IR spectra can be described by a common set of
motions with differing amplitudes, meaning that they in principle be described
by the same fit functions. These fit functions, however, would need to be trans-
formed according to Eqs. 3.4 and 3.7 to emulate the quantity used for the amp-
litude of the spectra.
3.2. Fit functions
The measured terahertz spectra were fitted with a set of empirical functions
often used to describe dynamics in the terahertz range. [111] These are the
Havriliak-Negami, the Brownian oscillator, and the anti-symmetrised Gaussian
functions, which are described in further detail below. In order to fit the far-IR
absorption data, the complex dielectric function is needed (Eq. 3.7) in contrast
to the OKE data (Eq. 3.4), which only uses the imaginary part. Therefore, com-
plex fit models are required that represent the real and imaginary part of the
dielectric function.
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3.2.1. Anti-symmetrised Gaussian
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Figure 3.1.: Graphs showing the anti-symmetrised Gaussian function. a) Shown are
the real (blue) and imaginary (red) part of an anti-symmetrised Gaussian function with
an undamped oscillator frequency of 100 cm-1. b) Scaled comparison between the shape
of the anti-symmetrised Gaussian shown in a) after being transformed for fitting to OKE
(red) and far-IR (blue) data.
In OKE spectra, anti-symmetrised Gaussian functions [111] are often used to fit
intermolecular modes that are inhomogeneously broadened due to a distribution
of environments, such as librations. The complex anti-symmetrised Gaussian can
be found using the Kramers-Kronig relations and is given by
ASG(ω) =AASGe
  (ω ω0)2
γ2

i   erfi

ω   ω0
γ

 
AASGe
  (ω+ω0)2
γ2

i   erfi

ω + ω0
γ

,
(3.13)
where ω is the angular frequency, AASG is the amplitude, ω0 is the undamped
oscillator angular frequency, γ is a damping parameter, and erfi(z) is the ima-
ginary error function defined by
erfi(z)  erf(iz)
i
(3.14)
using the error function erf().
3.2.2. Brownian Oscillator
The Brownian oscillator function [111] is often used to model homogeneously-
broadened intramolecular modes. In the frequency domain, the Brownian oscil-
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Figure 3.2.: Graphs showing the Brownian Oscillator function. a) Shown are the real
(blue) and imaginary (red) part of a Brownian oscillator with an undamped oscillator fre-
quency of 100 cm-1. b) Scaled comparison between the shape of the Brownian oscillator
shown in a) after being transformed for fitting to OKE (red) and far-IR (blue) data.
lator is defined by
B(ω) =
ABω20
ω20   ω(ω + 2iγ)
, (3.15)
with AB denoting the amplitude.
3.2.3. Havriliak-Negami function
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Figure 3.3.: Graphs showing the Havriliak-Negami function. a) Linear and b) logar-
ithmic plots of rise-modified Havriliak-Negami functions with different α and β paramet-
ers. The differences between a Debye function (H1,1), a Cole-Cole function (H0.5,1) and
a Cole-Davidson function (H1,0.5) are most obvious in the logarithmic plot.
The Havriliak-Negami function is commonly used to model diffusive relaxa-
tion [111] and can be written in the frequency domain as
Hα,β(ω) =
AHN 
1 + ( iωτ)αβ , (3.16)
where AHN is the amplitude and τ is the relaxation time. Here, α and β are
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broadening and asymmetry parameters taking on values between zero and one.
Restraints on α and β denote special cases of the Havriliak-Negami function. The
Debye function corresponds to an exponential decay in the time domain and is
mostly used to model the slowest diffusive orientational relaxation band. It is
equivalent to a Havriliak-Negami function with both α and β held at 1. Further-
more, all Havriliak-Negami functions with values of α and β that are not both
1 can be interpreted as superpositions of Debye functions with a distribution of
relaxation times τ. In the case of α = 1 the Havriliak-Negami function is re-
duced to a Cole-Davidson function. Compared to the Debye function, the Cole-
Davidson function is asymmetrically broadened, having a less steep slope on the
high-frequency side which is best seen on a log(ω) scale as in Fig. 3.3b. When
β = 1, the Havriliak-Negami function reduces to a Cole-Cole function, which is
symmetrically broadened with respect to the Debye function and as such shows
less steep slopes on both sides (see Fig. 3.3b). Cole-Cole functions with a small
value in α have been used previously [111] to model translational diffusive relaxa-
tions that resemble white noise in the time domain.
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Figure 3.4.: The influence of the rise modification on the shape of a Debye function.
The value of the rise parameter Rse decreases in the direction of the arrows (red,
blue, green, orange) and a stronger suppression effect can be seen.
The Havriliak-Negami function falls off too slowly at high frequencies, which is
unphysical and affects the overall fit. [111,112] This can be understood by looking
at the corresponding time domain functions and is easiest to see for the Debye
function, which is an exponential decay in the time domain. Because high fre-
quencies correspond to short times, it is necessary to examine the exponential
decay near zero on the time scale. There, the amplitude of an exponential de-
cay is at its maximum when the time is exactly zero and afterwards decreases.
Therefore, the described system starts at its maximum value, which is illogical
when talking about induced effects such as birefringence. Here, the molecules
would be exposed to the electric field of the pump pulse at time zero, and then
move into alignment with the field. This movement is not instantaneous but
rather carries a small delay, which means that describing it using an exponential
decay is unphysical. However, this can be corrected by multiplying the Havriliak-
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Negami function with a rise function in the time domain to change from a discon-
tinuous to a continuous rise,
F0(t) = F(t)
 
1   e Rset , (3.17)
where F(t) stands for the function that will be modified, t is time, and Rse is
a rise parameter. An exponential form is chosen for the rise function because
its Fourier transform does not need to take into account the convolution with
the Havriliak-Negami function. The Fourier transform into the frequency domain
yields
F0(ω) = F(ω)   F(ω + iRse), (3.18)
which can be used on functions without an analytical Fourier transform in the
time domain. Fig. 3.4 shows the influence of the decreasing rise parameter on
a Debye function. The effect of the rise parameter depends on how much lar-
ger it is than the centre frequency of the Havriliak-Negami function, with the
effect increasing the smaller the difference gets. Experimentally, the rise para-
meter cannot be measured. However, it is insensitive to small changes and can
be estimated from values such as the free rotation time or the librational fre-
quency. [112]
3.3. Curve fitting
The data presented in this thesis consist of terahertz spectra where either both
the OKE and far-IR spectrum (see Chapter 4) or only the OKE spectrum (see
Chapters 5 and 6) was measured. The weighted nonlinear least-squares curve
fits for these were carried out with programs written in Mathematica. [102] These
programs will be described in further detail below.
3.3.1. OKE and far-IR spectra
For each sample, both the OKE and far-IR spectra were loaded into the program.
A combination of fit functions was then fitted to both spectra simultaneously us-
ing the in-built NonlinearModelFit. The weights depended on the frequency ƒ as
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well as the maximum intensity. They were given by
s(ƒ ) =
1
2s,m
8>><>>:
ƒ , ƒ  1THz
1 , 1THz < ƒ > 10THz
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ƒ3
, ƒ  10THz
, (3.19)
with s,m denoting the maximum intensity of either the OKE or far-IR spectrum
and ƒ being given in THz. Note that far-IR data are only measured at frequencies
>1 THz. The weighting takes into account that the far-IR data become increas-
ingly noisy due absorption by the window material poly(4-methyl-1-pentene)
(TPX) at high frequencies. The origin of the high- and low-frequency weights in
the OKE spectrum is less straightforward and is due to errors caused by the Four-
ier transform of the measured time domain data. At low frequencies, random
errors occur if the measured time was not long enough to fully capture the slow-
est relaxation. The high-frequency limit, on the other hand, is given by the pulse
width and errors usually manifest themselves as changes in the slope of the spec-
trum.
While it can be seen from Eq. 3.4 that the real part of the fit functions has no in-
fluence on the OKE spectra, Eq. 3.7 shows that it cannot be neglected in the far-
IR spectra. For the IR measurements, the sum of the fit functions can be seen as
the dielectric function and the real part of the dielectric function is connected
to the refractive index through Eq. 3.6. Due to the limited frequency range of
the far-IR measurement it is not possible to fully fit the real part of the dielec-
tric function. As such a constant, ε∞ = n2∞, has to be added to the superposition
of fit functions, ε˜(ω) = ε∞ +
P
 ƒ˜ (ω), to take into account the influence of the
refractive index at higher frequencies. This was estimated as n∞ = 1.5 since
the refractive index at 589 nm of alkylammonium ILs varies between 1.4 and
1.5. [113–115] For the reflection corrections in the far-IR it was also necessary to
use the refractive index of TPX, nTPX = 1.457, which is approximately frequency
independent in the far-IR, varying between 1.4555 and 1.4570. [116]
Some of the ionic liquids studied with both OKE and far-IR spectroscopy (see
Chapter 4) have very strong absorption bands in the far-IR. These give rise to
large refractive index changes well above the high-frequency refractive in-
dices of ionic liquids (nD  1.4-1.5) [113–115] and the window material, TPX
(nFIR = 1.457), [116] resulting in significant interfacial reflections as illustrated
in Fig. 3.5. By incorporating Fresnel reflections using transmission coefficients
defined by
Tj =
2n
n + nj
(3.20)
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Figure 3.5.: Illustration of possible reflections in an IR cell. These arise from differing
refractive indices between the air (0), the windows (W) and the sample (S).
where  and j are equal to window (w) or sample (s), one can relate the experi-
mentally measured absorption coefficient αep with the actual absorption coeffi-
cient (α(ω)) by

0
= e αep(ω)d = e α(ω)dT2sT
2
s (3.21)
where d is the sample thickness and multiple reflections have been ignored.
Further approximations were made to the imaginary error function, erfi(z),
used in the anti-symmetrised Gaussian. This was done to increase the speed
of the calculations compared to the imaginary error function built into Math-
ematica. [102] For this, the error function with complex arguments, erf(z) =
erf( + iy), was defined using the method outlined by Salzer [117] in the case
of Re[z] = 0, leading to
erf(0 + iy) =
iy
pi
+
2
pi
X
n
snh[ny]
n
e  n
2
4 . (3.22)
In the present case, it can be seen from the definition of the anti-symmetrised
Gaussian, Eq. 3.13, that the argument given to the imaginary error function will
always be purely real. Thus, we can use Eq. 3.22 in Eq. 3.14 to get
erfi( + 0i) =

pi
+
2
pi
X
n
snh[n]
n
e  n
2
4 . (3.23)
for the imaginary error function. In this, n ran from 1 to 20 to strike a balance
between speed and precision.
Additional approximations were made in the anti-symmetrised Gaussian to avoid
errors due to very small or large numbers and to speed up computations. The
definition of the anti-symmetrised Gaussian, Eq. 3.13, can be split up into four
terms in which the dominant factor is either an exponential or the product of an
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exponential and the imaginary error function. These terms can be written as
iAeΩ
2 (3.24)
AeΩ
2erfi(Ω) (3.25)
with Ω = (ω  ω0)/γ. Each term was set to zero once the value of the ex-
ponential, for Eq. 3.24, or the product of the exponential and the imaginary er-
ror function, for Eq. 3.25, was less than 10-3. For the terms following Eq. 3.24,
this was the case for jΩj  2.63 and for the terms following Eq. 3.25 this was
reached when jΩj  11.71.
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Figure 3.6.: Influence of the IR transformation (Eq. 3.7) on the Havriliak-Negami
function depending on the α and β parameters
In the definition of all functions, separate far-IR and OKE amplitudes, AR and
AOKE, were used instead of one amplitude. This allowed the use of the exact
same functions (apart from amplitude) in both the OKE and far-IR fit simultan-
eously. If a band was clearly symmetry excluded in one spectrum, the corres-
ponding amplitude was simply set to zero. Furthermore, the Havriliak-Negami
function was only used in the form of Debye functions. The cause of this lies
in the transformation to the absorption coefficient for the IR spectra fit, which
is given by Eq. 3.7. To be precise, the multiplication with frequency leads to a
faster rise than the rise function can suppress for all versions of the Havriliak-
Negami function besides the Debye function. The results are long, slowly decay-
ing high-frequency tails, as shown in Fig. 3.6, which are not supported by the
spectra.
In the end, it is often useful to show the individual components of a fit to OKE or
far-IR data in a figure. This presents no problem in the case of OKE but is more
involved in the case of far-IR. The visualisation of the individual components in
the OKE spectrum is trivial because the fit is a simple superposition. In the far-
IR spectrum, on the other hand, the influence of the real part of the dielectric
function on each mode needs to be taken into account. Thus, Eq. 3.7 cannot be
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used to plot individual fit functions in the far-IR. However, Eq. 3.7 can be writ-
ten as
α(ω) = ωm[ ε˜(ω)]
cRe[
p
ε˜(ω)]
(3.26)
in the limit m[ ε˜(ω) ! 0], [106] which allows us to plot the absorption of an
individual component using
α(ω) = ωm[ ƒ˜(ω)]
cRe[
qP
kƒ˜k(ω)]
. (3.27)
3.3.2. OKE spectra
The program used in fitting only the OKE spectra was a modified version of the
program described in Section 3.3.1. Here, only the OKE spectrum was loaded
into the program. The spectrum was then fitted with a combination of fit
functions with the in-built NonlinearModelFit algorithm. For the data shown
in Chapter 5 the weights described in Section 3.3.1 were used. Due to the
high-frequency vibrations and the long delays measured for the data shown in
Chapter 6, uniform weights were used for fitting.
It can be seen from Eq. 3.4 that the OKE spectrum depends only on the imagin-
ary part of the complex dielectric function. This does not lead to any changes in
the fit functions save for the anti-symmetrised Gaussian. Considering Eqs. 3.13
and 3.23, it can not only be seen that the imaginary error function will only ever
be supplied with real arguments, but also that its output will always be real. As
such, the anti-symmetrised Gaussian function simplifies from Eq. 3.13 to
G(ω) = iAGe
(ω ω0)2
γ2   iAGe
(ω+ω0)
2
γ2 , (3.28)
where ω is the angular frequency, AG is the amplitude, ω0 is the undamped os-
cillator angular frequency and γ is a damping parameter.
Furthermore, in Chapter 6 the shape of the rotational relaxation was of priority
and therefore sequential relaxation (see Section 1.1.1) had to be taken into ac-
count in the fit. The idea behind sequential relaxation is that the dynamics in
liquids depend on structures, which are sequentially destroyed as different re-
laxation mechanisms set in. As described in Section 1.2.1, the first structure de-
pendent motions, expected at short times, are librations, which are hindered ro-
tations in a cage. Then the β-relaxation sets in, which consists of “cage-rattling”
or “cage-diffusion” motions. These would destroy the “static” cages needed for
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Figure 3.7.: The influence of the decay modification on the shape of a Debye func-
tion. An unmodified Debye function (red) is compared to Debye functions with an in-
creasingly larger value for the decay parameter (blue, green, orange) in the direction of
the arrows.
the librations and therefore should signal the end of the librational spectral com-
ponents. After the β-relaxation, the α-relaxation can be seen, which is the ro-
tational relaxation of the particles. Since this indicates the total randomisation
of the liquid, the β-relaxation components should cease to influence the spec-
trum at these frequencies. Sequential relaxation can be incorporated into the fit
by introducing a rise and decay modification into the Havriliak-Negami function
used to model the α-relaxation and β-relaxation components. The rise modific-
ation, F0(t) = F(t)
 
1   e t (Eq. 3.17), has already been shown in Eq. 3.18
and Fig. 3.4 (Section 3.2.3), where it addresses the unphysical fall off at high
frequencies. For the decay the form
F0(t) = F(t)e Decyt (3.29)
is used where Decy is a decay parameter. The Fourier Transform of this is
F0(ω) = F(ω + iDecy) (3.30)
and the effect on a Debye function can be seen in Fig. 3.7. Inserting Eq. 3.30
into Eq. 3.18 yields
F0(ω) = F(ω + iDecy)   F(ω + i(Decy + Rse)). (3.31)
The thus modified Havriliak-Negami function can then be used to model sequen-
tial relaxation by setting the  parameters to the appropriate frequencies for the
preceding and following function. A value of 0 in Decy returns the fully modi-
fied Havriliak-Negami function to a rise-modified Havriliak-Negami function.
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4. Low frequency spectra of ionic
liquids
4.1. Introduction
Ionic liquids (ILs), which have been introduced in more detail in Section 1.1.2,
are salts with low melting points. In fact, their melting points tend to be closer
to those of traditional solvents than to those of classical inorganic salts. Their
ionic nature, however, shines through in their low vapour pressures and wide
electrochemical windows. Due to this, they are under investigation for use in
synthesis, [35,118] catalysis, [35] electrochemistry, [37,38,118] and battery develop-
ment, [37,38,118] among others. This interest is heightened by a dependence of the
physical properties of ILs on the constituting ions, which opens the door to tail-
oring ILs to specific applications. While this prospect is tempting, the number of
possible ion combinations is in the order of millions, meaning that the synthesis
and measurement of their properties is a humongous task. Therefore, it is vi-
tal to understand how the physical properties depend on the choice of ions. One
way to do this is to study how interionic interactions influence the structure of
the IL.
Below, a short summary of structural motifs in ILs will be given with a focus on
the alkylammonium ILs used during this study. A broader and more detailed ex-
planation of the structural motifs can be found in Section 1.1.2, including the
different techniques used to gain evidence for or against their existence. Ar-
guably the strongest structural influence on alkylammonium ILs is charge or-
dering, which is driven by Coulombic interactions between the ions. The at-
traction and repulsion between ions of the opposite and same charge, respect-
ively, imposes a thermally disturbed but relatively ordered distribution similar
to the lattice found in crystals or in short a “quasi-lattice”. Therefore, beha-
viour reflecting that of classical, high-temperature molten salts is expected from
this influence. Another possibility is a behaviour more consistent with that of
traditional molecular solvents. This is connected with the concept of ion pairs
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or clusters, which result in the formation of charge-neutral, quasi-molecular
particles through association of cations and anions. Ion pairs were found to be
the dominant structure for the gaseous phase of ILs. [55] Therefore, their exist-
ence as a major species in the liquid phase is in direct contrast with the low
vapour pressure reported for most ILs. Instead, polar-apolar ordering has been
found to be the second major structural influence besides charge ordering. [40]
Here, the unfavourable entropic contribution of having a strongly ordered polar
cage around each apolar chain is reduced by aggregation of the apolar chains,
resulting in the formation of polar and apolar domains on a mesoscopic scale.
The importance of polar-apolar ordering strongly depends on the structure of the
ions. Asymmetric distributions of alkyl chain lengths and long alkyl chains lead
to stronger polar-apolar ordering, while short chains and a delocalised or steric-
ally hindered charge on the ions leads to weak polar-apolar ordering. Generally,
charge ordering is strong compared to polar-apolar ordering in alkylammonium
ILs, leading to weakly defined filament networks (see Fig. 1.16a). Last but not
least, hydrogen bonds can be formed in protic ILs. The existence of hydrogen-
bonded networks is generally accepted for ILs, however, their importance in
comparison with other factors is a contested topic. In short, there are several
competing structural influences possible in ILs, with the relative strength de-
pendent on the ions making up the IL in question.
The structure of ILs has been experimentally probed by techniques ranging
from MS, [56–58] neutron diffraction, [72–75] X-ray scattering, [76–79] NMR spectro-
scopy, [47] far-IR or terahertz time-domain (THz-TDS) spectroscopy, [62–64,119–122]
and dielectric relaxation spectroscopy (DRS) [48–52] to OKE and Raman spectro-
scopy. [50–52,77,120,123–126] Furthermore, theoretical methods including MD simula-
tions [53,54,70,71,79–83] and density functional theory (DFT) calculations [59–64,120,125]
have been used to model ILs. Specifically, the gigahertz to terahertz frequency
range can be investigated to yield information on relaxational, librational or vi-
brational modes connected to the dynamics in the liquid. Techniques used to
conduct these studies on ILs include far-IR and THz-TDS spectroscopy [62–64,122] as
well as Raman and OKE spectroscopy. [50,123,124,126,127]
The group of Ludwig [128] has done much work on ILs in the terahertz frequency
range including the observation of a double band structure in the far-IR for protic
alkylammonium ILs with three alkyl groups. [63,64] Out of these two bands, they
assigned the high-frequency one to the hydrogen bond-enhanced anion-cation
interaction and the low-frequency one to a mixture of librations and the hydro-
gen bond bend mode, respectively, on the basis of DFT calculations of clusters.
However, no further effort was made to isolate and characterise the contribu-
tions in the lower frequency band. Interestingly, for alkylammonium ILs with
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only one alkyl chain on the cation, such as ethylammonium nitrate (EAN), no
distinct two band structure was observed in the spectra. [60] While a correlation
between protic and aprotic ILs was made, [64] it failed to use an aprotic alkylam-
monium IL, using instead an imidazolium IL. Generally, the work of Ludwig et al.
is strongly routed in the assumption of hydrogen-bonded ion clusters and pairs.
For imidazolium ILs, their interpretation of the major spectral feature having
contributions from C H  X hydrogen bonds has been challenged on the basis
that it can be explained by librational and cage-rattling modes [120] as well as lat-
tice vibrations [119] similar to those in the crystalline state. Buffeteau et al. [119]
argued that more detailed systematic studies were needed for a proper assign-
ment. The oversight of not discussing lattice vibrations is particularly surprising,
as most of the spectra used to argue for the hydrogen-bonded cluster model of
alkylammonium ILs in their original study [63] were taken in the solid state, rather
than the liquid one. Furthermore, the DFT calculations, on which the assign-
ment was based, were of clusters in the gas phase, with the total system size
equal to the number of ions in the cluster. Therefore, the agreement of the cal-
culated spectra for larger clusters could also be due to the better simulation of
cooperative effects. In fact, cooperative effects seem to have been observed in
their calculations [128] but were only looked at for sizes above their usual cluster
size of up to ten ion pairs. On this basis, they concluded that the low-frequency
modes originate from local and directional interactions and cooperative effects
can be neglected. Whether cooperative effects might show for system sizes ran-
ging between one and ten ion pairs is unknown. Therefore, a systematic study
is needed to clarify the assignment of the terahertz bands in alkylammonium
ILs and determine the relative influences of hydrogen bonding, ion clusters, and
charge ordering.
To achieve this, far-IR and OKE spectroscopy was employed in combination with
selected alkylammonium ILs. However, spectra in the terahertz range tend to be
complicated due to an overlap of contributions from vibrations, librations, and
rotational as well as translational relaxation, making assignments difficult. In
order to simplify the spectra and unravel the different contributions, the sym-
metry of the chosen ions in the ILs was exploited. Previous work on (non-ionic)
liquids and solutions done in the group showed that highly symmetric molecules
or even atoms can be used to “switch off” single-molecule related dynamics in
order to isolate intermolecular dynamics. [129,130] For this, it is necessary to look
at the origin of the IR and OKE signal detailed in Section 3.1. In short, the OKE
spectrum depends on the anisotropic part of the polarisability operator (com-
pare Eqs. 3.3 and 3.4 and Fig. 1.17) while the IR spectrum depends on the dipole
moment (see Eqs. 3.7 and 3.8), or more accurately changes in the dipole mo-
ment with the motions corresponding to the measured mode. Here, vibrations
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tend to be visible because they are connected to changes in the structure. Ro-
tations, however, are dependent on the initial symmetry of the ion, as they do
not change the structure with the motion. Therefore, the symmetry of ions can
be exploited to suppress the intensity of librations and rotational relaxations,
leaving only intermolecular contributions and vibrations. As a result, we choose
halide anions, Cl – and Br – , for our ILs. Halide ions have a spherical symmetry,
which means they have neither a permanent dipole moment nor an anisotropic
polarisability, rendering them basically invisible in our techniques. This only
leaves symmetry considerations for the cations. Here, the tetrabutylammonium
a) b)
Figure 4.1.: Structure of the tetrabutylammonium cation. a) 2D formula with the po-
lar region coloured in red and the apolar region coloured in blue. b) 3D structure with
nitrogen coloured in blue, carbon in black and hydrogen in white.
cation (Fig. 4.1) was chosen because it is expected to have a (nearly) tetrahed-
ral symmetry. As all four alkyl chains are butyl groups, the tetrabutylammonium
cation should have a vanishing permanent dipole moment as well as a nearly
isotropic polarisability, making it again practically invisible in the chosen tech-
niques. In summary, the tetrabutylammonium halides are expected to show only
intermolecular contributions as well as vibrations. Furthermore, no hydrogen
bonds are expected in the tetrabutylammonium halides. This allows us to test
whether the assignment of the low-frequency alkylammonium IL band to a lib-
ration made by the Ludwig group [63,64] is correct. To further determine which
contributions are made by the N H  X hydrogen bond and which are due to
the asymmetry inherent in the cation due to the hydrogen group, two more
cations were chosen. The first of these is the tributylmethylammonium cation
shown in Fig. 4.2. Here, one of the four butyl groups is substituted by a methyl
group, leading to an aprotic IL with an asymmetric cation. Therefore, contribu-
tions from the rotational motions of the cation are expected and the influence
of librations as well as the rotational relaxation can be judged by comparing the
tributylmethylammonium halide spectra with those of the tetrabutylammonium
halides. Finally, the influence of hydrogen bonding can be observed by compar-
ing the tributylmethylammonium halide spectra with those of a protic alkylam-
monium IL. For this, tributylammonium halides were chosen, which have a hydro-
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a) b)
Figure 4.2.: Structure of the tributylmethylammonium cation. a) 2D formula with the
polar region coloured in red and the apolar region coloured in blue. b) 3D structure with
nitrogen coloured in blue, carbon in black and hydrogen in white.
a) b)
Figure 4.3.: Structure of the tributylammonium cation. a) 2D formula with the polar
region coloured in red and the apolar region coloured in blue. b) 3D structure with nitro-
gen coloured in blue, carbon in black and hydrogen in white.
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gen atom instead of a methyl group. As the quasi-lattice contributions were of
interest, far-IR spectra of the solids were taken in addition to the far-IR and OKE
spectra of the liquids. Comparison of the chlorides and bromides then allowed
to judge the dependence on the anion mass. While the cation mass-dependence
was taken into account by measuring the ethylammonium chloride analogues,
their high melting points only allowed for measurements of the solid far-IR spec-
tra. Alkylammonium halides have the further advantage of having little polar-
apolar ordering, as less than 5% of the interaction energy [83] is expected to come
from polar-apolar ordering.
In general, IR and Raman (or OKE) spectra are not expected to show the same
modes due to symmetry exclusion. However, symmetry tends to be distorted by
the changing environments in liquids, leading to a weakening of the exclusion.
Furthermore, intermolecular modes are by nature collective and a low symmetry
is expected. Because the dynamics should be measured in both spectra, comple-
mentary information is then obtainable from the far-IR and OKE spectra, as pre-
viously found for molecular liquids [106] (see Section 3.1). As there is no simple
relation between the IR and OKE intensity, however, the measured modes are
expected to have different relative amplitudes. Additional contributions from al-
kyl torsions may arise at low frequencies, though their intensity was found to be
very weak in IR spectroscopy. [7] While it is difficult to predict intensities, they
are also expected to be weak in the OKE spectrum because of the low polaris-
ability of alkyl groups. This, however, is based on the assumption that twists of
the alkyl chains will not lead to major changes in the structure of the ions and
therefore their anisotropic polarisability.
In summary, this study was built to use a selection of alkylammonium halides to
dissect the different contributions in the terahertz spectra of ILs. Careful choice
of symmetry allows to suppress the intensity of rotational motions, separating
them from the intermolecular and vibrational contributions. On this basis we
hope to clarify which terahertz bands arise from librations, hydrogen bonds and
perhaps even the quasi-lattice.
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4.2. Experimental details
4.2.1. Samples
Tetrabutylammonium chloride ( 99.0%, Sigma-Aldrich), tetrabutylammonium
bromide ( 98.0%, Sigma-Aldrich), tributylmethylammonium chloride ( 98.0%,
Sigma-Aldrich) and tributylmethylammonium bromide ( 98.0%, Sigma-Aldrich)
were used without further purification. Tributylammonium chloride ( 95%) and
tributylammonium bromide ( 95%) were synthesised (see Section A.1) by David
J. France and Stuart A. Ruddell (University of Glasgow) and their purity con-
firmed by 1H-NMR, mass spectrometry and CHN microanalysis. [131] Melting points
for these ILs can be found in Table 4.1. Tetraethylammonium chloride ( 98.0%),
triethylmethylammonium chloride ( 98.0%) and triethylammonium chloride (
98.0%) were synthesised (see Section A.1) by Natalia V. Plechkova (Queen’s Uni-
versity of Belfast) and their melting points can be found in Table 4.2. For these,
purities and melting points were measured at Queen’s University using 1H-NMR
and a melting point apparatus equipped with capillaries, respectively. All ILs
were dried as powders for at least 16 hours at approximately 70 °C under va-
cuum before use. Any further handling was done in a glove box under dry nitro-
gen ( 99.998%, BOC).
Table 4.1.: Relevant temperatures for the butylammonium halides measurements.
This includes the melting point Tm as reported in the literature (lit.) and as observed
when melting the ILs during the OKE experiment (exp.), as well as the temperatures at
which OKE (TOKE) and IR (TIR) measurements of the liquids were taken. Lower melting
points have been reported [17,19,20] but seem to be caused by the dryness, preparation or
purity of the sample. [22]
Tm (exp.) / °C Tm (lit.) / °C TOKE / °C TIR / °C
Bu4NCl 80  5 90-92 [21,22] 90 90
Bu4NBr 120  5 121.4-122.4 [17,18] 125 125
Bu3NMeCl 110  5 108-110 [132] 120 120
Bu3NMeBr 130  5 120.5-121.5 [133] 135 145
Bu3NHCl < 80 - 80 80
Bu3NHBr 80  5 - 85 100
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Table 4.2.: Melting points for the ethylammonium halides.
Tm / °C
Et4NCl 249
Et3NMeCl 284 [133]; 310 [132] (decomposition)
Et3NHCl 261 (decomposition)
4.2.2. Measurements
The far-IR data were taken using a dry-air purged Bruker Vertex 70 spectrometer
equipped with a mercury arc lamp, a DLaTGS detector, and a silicon solid-state
beamsplitter. For the liquid spectra, a drop of the respective liquid was sand-
wiched between two 2 mm thick TPX windows in a preheated temperature-
controlled liquid cell (Harrick Scientific, precision 1.5 °C) using a 10 µm or
56 µm PTFE ring spacer. 128 scans were taken between 30 and 600 cm-1 with 5
cm-1 resolution. For the pellet spectra, 1 volume equivalent of IL powder was
mixed with polyethylene (PE) powder (40-48 µm diameter, Sigma-Aldrich) in an
agate mortar and pressed into 7 mm pellets under a dry nitrogen atmosphere
using a hand press (Pike Technologies). 64 scans were taken at room temperat-
ure between 30 and 400 cm-1 with 2 cm-1 resolution. The pellet thickness was
ill defined, preventing a conversion of the measured absorbance into an absorp-
tion coefficient. This was due to the high absorbance of both the ILs themselves
and the PE powder used to dilute the ILs. Therefore, only roughly 20 µm3 of the
powder mixture were used in making a pellet that was as thin as experimentally
possible. The variability in the volume and pressure used for making each pellet
made it virtually impossible to define a thickness.
The OKE data were taken in a purpose-built time domain pump-probe set-
up [12,101] described in Section 2.1.2. Measurements were taken with delay times
of up to 1 ns, resulting in spectral coverage down to 1 GHz (< 0.033 cm-1) in the
frequency domain. Samples were held in quartz cuvettes inside a temperature-
controlled aluminium block with a precision of 0.1 °C. Prior to the measure-
ment, the powdered ILs were transferred into modified rectangular quartz cu-
vettes (Starna, thickness 1 or 2 mm), which were equipped with a valve and a
connector for tubing. The solid was melted inside the cuvette. During the melt-
ing process, reduced pressure and dry nitrogen were applied as necessary to
avoid gas bubbles becoming trapped in the liquid.
Calculations of dipole moments and molecular polarisability tensors were made
using the Gaussian 09 software package [134] with a B3LYP/6-311++G(2df,p) Polar
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SCRF=(PCM,Solvent=Ethanol) level of theory.
X-ray powder diffraction patterns were measured using an X’Pert PRO MPD dif-
fractometer (Panalytical) utilizing a Cu sealed tube X-ray source. Measure-
ments were taken for θ between 5 and 60° with a resolution of 0.034° for tet-
rabutylammonium chloride and 0.017° for tetrabutylammonium bromide. The
powders were compressed into a hole on a flat plate and the surface was kept
as even as possible. The plate itself was contained in a closed off sample holder
with Mylar windows under a dry nitrogen atmosphere during transport and meas-
urement.
DSC data of tetraethylammonium chloride were measured in a DSC Q100 (TA In-
struments, V9.9 Build 303) in the temperature range 25 °C to 300 °C at a rate
of 5 °C min-1. The sample was measured in hermetically sealed DSC pans, which
were filled and pressed shut under normal atmospheric conditions. This intro-
duced some water to the sample, as evidenced by a water peak at 100 °C visible
in the data shown in Fig. A.1.
4.2.3. Fitting procedure
For the raw IR data the averaging and Fourier transform were automatically done
in the OPUS software package [135] supplied with the spectrometer. The liquid IR
spectra were extracted by subtracting a spectrum of the TPX windows, shown
in Fig. 4.4a, at the appropriate temperature. The TPX spectrum was scaled to
the intensity between 386 and 392 cm-1 of the liquid IL spectrum, where the TPX
spectrum shows a shoulder with very small temperature variations (see Fig. 4.4a)
and which is not close to any sample modes (see Fig. 4.4c). The background cor-
rected liquid spectrum was then used for further analysis, as detailed below. In
the pellet spectra, a background caused by the PE used for sample dilution had
to be subtracted from the spectra. For this, the spectrum of a pure PE pellet at
room temperature, Fig. 4.4b, was scaled to the intensity between 300 and 400
cm-1 and then subtracted. The pellet spectra were not processed any further af-
terwards.
The raw OKE data were processed in a LabVIEW [136] program. The time domain
traces were checked manually for the influence of scattering. Scattering changes
the time domain trace due to stray light from the pump reaching the detector.
The average was then taken over all traces in which the shape had not been in-
fluenced by scattering, which were at least 45 (compare Table A.1). This av-
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Figure 4.4.: Background spectra of the IL far-IR measurements. a) Spectrum of the
TPX windows used in the liquid cell at 80 °C, 90 °C and 120 °C (blue to red). A very
slight temperature dependence can be seen below 400 cm-1. b) Spectrum of a pure PE
pellet (blue) compared with the raw pellet spectrum taken for tetrabutylammonium
chloride (red). c) Comparison of the raw liquid tetrabutylammonium chloride (red) and
TPX (blue) spectra, taken at the same temperature.
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erage was deconvoluted from a sech2 autocorrelation function fitted to the in-
stantaneous response at negative times, and then Fourier transformed. The res-
ulting spectrum was used for further analysis as described below.
A detailed description of the fitting algorithms and functions used can be found
in Sections 3.2 and 3.3.1, respectively. It was assumed that high-frequency vi-
brational modes, fitted to Brownian oscillator functions, were affected by the
mutual IR and Raman exclusion and as such different for both the IR and OKE
spectrum of a given sample. Therefore, they only had a non-zero amplitude for
the spectrum of one of the methods. The lower frequency bands, however, were
not assumed to be symmetry excluded. As such they had both an IR and OKE
amplitude, which could be varied independently. Otherwise they had a damp-
ing and frequency parameter which were the same for both the OKE and IR spec-
trum.
Due to the general scarceness of features in the alkylammonium IL spectra, a
good starting estimate of the fit parameters was essential. To determine these,
a number of steps were used. Firstly, two anti-symmetrised Gaussians were
placed in the far-IR spectrum (see Fig. 4.5a). In the protic ILs, these were placed
on the two distinctive bands. In the aprotic ILs one anti-symmetrised Gaussian
was each placed at the low and high-frequency end of the main band, respect-
ively, and the damping was initially based on the damping of the correspond-
ing band in the protic IL spectrum. The oscillator frequencies were also com-
pared to those found in the solid spectra and adjusted if necessary. Another
anti-symmetrised Gaussian was then added to correct for the slope on the high-
frequency side of the main band as shown in Fig. 4.5a. In the second step a
Debye function was placed at the low frequency end of the OKE spectrum and
all OKE amplitudes were varied to fit the main band (see Fig. 4.5b). In the last
step Brownian oscillators were added to model the vibrational bands at the high
frequency end of the spectrum.
After this parameters were varied in small batches by the fitting algorithm and
additional functions were added to improve the fit if necessary. The final fit
parameters can be found in Table 4.3 for the anti-symmetrised Gaussian func-
tions and in Table 4.4 for the Brownian oscillator and Debye functions.
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Wavenumber
Wavenumber
Figure 4.5.: Fitting process for the alkylammonium ILs. Shown are the a) IR and b)
OKE spectrum for tributylammonium chloride. The green area fills denote the two anti-
symmetrised Gaussian functions placed at each end of the main band in the IR spectrum.
The high-frequency anti-symmetrised Gaussian added afterwards to correct for the slope
is shown in blue. The Debye function is coloured purple and the Brownian oscillators are
yellow.
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Table 4.3.: IL fit parameters. Shown are the parameters for the anti-symmetrised Gaus-
sian functions.
Bu4NCl Bu4NBr Bu3NMeCl Bu3NMeBr Bu3NHCl Bu3NHBr
A
AOKE 0.17 0.21 0.16 0.14 0.21 0.21
AR 7.26 17.52 0.66 0.73 0.77 0.97
ω0 / cm-1 47.13 32.53 45.14 25.49 61.21 38.46
γ / cm-1 40.81 25.70 44.82 33.15 51.00 40.12
B
AOKE 0.017 0.17 0.026 0.054 0.030 0.14
AR 2.44x10-9 2.15x10-9 7.45x10-9 0.026 0.077 0.081
ω0 / cm-1 121.82 61.64 77.72 57.00 131.50 72.22
γ / cm-1 20.81 18.44 20.41 19.15 29.79 34.42
C
AOKE 0.10 0.11 0.064 0.097 0.025 0.037
AR 2.87 0.46 0.53 0.33 0.62 0.56
ω0 / cm-1 88.99 84.47 105.78 77.62 174.78 121.18
γ / cm-1 32.85 21.13 36.71 28.52 27.04 21.60
D
AOKE 0.034 0.082 0.014 0.027 0.015 0.032
AR 0.45 0.45 0.052 0.068 0.055 0.14
ω0 / cm-1 141.61 104.50 153.50 116.78 221.16 151.41
γ / cm-1 54.10 42.93 47.81 33.00 49.06 46.55
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Table 4.4.: IL fit parameters. Shown are the parameters the Brownian Oscillator (BO)
and Debye functions. For the Debye functions the parameters α and β were held at 1.
Bu4NCl Bu4NBr Bu3NMeCl Bu3NMeBr Bu3NHCl Bu3NHBr
BO1
AOKE 0 0 0 0 0 0
AR 0.019 0.014 0.0027 0.0022 0.0010 0
ω0 / cm-1 313.00 318.59 313.00 318.62 349.93 0
γ / cm-1 30.00 17.04 30.00 33.13 29.95 0
BO2
AOKE 0.0020 0.0031 0.0037 0.0021 0.0027 0.0049
AR 0 0 0 0 0 0
ω0 / cm-1 251.00 250.52 260.39 258.84 260.00 258.18
γ / cm-1 8.00 14.99 25.79 20.03 12.00 19.11
BO3
AOKE 0.0082 0.0077 0.0042 0.0039 0.0026 0.0019
AR 0 0 0 0 0 0
ω0 / cm-1 292.00 295.00 315.52 314.42 305.00 300.88
γ / cm-1 35.00 30.02 18.91 21.92 30.00 32.03
BO4
AOKE 0.00014 0.0067 0 0.0066 0.00044 0.00084
AR 0 0 0 0 0 0
ω0 / cm-1 395.00 186.57 0 167.73 395.00 399.00
γ / cm-1 5.00 30.07 0 47.31 10.00 10.00
Debye
AOKE 0.11 0.21 0.13 0.12 0.19 0.20
AR 1.23x10-8 0.10 6.28x10-8 2.29 6.05x10-7 3.64x10-9
τ / ps 8.99 10.52 7.96 13.14 7.85 13.13
 / cm-1 55.00 30.00 50.00 25.00 65.00 40.00
67
4.3. Results and discussion
4.3.1. Tetrabutylammonium halides
Figure 4.6.: Terahertz spectra and fits of the liquid and crystalline tetrabutylam-
monium halides. a) Shown is the experimental OKE spectrum of liquid tetrabutylam-
monium chloride at 90 °C (black), the overall fit (red), and component functions of
the fit (blue, green and yellow). b) The experimental far-IR spectrum of of liquid tet-
rabutylammonium chloride at 90 °C (black), the overall fit (red), the contribution to the
absorption due to reflectivity (orange), and component functions of the fit (blue, green
and yellow). (inset) A comparison of the far-IR spectra of liquid tetrabutylammonium
chloride (red) and the crystal (dark blue, 2:1 by volume mixture of polyethylene with
tetrabutylammonium chloride) at room temperature. c) Shown is the experimental OKE
spectrum of liquid tetrabutylammonium bromide at 125 °C. d) The experimental far-IR
spectrum of of liquid tetrabutylammonium bromide at 125 °C. (inset) A comparison of
the far-IR spectra of liquid tetrabutylammonium bromide and the crystal (3:1 by volume
mixture of polyethylene with tetrabutylammonium bromide) at room temperature.
The tetrabutylammonium cation had been chosen because the four identical side
chains should give it a high symmetry while still having an experimentally access-
ible melting point (compare Tables 4.1 and 4.2). As explained in Section 4.1, it is
expected that only the interaction-induced spectral contributions will be shown.
Since these contributions rely on an induced dipole moment or anisotropic polar-
isability, respectively, for the IR and OKE spectrum, their intensities tend to be
weak. However, it can be clearly seen from Fig. 4.6 that the recorded spectra
are not weak. The far-IR absorption coefficient of 105 m-1 is very high, compar-
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able to that of water in this frequency region. [137] The OKE intensity itself is only
a factor of 2-3 smaller than those observed for pyridinium ILs in which librations
are observed.
Both tetrabutylammonium chloride and bromide show one main band below 150
cm-1 in their IR and OKE spectra. At higher frequencies, less intense vibrational
bands can be found which were fitted with Brownian oscillator functions (see
Section 3.2.2). The number of vibrational bands and their centre frequency var-
ies between the IR and OKE spectrum for the same IL, indicating they are sym-
metry excluded. For tetrabutylammonium chloride, two vibrational bands were
found in the OKE spectrum and one in the IR spectrum. In tetrabutylammonium
bromide, the numbers of vibrational bands were three and two, respectively, for
IR and OKE. While the bands which are common to both OKE and IR spectra ap-
pear to be frequency shifted (for example A in Fig. 4.6), this is a result of the
different frequency dependences of the techniques used. A more in-depth dis-
cussion of this can be found in Section 3.1.
As described in Section 4.2.3, the vibrational bands were fitted with distinct
Brownian oscillator functions for each type of spectrum. The main band was fit-
ted with anti-symmetrised Gaussian functions in which the frequency and damp-
ing were the same for both spectra while the amplitude was allowed to differ.
Additionally a Debye function was fitted below 10 cm-1 to cover diffusive bands
visible in the OKE spectrum. The measured far-IR spectrum, on the other hand,
did not go to low enough wavenumbers to determine the presence of diffusive
modes. To access lower wavenumbers in the far-IR spectrum, THz-TDS or DRS
measurements would need to be made as the absorption coefficient measured in
FTIR spectroscopy scales with frequency (see Eq. 3.7). Fitting the tetrabutylam-
monium halide spectra was more complicated than fitting the other IL spectra
in the experimental series. Their high absorption coefficient led to strong vari-
ations in the parts of the fit function associated with the refractive index (com-
pare Eq. 3.27). This can be most easily seen when comparing the reflectivity
contributions in the IR spectra of the different ionic liquids, e.g. Fig. 4.6b and d
versus Fig. 4.10b and d. In the former, the reflectivity correction makes a visible
contribution to the fit while in the latter, the reflectivity contribution is negli-
gible on the scale of the spectrum.
More interesting than the vibrations is the region below 150 cm-1. Looking at the
tetrabutylammonium chloride OKE spectrum (Fig. 4.6a), the band found here
appears to be symmetric. In the corresponding IR spectrum (Fig. 4.6b), how-
ever, a shoulder is visible at lower frequencies. As such this band was mainly
described by two Gaussians, A at 47 cm-1 and C at 89 cm-1. A further Gaussian
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D was needed to fit the high frequency tail in both spectra as well as a low in-
tensity Gaussian B, which was only visible in the OKE spectrum. The fitting of the
main band with two high-intensity Gaussians was further validated when looking
at the IR spectrum of a tetrabutylammonium chloride pellet at room temper-
ature, shown in the inset of Fig. 4.6b. This pellet spectrum covers the same IR
frequency range as the liquid spectrum, however the band with a shoulder is re-
solved into two peaks. No quantitative comparison with the pellet spectrum was
made because the intensity is not given in absolute units. A conversion in abso-
lute units, as done for the liquid spectrum, was impossible due to experimental
difficulties in defining the thickness of the pellet, as described in Section 4.2.
In tetrabutylammonium bromide, the main peak in the OKE spectrum (Fig. 4.6c)
does not look as symmetric as it does in tetrabutylammonium chloride, possibly
indicating a low frequency shoulder. However, between the increased noise at
low frequencies in the OKE spectrum and the proximity to the diffusional band
it is hard to assign a shoulder in the OKE spectrum. A comparison with the IR
spectrum (Fig. 4.6d) is not helpful in this case either, since the measurement
did not go to sufficiently low frequency. A comparison between the chloride and
bromide spectra of the less symmetric ILs covered in Sections 4.3.2 and 4.3.3 be-
low showed systematic similarities between the spectra. As such tetrabutylam-
monium bromide was fitted in a manner similar to tetrabutylammonium chloride.
The combination of insufficient low frequency data and the high far-IR absorp-
tion coefficient, however, made this challenging. As in tetrabutylammonium
chloride, one Gaussian D was needed to fit the high frequency tail of the spec-
tra (see Fig. 4.6d). Furthermore, two other Gaussians showed a sufficient in-
tensity to be visible in the IR fit, A at 33 cm-1 and C at 84 cm-1. Unlike in tet-
rabutylammonium chloride, C was less intense, comparable to D in intensity
(see Table 4.3). A further Gaussian B was needed to fit the OKE spectrum and
showed a higher relative intensity towards A compared with the tetrabutylam-
monium chloride OKE spectrum. Comparing the pellet and liquid IR spectrum
of tetrabutylammonium bromide (inset Fig. 4.6d) shows a further difference to
tetrabutylammonium chloride. While the tetrabutylammonium bromide pellet
spectrum is in the same frequency range as the liquid spectrum it has less high-
frequency components and they are also less intense. Additionally, there is no
clear two peak structure as found in the tetrabutylammonium chloride pellet
spectrum. To further investigate this difference, the X-ray powder diffraction
patterns of tetrabutylammonium chloride and bromide are compared in Fig. 4.7.
While the powder diffraction patterns can not be easily converted into a crystal
structure, the spacing and intensity differences clearly show that tetrabutylam-
monium chloride and bromide have different crystal structures at room temper-
ature. This indicates different structures in the liquids as well, since charge or-
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dering is a major structural influence in butylammonium ionic liquids [83] (as dis-
cussed in Sections 1.1.2 and 4.1). The implications of this for the spectra will be
further discussed in Section 4.3.6.
θ
Figure 4.7.: Comparison of the X-ray powder scattering of the tetrabutylammonium
halides. Shown are the X-ray powder scattering patterns for tetrabutylammonium chlor-
ide (blue) and tetrabutylammonium bromide (orange). It can be seen that the scattering
patterns are systematically different, indicating fundamentally different crystal struc-
tures. The broad peak at θ = 18° is caused by the Mylar used for the windows of the
sample holder.
To quantify the change in the spectrum caused by changing the anion from chlor-
ide to bromide an average frequency ratio ωBrωC was calculated. For this the
centre frequencies of the anti-symmetrised Gaussian fit functions were ordered
by frequency and then the bromide frequency was divided by the chloride fre-
quency was averaged over all four Gaussians. This gave an average frequency ra-
tio of ωBrωC = 0.70. For the tetrabutylammonium halides no frequency ratios were
specifically calculated for the A and C band. This was due to the difficulties in
fitting explained earlier, specifically because in tetrabutylammonium chloride
the C band is found at a lower frequency than the B band.
4.3.2. Tributylammonium halides
Compared to the tetrabutylammonium cation, the tributylammonium cation
is less symmetric and has the additional capacity to develop hydrogen bonds.
Therefore, a difference in their spectra was expected. Looking at the OKE spec-
tra (compare Fig. 4.8a and c with Fig. 4.6a and c), however, there hardly seems
to any difference between the ILs. The OKE intensities are basically the same
for the chlorides and bromides. The main band of the chloride again looks sym-
metric, while that of the bromide has a slight hint of a low frequency shoulder.
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Figure 4.8.: Terahertz spectra and fits of the liquid and crystalline tributylam-
monium halides. a) Shown is the experimental OKE spectrum of liquid tributylam-
monium chloride at 80 °C. b) The experimental far-IR spectrum of of liquid tributylam-
monium chloride at 80 °C. (inset) A comparison of the far-IR spectra of liquid tributylam-
monium chloride and the crystal (1:1 by volume mixture of polyethylene with
tributylammonium chloride) at room temperature. c) Shown is the experimental OKE
spectrum of liquid tributylammonium bromide at 85 °C. d) The experimental far-IR spec-
trum of of liquid tributylammonium bromide at 100 °C . (inset) A comparison of the far-
IR spectra of liquid tributylammonium bromide and the crystal (5:1 by volume mixture of
polyethylene with tributylammonium bromide) at room temperature. Colour coding as in
Fig. 4.6.
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Two vibrational bands can be found as well at higher frequencies. The IR spectra
(compare Fig. 4.8b and d with Fig. 4.6b and d) in contrast are vastly different.
For one, the absorption coefficient here is weaker by a factor of 9 for the chlor-
ide and 18 for the bromide. Additionally, instead of a main band with a shoulder
two clearly separated bands can be seen. This structure is very closely mirrored
in the respective pellet spectra as well (insets Fig. 4.8b and d), if a bit noisily.
Furthermore, no vibrational bands can be seen in the IR spectra at higher fre-
quencies and the reflectivity component is negligible. All spectra were described
by a set of four Gaussians. Two main Gaussians, A and C, one for each band vis-
ible in the IR spectrum. While A was intense in both types of spectra the relative
intensity of C compared to A dropped significantly when going from IR to OKE.
One Gaussian D to fit the high frequency tail and another Gaussian, B, at a fre-
quency between A and C. Due to the defined structure in the IR spectrum the
tributylammonium halide spectra were easy to fit. As described in Section 4.3.1,
the apparent frequency shift between the OKE and IR spectra is caused by the
frequency dependence of the techniques used (see Section 3.1 for more detail).
For tributylammonium chloride the A band could be found at 61 cm-1 and the C
band at 175 cm-1, giving a split between the bands of 114 cm-1. Compared to 42
cm-1 for tetrabutylammonium chloride and 61 cm-1 for tributylmethylammonium
chloride, this is a factor of at least 1.8 difference. In tributylammonium bromide
A was at 38 cm-1 and C at 121 cm-1 which is a difference of 83 cm-1. This differs
from both tetrabutylammonium bromide and tributylmethylammonium brom-
ide, which showed differences of 52 cm-1, by a factor of 1.6. As in tetrabutylam-
monium bromide, the B band showed a higher relative intensity in the OKE spec-
trum in the bromide than in the chloride. Comparing the Gaussian centre fre-
quencies in the chlorides and bromides leads to an average frequency ratio ωBrωC
= 0.64, which is lower than in the tetrabutylammonium halides. For the A and C
band the ratios are 0.62 and 0.69, respectively.
Tributylammonium chloride is very hygroscopic and therefore draws water from
the air if not handled under a dry atmosphere. Fig. 4.9 shows a comparison
between an OKE spectrum taken completely under dry conditions with one taken
when the sample had been exposed to air. It can be seen that the spectrum suf-
fers a loss of defining features as well as an intensity reduction of roughly an or-
der of magnitude. These are drastic changes for a simple contamination and in-
dicate that the salt shows a different behaviour in solution than in the melt. The
importance of this will be further discussed below in Section 4.3.6.
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Figure 4.9.: Comparison of the OKE spectra for dry and wet tributylammonium chlor-
ide. Shown are the liquid spectra for tributylammonium chloride when handled under a
dry nitrogen atmosphere (black) and when exposed to air during the preparation process
(green). The wet tributylammonium chloride shows a loss in intensity of roughly an order
of magnitude as well as a loss of defining features.
4.3.3. Tributylmethylammonium halides
The tributylmethylammonium cation is less symmetric than the tetrabutylam-
monium cation, however, it does not have the capacity to form hydrogen bonds,
as the tributylammonium cation does. Therefore, the tributylmethylammonium
halide spectra will help to differentiate which effects seen in the tetrabutylam-
monium halides (see Section 4.3.1) and tributylmethylammonium halides (see
Section 4.3.2) are caused by reduced symmetry and which ones are caused by
hydrogen bonding. Comparing Figs. 4.6, 4.8 and 4.10 it is clear that the tributyl-
methylammonium halides closely resemble the tetrabutylammonium halide spec-
tra. As described in Section 4.3.1, the apparent frequency shift between the OKE
and IR spectra is caused by the frequency dependence of the techniques used
(see Section 3.1 for more detail).
In the OKE spectra, this is not as obvious. Similar to the other measured
butylammonium halides, we see some vibrational modes and then a main band
below 150 cm-1. For the chloride this main band appears to be symmetric while
for the bromide a slight low frequency shoulder can be seen. The intensity of
the OKE spectra is lower than that observed in the other spectra. It is, however,
comparable once corrections are made for instrumental influences.
The IR spectra, in comparison, do not show the distinct two band structure seen
in the tributylmethylammonium halides but rather the band with a shoulder
structure seen in the tetrabutylammonium halides. The absorption coefficient of
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Figure 4.10.: Terahertz spectra and fits of the liquid and crystalline tributylmethyl-
ammonium halides. a) Shown is the experimental OKE spectrum of liquid tributyl-
methylammonium chloride at 120 °C. b) The experimental far-IR spectrum of of liquid
tributylmethylammonium chloride at 120 °C. (inset) A comparison of the far-IR spectra
of liquid tributylmethylammonium chloride and the crystal (2:1 by volume mixture of
polyethylene with tributylmethylammonium chloride) at room temperature. c) Shown is
the experimental OKE spectrum of liquid tributylmethylammonium bromide at 135 °C.
d) The experimental far-IR spectrum of of liquid tributylmethylammonium bromide at
145 °C . (inset) A comparison of the far-IR spectra of liquid tributylmethylammonium
bromide and the crystal (1:1 by volume mixture of polyethylene with tributylmethylam-
monium bromide) at room temperature. Colour coding as in Fig. 4.6.
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the tributylmethylammonium halides, in contrast, is comparable to those found
in the tributylmethylammonium halides and a factor of 11 and 24 lower than
those found in the tetrabutylammonium chlorides and bromides, respectively.
For tributylmethylammonium chloride, the shoulder in the IR spectrum is not as
clearly visible as it is in the tetrabutylammonium chloride, neither for the liquid
nor pellet. Two major Gaussians were clearly needed to fit both the IR and OKE
spectrum at the same time, though. These were A at 45 cm-1 and C at 106 cm-1
with a separation of 61 cm-1. This is a larger separation than in tetrabutylam-
monium chloride but a significantly lower one than in tributylammonium chlor-
ide. Again, additional Gaussians were needed to fully replicate the main band.
One, D, was needed to fit the high frequency tail and another one, B, was posi-
tioned in between A and C, with a negligible IR and a small OKE intensity. Fur-
thermore the relative intensity of C compared with A decreased when going from
the IR to the OKE spectrum.
The tributylmethylammonium bromide may show a more developed shoulder
than the tetrabutylammonium bromide. Due to the low frequencies, however,
this is hard to make out. Unlike in tetrabutylammonium bromide the pellet spec-
trum of tributylmethylammonium bromide (inset Fig. 4.10d) shows good qualitat-
ive agreement with the liquid spectrum. Again there are two main Gaussians in
the fit, A at 25 cm-1 and C at 78 cm-1, with a separation of 52 cm-1. This separ-
ation is the same for tetrabutylammonium and tributylmethylammonium brom-
ide, unlike for their respective chloride counterparts. Further Gaussians were
needed to fit the high frequency tail (D) and the area between A and C (B). As
in the other bromides, B showed a higher relative intensity in tributylmethylam-
monium bromide than in the corresponding chloride. Unlike tetrabutylammonium
bromide, however, the pellet spectrum of tributylmethylammonium bromide (in-
set Fig. 4.10d) is in good qualitative agreement with the liquid spectrum.
Calculating the change in centre frequency due to the change in anion leads to
an average frequency ratio ωBrωC of 0.70, the same as in the tetrabutylammonium
halides. The ratios for the A and C band are 0.56 and 0.73, respectively. How-
ever, assigning any meaning to this is difficult because the separation of the A
and C band in the spectra is not as well defined in the aprotic IL spectra as it is
in the protic ones.
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Figure 4.11.: Terahertz spectra of the crystalline ethylammonium chlorides com-
pared to their butylammonium chloride counterparts. a) A comparison of the far-IR
spectra of crystalline tetraethylammonium chloride (blue) and tetrabutylammonium
chloride (red) (5:1 and 2:1 by volume mixture of polyethylene with the tetraalkylam-
monium chloride, respectively) at room temperature. b) A comparison of the far-IR spec-
tra of crystalline triethylammonium chloride and tributylammonium chloride (8:1 and 1:1
by volume mixture of polyethylene with the trialkylammonium chloride, respectively) at
room temperature. c) A comparison of the far-IR spectra of crystalline triethylmethyl-
ammonium chloride and tributylmethylammonium chloride (4:1 and 2:1 by volume mix-
ture of polyethylene with the trialkylmethylammonium chloride, respectively) at room
temperature. Coloring for b) and c) as for a). d) Atmospheric far-IR spectrum, mainly
showing water vapour. Spectrum courtesy of Andrew J. Farrell (University of Glasgow).
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4.3.4. Ethylammonium chlorides
Due to their high melting points, only far-IR pellet spectra were taken of the
ethylammonium chlorides. These spectra were unusually noisy because of prob-
lems with the dryness of the air used for purging, as can be seen by comparing
Fig. 4.11d, which is a spectrum of the atmospheric absorbance, with Fig. 4.11a–
c, the pellet spectra. Additionally, increasing the purging time did not lead to
a decrease in the spikes. By qualitatively comparing the pellet spectra of the
ethylammonium chlorides with those of the butylammonium chlorides, as seen in
Fig. 4.11a–c, it can be seen that a very similar frequency range is covered. Any
difference due to the weight in the cation is therefore small and likely undetect-
able within the noise inherent in the pellet spectra. Because of this, the spectra
were not retaken in better quality. A new low intensity band can be seen in the
spectra of the aprotic ILs, tetraethylammonium and triethylmethylammonium
chloride. Whether this band also appears in the spectrum of triethylammonium
chloride, however, could not be determined due to overlap with the second main
band.
The expected shift due to cation mass in acoustic phonons can be approximated
as ωAωB =
r
Mct,B
Mct,A
if the force constants are assumed to be similar. This gives val-
ues of 0.74 for ωEt3NHCωB3NHC , 0.76 for
ωEt3NMeC
ωB3NMeC
and 0.84 for ωEt4NCωB4NC . Assuming either
a harmonic oscillator or an optical phonon in the zone middle the corresponding
ratios would be 1.05 for the aprotic ILs and 1.06 for the protic IL. For an optical
phonon at the zone boundary no shift is expected.
4.3.5. Cation calculations
To further supplement the spectral assignment, permanent dipole vectors and
molecular polarisability tensors were calculated for equivalents of the cations
used in this study. Due to restrictions in computational resources, and to speed
up calculation times, the butyl groups in the original cations were replaced with
ethyl groups for the calculations. As such, the tetraethylammonium (Et4N+), tri-
ethylmethylammonium (Et3NMe+) and triethylammonium (Et3NH+) cation were
calculated in Gaussian 09. [134] For the calculation of the permanent dipole mo-
ments, the centre of nuclear charge was taken as the origin of coordinates and
the dipole moment vector was expressed relative to it.
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The isotropic polarisability,
αso =
1
9
(αX + αY + αZ)2 , (4.1)
and anisotropic polarisability,
αnso =
1
2

(αX   αY)2 + (αX   αZ)2 + (αY   αZ)2

, (4.2)
were calculated from the eigenvalues αX, αY, and αZ of the diagonalised polar-
isability matrix [138] and can be found in Table 4.5. Several isomers were calcu-
lated for the cations to judge the influence of the starting structure on the cal-
culation results and mimic the different configurations the cations are likely to
take in the liquid phase. Furthermore, the anisotropic and isotropic polarisability
were compared using αnsoαso to judge the magnitude of the anisotropic polarisabil-
ity, since the isotropic polarisability is a good approximation for the volume of a
molecule if no double bonds are present.
Table 4.5.: Polarisability values calculated for the ethylammonium cations. Given
are the eigenvalues as well as the derived isotropic and anisotropic polarisabilities. For
comparison, the relative value of the anisotropic to the isotropic polarisability is given as
well as additional calculations on water.
αX / Å3 αY / Å3 αX / Å3 αso / Å3 αnso / Å3 αnsoαso / %
Et4N+ 19.5 19.1 18.2 357.1 1.3 0.36
EtNMe+ 17.4 16.6 15.7 275.2 2.1 0.76
Et3NH+ 15.2 14.4 13.5 206.2 2.1 1.01
14.6 14.6 13.9 205.2 0.5 0.24
water 1.4 1.2 1.2 1.6 0.03 2.06
The tetraethylammonium cation had a small number of conformations which all
had a small dipole moment of approximately 0.7 D, which is less than the 1.9
D [139] of water. Interestingly enough, however, the far-IR intensities of water
and liquid tetrabutylammonium halides are nonetheless comparable (see Sec-
tion 4.3.1). The calculation on the tetraethylammonium cation furthermore yiel-
ded a small anisotropic polarisability of 1.3 Å3, about 0.4% of its isotropic po-
larisability of 357.1 Å3 (Table 4.5). For comparison, benzene has an isotropic
polarisability of 10.4 Å3 and an anisotropic polarisability of 5.6 Å3 - about half
the value of its isotropic polarisability. [140] Water, meanwhile, was calculated
to have an anisotropic polarisability of 0.03 Å3, about 2% of its isotropic polar-
isability. Therefore, the assumption that the tetraethylammonium cation has a
dominantly isotropic polarisability is justified.
For the triethylmethylammonium cation, the calculated dipole moment is again
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relatively small at approximately 1.0 D. The anisotropic polarisability of only 2.1
Å3, or 0.8% of the isotropic polarisability, is again small as in the case of the tet-
raethylammonium cation. The dipole moment of the triethylammonium cation
strongly depended on the conformation and ranged 2.4 to 3.4 D, which is sig-
nificantly larger than for the other two cations. Depending on the conforma-
tion, small anisotropic polarisabilities of only 0.5 to 2.1 Å3 were found as before,
which are between 0.25 and 1% of the isotropic polarisability. It is worth to note
that the tetraethylammonium cation has the smallest calculated dipole moment
out of the three cations, yet has a far-IR absorption which is an order of mag-
nitude larger.
4.3.6. Discussion
The far-IR and OKE spectra of the studied ILs could consistently be fitted with
several inhomogeneously broadened modes 30 and 150 cm-1 (0.9 to 4.5 THz), a
range and shape which usually corresponds to librational modes. However, as
explained in Section 4.1, the halide anions and the tetrabutylammonium cation
were specifically chosen to switch off the librational contributions to the spec-
tra. This can be done by choosing ions with no (or negligible) permanent dipole
moment and anisotropic polarisability. As the anions in question, chloride and
bromide, are spherical, this is a given. For the tetrabutylammonium cation, the
tetrahedral symmetry should lead to negligible values in either quantity, even
if distortions due to changing environments in the liquid state are taken into
account. This was further supported by DFT calculations (see Section 4.3.5),
which showed a small dipole moment and anisotropic polarisability compared
to the volume of the ion. In contrast to the expectations, the measured spectra
of the tetrabutylammonium halides showed strong intensities in both the far-
IR and OKE measurements. In fact, the far-IR intensity is comparable to that of
water [137] in the terahertz region, which is known to be strong to the point that
far-IR spectrometer have to be purged to remove the spectral contributions of
water vapour in air. Water is also a useful comparison for a weak OKE spectrum,
as its nearly spherical polarisability means the spectrum is mainly interaction-
induced. [111,141,142] The OKE intensity of the tetrabutylammonium halide spec-
tra, however, is roughly five times that of water and only a factor of two smaller
than those observed for pyridinium ILs in which librations are visible. In sum-
mary, the tetrabutylammonium halide spectra show a surprisingly strong intens-
ity in both the far-IR and OKE spectra.
Comparison with the other butylammonium ILs shows similar OKE intensities,
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while the far-IR intensity of the less symmetric tributylmethylammonium and
tributylammonium ILs is roughly an order of magnitude smaller. Given that the
calculations of the ethyl analogues (see Section 4.3.5) gave similar anisotropic
polarisabilities, this is no more surprising than the strength of the tetrabutylam-
monium halide spectrum. The far-IR intensity, on the other hand, behaves op-
positely to what would be expected from the calculations. There, the tetraethyl-
ammonium cation had the smallest dipole moment, especially when compared
to the triethylammonium cation. Yet its far-IR intensity is an order of magnitude
larger than that found in the ILs of the less symmetric cations. All together, this
indicates that the far-IR and OKE intensity is determined less by the molecular
properties of the cations than by other factors.
From the beginning, this study was meant to probe the influence of structure
on the IL spectra and therefore the different structure factors laid out in Sec-
tions 1.1.2 and 4.1 will be considered in the following to explain the intensities
of the OKE and far-IR spectra. First off, the intensities can clearly not be ex-
plained by hydrogen bonding. The overall intensity of the protic ILs is in good
agreement with that of the aprotic and asymmetric ILs. Furthermore, polar-
apolar ordering has been studied in alkylammonium ILs with the help of MD sim-
ulations and was found to be only a weak influence. [83] Therefore, the discussion
will focus on the influences of ion pairs (or clusters) and charge ordering. Here,
the formation of ion pairs would lead to quasi-molecular aggregates with likely
a larger anisotropy and dipole moment than the isolated ions. Charge ordering,
on the other hand, imposes a quasi-lattice structure which could support delocal-
ised vibrations of the whole lattice, or in short phonons (see Section 1.1.1).
As both phonon modes and ion pair librations could be responsible for the ob-
served terahertz modes, the question of how they can be differentiated poses
itself. The most obvious difference lies in the presence or absence of rotational
relaxation modes, as they would be expected for ion pairs but would not be
found for phonons. However, whether the rotational relaxation of ion pairs are
observed depends on their lifetime. Rotational relaxations usually have times-
cales between a few picoseconds and several nanoseconds (or even longer). Lib-
rations, meanwhile, have typical timescales from hundreds of femtoseconds to
picoseconds. Therefore, an ion pair may live long enough that librations can
be observed, but not long enough for the observation of its rotational relaxa-
tion. A different approach is the measurement of the solid state spectra. The
studied ILs are expected to be crystalline in the solid and for the tetrabutylam-
monium halides this was confirmed through X-ray diffraction (Fig. 4.7). There-
fore, if the liquid spectrum is caused by phonons in a quasi-lattice, a similar, if
better defined, spectrum is expected in the crystalline state. It was found that
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the far-IR spectra of the liquid ILs showed good agreement save for those of tet-
rabutylammonium bromide. In tetrabutylammonium bromide (inset Fig. 4.6d),
the profile of the crystalline IR spectrum in tetrabutylammonium bromide de-
viates from that found in the liquid. The bands appear sharper and higher fre-
quency components, which are intense in the liquid, are missing in the crystal-
line spectrum. Assuming a similar spectrum in the crystal and liquid, however,
hinges on the liquid retaining a disturbed version of the crystal structure. The
X-ray powder scattering, Fig. 4.7, shows that both tetrabutylammonium chlor-
ide and bromide are crystalline, but with clearly distinct crystal structures. Heat
capacity studies on tetraalkylammonium bromides have furthermore found that
only tetrabutylammonium bromide shows anomalous thermal transitions consist-
ent with the existence of several mesophases. [17,18] No anomalous thermal trans-
itions have, to the best of the author’s knowledge, been reported for the tet-
rabutylammonium chloride. A study of several ethylammonium-based ILs [143] has
shown that the appearance of anomalous thermal transitions depends on both
the anion and the cation, even if the anions have similar structures. Therefore,
the discrepancy between the crystalline and liquid IR spectrum of tetrabutylam-
monium bromide can be explained by different structures in the crystal and li-
quid causing changes in the phonon mode frequencies. In summary, it can be
concluded that the experimental evidence favours phonon modes over ion pairs
as the explanation for the measured spectra.
Further evidence can be found in the OKE spectrum of tributylammonium chlor-
ide. Comparing the spectrum of a sample prepared under a dry atmosphere with
that of one exposed to air during the preparation, as shown in Fig. 4.9, exposes
a drastic change. The spectrum of the air-exposed sample is roughly an order
of magnitude less intense and devoid of its defining features. It is important to
note that tributylammonium chloride is very hygroscopic and exposure to air will
therefore result in the contamination of the sample with water. This is enlight-
ening because ion pairs as a concept originate from aqueous solutions. In fact,
the shielding provided by water molecules should stabilise ion pairs. Therefore,
their librational modes are, at most, expected to show a slight frequency shift
due to a differing environment, which is not in line with the observed change.
Phonon modes, on the other hand, are dependent on an extended lattice which
can be disturbed by the water contamination. Considering the extreme intens-
ity and feature loss, the observed spectral change with water contamination
strongly supports phonon modes over ion pairs.
Two different branches of phonon modes can be found in ionic lattices, acous-
tic and optical phonons, which are described in more detail in Section 1.1.1. In
short, the oppositely charged ions in acoustic phonons move in the same dir-
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ection, while they move in opposite direction in optical phonons. Here, it is
more likely that optical phonons are observed because of two reasons. First,
we use light to measure the spectra, and optical phonons are named as such be-
cause they can be excited by light. Secondly, light imparts approximately no mo-
mentum on the ions and momentum conversation therefore dictates that we are
looking at phonons at the zone centre (k = 0) of the Brillouin zone. A look at
the phonon dispersion curve (see Fig. 1.12 for a diatomic chain) shows that the
acoustic phonon branch is at zero frequency for the zone centre, leaving only the
optical phonon branch for observation. Optical phonons can be simplified as the
lighter ion oscillating in an approximately static lattice of the heavier ions, given
a large enough mass difference. Here, the lighter ion is the anion and therefore
the dependence of the spectra on the anion mass was studied. For this, the as-
sumption was made that the interaction strength is similar for both chloride and
bromide, meaning that all frequency changes are due to the change in the anion
mass. For the zone centre, this frequency change can be calculated according
to [144]
ω1
ω2
=
vuutM 1non,1 + M 1cton,1
M 1non,2 + M
 1
cton,2
, (4.3)
with M denoting the ion mass and 1 and 2 indicating the two different ILs. If the
zone centre is seen as one limiting case in the phonon dispersion, the opposite
limit would be given by the zone edge (k = pi/). There, the dependence on the
mass of the heavier ion disappears and the change only depends on the mass of
the lighter ion, which here is the anion. The associated frequency change can
then be calculated using [144]
ω1
ω2
=
vutMnon,2
Mnon,1
. (4.4)
The average ratio calculated from our fits is 0.64 for the PILs (tributylammonium
chloride and bromide, 0.62 for the A and 0.69 for the C band) and 0.70 for the
non-protic ILs (tetrabutylammonium chloride/bromide and tributylmethylam-
monium chloride/bromide). The expected shift is 0.67 at the zone edge and
0.72 to 0.73 at the zone centre. Thus, the experimental values are closer to
those predicted for the zone edge. Recalling the discussion on the zone edge
and centre given in Section 1.1.1, a phonon at the zone edge can be understood
as being localised in real space, while one at the zone centre is completely de-
localised over the whole real space lattice. However, this does not mean the
observed phonons are at the zone edge in reciprocal space. Rather, the exper-
imental values reflect the disorder of the liquid quasi-lattice, which limits the
length over which the lattice is correlated. This loss of correlation restricts the
possible wavelengths and makes the phonons appear to have a behaviour similar
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to that at the zone edge. Therefore, the physical limit on the delocalisation of
the phonon due to disorder in the lattice is reflected in frequency values which
are shifted towards their zone edge values.
In optical phonons a change in the mass of the heavier ion, in this case the
cation, only leads to negligible changes in the phonon frequency. This is differ-
ent for the acoustic phonon branch, where the mass of the heavier ion is the de-
ciding factor. Since the frequency of an acoustic phonon at the zone centre is
zero, only the frequencies in the limit of the zone edge can be compared. There,
a change of 0.74 to 0.84 according to [144]
ω1
ω2
=
vutMcton,2
Mcton,1
. (4.5)
is expected if the butyl groups in the cation are substituted for ethyl groups.
Comparing the crystalline IR spectra of the respective alkylammonium chlorides,
however, shows no change of the frequency within the noise. Again, this indic-
ates that optical phonons are observed in the spectra.
Compared to the less symmetric alkylammonium halides, tributylmethylam-
monium and tributylammonium halides, the tetrabutylammonium halides show
an absorption coefficient which is roughly an order of magnitude larger (compare
Figs. 4.6, 4.8 and 4.10). The absorption coefficient, however, is frequency de-
pendent and therefore does not lend itself very well to direct comparison. Due
to this the amplitudes of the fitted modes (as found in Table 4.3) were com-
pared. These are not frequency dependent, and scale with the square of the
transition dipole moment. Out of all modes, A shows the highest amplitude in
the spectra of all measured ILs. Comparing the tetrabutylammonium halides
to the tributylammonium halides it is found that the amplitude is reduced by a
factor of more than 9 in the chloride and by a factor of 18 in the bromide. For
the tributylmethylammonium halides the corresponding factors are 11 for the
chlorides and 24 for the bromides, respectively. Relating the transition dipole
moment of these modes to the translation of the anion relative to the cation,
this finding can be interpreted as the anion in the tetrabutylammonium halides
being more mobile than in its counterparts with less symmetric cations. Since
the tributylmethylammonium halides are not capable of forming hydrogen bonds
connecting the cation and anion, the greater anion mobility in the tetrabutylam-
monium halides implies weaker coulomb interactions than in the other measured
ILs. The simplest explanation for this is that the positive charge in the tributyl-
methylammonium and tributylammonium cations is more accessible. Looking at
the cation, the positive charge is expected to be distributed over its surface.
Because nitrogen is more electronegative than carbon, it will draw electron
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density from the alkyl groups as described by the inductive effect. The partial
charge such imparted on the carbon and hydrogen atoms should be larger the
closer they are to the nitrogen atom. Therefore, it is expected that the tributyl-
methylammonium and tributylammonium cations have a site of higher net posit-
ive charge at the methyl and hydrogen group, respectively.
In the IR spectra of the protic ionic liquids, tributylammonium chloride and
bromide, a larger separation of the A and C modes can be seen compared to the
aprotic ionic liquids. For tributylammonium chloride the separation is 114 cm-1,
compared with 42 cm-1 and 61 cm-1 for tetrabutylammonium and tributylmethyl-
ammonium chloride, respectively. Tributylammonium bromide shows an A-C sep-
aration of 83 cm-1, in contrast to 52 cm-1 in both its aprotic counterparts. This
clearly shows that the larger frequency separation between the A and C mode is
due to the additional hydrogen bonding and not the asymmetry. In an ionic sub-
stance, as explained in Section 1.1.1, it is expected that the optical phonon is
split into the TO and LO branch. Furthermore the TO mode is generally expected
at a lower frequency than the LO mode (compare Eq. 1.6). [11,144] As such we as-
sign A to the TO mode and C to the LO mode. This is similar to the behaviour of
water, which shows 2 THz TA and 5 THz LA phonon modes at the zone edge.
In water, these are also associated with the hydrogen bond bend and stretch
modes, respectively. Furthermore, the assignment of the lower frequency mode
to the hydrogen bond bend and the higher frequency mode to the hydrogen bond
stretch is consistent with other assignments in the IL literature. [60,64,145] Due
to this we assign the TO mode to the hydrogen bond bend and the LO mode to
the hydrogen bond stretch. The increase in the A-C separation seen in the protic
ILs is likely connected to the change in the force constants due to the hydrogen
bond modes.
At 42 cm-1, the A-C separation in tetrabutylammonium chloride is surprisingly
small. First off, the separation in the chlorides tends to be larger than that
in the bromides, as seen for tributylmethylammonium and tributylammonium
chloride. Additionally the A-C separation in tributylmethylammonium and tet-
rabutylammonium bromide is identical. This in itself is not evidence of a general
trend. However, the fit in tetrabutylammonium chloride had the B mode at a
higher frequency than the C mode, with both assigned according to their amp-
litudes and not frequencies. As such it is highly likely that the A-C separation
in tetrabutylammonium chloride is underestimated. The discrepancy is likely
caused by the difficulty of fitting the tetrabutylammonium halide far-IR data.
As mentioned previously, the high absorption coefficient causes strong changes
in the refractive index which strongly modifies the anti-symmetrised Gaussians.
While flawed, the fit was sufficient for the analysis presented here. Improve-
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ments to the fit could be made by using experimental instead of fitted refractive
index data in the studied frequency region. Such data, however, were not avail-
able for this study. Lower frequency data in the far-IR might also yield useful
information, however it is unlikely this will improve the fit significantly. Further-
more, it would be experimentally difficult to access lower frequency regions in
the far-IR due to the high temperature needed for the measurement.
While the A and C band have been assigned to the TO and LO phonon mode,
respectively, no specific assignment of B and D were made. Their main pur-
pose was to be fudge functions, catching shape effects like broadening, which
the anti-symmetrised Gaussians did not account for, as well as small, collision-
induced effects. Of interest is that the B band consistently shows a larger OKE
intensity in the bromides than in the chlorides. Currently, however, no viable
explanation exists for this behaviour.
Far-IR spectra of similar ILs have been reported previously by Ludwig et
al. [60,63,64,128,146] In their work, A was attributed mainly to librations of the ions
overlapping with H-bond bending modes. Librational modes are expected around
30 – 100 cm-1 (1 – 3 THz) for particles with a dipole moment (in the IR) or an an-
isotropic polarisability (in OKE). While dipole moments are not properly defined
in ions, charge distributions in the ions should lead to them showing librations
in the IR spectra unless the symmetry in the ion is high. As such the assignment
in the studies of Ludwig et al. is not surprising, considering the symmetry of
the ions used. In this study, however, anion librations were ruled out by choos-
ing chloride and bromide, as discussed above and in Section 4.1. Furthermore,
the tetrabutylammonium cation is expected to be of high enough symmetry to
not show librations. This is supported by dipole moment calculations on the
ethyl equivalents of the studied cations (see Section 4.3.5). Here, dipole mo-
ments were defined relative to the centre of charge and it was found that the
cations studied had small dipole moments relative to their volume. Nonetheless
they show a strong absolute far-IR absorption, which is strongest in the cation
with the smallest calculated dipole moment and surpasses the cations with
stronger dipole moments by an order of magnitude. This clearly rules out libra-
tions as the cause of the A band in the far-IR. For comparison with the OKE spec-
tra the molecular polarisability tensor for the ethyl equivalents of the cations
was calculated as well and found to be nearly isotropic for all of them (see Sec-
tion 4.3.5). This is at odds with the strong OKE spectrum observed. The IL in-
tensity was found to be an order of magnitude larger than that of water, which
also has a molecular polarisability tensor which is close to being isotropic. On
the other hand, the intensity is only a factor of roughly 3 smaller than that of
N-methylacetamide (NMA), which is strongly anisotropic. [111] Again this shows
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that librations cannot be responsible for the majority of the low frequency sig-
nal. Therefore, it is reasonable to conclude that the major contribution to our
spectra comes from translational motions of the anion, which can be described
as optical phonons.
Furthermore, this interpretation of A is in agreement with DFT calculations
presented by Ludwig et al. [63] In their work, far-IR spectra were calculated for
an increasing number of trimethylammonium nitrate ions. The calculations shows
an increasing relative intensity of both the A and C band equivalents with in-
creasing ion number. Additionally, a small shift to lower frequencies was repor-
ted in the C band equivalent on increasing the number of trimethylammonium
nitrate ions from two to four. For the A band equivalent, the number of low fre-
quency components seemed to increase with increasing ion number. This was
interpreted as evidence that the spectra were caused by clusters of ion pairs. In
light of the interpretation presented in this study, however, it can also be seen
as evidence of localised phonon modes, which only show in the calculations if a
sufficient number of ions is considered. MD simulations by Mondal and Balasub-
ramanian [145] reproduced the two band structure of protic ILs in the terahertz
spectrum. They assigned the lower frequency mode to cage-rattling motions of
the anion and the higher frequency mode to the intermolecular hydrogen bond
stretch. However, no mention was made whether the rattling the anions showed
any spatial correlation. If so, this would be theoretical evidence of optical phon-
ons. In any case, the experimental evidence shows that the OKE intensity of the
lower frequency mode A is too strong for simple cage rattling.
4.4. Conclusions
The aim of this study was to simplify the terahertz spectra of ILs and the stud-
ied ILs were selected for the structure of their ions. Specifically, high symmetry
ions, such as the halide anions and the tetrabutylammonium cation, were used
to suppress contributions from rotational motions. Surprisingly, it was found that
the OKE spectra of the tetrabutylammonium halides showed a strong intensity
and, in fact, were as intense as those of their less symmetric counterparts. In
the far-IR spectra, the tetrabutylammonium halides were even an order of mag-
nitude more intense than the less symmetric ILs, with an absorption coefficient
comparable to that of water in the terahertz region. Furthermore, the combined
analysis of both types of spectra resulted in a fit featuring two major modes for
each IL, though the separation of these modes was significantly larger in the
protic ILs. Other groups had assigned similar modes to librations or cage-rattling.
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The cage-rattling explanation, quite simply, does not agree with the measured
OKE intensity, as translational motions tend to be weak in the OKE spectrum.
Furthermore, a combination of symmetry considerations and DFT calculations ex-
cluded the possibility of the modes originating from librations of the pure ions.
Therefore, it was concluded that the structure of the ILs was responsible for the
appearance of these two modes.
The good agreement between the solid and liquid spectra, as well as calcula-
tions of the frequency shift upon anion substitution, favoured an origin of the
intensity from optical phonons rather than a reorientation of ion pairs. This was
further supported by the loss of intensity and spectral features encountered in
the OKE spectrum of tributylammonium chloride when water contaminations
were introduced. Therefore, optical phonons were found in all measured ILs
and the modes were assigned to the TO and LO phonon, respectively. Further-
more, it was concluded that the hydrogen bond of the protic ILs interacts with
the phonon modes, resulting in a widening of the split between them.
A comparison with other types of ILs showed a similar absorption coefficients
for alkylammonium [50,52] and imidazolium [124] ILs. The OKE spectra of alkylam-
monium ILs, on the other hand, were only a factor of 2 to 3 weaker than those
of typical pyridinium and imidazolium ILs, which also feature contributions from
librations of the ions. This then implies that TO and LO bands are likely to be sig-
nificant in the terahertz far-IR and OKE spectra of all ILs, irrespective of whether
they have significant hydrogen-bonding between ions or not. The masses of typ-
ical anions used in ILs (e.g., BF4 – , dicyanamide, methylsulfonate) are all rather
similar to chloride and bromide and, therefore, one expects TO and LO bands at
terahertz frequencies in the spectra of all ILs. While it will be more difficult to
observe the TO and LO bands in ILs with less symmetric and strongly anisotropic-
ally polarizable cations such as pyridinium and imidazolium, the TO and LO con-
tributions are still expected to be significant. This will require a reinterpretation
of ILs spectra and will provide new insights into the structure and interactions of
these liquids.
Further information could be gleaned by measuring a wider range of anions and
cations to better quantify the observed effects. However, the biggest restric-
tion here arises from experimental considerations, as more symmetric and smal-
ler ions lead to higher melting points. Not only does this complicate the hand-
ling of the ILs, but also restricts measurements to high-temperature resistant
devices only. Therefore, the measurement of similarly symmetric ILs with lighter
ions would be very difficult. A different approach would be to improve the qual-
ity of the measurements on the current set of ILs. Most notably, this could be
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achieved by measuring the far-IR spectrum to lower frequencies. This, however,
would need to be done via THz-TDS or DRS measurements to avoid the frequency
dependence of the absorption coefficient measured in FTIR (see Eq. 3.7). THz-
TDS and DRS, on the other hand, measure changes in the refractive index, there-
fore avoiding the scaling with frequency. Additionally, the interpretation of the
presented data could be greatly improved by measuring the refractive indices
of the studied ILs in the frequency range of 0 – 400 cm-1 (0 – 12 THz). A THz-TDS
spectrometer currently in possession of the group would have allowed a meas-
urement of up to 2.5 THz (83 cm-1) only and currently has no capacities for heat-
ing the sample to the required temperature. For the refractive index to be use-
ful in fitting, it would need to be measured between at least 40 and 160 cm-1.
Therefore, an instrument with a higher maximum frequency and temperature-
dependent measurement capacity would be needed.
Theoretical calculations are an important tool to support and enhance the as-
signment of terahertz modes. Due to the (partially) delocalised nature of phon-
ons, however, calculations would need to be done for sufficiently large system
sizes. Furthermore, hydrogen bonding would need to be explicitly taken into
account for the calculation of the protic ILs, as the directionality of the hydro-
gen bond is very likely behind the observed increase in the split between the TO
and LO phonon modes. As pointed out by Fumino et al., it is not clear whether
DFT methods or the force fields used in MD simulations can reproduce this sort
of intermolecular behaviour accurately. [64] However, using quantum mechanical
methods in the MD simulation to account for this, as done in ab initio molecular
dynamics (AIMD) simulations, strongly increases the computational cost of the
calculation. Therefore, they are restricted to small system sizes and short sim-
ulation runs. In viscous liquids, such as most ILs, this means the system may not
reach equilibrium, making the results questionable. Reported AIMD simulation
spectra [147] below 200 cm-1, for example, were broad and featureless. However,
advances in computer capacities may soon make AIMD simulations an efficient
tool.
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5. Structure and supercooled
behaviour of eutectic salt
solutions
5.1. Introduction
Water is the most ubiquitous liquid on earth and plays an important role in so
many chemical, geological and biological processes that it is practically re-
garded as the epitome of a solvent. However, it is also a highly unusual liquid.
For starters, judging by the molecular structure and weight, water should be a
gas between 0 °C and 100 °C, not the liquid it is. The deciding factor here lies
in the intermolecular structure of water, which is stabilised by hydrogen bonds.
Another example is the density maximum at 4 °C, which is caused by changes
in the hydrogen bonds of the liquid. When liquid water crystallises into ice, the
hydrogen bond structure becomes more ordered and tetrahedral, leading to big-
ger distances between water molecules. Therefore, the crystalline phase of wa-
ter, ice, becomes lighter than the liquid phase and floats on top. It is this prop-
erty which allowed life to evolve in bodies of water, as they do not freeze over
at cold temperatures. However, not all anomalous properties of water can be
explained solely using its hydrogen-bonded structure. Several thermodynam-
ical properties, such as the heat capacity, thermal expansion coefficient, and
the isothermal compressibility, are extrapolated to diverge [148–150] around 228
K. This is unusual, as these properties are expected to monotonously decrease.
The direct experimental observation of this divergence, however, is difficult, as
it lies in the “no man’s land” below 232 K, the onset of homogeneous ice crys-
tallisation. [151] Therefore, even though water has been known for a long time,
its study is still important today, which is highlighted by Chemical Reviews de-
voting an entire issue in 2016 for a state-of-the-art review on current water re-
search. [152]
Different theories have been proposed to explain these anomalies of which the
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four most prominent [153] are the “Speedy stability limit conjecture”, [154] the
“second critical-point hypothesis”, [155] the “critical point free scenario”, [156]
and the “singularity free scenario”. [157] A brief description [153] of these scen-
arios will be given in the following. The “stability limit conjecture” postulates
that the liquid-vapour spinodal reverses its temperature dependence at neg-
ative pressures, specifically at the point at which it intersects with the line of
maximum density. The reversed liquid-vapour spinodal then gives the instability
limit for supercooling water. Meanwhile, the “second critical-point hypothesis”
assumes two different liquid states for water in the supercooled temperature
range. The transition line separating them ends in a liquid-liquid critical point
(LLCP), a second critical point in water which causes the observed anomalies.
While the transition line follows the first-order transition with its associated dis-
continuous change (see Section 1.1), a Widom line is also expected to emerge
from the LLCP. The Widom line, in contrast to the transition line, follows max-
ima in the thermodynamic response functions (such as the heat capacity) caused
by a continuous change in the thermodynamic state. [158] The “critical point free
scenario” is closely related to the “second critical-point hypothesis” and also
features a liquid-liquid transition. The main difference lies in the position of the
LLCP, which in the “critical point free scenario” is far enough in the negative
pressure range that it crosses the liquid-vapour spinodal and cannot be separated
from it anymore. The liquid-liquid transition and second critical point are not
present in the “singularity free scenario”, in which the response functions show
sharp maxima but do not diverge. Out of these, the “second critical-point hypo-
thesis” has had the biggest impact on water research and is widely supported by
different experimental studies [159–167] and theoretical calculations, [155,168–170]
though it is not fully proven. A brief overview of some experimental studies
supporting the existence of a LLCP will be given below and more details can be
found in recent reviews. [153,171,172]
Of particular importance is the extensive work of Mishima et al., who discovered
what appears to be a first-order transition between low-density amorphous ice
(LDA) and high-density amorphous ice (HDA). [160,161] Examples of their further
work are on high-pressure ices and the temperature changes connected with
their melting behaviour when compressing or decompressing the ices. [164,173]
Based on this work, they located the LLCP between 223 K and 230 K at high pres-
sures of 0.02 – 0.07 GPa (roughly 200 – 700 bar). Neutron diffraction [174] has
shown both HDA and LDA to have tetrahedral, fully hydrogen-bonded networks,
though in HDA a fifth first neighbour molecule sits onto an interstitial position.
Further neutron and X-ray scattering studies have shown HDA is formed from li-
quid water at high pressures, while LDA is formed at low pressures. [162,163] Ad-
ditionally, high-density liquid water (HDL) and low-density liquid water (LDL)
91
have been observed with neutron diffraction and were found to show an LDL
to HDL transition at increased pressure. [165,166] A recent X-ray scattering study
on micrometer-sized liquid water droplets [175] at temperatures down to 227 K
shows increased tetrahedral ordering of water in the no man’s land, which is
a potential factor for the fast homogeneous nucleation observed there. Small-
angle X-ray scattering (SAXS) studies found nm-sized density inhomogeneities,
attributable to HDL and LDL structures, at ambient temperatures, which in-
creased in length on cooling both for pure water and dilute sodium chloride solu-
tions. [150,176] This is supported by OKE data, [177] which shows evidence of HDL
and LDL configurations at ambient temperatures and an increased dominance of
LDL at supercooled temperatures.
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Figure 5.1.: Proposed phase diagram for non-crystalline water including the LLCP.
The existence of the LLCP and its location have not yet been proven beyond doubt.
Rapid crystallisation of ice Ih is expected in the white no man’s land region, complicating
experimental efforts to find the LLCP. Designed by Klaas Wynne (University of Glasgow)
based on a phase diagram proposed by Mishima. [169,178–180]
Fig. 5.1 shows the postulated phase diagram for non-crystalline water in the
case that an LLCP exists. In the white no man’s land region, rapid homogen-
eous nucleation of ice Ih is expected, thwarting experimental efforts to prove
the existence of the LLCP. The first-order transition between LDA and HDA has
been proven experimentally [160,161] and the transition line was extrapolated to-
wards the proposed LLCP. As detailed previously, evidence for two distinct water
structures corresponding to the two amorphous ice forms, LDL and HDL, has been
found experimentally. [150,162,163,165,166,176,177] Not shown in this diagram are the
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third known amorphous ice form, very-high-density amorphous ice (VHDA), as
well as the different crystalline ice forms, ice Ih, ice Ic, and ice 0.
As ice crystallisation makes measurements of pure water below the homogeneous
nucleation temperature extremely difficult, many studies resort to using negat-
ive pressures (stretched water), confined water, or salt solutions instead. [153] Of
course, each of these approaches brings its own difficulties. The experimental
preparation of stretched water, for one, is difficult and the sample is sensitive
to small perturbations. Meanwhile, not many probes are able to extract bulk in-
formation from confined water, as a considerable fraction of water molecules is
bound to surfaces. Similar concerns can be applied to concentrated salt solutions
and it is known that the addition of many common solutes destroys the response
function anomalies at higher concentrations. However, this does not automatic-
ally prevent observation of a liquid-liquid separation and concentrated salt solu-
tions allow measurement far into the no man’s land, as the added solute simu-
lates the effect of increased pressure and lowers the liquidus temperature.
Lithium chloride (LiCl) aqueous solutions, among others, have been used as
model systems to investigate the no man’s land. Suzuki and Mishima [181] found
two distinct glassy states in dilute LiCl aqueous solutions, which they linked to
the HDA and LDA states of water. Further investigation showed the transition
between the two glasses to be of first-order, with the high-density glass rich
in solute and the low-density glass rich in water. [179,182] This was reproduced
theoretically in MD simulations, [183] which found nanosegregated glasses with
predicted domain sizes of 4 to 5 nm. Indications of this can also be found in
temperature-dependent X-ray scattering studies [184,185] of concentrated lith-
ium halide solutions, which developed low-temperature peaks indicative of long-
range correlations with a length of 1 nm on the low-q end of the measurement.
Specifically for lithium chloride, it was found that the chloride hydration shell
became more ordered at low temperatures, while that of the lithium cation be-
came more disordered. While the structure of the aqueous lithium chloride solu-
tion at different temperatures was resolved, the study was limited by measur-
ing only three temperatures below room temperature. Therefore, further X-ray
scattering measurements with a better temperature resolution were taken in the
present study to investigate the behaviour of the temperature change. OKE stud-
ies [186] have previously established that the TA and LA modes remain intact in
eutectic aqueous lithium chloride solutions. This indicates the hydrogen-bond
network to be largely undisturbed by the solute ions, even though the number of
water molecules per solute ion is quite low. This notion receives further support
by Omta et al., [187] who used IR pump-probe spectroscopy to measure the ori-
entational correlation time of water in aqueous solutions of Mg(ClO4)2, NaClO4,
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and Na2S2O4, finding the hydrogen-bond structure largely undisturbed.
Work on aqueous solutions is, however, not restricted to LiCl. Recently, Murata
and Tanaka [188] observed a liquid-liquid transition for mixtures of water and gly-
cerol with phase-contrast microscopy, differential scanning calorimetry (DSC),
Raman spectroscopy, dielectric spectroscopy and X-ray scattering. This was
questioned by Suzuki and Mishima, [189] who located the LLCP in aqueous gly-
cerol solutions towards lower temperatures by using isothermal volume measure-
ments and Raman spectroscopy. On the other hand, Popov et al. [190] contested
that the observed transition was a liquid-liquid transition and attributed it to ice
crystallisation. They backed their assertion with DSC and dielectric spectroscopy
measurements. Finally, Bruijn et al. [191] studied the water-glycerol system with
conventional and two-dimensional IR spectroscopy, finding that the liquid-liquid
transition proposed by Murata and Tanaka is immediately followed by rapid ice
crystallisation. In summary, compelling evidence exists that a liquid-liquid trans-
ition exists in aqueous glycerol solutions. For aqueous salt solutions, even more
compelling evidence has been reported by Zhao and Angell, [192] who used DSC
to investigate mixtures of the ILs ethylammonium nitrate and triethylammonium
methanesulfonate in water. They found a first-order liquid-liquid transition and
at the right composition, these aqueous solutions were found to not suppress
the response function anomalies even at high concentrations, unlike many other
solutes. Zhao and Angell’s interpretation was supported with further FTIR meas-
urements, [193] in which the νOH stretch mode developed a broad, low-frequency
peak on cooling, which was not consistent with ice crystallisation. On reheating,
the low-frequency peak disappeared again and ice crystallisation was observed at
the expected temperature. This, however, was only observed at the right solute
to solvent fraction, while the anomaly was suppressed again in a more concen-
trated solution.
On this basis, we set out to investigate the temperature-dependent behaviour
of aqueous salt solutions using the SCN – ion as a probe of the environment. Its
νCN stretch is sensitive to electrostatic interaction [194] with surrounding mo-
lecules, making it environmentally sensitive, and it is known to have a strong
intensity in IR measurements, making it easy to detect. Additionally, the an-
isotropy inherent in the rod-like structure of SCN – gives it a large anisotropic
polarisability, which leads to high intensities in OKE measurements. In aqueous
lithium thiocyanate (LiSCN) solutions, its higher than average number of elec-
trons will furthermore make it a good X-ray scatterer. For the lithium cation,
on the other hand, the situation is basically reversed. Its spherical symmetry is
expected to make it practically invisible in both the IR as well as OKE measure-
ments (see the considerations presented in Section 4.1), while its low number of
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electrons scatter X-rays only weakly. Eutectic concentrations of salt were chosen
for the solutions as they have the lowest liquidus temperatures, which are 181
K and 193 K for LiSCN [195] and LiCl, [196] respectively. These are very similar, as
well as a lot lower than the 232 K of pure water, and therefore similar beha-
viour was expected. In the IR measurements, a eutectic LiCl solution was doped
with both LiSCN and D2O to allow for measurement of the νCN and νOD stretch
modes without saturation. This was not a concern in the OKE and X-ray scatter-
ing measurements, which used eutectic LiSCN solutions. Further X-ray scattering
measurements were taken for eutectic LiCl solutions, both to compare with the
previously published data [184,185] and the IR measurements.
An unexpected strength of all measurement techniques lies in their ability to
address the controversy around ice crystallisation seen for previous studies.
Especially the νOD stretch, measured in the FTIR spectra, is sensitive to the
hydrogen-bonded structure and shows a clearly different shape and position if
ice is present. X-ray scattering detects intermolecular distances and the struc-
tured environment in crystalline materials leads to intense diffraction peaks (or
thin rings for polycrystalline samples) in the scattering images, which translate
into sharp peaks in the scattering traces. For OKE, the situation is not as clear
cut, but crystals are expected to increase scattering from the sample, which can
be easily seen in the time domain traces. Therefore, all techniques are expected
to give insight into the changes of environment (and associated dynamics) in salt
solutions on cooling, including on whether ice crystallisation takes place.
5.2. Experimental details
5.2.1. Samples
Aqueous stock solutions of LiSCN and LiCl were prepared by dissolving lithium
thiocyanate hydrate ( 98.0%, Sigma-Aldrich) and LiCl ( 99.0%, Sigma-Aldrich),
respectively, in HPLC gradient grade water (Fisher). Their concentrations were
determined by flame photometry. Aqueous eutectic LiSCN (38.3  0.7 wt-%,
LiSCN:5.8H2O) and LiCl (25.2  0.4 wt-%, LiCl:7H2O) solutions as well as a less
concentrated aqueous LiSCN (23.2 wt-%, LiSCN:12H2O) solution were made by
diluting the respective stock solutions further.
Additional samples were made for IR measurements in the Hunt group (University
of Strathclyde). A stock solution of LiCl at the eutectic concentration (6.76 M,
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25.2 wt-%) was prepared by dissolving anhydrous LiCl ( 99.9%, Sigma-Aldrich) in
distilled water. This solution was then diluted to a 6.36 M LiCl solution (24.1 wt-
%) and, to maintain an eutectic concentration, LiSCN was added until a LiSCN
concentration of 0.4 M (2.3 wt-%) was reached (LiCl-SCN:7H2O). 9% D2O was
included in the water used as a solvent. A non-eutectic 5.4 M solution (LiCl-
SCN:9H2O, equivalent to 20.4 wt-% aqueous LiCl) was prepared by keeping the
SCN concentration constant at 0.4 M (2.3 wt-%) and changing the LiCl concen-
tration to 5 M (18.9 wt-%). To minimize water absorption of the LiCl and LiSCN
salts, weighing and dissolution was done under a dry nitrogen atmosphere. The
water content of the salts was determined by a Volhard titration and taken into
account when calculating concentrations.
5.2.2. Measurements
For OKE measurements, the solutions were filtered with a 20 µm hydrophilic
poly(1,1,2,2-tetrafluoroethylene) (PTFE) filter (Millex), transferred to a 2 mm
quartz cuvette (Starna) and degassed for at least 1 min in an ultrasound bath.
128 traces of LiSCN:12H2O were measured at 298 K in the high time resolution
set-up (see Section 2.1.2) up to 1 ns delay time. The temperature was controlled
using an aluminum sample holder with a precision of  0.1 K. LiSCN:5.8H2O was
measured in a liquid nitrogen-cooled cryostat (Oxford Instruments) with a tem-
perature precision of 0.1 K under a dry nitrogen atmosphere to avoid water
condensation. Measurements were taken at 300 K, 275 K, 250 K, 220 K, 200 K,
180 K, 150 K and 90 K using the high time resolution set-up (see Section 2.1.2).
Each measurement lasted between 0.5 to 1 hour and consisted of at least 33
traces with a maximum time delay of 1 ns. Since all were taken during the same
day, their intensities are comparable. Further measurements were taken at 90 K,
150 K, 180 K, 200 K, 220 K, 250 K, 275 K and 300 K utilizing the long delay set-up
(see Section 2.1.3) with a maximum time delay of 7 ns. For each measurement,
the sample was held at the set temperature for 20 minutes before measuring at
least 46 traces, which took between 1.5 and 2 hours.
WAXS measurements of LiSCN:5.8H2O and LiCl:7H2O were taken with the mi-
crofocus set-up at the Diamond Light source I22 beamline in a temperature con-
trolled stage (Linkam THMS600). Samples were held between 25 µm Mica win-
dows separated by a 1 mm spacer. The diffuse scattering background of the Mica
windows was measured at 294 K as well as at 200 K using an empty sample con-
tainer and found to be nearly temperature independent. Sample measurements
were scripted to be temperature-dependent runs with an acquisition time of 5 s
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and a wait time of 0.1 s for each scan. Over long periods of exposure, the high
intensity of the X-ray beam caused burns on the Mica windows, which lead to
intense reflections. To avoid damaging the detector, the sample was moved reg-
ularly to expose different spots within the measurable space. However, some
scans in the runs were unusable due to automatic detector shut-down. For our
measurements, a 14 (0.0016) keV X-ray beam (λ = 0.89 Å) was used and the Pi-
latus 2M detector (Dectris) was calibrated with a silver behenate standard. The
sample detector distance of 0.37 m resulted in a scattering vector (q) range of
0.1 to 4 Å-1 with an estimated resolution of 0.003 Å-1.
FTIR absorption measurements were made and analysed by Andrew J. Farrell
(then University of Strathclyde, now University of Glasgow) using a Bruker Vertex
70 FTIR spectrometer operating in the range of 800-4000 cm-1 with a resolution
of 1.0 cm-1. Three measurements of 20 scans each were averaged to produce the
final spectra. The samples were loaded between two CaF2 windows separated by
a PTFE spacer of 25 µm thickness. For the room temperature measurements, this
was housed in a standard transmission cell. For low-temperature measurements,
the samples were kept in a cryostat (Oxford Instruments). Before inserting the
sample, the cryostat sample space was evacuated to less than 10-6 mbar and
purged for 15 min with a 0.2 bar overpressure of dry nitrogen, with the purge
being maintained throughout the experiment. Then the sample was set to the
required temperature and, after stabilising, held at this temperature for 10 min
before measurements were taken. The results of the eutectic solution were con-
sistent regardless of whether the sample was cooled to a given temperature, or
cooled to 90 K and then heated to a given temperature.
Furthermore, IR pump-probe spectra were taken and analysed by Paul D. Lane
(then University of Strathclyde) using the spectrometer [197] of the Hunt group.
There, mid-IR pulses of roughly 100 fs duration with a centre frequency of 2083
cm-1 and a bandwidth of approximately 250 cm-1 were produced at a repe-
tition rate of 1 kHz by an optical parametric amplifier (OPA) pumped with a
regeneratively-amplified Ti:sapphire laser system. The pump-probe measure-
ments were performed by splitting the output of the OPA into pump (95% intens-
ity) and probe beams. The pump beam was routed through an optical delay stage
in order to control the pump-probe time delay before being overlapped with
the probe in the sample. Pump-probe measurements were recorded with paral-
lel and perpendicular polarization of the pump beam with respect to the probe
beam. These results were used to calculate the magic angle response, which
serves to suppress the effects of molecular rotation in the recovered data.
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5.2.3. Fitting procedure
The raw WAXS data was processed in DAWN [198] using the recommended data
processing pipeline for I22. In this, the data is transformed from pixels into q-
values using the detector calibration and then azimuthally integrated to obtain
a 1D scattering trace from the recorded 2D pattern. For this, masking was ap-
plied to areas of no intensity, such as the beamblock and the space between
detector panels, as well as to high intensity reflections caused by degradation
in the sample cell windows. Before the integration, the Poisson error was auto-
matically determined by the program. Afterwards the data were normalised us-
ing the sample thickness and the beam intensity. The polarisation of the beam
was assumed to be horizontal for this. Due to the nature of the set-up, correc-
tions besides those for the background are minor and can be ignored. The scat-
tering intensity is comparable between measurements, but is not given in abso-
lute units due to lacking the necessary calibration data. The diffuse scattering
background at 200 K was processed in the same way as the sample data and then
subtracted. For the subtraction, the scaling between 0.1 Å-1 and 0.6 Å-1 of the
background trace to the sample data was calculated until a region was found in
which the subtraction after the scaling did not lead to a negative trace (compare
Fig. 5.2). The scaling and subtraction were handled by an algorithm written in
Mathematica. [102]
The background corrected data were further processed in Igor Pro. [199] A sum of
two Gaussian lineshape functions and one Lorentzian lineshape function (com-
pare Fig. 5.7) were fitted from 0.5 to 3 Å-1 using the integrated Batch fitting al-
gorithm, which consecutively fitted the data sets to the same function with the
same starting parameters. The Gaussian lineshape function was defined as
G(q) = AGe
  (q q0)2
2G , (5.1)
in which AG is the amplitude, q0 is the peak position and the width G isp
2 times the standard deviation of the peak. The formula for the Lorentzian
lineshape function was
L(q) =
AL
(q   q0)2 + BL (5.2)
with AL and q0 denoting the amplitude and the peak position, respectively, and
BL being a width parameter. For the fit, the position and width of the Lorent-
zian lineshape function were held constant at 1.7707 and 0.2, respectively, to
avoid complications caused by too many variables. The values of the constants
and the starting parameters were obtained from a manual fit. An additional
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Figure 5.2.: X-ray background subtraction for aqueous eutectic LiSCN solutions at
a) 119 K and b) 213 K. Shown are the raw data (black circles), the scaled background
spectrum (green/magenta triangles) and the resulting background-subtracted spectrum
(green/magenta transparent area fill). Compared to a), b) shows the effect of the iter-
ative background scaling described below and illustrates the difficulties in background
scaling encountered due to the low-frequency peak.
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Gaussian lineshape function was added in the LiSCN:5.8H2O fit at 0.068 Å-1
(see Fig. 5.14) to model a low-q peak developing during the run. Due to insuf-
ficient low-q data it was held at the fixed position of 0.068 Å-1 and at a width of
0.02, with only the amplitude allowed to vary. Furthermore, the fit was made
between 0 and 3 Å-1 to allow for inclusion of the low-q peak.
Gaussian lineshape functions as defined in Eq. 5.1 were also used to fit the IR
absorption and pump-probe spectra. The extracted amplitudes and centre fre-
quencies were then used to further investigate the temperature dependence of
the spectra.
The raw OKE data were processed in a LabVIEW [136] program and averaged over
all traces. This average was deconvoluted from an sech2 autocorrelation function
fitted to the instantaneous response at negative times, and then Fourier trans-
formed. The resulting spectrum was used for further analysis as described be-
low. Contributions of water to the OKE spectra were judged as negligible after
comparing the recorded spectra to calculated water spectra (see Chapter D)
scaled with the water fraction, as seen in Fig. 5.3 for the LiSCN:12H2O sample.
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Figure 5.3.: Comparison of the OKE spectrum of LiSCN:12H2O (black dots) with the
calculated spectrum of the water fraction (blue area fill).
A detailed description of the fitting algorithms and functions used can be found
in Sections 3.2 and 3.3.2, respectively. The α-relaxation was modelled with a
Cole-Davidson function while anti-symmetrised Gaussian functions were used
for the librational bands. In between these, contributions from cage rattling
and cage diffusion modes can be found, which were collectively described by a
Debye function. While usually a strongly stretched Cole-Cole function (which has
a low α value) is preferred for the β-relaxation, this led to unwanted higher and
lower frequency components in the fit and therefore a Debye function was used.
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For an illustration of a fit see Fig. 5.6. Due to the broad nature of the spectra,
a good starting guess is paramount. Therefore, parameters were first varied in
small batches to avoid codependence. Furthermore, the extreme ends of the
temperature dependence were fitted first and used as a basis for the following
spectra. For the final step, all parameters, as far as possible, were allowed to
vary to achieve convergence. In the low temperature measurements, this was
not always possible for the relaxational components due to insufficient data at
low frequencies. In that case, parameters were held at sensible guesses. Sim-
ilarly, the high-frequency end at 12 THz sometimes showed a band which was
modelled with an anti-symmetrised Gaussian with the parameters held at the ini-
tial guesses. Parameters which were held constant at certain temperatures were
not included in determining the temperature dependence.
Temperature-dependent fits of parameters for the OKE and X-ray data sets were
done in Igor Pro. [199] For this, linear and sigmoidal functions were used. The lin-
ear dependence was defined by
y = y0 + bn ∗ , (5.3)
where y0 is the y-axis intercept and bn is the slope. For the sigmoidal fit the
formula
y = yBse +
yM
1 + ep
h
1/2 
bsg
i (5.4)
was used. Here yBse is the y-value at small , yBse + yM the y value at large
 , bsg is the rise rate and 1/2 the halfway point, defined as the  value at
(yBse + yM)/2.
5.3. Results and discussion
5.3.1. OKE spectra of aqueous LiSCN solutions
OKE spectra of aqueous LiSCN solutions were taken to probe for temperature-
dependent changes. The proposed liquid-liquid critical point in water is expec-
ted around 228 K [148–150] and as such the investigation was geared towards this
temperature. However, because solutes mirror the effect of pressure on water,
lower temperatures were in the focus as well. As the rotational relaxation is ex-
pected to slow down significantly with lower temperatures, it was expected that
not much information could be gained from it at the temperature of interest,
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Figure 5.4.: OKE spectra of aqueous LiSCN solutions. a) Temperature-dependent OKE
spectra for an aqueous eutectic LiSCN solution (LiSCN:5.8H2O). The temperatures, in
the direction of the arrow, were 300, 275, 250, 220, 200, 180, 150, and 90 K (red to
blue). It can be clearly seen that the rotational relaxation (α-relaxation) moves to lower
frequencies with decreasing temperatures, in line with longer relaxation times, indicat-
ing slower movements. The intensity of the librational bands decreases with the temper-
ature and shifts to higher frequencies. b) OKE spectrum at 298 K for LiSCN:12H2O.
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228 K, or below. Therefore, the changes in the librational modes were of greater
interest for this study. From the measured temperature dependence of the eu-
tectic LiSCN:5.8H2O solution (Fig. 5.4a), well-defined changes with temperat-
ure can be seen. The rotational relaxation, labelled α-relaxation, moves from
30 GHz at room temperature to lower frequencies when the sample is cooled.
The librational modes around 2 THz, on the other hand, move to slightly higher
frequencies. At first glance this might seem as if it is only caused by the retreat
of the α-relaxation, as well as the intermediate β-relaxation, to lower frequen-
cies. Further analysis shown in Fig. 5.5a, however, reveals this shift persists even
after the movement of the relaxational components is taken into account.
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Figure 5.5.: Temperature-dependence of the fit parameters for an aqueous eutectic
LiSCN solution. a) Plot of the centre frequencies for the librational modes (colouring as
in Fig. 5.6). The solid lines give linear fits for S (dark blue) and the amplitude-weighted
average of M1, M2 and M3 (red). The empty red symbols mark the position of said av-
erages. b) Plot of the damping parameter for the librational modes. It can be seen that
the damping of S does not show an appreciable temperature dependence. The damp-
ing of M1, M2 and M3 is similarly nearly temperature-independent for the summed val-
ues (empty, red circles). c) Arrhenius plot and fits of the temperature dependence for
the relaxation times of the α-relaxation (blue) and β-relaxation (green). It can be seen
that the lowest α-relaxation time at 220 K was underestimated in the fit due to the low-
frequency cut-off of the data.
To help with analysing the contributions to the LiSCN OKE spectrum, meas-
urements at room temperature were also taken for a more diluted solution,
LiSCN:12H2O, for which the spectrum is shown in Fig. 5.4b. The relaxational
components of the spectra could easily be extracted by fitting them to a Cole-
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Davidson function and Debye function for the α-relaxation and β-relaxation, re-
spectively. In the spectra of both concentrations, furthermore, the librational
band could be modelled with two anti-symmetrised Gaussian functions, one for
the main band (M1) and one for the high-frequency shoulder (S). Population frac-
tions were extracted for the librational modes by assuming the population in a
librational mode was equal to its amplitude and that the sum of the amplitudes
of all librations was equal to the total population. Using this, it can be seen in
Fig. 5.6b that the population fraction for the main band M1 is reduced at lower
concentrations, while that of the shoulder S is increased by a similar amount.
The concentration dependence of the relative population indicates that the lib-
rational modes are associated with different solvation environments, and the
implications of this are further discussed in Section 5.3.5.
In the temperature dependences found for the eutectic LiSCN:5.8H2O solution
(Fig. 5.4a), the slow down of the relaxations shows Arrhenius behaviour (see
Fig. 5.5c and d), save for the α-relaxation time at 220 K which was underes-
timated. A linear fit results in activation energies of 54.9 kJ mol-1 and 7.5 kJ
mol-1 for the α-relaxation and β-relaxation, respectively. If the SED relation is
assumed to be valid, and ion aggregation neglected, increased relaxation times
indicate higher viscosities, as expected on cooling a liquid. However, the data
used for fitting the relaxations are limited on the low-frequency side, resulting in
a cut-off α-relaxation peak at only 250 K. As the α- and β-relaxation fits tend to
be dependent on each other, errors in the relaxation times are hard to estimate.
The librational modes, on the other hand, show interesting behaviour at lower
temperatures. Above 200 K, they can be described with two anti-symmetrised
Gaussian functions, M1 and S, just like at lower concentrations in LiSCN:12H2O.
Below 200 K, however, two additional anti-symmetrised Gaussian functions, M2
and M3, are necessary to fit the librational band. The case of 200 K itself is curi-
ous. At first glance, its librational band can be fitted like the higher temperature
spectra with only two anti-symmetrised Gaussian functions, which are shifted
appropriately. The temperature dependence of the fit parameters, however,
then revealed a strong shift in parameters contrary to the generally observed
temperature dependence. Introducing the additional functions used in the lower
temperature spectra, M2 and M3, with small amplitudes (compare Fig. 5.6b) rec-
tified this and led to the consistent temperature dependence shown in Fig. 5.5a
and b. While M1, M2, and M3 appear to show sigmoidal behaviour in their peak
position, this can be traced back to the sigmoidal temperature dependence of
their population fractions shown in Fig. 5.6b. Plotting an amplitude-weighted
average of the peak position, as done in Fig. 5.5a, shows a linear temperature
dependence as that seen for the shoulder S. The damping shown in Fig. 5.5b is
approximately temperature-independent, even for the summed-up values of M1,
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Figure 5.6.: OKE spectrum analysis for an aqueous eutectic LiSCN solution. a) Shown
is the OKE spectrum of an aqueous eutectic LiSCN (LiSCN:5.8H2O) solution at 150 K with
both axes on a logarithmic scale. The raw data is shown as a solid blue line while the
fit is shown as a dashed red line. It can be seen that the noise increases with decreas-
ing frequency. The four librational modes are given as area fills in dark blue (S), purple
(M1), orange (M2) and dark green (M3). An additional low-temperature mode P is shown
as a light green area fill. b) Temperature-dependent changes in the population fraction
associated with each librational mode (coloured, filled symbols, assignment as in a)).
Fits and 95% confidence intervals are shown as solid and dashed lines, respectively. For
comparison, the population fractions of a less concentrated solution (LiSCN:12H2O) at
298 K are shown as empty symbols. c) Sum of the amplitude of the librational modes de-
pending on temperature for the LiSCN:5.8H2O sample.
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M2, and M3. While a jump is seen in the latter value, this can be explained by
the overlap of the area occupied by the fit functions (Fig. 5.6a). It is notable
that S consistently shows a linear temperature dependence, from the shift to
higher frequency to the decrease in population fraction on cooling, while M1,
M2, and M3 show a sigmoidal temperature dependence in their population frac-
tions, with a halfway point around 178 K (Table 5.1). The OKE data alone would
make assignments speculative, and a discussion of the librational modes in light
of the complementary information gained from IR measurements can be found in
Section 5.3.5.
Table 5.1.: Sigmoidal fit parameters for the temperature dependence of the
LiSCN:5.8H2O OKE population fractions.
Mode T1/2 / K PopulationBase / % PopulationMax / % Rise rate
M1 179.0  5 0.37  0.03 0.36  0.04 13.1  5
M2 177.4  4 0.28  0.02 -0.28  0.02 12.4  4
M3 178.8  8 0.14  0.02 -0.14  0.02 15.6  7
At 150 K, an additional low-frequency mode P can be seen in the OKE spectrum
at 144 GHz (Fig. 5.6a), which has a low intensity and is slightly overdamped (see
Table B.4). It, however, remains in this position even at 90 K, indicating a non-
diffusive mode. On the other hand, it can’t be seen in the 180 K spectrum and,
unlike with M2 and M3 at 200 K, no shift in the parameters points towards its
existence. While a weak amplitude and overlap with the β-relaxation, which
already starts at 180 K, complicates figuring out at which temperature P starts
to appear in the spectrum, it is likely below 180 K. Typically, modes in the hun-
dred gigahertz range are relaxational processes, which would show diffusive be-
haviour. Furthermore, the progression of temperature-dependent spectra indic-
ates that at 150 K, the β-relaxation modes have frozen out together with the
α-relaxation. Librational modes, on the other hand, tend to lie at higher fre-
quencies and usually are not overdamped. Another possibility in this frequency
region are phonon modes, such as those seen in Chapter 4, which do, however,
require a structured environment (see Section 1.1.1). This can be probed for by
using X-ray scattering and measurements taken with synchrotron radiation are
described below.
5.3.2. X-ray scattering of aqueous LiCl solutions
Scattering traces for the eutectic LiCl:7H2O solution between 0.1 and 4 Å-1 con-
tain information about structure ranging from 0.15 nm to 6.3 nm. While the-
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Figure 5.7.: Fit for the X-ray scattering of the eutectic LiCl:7H2O solution at 124 K.
Shown are the low-q Lorentzian tail (Cl_L, orange), the main peak (Cl_M, green), and
the shoulder (Cl_S, blue). Data points are given as black dots while the red line shows
the fit.
oretically the 5 nm domains expected from MD simulations [183] should be re-
solved, increased noise below 0.5 Å-1 (above 1.3 nm) and the proximity to both
the beamblock and the unscattered beam at the given resolution leads to un-
certainty. The major scattering features, as seen in the fit at 124 K in Fig. 5.7,
are found between 1 and 3 Å-1, consisting of a main peak (Cl_M) at 2.0 to 2.2 Å-1
(0.29 - 0.31 nm) and a shoulder (Cl_S) at roughly 2.6 Å-1 (0.24 nm). A clear tem-
perature dependence of the shape is visible, as seen in Fig. 5.8a and b. At lower
temperatures, Cl_M sharpens and is located towards lower q values while Cl_S is
broader. In Fig. 5.8a, the scattering intensity also seems lower at higher temper-
atures. This, however, is not reproduced in Fig. 5.8b where the intensity shows
jumps, which is possibly related to the difficulties encountered during recording
of the data as described in Section 5.2.2.
The scattering traces at all temperatures could be fitted using two Gaussian
lineshape functions for Cl_M and Cl_S, with an additional Lorentzian lineshape
function (Cl_L) centred at 1.8 Å-1 (0.35 nm) to compensate for the tail (see
Fig. 5.7). A very weak peak at around 0.1 Å-1 was not accounted for in the
fit. The resulting temperature-dependent parameters are shown in Figs. 5.10
and 5.11. Comparing the amplitudes in Fig. 5.10 it can be seen that the amp-
litude of Cl_S increases at lower temperatures, while the amplitude of Cl_L de-
creases. The amplitude of Cl_M is noisier than the amplitude of the other func-
tions. While there seems to be a trend towards higher amplitudes at lower tem-
peratures, this change is within the noise. During heating, all amplitudes show a
dip around 200 K not seen in the data when the sample was cooled down. Com-
paring Fig. 5.10 with Fig. 5.9, this coincides with a large chunk of missing tem-
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Figure 5.8.: Temperature-dependent X-ray scattering of the eutectic LiCl:7H2O solu-
tion. a) Shows the scattering traces when cooling from 289 K to 125 K (red to blue) at 20
K min-1. b) Shows the scattering traces when heating from 124 K to 300 K (blue to red)
at 20 K min-1.
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Figure 5.9.: Temperature of the scans taken for the eutectic LiCl:7H2O solution. De-
picts the analysed scattering traces versus the temperature they were taken at. Breaks
from a linear dependence show temperatures at which no scattering traces of sufficient
quality could be taken (see Section 5.2.2). Blue symbols denote cooling of the sample,
while red ones denote heating.
peratures in the data. Therefore, this is likely an artefact caused by the experi-
mental difficulties described in Section 5.2.2.
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Figure 5.10.: Temperature dependence of the X-ray scattering amplitudes for
LiCl:7H2O. a) Temperature dependence of Cl_M and Cl_S. Blue, downward-facing tri-
angles denote the sample being cooled down, while upwards-facing red triangles indic-
ate the sample being heated up. Filled symbols belong to Cl_M, while empty symbols
belong to Cl_S. Both amplitudes show a slight increase at lower temperatures, however,
the one seen in Cl_M is within the noise. b) Temperature dependence of Cl_L. The amp-
litude shows a decrease towards lower temperatures. Light blue symbols denote cooling
of the sample, while orange symbols denote heating.
This artefact can also be found in the temperature dependence of the width, and
centre position of the two Gaussian lineshape functions,Cl_M and Cl_S, plotted
in Fig. 5.11. Additionally, some divergent behaviour can be seen between 280
and 300 K. In the cooling run this manifests as a decrease in the parameter value
from 280 K to 300 K for the amplitude, width and centre position of all functions.
In the heating run, it is seen as a sudden jump in parameter values, breaking the
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otherwise observed trend. It manifests as a decrease in the width and position
of Cl_M and as an increase in all other parameters. This divergence cannot be
explained by the quality or lack of data. However, as it starts near the density
maximum of water, it possibly is related to the density anomaly.
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Figure 5.11.: Temperature dependence of the X-ray scattering Gaussian lineshape
function positions and widths for an aqueous eutectic LiCl solution. Blue and red
symbols denote the sample being cooled down and heated up, respectively. a) Tem-
perature dependence of the centre position for the main Gaussian lineshape function
(symbols). It shows a quite clear sigmoidal temperature dependence, for which the fit is
shown as a line for both the cooling (light blue) and heating (orange). The fits appear to
show a hysteresis curve. b) Temperature dependence of the centre position for the high-
q shoulder. It appears to show a qualitatively similar behaviour as the main Gaussian
lineshape function shown in a), however the uncertainty is too large for further analysis.
c) Temperature dependence of the width for the main Gaussian lineshape function (sym-
bols). It seems to show a sigmoidal temperature dependence as seen in the position in
a). d) Temperature dependence of the width for the high-q shoulder.
From Fig. 5.11a and b it can be seen that both Cl_M and Cl_S shift to lower
q upon cooling. During this, Cl_M sharpens while Cl_S broadens, as seen in
Fig. 5.11c and d. In Cl_M this change appears sigmoidal below 280 K. The pos-
ition of Cl_M shows a halfway point between 195 and 210 K, as well as parallel
heating and cooling lines reminiscent of a hysteresis curve. This is reproduced
in the width, even though it is noisier and the divergence above 280 K is larger.
For Cl_S, the effect of noise is too great to fit any further relationships. A com-
parison of the features in the 1 to 3 Å-1 with correlation lengths known from lit-
erature will be made in Section 5.3.5. Furthermore, the extracted temperature
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dependences and the possible peak around 0.1 Å-1 will be discussed in more de-
tail in light of data found in this study and the literature.
5.3.3. X-ray scattering of aqueous LiSCN solutions
Fig. 5.12 shows the temperature-dependent X-ray scattering traces for
LiSCN:5.8H2O between 0.1 and 4 Å-1. While many scattering images in the run
had not been usable due to reflections, the only large gap is between 140 and
120 K (Fig. 5.13). As in LiCl:7H2O, information about structures between 0.15
nm and 6.3 nm is contained in the scattering traces, with the larger end of the
scale limited by the low-q resolution. In contrast to LiCl:7H2O, the most strik-
ing feature is a large, strongly temperature-dependent peak (SCN_LQ) below
0.3 Å-1. The major features found in LiCl:7H2O between 1 and 3 Å-1 are still
present, however, SCN_LQ at its maximum is an order of magnitude more in-
tense. Besides SCN_LQ, the scattering traces show a peak between 2.1 and 2.3
Å-1 (SCN_M) and a shoulder to SCN_M between 2.4 and 2.8 Å-1 (SCN_S), as seen
in the fit presented in Fig. 5.14. Again a sharpening of SCN_M as in LiCl:7H2O
can be seen at low temperatures. SCN_LQ, SCN_M and SCN_S were fitted us-
ing three Gaussian lineshape functions in total and an additional Lorentzian
lineshape function (SCN_L) was used to model the low-q tail (see Section 5.2.3
and Fig. 5.14).
The temperature-dependent amplitudes of all four functions can be found in
Fig. 5.15. SCN_M and the Lorentzian tail SCN_L do not show a clear temperat-
ure dependence within the noise, while SCN_S shows a sigmoidal temperature
dependence with a halfway point of 230 K. SCN_LQ, on the other hand, seems
to follow a Gaussian distribution centred at 208 K. However, due to the lack of
low-q data it cannot be determined whether the amplitude truly shows a max-
imum or if it appears this way because the peak is moving to lower q values upon
cooling.
The temperature dependence of the width and centre position, on the other
hand, clearly follow the trends already found in LiCl:7H2O. The width of SCN_S
increases with decreasing temperature, while all others decrease. The same
divergence above 280 K can be found as well. Within the noise the parameters
showed a sigmoidal temperature dependence, which gave halfway points around
230 K (Table 5.2). The discrepancy of the halfway point temperatures found in
the X-ray scattering of the eutectic LiSCN:5.8H2O solution compared to the cor-
responding OKE data, as well as the X-ray scattering of LiCl:7H2O, is puzzling.
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Figure 5.12.: Temperature-dependent X-ray scattering of the eutectic LiSCN:5.8H2O
solution. a) Shows the scattering traces when cooling from 294 K to 119 K (red to blue)
at 20 K min-1. A very strong peak develops at low-q when decreasing the temperature.
b) Same as a), but with the intensity axis scaled to the peak intensity in the 1 to 3 Å-1
region.
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Figure 5.13.: Temperature of the scans taken for the eutectic LiSCN:5.8H2O solu-
tion. Depicts the analysed scattering traces versus the temperature they were taken at.
Breaks from a linear dependence show temperatures at which no scattering traces of
sufficient quality could be taken (see Section 5.2.2).
Figure 5.14.: Fit for the X-ray scattering of the eutectic LiSCN:5.8H2O solution at 119
K. Shown are the low-q peak (SCN_LQ, purple), the Lorentzian tail (SCN_L, orange), the
main peak (SCN_M, green), and the shoulder (SCN_S, blue). Data points are given as
black dots while the red line shows the fit.
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Figure 5.15.: Temperature-dependent X-ray scattering amplitudes of the eutectic
LiSCN:5.8H2O solution. Depicted are the amplitudes for a) SCN_M, SCN_S, and SCN_L
as well as for b) SCN_LQ. It cannot be determined whether the amplitude shown in b)
truly has a peak at 208 K or if this is due to the peak shifting to lower q values. Colour-
ing as in Fig. 5.14.
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Figure 5.16.: Temperature-dependent X-ray scattering fit parameters of the eutectic
LiSCN:5.8H2O solution. The temperature dependence of SCN_M and SCN_S is shown
for a) the centre position and b) the width. Both follow a sigmoidal curve with halfway
points points around 230 K (see Table 5.2). Colouring as in Fig. 5.14.
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However, errors may have been introduced during data analysis, as the back-
ground subtraction was made difficult by SCN_LQ. Most importantly though,
evidence for temperature-dependent nm-scale structures was found in the scat-
tering traces, which will be further discussed in Section 5.3.5.
Table 5.2.: Halfway points for the sigmoidal temperature dependences of the centre
position and width in SCN_M and SCN_S.
position SCN_M position SCN_S width SCN_M width SCN_S
T1/2 / K 228 227 230 231
Δ / K 2 3 2 5
5.3.4. IR spectroscopy of aqueous SCN-doped LiCl solutions
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Figure 5.17.: The temperature-dependent IR spectrum of an aqueous eutectic SCN
and D2O-doped LiCl solution (LiCl-SCN:7H2O) between 253 and 93 K (red to blue, in
direction of arrows). Shown is the raw absorbance spectrum between 2000 and 2600
cm-1 covering the νCN asymmetric stretch at 2080 cm-1, the H2O combination band
of the H-O-H bend and librational modes (δHOH+νb) at 2200 cm-1 as well as the νOD
stretching mode at 2500 cm-1. An additional feature visible near 2350 cm-1 is due to a
vibrational mode of atmospheric CO2.
Monitoring the νCN asymmetric stretch of an aqueous thiocyanate solution re-
veals information about the environment the SCN – ion finds itself in, while the
νOD stretch contains information on the H-bond network. Most importantly, the
νOD stretch shape and frequency can be used to determine whether crystalline
ice is present in the sample or not. The FTIR absorption measurements were per-
formed by Andrew J. Farrell (then University of Strathclyde, now University of
Glasgow) and his results will be summarised in the following. Fig. 5.17 shows the
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absorption spectra between 2000 and 2600 cm-1 for temperatures between 253
K and 93 K. The most pronounced features are two bands, centred around 2500
cm-1 and 2200 cm-1, as well as a peak at 2080 cm-1. An additional small feature
at 2350 cm-1 is caused by a vibrational mode of atmospheric CO2 and could not
be fully removed experimentally. The other features can be divided into the wa-
ter bands, consisting of the νOD stretching mode at 2500 cm-1 as well as the H2O
combination band (δHOH+νb) at 2200 cm-1, and the peak caused by the νCN
asymmetric stretch mode of SCN – . The νOH stretching mode can theoretically
be seen around 3600 cm-1, however it was not investigated because it would be
saturated due to the large amount of H2O molecules in the solution. This is also
the cause behind the sample composition, a SCN – doped LiCl solution, as other-
wise the νCN stretch would be saturated as well.
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Figure 5.18.: Temperature-dependence of fit parameters for the absorbance spec-
trum ofLiCl-SCN:7H2O. a) Shows the normalised change in absorbance ΔAnorm. for the
νOD stretch band (blue triangles), the δHOH+νb combination band (light green squares)
as well as for the 2105 cm-1 shoulder of the νCN stretch band (red circles). The νCN
stretch band itself does not show a temperature-dependent change in absorbance (com-
pare Fig. 5.17b). b) Frequency of the νOD stretch (yellow squares) and the νCN stretch
(dark green circles) depending on temperature. On cooling the νCN frequency shifts to
higher values until 180 K is reached, at which point it stays approximately constant.
Focusing on the water modes, it can be seen that both water bands increase in
amplitude with decreasing temperature (Fig. 5.18a). Their frequencies, how-
ever, shift in opposite directions, with the νOD band shifting to lower and the
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δHOH+νb band to higher frequencies. These changes are linear down to the glass
transition temperature at 140 K, where they slowly stop (Fig. 5.18b for the νOD
stretch). Both shifts in the water band frequencies are consistent with stronger
H-bonding at lower temperatures, though this influence is only obvious for the
shift to lower frequencies in the νOD band. The δHOH+νb combination band is
rooted in the simultaneous excitation of both the H-O-H bend and low-frequency
librations of water and the shift to higher frequencies on cooling is caused by a
shift in the librational frequencies. [200] Specifically, stronger H-bonds lead to a
steeper intermolecular potential which increases the frequency of librations. [201]
Furthermore, ice formation is excluded experimentally as the sharp ice νOD
stretch peak at 2430 cm-1 is not present at any temperature.
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Figure 5.19.: The temperature-dependence of the νCN asymmetric stretch in an
aqueous eutectic SCN and D2O-doped LiCl solution (LiCl-SCN:7H2O) between 253 and
93 K (red to blue, in direction of arrows). Shown is the νCN asymmetric stretch peak
extracted from Fig. 5.17 by baseline fitting, which shifts to higher frequencies with de-
creasing temperature. It can be seen that an additional peak at 2105 cm-1 grows visible
below 190 K.
The temperature-dependent changes observed in both the amplitude and fre-
quency of the δHOH+νb combination band make it difficult to see the changes
in the νCN stretch peak, which sits on top of it. Therefore, the δHOH+νb band
was fitted with Gaussian lineshape functions and subtracted to isolate the νCN
stretch peak shown in Fig. 5.19. With this, it can be seen that the amplitude of
the νCN stretch peak does not change with temperature, while the frequency
shifts linearly to higher values on cooling until 183 K is reached (Fig. 5.18b).
Below 173 K, the frequency appears to stay approximately constant. Further-
more, on reaching 193 K a shoulder at 2105 cm-1 starts to visibly appear on the
νCN stretch peak and does not shift in frequency with temperature. The growth
in amplitude of the shoulder was extracted and plotted in Fig. 5.18a, where
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it shows an exponential growth down to 133 K, from which point on it shows a
slight linear increase.
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Figure 5.20.: The temperature-dependent IR spectrum of an aqueous SCN and D2O-
doped LiCl solution (LiCl-SCN:9H2O) between 253 and 83 K (red to blue, in direction
of arrows). Shown is the raw absorbance spectrum between 2000 and 2600 cm-1 cover-
ing the νCN asymmetric stretch at 2080 cm-1, the H2O combination band of the H-O-
H bend and librational modes (δHOH+νb) at 2200 cm-1 as well as the νOD stretching
modes of liquid water at 2500 cm-1 and of ice at 2430 cm-1. An additional feature vis-
ible near 2350 cm-1 is due to a vibrational mode of atmospheric CO2.
Of importance in the absorbance spectrum of the eutectic LiCl-SCN:7H2O solu-
tion (Fig. 5.17) is the absence of the νOD stretch of ice. This can be clearly seen
by comparing the spectrum of the eutectic LiCl-SCN:7H2O solution (Fig. 5.17)
with the spectrum of the non-eutectic LiCl-SCN:9H2O solution (Fig. 5.20), where
the ice νOD stretch is visible at 2430 cm-1 and disappears again upon heating
above 233 K. Otherwise, the spectrum of the non-eutectic LiCl-SCN:9H2O solu-
tion behaves like that of the eutectic solution, showing the same spectral fea-
tures. The ice νOD amplitude in LiCl-SCN:9H2O shows rapid growth with de-
creasing temperature until 173 K, from which point the increase in amplitude
mirrors that of the underlying water νOD band.
Further information on the νCN stretch and its temperature-dependent changes
were collected through pump-probe IR spectroscopy measurements conducted
by Paul D. Lane (then University of Strathclyde). Fig. 5.21 pictures two such
spectra, taken at 289 K and 93 K, respectively. Near room temperature, as in
Fig. 5.21a, the lineshape is straightforward and consists of one negative and
one positive feature, with the latter located at lower frequencies. The negative
peak is attributable to bleaching/stimulated emission associated with the 0 ! 1
transition of the νCN stretch mode, while the positive feature is assigned to the
118
 !
"
!
#
$
%
&
'
&
!
"
 
(
)!*")!"")"*")"""!+*"
,-./0123/4&'&52
 !
-6
 !
"
!
#
$
%
&
'
&
(
"
 
)
*(!"*(""*"!"*"""(+!"
,-./0123/4&'&52
 (
36
Figure 5.21.: Pump-probe IR spectra for LiCl-SCN:7H2O at a) 289 K and b) 93 K. The
different traces correspond to different pump-probe delay times between 0 and 5 ps
(from dark to light in direction of the arrows).
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accompanying 1 ! 2 transition. Below 200 K, a second set of features appears
in the spectra, as seen in Fig. 5.21b. The temperature dependence of this ap-
pearance is consistent with the appearance of a shoulder in the νCN stretch peak
observed in the IR absorption spectra (Fig. 5.19). The pump-probe features were
fitted with Gaussian lineshape functions, which showed a decrease in their amp-
litude with increasing pump-probe delay time. This decrease followed a single
exponential decay, giving a vibrational relaxation time T1 for which the tem-
perature dependence is shown in Fig. 5.22. It can be seen that the vibrational
relaxation time of the main peak and shoulder show opposite behaviour, with the
vibrational relaxation time of the main peak decreasing linearly on cooling while
the vibrational relaxation time of the shoulder increases linearly. Both, however,
stop changing appreciably at the glass transition temperature at 140 K. This de-
coupled behaviour indicates different relaxation mechanisms and will be further
discussed in Section 5.3.5.
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Figure 5.22.: Pump-probe vibrational lifetimes of the νCN stretch mode for LiCl-
SCN:7H2O. Shown are the vibrational lifetimes for the main band (blue squares) and
shoulder (red triangles) of the νCN stretch mode.
5.3.5. Discussion
In the preceding sections several notable temperature-dependent features could
be seen. These are, in no particular order, the split of the main band in the OKE
librations, the emergence of a low-frequency OKE mode, the low-q peak emer-
ging in the X-ray scattering traces of the eutectic lithium thiocyanate solution
and the shoulder which appears at low temperatures in the thiocyanate stretch
peak. While the temperature dependences show some spread, the changes in the
IR and OKE measurements become notable below 200 K. Additionally, the OKE
libration populations exhibit halfway points around 180 K, the low frequency OKE
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mode likely appears below 180 K, and the frequency shift of the SCN – stretch
changes between 173 K and 183 K. The temperature-dependence of the low-q X-
ray peak in the eutectic LiSCN solution with a maximum at 208 K is questionable,
as the peak was only captured partially and could simply have shifted towards
lower q values. Additionally, the question poses itself how the halfway points of
the temperature dependence extracted from the X-ray scattering, 170 K to 207 K
for LiCl and 227 K to 231 K for LiSCN, fit into this. For this purpose, a short eval-
uation of the presented datasets will be given below.
First off, ice or salt crystallisation could be experimentally excluded in all eu-
tectic solutions. For the IR data, this is seen from the absence of the ice peak
at 2430 cm-1 seen in non-eutectic solutions and, for the salt, the disagreement
of the measured νCN stretch with the spectrum of crystalline LiSCN. [202] In the
OKE data, no distinct scattering was observed in any time domain data besides
that taken at 200 K. Even small crystals should lead to scattering in OKE meas-
urements and therefore, as no persistent scattering is seen at several temper-
ature, can be excluded. Furthermore, crystals would have been visible as sharp
rings in the X-ray scattering images taken for the eutectic solutions, which would
give rise to sharp peaks in the scattering traces shown. Again, no such thing was
visible in the data, excluding crystal formation in the samples as a possibility.
Instead, the solutions are seen to vitrify at the known glass transition temper-
ature. [203] This is witnessed by the continuous change in the water features of
the IR spectra, as well as the long relaxation times inferable in the OKE measure-
ments.
Secondly, the temperature resolution is, especially in the spectroscopic measure-
ments, limited. For the IR and OKE measurements it varies from 5 K at best to
10 K and more, with especially the OKE measurements having few temperatures
below 180 K. While the X-ray measurements have a better theoretical temperat-
ure resolution of 2.5 K, they also had a variety of other issues. For one, several
temperatures are missing or compromised because reflections from the damaged
window material interfered with the acquisition. Additionally, the most inter-
esting q-range is missing from the measurements because the detector position
was limited when the measurements were taken. Furthermore, subtraction of
the background for the eutectic thiocyanate solution was difficult, as the high-
intensity peak at low-q made it hard to fix the background intensity. Therefore,
the X-ray scattering temperature dependences will be given less weight in the
following.
The appearance of additional librational modes in the OKE spectrum as well as
that of the νCN stretch shoulder both become notable below 200 K. Librational
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frequencies tend to depend on the intermolecular potential as well as the mo-
ment of inertia of the moving molecule or ion, while the νCN stretch has pre-
viously [194,201,204–207] been shown to be a good probe of the thiocyanate envir-
onment. Looking at the νCN stretch, the expected frequency for fully solvated
thiocyanate ions is 2055 cm-1, not the observed value of 2070 cm-1. Previous
studies [194,208] have identified the 2070 cm-1 peak as belonging to Li+SCN – con-
tact ion pairs (CIPs), which are expected in concentrated solutions, and the shift
to higher frequencies on cooling is consistent with stronger hydrogen bonding in
the surroundings. [194] The high-frequency shoulder therefore cannot come from
fully solvated ions or CIPs. In the literature, [194,208] its frequency has been as-
signed to aggregates of ions. Furthermore, clustering behaviour has been pre-
dicted in MD simulations [209] for thiocyanate near its solubility limit. As fully
solvated ions, CIPs, and aggregates exist in an equilibrium with each other, the
growth in intensity of the aggregate shoulder implies a higher ion concentration.
Since the concentration of the solution is not changed during the experiment,
the growth of the aggregates indicates that a separation into salt-rich and water-
rich domains has occurred at low temperatures. The librations seen in the OKE
spectra of the eutectic LiSCN solution further solidify this interpretation. For
a rod-like molecule, such as thiocyanate, only one libration is expected in the
simplest approximation. This is because the rotation around the long axis is not
expected to lead to any change, while the rotations around the two axes perpen-
dicular to it are expected to be degenerate. Therefore, the two observed libra-
tional modes at room temperature, the main band and the shoulder, are likely
due to two different solvation environments. This is supported by measurements
of a less concentrated solution at room temperature, in which the population
fraction of the shoulder increased while that of the main band decreased (see
Fig. 5.6). As a result, the main band and shoulder are tentatively assigned to
CIPs and fully solvated ions, respectively. The split of the main peak into three
contributions can then be linked to the formation of salt-rich and water-rich
domains seen in the IR spectra at lower frequencies, with the lower frequency
librations belonging to aggregates. The different librational frequencies can
be explained through different moments of inertia in fully solvated ions, CIPs,
and aggregates, while the general red-shift of the librational frequencies can be
traced back to the steeper intermolecular potential at lower temperatures due
to changes in the hydrogen-bonds. Therefore, good agreement in the interpreta-
tions of IR and OKE results can be established.
IR pump-probe spectroscopy then allows to take a closer look at the changes
in the thiocyanate stretch. Again, a change from a one peak structure to a two
peak structure is seen below 200 K. Here, the stretch mode associated with CIPs
shows a decreasing vibrational relaxation time on cooling. This is unexpected, as
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generally speaking relaxation takes longer at lower temperatures. It is known,
however, that the relaxation of the thiocyanate stretch mode proceeds via en-
ergy transfer to the water combination band [201,206] and from Fig. 5.17 it can be
seen that these two bands overlap significantly. The (constant) transition rate
from one energy eigenstate to another can be understood, in a simple model,
via a Fermi’s golden rule analysis. For the transition from the thiocyanate CIP
stretch to the water combination band, this shows a faster relaxation because
the temperature-induced shift of the combination band leads to increased spec-
tral overlap between the modes. [201] Therefore, the CIPs must interact with wa-
ter and can be considered hydrated. This contrasts with the weak increase in
relaxation time for the thiocyanate aggregate stretch and suggests a different
relaxation mechanism. The relaxation mechanism likely features a reduced in-
teraction with water molecules, which is consistent with clusters of ions in which
not all ions interact with water molecules. Again, these results strengthen the
picture of a highly concentrated solution with CIPs at room temperature, which
then morphs into a liquid consisting of salt-rich and water-rich domains at lower
temperatures.
So how does the X-ray scattering data fit into this? The most obvious agreement,
and support of the presented picture, can be found in the low-q peak seen in the
eutectic LiSCN solution. It shows the temperature-dependent growth of nano-
scale structure, which is in agreement with the domain separation concluded
from the IR and OKE data. While no similarly intense peak is observed in the
eutectic LiCl solution, a weak peak can be observed at low q-values in the data
presented here and in the literature. [184,185] Specifically, Yamanaka et al. [184]
see peaks corresponding to lengths of 0.4 nm and 0.7 nm evolve with decreased
temperature, which they assign to an increasingly ice-like water structure. A fur-
ther feature at 0.9 nm length was also noted and used to indicate that structure
in the supercooled and glassy solutions reaches up to at least one nanometre.
Therefore, data going to lower q-values in the eutectic LiCl solution is sorely
needed to clarify whether nanoscale structures exist or not. An indirect con-
firmation can be taken from the comparison of previously published OKE data
on eutectic LiCl solutions [186] with the OKE data presented here for eutectic
LiSCN solutions. While the temperature-dependent OKE spectra presented by
Turton et al. [186] mainly show slow, gradual changes in the water structure, a
low-frequency mode, similar to that seen here in the eutectic LiSCN solution,
was reported. There, it was only observed at one temperature and associated
with the anomalous diffusion of a percolating ion-water network. [210] However,
the data presented here shows the position of the mode at 144 GHz to be inde-
pendent of temperature, which is not in line with a diffusive process, and rather
points towards a phonon-like motion. Here it is important to emphasize that
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phonon modes have been found previously in amorphous materials. [11] Since the
appearance of the low-frequency mode coincides with the formation of domains
and the X-ray scattering data indicates nanoscale structures, it was assigned to
an acoustic phonon mode in the salt-rich domain. Using an appropriate speed
of sound for a concentrated salt solution [211] of 1.9 km s-1, the diameter of a
spherical domain, d = /(pi ∗ ƒ ), can be calculated from the frequency ƒ of
the standing wave. This results in a diameter of 4.2 nm, which is in surprisingly
good agreement with the nanosegregated domain size predicted by MD simula-
tions. [183] Additionally, this is still of the same order of magnitude as the roughly
ten (or larger) nm structure indicated by the X-ray scattering measurements of
LiSCN and again strengthens the picture of a nanosegregated liquid.
Comparison with the X-ray study presented by Yamanaka et al. [184] also helps
to assign interactions to the scattering traces, though they used a more con-
centrated solution and presented fewer temperatures. The main peak at 2
Å-1, Cl_M, can mainly be attributed to the Cl-H2O distance in the anion hydra-
tion shell, which is expected to be 310 pm and becomes more ordered at lower
temperatures. [184,185,212] As chloride is a strong scatterer, the other two con-
tributions in this range will likely be overshadowed. These are the hydrogen-
bonded H2O-H2O distances of roughly 280 pm and the distances between water
molecules in the first hydration shell of Li+ between 280 pm and 360 pm. The
Lorentzian tail below 2 Å-1, Cl_L, is attributed to several longer-ranged interac-
tions, such as those between water molecules in the first hydration shell of Cl – ,
those of a cation and anion bridged by a water molecule, and long-range interac-
tions between water molecules. While Yamanaka et al. did not make any formal
assignment corresponding to the 2.6 Å-1 shoulder (Cl_S) seen here, it is also
present in their data. Specifically, a peak with below average scattering intens-
ity can be seen around 240 pm and neutron diffraction data [185] shows distances
from the lithium ions to the oxygen and hydrogen atoms in water molecules of
202 pm and 261 pm, respectively. Due to their low electron density, both lith-
ium and hydrogen are expected to be weak scatterers when probed with X-rays.
Therefore, the Cl_S shoulder is assigned here to interactions between the lith-
ium ions and the water molecules in its first hydration shell, which is expected
to become less ordered at lower temperatures. The observed shifts of the centre
positions to smaller q-values with lower temperatures can then be interpreted as
an increase in the ion-water distance of the first solvation shell. Furthermore,
the sharpening of the peak denoting the chloride solvation shell on cooling, and
conversely the broadening for the lithium solvation shell, denote the increased
order, or disorder, in the arrangement. The same trends can be seen for the
eutectic LiSCN solution and interpreted accordingly. While the structure of a
thiocyanate and a chloride solution can not ab initio be assumed to coincide,
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Yamaguchi et al. [185] measured similar X-ray scattering traces for aqueous solu-
tions of lithium chloride and bromide, the latter of which has a larger number of
electrons than thiocyanate. Therefore, the agreement between lithium chlor-
ide and lithium thiocyanate solutions is not surprising. Why the transitions has
halfway points around 230 K in the LiSCN solution, compared to below 210 K in
the LiCl solution, is unclear at the moment. However, for the LiSCN solution, less
data was available and the available data was arguably of inferior quality. Fur-
thermore, influences from the background subtraction cannot be fully excluded,
as the fit functions showed strong codependency in the fit. In light of all the
presented data, with which those halfway temperatures do not agree, further
clarifying measurements seem therefore necessary.
In summary, a change in the environment of the probe ions connected with a se-
gregation into salt-rich and water-rich domains could be seen below 200 K. The
sigmoidal temperature dependences which were collected point to a halfway
temperature of 180 K. As all changes were smooth, and not sudden, this can
be interpreted as a crossing of the Widom-line associated with the water liquid-
liquid critical point, rather than a direct observation of a first-order liquid-liquid
phase separation.
5.4. Conclusions
Here, a combination of X-ray scattering, OKE spectroscopy, and IR spectro-
scopy was used to investigate the low-temperature behaviour of aqueous lith-
ium chloride and lithium thiocyanate solutions. The observed changes, such as
the increase in the number of thiocyanate librational modes and the growth of a
shoulder in the νCN stretch mode below 200 K, are compatible with a segrega-
tion of the solution into salt-rich and water-rich domains at low temperatures.
This is interpreted as evidence of two distinct low-temperature water struc-
tures, which have been observed in the literature. [150,165,166,176,177] The observed
smooth progression of the changes can then be understood as the crossing of a
Widom line connected to the LLCP of water, instead of a phase transition, and
the inferred domain sizes are in line with theoretical predictions. [183] The tem-
perature range of the changes in the salt solutions, which is between 180 and
200 K, is lower than the 228 K expected in pure water because the solutes ad-
ded to decrease the liquidus temperature emulate the effect of pressure on wa-
ter. Therefore, the presented experiments add to the growing pile of evidence
for the existence of a LLCP in water and are in accordance with other experi-
mental studies, such as the ones presented by Murata and Tanaka, [188] Suzuki
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and Mishima, [179,181,182,189] as well as Zhao and Angell. [192]
The presented data could, of course, be made more conclusive with additional
as well as more detailed measurements. First and foremost, a better temper-
ature resolution in the spectroscopic data is desirable to better fix the temper-
ature range of the changes. Additionally, cooling as well as heating curves from
all experimental methods would clear up whether the changes are reversible or
not. Specifically for the OKE measurements, improvements can be made in the
data analysis. While the α-relaxation is unlikely to be fully captured at lower
temperatures, due to limitations in the pump-probe delay time, a low-frequency
cut-off in the Havriliak-Negami fit function could possibly improve the fit of the
β-relaxation. As the β-relaxation overlaps with the librational region at many
temperatures, an improved fit would allow more certainty for the subtleties ob-
served in the behaviour of the librational modes. The largest number of improve-
ments can be made for the X-ray scattering measurements, which were rather
preliminary. First off, measurements at lower q values are needed to solidify the
interpretation of the scattering data and prove the domain size more directly.
Secondly, calibration of the detector for absolute intensities should allow fur-
ther data treatment, which would result in a more detailed analysis. Last but
not least, reducing the influence of reflections would improve the data qual-
ity. Considerations here are the use of a different window material, which would
ideally take less damage during prolonged exposure to X-rays, or the use of less
energetic X-ray wavelengths. Furthermore, programming the sample holder to
move in between scans would decrease the exposure time on a spot and there-
fore hopefully reduce the damage leading to reflections.
A completely different approach lies in changing the solutes used, which cur-
rently suppress the response function anomalies shown in pure water. Zhao and
Angell [192] have shown that certain mixtures of ionic liquids do not suppress the
anomalies in aqueous solutions, and the study of their systems with our meth-
ods, as well as the study of other ionic liquid combinations, is a possible way to
increase the experimental evidence concerning a LLCP in water.
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6. Supersaturated sodium thiosulfate
solutions and the hunt for
pre-nucleation clusters
6.1. Introduction
During crystallisation, a structured solid phase is formed from a liquid or solu-
tion and understanding it is crucial to practical applications. For example, water
pipes get blocked by the crystallisation of calcium containing compounds from
the water. Furthermore, crystallisation is used as a purification method during
synthesis of organic compounds, such as those used in drugs. These compounds
can form different crystal structures with the same molecular composition,
which are called “polymorphs”. The properties of the solid can vary between
polymorphs, meaning that the effect of the active compound in a medicine, or
the speed of its release, can depend on the crystal structure it took during crys-
tallisation. [213] To understand the end product of a crystallisation process, how-
ever, one needs to understand how it starts. Classically, crystallisation has been
understood in the framework of CNT, which has been reviewed in Section 1.1.
The principal assumption behind CNT is that the formation of a nucleus, which
can then grow into a crystal, is defined by a balance between the favourable
bulk free energy and the energy cost of forming an interface to the liquid phase.
Crucially, both the bulk free energy and the energy of the interface are calcu-
lated using macroscopic properties, even though the nucleus is a microscopic
entity made up of tens to hundreds of particles. In the case of heterogeneous
nucleation, the nucleus forms on the surface of an impurity or disturbance in the
system, such as dust or a scratch in the container wall. Crystallisation then pro-
ceeds rapidly because the cost of forming an interface is reduced and heterogen-
eous nucleation is the dominant pathway whenever it is possible. All further dis-
cussion will therefore assume that heterogeneous nucleation can be experiment-
ally excluded as a pathway. In the case of homogeneous nucleation, on the other
hand, CNT dictates that the nucleus is the result of random, transient density
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fluctuations and that any nucleus below the critical nucleus size is inherently un-
stable. This specific assumption has recently been challenged by studies [214–218]
which found stable clusters, amorphous phases and other precursors when invest-
igating crystallisation.
Gebauer et al. [217] used ion concentration measurements, constant pH titration
and analytical ultracentrifugation (AUC) to investigate calcium carbonate solu-
tions, finding thermodynamically stable pre-nucleation clusters of 2 to 4 nm
in size. The same system, for the biogenic template-directed formation, was
studied by Pouget et al. [215] using cryo-TEM. They found pre-nucleation clusters
which formed amorphous nanoparticles and assembled at the template to trans-
form into the crystalline phase. Van Driessche et al. [216] used sample quenching
and TEM to look at calcium sulphate precipitation and observed a phase of stable
nanocrystals at undersaturated conditions, which grew into nanorods before
ripening into gypsum crystals. Magnetite formation was observed by Baumgartner
et al. [214] using cryo-TEM, X-ray diffraction and electron microscopy. The crystal-
line phase was shown to be formed by aggregation of particles in the nm-range.
Jawor-Baczynska et al. [218] used dynamic light scattering (DLS), Brownian micro-
scopy/nanoparticles tracking analysis (NTA) and cryo-TEM to observe aqueous
solutions of small amino acids and found colloidal scale mesospecies even at un-
dersaturated conditions.
Therefore, the question was raised whether these observations can be recon-
ciled with an extended CNT framework [214,219] or justify the formulation of a
new nucleation pathway. [220,221] Baumgartner et al. [214] included stable clusters
as well as monomers in the CNT homogeneous nucleation pathway by adding an
empirical cluster term to the interfacial contributions. Gebauer et al. [221] ques-
tioned the validity of this approach, noting that strongly curved surfaces on small
particles are ill defined. Furthermore, they raised that interfacial terms would
become more complicated if the interface was on the scale of atomic lengths in-
stead of infinitesimal. This is especially valid for crystallisation in aqueous solu-
tions, where the solvation shell of the cluster can be taken as the cluster-liquid
interface. The main concern raised in their review, however, was that entities
such as complexes, ion pairs and polymers are well known in chemistry to be
stable in solutions. Due to the interface term, however, only the monomer can
be considered thermodynamically stable in the CNT description, unless empirical
corrections are made. Therefore, the reality of the solution is not adequately
captured. In addition, the thermodynamic stability of different polymorphs has
been shown [222] to depend on the particle size, rendering it questionable to
choose the bulk free energy of the final polymorph. Gebauer et al. [220,221] in-
stead propose a “pre-nucleation cluster pathway”. While heterogeneous nucle-
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ation is considered the dominant pathway if it is applicable, homogeneous nucle-
ation by the CNT mechanism is considered an exception. Instead pre-nucleation
clusters (PNCs) exist in solutions even at concentrations below supersaturation.
They are defined as small, thermodynamically stable entities and, in contrast
to the CNT formulation, do not possess an interface and therefore can be con-
sidered solutes instead of a separate phase. PNCs consist mostly, but not exclus-
ively, of the atoms, ions or molecules which later form the crystal and tend to
have structural motifs similar to the polymorph they first form. Most crucially, in
PNCs there is no phase boundary to the solution, meaning that all ions in the PNC
are in a dynamic equilibrium with their solvated monomer. As a consequence,
their configuration varies on the time-scale of molecular reorientation (hundreds
of picoseconds). Therefore, nucleation is considered to have already taken place
if the dynamics become slower than this, for example in stable clusters, or the
PNCs becomes large enough to develop an interface.
As a consequence of this definition, intermolecular interactions are defining for
PNCs. Their existence depends on the balance between monomer solvation and
monomer-monomer interactions, for example through hydrogen bonds, Coulomb
interaction or the formation of covalent bonds. This, of course, raises questions
as to the average lifetime and size distribution of these PNCs. Many observations
of PNCs are based on microscopic techniques, such as cryo-TEM, which rely on
quenching. [221] To avoid recording artefacts caused by the quenching process, in-
situ observation of these species is mandatory. OKE has long been established as
a technique allowing the investigation of intermolecular dynamics in solution and
liquids. [9,91,101,223] Specifically the rotational relaxation time τ has been used
to relate the measured spectra to the size of the relaxing particle using the SED
relation (see Section 1.1.1, Eq. 1.5). [9,224] A distribution of rotational relaxation
times corresponding to the size distribution is therefore expected, given that the
species are long-lived enough to observe their rotational relaxation. To study
the OKE spectra of a supersaturated solution, sodium thiosulfate (Na2S2O3) was
chosen as the pentahydrate crystals are known [225] to form a stable supersatur-
ated solution when the melt is cooled below 49 °C. Furthermore, the S2O32 – ion
is anisotropically polarisable, while the Na+ ions are isotropically polarisable, al-
lowing only the thiosulfate contributions to be seen in the spectrum.
6.2. Experimental details
A Na2S2O3 pentahydrate solution (63.7 w-%, Na2S2O3:5H2O) was made by melt-
ing Na2S2O3 pentahydrate ( 99.5%, Sigma-Aldrich) in a heated ultrasound bath
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(Fisherbrand FB11002) at 65 °C for 1 h. During this, ultrasound was used for
30 min to speed up the solvation process and mix the solution. The Na2S2O3
pentahydrate solution (Na2S2O3:5H2O) was filled into a 2 mm quartz cuvette
(Starna) one week after preparation. No signs of crystallisation were noticeable
in the stock solution or the cuvette. An aqueous Na2S2O3 solution (21.2 w-%,
Na2S2O3:32.7H2O) was made by dissolving 0.9930 g Na2S2O3 pentahydrate in 2
ml of HPLC gradient grade water (Fisher) and directly filled into a 2 mm quartz
cuvette (Starna). Measurements were done using the high time resolution set-up
(see Section 2.1.2) with a maximum delay time of 20 ps and the long delay set-
up (see Section 2.1.3) with a maximum delay time of 2 ns. The cuvette was held
in a temperature controlled aluminium sample holder with a precision of 0.1
°C for measurements at 25 °C of Na2S2O3:32.7H2O and at 25, 50 and 75 °C of
Na2S2O3:5H2O. For the measurements of Na2S2O3:5H2O at 0 and -25 °C the cu-
vette was held in a liquid nitrogen-cooled cryostat (Oxford Instruments) with a
temperature precision of 0.1 °C under a dry nitrogen atmosphere to avoid wa-
ter condensation. At least 16 scans were taken and averaged for the high time
resolution set-up and 128 for the long delay set-up. In the high time resolution
data of Na2S2O3:5H2O at 25 °C 16 scans were taken but only 9 could be aver-
aged over as the laser had lost the correct lasing mode for a short time during
the experiment.
The raw OKE data was averaged and converted into a spectrum in a LabVIEW [136]
program. The two averaged datasets with different maximum delay times were
concatenated in Igor Pro [199] for each temperature. The concatenated time do-
main data was Fourier transformed into a frequency domain spectrum from 500
MHz to 20 THz after deconvoluting the instantaneous response. To do this, a
sech2 autocorrelation function was fitted to the instantaneous response of the
time domain data at negative times. The frequency domain spectrum was then
fitted using the program described in Section 3.3.2 and the resulting fit para-
meters can be found in Chapter C. Brownian oscillators (Section 3.2.2) were
used to model high-frequency vibrations while anti-symmetrised Gaussians (Sec-
tion 3.2.1) were used for the librational modes. The initial fit parameters of the
librational modes were determined from the -25 °C spectrum, in which the ro-
tational relaxation had been slowed down enough to practically not be visible.
The relaxational modes themselves were fitted with Havriliak-Negami functions
(Section 3.2.3). A Cole-Cole function was used for intermediate relaxations in-
cluding cage-rattling and cage-diffusion motions. The rotational relaxation band
of all measured samples was broadened and could not be described by a single
Debye function. As one of the aims is to study clustering, using a distribution of
Debye functions for the rotational relaxation allows to study a possible distribu-
tion of clusters. Therefore, the broadening was accounted for by using two to
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three Debye functions in Na2S2O3:5H2O above 0 °C and a Cole-Davidson func-
tion in Na2S2O3:32.7H2O as well as in Na2S2O3:5H2O at 0 °C. The Cole-Davidson
function was chosen because the low-frequency cut-off at 0 °C in Na2S2O3:5H2O
as well as the lack of separation in the spectrum of Na2S2O3:32.7H2O made it
unreliable to fit the rotational relaxation with a distribution of Debye functions.
In Na2S2O3:5H2O at 0 °C this was because the rotational relaxation band was
mostly cut off at the low-frequency limit. In Na2S2O3:32.7H2O, on the other
hand, the rotational relaxation band could not be well separated from the higher
frequency bands, such as librations and translational diffusion, due to its posi-
tion and intensity. Furthermore, water modes had to be taken into account for
Na2S2O3:32.7H2O. Their parameters were taken from a water model developed
for OKE spectra [12] (Chapter D) and the amplitude was scaled linearly with re-
spect to pure water by the water weight fraction.
Further measurements of Na2S2O3 pentahydrate solutions were performed with
different preparation methods, which were filled into cuvettes directly after
preparation and measured on the same day. However, the samples showed vis-
ible crystal formation on the same or the following day and the collected data
was therefore dismissed. One preparation method used was melting the Na2S2O3
pentahydrate crystals using the heated ultrasound bath, either with or without
using ultrasound during the melting. The resulting solution was filled in a cu-
vette, either with or without filtering using a 0.20 µm hydrophilic PTFE filter
(Millex-LG), both while the solution was already cooled down or still hot. An-
other preparation method was to melt the Na2S2O3 pentahydrate crystals with
a heat gun and filtering the resulting solution while it was still hot, either de-
gassing the cuvette in the ultrasound bath afterwards or not. Crystal structures
were determined by single crystal X-ray diffraction by Claire Wilson (University
of Glasgow) using a CCD detector equipped diffractometer with a Mo sealed tube
X-ray source and an Oxford Cryosystem low temperature device.
6.3. Results and discussion
6.3.1. Crystal formation
Several samples showed visible crystals after being measured in the OKE set-
up. All Na2S2O3 pentahydrate solutions that formed crystals had been prepared
on the same day as they were measured. The crystals formed were monoclinic
prisms in a surrounding brine and grew to visible size either on the day the meas-
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urement was done or the following day. If the surrounding brine was removed
the crystals would reduce in size and droplets of brine would form around them,
indicating the crystal and brine are in an equilibrium. The surrounding brine
could be completely crystallised by introducing a Na2S2O3 pentahydrate crys-
tal and formed monoclinic rods if disturbed. X-ray diffraction showed that both
the prisms and the rods had less than five water molecules in their unit cell. The
unit cell of the prisms (see Fig. C.1) was found to be defined by a = 11.401, b
= 11.259, c = 17.300 and β = 94.883°, which matches the P21/c structure pub-
lished by Chan et. al. [226] for 4Na2S2O3  5H2O. For the rods a unit cell (see
Fig. C.2) defined by a = 5.7777, b = 19.316 , c = 11.5177, β = 102.372° and V =
1255.6 was found with a composition of Na2S2O3  2H2O.
6.3.2. Water influence
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Figure 6.1.: Temperature-dependent water OKE spectra. Calculated spectra from 25
to 75 °C (cyan to red) for a 36.3 w-% water fraction. The intensity scales linearly with
the weight fraction of water. Spectra for 0 and -25 °C are not shown, as the model was
not made for supercooled temperatures.
The THz water spectrum (Fig. 6.1) in OKE spectroscopy features librational
modes at and above 12 THz as well as acoustic phonon modes around 1.5 and 5.2
THz for the TA and LA phonon, respectively. However, the OKE spectrum of wa-
ter tends to be very weak. Even though water has a flat and angular structure,
its polarisability is nearly isotropic, leading to a weak OKE signal. This is because
the electron density is mainly located at the oxygen atom. The thiosulfate an-
ion, meanwhile, has a trigonal pyramidal structure (Fig. 6.2) and a more aniso-
tropic polarisability, since the size difference between the oxygen and sulfur
atoms renders it more rod-like. As such, the spectrum of a concentrated aqueous
Na2S2O3 solution is expected to be dominated by the thiosulfate contributions.
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Since the sodium cation is perfectly spherical, it is expected to not contribute to
the OKE spectrum at all.
Figure 6.2.: Space-filling three-dimensional model of the thiosulfate anion. Sulfur is
coloured yellow and oxygen is coloured red.
A model for OKE water spectra based on temperature-dependent water meas-
urements had been developed in our group to extract the water contribution
from DNA spectra [12] using a Cole-Cole function, a Brownian oscillator func-
tion, and two anti-symmetrised Gaussian functions (see Chapter D). Here, this
model was used to judge the influence of the water spectrum at a given concen-
tration and temperature. For this, the spectrum at the necessary temperature
was calculated and then scaled by the weight fraction of water in the solution.
From Fig. 6.3a it can be seen that the water spectrum is more than an order of
magnitude weaker than the Na2S2O3:5H2O spectrum at 25 °C and therefore ex-
erts a negligible influence. Comparing Fig. 6.1 and Fig. 6.3a furthermore shows
that the change with temperature in the water spectrum is not significant on
the scale of the Na2S2O3:5H2O spectrum. Due to this, the water spectrum was
not taken into account in the analysis of the Na2S2O3:5H2O spectra. In con-
trast, the Na2S2O3:32.7H2O spectrum at 25 °C (see Fig. 6.3b) shows a signific-
ant water contribution, with roughly a third of the intensity at 1 THz being at-
tributable to water. Because of this, the water functions were included in the
Na2S2O3:32.7H2O fit with fixed parameters.
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Figure 6.3.: Comparison of water and Na2S2O3 OKE spectra. a) Shows the OKE spec-
trum at 25 °C of Na2S2O3:5H2O (red) and the calculated spectrum of the corresponding
water fraction (blue). It can be seen that the contribution of water to the solution spec-
trum is minimal. b) Comparison of the Na2S2O3:32.7H2O OKE spectrum (red) and the
calculated spectrum of the corresponding water fraction (blue). Unlike in a), the water
contribution is significant.
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6.3.3. Sodium thiosulfate OKE spectrum
Figure 6.4.: OKE spectrum of Na2S2O3:5H2O at 25 °C. Yellow area fills denote
Brownian oscillator functions fitted to the vibrations and light green area fills denote
anti-symmetrised Gaussian functions fitted to the librations. The dark green area fill
denotes the Cole-Cole function fitted to the β-relaxation and the dark blue area fills de-
note the Debye functions used to fit the α-relaxation.
The Na2S2O3:5H2O OKE spectra contain negligible water contributions and no
contributions from the sodium ion itself. Therefore, their features must be at-
tributed to the thiosulfate ion. Fig. 6.4 shows the spectrum at 25 °C with a
broad band below 20 GHz, a tail continuing up to 700 GHz, a moderately broad
peak with a shoulder between 700 GHz and 8 THz as well as three sharp peaks
above 8 THz. Sharp, high-frequency peaks like these originate from exciting
vibrational modes of the molecule in question. The Raman spectrum of the
thiosulfate ion is known [227,228] and the vibrations can be assigned to the S-O-S
rock, S-S stretch, and the S-O asymmetric bend as shown in Table 6.1. The vibra-
tional modes were found to be concentration independent both in this study and
in the literature. [228] Further vibrational modes can be found above 20 THz, such
as the S-O symmetric bend as well as the S-O symmetric and asymmetric stretch,
but were not within the measurement range of this study.
Table 6.1.: Vibrational modes of the thiocyanate ion below 20 THz.
OKE Literature
S-O-S rock / THz 10.24 10.10 [228], 10.04 [227]
S-S stretch / THz 13.43 13.43 [228], 13.37 [227]
S-O asymmetric bend / THz 16.24 16.22 [227]
The peak with a shoulder around 2 THz is expected to arise from the librations
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of the thiosulfate anion, with two distinct frequencies indicating two distinct
types of motions or environments. For the thiosulfate ion, only one librational
frequency is expected from symmetry considerations, as the rotation around the
long axis does not lead to a change, while the rotations around the two shorter
axes are degenerate. Therefore, it is likely that there are two distinct envir-
onments in the solution, which is a possible indicator for clusters. It was fit-
ted using two anti-symmetrised Gaussian functions G1 and G2 for the peak at 2
THz and the shoulder at 4 THz, respectively. Below this, the β-relaxation, con-
sisting of cage-rattling and cage diffusion motions, can be found and was fitted
using a Cole-Cole function (CC). The lowest frequency contributions are expec-
ted to arise from the rotational relaxation of the thiosulfate ions, also called
α-relaxation, and were fitted with several Debye-functions (D1, D2, D3) where
possible, otherwise they were fitted with a Cole-Davidson function. Since the
α-relaxation signifies the breakdown of structure in the sample it is expected
to follow a Debye-function, indicative of an exponential decay in the time do-
main. A non-Debye shape, such as a Cole-Davidson function or one caused by a
superposition of Debye functions, signifies the gradual decay of long-lived struc-
tures over time. A superposition of Debye functions, specifically, can be inter-
preted as a distribution of relaxation times. The OKE rotational relaxation time
τrot =
1
6Drot
is often linked [9,224] to the particle volume through the SED relation
(Section 1.1.1, Eq. 1.5). From Eq. 1.5 it can be seen that a distribution of relax-
ation times can be linked to a distribution of particle volumes and as such can
be used to probe the size of clusters in solutions. Values for the temperature-
dependent viscosity of Na2S2O3 solutions can be found in the literature. [229–231]
The volume of the diffusing particle from OKE measurements can then be ap-
proximated [111,232] using
V =
kBTτrot
η
. (6.1)
Fig. 6.5 shows temperature-dependent OKE spectra of a Na2S2O3:5H2O solution,
in which the spectra at -25 and 0 °C were scaled to the 16.2 THz bend mode.
The cryostat used to measure these spectra introduces additional intensity losses
into the set-up, leading to a lower overall intensity in the frequency spectrum.
This was corrected by scaling to the bend mode, which showed a consistent in-
tensity in the three spectra taken without the cryostat. In Fig. 6.5, it can be
seen that the Na2S2O3:5H2O solution exhibits a shift of the α and β-relaxation
to lower frequencies with lower temperatures. This is expected, since the vis-
cosity increases with lower temperatures, making it harder for the particles to
move. The librational and vibrational modes, on the other hand, do not show a
pronounced shift with temperature. This can be seen more clearly when look-
ing at the temperature dependence of the fit function parameters in Tables C.2
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Figure 6.5.: Temperature-dependence of the Na2S2O3:5H2O OKE spectra from 75 to
-25 °C (red to blue in direction of the α-relaxation arrow). The spectra at -25 and 0
°C have been scaled at 16.2 THz because of their intensity loss in the cryostat compared
to the other samples.
and C.3. There it can be seen that the vibrational frequencies are constant, with
increased amplitudes at higher temperatures. While the librational peak seems
to stay in place with temperature, a closer look at the frequencies of G1 and G2
(Fig. 6.6b) reveals a slight decrease in frequency with increasing temperature.
This behaviour is expected of librations, since the general decrease in density
with increasing temperature leads to a shallower intermolecular potential and as
such to lower librational frequencies. [201] No general trend is seen in the damp-
ing parameters and amplitudes (Fig. 6.6a) of the librations, however, only at 75
°C is the amplitude of G2 larger than that of G2. This is curious, as 75 °C is the
only measured temperature at which the solution is not supersaturated, or at
least very close to it in the case of 50 °C. In the study of eutectic salt solutions
(Chapter 5), a similar change in relative amplitudes was found when looking at
the concentration dependence of the librational modes belonging to free ions,
CIPs, and clusters. This strengthens the hypothesis that one of the librational
modes originates from clusters.
The relaxation times τ of the α- and β-relaxation (see Tables C.3 and 6.2) show
a decrease in relaxation times with increasing temperature, as expected from
the shift seen in Fig. 6.5. Table 6.2 shows the diffusing particle volumes calcu-
lated from the relaxation times of the Debye functions using Eq. 6.1 and the vis-
cosity of the sodium thiosulfate solution, ηso. Furthermore, a crude approxima-
tion of the expected volume of a S2O3 – ion can be made using the density (1.69
g cm-3) and molar mass (158.108 g mol-1) of the anhydrous crystal, which yields a
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Figure 6.6.: Change in the Na2S2O3:5H2O librations with temperature. Shown are the
a) amplitudes and b) centre frequencies of G1 and G2. Green circles denote the lower
frequency libration G1 while purple triangles denote the higher frequency shoulder
G2. For comparison, the amplitudes for G1 (cyan squares) and G2 (orange diamonds)
of Na2S2O3:32.7H2O are included in a). It can be seen that, compared to the temperat-
ures between -25 and 50 °C, the relative height of the amplitudes is switched for both
for the dilute solution and 75 °C, which are not supersaturated.
volume of 147 Å3, assuming a volume of 8 Å3 for the sodium cations. When com-
paring this approximation with the values found in Table 6.2, it becomes clear
that the volumes calculated from the rotational diffusion are far too small. For
the D3 relaxation times, only one value is above the approximated value, with
the others in the same order of magnitude. Volumes calculated for D2 are smal-
ler by a factor of 3 to 5 while those for D1 differ by at least an order of mag-
nitude. Even using ion radii [139] of 1.21 Åfor oxygen as well as 0.12 Åand 1.84
Åfor sulfur and assuming a spherical ion with a tetrahedral conformation accord-
ing to
V =
4pi
3
(rS,1 + rS,2 + rO ∗ sn(90°  54.75°))3 (6.2)
gives an estimate of 79 Å3, which is only a factor of 2 smaller than the estim-
ate from the density. This, again, is larger than the volumes calculated from the
D1 and D2 relaxation times. Given that a water molecule itself has a volume
of roughly 30 Å3 this cannot be due to overestimating the thiosulfate volume.
Therefore, it seems that either SED is not applicable here or the broadening in
the rotational relaxation is caused by effects other than clustering. For SED to
be applicable the rotational diffusion and the viscosity need to be linked. [10] This
can be confirmed by comparing the slopes of the concentration or temperature-
dependence of the viscosity and the rotational relaxation time. This, however,
is not feasible here due to a lack of data. While the viscosity at a given temper-
ature and concentration can be found in the literature [229–231], the rotational re-
laxation of Na2S2O3:5H2O was only fully captured at two temperatures, at both
of which the solution is not even supersaturated. Furthermore, only one other
concentration, Na2S2O3:32.7H2O, was measured at 25 °C.
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It is known that the viscosities of mixtures, such as mayonnaise, can be higher
than expected from the components, which are mainly oil and water for may-
onnaise. This is due to the influence of jamming. For the example of mayon-
naise, small droplets oil in the water act similarly to colloidal particles and ob-
struct the flow of the mixture at a critical droplet concentration. [233] This res-
ults in the known slow flow of the sauce or, in other words, a high macroscopic
viscosity. However, the viscosity on the microscopic level can be considered de-
coupled from the macroscopic viscosity, as one single oil droplet will still see
itself surrounded by water. [130] Therefore, considering the possibility of large
clusters in the solution, it is sensible to also investigate the rotational relaxa-
tion dependence assuming the correct viscosity is that of water, ηH2O. For large
clusters, there would also be less doubt about how valid it is to use the SED rela-
tion. The SED relation assumes a particle immersed in a homogeneous fluid, and
the volume of the particle at which this assumption holds has been placed in the
cubic nanometer range. [10,234]
Table 6.2 contrasts the viscosities of water and the (macroscopic) solution at dif-
ferent temperatures, as well as the calculated volumes. First off, a large con-
trast of up to two orders of magnitude is found between the viscosity of water
and the solution. Secondly, it can be seen that the volumes calculated using
ηH2O are considerably larger than those calculated with ηso, easily accommod-
ating dimers, trimers and clusters of up to 73 thiosulfate ions. Considering that
only 7 thiosulfate ions are needed for a volume in the cubic nanometer range,
using the SED relation seems justified. While no monomers were observed, it is
feasible that the accompanying rotational relaxation is hidden between the first
function of the α-relaxation (D1) and the β-relaxation (CC), as only a minimal
number of functions was used for the α-relaxation. Furthermore, the calculated
clusters are consistent with both the observation of two librational modes as well
as the switch in relative amplitudes between them at 75 °C. At 75 °C, only two
Debye functions were needed to fit the α-relaxation, resulting in cluster sizes
centred at dimers and clusters of eighteen ions. Consulting Table 6.2, this is
lower than clusters of up to forty or seventy ions found in the supersaturated
solutions at 50 °C and 25 °C, respectively. Therefore, it is in line with a highly
concentrated, but not supersaturated solution. From the relative height of the
librational modes, G1 is tentatively assigned to clusters, while G2 is assigned to
fully solvated ions. This, again, resembles the results found in the study of eu-
tectic salt solutions (Chapter 5).
Fig. 6.7 compares the spectra of Na2S2O3:5H2O and Na2S2O3:32.7H2O at 25 °C.
The first and foremost difference in the spectra lies in the rotational relaxation,
which is fully captured in Na2S2O3:32.7H2O. Additionally, due to the reduced
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Table 6.2.: Relaxation times and calculated volumes for Na2S2O3:5H2O. Included are
the viscosities used for the calculations (ηH2O and ηso) as well as the average number of
ions for the clusters based on the viscosity of water, nH2O.
-25 °C 0 °C 25 °C 50 °C 75 °C
Viscosities
ηH2O
[139] / mPa s - 1.79 0.89 0.55 0.38
ηso [231] / mPa s 36573.25 547.55 70.12 20.72 9.25
CC
τ / ps 44.1 103 27.2 20.9 10.2 10.1
D1
τ / ps - - 99.6 45.4 25.4
VH2O / Å3 - - 460.5 370.6 323.7
nH2O / Å3 - - 3.1 2.5 2.2
Vso / Å3 - - 5.9 9.8 13.2
D2
τ / ps - 5101.6 510.5 210.0 206.7
VH2O / Å3 - - 2361.1 1714.1 2632.9
nH2O / Å3 - - 16.1 11.7 17.9
Vso / Å3 - 35.1 30.0 45.2 -
D3
τ / ps - 5101.6 2201.9 704.7 206.7
VH2O / Å3 - 10741.6 10184.1 5752.9 -
nH2O / Å3 - 73.1 69.3 39.1 -
Vso / Å3 - - 129.3 151.7 107.5
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amount of the probe molecule, the intensity of the Na2S2O3:32.7H2O spectrum
is significantly lower than that of the Na2S2O3:5H2O spectrum, meaning that
water contributions now cannot be neglected. As such, these were taken into
account by scaling the calculated water spectrum at 25 °C with the fraction of
water compared to pure water. From the fit parameters (compare Tables C.1
and C.2), it can be seen that the vibrational frequencies were not affected by
the concentration change. The librational frequencies, meanwhile, shifted con-
siderably to lower frequencies, more so than was observed in the temperature
dependence of Na2S2O3:5H2O at higher temperatures.
Figure 6.7.: Comparison of the Na2S2O3:5H2O and Na2S2O3:32.7H2O OKE fits. a)
Shown is the fit to the OKE spectrum at 25 °C of Na2S2O3:5H2O (red).The colour-
ing is the same as in Fig. 6.4. b) Shown is the fit to the OKE spectrum at 25 °C of
Na2S2O3:32.7H2O (red). Cyan area fills stand for the water model modes, otherwise
the colouring is the same as in Fig. 6.4.
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However, while the rotational relaxation band of Na2S2O3:32.7H2O was fully
captured by the measurement, it was hard to separate from other contributions.
In Na2S2O3:5H2O, the rotational relaxation band has about twice the intensity as
the librational band and its peak frequency is roughly three orders of magnitude
smaller, giving a clear separation between the two bands even on a logarithmic
scale. In Na2S2O3:32.7H2O, meanwhile, the peak frequency is still about two
orders of magnitude smaller, but the intensity of the rotational relaxation band
is comparable to that of the librational band. Therefore, only the low-frequency
slope could be used for fitting the rotational relaxation, making it hard to sep-
arate the rotational relaxation, β-relaxation and librations. Due to this uncer-
tainty, it is difficult to draw conclusions about the nature of the broadening in
the rotational relaxation. Using SED to calculate the particle volume according
to the macroscopic solution viscosity ηso (Table 6.3) gives 193.5 Å3, compar-
able to the volume expected for the thiosulfate ion. Using the viscosity of wa-
ter, ηH2O, results in a volume of 402.4 Å3, which is comparable to the expected
volume of trimers. This is in line with the smallest volumes calculated for the
supersaturated solution assuming the viscosity of water (compare Table 6.3).
While there is still no definite proof the SED relation is valid for the system, the
overall agreement of the data with the calculated results when the viscosity of
water is used justifies the assumption. Specifically for Na2S2O3:32.7H2O, a dis-
tribution of small aggregates centred around trimers and including monomers
fits the extrapolation of the trend observed in Na2S2O3:5H2O at 75 °C, which is
highly concentrated but below supersaturation. Furthermore, the existence of
two librational modes of the thiosulfate anion implies the existence of clusters,
because symmetry considerations only yield one libration for the free ion, as dis-
cussed beforehand. The second librational mode must therefore be connected
to the solution. Using the viscosity of the solution, ηso, yield volumes below
or corresponding to monomers, which does not explain the second librational
mode nor the observed broadened rotational relaxation shape. On the other
hand, calculations using the viscosity of water, ηH2O, result in a distribution
of volumes ranging from dimers to clusters of about seventy ions. The differ-
ent rotational relaxation times of the clusters explain the broadening and the
clusters also present a different environment, which explains the second lib-
rational mode. While it could be argued that the contribution of water to the
Na2S2O3:32.7H2O spectrum was not properly calculated, it is not possible to fit
the spectrum with only one thiocyanate librational mode without destroying the
relation between the different water modes. Therefore, it is highly likely that
the two distinct librations are observed even in dilute solutions. This is also in
line with the consistent shape of the librations observed at different concentra-
tions. Additionally, the relative height of the librational amplitude is the same
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Table 6.3.: Relaxation times and calculated volumes at 25 °C for Na2S2O3:5H2O and
Na2S2O3:32.7H2O. Included are the viscosities used for the calculations (ηH2O and ηso)
as well as the average number of ions for the clusters based on the viscosity of water,
nH2O.
Na2S2O3:5H2O Na2S2O3:32.7H2O
Viscosities
ηH2O
[139] / mPa s 0.89 0.89
ηso / mPa s 70.12 [231] 1.85 [229]
CC
τ / ps 20.9 9.3
D1 and CD
τ / ps 99.6 87.0
VH2O / Å3 460.5 402.4
nH2O / Å3 3.1 2.7
Vso / Å3 5.9 -
D2
τ / ps 510.5 -
VH2O / Å3 2361.1 -
nH2O / Å3 16.1 -
Vso / Å3 30.0 -
D3 and CD
τ / ps 2201.9 87.0
VH2O / Å3 10184.1 -
nH2O / Å3 69.3 -
Vso / Å3 129.3 193.5
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for the Na2S2O3:32.7H2O spectrum and the Na2S2O3:5H2O spectrum at 75 °C,
again strengthening the assignment to clusters and fully solvated ions.
6.4. Conclusions
With the presented data it is difficult to be certain whether the SED relation
is applicable or not. This can be verified by comparing the concentration or
temperature-dependent slopes of the rotational relaxation times and the vis-
cosity. However, additional data would need to be taken with smaller temper-
ature or concentration steps. As the rotational relaxation is difficult to separate
from other contributions at a water to thiosulfate ratio of 1:33, higher ratios of
thiosulfate would be necessary for this. The concentration dependence would
not only help to judge the validity of SED in the system, but also help identify
differences in the behaviour of a supersaturated solution. For the supersatur-
ated solution, the temperature range would be restricted to between 25 °C and
50 °C in sodium thiosulfate pentahydrate, making temperature steps of 5 °C or
even 2 °C necessary. This range is based on the 8 ns maximum delay time of our
instruments, which allows measuring frequencies down to 125 MHz. Considering
that at 25 °C the sodium thiosulfate pentahydrate rotational relaxation looks to
be cut off around the peak maximum with a low-frequency limit of 500 MHz, it
is unlikely that the rotational relaxation could be adequately captured at lower
temperatures even with a 125 MHz limit. Further information could be gleaned
by improving the data treatment. First off, subtracting spectral contributions of
water and therefore reducing the OKE spectra to the pure thiosulfate contribu-
tions would reduce the number of variables in the system. Considering the mag-
nitude of the water contributions, however, this would be a small improvement.
A more important step is to include the time domain data into the fitting of the
spectra. Due to the characteristic time scales and slopes associated with the re-
laxation processes, this would make it easier to separate the contributions of the
α- and β-relaxation.
All in all, the data are consistent with the presence of clusters if non-Newtonian
effects are taken into account and therefore the viscosity of the surrounding
water is used for the calculation. The strong increase in the macroscopic vis-
cosity of the solution, which leads to very small volumes in the analysis of the
data using the SED expression, can be understood as the result of jamming by the
clusters. Then, distributions of increasingly large clusters can be seen at lower
temperatures, which is equal to moving to higher supersaturation. While no dir-
ect rotational relaxation was observed for the monomers, it could easily hidden
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between the fastest α-relaxational mode and the Cole-Cole function describ-
ing the β-relaxation. It is possible that the improvements to the data treatment
discussed above can clarify this issue. The observed cluster sizes range from di-
mers and trimers to clusters of 73 ions, which have volumes in the nanometer
range. The presence of small aggregates even in dilute solution is in accordance
with the two observed librational modes in all spectra, which switch their relat-
ive amplitudes when going (distinctly) below supersaturated concentrations. In
accordance with observations in eutectic salt solutions (see Chapter 5), which
had more supporting data, the lower frequency librational mode is assigned to
clusters and the higher frequency librational mode is assigned to fully solvated
ions. The observed clusters are stable on a scale from hundreds of picoseconds
to nanoseconds, which makes it debatable whether they fall under the strict
definition of PNCs as outlined previously in Section 6.1. Nonetheless, they are
long-lived clusters which are not nuclei, as evidenced by the solution not crys-
tallising. This is not due to lack of observation time, as similar solutions were
found to crystallise (see Section 6.3.1). Therefore, long-lived clusters with a
wide distribution of sizes were observed spectroscopically in supersaturated so-
dium thiosulfate solutions.
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A. Ionic liquids
Table A.1.: Averaged and total scans per IL.
IL scans averaged scans total
Tetrabutylammonium chloride 101 157
Tetrabutylammonium bromide 114 162
Tributylmethylammonium chloride 53 68
Tributylmethylammonium bromide 45 78
Tributylammonium chloride 220 256
Tributylammonium bromide 94 153
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Figure A.1.: DSC measurement of tetraethylammonium chloride.
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A.1. Synthesis
Tributylammonium bromide: Following the procedure of Hojo et al., [235] 1
equivalent of a 10 vol-% aqueous solution of hydrogen bromide (48% w/w, Lan-
caster) in methanol ( 99.7%, Sigma-Aldrich) was added under stirring to 1 equi-
valent of tributylamine ( 99.5%, Sigma-Aldrich) at room temperature and kept
stirring for 30 minutes. The excess solvent was evaporated to dryness at below
50 °C in a rotary evaporator with a saturated aqueous potassium carbonate trap,
which gave a yellow salt. This was recrystallized from hot methanol, filtered and
then washed with cold diethyl ether ( 99.8%, Sigma-Aldrich), giving a pale yel-
low solid. The yield was 88% and the purity was determined by 1H-NMR to be 
95%.
1H-NMR (400 MHz, DMSO-d6) δ 8.99 (1 H, br s), 3.03 (6 H, dt, J = 12.1 Hz, 4.8
Hz), 1.63 – 1.55 (6 H, m), 1.32 (6 H, tq, J = 7.4 Hz, 7.4 Hz), 0.92 (9 H, t, J = 7.3
Hz)
HRMS (ESI) exact mass calculated for C12H28N [M]+ m/z 186.2216, found m/z
186.2213. Microanalysis calculated for C12H28NBr: C, 54.13; H, 10.60; N, 5.26.
Found: C, 54.16; H, 10.65; N, 5.32.
Tributylammonium chloride: Following the procedure of Fumino et al., [63] 1
M hydrogen chloride in diethyl ether (Sigma Aldrich) was added to tributylamine
( 99.5%, Sigma Aldrich) while cooling to 0 °C. After maintaining for 30 min at
0 °C, volatile components were removed by rotary evaporation, affording the
ammonium chloride salt in quantitative yield. The purity was determined by 1H-
NMR to be  95%.
1H-NMR (500 MHz, DMSO-d6) δ 10.70 (1 H, br s), 2.96 (6 H, dt, J = 12.4 Hz, 4.8
Hz), 1.67 – 1.60 (6 H, m), 1.30 (6 H, tq, J = 7.5 Hz, 7.5 Hz), 0.90 (9 H, t, J = 7.4
Hz)
HRMS (ESI) exact mass calculated for C12H28N [M]+ m/z 186.2216, found m/z
186.2213. Microanalysis calculated for C12H28NCl: C, 64.98; H, 12.72; N, 6.31.
Found: C, 64.49; H, 12.67; N, 6.44.
Tetraethylammonium chloride: The white crystalline salt tetraethylam-
monium chloride was prepared by the reaction of triethylamine with chloroeth-
ane in a pressure vessel at 70 °C overnight (the synthesis was adapted from the
synthesis of 1-ethyl-3-methylimidazolium chloride). [236]
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Triethylammonium chloride: The white crystalline salt tetraethylammonium
chloride was prepared by the reaction of diethylamine with chloroethane in a
pressure vessel at 70 °C overnight (the synthesis was adapted from the synthesis
of 1-ethyl-3-methylimidazolium chloride). [236]
Triethylmethylammonium chloride: The white crystalline salt triethylmethyl-
ammonium chloride was successfully prepared by the reaction of triethylamine
with chloromethane in a pressure vessel at 70 °C overnight (the synthesis was
adapted from the synthesis of 1-ethyl-3-methylimidazolium chloride). [236]
A.2. Time domain data
a) b)
c)
Figure A.2.: OKE time domain data on a log-log scale. Shown are a) tetrabutylam-
monium, b) tributylmethylammonium and c) tributylammonium chloride (red) and brom-
ide (blue).
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B. Eutectic salt solutions
B.1. Fit parameters
Table B.1.: Linear fit parameters for the temperature dependence of the
LiSCN:5.8H2O OKE S population fraction.
Mode Population0 / % Slope
S 0.20  0.05 0.00027  0.0002
Table B.2.: Linear fit parameters for the temperature dependence of the
LiSCN:5.8H2O OKE frequencies. The main band of the librations was averaged over M1,
M2 and M3, weighted by their population fraction at the temperature.
Mode f0 / THz Slope
M1, M2, M3 average 2.56  0.09 -0.0039  0.0004
S 4.61  0.08 -0.0025  0.0004
Table B.3.: OKE fit parameters for the LiSCN:12H2O solution.
A / a.u. ω0 / THz γ / THz
Anti-symmetrised Gaussians
M1 0.39 1.29 1.26
S 0.20 3.04 2.70
A / a.u. τ / ps Rse / THz α β
Havriliak-Negami
β 0.44 2.67 1.20 1.00 1.00
α 6.68 67.80 0.15 1.00 0.22
154
Table B.4.: Temperature dependent fit for the OKE spectra of LiSCN:5.8H2O. Shown
are the parameters for the anti-symmetrised Gaussian functions.
90 K 150 K 180 K 200 K 220 K 250 K 275 K 300 K
S
A / a.u. 0.12 0.13 0.13 0.13 0.14 0.17 0.19 0.18
ω0 / THz 4.38 4.18 4.18 4.19 3.95 3.99 3.89 3.85
γ / THz 2.04 2.13 2.08 2.06 2.19 2.10 2.10 2.03
M1
A / a.u. 0.20 0.22 0.28 0.32 0.35 0.46 0.50 0.49
ω0 / THz 2.63 2.51 2.10 1.88 1.67 1.54 1.44 1.35
γ / THz 1.05 1.10 1.31 1.44 1.48 1.58 1.60 1.63
M2
A / a.u. 0.15 0.14 0.059 0.022 - - - -
ω0 / THz 1.80 1.73 1.53 1.51 - - - -
γ / THz 0.69 0.71 0.66 0.57 - - - -
M3
A / a.u. 0.072 0.066 0.030 0.016 - - - -
ω0 / THz 1.21 1.18 1.05 1.04 - - - -
γ / THz 0.45 0.48 0.40 0.34 - - - -
P
A / a.u. 0.0061 0.0089 - - - - - -
ω0 / GHz 144.5 144.5 - - - - - -
γ / GHz 154.4 195.5 - - - - - -
Table B.5.: Temperature dependent fit for the OKE spectra of LiSCN:5.8H2O. Shown
are the parameters for the Havriliak-Negami functions. 90 K and 150 K were omitted
from the table, as no Havriliak-Negami functions were fitted at this temperature.
180 K 200 K 220 K 250 K 275 K 300 K
α-relaxation
A / a.u. 0.094 3.27 3.45 3.90 4.76 6.47
τ / ps 655.15 60000 5404.56 737.71 320.63 189.44
 / THz 0.030 0.15 0.15 0.15 0.15 0.15
α 1.00 1.00 1.00 1.00 1.00 1.00
β 1 0.52 0.52 0.42 0.31 0.19
β-relaxation
A / a.u. 0.041 0.065 0.11 0.24 0.34 0.38
τ / ps 16.67 11.54 7.18 3.79 2.99 2.55
 / THz 1.20 1.50 1.50 1.50 1.50 1.50
α 1.00 1.00 1.00 1.00 1.00 1.00
β 1.00 1.00 1.00 1.00 1.00 1.00
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B.2. Time domain data
a) b)
Figure B.1.: Temperature-dependent OKE time domain data ofLiSCN:5.8H2O on a
log-log scale. Shown are the a) high time-resolution and b) long delay measurements
between 90 and 300 K (purple to red).
Figure B.2.: OKE time domain data ofLiSCN:12H2O on a log-log scale.
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C. Supersaturated sodium thiosulfate
solutions
C.1. Crystal structures
Figure C.1.: Crystal structure for the Na2S2O3 1.25H2O monoclinic prisms. The col-
ours are white for hydrogen, red for oxygen, yellow for sulfur and cyan for sodium.
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Figure C.2.: Crystal structure for the Na2S2O3 2H2O monoclinic rods. The colours are
white for hydrogen, red for oxygen, yellow for sulfur and cyan for sodium.
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C.2. Fit parameters
Table C.1.: Temperature dependent fit for the OKE spectra of Na2S2O3:32.7H2O.
A / a.u. ω0 / THz γ / THz
Gaussians
TAH2O 0.057 0.76 1.74
LAH2O 0.051 4.77 3.03
G1 0.082 1.30 1.38
G2 0.10 3.34 3.74
Brownians
libH2O 0.047 12.57 6.81
rockS-O-S 0.021 10.24 0.85
stretchS-S 0.012 13.43 0.42
bendS-O,as 0.0043 16.24 0.66
A / a.u. τ / ps Rse / THz Decy / THz α β
Havriliak-Negami
CCH2O 0.086 0.7 10.0 0.0 0.94 1
CC 0.65 9.3 1 0.03 0.65 1
CD 0.48 87.0 0.5 0.0 1 0.67
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Table C.2.: Temperature dependent fit for the OKE spectra of Na2S2O3:5H2O. Shown
are the parameters for the anti-symmetrised Gaussian and Brownian oscillator functions.
-25 °C 0 °C 25 °C 50 °C 75 °C
Gaussians
G1
A / a.u. 0.26 0.19 0.35 0.33 0.29
ω0 / THz 1.95 1.78 1.65 1.59 1.51
γ / THz 1.35 1.34 1.41 1.45 1.43
G2
A / a.u. 0.13 0.16 0.28 0.26 0.33
ω0 / THz 4.45 3.96 3.61 3.52 3.44
γ / THz 1.88 3.07 3.02 2.99 3.48
Brownians
rockS-O-S
A / a.u. 0.025 0.038 0.051 0.047 0.080
ω0 / THz 10.24 10.24 10.24 10.24 10.24
γ / THz 0.37 0.54 0.37 0.37 0.76
stretchS-S
A / a.u. 0.035 0.038 0.060 0.054 0.056
ω0 / THz 13.43 13.43 13.43 13.43 13.43
γ / THz 0.30 0.035 0.30 0.30 0.36
bendS-O,as
A / a.u. 0.0070 0.011 0.015 0.014 0.016
ω0 / THz 16.24 16.24 16.24 16.24 16.24
γ / THz 0.47 0.64 0.47 0.47 0.58
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Table C.3.: Temperature dependent fit for the OKE spectra of Na2S2O3:5H2O. Shown
are the parameters for the Havriliak-Negami functions.
-25 °C 0 °C 25 °C 50 °C 75 °C
CC
A / a.u. 1.12 0.45 1.09 1.20 1.57
τ / ps 44.1x103 27.2 20.9 10.2 10.1
Rse / THz 1.0 1.0 1.0 1.0 1.0
Decy / THz 0.0 0.0005 0.02 0.03 0.03
α 0.28 0.42 0.67 0.70 0.66
β 1 1 1 1 1
D1
A / a.u. - - 0.48 0.53 0.59
τ / ps - - 99.6 45.4 25.4
Rse / THz - - 0.1 0.1 0.1
Decy / THz - - 0.0 0.0 0.0
α - - 1 1 1
β - - 1 1 1
D2
A / a.u. - 1.32 1.06 1.24 -
τ / ps - 5101.6 510.5 210.0 -
Rse / THz - 0.1 0.1 0.1 -
Decy / THz - 0.0 0.0 0.0 -
α - 1 1 1 -
β - 0.56 1 1 -
D3
A / a.u. - - 1.90 1.67 2.16
τ / ps - - 2201.9 704.7 206.7
Rse / THz - - 0.1 0.1 0.1
Decy / THz - - 0.0 0.0 0.0
α - - 1 1 1
β - - 1 1 1
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C.3. Time domain data
a) b)
Figure C.3.: Temperature-dependent OKE time domain data of Na2S2O3:5H2O on a
log-log scale. Shown are the a) high time-resolution and b) long delay measurements at
-25 °C (dark blue), 0 °C (light blue), 25 °C (green), 50 °C (orange) and 75 °C (red).
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Figure C.4.: Temperature-dependent OKE time domain data of
textbfNa2S2O3:32.7H2O on a log-log scale. Shown are the a) high time-resolution and
b) long delay measurements at 25 °C.
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D. Water model
The water model [12] used in Chapters 5 and 6 was described by
S(ω,T) =∗ (ASGTA(ω,T) + ASGLA(ω,T) + BL(ω) + Hα,1(ω,T)) (D.1)
with  the weight fraction of water and T the temperature in K. ASGTA,
ASGLA, BL as well as Hα,1 are fit functions for OKE spectra as described in Sec-
tion 3.2. ASGTA and ASGLA model the TA and LA phonon modes of water while
BL models the librational mode and Hα,1 the β-relaxation.
Table D.1.: Parameters for the OKE water model. ASGTA and ASGLA are the anti-
symmetrised Gaussian functions used to model the TA and LA modes of water. BOL is the
Brownian oscillator function used to model the libration of water and Hα,1 is the Cole-
Cole function used to model the translational relaxation. T is the temperature in K.
ASGTA
A / a.u. -0.00040021 * T + 0.19160499
ω0 / THz 0.00075089309 * T + .53811094443
γ / THz 0.00054012797 * T + 1.58205066089
ASGLA
A / a.u. -0.00021445 * T + 0.12822384
ω0 / THz -0.00741815273 * T + 6.98590754919
γ / THz 0.00209423323 * T + 2.40851739305
BOL
A / a.u. 0.06
ω0 / THz 12.5749
γ / THz 6.8052
Hα,1
A / a.u. 0.00022993 * T + 0.04045736
τ / ps 103.64949140 * e-0.01689466 * T
α 0.924
bet 1.000
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