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1. INTRODUCTION 
In this paper we study asymptotic approximations as E I 0 of the matrix- 
valued function X, which is the solution of a linear matrix initial-value pro- 
blem containing the small positive parameter E 
X’,‘(t) = A.(t) ;k;(t), t EI, (I.la) 
X<(O) =: E. (Mb) 
By I we denote the e-dependent time interval [0, S;‘(C)], where 6, denotes an 
order function; E is the unit matrix. The coefficient matrix function A, is 
assumed to be a continuous function of t for sufficiently small positive E. 
A matrix-valued function U, will be called an asymptotic approximation to 
XC on the interval 1 if the relative remainder function 2, defined by the 
relation 
Xc = U&E $- Z,), 
is asymptotically small uniformly on I as E 1 0. The use of 2, instead of the 
more common absolute remainder function 2, = UJ, is particularly useful 
when dealing with linear problems and it leads quite often to stronger asymp- 
totic results. 
The usual procedure to obtain such an asymptotic solution UC is to con- 
struct first a formal asymptotic solution of problem (l.l), that is, a matrix- 
valued function which satisfies the differential equation (l.la) and the initial 
condition ( 1.1 b) up to a certain degree of asymptotic accuracy as E JO. Next, 
one has to prove that the formal asymptotic solution indeed approximates the 
exact solution XC asymptotically uniformly on the interval I as E tends to 
zero. 
The construction of formal asymptotic solutions for the special class of 
linear problems (1.1) for which the coefficient matrix function A, has the form 
L(t) = 47, El, T = et, 
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where A is infinitely differentiable with respect to both 7 and E for 
(I, 4 E [0,-q x [a %I, L, E,, > 0, is of great practical importance. It has 
received a great deal of attention in the literature; see, for instance, [2-4, 8, 
lo]. The proof of asymptotic correctness of the formal asymptotic solutions 
[3, 4, lo] has been restricted mostly to the interval 0 < T <L, that is, 
I = [0, L/E]. Only for the special case of a weakly damped linear oscillator with 
constant coefficients has Reiss [9] been able to show asymptotic validity of a 
certain type of formal asymptotic solutions on the whole infinite time interval 
0 < t < co. For related nonlinear initial-value problems we have a similar 
situation of formal asymptotic solutions for which the asymptotic validity 
has been proved only for intervals of the form 0 < t <L/c and not for larger 
ones; see [5, 71. For these cases, a conjecture is stated in [5] about the exten- 
sion of the interval of validity of asymptotic approximations of the solution 
to intervals of the form 0 < t < L/cY, where y is some integer greater than 1. 
The extension is expected to be possible in particular if the asymptotic 
approximation obtained for 0 < t <L/c is a uniformly bounded function 
for all t 3 0. However, the degree of asymptotic accuracy should be expected 
to be lower on the extended interval than on the original interval 0 < t < L/E. 
The results of this paper show that the conjecture stated in [5] is true at least 
for linear initial-value problems. The theory of Section 2 even shows that for 
linear problems the extension of the interval of validity with a simultaneous 
reduction of the asymptotic accuracy is possible under wider circumstances 
and to more general e-dependent time intervals than was originally con- 
jectured in [5]. 
In Section 2 we first define the concept of a formal asymptotic solution of 
problem (1.1) on the interval I. Then we prove Theorem 1, which states the 
asymptotic accuracy with which such a formal asymptotic solution (if it 
exists) approximates the exact solution X, uniformly on I. Roughly speaking, 
Theorem 1 states that if the formal asymptotic solution U, satisfies Eq. (l.la) 
on the interval I = [0, S;‘(G)] with a uniform asymptotic accuracy of O@,(E)), 
6, = 0(6,), and if U, satisfies the initial condition (l.lb) with an asymptotic 
accuracy of O@,(E) S;~(E)), then U, approximates X, with a uniform asymp- 
totic accuracy of O@,(E) ail(~)) on the interval I. Of course, the assumption 
that problem (1.1) possesses a formal asymptotic solution U, will imply in 
most cases that A, should have additional boundedness and/or differentiability 
properties as a function of the variable t and the parameter z. Corollary 1 
deals with formal asymptotic solutions of problem (1.1) valid on the whole 
infinite time interval 0 < t < ok. It gives the E-dependent subintervals I 
of [0, SO) upon which such a formal asymptotic solution approximates X, 
uniformly together with the corresponding accuracy. This corollary confirms 
the conjecture stated in [5] as far as linear problems are concerned. In fact, 
Corollary I implies that an asymptotic approximation to the solution X; of 
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problem (l.l), which is uniformly valid on any desired e-dependent time 
interval [0, S;‘(e)], can be found if it is possible to construct with sufficient 
asymptotic accuracy a formal asymptotic solution valid on [0, co). 
In Section 3 we apply the results of Section 2 in order to study two well- 
known formal perturbation methods used in the theory of wave propagation, 
viz. the Born and Rytov approximations. The respective regions of validity of 
both methods have been a point of controversy recently; see [6, 81. Consider- 
ing a simple, explicitly given wavefunction, Keller [6] concludes that its 
Rytov approximation has a much larger region of validity than the corres- 
ponding Born approximation. In this paper, we will consider the question 
of the regions of validity of the Born and Rytov approximations to the funda- 
mental solutions of the scalar equation of the Liouville type 
q(d) > 0 for t 3 0. 
It appears that the Born approximation is an asymptotic solution valid on 
intervals of the form 0 < t <L/e, L > 0, but not on larger intervals like, 
for instance, 0 ,( t <L/G. On the other hand, the corresponding Rytov 
approximation is a formal asymptotic solution valid for 0 < t < co, and 
therefore, by virtue of Corollary 1, it can serve as an asymptotic solution on 
intervals of the form 0 6 t <L/C, y integer > 1, if it is sufficiently accurate as 
a formal asymptotic approximation on the interval 0 < t < 00. 
2. il LINEAR MATRIX INITIAL-VALUE PROBLEM 
Throughout this paper E is a small positive perturbation parameter and, 
for matrix-valued functions, the subscript E indicates dependence on the 
parameter E. The phrase “for small E > 0,” which will occur frequently, will 
always mean “ for sufficiently small fixed positive E.” 
The asymptotic order symbols 0 and o have their usual meaning [3] and 
they are always understood to be related to the limit process E JO. An order 
function is a scalar function of E which is positive and continuous for small 
l > 0 and for which the limit as E JO exists. By I we denote the interval 
[0, S;‘(c)] where 6, is a given order function. 
The linear space of real 71 x n matrices will be denoted by lWnXn and the 
unit matrix by E. The norm 1 A ) of a matrix A E [w”x” is defined as the sum of 
the absolute values of the elements of A. A matrix-valued function oft which 
also depends on the parameter E is said to belong to the class P(I, UPxn), 
k = 0, 1, 2 ,...) if it belongs as a function of t and for small E > 0 to the class 
cy1, uwy. 
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Consider the linear matrix initial-value problem in Rnxn involving the 
small parameter E 
X’(t) = -4(t) X,(t), X,(O) = E, t E I, (2.1) 
where X,(t) s ilPx” for t E I and A, E CO(I, Rnxn). Without loss of generality 
we may assume that 
tr A, = 0, (2.2) 
for, if it were not equal to zero, then a preliminary transformation of variables 
X,(t) = [exp 1; Jo’ tr L&(u) &/I X,(t) 
would lead to a problem of the type (2.1) for the function XE for which condi- 
tion (2.2) is fulfilled. 
From the theory of linear ordinary differential equations with continuous 
coefficients (cf. for instance [l]) we know that for small E > 0, problem (2.1) 
possesses a unique invertible solution X, which belongs to the class 
P(1, lRnXn). We are interested in the asymptotic behavior of X, as E J 0. 
First we define the concept of a formal asymptotic solution UC of problem 
(2.1) with corresponding residual function G, . 
DEFINITION 1. A matrix-valued function U, is called a formal asymptotic 
solution of problem (2.1) on the interval I if there exist positive numbers KI , 
K2 Y and KS (independent of t and c) and an order function 6, satisfying 
6, = o(S,) such that the following conditions hold for small E > 0: 
(i) UC E P(I, RnXn), 
(ii) det U,(t) # 0, tEI, (2.3) 
(iii) I UC(t)1 < 4 , t EI, (2.4) 
(4 I G(t)1 G GA(4, t EI, (2.5) 
where 
G,(t) = u,‘(t) - 4(t) u,(t), 
(4 I “c I < K&4(4 s;l(4 
where 
01~ = E - U,(O). 
(2.6) 
Next, we prove the following theorem which states to what extent a formal 
asymptotic solution to problem (2.1) is an asymptotic approximation of the 
solution X, on the interval I. 
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THEOREM 1. Suppose that problem (2.1), where A, satisfies condition (2.2), 
possesses a formal asymptotic solution U, in the sense of DeJinition 1. Then the 
solution X, of (2.1) has the form 
x, = U,(E + .a, 
where for small E > 0 
I -WI d KU4 V(4 t EI, 
with K some positive number independent oft and E. 
Proof. The remainder function Z6 = U,Z, is a solution of the initial- 
value problem 
Z’(t) = A,(t) +%(t> - G(t), .qO)=(Yc, tEI. (2.7) 
Noting that the homogeneous problem corresponding to problem (2.7) has 
the fundamental matrix solution XC = U, + ZC , problem (2.7) can be written 
as a nonlinear Volterra integral equation 
Multiplying both sides of this equation by [UJt)]-l we obtain an equation 
for Z, 
Z(t) = [E + .&@)I [me - Lt WV + Z(s)1 WWdsN G(s) ds] 3 (2.8) 
where use has been made of the relation [I] 
det{U,(t) + .&(t)} = det XC(t) = exp [i” tr A,(u) du] = 1. 
In Eq. (2.8), we have introduced the symbol W to denote the adjugate of a 
matrix, that is, for a matrix A = {aU} E !RnXn we have 
W(A) = (det A) A-l. 
Note that each element of W{A> consists of the sum of (n - I)! terms of the 
form of a repeated product of n - 1 different factors &au . 
If we introduce the norm of a matrix-valued function 2 as follows 
II ZII = YET I WI 9 2 E CO(I, llwy, 
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then the function space C”(I; lRnxta) becomes a Banach space for each fixed 
B > 0. The integral equation (2.8) will be now considered as a nonlinear 
operator equation for small E > 0 
z, = vz, , v: CO(I, R-) --+ CO(I, L!Py. 
We will apply the Banach contraction mapping theorem to the closed subset 
B(K) of CO(I, Rnxn) defined by 
B(K) = {Z 1 z E CO(I, wxn), 11 z 11 < KS,(E) s;y6)}, 
where K is a positive number independent of t and E which will be specified 
later. If for small E > 0 the mapping V is a contractive mapping of B(K) into 
itself, then the Banach contraction mapping principle asserts that for small 
E > 0 a unique fixed point Z, of V exists in B(K). Our theorem has been 
proved then. 
First consider an element Z of B(K). Then, from (2.4), (2.5), (2.6), and 
(2.8) we derive for small E > 0 and t EI: 
1 VZ(t)I f (n + KS&;‘) K&5,’ 
+ (n + KS,S;l)n S;‘{n”(n - 1)!}2 I UC(t)\“-’ / G,(t)1 
< (n + KS,S;l) K 6 6-l 3 2 1 + (n + KS,S;l)” n2(n!)2 K,“-‘K2S2S;‘. 
If we choose 
K > nK, + ~P+‘(rz!)~ K,n-lET, , 
then it follows that 11 VZ 11 < KS,S;l for small E > 0. Thus, V maps B(K) 
into itself for small E > 0. 
Finally, we have to show that V is a contractive mapping for small E > 0. 
For any two elements Z and Z of B(K) we have for small E > 0 and t EI: 
I W{~+Z)--W(E:+~}l 
< {(n - 1) n”(n - l)! (n + KS2Sy’)“-2} Ij Z - Zll , 
and so 
1 VZ - Vz j = 1 (Z - z) /ac - s,t W{E + z) W(U,} G, ds/ 
+ (E + Z) lt W{E + z} - W{E + Z}] W{U,) G, ds / 
< {K3S2S;’ + n3(n!)2 (n + KS,S;l)“-1 K,“-1K2S2S;1} 11 Z - Z/I , 
tcI. 
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Hence, for small E > 0 a positive number h < 1 exists which is independent 
oft and E such that for any Z and Z in B(K) 
that is, V is a contraction mapping of B(K) into itself. This completes the 
proof of Theorem 1. 
In practical problems one often meets formal asymptotic solutions valid on 
the whole infinite time interval 0 < t < co. This kind of formal asymptotic 
solutions may be defined as follows for problem (2.1) assuming, of course, that 
A, E CO( [O, co), wy. 
DEFINITION 2. A matrix-valued function 77, is called a formal asymptotic 
solution of problem (2.1) on the infinite interval 0 < t < co, if two order 
functions 6, and 6, exist, satisfying 
6, := o(S,), 43 = o(l), 
such that U, satisfies the conditions 
(i) ri, E Cl([O, co), RnXn), 
(ii) det UC(t) f 0, for t E [0, co) and small E > 0, 
(iii) 1 U,(t)1 = O(l), uniformly for t E [0, co), 
(iv) I C(t)/ = OW, uniformly for t E [0, co), 
(4 I 016 I = W,), 
where the residual function G, and 01, are defined as in Definition 1. 
The following Corollary 1, which deals with this kind of formal asymptotic 
solution, is an immediate consequence of Theorem 1. 
COROLLARY 1. Suppose that problem (2.1), where A, E CO([O, co), LWn) 
and tr A, = 0, possesses a formal asymptotic solution U, valid on the in$nite 
interval 0 < t < 00 in the sense of Definition 2. Then for any order function 6, 
satisfying 
s$ql = o(l), 6, = o(s,s;l), 
the solution X, of (2.1) has the form 
where for small E > 0 
I -ml < KS,(E) V(4, for t E I = [0, S;~(E)], 
with K some positizje number independent of t and E. 
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3. BORN AND RYTOV APPROXIMATIONS 
We shall apply the theory developed in the preceding section to study the 
relative merits of two well-known formal approximation methods employed 
in the analysis of wave propagation in slightly inhomogeneous media, viz. 
the Born and Rytov approximations [6, 81). In his paper, Keller [6] discusses 
these two methods of approximation in relation to the simple example of an 
explicitly given wavefunction y involving a propagation constant k(c) which is 
analytic in E: 
(3.1) 
In this section we shall investigate the asymptotic accuracy and the corres- 
ponding interval of validity of the Born and Rytov approximations for the 
scalar equation of the Liouville type (cf. [2, 31) 
Y”(4 4 + 4(T) Y(h 4 = 0, 7 = Et, t 3 0. (3.2) 
The function 4 is assumed to be infinitely differentiable, strictly positive, and 
uniformly bounded for 7 > 0. Equation (3.2) is the classical example to 
illustrate adiabatic invariance and it describes the motion of a mathematical 
pendulum under slow variations of its length. It also may serve as a simple 
model equation for more complicated phenomena occuring in the theory of 
wave propagation in slightly inhomogeneous media. 
The problem of obtaining a set of fundamental solutions y1 and ya of Eq. 
(3.2) satisfying the initial conditions 
YdO) = 1, Y,‘(O) = 0, Y&o = 03 Y,‘(O) = 1 (3.3) 
is equivalent with the matrix initial-value problem (2.1) in which 
Note that A, satisfies the conditions of Section 2, in particular, tr A, = 0. 
Two functions vu1 and ws are said to form a set of formal asymptotic solutions 
of (3.2) if the corresponding matrix function U, , 
(3.4) 
is a formal asymptotic solution of (2.1) in the sense of Definition 1 or 2. 
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To construct such functions vi and w2 by the Born method we substitute 
the formal asymptotic expansion 
y - i. (k)” ,4,(~) exp{2E-1S(T)}, 7 = Et, (3.5) 
in Eq. (3.1). Equating to zero successively the coefficients of EO, G, Ed,..., we 
obtain a set of recurrent differential equations for the functions S, A, , L4, ,...: 
d2S - = 4, 
s dS -zz.z 8op+2 dT dT ‘, (3.6a, b) 
d”S dz4 dS v---= 
” dTe + 2 dr dr 
d2A,-, 
dr2 ’ 
v = 1 ) 2, 3 ).... (3.6~) 
To be able to satisfy the initial conditions (3.3) asymptotically we should 
require that S(0) = 0. Then Eq. (3.6a) leads to 
S(T) = (’ q1j2(s) ds. 
‘0 
Next, solving the equations for ,4, and A, we get 
Ao(T) = C@yT), &(d = Ao(T) {Q(T) + c2>9 
where C, and C, are constants of integration and Q is defined by 
Q(T) = joT [A qp512(s) ($)’ - k qm3j2(s) $$] ds. 
It is seen that Q is uniformly bounded for 7 E [O,L], where L is some fixed 
positive number. However, in general, Q will not be uniformly bounded on 
larger intervals, that is, T-interVdS of the form [0, S-l(,)], 6 = o(l). 
To determine a function V~ which is to approximate y1 asymptotically we 
take the real part of (3.5). Th en the initial conditions for yi are satisfied 
asymptotically by n1 if we require 
A,(O) = 1, A,,(O) = 0, 
A2Y-l(0) = q-li2(o) A;,-g(O), v = 1) 2, 3 ,.... 
Breaking off the calculation after the determination of A, we get the first- 
order Born approximation zii of the form 
w,(t, l ) = Re [qlid(0) q-l.iA(ct) (1 + k[Q(ct) - $q-3’2(O) q’(O)]} 
x exp Ii<-’ [’ q1i2(s) ds/] . 
(3.7a) 
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In an analogous way we obtain the first-order Born approximation va to the 
solution ya of the form 
zf2(t, C) = Im 
[ 
q-l/“(O) q-l14(<t) (1 + LQ(et))] exp licl joE’ q1j2(s) dj]. (3.7b) 
It is easily verified that the matrix function U, defined by (3.4) with ~1~ and v2 
given by Eqs. (3.7) is a formal asymptotic solution in the sense of Theorem 1 
with S,(E) = E/L and 6,(e) = l 3. Then, by virtue of Theorem 1, we know that 
U, is a “first-order” asymptotic solution of problem (2.1) on the interval 
0 < t f L/E; that is, the remainder function 1 2, / is O(r2) uniformly on that 
interval. Since ni and va are not uniformly bounded on larger intervals, the 
interval of asymptotic validity of the first-order Born approximations (3.7) 
cannot be extended beyond [0, L/E]. Th e same holds, of course, for higher- 
order Born approximations. 
However, it is rather simple to construct a different type of formal asymp- 
totic solution (the Rytov approximation) which is valid on the infinite interval 
0 < t < co. To this end we substitute in Eq. (3.1): 
y(t, c) = B(T, C) exp{+S(7, E)}, 7 = Et, (34 
where B and 3 are real functions of T and E. Separating the real and imaginary 
part we get the two equations 
-B(~)2+qB+~2~=0. 2F$+Bg=O. (3.9) T T 
We now substitute the formal asymptotic expansions 
S(T, c) - f E”S,(T), W, c) - f E”&(T), 
v=o “=O 
into Eqs. (3.9) and equate to zero successively the coefficients of EO, cl, ~a,.... 
This leads to a set of recurrent differential equations for 5’” and B, , 
v = 0, 1, 2,... The first five equations are 
dSo 2 c-1 dr = 41 dS,- dT - 0, dSo dS, d2Bo -2BodTF+F==0, 
dB, dS, d2So 
2d7d7+B,T=0, Y =o, 1. 
To obtain functions d, and d, which are to approximate y1 , respectively y2 , 
we take the real and imaginary part of (3.8). For both functions 6, and d, 
the initial conditions for the equations for the corresponding functions S, 
and B,, ZJ = 0, 1, 2,. .., follow from the requirement that the expressions 
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B cos(t-lS), respectively B sin(e-lS), should satisfy asymptotically the initial 
conditions for yr , respectively y2 . Breaking off the calculations after the 
determination of B, and S, we obtain the first-order Rytov approximations 5, 
and Ea for yr , respectively ya: 
qt, c) = cp(O) q-lyEt) cos c- [ l j:'$"(s) ds + c{Q(ct) - fq-"!*(O)g'(O)}] , 
G2(t, c) = q-‘!“(O) q-l14(d) sin E- [ 1 j;'ql+) ds + <Q&t)] ,
(3.10a) 
(3.10b) 
where the function Q is defined as before in the Born approximation. 
If we form the matrix function oc from d, and 27a in the same wav as 
indicated by (3.4) for V, and z1a , then it may be verified that DE is a formal 
asymptotic solution on the infinite interval 0 < t < w in the sense of 
Definition 2 with &(E) = c3 and S,(E) = G. Then, by virtue of Corollary 1, 
it is a “first-order” asymptotic solution on the interval 0 < t <L/E. However, 
by the same corollary, the interval of asymptotic validity can be extended to 
0 < t < L/c2 on which interval oE is a “zeroth-order” asymptotic solution, 
that is, the remainder ] Z, 1 is O(E) uniformly for 0 < t < L/.z2. Proceeding 
in the same vein, we may expect that an Nth order Rytov approximation, 
which approximates the solution of (3.2) with an asymptotic accuracy of 
O(P+y on the interval [0, L/E], is an approximation with asymptotic accuracy 
of O(G) on the interval [0, L/e"], or an approximation with asymptotic 
accuracy of O(G-I) on the interval [0, L/E~], and so on. This extension of the 
interval of asymptotic correctness of the Rytov approximation with a simul- 
taneous reduction of asymptotic accuracy is in agreement with the findings of 
Keller [6] for the case of the explicit wavefunction (3.1). 
An inspection of the Born and Rytov approximations (3.7) and (3.10) 
shows that the Born approximations zlr and zts can be obtained from the Rytov 
approxrmations d, and d, , respectively, by means of a formal expansion of 
(3.10) in powers of E. Obviously, this procedure is only asymptotically correct 
on intervals of the form [0, L/E] but not on larger intervals. 
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