In real world applications robots and software agents often have to be equipped with higher level cognitive functions that enable them to reason, act and perceive in changing, incompletely known and unpredictable environments. One of the major tasks in such circumstances is to fuse information from various data sources. There are many levels of information fusion, ranging from the fusing of low level sensor signals to the fusing of high level, complex knowledge structures. In a dynamically changing environment even a single agent may have varying abilities to perceive its environment which are dependent on particular conditions. The situation becomes even more complex when different agents have different perceptual capabilities and need to communicate with each other.
Introduction
In real world applications robots and software agents often have to be equipped with higher level cognitive functions that enable them to reason, act and perceive in changing, incompletely known and unpredictable environments. One of the major tasks in such circumstances is to fuse information from various data sources. There are many levels of information fusion, ranging from the fusing of low level sensor signals to the fusing of high level, complex knowledge structures. In a dynamically changing environment even a single agent may have varying abilities to perceive its environment which are dependent on particular conditions. The situation becomes even more complex when different agents have different perceptual capabilities and need to communicate with each other.
Research in more traditional robotics has emphasized low-level sensing, sensor processing and control tasks.
One of the open challenges in cognitive robotics is to develop architectures which seamlessly combine low-level sensing and sensor processing with the generation and maintenance of higher level knowledge structures. This implies signal-to-symbol transformations at many levels of abstraction. One particularly difficult issue involves the quantitative to qualitative transformations required to support the use of qualitative knowledge structures in high-level reasoning tasks. To add to the difficulty, sensors, by their very nature, introduce uncertainty and noise in the data. In order to provide an adequate representation of a robotic environment, some of this uncertainty, or lack of knowledge, should be reflected in the higher-level knowledge structures. In other words, some of the high-level knowledge structures should be approximate in nature, having both quantitative and qualitative characteristics.
The perceptual limitations of a robotic agent constrained by the peculiarities of its sensor suite should be taken into account not only when the robotic agent reasons about its external and internal environments, interpreting its own measurements made in different conditions, but also when one or more robotic agents communicate with each other by asking questions concerning each othersÕ knowledge about the world or themselves. In this case, two robotic agents communicating with each other can only ever ask queries of an approximative nature and receive answers of an approximative nature as seen through their respective filters of perceptual limitation.
In this paper, we propose a technique that can provide agents with the ability to ask approximate questions to each other in the context of heterogeneous perceptual capabilities and approximate knowledge derived through uncertain sensor data. Even though they may have concepts in common, their ability to perceive individuals as having specific properties or relations can be distinct. The concern then is how this affects the questions that can be asked and the replies that can be generated by agents with perception functions limited to varying degrees. In particular, we address the following problems related to information fusion:
• given various information sources 1 The methodology developed in the current paper allows one to deal with both problems in a uniform fashion.
In order to set the proper context as to how this work is specifically related to data or information fusion, it should be emphasized that in the past several years, attempts have been made to broaden the traditional definition of data fusion as state estimation via aggregation of multiple sensor streams. There is a perceived need to broaden the definition to include the many additional processes used in all aspects of data and information fusion identified in large scale distributed systems. In this case, the nodes in such systems may not only include sensors in the traditional sense, but also complex systems where data and information are fused at many different levels of abstraction to meet the diverse situation assessment needs associated with different applications. It is at this level of abstraction the techniques in this paper should be understood.
One of the more successful proposals for providing a framework and model for this broadened notion of data fusion is the JDL data fusion model [2] and its revisions [3, 4] . In [3] for example, data fusion is defined as ''the process of combining data or information to estimate or predict entity states'' and the data fusion problem ''becomes that of achieving a consistent, comprehensive estimate and prediction of some relevant portion of the world state''.
We are interested in nodes in such complex systems which store relevant portions of the world state where world state information is approximate in nature and mechanisms for asking questions about nodes is in place as part of the higher-level information fusion process. In this case, some of these nodes may be viewed as containing tolerance agents which manage approximate information in a node and may communicate across nodes about such information and assist in further fusions of information content in the larger system.
In order to provide the proper level of detail for the framework considered here, the following set of abstractions is used in the article. Each agent will have access to the following functionalities and representations:
• an abstraction called a (partial) tolerance space which is used to represent similarity of data points for basic domains in addition to complex data domains; • a set of sensors and a sensor model for each sensor.
The sensor models take into account the contextual 1 For example, those provided by actual or virtual sensors.
indiscernibility of signal data by using tolerance spaces to represent that indiscernibility; • one or more databases capable of holding relational data. These databases may contain representations of crisp relations or approximate relations. Approximate relations are represented using lower and upper approximations on sets. Approximate relations are generalizations of rough sets [5] . The intention is that sensor data is used in the generation of some of these approximate relations stored in the databases. Tolerance spaces again play a role in the generation of approximate relations from specific attributes in vectors or arrays of attributes representing sensors;
• a query mechanism which permits each agent to ask questions about knowledge in its own databases or in the databases of other agents. These queries are approximate in nature due to the approximate nature of the knowledge stored in the databases. They are also contextualized by perceptual limitations represented as tolerance spaces on more complex data domains. Fig. 1 provides a high-level schematic of the ideas involved in the proposed framework. Any agent (we refer to ours as tolerance agents) is assumed to operate in an embedding or external environment. The environment is modeled using individuals, properties of individuals and relations between individuals. The environment model an agent has access to and from which it can reason about is assumed to be limited by both inherent perceptual limitations and contextual perceptual limitations. Both types of limitations will be represented using tolerance spaces. Tolerance spaces generate neighborhoods of indiscernibility around individuals in any domain of discourse. When applied to relations or properties, they function as transformers which vary the degree of approximativeness associated with such relations and properties.
Inherent perceptual limitations are intended to represent those limitations built-in to the agent. These are assumed to be static and non-contextual, rarely subject to change. For example, color-blindness limits the ability of certain agents to discern differences in certain colors.
Inherent limitations in the types of sensors used to discern the environment provide other examples. Tolerance spaces (TS 1 , . . . , TS i in Fig. 1 ) are used to represent such limitations and result in a model of the environment represented as approximate relations, each consisting of an upper and lower approximation derived through application of tolerance spaces to data domains or relations and properties. These base relations and properties are stored in the agentÕs approximate database.
If these were the only form of perceptual or other limitations on the agentÕs ability to discern, then the agent could query the approximate database information internally using techniques which will be introduced in the paper. In this case, the agent has access to the external environment only through the eyeglasses of the sum of its inherent perceptual limitations.
Besides inherent perceptual limitations, it is often the case that agents have other types of limitations of a contextual nature. For example, when a human agent is tired, its ability to perceive is often impaired. In the case where a human agent is hungry or angry, this can also impair judgment or an ability to discern. In other cases, the external environment may change due to weather or other conditions and an agent may experience what we call contextual perceptual limitations. These limitations are modeled in the same way as inherent perceptual limitations through the use of tolerance spaces (TS i+1 , . . . , TS i+j in Fig. 1 ). Tolerance spaces may be applied iteratively to relations and properties resulting in a sequence of approximations modeled using upper and lower approximations. In this case, the agent when querying its approximate database, does this through the eyeglasses of the sum of not only its inherent perceptual limitations, but also through the sum of its contextual perceptual limitations. Fig. 1 depicts a single agent scenario. When two or more agents with different types of perceptual limitations want to ask each other questions, the sum of perceptual limitations have to be taken into account as there is a give and take of information processing as queries pass through the filters of tolerance spaces associated with internal and external queries. This process will also be considered in the paper. The paper is structured as follows. In Section 2, representations of approximate relations and queries are introduced. In Section 3, the important concept of a (partial) tolerance space is introduced. These spaces are used to represent indiscernibility, uncertainty and similarity between data elements or sets. In Sections 4-6 three sensor models are presented, where uncertainty in sensor data may be translated into (partial) tolerance spaces. This convenient representation allows for the possibility of relating sensor information to relational definitions in a homogeneous manner since tolerance spaces are also associated with approximate relations in databases. This is considered in Section 7 where approximate databases are introduced. At this point, basic representational structures for approximate knowledge derived through approximate sensor data are defined and discussed. The main idea of agent communication with heterogeneous perceptual capabilities is then provided in Section 8 with examples. In Section 9, a number of tractability results related to the techniques are provided. Finally, Section 10 concludes with a discussion.
This paper is an extended version of [1] . Compared to [1] , a number of new ideas have been introduced in addition to many more explanatory comments about the motivations and techniques associated with this framework. Partial tolerance spaces are introduced for the first time as a generalization of the tolerance spaces used in [1] . Partial tolerance spaces are then used as a basis for integrating more traditional probabilistic sensor models with approximate relations. Complexity results for all techniques used are also provided.
Approximations of sets and relations
The methodology we propose in this paper uses a generalization of a number of ideas associated with rough set theory which was introduced by Pawlak (see e.g., [5] ). In many AI applications one faces the problem of representing and processing incomplete, imprecise, and approximate data. Many of these applications require the use of approximate reasoning techniques. The assumption that objects can be observed only through the information available about them (in this case, sensors with limits on discernibility) leads to the view that knowledge about objects in themselves, is insufficient for characterizing sets or relations 2 precisely since the knowledge about objects is incomplete. We thus assume that any imprecise concept, say Z, is replaced by a pair of precise concepts called the lower and the upper approximation of the imprecise concept, where (see also Fig. 2 ):
• the lower approximation, Z + , consists of all objects which with certainty belong to the concept; • the upper approximation, Z È , consists of all objects for which it is possible that they belong to the concept; • the complement of the upper approximation, Z À , consists of all objects which with certainty do not belong to the concept; • the complement of the lower approximation, Z É , consists of all objects for which it is possible that they do not belong to the concept; • the difference between the upper and the lower approximation, Z AE , constitutes a boundary region of an imprecise concept, i.e. the set of elements for which it is unknown whether they belong to the concept.
More precise definitions follow.
Definition 2.1. By an approximate set we shall understand a pair hX, Yi, where X and Y are sets such that X Y. The set X is interpreted as the lower approximation of a set and Y as its upper approximation. By lower and upper approximation operations, denoted by indices + and È, we understand operations on sets such that for any crisp set Z, Z þ Z Z È .
By Z À and Z É we denote the complement of Z È and of Z + , respectively. The boundary region of Z, defined as
We will also need a notion of (relational) databases and approximate queries. Definition 2.2. By a (crisp) database we understand a tuple D = hU,{r j jj 2 J}i, where U is a finite set, called the domain of D, and {r j jj 2 J} is a finite collection of relations over U.
By an approximate database we understand a tuple By the type of a (crisp or approximate) database D we understand the sequence ha j jj 2 Ji, where for any j 2 J, a j is the arity of r j .
Observe that crisp relational databases are approximate relational databases with equal lower and upper approximations of relations.
We will also require a definition of approximate queries. In essence, an approximate query provides an upper and lower approximation on an original crisp query. Given a crisp query represented as a logical formula in a first-order language, an approximate query can always be generated automatically.
Tolerance spaces
In this paper we generalize the notion of tolerance spaces considered in [9] . Technically, tolerance spaces allow us to classify a universe of individuals into similarity or tolerance neighborhoods based on a parameterized tolerance relation. This is a generalization of the indiscernibility partitions used in rough set theory, where instead of partitions, the neighborhoods provide a covering of the universe. Conceptually, these spaces are quite versatile in terms of application. In this paper, they are used for the representation of limitations on an agentÕs perceptual capabilities, sensor uncertainty, and approximate databases.
In distinction to the work in [9] , tolerance functions, which are part of a tolerance space are generalized to be partial. Thus, the similarity relation between individuals in a domain can be partial. For some objects it might be unknown whether they are similar or not. This is important in applications where only partial knowledge about the embedding environment is available. An example of such an application might be a sonar model (see Section 5), where objects hidden behind other objects cannot be reached by a sound wave. This results in the unavailability of information about such objects. þ ðuÞ results in non-monotonic behavior of the induced reasoning mechanism at the symbolic level. Namely, updating information about unknown similarities can reduce the size of concept approximations and, in effect, reduce the number of derived consequences. The choice made in Definition 3.4 reflects, in a sense, the open world assumption. In more advanced applications one might want to define n s p þ ðuÞ using a more flexible formalism of local closed world assumption, as defined, e.g., in [10, 11] . 3. Note that in the case where s is a total tolerance function, n
È ðuÞ, and the neighborhood can be considered as a single crisp set rather than a pair of approximations. In this case, a neighborhood coincides with that used previously in [9] .
Partial and total tolerance spaces play a fundamental role in our approach to modeling perceptual limitations of agents and approximate relations in databases. If s is a total tolerance function, then TS is called a total tolerance space.
Remark 3.7. In the sequel, total tolerance functions and total tolerance spaces are often simply called tolerance functions and tolerance spaces.
We will also require a definition of approximations of a set (relation) in the context of partial tolerance spaces.
Definition 3.8. Let TS = hU, s, pi be a partial tolerance space and let S U. The lower and upper approximations of S wrt TS, denoted respectively by S TS þ and S TS È , are defined by
È ðuÞ \ S 6 ¼ ;g. As in the case using total tolerance spaces, the approximations defined above coincide with those given in [9] .
Remark 3.9. In many applications, e.g., shape recognition, one has to consider tolerance spaces on sets. In order to induce such tolerance spaces on the basis of tolerance spaces on elements, we require tolerance functions on sets. Similarity measures on sets that could be adapted to the context of tolerance spaces, have been intensively studied in the area of computer vision (see e.g., [12] ) and fuzzy sets (see e.g., [13] ).
A generic sensor model
In this section, we provide a simple sensor model (see also [9] ), based on a generalization of that in [14] , and a method for modeling uncertainty in sensor data which integrates well with tolerance spaces.
The point to this is an assumption that basic or primitive properties and relations in many domains will be derived through various aggregations of sensor data. Sensor data involves individual readings of values with uncertainty due to noise, etc. In essence, individual data values have neighborhoods of indiscernibility. Tolerance spaces can be used to represent such indiscernibility or similarity. Using tolerance spaces on data readings as building blocks, primitive approximate relations can be defined which inherit the approximate readings of data values. The following sections are intended to show how this process may be set up in addition to how some standard probabilistic approaches to modeling sensors may be integrated. Work in the latter sections should be considered tentative.
A sensor is used to measure one or more physical attributes in an environment E. The value sets associated with a physical attribute might be the real numbers, as in the case of measurement of the temperature or velocity of an object; Boolean values, as in the measurement of the presence or absence of an object such as a red car; integer values, as in the case of measurement of the number of vehicles in a particular intersection; or scalar values, such as the specific color of a vehicle.
An environment E can be viewed as an abstract entity containing a collection of physical attributes that are measurable. Vectors or n-dimensional arrays of attribute/value pairs could be used to represent a particular environment. One may want to add a temporal argument to E, so that the current state of the environment is dynamic and changes with time.
Any attribute a can be viewed as a function of the environment E and time point t, i.e., a : E Â Time ! V a , where TIME is the set of considered time points and V a is the set of possible values of a.
We consider a sensor S i as a pair of functions of the environment E and time point t, S i (E, t) = hV i (E, t), i (E, t)i. Depending on the type of sensor being modeled, V i (E, t) can be a function that returns the values of the physical attributes associated with the sensor, as sensed at time t in environment E. V i might return a single value, as in the case of a single temperature sensor, or a vector or array of values for more complex sensors. For any physical attribute measured, explicit accuracy bounds are supplied in the form of i (E, t). The temporal and environment arguments are supplied since the accuracy of a sensor may vary with time and change of environment. As in the case of V i , i might return a single accuracy bound or a vector or array of accuracy bounds. For example, suppose S temp is a sensor measuring the temperature of a PC104 box on an UAV. 4 Let a temp be the physical attribute associated with temperature in the environment, where the actual temperature is a temp (E, t) and the value returned by the sensor is V temp (E, t). The following constraint holds: a temp ðE; tÞ 2 ½V temp ðE;tÞ À temp ðE;tÞ;V temp ðE;tÞ þ temp ðE;tÞ.
By using tolerance spaces, accuracy bounds for a physical attribute can be represented equivalently as parameterized tolerance relations on the value set for the attribute. In this manner, we can use neighborhood functions to reason about the tolerance or accuracy neighborhoods around individual sensor readings and combine these into neighborhoods for more complex virtual sensors.
In the following, we will drop the environment and temporal argument for ik and assume the accuracy bounds for attributes do not change with environment and time.
Let a i ¼ ha i1 ; . . . ; a ik i be the tuple of attributes measured by sensor S i and let TS ik = hV ik , s ik , p ik i be a tolerance space for the kth physical attribute, a ik , associated with the sensor S i , where 
The neighborhood function can be used to compute the possible actual values of a physical attribute in the environment, given a sensor reading, under the assumption that the accuracy bounds have been generated correctly for a particular sensor and the sensor remains calibrated. For example, if V temp (E, t) is the current value measured by the sensor S temp , then we would know that a temp ðE; tÞ 2 n p temp ðV temp ðE; tÞÞ. So, the tolerance neighborhood around a sensor reading always contains the actual value of the physical attribute in the environment E and it would be correct to reason with the neighborhoods of sensor values, rather than the sensor values themselves.
Example 4.1. Let S R , S G and S B be sensors detecting values of R, G, B color attributes. 5 The universe of values is restricted in those cases to integers in interval [0, 255] . Assume that all sensors have the same accuracy, say 5. Then the tolerance space for all three cases is h[0,255],s, pi, where
In this case an agent using sensor data from S R , S G , S B is unable to distinguish between color values where values of s on R, G, B attributes are greater than or equal to 0.9804. These physical attributes and their associated tolerance spaces can be used to construct more complex attributes and knowledge structures in terms of these. These new attributes and knowledge structures would inherit the accuracy (inaccuracy) of the primitive sensor data used in their construction. We consider this in Section 7.
Probabilistic sensor models
In many cases, a sensor model returns a (partial) probability function p(e) meaning that a particular event can correctly be classified as e with probability p. As an example, we consider below a probabilistic sonar model discussed, e.g., in [15] . Sonar refers to any sensor using sound to measure range. The field of view of the sonar is projected onto an occupancy grid (see Fig. 3 ).
The region marked as I is probably empty, region II contains elements (rectangles of the occupancy grid) probably occupied, and regions III and IV contain elements for which it is unknown whether they are occupied or not. 6 The size of grid elements (rectangles) depends on a particular application.
Probabilistic models for sonars return functions p Occ (e) meaning that grid element (rectangle) e is occupied with probability p (assuming that p Occ (e) can be UNKNOWN). Suitable formulas for calculating such probabilities are provided, e.g., in [15] . Observe that probabilities in regions III and IV are unknown, so partial tolerance spaces should be useful for modeling these kinds of situations.
In many applications we basically deal with shapes that do not have to be unions of grid elements. Such shapes can be considered as arbitrary sets of points. The first tolerance space we define, TS grid , is then the one that represents grid elements as neighborhoods.
We let TS grid = hV points , s points ,1.0i, where
• V points is the set of points in a given occupancy grid;
• s points ða; bÞ ¼ def 1 when points a; b are in the same grid rectangular 0 otherwise.
< :
Observe that TS grid is total and the neighborhood of a point is the rectangular the point belongs to. Any complex 2-dimensional shape can now be represented by lower and upper approximations wrt TS grid . In fact, due to the sonar resolution, its measurements do not distinguish between points inside the same rectangle. Now assume that the probabilities supplied by the sonar are themselves approximate. This might, at first glance, seem a bit unusual. However, the calculated probabilities are usually indeed approximate. It is then reasonable to consider a range approximating the actual probability, rather than its single value.
To model this situation we first define a partial distance function d prob on probabilities (in [0, 1] [ UNKNOWN) returned as sonar results,
Now we define the tolerance space on probabilities, TS prob = hV prob , s prob , p prob i, where
We are interested in approximating the relation Occ(a), which denotes that a point a in the occupancy grid is occupied. Since Occ is a Boolean relation, we have to transform the probabilistic measure provided by the sonar model into a two-valued one. To do this, we assume that a given grid element e is occupied when p Occ (e) is greater than or equal to a certain threshold.
We then first assume a probability threshold, say q, such that, Example 5.1. Assume that the probability threshold q = 0.8 and the tolerance parameter in TS prob is p prob = 0.95. Consider the situation presented in Fig. 4 , where the area of interest, reflected by the occupancy grid, is restricted to the field of view of the sonar.
Assume further that grid elements marked by + are occupied with probability greater than 0.9, those marked by ± are occupied with probability 0.77 and that unmarked elements are occupied with probability less than 0.75. Probabilities associated with elements marked by Ô?Õ are unknown.
It is easily seen that Occ TS þ prob ðaÞ holds for points belonging to grid elements marked by +, whereas Occ TS È prob ðaÞ holds, in addition, for points belonging to grid elements marked by ± or by Ô?Õ
Dempster-Shafer theory and tolerance spaces
The Dempster-Shafer theory of evidence provides an alternative approach to sensor models (see, e.g., [15] ). In contrast to pure probabilistic approaches, the theory deals with representation of partial evidence by means of belief functions and belief mass. Each sensor contributes to a belief mass m(P), where P is any set of propositions. The set of all propositions in question is referred to as a frame of discernment. It is assumed that the total belief mass is 1.0, i.e., if the frame of discernment is H then P ;6 ¼P H mðP Þ ¼ 1.0. Consider the sonar model and property Occ, as described in Section 5. Here we are interested in the frame of discernment H = {Occ, Empty}. In our case the belief mass, for a given point a, is distributed between {Occ(a)},{Empty(a)},{Occ(a), Empty(a)}. The last set represents the level of ignorance. Thus the distribution of belief mass can be represented as triples ho, e, ui, meaning that m({Occ(a)}) = o, m({Empty(a)}) = e and m({Occ(a), Empty(a)}) = u. 7 Recall that n TSgrid ðaÞ is the grid element containing point a. 8 In the general case we deal with tuples of arity equal to the number of all non-empty subsets of H. mðfEmptyðaÞgÞ;mðfOccðaÞ; EmptyðaÞgÞiÞ P p ! ½o > e^ðo À eÞ P q^u 6 r Occ TS È ðaÞ ½9o; e; usðho;e;ui;hmðfOccðaÞgÞ; mðfEmptyðaÞgÞ;mðfOccðaÞ;EmptyðaÞgÞÞ P p^o > e^ðo À eÞ P q^u 6 r.
Although these results are tentative in nature, one can begin to see how standard probabilistic models of sensors can be integrated with approximate relations using tolerance spaces as a bridge. Assuming this is possible, such sensor-data induced relations can be stored in approximate databases and be queried by agents. This is the topic for the following section.
Approximate databases and sensors
Standard relational databases store relations as tables where each column represents an argument to the relation and a row represents the instantiation of each relational argument to a value in that argumentÕs value space. Each row is a tuple of which the relation represented by the table holds. In the standard case, each argument has a specific value in its value space, but if a tolerance space is associated with an argument then it has the effect of creating neighborhoods of uncertainty, similarity, or indiscernibility around each argument value.
This should then induce a tolerance space for specific tuple domains creating neighborhoods around tuples. This should in turn affect the answers to any queries to relations in the database since the question is not whether a tuple holds for a relation, but whether the tuple through the filter of its associated tolerance space holds. In addition, the relations stored in the database are approximate relations having both a lower and upper approximation.
For instance, suppose we were to use the sensor attributes for S R , S G and S B from Example 4.1 in defining a relation reddish or darkish in color where each of these relations take S R , S G and S B as arguments. Each argument has a tolerance space associated with it which is determined by the specific characteristics of the sensors used to measure these attributes or even takes into account specific contexts of use. Since these tolerance spaces are parameterized, parameters can be contextualized and derived through machine learning techniques or statistical and probabilistic methods. The next step is to integrate the approximate nature of arguments into the definitions of relations which use these arguments. The net result is a tolerance space for an approximate relation where any tuple in the relation has its own neighborhood induced by the tolerance space for the relation. Rather than asking whether a tuple is a member of a relation, we ask whether that tupleÕs neighborhood is included in the lower approximation of the relation or intersects with its upper approximation as in rough set theory. In this case we use tolerance spaces on tuples rather than the usual discernibility partitions for attributes.
Suppose TS R , TS G and TS B are tolerance spaces for the sensor attributes, as in Example 4.1. Then, in the case of the relation darkish for example, we would like to generate a tolerance space TS D = hU, s, pi where U is the set of triples representing RGB values and where
. The function f can be defined in many ways or even machine learned. Its definition will generally be dependent on the domain and application in question.
In a similar manner, one can define additional tolerance spaces for new relations in terms of the tolerance spaces associated with the relations used to define those relations. In this manner one can recursively construct complex knowledge representations at many levels of abstraction which inherit the approximativeness of sensor output and more primitive defining relations.
We also assume that each relation in the database has a lower and upper approximation. In the case of the relation darkish, both darkish þ and darkish È , the lower and upper approximations for darkish would be stored or implicitly represented in the database. There are a number of ways to generate approximate databases. A direct method would be, for example, to use rough set machine learning techniques (see, e.g., [16] ) to automatically generate lower and upper approximations for approximate relations. An indirect method would start with a relational database and tolerance spaces for each of the relations. These tolerance spaces could then be used to automatically generate lower and upper approximations for each relation. This is demonstrated in Example 7.3. Under these assumptions, we would have an approximate relational database with tolerance spaces associated with some or all of the approximate relations.
Let us now assume that an agent wants to access information in its internal database which is in fact approximate and represents that agentÕs perceptual limitations as encoded through the tolerance spaces used to generate the approximate database. The database would then be queried in the following manner. Given a query to the database represented as a logical formula in a first-order language, the query is automatically transformed into an approximate query. 9 One can then generate all tuples satisfying the lower and upper approximations of the query or simply ask whether a specific tuple satisfies the query.
These techniques describe how approximate knowledge structures, which take both sensor and relational uncertainty into account, can be generated and represented as approximate databases using tolerance spaces. In Section 8, it is shown how tolerance spaces representing perceptual limitations of agents themselves can be used together with approximate queries to take these limitations into account when asking and receiving answers from other agents. In fact, one can even model the fact that an agent may have contextual perceptual limitations when asking questions of itself since additional tolerance spaces can be applied in asking questions to an approximate database as we will see.
Definition 3.8 does the job. In this definition, U might represent a primitive data set such as that used for a particular sensor, or a complex data set such as a set of tuples. For example, consider a relational database with one relation S of k-arity and with universe U consisting of all k-tuples. In this case, the relation may represent raw data about S. Suppose there is also a tolerance space TS = hU, s, pi. TS creates neighborhoods around tuples. An agent, when asking whether a tuple x is a member of the relation is really asking what is the relationship between the neighborhood around the tuple and the relation. If the neighborhood is included in the relation, the answer is ÔyesÕ, if their intersection is non-empty, the answer is ÔmaybeÕ, if the intersection is empty, the answer is ÔnoÕ.
In fact, this particular use of tolerance spaces can be generalized to relational databases with an arbitrary number of relations where the data in the database is assumed to be raw data about the relations. Using tolerance spaces, the relational database can be turned into an approximate database where each relation is viewed as having an upper and lower approximation. Rather than machine learn the approximate relations, one can assume the tolerance spaces as given and apply them to raw data to generate an approximate database. The following definitions and example show how this is done.
Definition 7.1. Let D = hU,{r j jj 2 J}i be a relational database. Then we say that a sequence of tolerance spaces TS ¼ hTS j jj 2 J i is compatible with D, provided that for any j 2 J, TS j = hU j , s j , p j i, where U j is the set of all tuples of arity the same as the arity of r j . Definition 7.2. Let D = hU,{r j jj 2 J}i be a relational database and TS be a sequence of tolerance spaces compatible with D. If D is crisp, then by an approximation of D wrt TS, we mean the structure
If D is approximate, where for j 2 J, r j ¼ hr
Note that in the latter case, one can still apply additional tolerance spaces to upper and lower approximations of a relation since these are also represented as relations in the database.
Example 7.3. Consider a situation where a ground operator (agent Ag G ) is communicating with a UAV (agent Ag V ), which is flying over a road segment. Assume Ag V can provide information about the following relations, and that Ag V has these in common with Ag G :
• V(x, y)-there is a visible connection between objects x and y; • S(x, y)-the distance between objects x and y is small; • E(x, y)-objects x and y have equal speed; • C(x, z)-object x has color z, where we consider colors b, r, dr, denoting ''brown'', ''red'' and ''dark red'', respectively.
Let the actual situation on a road segment be given by the (crisp) relational database shown in Table 1 , where, e.g.,
• the first row means that there is a visible connection between objects 1 and 2, the distance between object 1 and objects 2, 5 is small, object 1 has equal speed with objects 2, 5 and that the color of object 1 is r; • the third row means that there is no visible connection between object 3 and any other object, the distance between object 3 and object 2 is small, object 3 has equal speed with object 2 and that the color of object 3 is dr.
Note that our UAV agent does not have direct access to this information since it may have limited perceptual Table 1 Database considered in Example 7.3 reflecting a situation on a road segment
Both the original and approximate query can be translated into an SQL query in a straightforward manner. capabilities relative to some attributes such as color which is modeled below.
Consider the approximation of the relational database given in Table 1 wrt the tolerance space
identifies equal elements and additionally dr with b. This tolerance space is intended to represent a perceptual limitation of the UAV agent. The resulting approximation is presented in Tables 2 and 3 . Now, e.g.,
• the first row in Table 2 indicates that there surely is a visible connection between objects 1 and 2, the distance between object 1 and objects 2, 5 is surely small, object 1 has surely equal speed with objects 2, 5 and that the color of object 1 is surely r; • the third row in Table 3 indicates that there cannot be any visible connection between object 3 and any other object, the distance between object 3 and object 2 might be small, object 3 might have equal speed with object 2 and that the color of object 3 might be b or dr.
Note that several tolerance spaces could be associated with each type of data in a table if desired.
We now consider how to generate an approximate query from a crisp query represented as a logical formula.
Definition 7.4.
• A relation symbol r occurs positively (respectively negatively) in a formula if it appears under an even (respectively odd) number of negations.
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• For any formula a, -by a þ we understand the formula a in which any positive occurrence of a relation symbol, say r j , is replaced by r The two formulas on the right-hand side would represent an approximation of the original formula.
We allow for the possibility of providing a tolerance space with an approximate query whose purpose is to represent a contextual perceptual limitation of the querying agent. Such queries are called tolerance queries, the definition of which follows. 
Agent communication with heterogeneous perceptual capabilities
Consider a multi-agent application in a complex environment such as the Web where software agents reside, or a natural disaster in an urban area where physical robots reside. Each agent will generally have its own view of its environment due to a number of factors such as the use of different sensor suites, knowledge structures, reasoning processes, etc. (see Fig. 1 ). Agents may also have different understandings of the underlying concepts which are used in their respective representational structures and will measure objects and phenomena with different accuracy. How then can agents with different Table 2 Approximation (lower approximations) of the relational database given in Table 1 wrt the perception capabilities of agent Ag V Table 3 Approximation (upper approximations) of the relational database given in Table 1 wrt the perception capabilities of agent Ag V
10 As usual, it is assumed here that all implications of the form p ! q are substituted by :p _ q and all equivalences of the form p q are substituted by ð:p _ qÞ^ð:q _ pÞ.
knowledge structures and perceptual accuracies understand each other and effect meaningful communication and how can this be modeled? In this section, we propose a framework to do this using tolerance spaces as the main representational tool to model many of these types of limitations and mismatches. The approach may be summarized as follows. It is assumed that each agent has its own database and that agents have a common ontology. The database may be crisp or approximate and generated in any number of ways, some having been demonstrated already. The idea is that some perceptual and other limitations have already been encoded in the respective databases of the agents. For any tolerance agent, we also assume an additional context consisting of a sequence of tolerance spaces. These may cover all, some or none of the relations in the database and are intended to represent additional limitations which are contextual in nature. The agent need not be aware of these limitations, but will always view its knowledge through this filter when asking questions internally and this context may be used when generating a tolerance query to be asked of another agent.
When an agent asks a question of another agent using a tolerance query, the question is interpreted by the other agent through its context and its database. Two sets of tuples are returned, representing the lower and upper approximation of the original query. The agent who asked the question, will then apply the tolerance space associated with its tolerance query to the result returned by the questioned agent. The net result is an answer which takes into account both the perceptual limitations of the questioned agent and the current limitation associated with the tolerance query. Initial work with these ideas may be found in [9] .
We begin with a general definition of a tolerance agent, specializing that provided in [9] . Definition 8.1. By a tolerance agent we shall understand any tuple hAg; D; TSi, where Ag is an agent, D is its (crisp or approximate) database and TS, called the context of agent Ag, is a sequence of tolerance spaces compatible with D.
Here we do not define what an agent is specifically, as the framework we propose is independent of the particular details. The assumption is that the Ag part of a tolerance agent consists of common functionalities normally associated with agents such as planners, reactive and other methods, knowledge bases or structures, etc. The knowledge bases or structures are also assumed to have a relational component consisting of a relational database (D). When the agent introspects and queries its own knowledge base its limited perceptual capabilities are reflected in any answer to a query due to its context. Suppose that two tolerance agents have different perceptual capabilities and consequently different tolerance spaces. It is then necessary to define the meaning of queries and answers relative to the two tolerance agents. As previously advocated, a tolerance agent, when asked about a relation, answers by using the approximations of the relation wrt its tolerance space. On the other hand, the agent that asked the query has to understand the answer provided by the other agent wrt to its own tolerance space.
The dialog between two tolerance agents:
then conforms to the following schema: 11 The machinery of [17] provides in such cases answers to queries, which are approximate in the sense of Definition 2.1. 12 As provided by Definition 7.6.
Consider the following query which the agent asks itself internally: 13 hV ðx; yÞ^½Cðx; rÞ _ Cðy; bÞ; V ðx; yÞ ½Cðx; rÞ _ Cðx; drÞ _ Cðy; bÞ; T V i.
To compute the answer we first consider (cf. Definition 7.6) V ðx; yÞ^½Cðx; rÞ _ Cðy; bÞ ½ þ ; V ðx; yÞ^½Cðx; rÞ _ Cðx; drÞ _ Cðy; bÞ ½ È ;
which, according to Definition 7.4, is V þ ðx; yÞ^½C þ ðx; rÞ _ C þ ðy; bÞ; h V È ðx; yÞ^½C È ðx; rÞ _ C È ðx; drÞ _ C È ðy; bÞi.
Using the approximations of V, S, E and C wrt T V , from Tables 2 and 3 , the above query evaluates to h{1, 2}i,h{1, 2}i.
One may interpret the result as stating that the tuple h1, 2i definitely satisfies the original query while the tuple h2, 1i may satisfy the original query, but more precision would be required to state this with certainty. Suppose Ag G wants to ask Ag V for information about colors of objects satisfying the following tolerance query: 14 9x; y Á ½V ðx; yÞ^Cðx; zÞ; h h 9x; y Á ½Sðx; yÞ^Eðx; yÞ^Cðx; zÞi; T G i.
Using Definition 8.3, agent Ag V then evaluates this tolerance query in the context of its perception capabilities, i.e., according to the database approximation given in Tables 2 and 3 . The answer returned by Ag V is 9x; y Á ½V þ ðx; yÞ^C þ ðx; zÞ; h 9x; y Á ½S È ðx; yÞ^E È ðx; yÞ^C È ðx; zÞi.
Thus Ag V returns to Ag G answer h{r},{r, b, dr}i. Ag G then computes the final answer by interpreting the above one relative to its tolerance space T G using Definition 8.3. The final answer is then h;, {r, b, dr}i.
Some complexity issues
Let us assume that the query language used with crisp relational databases (as defined in Definition 2.2) is tractable, i.e., all queries can be computed in deterministic polynomial time. We have already suggested (see Definition 2.3) formulating queries using classical first-order logic or fixpoint calculus. These choices are justified by the following facts (see, e.g., [6] ):
• first-order queries are PTIME-computable, i.e., computable in deterministic polynomial time wrt the size of the database domain; moreover such queries are computable in deterministic logarithmic space; • fixpoint queries are PTIME-computable (thus also in deterministic polynomial space); moreover, fixpoint queries capture the whole complexity class PTIME, provided that the database domain is linearly ordered.
Of course, use of SQL is also tractable. In fact, its expressive power is equal to the expressive power of first-order queries.
Let us consider a fixed crisp or approximate database with domain U. Under the above assumptions, it is easily seen that approximate queries, in the sense of Definition 2.3, are PTIME-computable in the size of U.
Consider a tractable partial tolerance space TS, i.e., a space with a PTIME-computable tolerance function. Then parameterized tolerance relations and neighborhood functions (see Definitions 3.2 and 3.4) are PTIME-computable. In addition, for any set S U, the lower and upper approximations, S TS þ and S TS È , (see Definition 13 For simplicity, we provide one tolerance space and assume that two tuples are identified if the arguments representing color have values within the same neighborhood and arguments not representing colors have equal values. Table 4 Approximation (lower approximations) of the relational database given in Table 1 Table 5 Approximation (upper approximations) of the relational database given in Table 1 3.8) are PTIME-computable. In consequence, approximations of databases, as defined in Definition 7.2, are PTIME-computable. Similarly, since a þ and a È of Definition 7.4 may increase the size of a formula by a constant factor only, tolerance queries (see Definitions 7.6 and 8.3) are PTIME-computable. Thus all tolerance-based notions are tractable so the techniques we deal with are tractable too, assuming that all necessary functions, such as probabilities, etc., are tractable too.
The only methods considered in the paper, for which tractability might be difficult to obtain, are those that use sensor models incorporating the Dempster-Shafer theory. The reason is that in this case all subsets of the frame of discernment might have to be considered. Of course, the set of all subsets of a set, say H, is exponential in the size of H. However, the complexity here is not caused by tolerance-based techniques, but by the Dempster-Shafer theory itself.
Conclusions
In this paper, we have proposed a framework that provides agents with the ability to fuse both low and high level approximate knowledge in the context of dynamically changing environments as well as heterogeneous and contextually limited perceptual capabilities. We have shown how these limitations can be taken into account when constructing and querying approximate databases for each respective agent.
In order to model the discussed phenomena, we have introduced the idea of partial tolerance spaces. This idea can further be generalized to arbitrary similarity spaces (see [18] ) reflecting arbitrary similarity measures.
The techniques proposed in this paper are all tractable and are being implemented and tested in a UAV project [19] [20] [21] , where physical sensors and real-time constraints must be taken into account. A book [16] describing much of additional relevant work is forthcoming.
