Abstract. In this note, the reverse order laws for {1, 3} and {1, 4}-generalized inverses of matrices are considered. New necessary and sufficient conditions for (AB){1, 3} ⊆ B{1, 3} · A{1, 3} and (AB){1, 4} ⊆ B{1, 4} · A{1, 4} are presented.
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Penrose inverses of two matrices. Hartwig [6] and Tian [13, 14] studied the reverse order law for the Moore-Penrose inverse of the product of three or more matrices. The next step was to consider the reverse order law for K-inverses, where K ⊆ {1, 2, 3, 4}. The cases K = {1, 3} and K = {1, 4} were considered by M. Wei and Guo [16] who obtained the equivalent conditions for B{1, 3}A{1, 3} ⊆ (AB){1, 3}, (AB){1, 3} ⊆ B{1, 3}A{1, 3}, and (AB){1, 3} = B{1, 3}A{1, 3} by applying product singular value decomposition (P-SVD) of matrices. They proved that for A ∈ C m×n and B ∈ C n×p , (AB){1, 3} ⊆ B{1, 3}A{1, 3} if and only if
where Z 12 , Z 14 and constants r 1 , r 2 are described in [16, Theorem 1.1] for P-SVD of matrices A and B.
Later, also in the settings of matrices, Takane et al. [12] discovered using other techniques some new necessary and sufficient conditions for B{1, 3}A{1, 3} ⊆ (AB){1, 3}.
Djordjević [3] considered necessary and sufficient conditions for B{1, 3}A{1, 3} ⊆ (AB){1, 3} in the case of bounded linear operators on Hilbert spaces. Cvetković-Ilić and Harte [2] offered purely algebraic necessary and sufficient conditions for reverse order law B{1, 3}A{1, 3} ⊆ (AB){1, 3} for generalized inverses in C*-algebras, extending rank conditions for matrices and range conditions for Hilbert space operators. Liu and Yang [7] derived some necessary and sufficient conditions for all three types of reverse order laws using the method of maximal and minimal rank of matrix expressions. They proved that for A ∈ C m×n and B ∈ C n×k , (AB){1, 3} ⊆ B{1, 3}A{1, 3} if and only if r(A * AB, B) + r(A) = r(AB) + min{r(A * , B), max{n + r(A) − m, n + r(B) − k}}.
As can be seen from the above, reverse order laws for generalized inverses have been considered in quite a number of papers. However, only [7, 16] were dealing with the particular one
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It is well known that the sets of {1, 3} and {1, 4}-generalized inverses of A ∈ C n×m are described by
In the following, we state some auxiliary lemmas.
, and C ∈ C n×k . Then the matrix equation
is consistent if and only if, for some
in which case the general solution is
for arbitrary Y ∈ C m×p . Corollary 1.2. Let B ∈ C p×k and C ∈ C n×k . Then the matrix equation
In that case, the general solution is given by
for arbitrary Y ∈ C n×p and some
Proof. By Theorem 1.1, we see that the equation XB = C is consistent if and only if CB
( 
to the set
In the case when r(C) ≥ n−r(A), there exists a linear T which maps the subspace N (A * ) injectively into R(C), thus mapping C 1 to C 2 . Now suppose that r(C) ≥ k − r(B).
. Also, denote by Z 0 the restriction of Z to the subspace Q 
′ which is a contradiction. Hence, T (C 1 ) ⊆ R(C) and T (x) = 0 for every x ∈ C 1 and hence,
which is equivalent to
Using the previous part of the proof, we get that if (1.16) and (i) hold, then for arbitrary Z, there exists a matrix T which maps the set
We distinguish two cases:
It is now easy to see that there exists T which maps C 1 into the set C 2 defined by (1.15) if and only if dim N (A * ) ≤ dim(R(C)).
Using the part (ii) ⇒ (i) of the proof of Theorem 1.7, we get that for arbitrary Z, there exists a matrix T which maps the set
Now, as in the proof of that theorem we distinguish two cases: (N (B) ), i.e., k − r(B) ≥ n − r(A), then there exists Z such that C 1 = N (A * ) \ {0}. Hence, the existence of mapping T which maps C 1 to the set C 2 is equivalent to dim N (A * ) ≤ dim(R(C)), i.e., r(C) ≥ n − r(A). Now, we conclude that (ii * ) holds. 
