Abstract-Tsallis entropy, one-parameter generalization of Shannon entropy, has been often discussed in statistical physics as a new information measure. This new information measure has provided many satisfactory physical interpretations in nonextensive systems exhibiting chaos or fractal. We present the generalized Shannon-Khinchin axioms to nonextensive systems and prove the uniqueness theorem rigorously. Our results show that Tsallis entropy is the simplest among all nonextensive entropies. By the detailed comparisons of our axioms with the previously presented two sets of axioms, we reveal the peculiarity of pseudoadditivity as an axiom. In this correspondence, the most fundamental basis for Tsallis entropy as information measure is established in the information-theoretic framework.
I. INTRODUCTION
Tsallis entropy, which was first introduced by Tsallis in 1988 [1] , is defined by Sq (p1; ...;pn) := k 1 0 n i=1 p q i q 0 1 (1) for a given probability distribution fp i g i=1;...;n , where k is a positive constant and q 2 R + .
Tsallis entropy is a one-parameter generalization of Shannon entropy in the sense that 
The property (3) represents nonextensive additivity of Tsallis entropy, i.e., Tsallis entropy is a nonextensive entropy. When q = 1, the pseudoadditivity (3) reverts to the standard (extensive) additivity, so that Shannon entropy is considered to be an extensive entropy in contrast to Tsallis entropy.
Introduction of Tsallis entropy opened a new research area in statistical physics, providing an advantageous generalization of traditional Boltzmann-Gibbs statistical mechanics. The generalization enables us to find a consistent treatment of dynamics in many nonextensive physical systems such as long-range interactions, long-time memories, and multifractal structures, which cannot be coherently explained within the conventional Boltzmann-Gibbs statistics [2] , [3] . In particular, the successful applications of Tsallis entropy can be often observed in dynamical chaotic systems. For example, the results derived from the generalized Kolmogorov-Sinai entropy using Tsallis entropy have the perfect matching with nonlinear dynamical behavior such as the sensitivity to the initial conditions in chaos. On the other hand, the usual Kolmogorov-Sinai entropy using Shannon entropy does not have these convenient properties; see [4] - [6] for further details.
Thus, Tsallis entropy inspires many physicists to establish a generalized Boltzmann-Gibbs statistical mechanics leading to numerous applications [3] .
Along with the rapid progress of research in the generalized Boltzmann-Gibbs statistical mechanics, two sets of axioms for Tsallis entropy (1) were presented as generalization of the Shannon-Khinchin axioms in the sense that Tsallis entropy is a one-parameter generalization of Shannon entropy (2) [7] , [8] . Both of the two sets of axioms seem to be generalizations of the Shannon-Khinchin axioms for Tsallis entropy, but actually they are mathematically incomplete because of redundancy and ununiqueness, respectively, discussed in Section IV.
In this correspondence, we presents the generalized ShannonKhinchin axioms to nonextensive systems and prove the uniqueness theorem rigorously. Our results reveal that Tsallis entropy is the simplest among all nonextensive entropies. Based on our results, we compare our axioms with the previously presented two sets of axioms in detail. Moreover, we reveal the peculiarity of pseudoadditivity as an axiom, which can be seen in both of them. The most fundamental basis for Tsallis entropy as information measure is established in the information-theoretic framework.
II. SHANNON-KHINCHIN AXIOMS AND THE UNIQUENESS THEOREM
Before presenting our axioms, we briefly review the ShannonKhinchin axioms as preliminaries of Sections III and IV. Let 1 n be defined by the n-dimensional simplex 1 n := (p 1 ; ...;p n ) p i 0;
The Shannon-Khinchin axioms [9] , [10] 
The proof of the above uniqueness theorem is given in [9] . In order to discriminate between the pseudoadditivity (3) and the above additivity property (10), we call the additivity (10) Shannon additivity throughout the correspondence.
In Section III, the set of axioms for the nonextensive entropy including Tsallis entropy (1) (12) where q 2 R + and (q) satisfies properties i)-iv) i) (q) is continuous and has the same sign as q 0 1, i.e., (q)(q 0 1) > 0 (q 6 = 1); (13) ii) lim q!1 (q) = (1) = 0; (q) 6 = 0 (q 6 = 1); (14) iii) there exists an interval (a; b) R + such that a < 1 < b and (q) is differentiable on the interval
and iv) there exists a constant k > 0 such that lim
[GSK1] continuity: S q is continuous in 1 n and q 2 R + ;
[GSK2] maximality: for any q 2 R + , any n 2 N and any (p 1 ; ...;p n ) 2 (2) 
where (q) is a function of q 2 R + , satisfying (13)- (16) . The properties (13)- (16) 
Thus, (2) is satisfied as required.
Therefore, given a certain function (q) satisfying (13)- (16), we can uniquely determine nonextensive entropy (12) . Thus, the proof is complete.
Note that, in order to determine the Tsallis entropy (1) uniquely, "lim q!1 " should be removed from (16) 
is the simplest one. Therefore, the Tsallis entropy (1) It is easy to verify that S q obtained in our uniqueness theorem satisfies the additivity property S q (A; B) = S q (A) + S q (B) 0 (q)S q (A)S q (B): (39) When (q) = (q 0 1)=k, this equality (39) takes the form of (3).
Thus, the form (39) is a generalization of the pseudoadditivity given by (3) . In this way, the pseudoadditivity (3) or (39) of the nonextensive entropy can be derived naturally from the slight generalization of the Shannon-Khinchin axioms. Therefore, pseudoadditivity (3) is not needed for an axiom of Tsallis entropy, which differs from Santos' axioms [7] and Abe's axioms [8] . The peculiarity of pseudoadditivity as an axiom is revealed in Section IV.
IV. COMPARISONS WITH THE PREVIOUSLY PRESENTED SETS OF AXIOMS
There have been already presented two sets of axioms for Tsallis entropy as generalization of Shannon-Khinchin axioms [7] , [8] . In this section, we compare our axioms with each of them in detail. Under these comparisons, the peculiarity of the pseudoadditvity as an axiom, which can be seen in both sets of their axioms, is also revealed.
A. Comparisons With Santos' Axioms
In [7] , Santos shows a set of axioms for Tsallis entropy as follows. The proof is given in [7] .
Note that, despite presenting the axiom [Sa4], actually in his proof the generalized formula (18) In accordance with the notations (4) and (5), (42) can be written as
Eliminating S q (AB) from both (3) and (43) 
B. Comparisons With Abe's Axioms
In [8] , Abe presents a set of axioms for Tsallis entropy as follows.
Here k = 1 is taken for simplicity. [Ab1] Sq (p1; . . . ; pn) is continuous with respect to all its arguments and takes its maximum for the equiprobability distribution pi = 1=n (i = 1; . . . ; n); 
[Ab3] S q (p 1 ; . . . ; p n ; 0) = S q (p 1 ; . . . ; p n ).
The proof is given in [8] , but actually it is mathematically incomplete. In his proof, Abe obtains (49) cannot be determined using the axiom [Ab2] again due to the tautology in the derivation. In fact, it is impossible to derive (q) = 1 0q by any means in his proof.
Moreover, the peculiarity of pseudoadditivity as an axiom can be observed in both sets of their axioms, which is discussed in detail in Section IV-C.
C. The Peculiarity of Pseudoadditivity as an Axiom
In nonextensive systems, there exist two additivities: pseudoadditivity (3) and generalized Shannon additivity (18) . When q ! 1, it can be easily verified that pseudoadditivity and Shannon additivity coincide with each other under the same condition that the two systems are mutually independent. However, when q 6 = 1 (nonextensive systems), they are completely different from each other in the sense that one cannot be derived from the other. Even if the associated systems A and B are mutually independent, each of (3) and (43) cannot be derived from the other. Therefore, we can obtain Tsallis entropy (1) uniquely from these two distinct additivities in Theorem 4. But the set of axioms (3) and (18) is not clearly a generalization of the Shannon-Khinchin axioms.
Then, for natural generalization of the Shannon-Khinchin axioms to nonextensive systems, we need to consider which additivity is suitable to be one of the axioms of Tsallis entropy. In the Shannon-Khinchin axioms, Shannon additivity (10) is given as additivity. Thus, we need to consider two kinds of comparison: "(10) versus (18) ," and " (10) versus (3) ."
For the former comparison: (10) versus (18), the expectation " n i=1 pi2" on the right-hand side of (10) is generalized to " n i=1 p q i 2" on the right-hand side of (18) .
On the other hand, for the latter comparison: (10) versus (3), consider the same condition such that the two systems A and B are mutually independent. Under such a condition in extensive systems (q = 1), (10) implies that S1 (AB) = S1 (A) + S1 (B) : Compare the two generalizations (50) and (52). Clearly, (50) is a more natural generalization than (52).
Moreover, when we construct a set of axioms for a function in general, we never use any knowledge of the concrete form of the function.
If we set a special form such as "+ (1 0 q) S q (A) S q (B)" in (3) as one of the axioms for Tsallis entropy, we need a clear and meaningful reason why such an axiom can be given without any knowledge of the concrete form of Tsallis entropy. In fact, we cannot find any reason why 1 0 q 2 is not suitable instead of 1 0 q in (3) without any knowledge of the concrete form (1) . There are many other functions ' (q) of q such that lim q!1 ' (q) = 0. Therefore, the requirement of pseudoadditivity (3) as an axiom is not suitable and unnatural for an axiom of Tsallis entropy. Note that in Abe's axiom a generalized form of pseudoadditivity (46) is used as one of the axioms. The requirement (46) is also inappropriate for an axiom of Tsallis entropy for the same reasons as stated above. The right-hand side of (46) is rather more complicated than that of (3).
V. CONCLUSION
There exist two main methods for axiomatic definition of Shannon entropy. The first is to introduce inherent properties as axioms for Shannon entropy, as done by Shannon in 1948 and Khinchin in 1953 [9] , [10] . The other way is to treat satisfactory properties as axioms for information content (self-information or self-entropy) I 1 (p i ) = 0 ln p i of Shannon entropy, which is used in many references such as [14] , [15] . This method is based on the fact that Shannon entropy is given by an expectation of information content, i.e., In this correspondence, we present generalized Shannon-Khinchin axioms for nonextensive entropy and prove the uniqueness theorem rigorously in accordance with the Shannon-Khinchin approach. These results reveal that the Tsallis entropy is the simplest of all nonextensive entropies which can be obtained from the present generalized Shannon-Khinchin axioms. Moreover, the remaining problems such as redundancy in Santos' axioms [7] and ununiqueness in Abe's axioms [8] are successfully solved. In particular, the peculiarity of pseudoadditivity as an axiom is revealed.
On the other hand, the latter way to define nonextensive entropy by means of nonextensive information content Iq (pi) has been already presented in our paper [16] . Thus, the two manners to define nonextensive entropy as similar to Shannon entropy are clearly observed in nonextensive systems framework. Comparing these two ways to define nonextensive entropy, we can point out certain advantages of using information content over the Shannon-Khinchin approach. For instance, the latter allows systematic introduction of other entropies such as the nonextensive relative entropy and the nonextensive mutual entropy [16] .
As the results of the present work and [16] , the information-theoretic basis for Tsallis entropy is established. Moreover, recently we have revealed the mathematical structure derived from Tsallis entropy in [17] - [19] . Based on these formulations, there still remains problems to be solved for finding the role of Tsallis entropy behind the coding structure in nonextensive systems such as chaos or fractal.
