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THE DOUBLE-POWER NONLINEAR SCHRÖDINGER
EQUATION AND ITS GENERALIZATIONS: UNIQUENESS,
NON-DEGENERACY AND APPLICATIONS
MATHIEU LEWIN AND SIMONA ROTA NODARI
Abstract. In this paper we first prove a general result about the
uniqueness and non-degeneracy of positive radial solutions to equations
of the form ∆u+g(u) = 0. Our result applies in particular to the double
power non-linearity where g(u) = uq −up−µu for p > q > 1 and µ > 0,
which we discuss with more details. In this case, the non-degeneracy of
the unique solution uµ allows us to derive its behavior in the two limits
µ → 0 and µ → µ∗ where µ∗ is the threshold of existence. This gives
the uniqueness of energy minimizers at fixed mass in certain regimes.
We also make a conjecture about the variations of the L2 mass of uµ in
terms of µ, which we illustrate with numerical simulations. If valid, this
conjecture would imply the uniqueness of energy minimizers in all cases
and also give some important information about the orbital stability of
uµ.
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2 M. LEWIN AND S. ROTA NODARI
1. Introduction
In this paper we study the positive solutions (‘ground states’) to some
semi-linear elliptic equations in Rd of the general form
∆u+ g(u) = 0 in Rd with d > 2, (1.1)
where ∆u =
∑d
i=1 ∂
2
xiu is the Laplacian. We assume that the nonlinearity g
is gauge-invariant under the action of the group S1, that is
g(|u|eiθ) = g(|u|)eiθ (1.2)
for any u, θ ∈ R. In other words, without loss of generality we may assume
that g : R → R is a real odd function such that g(0) = 0. Then (1.1) is
invariant under translations and multiplications by a phase factor.
The study of the existence and uniqueness of positive solutions to equa-
tions of the type (1.1) has a very long history. Of particular interest is the
(focusing) nonlinear Schrödinger equation (NLS) corresponding to
g(u) = uq − u, 1 < q < 2∗ − 1 (1.3)
where 2∗ = 2d/(d− 2) is the critical Sobolev exponent in dimensions d > 3
and 2∗ = ∞ in dimensions d = 1, 2. Here and everywhere else in the paper
we use the convention that uq := |u|q−1u to ensure that (1.2) is satisfied. In
the particular case (1.3), the uniqueness of positive solutions was proved first
by Coffman [12] for q = 3 and d = 3, and then by Kwong [26] in the general
case. These results have been extended to a larger class of non-linearities by
many authors, including for instance [46, 40, 28, 11, 39, 47, 52, 22].
Another important property for applications is the non-degeneracy of
these solutions, which means that the kernel of the linearized operators is
trivial, modulo phase and space translations:
ker
(
∆ +
g(u)
u
)
= span{u}, ker (∆ + g′(u)) = span{∂x1u, ..., ∂xdu}.
This property plays a central role for the stability or instability of these
stationary solutions [57, 53, 20, 21] in the context of the time-dependent
Schrödinger equation
i∂tu = ∆u+ g(u).
In the NLS case (1.3) non-degeneracy was shown first in [12, 26, 57], but for
general nonlinearities it does not necessarily follow from the method used to
show uniqueness.
In this paper, we are particularly interested in the double-power nonlin-
earity
g(u) = −up + uq − µu, p > q > 1, µ > 0, d > 2 (1.4)
with a defocusing large exponent p and a focusing smaller exponent q.
Uniqueness in this case was shown in [52], but the non-degeneracy of the
solutions does not seem to follow from the proof. The nonlinearity (1.4) has
very strong physical motivations. The cubic-quintic nonlinearity q = 3, p = 5
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appears in many applications and usually models systems with attractive
two-body interactions and repulsive three-body interactions [3, 24, 41]. In
this case, non-degeneracy was shown in [25] for d = 3 and in [9] for d = 2.
On the other hand, the case p = 7/3 and q = 5/3 in dimension d = 3 was
considered in [50] in the context of symmetry breaking for a model of Density
Functional Theory for solids. A general result which covers (1.4) appeared
later in [1].
Some time before [25, 50, 1], we had considered in [32] the case
g(u) = a sin3 u cosu− b sinu cosu, a > 2b,
which naturally arises in the non-relativistic limit of a Dirac equation in
nuclear physics [51, 15, 16, 31]. As was already mentioned in [32], the proof
we gave of the uniqueness and non-degeneracy of radial solutions in this
particular case is general and can be applied to a variety of situations. It
covers the double-power nonlinearity (1.4) in the whole possible range of
the parameters. In order to clarify the situation, in Section 2 we start by
reformulating the result of [32] in a general setting. We also provide a self-
contained proof in Section 7 for the convenience of the reader.
Next we discuss at length the properties of the unique and non-degenerate
solution uµ for the double-power non-linearity (1.4). Of high interest is the
L2 mass
M(µ) =
∫
Rd
uµ(x)
2 dx
of this solution. In the NLS case (1.3) the mass is a simple explicit power of
µ, but for the double-power nonlinearity (1.4), M is an unknown function.
In Section 3 we determine its exact behavior in the two regimes µ→ 0+ and
µ→ µ−∗ , where µ∗ is the threshold for existence of solutions. This allows us
to make an important conjecture about the variations of M over the whole
interval (0, µ∗), partly inspired by [25, 50, 9] and supported by numerical
simulations. In short, our conjecture says that the branch of solutions has
at most one unstable part, that is, M ′ vanishes at most once over (0, µ∗).
One important motivation for studying the variations of M concerns the
uniqueness of energy minimizers at fixed mass
I(λ) = inf
{
1
2
∫
Rd
|∇u|2 dx+ 1
p+ 1
∫
Rd
|u|p+1 dx− 1
q + 1
∫
Rd
|u|q+1 dx :
u ∈ H1(Rd) ∩ Lp+1(Rd),
∫
Rd
|u|2 dx = λ
}
, (1.5)
which naturally appears in physical applications. Any minimizer, when it
exists, is positive and solves the double-power NLS equation for some La-
grange multiplier µ, hence equals uµ after an appropriate space translation.
The difficulty here is that several µ’s could in principle give the same mass
λ and the same energy I(λ), so that the uniqueness of solutions to the equa-
tion at fixed µ does not at all imply the uniqueness of energy minimizers.
Nevertheless we conjecture that minimizers of (1.5) are always unique. This
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would actually follow from the previously mentioned conjecture on M , since
the latter implies that M is one-to-one on the unique branch of stable so-
lutions. In fact, our analysis of the function M allows us to prove some
partial results which, we think, are an interesting first step towards a better
understanding of the general case. More precisely, we show that
• minimizers of I(λ) are always unique for λ large enough and for λ
close enough to the critical mass λc above which minimizers exist;
• the set of λ’s for which minimizers are not unique is at most finite;
• the number of minimizers at those exceptional values of λ is also
finite, modulo phases and space translations.
The paper is organized as follows. In the next section we state our main
result on the uniqueness and non-degeneracy of solutions to (1.1). Then, in
Section 3 we describe our findings on the double-power NLS equation. The
rest of the paper is devoted to the proof of our main results.
Acknowledgement. We thank Rémi Carles and Christof Sparber for useful
discussions. This project has received funding from the European Research
Council (ERC) under the European Union’s Horizon 2020 research and in-
novation programme (grant agreement MDFT No 725528 of M.L.) and from
the Agence Nationale de la Recherche (grant agreement DYRAQ, ANR-17-
CE40-0016, of S.R.N.).
2. Uniqueness and non-degeneracy: an abstract result
Here we state our abstract result about the uniqueness and non-degeneracy
of solutions of (1.1).
Theorem 1 (Uniqueness and non-degeneracy). Let 0 < α < β and g be
a continuously differentiable function on [0, β]. Assume that the following
conditions hold:
(H1) We have g(0) = g(α) = g(β) = 0, g is negative on (0, α) and positive
on (α, β) with g′(0) < 0, g′(α) > 0 and g′(β) 6 0.
(H2) For every λ > 1, the function
Iλ(x) := xg
′(x)− λg(x) (2.1)
has exactly one root x∗ on the interval (0, β), which belongs to (α, β).
Then equation (1.1) admits at most one positive radial solution with ‖u‖∞ <
β and such that u(x), u′(x) → 0 when |x| → ∞. Moreover, when it exists,
this solution is non-degenerate in the sense that
ker
(
∆ + g′(u)
)
= span {∂x1u, . . . , ∂xdu} , ker
(
∆ +
g(u)
u
)
= span{u}.
(2.2)
Remark 2.1. The assumption (H2) can be replaced by the two stronger
conditions
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0
α β
g(u)
u
Figure 1. Typical form of the admissible nonlinearity g in (1.1).
(H2’) there exists x∗ ∈ (0, β) such that g′′ > 0 on (0, x∗) and g′′ < 0 on
(x∗, β);
(H2”) the function x 7→ xg′(x)g(x) is strictly decreasing on (α, β).
Remark 2.2. In the proof we use (H2) only for one (unknown) particular
λ > 1. Should one be able to localize better this λ for a concrete nonlinearity
g, one would then only need to verify (H2) in this region.
Remark 2.3. If g is defined on the half line R+ and negative on (β,∞),
then all the positive solutions satisfy u < β. This follows from the maximum
principle since −∆u = g(u) 6 0 on {u > β}.
As we have mentioned, Theorem 1 was indeed proved in [32] although
perhaps only implicitly since we were there mainly concerned with a special
case for g (see [32, Lemma 3] and the comments after the statement). The
detailed proof of Theorem 1 is provided in Section 7, for the convenience of
the reader.
The operators appearing in (2.2) are the two linearized operators (for the
real and imaginary parts of u, respectively) at the solution u and the non-
degeneracy means that their kernel (at the solution u) is spanned by the
generators of the two symmetries of the problem (space translations and
multiplication by a phase). Non-degeneracy is important in many respects,
as we will recall below.
Note that our assumptions (H1)–(H2) require the existence of three suc-
cessive zeroes for g as in Figure 1. In the traditional NLS case there are
only two and this corresponds to taking β = +∞ in our theorem, a situation
where the same result is valid, as proved by McLeod in [39] and reviewed
in [55, 17].
In the article [52] by Serrin and Tang, uniqueness is proved under similar
assumptions as in Theorem 1. More precisely, the authors assume instead
of (H2) that xg′(x)/g(x) is non-increasing on (α, β), in dimensions d > 3.
We assume less on (α, β) but put the additional assumption that Iλ does
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not vanish on (0, α). The function Iλ in (2.1) appears already in [40, 39].
The method of proof in [52] does not seem to provide the non-degeneracy of
solutions. In the present article we clarify this important point by providing
a self-contained proof in the spirit of McLeod [39], later in Section 7. Similar
arguments were independently used in [25, 1].
We conclude this section with a short discussion of the existence of solu-
tions to (1.1). Let g satisfy the condition (H1) of Theorem 1 on [0, β] and
extend it as a continuously differentiable function over R such that g is odd
and g < 0 on (β,∞). Then we know from [7, 5] that, in dimension d > 2,
there exists at least one radial decreasing positive solution u to (1.1) which
is C2 and decays exponentially at infinity, if and only if
G(η) :=
∫ η
0
g(s) ds > 0 for some η > 0. (2.3)
That this condition is necessary follows from the Pohozaev identity
d− 2
2d
∫
Rd
|∇u|2 dx =
∫
Rd
G(u(x)) dx (2.4)
which implies that G(u(x)) has to take positive values, it cannot be always
negative (as it is for x→∞ since G(s) ∼ g′(0)s2/2 < 0 for s→ 0).
Finally, we recall that if g ∈ C1+ε for some ε > 0 and since g(0) = 0 and
g′(0) < 0, it follows from the moving plane method [18] that all the positive
solutions to (1.1) are radial decreasing about some point in Rd.
3. The double-power nonlinearity
In this section we consider the nonlinear elliptic equation
−∆u = −up + uq − µu (3.1)
with p > q > 1 and µ > 0 and up := |u|p−1u. This equation appears
in a variety of practical situations, including density functional theory in
quantum chemistry and condensed matter physics [30, 50], Bose-Einstein
condensates with three-body repulsive interactions [41], heavy-ion collisons
processes [24] and nonclassical nucleation near spinodal in mesoscopic models
of phase transitions [45, 8, 56, 13]. The nonlinearity
gµ(u) = −up + uq − µu (3.2)
satisfies the condition (H1) of Theorem 1 hence, due to the Pohozaev iden-
tity (2.4), there exists a µ∗ > 0 such that (3.1) admits no nontrivial solutions
for µ > µ∗, whereas it always has at least one positive solution for µ ∈ (0, µ∗).
The value of µ∗ is given by
µ∗ =
2(p+ 1)
q−1
p−q (q − 1) q−1p−q (p− q)
(q + 1)
p−1
p−q (p− 1) p−1p−q
. (3.3)
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For µ = µ∗ what is happening is that the primitive
Gµ(u) := −|u|
p+1
p+ 1
+
|u|q+1
q + 1
− µ
2
|u|2
becomes non-positive over the whole half line R+, with a double zero at
β∗ :=
(
(q − 1)(p+ 1)
(q + 1)(p− 1)
) 1
p−q
< 1. (3.4)
For all 0 < µ 6 µ∗, the function gµ is seen to have two zeroes 0 < αµ < βµ
such that 
lim
µ→0+
αµ = 0,
lim
µ→0+
βµ = 1,

lim
µ→µ−∗
αµ = α∗ ∈ (0, β∗),
lim
µ→µ−∗
βµ = β∗.
In addition µ 7→ βµ is decreasing over (0, µ∗).
3.1. Branch parametrized by the Lagrange multiplier µ. The follow-
ing result is a corollary of Theorem 1.
Theorem 2 (Uniqueness and non-degeneracy). Let d > 2, p > q > 1 and
gµ as in (3.2). For all µ ∈ (0, µ∗), the nonlinear equation (3.1) has a unique
positive solution uµ tending to 0 at infinity, modulo space translations. It
can be chosen radial-decreasing. It is non-degenerate:{
ker
(−∆ + pup−1µ − quq−1µ + µ) = span {∂x1uµ, . . . , ∂xduµ} ,
ker
(−∆ + upµ − uqµ + µ) = span{uµ}. (3.5)
This solution satisfies
0 < uµ(x) < βµ < 1, ∀x ∈ Rd
and uµ(0)→ β∗ when µ↗ µ∗.
Existence was proved in [7, 5] and uniqueness in [52, 22]. The non-
degeneracy of the solution follows from Theorem 1 as in [32]. The cases
d ∈ {2, 3}, p = 5, q = 3 and d = 3, p = 7/3, q = 5/3 were handled in [25, 9]
and [50, 49], respectively. Later in Theorem 4 we will see that uµ(x) → β∗
when µ ↗ µ∗, for every x ∈ Rd. The behavior of uµ when µ ↘ 0 depends
on the parameters p and q, however, and will be given in Theorem 3.
Proof. The existence part of the theorem is [7, Example 2] for d > 3 and
[5] for d = 2. Moreover, gµ(u) satisfies the hypotheses of [18] therefore all
the positive solutions to (3.1) are radial decreasing about some point in Rd.
The function gµ also satisfies hypothesis (H1) for some 0 < αµ < βµ and it
is negative on (βµ,∞). Since g is C∞ on (0,∞) and u > 0, we deduce from
regularity theory that u is real-analytic on Rd. We have −∆u = gµ(u) <
0 on the open ball {u > βµ}, hence u must be constant on this set, by
the maximum principle. This definitely cannot happen for a real analytic
function tending to 0 at infinity and therefore u 6 βµ everywhere. The
8 M. LEWIN AND S. ROTA NODARI
maximum of u can also not be equal to βµ since otherwise u ≡ βµ which is
the unique corresponding solution to (3.1). We have therefore proved that
all the positive solutions must satisfy u < βµ and we are in position to apply
Theorem 1. It only remains to show that g satisfies hypothesis (H2).
We first show that for all x ∈ (0, αµ) and for all λ > 1, Iλ(x) > 0. To this
end, we observe that for x > 0 sufficiently small and λ > 1,
Iλ(x) = (1− λ)g′µ(0)x = (λ− 1)µx > 0
Next, by computing the second derivative of gµ, we remark that g′µ is strictly
increasing in (0, x∗), attains his maximum at
x∗ =
(
q(q − 1)
p(p− 1))
) 1
p−q
and is strictly decreasing in (x∗,+∞). Moreover, as a consequence of (H1),
g′µ has to vanishes at least once. This implies that g′µ vanishes exactly twice,
namely at x1 ∈ (0, αµ) and at x2 ∈ (αµ, βµ). Hence g′µ(x) < 0 for all
x ∈ (0, x1) and g′µ(x) > 0 for all x ∈ (x1, αµ) ⊂ (x1, x2). As a consequence,
since g′′µ(x) > 0 for all x ∈ (0, x∗) and x1 < x∗,
I ′λ(x) = (1− λ)g′µ(x) + xg′′µ(x) > 0
for all x ∈ (0, x1). This shows that Iλ is strictly increasing in this interval and
Iλ(x) > 0 for all x ∈ (0, x1). Next, for all x ∈ (x1, αµ), we have g′µ(x) > 0
and gµ(x) < 0, which implies Iλ(x) > 0.
It remains to show that Iλ vanishes exactly once in (αµ, βµ). It is clear
that Iλ has to vanish at least once since Iλ(αµ) = αµg′µ(αµ) > 0 and Iλ(βµ) =
βµg
′
µ(βµ) < 0. Moreover, it is proved in [52] that the function
h(x) =
xg′µ(x)
gµ(x)
is decreasing on (αµ, βµ). This is enough to conclude that Iλ has exactly one
zero in (αµ, βµ). Hence g satisfies hypothesis (H2) and this concludes the
proof of the uniqueness and non-degeneracy in Theorem 2.
Since µ 7→ βµ is decreasing and its limit at µ = 0 is 1, we deduce that the
family (uµ)µ of solutions to (3.1) is uniformly bounded: 0 < uµ < βµ < 1. If
we denote by ηµ the first positive zero of Gµ, then we also have uµ(0) > ηµ,
since Gµ(uµ(0)) > 0 by (2.4). Since ηµ → β∗ when µ ↗ µ∗, we obtain
uµ(0)→ β∗ when µ↗ µ∗. 
3.2. Behavior of the mass. It is very important to understand how the
mass of the solution uµ
M(µ) :=
∫
Rd
uµ(x)
2 dx (3.6)
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varies with µ. In the case of the usual focusing NLS equation with one power
nonlinearity q (which formally corresponds to p = +∞ since u < 1, at least
when q < 2∗ − 1), the mass is an explicit function of µ by scaling:
MNLS(µ) = µ
4+d−dq
2(q−1)
∫
Rd
Q(x)2 dx
where −∆Q−Qq +Q = 0. There is no such simple relation for the double-
power nonlinearity.
The importance of M(µ) is for instance seen in the Grillakis-Shatah-
Strauss theory [57, 53, 20, 21, 14] of stability for these solutions within
the time-dependent Schrödinger equation. The latter says that the solu-
tion uµ is orbitally stable when M ′(µ) > 0 and that it is unstable when
M ′(µ) < 0. Therefore the intervals where M is increasing furnish stable
solutions whereas those where M is decreasing correspond to unstable so-
lutions. The Grillakis-Shatah-Strauss theory relies on another conserved
quantity, the energy, which is discussed in the next section and for which the
variations of M also play a crucial role.
Note that the derivative can be expressed in terms of the linearized oper-
ator
Lµ := −∆− g′µ(uµ) = −∆ + pup−1µ − quq−1µ + µ
by
M ′(µ) = 2<
〈
uµ,
∂
∂µ
uµ
〉
= −2〈uµ, (Lµ)−1raduµ〉. (3.7)
Here (Lµ)−1rad denotes the inverse of Lµ when restricted to the subspace
of radial functions, which is well defined and bounded due to the non-
degeneracy (3.5) of the solution.1 This is why the non-degeneracy is crucial
for understanding the variations of M . From the implicit function theorem,
note that M is a real-analytic function on (0, µ∗).
Our main goal is to understand the number of sign changes of M ′, which
tells us how many stable and unstable branches there are. Here is a soft
version of a conjecture which we are going to refine later on. It states that
there is at most one unstable branch.
Conjecture 1 (Number of unstable branches). Let d > 2 and p > q > 1.
The function M ′ vanishes at most once on (0, µ∗).
If true, this conjecture would have a number of interesting consequences,
with regard to the stability of uµ and the uniqueness of energy minimizers.
We show in Theorem 4 below that the stable branch is always present since
M ′ > 0 close to µ∗. In order to make a more precise conjecture concerning the
number of roots of M ′ in terms of the exponents p and q and the dimension
d > 2, it is indeed useful to analyze the two regimes µ → 0 and µ → µ∗,
1The functions ∂xjuµ spanning the kernel of Lµ are orthogonal to the radial sector,
hence 0 is not an eigenvalue of (Lµ)rad. But then 0 belongs to its resolvent set, since the
essential spectrum starts at µ > 0.
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where one can expect some simplification. This is the purpose of the next
two subsections.
3.2.1. The limit µ↘ 0. The following long statement about the limit µ↘ 0
is an extension of results from [44], where the limit of uµ was studied, but
not that of M and M ′.
Theorem 3 (Behavior when µ↘ 0). Let d > 2 and p > q > 1.
• (Sub-critical case) If d = 2, or if d > 3 and
q < 1 +
4
d− 2 ,
then the rescaled function
1
µ
1
q−1
uµ
(
x√
µ
)
(3.8)
converges strongly in H1(Rd) ∩ L∞(Rd) in the limit µ → 0 to the function
Q which is the unique positive radial-decreasing solution to the nonlinear
Schrödinger (NLS) equation
∆Q+Qq −Q = 0. (3.9)
We have
M(µ) = µ
4+d−dq
2(q−1)
∫
Rd
Q2 +
2(p− 1) + 4 + d− dq
(p+ 1)(q − 1) µ
2(p−q)+4+d−dq
2(q−1)
∫
Rd
Qp+1
+ o
(
µ
2(p−q)+4+d−dq
2(q−1)
)
µ↘0
(3.10)
and
M ′(µ) =
4 + d− dq
2(q − 1) µ
4+d−dq
2(q−1) −1
∫
Rd
Q2
+
(2(p− 1) + 4 + d− dq)(2(p− q) + 4 + d− dq)
2(p+ 1)(q − 1)2 µ
2(p−q)+4+d−dq
2(q−1) −1
∫
Rd
Qp+1
+ o
(
µ
2(p−q)+4+d−dq
2(q−1) −1
)
µ↘0
. (3.11)
In particular, M is increasing for q 6 1+4/d and decreasing for q > 1+4/d,
in a neighborhood of the origin.
• (Critical case) If d > 3 and
q = 1 +
4
d− 2 ,
then the rescaled function
1
ε
d−2
2
µ
uµ
(
x
εµ
)
(3.12)
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converges strongly in H˙1(Rd) ∩ L∞(Rd) in the limit µ → 0 to the Sobolev
optimizer
S(x) =
(
1 +
|x|2
d(d− 2)
)− d−2
2
,
which is also the unique positive radial-decreasing solution (up to dilations)
to the Emden-Fowler equation ∆S + Sq = 0, where
εµ ∼ c

µ
1
p−3 if d = 3,(
µ logµ−1
) 1
p−1 if d = 4,
µ
q−1
2(p−1) if d > 5.
(3.13)
Furthermore, we have
lim
µ↘0
M(µ) = lim
µ↘0
−M ′(µ) =∞. (3.14)
In particular, M is decreasing in a neighborhood of the origin.
• (Super-critical case) If d > 3 and
q > 1 +
4
d− 2 ,
then uµ converges strongly in H˙1(Rd) ∩ L∞(Rd) in the limit µ → 0 to the
unique positive radial-decreasing solution u0 ∈ H˙1(Rd) ∩ Lp+1(Rd) of the
‘zero-mass’ double-power equation
−∆u0 = −up0 + uq0
decaying like u0(x) = O(|x|2−d) at infinity. We have the limits
lim
µ↘0
M(µ) =
∫
Rd
u0(x)
2 dx
{
=∞ if d ∈ {3, 4},
<∞ if d > 5 (3.15)
and
lim
µ↘0
M ′(µ) =
{
−∞ if d ∈ {3, 4, 5, 6},
M ′(0) ∈ R if d > 7. (3.16)
In particular, M is decreasing in a neighborhood of the origin when d ∈
{3, ..., 6}. In dimensions d > 7, we have M ′(0) < 0 under the additional
condition
1 +
4
d− 2 < q < p < 1 +
4
d− 2 +
32
d(d− 2)((d− 2)q − d− 2) . (3.17)
The convergence properties of uµ are taken from [44] in all cases. Only
the behavior of M and M ′ is new. The corresponding proof is given below
in Section 4.
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The condition (3.17) in the super-critical case is not at all expected to be
optimal and it is only provided as an illustration. This condition requires
that
1 +
4
d− 2 < q < 1 +
4
d− 2 +
4
√
2√
d(d− 2)
and that p satisfies the right inequality in (3.17). In particular, p can be
arbitrarily large when q approaches the critical exponent. Although we are
able to prove that M ′ admits a finite limit when µ→ 0 in dimensions d > 7,
we cannot determine its sign in the whole range of parameter. Numerical
simulations provided below in Section 3.2.3 seem to indicate that M ′(0) can
be positive. The limit µ→ 0 for M ′(µ) is quite delicate in the super-critical
case, since the limiting linearized operator
L0 = −∆ + p(u0)p−1 − q(u0)q−1
has no gap at the origin. Its essential spectrum starts at 0. Nevertheless,
we show in Appendix A that u0 is still non-degenerate in the sense that
ker (L0) = span {∂x1u0, ..., ∂xdu0}. This allows us to define (L0)−1rad by the
functional calculus and to prove that, as expected,
M ′(0) = −2〈u0, (L0)−1radu0〉,
where the right side is interpreted in the sense of quadratic forms. In di-
mensions d > 5 there are no resonances and (L0)−1rad essentially behaves like
(−∆)−1rad at low momenta [23]. Since
〈
u0, (−∆)−1u0
〉
is finite only in dimen-
sions d > 7 due to the slow decay of u0 at infinity, M ′(0) is only finite in
those dimensions. In dimensions d ∈ {7, 8} it is the second derivativeM ′′(µ)
which diverges to +∞ when µ → 0 (see Remark 4.5) but this does not tell
us anything about the variations of M .
3.2.2. The limit µ↗ µ∗. Next we study the behavior of the branch of solu-
tions in the other limit µ↗ µ∗.
Theorem 4 (Behavior when µ ↗ µ∗). Let d > 2 and p > q > 1. Let µ∗
and β∗ be the two critical constants defined in (3.3) and (3.4), respectively.
Then we have
lim
µ↗µ∗
(µ∗ − µ)dM(µ) = lim
µ↗µ∗
(µ∗ − µ)d+1
d
M ′(µ) = Λ (3.18)
where
Λ := 2
3d
2
|Sd−1|
d
(β∗)2(1−d)(d− 1)d
(∫ β∗
0
|Gµ∗(s)|
1
2 ds
)d
. (3.19)
Let γ ∈ (0, β∗) be any constant and call Rµ the unique radius such that
uµ(Rµ) = γ. Then we have
Rµ =
ρ
µ∗ − µ + o
(
1
µ∗ − µ
)
, ρ =
2
√
2(d− 1)
β2∗
∫ β∗
0
√
|Gµ∗(s)| ds,
(3.20)
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and the uniform convergence
lim
µ→µ∗
||uµ − U∗(|x| −Rµ)||L∞(Rd) = 0, (3.21)
where U∗ is the unique solution to the one-dimensional limiting problem
U ′′∗ + gµ∗(U∗) = 0 on R
U∗(−∞) = β∗
U∗(+∞) = 0
U∗(0) = γ ∈ (0, β∗.)
(3.22)
The proof will be provided later in Section 5. What the result says is
that uµ ressemble a radial translation of the one-dimensional solution U∗,
which links the two unstable stationary solutions β∗ and 0 of the underlying
Hamiltonian system. Since U∗ tends to β∗ at −∞, we see that uµ(r) tends to
β∗ for every fixed r, as we claimed earlier, and this is why the mass diverges
like
M(µ) ∼
µ→µ∗
(Rµ)
d(β∗)2
|Sd−1|
d
.
Plugging the asymptotics of Rµ from (3.20) then provides (3.18). Stronger
convergence properties of uµ will be given in the proof. For instance we have
for the derivatives
lim
µ→µ∗
∣∣∣∣u′µ − U ′∗(|x| −Rµ)∣∣∣∣L∞(Rd) = limµ→µ∗
∫ ∞
0
∣∣u′µ(r)− U ′∗(r −Rµ)∣∣p dr = 0
for all 1 6 p <∞. On the other hand we only have
‖u′µ − U ′∗(|x| −Rµ)‖Lp(Rd) = o(R
d−1
2
µ )
due to the volume factor rd−1dr.
Upper and lower bounds on M(µ) in terms of (µ∗ − µ)−d were derived
in [25] in the case d = 3, p = 5 and q = 3 but the exact limit (3.18) is
new, to our knowledge. Particular sequences µn → µ∗ have been studied
in [2]. That the solution uµ tends to a constant in the limit of a large mass
is a ‘saturation phenomenon’ which plays an important role in Physics, for
instance for infinite nuclear matter [41].
Theorem 4 implies that M is always increasing close to µ∗, hence in this
region we obtain an orbitally stable branch for the Schrödinger flow, for every
p > q > 1.
Remark 3.1 (A general result). Our proof of Theorem 4 is general and
works the same for a function in the form gµ(u) = g0(u)− µu with
• g0 ∈ C1([0,∞)) ∩C2(0,∞) with g0(0) = g′0(0) = 0 and g0(s)→ −∞
when s→ +∞;
• gµ has exactly two roots 0 < αµ < βµ on (0,∞) with g′µ(αµ) > 0
and g′µ(βµ) < 0 for all µ ∈ (0, µ∗] where µ∗ is the first µ so that
Gµ(r) =
∫ r
0 gµ(s) ds 6 0 for all r > 0;
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• ∆u+ gµ(u) = 0 has a unique non-degenerate radial positive solution
for every µ ∈ (0, µ∗) (for instance gµ satisfies (H2) in Theorem 1 for
all µ ∈ (0, µ∗)).
3.2.3. Main conjecture and numerical illustration. Theorems 3 and 4 and
the fact that M is a smooth function on (0, µ∗) imply some properties of
solutions to the equation M(µ) = λ, whenever λ is either small or large.
Those are summarized in the following
Corollary 5 (Number of solutions to M(µ) = λ). Let d > 2 and p > q > 1.
The equation
M(µ) = λ
• admits a unique solution µ for λ small enough when 1 < q < 1 + 4d , and it
is stable, M ′(µ) > 0;
• admits a unique solution µ for λ large enough when{
1 < q 6 1 + 4d ,
q > 1 + 4d−2 and d > 5,
and it is stable, M ′(µ) > 0;
• admits exactly two solutions µ1 < µ2 for λ large enough when{
q > 1 + 4d and d ∈ {2, 3, 4},
1 + 4d < q 6 1 +
4
d−2 and d > 5,
which are respectively unstable and stable: M ′(µ1) < 0, M ′(µ2) > 0.
Now that we have determined the exact behavior of M at the two end
points of its interval of definition, it seems natural to expect that the follow-
ing holds true.
Conjecture 2 (Behavior of M). Let d > 2 and p > q > 1. Then M ′ is
either positive on (0, µ∗), or vanishes at a unique µc ∈ (0, µ∗) with
M ′
{
< 0 on (0, µc),
> 0 on (µc, µ∗).
(3.23)
More precisely:
• If q 6 1 + 4/d, then M ′ > 0 on (0, µ∗).
• If d ∈ {2, ..., 6} and q > 1 + 4/d, or if d > 7 and 1 + 4/d < q 6
1 + 4/(d− 2), then M ′ vanishes exactly once.
• If d > 7 and q > 1 + 4/(d− 2), there exists a pc(q) > q such that M ′
vanishes once for q < p < pc(q) and does not vanish for p > pc(q).
The property (3.23) is an immediate consequence of Theorems 3 and 4
whenever M ′ vanishes only once. The conjecture was put forward in [25, 9]
for the quintic-cubic NLS equation (p = 5, q = 3) in dimensions d ∈ {2, 3},
and in [50] for d = 3, p = 7/3, q = 5/3. These cases have been confirmed by
numerical simulations [3, 41, 25, 50].
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In Figures 2–4 we provide a selection of numerical simulations of the func-
tion M in dimensions d ∈ {2, 3, 5, 7} which seem to confirm the conjecture.
Although we have run many more simulations and could never disprove the
conjecture, we have however not investigated all the possible powers and
dimensions in a systematical way.
p = 5, q = 2 p = 5, q = 3 p = 5, q = 4
Figure 2. Function µ/µ∗ ∈ [0, 1) 7→ |Sd−1|−1M(µ) in di-
mension d = 2.
p = 7/3, q = 5/3 p = 3, q = 7/3 p = 5, q = 3
Figure 3. Same function in dimension d = 3.
d = 5, p = 5, q = 3 d = 7, p = 5/2, q = 2 d = 7, p = 5, q = 3
Figure 4. Same function in dimensions d = 5 and d = 7.
The second case p = 5/2, q = 2 is covered by (3.17) whereas
the third is not.
3.3. The double-power energy functional. In this paper the larger power
p is defocusing and always controls the smaller focusing nonlinearity of expo-
nent q. In this situation the double-power NLS equation (3.1) has a natural
variational interpretation in the whole possible range of powers, which we
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discuss in this section. We introduce the energy functional
E(u) = 1
2
∫
Rd
|∇u(x)|2 dx+ 1
p+ 1
∫
Rd
|u(x)|p+1 dx− 1
q + 1
∫
Rd
|u(x)|q+1 dx
and the corresponding minimization problem
I(λ) := inf
u∈H1(Rd)∩Lp+1(Rd)∫
Rd |u|2=λ
E(u) (3.24)
at fixed mass λ > 0. This problem is well posed for all p > q > 1 because
we can write
E(u) = 1
2
∫
Rd
|∇u(x)|2 dx−
∫
Rd
Gµ∗
(
u(x)
)
dx− µ∗λ
2
> −µ∗λ
2
.
Recall that µ∗ in (3.3) is precisely the lowest µ for which Gµ 6 0 on R+. The
minimization problem (3.24) appears naturally in applications, for instance
in condensed matter physics for d = 3, p = 7/3 and q = 5/3 where it can be
obtained from the Thomas-Fermi-von Weisäcker-Dirac functional of atoms,
molecules and solids [10, 33, 4, 37, 38, 29], in a certain limit of a large Dirac
term [50, 19].
The existence of minimizers follows from rather standard methods of non-
linear analysis, as stated in the following
Theorem 6 (Existence of minimizers for I(λ)). Let d > 2 and p > q > 1.
The function λ 7→ I(λ) is concave non-increasing over [0,∞). It satisfies
• I(λ) = 0 for all 0 6 λ 6 λc,
• λ 7→ I(λ) is negative and strictly decreasing on (λc,∞),
where
λc

= 0 if q < 1 + 4/d,
=
∫
Rd Q
2 if q = 1 + 4/d,
∈ (0,∞) if q > 1 + 4/d,
with Q the same NLS function as in Theorem 3. The problem I(λ) admits
at least one positive radial-decreasing minimizer u for every
λ
{
> λc if q 6= 1 + 4/d,
> λc if q = 1 + 4/d.
Any minimizer u solves the Euler-Lagrange equation (3.1) for some µ ∈
(0, µ∗), hence must be equal to uµ. The infimum is not attained for λ < λc
or for λ = λc and q = 1 + 4/d.
In the proof, provided later in Section 6 we give a characterization of λc
in terms of optimizers of the Gagliardo-Nirenberg-type inequality
||u||q+1
Lq+1(Rd) 6 Cp,q,d ||u||
q−1−θ(p−1)
L2(Rd) ||∇u||
2(1−θ)
L2(Rd) ||u||
θ(p+1)
Lp+1(Rd) (3.25)
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when q > 1 + 4/d, with
θ =
q − 1− 4d
p− 1− 4d
∈ [0, 1).
A similar property was used in [25, 9]. At q = 1 + 4/d we have θ = 0 and
obtain the usual Gagliardo-Nirenberg inequality, of which Q is the unique
optimizer.
A very natural question is to ask whether minimizers of I(λ) are unique,
up to space translations and multiplication by a phase factor. This does not
follow from the uniqueness of uµ at fixed µ because the minimizers could have
different multipliers µ’s. The concavity of I implies that it is differentiable
except for countably many values of λ. When the derivative exists and
λ > λc, it can be seen that the minimizer is unique and given by uµ with
µ = −2I ′(λ). Details will be provided later in Theorem 7 where we actually
show that the derivative can only have finitely many jumps in (λc,∞).
Another natural question is to ask whether one solution uµ could be a
candidate for the minimization problem I(λ) with λ = M(µ). From the non-
degeneracy of uµ, the answer (see, e.g. [57, App. E]) is that when M ′(µ) > 0
the corresponding solution uµ is a strict local minimum of E at fixed mass
λ = M(µ), whereas when M ′(µ) < 0, the solution uµ is a saddle point. In
particular, there must always hold M ′(µ) > 0 for a minimizer uµ of I(λ).
From this discussion, we see that the following would immediately follow
from Conjecture 2.
Conjecture 3 (Uniqueness of minimizers). Let d > 2 and p > q > 1. Then
I(λ) admits a unique minimizer for all λ > λc (resp. λ > λc if q = 1 + 4/d).
Although we are not able to prove this conjecture, our previous analysis
implies the following uniqueness result.
Theorem 7 (Partial uniqueness of minimizers). Let d > 2 and p > q > 1.
Then I(λ) admits a unique positive radial minimizer when
• λ is large enough;
• q < 1 + 4/d and λ ∈ [0, ε),
• q > 1 + 4/d and λ ∈ (λc, λc + ε)
for some ε > 0 small enough. In fact, I(λ) has a unique positive radial
minimizer for all λ ∈ [λc,∞) (resp. λ ∈ (λc,∞) when q = 1 + 4/d), except
possibly at finitely many points in [λc,∞). At those values, the number of
positive radial minimizers is also finite. For any λ ∈ (λc,∞) we have
I ′(λ−) = −1
2
min
{
µ : E(uµ) = I(λ), M(µ) = λ
}
,
and
I ′(λ+) = −1
2
max
{
µ : E(uµ) = I(λ), M(µ) = λ
}
.
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In order to explain the proof of Theorem 7, it is useful to introduce the
energy
E(µ) := E(uµ), µ ∈ (0, µ∗)
of our branch of solutions uµ. Note that
E′(µ) = −µ
2
M ′(µ), (3.26)
that is, the variations of E are exactly opposite to those ofM . The following
is a simple consequence of Theorems 3 and 4 together with (3.26).
Corollary 8 (E(µ) at 0 and µ∗). Let d > 2 and p > q > 1.
• When µ↘ 0, we have
lim
µ→0+
E(µ) =

E(u0) = 1d
∫
Rd |∇u0|2 if d > 3 and q > 1 + 4d−2 ,
1
d
∫
Rd |∇S|2 if d > 3 and q = 1 + 4d−2 ,
0 otherwise.
Moreover
E(µ)
{
< 0 for q 6 1 + 4/d,
> 0 for q > 1 + 4/d,
for µ in a neighborhood of the origin.
• When µ↗ µ∗, we have
E(µ) ∼
µ→µ∗
− µ∗Λ
2(µ∗ − µ)d
where Λ is the same constant as in Theorem 4.
• µ 7→ E(µ) is real-analytic on (0, µ∗) and the equation E(µ) = e always has
finitely many solutions for any e ∈ (−∞,maxE].
In the case e = E(0) > 0 when q > 1 + 4/(d − 2) and d > 7, one has to
use Remark 4.5 which says that one derivative M (k) always diverges in the
limit µ→ 0, for k large enough depending on the dimension d. This implies
that E cannot take the value E(0) infinitely many times in a neighborhood
of the origin.
We see that Conjecture 3 would follow if we could prove that
• E is decreasing for q 6 1 + 4/d;
• E has a unique positive zero and is decreasing on the right side of
this point, for q > 1 + 4/d.
Note that when q > 1+4/d, Conjecture 3 is really weaker than Conjecture 2
on the mass M(µ), since the places where E(µ) > 0 do not matter for the
minimization problem I(λ).
We conclude the section with the
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Proof of Theorem 7. If λ is large or small, the statement follows immediately
from Corollary 5 (and the fact that M ′(µ) > 0 at a minimizer uµ for I(λ) in
case there are two solutions to the equation M(µ) = λ).
We now discuss the more complicated case q = 1 + 4/d. We know from
Theorems 3 and 6 that λc =
∫
Rd Q
2 = M(0). We claim that minimizers
for λ close to λc necessarily have µ small enough, so that the conclusion
follows from the monotonicity of M close to the origin, by Theorem 3. To
see this, assume by contradiction that there exists a sequence µn 9 0 such
that E(uµn) = I(λn) ↗ 0 and λn = M(µn) ↘ λc. Since E diverges to −∞
at µ∗, we can assume after extracting a subsequence that µn → µ ∈ (0, µ∗)
and then obtain E(µ) = 0 withM(µ) = λc. But this cannot happen because
0 = E(µ) =
1
2
∫
Rd
|∇uµ|2 + 1
p+ 1
∫
Rd
up+1µ −
1
q + 1
∫
Rd
uq+1µ
> 1
p+ 1
∫
Rd
up+1µ > 0,
where we used the Gagliardo-Nirenberg inequality (3.25) which, in the case
q = 1 + 4/d, takes the simple form
1
q + 1
∫
Rd
uq+1 6
||u||
4
d
L2(Rd)
2(λc)
2
d
∫
Rd
|∇u|2.
As a conclusion, all the minimizers for I(λ) must have a small Lagrange
multiplier µ when λ is close to λc, and the result follows when q = 1 + 4/d.
For every λ > λc, the number of µ’s such that E(µ) = I(λ) < 0 is finite
by Corollary 8. The same holds at λc when q > 1 + 4/d. Hence I(λ) always
admits finitely many positive radial minimizers.
It remains to prove that there can be at most finitely many λ’s for which
uniqueness does not hold. Let us denote by Jk all the disjoint closed intervals
on whichM is increasing. By real-analyticity and the behavior ofM close to
0 and µ∗ from Theorems 3 and 4, there are only finitely many such intervals.2
Note that in each interval Jk the derivativeM ′ can still vanish, but if it does
so this can only happen at finitely many points by real-analyticity. In the
rest of the argument we label the intervals Jk in increasing order, that is,
such that µ < µ′ for all µ ∈ Jk and all µ′ ∈ Jk+1. If q 6 1 + 4/d then
J1 = [0, µ1] and M ′ is positive close to the origin. On each Jk we have a
well defined continuous inverse µk := M−1|Jk and the corresponding continuous
energy Ik(λ) = E(µk(λ)), λ ∈ J ′k := M(Jk). SinceM and −E are increasing
over Jk, then µk is increasing and Ik is decreasing over J ′k. The intervals
J ′k cover the whole interval [minM,∞) ⊃ [λc,∞) and it is clear from the
2When q > 1 +4/(d−2) and d > 7 we need to use again Remark 4.5 to ensure that M ′
cannot change sign infinitely many times close to the origin. In any case we have E(0) > 0
by Corollary 8 and this region does not play any role in the rest of the argument.
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existence of minimizers in Theorem 6 that
I(λ) = min
{
0, Ik(λ)
}
. (3.27)
The function λ 7→ Ik(λ) is real-analytic on the open subsetM({M ′ > 0}∩Jk)
of J ′k and a calculation shows that
I ′k(λ) = −
µk(λ)
2
= −
M−1|Jk (λ)
2
(3.28)
on this set, that is, the derivative of the energy with respect to the mass con-
straint is proportional to the Lagrange multiplier. Using (3.28) or (3.26) we
see that Ik is actually C1 over the whole interval J ′k, with the relation (3.28)
(but it need not be smoother in general). Note that since µk is increasing
we deduce from (3.28) that Ik is concave over J ′k. A last important remark
is that due to (3.28) and the fact that the Jk are disjoint ordered intervals,
we see that
max I ′k+1 < min I
′
k < 0.
The slopes of Ik+1 are always more negative than the slopes of Ik at any
possible point. This property implies that two functions Ik and Ik′ can cross
at most once, with Ik′ strictly below Ik on the right of the crossing point
for k′ > k, and conversely on the left. Thus there must be at most finitely
many crossing points between the functions Ik on [λc,∞). The function
I being the minimum of all these functions Ik (and the constant function
0), we deduce that I is always equal to exactly one of the Ik, except at
finitely many points. This proves the statement that there is always only
one minimizer, except at finitely many possible values of λ, where the Ik
cross and realize the minimum in (3.27). At any such crossing point λ0, we
have I(λ) = Ik(λ) for λ ∈ (λ0− ε, λ0) and I(λ) = Ik′(λ) for λ ∈ (λ0, λ0 + ε),
where k corresponds to the lowest possible multipliers, that is the interval
Jk which is the furthest to the left and k′ corresponds to the largest possible
multipliers. This concludes the proof of Theorem 7. 
Note that λc is exactly known when q 6 1 + 4/d, but it is in principle not
explicit for q > 1 + 4/d. In case Conjecture 2 holds true, then λc = M(µ′c)
where µ′c is the unique positive root of E, which is necessarily on the right
of µc, the unique point at which M ′(µc) = 0.
The rest of the paper is devoted to the proof of our other main results.
4. Proof of Theorem 3 on the limit µ→ 0
The convergence of uµ in all cases is proved in [44]. We only discuss here
the behavior of M(µ) and its derivative, which was not studied for all cases
in [44]. Recall that M ′(µ) is given by (3.7).
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4.1. M and M ′ in the sub-critical case. When q < 1 + 4/(d − 2) the
rescaled function u˜µ in (3.8) solves
−∆u˜µ = −µ
p−q
q−1 u˜pµ + u˜
q
µ − u˜µ (4.1)
and it converges to the NLS solution Q. More precisely, the implicit theorem
gives ∣∣∣∣∣∣u˜µ −Q+ µ p−qq−1 (LQ)−1radQp∣∣∣∣∣∣
H1(Rd)
= o
(
µ
p−q
q−1
)
(4.2)
where LQ := −∆ − qQq−1 + 1. Recall that the the limiting NLS optimizer
Q is non-degenerate [26, 57] and therefore 0 is in the resolvent set of its
restriction to the sector of radial functions. Using the non-degeneracy of
(LQ)rad we can also add an exponential weight in the form∣∣∣∣∣∣ec|x| (u˜µ −Q+ µ p−qq−1 (LQ)−1radQp)∣∣∣∣∣∣
L∞(Rd)
= o
(
µ
p−q
q−1
)
(4.3)
for all c < √µ. Using (4.2) we find after scaling
M(µ) = µ
4+d−dq
2(q−1)
∫
Rd
u˜µ(x)
2 dx
= µ
4+d−dq
2(q−1)
∫
Rd
Q(x)2 dx
− 2µ
2(p−q)+4+d−dq
2(q−1)
〈
Q, (LQ)−1radQp
〉
+ o
(
µ
2(p−q)+4+d−dq
2(q−1)
)
. (4.4)
In the NLS case we can compute(−∆− qQq−1 + 1)(rQ′
2
+
Q
q − 1
)
= −Q
so that
(LQ)−1radQ = −
rQ′
2
− Q
q − 1 (4.5)
and 〈
Q, (LQ)−1radQp
〉
=
〈
−rQ
′
2
− Q
q − 1 , Q
p
〉
= −2(p+ 1)− d(q − 1)
2(p+ 1)(q − 1)
∫
Rd
Q(x)p+1 dx. (4.6)
Inserting in (4.4) we find (3.10). The derivative equals
M ′(µ) = −2µ
4+d−dq
2(q−1) −1
〈
u˜µ, L˜1(µ)−1radu˜µ
〉
where
L˜1(µ)(µ) := −∆ + pµ
p−q
q−1 u˜p−1µ − qu˜q−1µ + 1.
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Due to the convergence of u˜µ in L∞(Rd), the operator L˜1(µ) converges to
LQ := −∆−qQq−1+1 in the norm resolvent sense. Since 0 is in the resolvent
set, we obtain the convergence
L˜1(µ)−1rad → (LQ)−1rad =
(−∆− qQq−1 + 1)−1
rad
in norm. More precisely, from the resolvent expansion we have∥∥∥∥L˜1(µ)−1rad − (LQ)−1rad
+ µ
p−q
q−1 (LQ)−1rad
(
pQp−1 + q(q − 1)Qq−2δ
)
(LQ)−1rad
∥∥∥∥ = O (µ2 p−qq−1)
where δ = (LQ)−1radQp and where the function in the parenthesis is understood
as a multiplication operator. Recall from (4.3) that δ decreases exponentially
at the same rate as Q, hence Qq−2δ tends to 0 at infinity even when q < 2.
This shows that
µ
1− 4+d−dq
2(q−1) M ′(µ) = −2〈Q, (LQ)−1radQ〉+ 2µ p−qq−1{2〈Q, (LQ)−2radQp〉
+ p
〈
(LQ)−1radQ,Qp−1(LQ)−1radQ
〉
+ q(q − 1)〈(LQ)−1radQ,Qq−2δ(LQ)−1radQ〉}+ o(µ p−qq−1) .
(4.7)
By integration over µ and comparing with the expansion of M(µ), the two
terms have to be given by the expression in (3.11). For the first this is easy
to check since by (4.5), we have
−2〈Q, (LQ)−1radQ〉 = 2〈Q, Qq − 1 + rQ′2
〉
=
4 + d− dq
2(q − 1)
∫
Rd
Q(x)2 dx.
For the second term this is more cumbersome but the value can be verified
as follows. Let us introduce the scaled function
Qµ(x) = µ
1
q−1Q(
√
µx)
which solves the equation
−∆Qµ −Qqµ + µQµ = 0.
Then we have ∂µQµ = −(LQµ)−1Qµ where LQµ = −∆− qQq−1µ + µ and∫
Rd
Qp+1µ
p+ 1
= µ
2(p+1)−d(q−1)
2(q−1)
∫
Rd
Qp+1
p+ 1
,
∂µ
∫
Rd
Qp+1µ
p+ 1
=
〈
∂µQµ, Q
p
µ
〉
= −〈(LQµ)−1Qµ, Qpµ〉,
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∂2µ
∫
Rd
Qp+1µ
p+ 1
= 2
〈
(LQµ)−2Qµ, Qpµ
〉
+ p
〈
(LQµ)−1Qµ, Qp−1µ (LQµ)−1Qµ
〉
+ q(q − 1)
〈
Qq−2µ
∣∣(LQµ)−1Qµ∣∣2, (LQµ)−1Qpµ〉.
At µ = 1 we obtain
−〈(LQµ)−1Qµ, Qpµ〉 = 2(p+ 1)− d(q − 1)2(q − 1)(p+ 1)
∫
Rd
Qp+1
which is exactly (4.6) and
2
〈
L−2Q Q,Qp
〉
+ p
〈
L−1Q Q,Qp−1L−1Q Q
〉
+ q(q − 1)
〈
Qq−2
∣∣L−1Q Q∣∣2, δ〉
=
(2(p− 1) + 4 + d− dq)(2(p− q) + 4 + d− dq)
4(p+ 1)(q − 1)2
∫
Rd
Qp+1
which gives exactly the equality between the second order terms in (4.7)
and (3.11).
4.2. M in the super-critical case. We have uµ → u0 strongly in the
homogeneous Sobolev space H˙1(Rd) and in C2(Rd) by [44]. The limit u0 is
unique [27] and it is not in L2(Rd) in dimensions d = 3, 4, therefore M(µ)
cannot have a bounded subsequence and the limit (3.15) follows in this case.
Let us prove the strong convergence in L2(Rd) when d > 5. We use [7, Lem.
A.III] which says that
u(x) 6 Cd
||∇u||L2(Rd)
|x| d−22
, |x| > 1
for a universal constant Cd. Due to the strong convergence of uµ in H˙1(Rd),
the gradient term is bounded and this gives(
−∆− C
|x| (d−2)(q−1)2
)
uµ 6 (−∆ + µ+ up−1µ − uq−1µ )uµ = 0, |x| > 1
for a constant C. We can also use that(
−∆− C
|x| (d−2)(q−1)2
)
1
|x|d−2−ε =
(
ε(d− 2− ε)− C
|x| (d−2)(q−1)−42
)
1
|x|d−ε
which is positive for |x| large enough since q−1 > 4/(d−2). By the maximum
principle on Rd \BR, we deduce that
uµ(x) 6
uµ(R)R
d−2−ε
|x|d−2−ε , ∀|x| > R. (4.8)
When ε is small enough, the domination is in L2(Rd) for d > 5 and this
shows, by the dominated convergence theorem, that uµ → u0 strongly in
L2(R). The behavior of M ′ is discussed below in Section 4.5.
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4.3. M in the critical case. This case is more complicated and was studied
at length in [44]. The function wµ in (3.12) satisfies the equation
−∆wµ + (εµ)
(p−1)(d−2)−4
2 wpµ − wqµ +
µ
ε2µ
wµ = 0 (4.9)
for √µ εµ  1 as in (3.13) and we have
M(µ) =
1
ε2µ
∫
Rd
wµ(x)
2 dx.
In dimensions d = 3, 4, we have ‖wµ‖L2 → ∞ because the limit S is not
in L2. In dimensions d > 5, it is proved in [44, Lem. 4.8, Cor. 1.14] that
‖wµ‖L2 ∼ 1 and this implies M(µ) → ∞ in all cases. The same argument
as in (4.8) actually gives wµ → S in L2(Rd) for d > 5.
4.4. An upper bound on M ′. Next we derive an upper bound on M ′(µ)
following ideas from [25].
Lemma 4.1 (An estimate on M ′(µ)). Let d > 2 and p > q > 1. Then we
have
M ′(µ)
2
(
(p− 1)(p− q)(d− 2)
p+ 1
β(µ) +
2
d
(
d+ 2− (d− 2)q))
<
dM(µ)2
2T (µ)
(
d(p− 1)(p− q)
2(p+ 1)
β(µ) + 1 +
4
d
− q
)
(4.10)
for {
all µ > 0 if d = 2 or if d > 3 and q 6 1 + 4d−2 ,
small enough µ > 0 if d > 3 and q > 1 + 4d−2 ,
where
T (µ) =
∫
Rd
|∇uµ(x)|2 dx, β(µ) = T (µ)−1
∫
Rd
uµ(x)
p+1 dx.
Proof of Lemma 4.1. The Pohozaev identity (2.4) gives
d− 2
2d
T (µ) = − 1
p+ 1
∫
Rd
uµ(x)
p+1 dx+
1
q + 1
∫
Rd
uµ(x)
q+1 dx
− µ
2
∫
Rd
uµ(x)
2 dx
= −T (µ)β(µ)
p+ 1
+
1
q + 1
∫
Rd
uµ(x)
q+1 dx− µM(µ)
2
(4.11)
and taking the scalar product with u in (3.1) we find
T (µ) = −
∫
Rd
uµ(x)
p+1 dx+
∫
Rd
uµ(x)
q+1 dx− µ
∫
Rd
uµ(x)
2 dx
= −T (µ)β(µ) +
∫
Rd
uµ(x)
q+1 dx− µM(µ). (4.12)
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This gives the relation
p− q
(p+ 1)(q + 1)
β(µ) =
d− 2
2d
− 1
q + 1
+
(q − 1)
2(q + 1)
µM(µ)
T (µ)
. (4.13)
When d > 3 and q > 1 + 4/(d− 2) we have
lim
µ↘0
β(µ) =
(p+ 1)(d− 2)
2d(p− q)
(
q − 1− 4
d− 2
)
:= β(0). (4.14)
In all the other cases we have β(µ) → 0 when µ ↘ 0. More precisely, we
have
β(µ) = O
(
µ
p−q
q−1
)
→ 0 for d = 2, or d > 3 and q < 1 + 4
d− 2
and
β(µ) = O
(
ε
d−2
2
(p−q)
µ
)
→ 0 for d > 3 and q = 1 + 4
d− 2 .
Next we compute the symmetric matrix Lij of the restriction of the operator
Lµ to the finite dimensional space spanned by uµ, ∂µuµ and
x · ∇+∇ · x
2
uµ =
(
x · ∇+ d
2
)
uµ = ru
′
µ +
d
2
uµ.
Some tedious but simple computations using the above relations give
L11 := 〈∂µuµ,Lµ∂µuµ〉 = −M
′(µ)
2
, L12 := 〈∂µuµ,Lµuµ〉 = −M(µ),
L22 := 〈uµ,Lµuµ〉 =
(
(p− 1)(p− q)
p+ 1
β(µ)− 2(q + 1)
d
)
T (µ),
L13 :=
〈
ru′µ +
d
2
uµ,Lµ∂µuµ
〉
= 0,
L23 :=
〈
ru′µ +
d
2
uµ,Lµuµ
〉
=
(
d(p− 1)(p− q)
2(p+ 1)
β(µ)− (q − 1)
)
T (µ)
and
L33 :=
〈
ru′µ +
d
2
uµ,Lµ
(
ru′µ +
d
2
uµ
)〉
=
d
2
(
d(p− 1)(p− q)
2(p+ 1)
β(µ) + 1 +
4
d
− q
)
T (µ).
Note that L22 < 0 for µ small enough when d = 2 or when d > 3 and
q 6 1 + 4/(d− 2). We have
det
(
L22 L23
L32 L33
)
= T (µ)2
(
−(p− 1)(p− q)(d− 2)
p+ 1
β(µ) +
2
d
(q(d− 2)− d− 2)
)
.
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This is always negative in the sub-critical and critical case. In the super-
critical case, we obtain from (4.14) that
det
(
L22 L23
L32 L33
)
∼
µ↘0
−T (µ)2
(
q(d− 2)− d− 2)(p(d− 2)− d− 2)
2d
< 0.
(4.15)
Since Lµ has a unique negative eigenvalue, we conclude that the full deter-
minant is negative:
0 > det(L)
=
M ′(µ)
2
(
(p− 1)(p− q)(d− 2)
p+ 1
β(µ) +
2
d
(
d+ 2− (d− 2)q))T (µ)2
− d
2
M(µ)2
(
d(p− 1)(p− q)
2(p+ 1)
β(µ) + 1 +
4
d
− q
)
T (µ).
This gives the estimate (4.10). 
In the critical case q = 1 + 4/(d− 2), (4.10) gives for µ small enough
M ′(µ) < −c M(µ)
2
T (µ)β(µ)
∼
µ↘0
−c
ε
− (d−2)p−d−2
2
µ M(µ)2 for d = 3, 4,
ε
− (d−2)(p−1)+4
2
µ for d > 5.
We obtain M ′(µ)→ −∞ as was claimed in the statement.
In the super-critical case q > 1+4/(d−2), we similarly findM ′(µ)→ −∞
in dimensions d = 3, 4. In dimensions d > 5, using (4.14) we find M ′(µ) < 0
for µ small enough whenever
p < 1 +
4
d− 2 +
32
d(d− 2)(q(d− 2)− (d+ 2)) .
4.5. M ′ in the super-critical case. This last section is devoted to the
study of M ′ in the super-critical case. We have seen that uµ → u0 in
H˙1(Rd) ∩ L∞(Rd), the unique radial-decreasing solution to the equation
−∆u0 + up0 − uq0 = 0.
In addition, the convergence holds in Ls(Rd) for all s > d/(d − 2) since
uµ(r) 6 Cr2−d−ε at infinity. This includes L2(Rd) only in dimensions d > 5.
In Lemma A.1 in Appendix A, we show that the limiting linearized oper-
ator
L0 := −∆ + p(u0)p−1 − q(u0)q−1
has the trivial kernel
ker(L0) = {∂x1u0, ..., ∂xdu0} .
This allows us to define (L0)−1rad by the functional calculus. Note that L0
admits exactly one negative eigenvalue, since〈
u′0,L0u′0
〉
= −(d− 1)
∫
Rd
u′0(x)2
|x|2 dx < 0
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and since it is the norm-resolvent limit of Lµ, which has exactly one negative
eigenvalue. In particular, we see that (L0)−1rad has one negative eigenvalue
and is otherwise positive and unbounded from above. Our first step is to
prove that its quadratic form domain is the same as for the free Laplacian,
in sufficiently high dimensions. In the whole section we assume d > 5 for
simplicity, although some parts of our proof apply to d ∈ {3, 4}.
Lemma 4.2 (Quadratic form domain of (L0)−1rad). Let d > 5 and p > q >
1 + 4/(d− 2). There exists a constant C > 0 such that
1
C
(−∆)−1rad − C 6 (L0)−1rad 6 C(−∆)−1rad
in the sense of quadratic forms.
Proof. In the proof we remove the index ‘rad’ and use the convention that
all the operators are restricted to the sector of radial functions. Note that
the following arguments work the same on L2(Rd) for a general potential V
such that −∆ + V has no zero eigenvalue. But this of course not the case of
our linearized operator L0 which always has ∂xju0 in its kernel. Introducing
the notation V0 := pu
p−1
0 − quq−10 for the external potential, we start with
the relation
L0 = (−∆) 12
(
1 + (−∆)− 12V0(−∆)− 12
)
(−∆) 12 . (4.16)
Recalling that u0(r) ∼ C0r2−d at infinity and that q > 1 + 4/(d − 2), we
obtain
V0 ∈ Ls(Rd), ∀s > d
(d− 2)(q − 1) >
d
4
. (4.17)
In particular we have V0 ∈ Ld/2(Rd). From the Hardy-Littlewood-Sobolev
(HLS) inequality [34], we then know that the operator
K := (−∆)− 12V0(−∆)− 12 (4.18)
is self-adjoint and compact on L2(Rd), with ||K|| 6 C ||V0||Ld/2(Rd) . The fact
that ker(L0)rad = {0} is equivalent to the property that −1 /∈ σ (K) where
we recall that K is here only considered within the sector of radial functions.
Let g be a radial eigenfunction of K, corresponding to a discrete eigenvalue
λ 6= 0,
Kg = (−∆)− 12V0(−∆)− 12 g = λg.
Multiplying by (−∆)−1 on the left we find
(−∆)−1g = λ−1(−∆)− 32V0(−∆)− 12 g. (4.19)
Using this time d > 4 and again the HLS inequality, we see that the operator
(−∆)−3/2V0(−∆)−1/2 is compact with∣∣∣∣∣∣(−∆)− 32V0(−∆)− 12 ∣∣∣∣∣∣ 6 C ||V0||Ld/4(Rd) .
This proves that (−∆)−1g ∈ L2(Rd). Next we go back to (4.16). Since L0
has one negative eigenvalue, this implies that K has at least one eigenvalue
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< −1, for otherwise L0 would be positive by (4.16). On the other hand,
K cannot have two eigenvalues < −1 otherwise after testing against this
subspace and using that the corresponding eigenfunctions are in the domain
of (−∆)−1/2, we would find that L0 is negative on a subspace of dimension 2.
We conclude that K has exactly one simple eigenvalue ν1 < −1 within the
radial sector and call the corresponding normalized eigenfunction g1. Next
we invert (4.16) and obtain
(L0)−1rad = (−∆)−
1
2 (1 +K)−1 (−∆)− 12 . (4.20)
We have
1
1 + ν2
−
(
1
1 + ν2
− 1
1 + ν1
)
|g1〉〈g1| 6 1
1 +K
6 1
1 + ν2
with ν2 = minσ(K) \ {ν1} > −1. This gives
(−∆)−1
1 + ν2
− c
∣∣∣∣∣∣(−∆)− 12 g1∣∣∣∣∣∣2 6 (L0)−1rad 6 (−∆)−11 + ν2 (4.21)
with
c =
1
1 + ν2
− 1
1 + ν1
> 0.
The norm on the left of (4.21) is finite since we have even proved that
(−∆)−1g1 ∈ L2(Rd) and this concludes the proof of the lemma. One can
actually show that the domains of (L0)−1rad and (−∆)−1rad coincide, not just
the quadratic form domains, but this is not needed in our argument. 
Next we turn to the upper bound on M ′(µ).
Lemma 4.3 (Upper bound on the limit of M ′(µ)). Let d > 5 and p > q >
1 + 4/(d− 2). Then we have
lim sup
µ↘0
M ′(µ) 6 −2〈u0, (L0)−1radu0〉 ∈ [−∞,∞), (4.22)
interpreted in the sense of quadratic forms. In dimensions d = 5, 6 the right
side equals −∞ whereas it is finite in dimensions d > 7.
From the proof of Lemma 4.2, the proper interpretation of the quadratic
form on the right side of (4.22) is〈
u0, (L0)−1radu0
〉
:=
〈
(−∆)− 12u0, (1 +K)−1(−∆)− 12u0
〉
where K is given by (4.18).
Proof. We start with
M ′(µ) = −2〈uµ, (Lµ)−1raduµ〉 = −2|〈f1,µ, uµ〉|2λ1(µ) − 2〈uµ, (Lµ)−1+ uµ〉
6 −2|〈f1,µ, uµ〉|
2
λ1(µ)
− 2〈uµ, (Lµ + ε)−1+ uµ〉.
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Here f1,µ is the unique eigenfunction corresponding to the negative eigen-
value λ1(µ) of Lµ and ε is a small fixed number, chosen so that ε 6 |λ1(µ)|/2.
From the convergence of Lµ in the norm-resolvent sense and the strong con-
vergence of uµ in L2(Rd), we obtain in the limit
lim sup
µ↘0
M ′(µ) 6 −2|〈f1, u0〉|
2
λ1
− 2〈u0, (L0 + ε)−1+ u0〉
with of course L0f1 = λ1f1 and λ1 < 0. Letting finally ε → 0+, this gives
the limit (4.22).
From Lemma 4.2 we know that the right side of (4.22) is finite if and
only if ‖(−∆)−1/2u0‖L2 is finite. This turns out to be infinite in dimensions
d = 5, 6 and finite in larger dimensions. The reason is the following. Since
r2−du0(r) → C0 > 0 at infinity, we can write u0 = u01B1 + u01Rd\B1 :=
u1 + u2 where u1 ∈ (L1 ∩ L∞)(Rd) and
c1(|x| > 1)
|x|d−2 6 u2(x) 6
C1(|x| > 1)
|x|d−2 .
But ∣∣∣∣∣∣(−∆)− 12u0∣∣∣∣∣∣2
L2(Rd)
= c
∫∫
Rd×Rd
u0(x)u0(y)
|x− y|d−2 dx dy
and the terms involving u1 are finite by the HLS inequality, whereas the
term involving u2 twice is comparable to∫∫
|x|>1
|y|>1
dx dy
|x|d−2|y|d−2|x− y|d−2 =
{
+∞ when d = 5, 6,
<∞ when d > 7.
This concludes the proof of the lemma. 
We are left with showing the limit in dimensions d > 7.
Lemma 4.4 (Limit of M ′(µ) in dimensions d > 7). Let d > 7 and p > q >
1 + 4/(d− 2). Then we have
lim
µ↘0
M ′(µ) = −2〈u0, (L0)−1radu0〉. (4.23)
Proof. Similarly to (4.16) we can write
Lµ = (−∆ + µ) 12 (1 +Kµ) (−∆ + µ) 12 (4.24)
where
Kµ := (−∆ + µ)− 12
(
pup−1µ − quq−1µ
)
(−∆ + µ)− 12
=
( −∆
−∆ + µ
) 1
2
(−∆)− 12 (pup−1µ − quq−1µ ) (−∆)− 12 ( −∆−∆ + µ
) 1
2
.
Since pup−1µ − quq−1µ → pup−10 − quq−10 = V0 in Ld/2(Rd), we have
(−∆)− 12 (pup−1µ − quq−1µ ) (−∆)− 12 → K = (−∆)− 12V0(−∆)− 12
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in operator norm, by the HLS inequality. On the other hand, the opera-
tor (−∆)1/2(−∆ + µ)−1/2 is bounded by 1 and converges to the identity
strongly. Since K is compact, this shows that Kµ → K in operator norm.
In particular, the spectrum of Kµ converges to that of K and, since 1 +K is
invertible, we conclude that (1 + Kµ)−1 is bounded and converges in norm
towards (1 +K)−1. This allows us to invert (4.24) and obtain
(Lµ)−1rad = (−∆ + µ)−
1
2 (1 +Kµ)
−1 (−∆ + µ)− 12
as well as
M ′(µ) = −2
〈
(−∆ + µ)− 12uµ,
(
1 +Kµ
)−1
(−∆ + µ)− 12uµ
〉
.
From the HLS inequality we have∣∣∣∣∣∣(−∆ + µ)− 12uµ − (−∆)− 12u0∣∣∣∣∣∣
L2(Rd)
6
∣∣∣∣∣∣(−∆ + µ)− 12 (uµ − u0)∣∣∣∣∣∣
L2(Rd)
+
∣∣∣∣∣∣((−∆ + µ)− 12 − (−∆)− 12 )u0∣∣∣∣∣∣
L2(Rd)
6 C ||uµ − u0||
L
2d
d+2 (Rd)
+
∣∣∣∣∣∣((−∆ + µ)− 12 − (−∆)− 12 )u0∣∣∣∣∣∣
L2(Rd)
which tends to zero since uµ converges in L
2d
d+2 (Rd) and (−∆)−1/2u0 ∈
L2(Rd) for d > 7. Thus we can pass to the limit and obtain
lim
µ↘0
M ′(µ) = −2
〈
(−∆)− 12u0,
(
1 +K
)−1
(−∆)− 12u0
〉
,
where the right side is the definition of the quadratic form of (L0)−1rad. 
Remark 4.5 (Higher derivatives). A calculation shows that
M ′′(µ) = 6
∫
Rd
δ2µ − 2p(p− 1)
∫
Rd
δ3µu
p−2
µ + 2q(q − 1)
∫
Rd
δ3µu
q−2
µ (4.25)
with δµ := (Lµ)−1raduµ. From the ODE we have δµ(r) 6 Cr4−d+ε for r > 1
and this can be used to show that the two terms involving δ3µ converge in
dimensions d > 7. In dimensions d ∈ {7, 8} the first term has to diverge
because δ0 /∈ L2(Rd). Thus we have
lim
µ↘0
M ′′(µ) =
{
+∞ if d ∈ {7, 8},
M ′′(0) ∈ R if d > 9.
By induction, it is possible to prove that (−1)kM (k)(µ) → +∞ for a suffi-
ciently large k in any dimension d > 3.
This concludes the proof of Theorem 3. 
5. Proof of Theorem 4 on the limit µ→ µ∗
Throughout the proof we set G∗ := Gµ∗ and g∗ := gµ∗ .
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5.1. Local convergence. Our first step is to prove that uµ almost satis-
fies the one-dimensional equation of U∗ and to prove the local convergence
uµ(r)→ β∗ for any fixed r, which was claimed after Theorem 2.
Lemma 5.1 (Local convergence). We have∣∣∣∣(u′µ)2 + 2G∗(uµ)∣∣∣∣L∞(R+) 6 µ∗ − µ, (5.1)∣∣∣∣∣∣∣∣u′µ +√−2G∗(uµ)∣∣∣∣∣∣∣∣
L∞(R+)
6
√
µ∗ − µ, (5.2)
and
lim
µ→µ∗
uµ(r) = β∗, lim
µ→µ∗
u′µ(r) = 0. (5.3)
uniformly on any compact interval [0, R].
We recall that G∗ is negative on R+ by definition of µ∗.
Proof. We start with the ODE
u′′µ + (d− 1)
u′µ
r
+ gµ(uµ) = 0. (5.4)
Multiplying by u′µ, we find
(u′µ)2
2
+ (d− 1)
∫ r
0
u′µ(s)2
s
ds+Gµ(uµ) = Gµ(uµ(0)).
Evaluating at r = +∞, this gives
(d− 1)
∫ ∞
0
u′µ(s)2
s
ds = Gµ(uµ(0)) = G∗(uµ(0)) +
µ∗ − µ
2
uµ(0)
2 6 µ∗ − µ
2
(5.5)
since G∗ := Gµ∗ 6 0 and 0 6 uµ 6 1. We can also rewrite the equation in
the form
(u′µ)2
2
+G∗(uµ) = (d− 1)
∫ ∞
r
u′µ(s)2
s
ds− 1
2
(µ∗ − µ)u2µ. (5.6)
Due to (5.5) we obtain (5.1). Noticing that |a2− b2| 6 ε2 implies |a− b| 6 ε
whenever a, b > 0, we obtain (5.2). We also have
|uµ(r)−uµ(0)| 6
∫ r
0
|u′µ(s)| ds 6
r√
2
(∫ r
0
u′µ(s)2
s
ds
) 1
2
6 r
√
µ∗ − µ
2
√
d− 1 (5.7)
and therefore we obtain the local convergence of uµ to β∗, uniformly on any
compact interval [0, R]. For the derivative we use (5.2). 
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5.2. Convergence of uµ(· + Rµ). Next we look at uµ much further away.
We fix γ ∈ (0, β∗) and define Rµ like in the statement by the condition that
uµ(Rµ) = γ, for µ close enough to µ∗. We then introduce
vµ(r) := uµ(Rµ + r), r ∈ [−Rµ,∞).
From (5.7) we know that
Rµ >
2
√
d− 1(uµ(0)− γ)√
µ∗ − µ →∞. (5.8)
The function vµ satisfies a relation similar to (5.6). It is uniformly bounded
together with its derivative and we can pass to the uniform local limit µ→
µ∗, possibly after extraction of a subsequence. We obtain in the limit that
U∗ = limµ→µ∗ vµ solves (3.22). That is, U∗ is the unique unstable solution
of the d = 1 Hamiltonian system, linking the two stationary points β∗ and 0
and passing through γ at r = 0. More precisely, we have since U ′∗ < 0
− U
′∗√
2|G∗(U∗)|
= 1.
Therefore
U∗(r) = Ψ−1(r), Ψ(v) = −
∫ v
γ
ds√
2|G∗(s)|
.
Note that Ψ diverges logarithmically at 0 and β∗, so that U∗ converges expo-
nentially fast towards β∗ at −∞ and 0 at +∞. To summarize the situation,
we have for every h > 0
lim
µ→µ∗
||uµ − U∗(· −Rµ)||L∞(Rµ−h,Rµ+h)
= lim
µ→µ∗
∣∣∣∣u′µ − U ′∗(· −Rµ)∣∣∣∣L∞(Rµ−h,Rµ+h) = 0 (5.9)
where the convergence of the derivatives follows from (5.2).
In the next lemma we derive pointwise bounds on vµ = uµ(·+Rµ) and its
derivatives which will later allow us to improve the limit (5.9).
Lemma 5.2 (Pointwise exponential bounds). We have the bounds
vµ(r)
6 Ce
−c|r| on [0,∞),
> βµ − Ce−c|r| on [−Rµ, 0],
(5.10)
and
|v′µ(r)|+ |v′′µ(r)| 6 Ce−c|r| on [−Rµ,∞). (5.11)
for some c, C > 0 independent of µ ∈ [µ∗/2, µ∗).
Proof. Due to the local uniform convergence of uµ around Rµ and the fact
that uµ is decreasing, we deduce that for all ε > 0 we can find an h > 0 such
that
uµ
{
> β∗ − ε on [0, Rµ − h]
6 ε on [Rµ + h,∞)
.
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We have g′∗(0) = −µ∗ < 0 and g′∗(β∗) < 0. Therefore, choosing ε small
enough, we obtain
gµ(uµ)
{
> g
′∗(β∗)
2 (uµ − βµ) on [0, Rµ − h],
6 −µ∗2 uµ on [Rµ + h,∞).
In other words, uµ satisfies{
−∆(βµ − uµ) + c2(βµ − uµ) 6 0 on the ball BRµ−h
−∆uµ + c2uµ 6 0 on Rd \BRµ+h.
for c2 = min(µ∗, |g′∗(β∗)|)/2. Next we recall that
(−∆ + c2)e−α|x| =
(
c2 − α2 + d− 1|x| α
)
e−α|x|
in the sense of distributions on Rd. On Rd \ BRµ+h we choose α = c and
obtain that(−∆ + c2) (uµ − uµ(Rµ + h)e−c(|x|−Rµ−h)) 6 0 on Rd \BRµ+h.
By the maximum principle we obtain
uµ 6 uµ(Rµ + h)e−c(|x|−Rµ−h) 6 Ce−c(|x|−Rµ)
with C = ech. This is the first bound in (5.10) on Rd \BRµ+h. To prove the
estimate on BRµ−h, we recall that
(−∆ + c2) e
α|x|
|x| d−12
=
(
c2 − α2 + (d− 1)(d− 3)
4|x|2
)
eα|x|
|x| d−12
.
In dimension d > 3 the right side is always non-negative for α2 6 c2. We
can then simply take α = c and obtain similarly as before that
βµ − uµ 6 e
c(|x|−Rµ+h)
|x| d−12
.
Note that the bound is blowing up at the origin but it gives us (5.10) for
r > 1, with C = ech. For r 6 1 we can simply use that, since uµ is decreasing,
βµ − uµ 6 βµ − uµ(1) 6 ec(1−Rµ+h) 6 ec(1+h)ec(|x|−Rµ).
Finally, upon increasing again the constant C to cover the interval [Rµ −
h,Rµ + h] where uµ is bounded by 1, we obtain (5.10) in dimensions d > 3.
As usual, the two-dimensional case requires a bit more care. When d = 2
we introduce wµ :=
√
r(βµ − uµ) which satisfies(
−w′′µ +
c2
4
wµ
)
6
(
1
r2
− 3c2
)
wµ
4
6 0, on
[
1√
3c
,Rµ − h
]
.
The function
zµ := e
− c
2
r
(
w′µ +
c
2
wµ
)
= e−cr
(
e
c
2
rwµ
)′
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satisfies z′µ > 0 on
[
1/(
√
3c), Rµ − h
]
and therefore we find(
e
c
2
rwµ
)′
6 zµ(Rµ − h)ecr for all 1√
3c
6 r 6 Rµ − h.
Integrating over
[
1/(
√
3c), Rµ−h
]
and using that zµ and wµ are increasing,
we obtain
βµ − uµ(r) 6
(
e1/
√
3 +
1
c
)
zµ(Rµ − h)√
r
e
c
2
r for all
1√
3c
6 r 6 Rµ − h.
Using that u′µ(Rµ − h) and uµ(Rµ − h) are bounded, we have
zµ(Rµ − h) 6 C
√
Rµ − h e− c2 (Rµ−h)
for some constant C, and hence we have shown the bound
βµ − uµ(r) 6
(
e1/
√
3 +
1
c
)
Ce
c
2
(r−Rµ+h) for all
1√
3c
6 r 6 Rµ − h.
Increasing the constant C to get the bound on [0, (
√
3c)−1]∪ [Rµ−h,Rµ+h],
we obtain (5.10) in dimension d = 2 as well.
Next we turn to the derivatives. The equation (5.4) can also be rewritten
in the form (
rd−1u′µ
)′
= −rd−1gµ(uµ). (5.12)
After integrating over [r,∞) and on [0, r], this gives the estimate on |v′µ(r)|
in (5.11) after using (5.10) together with
|gµ(v)| 6
{
C|v| for 0 6 v 6 γ,
C(βµ − v) for γ 6 v 6 βµ.
Note that for r 6 1 we have the more precise bound
|u′µ(r)| =
1
rd−1
∫ r
0
sd−1|gµ(uµ(s))| ds 6 Cre−Rµ . (5.13)
For the second derivative we can therefore use the equation (5.4) to obtain
the corresponding bound in (5.11). 
We are now able to prove the convergence (3.21) of the statement, even
though we still do not know the behavior of Rµ in terms of µ.
Lemma 5.3 (Global convergence). We have the uniform convergence
lim
µ→µ∗
||uµ − U∗(· −Rµ)||L∞(R+) = 0 (5.14)
and the convergence of the derivatives
lim
µ→µ∗
∣∣∣∣u′µ − U ′∗(· −Rµ)∣∣∣∣Lp(R+) = 0, (5.15)
in Lp(R+) for all 1 6 p 6∞.
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Proof. The exponential bounds from Lemma 5.2 give |v′µ(r) − U ′∗(r)| 6
Ce−c|r| for r > −Rµ. From the dominated convergence theorem, this shows
that
lim
µ→µ∗
∫ ∞
−Rµ
|v′µ(r)− U ′∗(r)|p dr = limµ→µ∗
∫ ∞
0
|u′µ(r)− U ′∗(r −Rµ)|p dr = 0.
The convergence of the derivatives in L1 together with the fact that vµ(0) =
U∗(0) imply the uniform convergence (5.14). Finally, the uniform conver-
gence for v′µ − U ′∗ follows from the similar L1 convergence of v′′µ − U ′′∗ on
[−Rµ,∞). 
Next we expand the mass in terms of Rµ.
Lemma 5.4 (Expansion of the mass). We have∫ ∞
0
rαuµ(r)
2 dr =
β2∗
α+ 1
Rα+1µ +O(R
α
µ) +O
(
Rα+1µ (µ∗ − µ)
)
, (5.16)
for all α > 0. At α = d− 1 this implies
M(µ) = ||uµ||2L2(Rd) =
|Sd−1|β2∗
d
Rdµ +O(R
d−1
µ ) +O
(
Rdµ(µ∗ − µ)
)
. (5.17)
We will prove later that Rµ ∼ C(µ∗ − µ)−1 so that the two errors on the
right side are actually of the same order.
Proof. Recall that βµ is the second root of gµ = g∗ + (µ∗ − µ)u. From the
implicit function theorem, we obtain
βµ = β∗ +
β∗
g′(β∗)
(µ− µ∗) +O
(
(µ− µ∗)2
)
. (5.18)
Using the upper bound (5.10) we then find∫ ∞
0
rαuµ(r)
2 dr 6 uµ(0)2
∫ Rµ
0
rα dr + C
∫ ∞
0
(r +Rµ)
αe−cr dr
6 uµ(0)
2
α+ 1
Rα+1µ +O(R
α
µ)
=
β2∗
α+ 1
Rα+1µ +O
(
Rα+1µ (µ∗ − µ)
)
+O(Rαµ).
The second estimate is because uµ(0) 6 βµ 6 β∗ + C(µ∗ − µ). Using the
lower bound in (5.10), we also obtain∫ ∞
0
rαuµ(r)
2 dr >
∫ Rµ
0
rα
(
βµ − Ce−c(Rµ−r)
)2
dr
=
β2∗
α+ 1
Rα+1µ +O(R
α
µ)
since βµ > β∗. This gives the stated expansion (5.16), hence (5.17) after
passing to spherical coordinates. 
Finally, we obtain the exact behavior of Rµ in terms of µ∗ − µ.
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Lemma 5.5 (Behavior of Rµ). We have
Rµ ∼
µ→µ∗
2
√
2(d− 1)
β2∗(µ∗ − µ)
∫ β∗
0
√
|G∗(s)| ds. (5.19)
Proof. We integrate (5.6) and obtain
1
2
∫ ∞
0
u′µ(r)
2 dr − (d− 1)
∫ ∞
0
∫ ∞
r
u′µ(s)2
s
ds dr +
∫ ∞
0
Gµ(uµ(r)) dr = 0.
After integrating by parts we find
−(d− 1)
∫ ∞
0
∫ ∞
r
u′µ(s)2
s
ds dr = −(d− 1)
∫ ∞
0
u′µ(r)
2 dr
and the Pohozaev-type relation(
d− 3
2
)∫ ∞
0
u′µ(r)
2 dr =
∫ ∞
0
Gµ(uµ(r)) dr. (5.20)
We split the second integral in the form∫ ∞
0
Gµ(uµ(r)) dr =
∫ ∞
−Rµ
Gµ(vµ(r)) dr
=
∫ 0
−Rµ
(
Gµ(vµ(r))−Gµ(βµ)
)
dr +
∫ ∞
0
Gµ(vµ(r)) dr +RµGµ(βµ).
When µ is in a neighborhood of µ∗, we have the bounds
|Gµ(v)| 6 Cv2 for all v ∈ [0, γ]
and
|Gµ(v)−Gµ(βµ)| 6 C(v − βµ)2 for all v ∈ [γ, βµ].
With the exponential bounds (5.10), this allows us to use Lebesgue’s domi-
nated convergence theorem and deduce that
lim
µ→µ∗
∫ ∞
0
Gµ(vµ(r)) dr =
∫ ∞
0
G∗(U∗(r)) dr,
lim
µ→µ∗
∫ 0
−Rµ
(
Gµ(vµ(r))−Gµ(βµ)
)
dr =
∫ 0
−∞
G∗(U∗(r)) dr.
Using the L2 convergence (5.15) of u′µ, we therefore obtain from (5.20)
lim
µ→µ∗
RµGµ(βµ) =
(
d− 3
2
)∫ ∞
−∞
U ′∗(r)
2 dr −
∫ ∞
−∞
G∗(U∗(r)) dr
=
√
2(d− 1)
∫ β∗
0
|G∗(s)| 12 ds. (5.21)
Using the expansion of βµ in (5.18), this implies
Gµ(βµ) = G∗(βµ) +
µ∗ − µ
2
β2µ =
µ∗ − µ
2
β2∗ +O
(
(µ− µ∗)2
)
and after inserting in (5.21) we obtain (5.19). 
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Inserting (5.19) into (5.17) we obtain immediately that
M(µ) =
Λ
(µ∗ − µ)d +O
(
(µ∗ − µ)−d+1
)
µ→µ∗
(5.22)
with the constant Λ introduced in the statement. This is the first limit
in Theorem 4. It only remains to prove the convergence for M ′(µ), which
requires a detailed analysis of the linearized operator.
5.3. The linearized operator. The difficulty with the derivative M ′(µ) =
−2〈uµ, (Lµ)−1raduµ〉 is that the first eigenvalue of Lµ tends to zero. Indeed,
since uµ − U∗(|x| − Rµ) → 0 in L∞(Rd), as proved before in Lemma 5.3,
the intuition is that the operator Lµ behaves like −∆ − g′∗(0) = −∆ + µ∗
at infinity and like −∆ − g′∗(β∗) close to the origin. These are two positive
operators. On the other hand, the restriction to the radial sector behaves
like the operator
L∗ := − d
2
dr2
− g′∗(U∗) on L2(R),
in the neighborhood of |x| = Rµ. This is because in this region the d-
dependent term −(d − 1)(d/dr)/r becomes negligible. Note that we have
L∗U ′∗ = 0 which proves that L∗ > 0 with ker(L∗) = span(U ′∗) . On the
other hand, there is a spectral gap above λ1(L∗) = 0 since the essential
spectrum starts at min (µ∗,−g′∗(β∗)) > 0 and the first eigenvalue is always
simple, by the Perron-Frobenius theorem. From this discussion, we conclude
that the first eigenvalue λ1(µ) of the operator Lµ should tend to 0, that the
corresponding eigenfunction ϕµ should behave like U ′∗(· − Rµ) and that Lµ
should have a uniform spectral gap above its first eigenvalue, when restricted
to the radial sector. The following result confirms this intuition.
Lemma 5.6 (The linearized operator in the limit µ → µ∗). The lowest
eigenvalue of Lµ behaves as
λ1(µ) = − d− 1
(Rµ)2
+ o
(
1
(Rµ)2
)
µ→µ∗
(5.23)
and the corresponding normalized positive eigenfunction ϕµ satisfies
lim
µ→µ∗
∣∣∣∣∣
∣∣∣∣∣ϕµ + U ′∗(· −Rµ)κ(Rµ) d−12
∣∣∣∣∣
∣∣∣∣∣
L2(Rd)
= 0 (5.24)
with
κ = 2
1
4 |Sd−1| 12
(∫ β∗
0
√
|G∗(v)| dv
) 1
2
.
In addition, we have the bound
P⊥µ (Lµ)radP⊥µ > cP⊥µ (5.25)
for some c > 0 where P⊥µ = 1− |ϕµ〉〈ϕµ| is the projection on the orthogonal
of ϕµ, within the sector of radial functions.
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Proof. We split the proof into several steps.
Step 1. Upper bound on λ1(µ). We recall that u′µ satisfies the equation
Lµu′µ +
d− 1
|x|2 u
′
µ = 0.
By the variational principle, this proves immediately that
λ1(µ) 6
∣∣∣∣u′µ∣∣∣∣−2L2(Rd) 〈u′µ,Lµu′µ〉 = −(d− 1)
∫∞
0 r
d−3u′µ(r)2 dr∫∞
0 r
d−1u′µ(r)2 dr
.
We obtain from Lemma 5.3 and the same analysis as in Lemma 5.4 that∫ ∞
0
rαu′µ(r)
2 dr = (Rµ)
α
∫
R
U ′∗(r)
2 dr + o(Rαµ), ∀α > 0
and this gives in dimension d > 3 the upper bound
λ1(µ) 6 − d− 1
(Rµ)2
+ o
(
(µ∗ − µ)2
)
. (5.26)
Dimension d = 2 requires a little more attention. In this case we can for
instance use (5.5) which gives
(d− 1)
∫ ∞
0
u′µ(r)2
r
dr = Gµ(uµ(0))
= Gµ(βµ) +O(e
−Rµ)
=
d− 1
Rµ
∫
R
U ′∗(r)
2 dr + o(R−1µ ).
In the second line we have used (5.10) whereas in the third line we have
used (5.21). We therefore obtain the same upper bound (5.26) in dimension
d = 2.
Step 2. Convergence. Let ψµ be the first (radial positive) eigenfunction
of Lµ, normalized in the manner
ψµ(Rµ) = −U ′∗(0) =
√
−2G∗(γ).
The function ψµ solves the linear equation(−∆− g′µ(uµ)− λ1(µ))ψµ = 0.
Usual elliptic regularity gives that ψµ is bounded in C2(BRµ+h \BRµ−h) for
every fixed h > 0. Since λ1(µ) < 0 we also obtain(−∆− g′µ(uµ))ψµ 6 0 on Rd.
By arguing exactly as in the proof of Lemma 5.2, we can then obtain a
uniform bound in the form
0 < ψµ(r) 6 Ce−c|Rµ−r| (5.27)
for some constants C, c > 0. Using the equation(
rd−1ψ′µ
)′
= −rd−1 (λ1(µ) + gµ(uµ))ψµ
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and the fact that |λ1(µ)| 6 ‖g′µ‖L∞(]0,1[) is bounded, we can deduce that
|ψ′µ(r)| 6
{
Ce−c|Rµ−r| on [0,∞),
Cre−cRµ on [0, 1].
After extracting a subsequence, we can thus assume that ψµn(·+Rµn)→ V
strongly in L1 ∩L∞(R) and λ1(µn)→ λ, with −V ′′ − g′∗(U∗)V = λV . Since
V > 0 and V (0) = −U ′∗(0) > 0 we must then have V = −U ′∗ and λ = 0. We
have therefore proved that λ1(µ)→ 0 and ψµ(·+Rµ) −→ −U ′∗ in L1∩L∞(R).
Step 3. Lower bound on λ1(µ). Next we derive the lower bound on
λ1(µ). Since u′µ has a constant sign, this shows that it must be the first
eigenvector of the operator Lµ + (d− 1)|x|−2. In other words, we have
Lµ + d− 1|x|2 > 0 (5.28)
in the sense of quadratic form. Hence we can use that
λ1(µ) =
〈ψµ,Lµψµ〉
||ψµ||2L2(Rd)
> −(d− 1)
∫∞
0 r
d−3ψµ(r)2 dr∫∞
0 r
d−1ψµ(r)2 dr
.
The pointwise bounds (5.27) allow us to pass to the limit exactly as for u′µ
and conclude that∫ ∞
0
rαψµ(r)
2 dr = (Rµ)
α
∫
R
U ′∗(r)
2 dr + o(Rαµ), ∀α > 0.
This gives the desired lower bound in dimensions d > 3.
The proof does not quite work in dimension d = 2, since in this case∫∞
0 r
−1ψµ(r)2 dx = +∞. Instead, we choose a radial localization function
χµ ∈ C∞c (R2) so that χµ ≡ 1 on the ball of radius Rµ − 2
√
Rµ, χµ ≡ 0
outside of the ball of radius Rµ −
√
Rµ with |∇χµ| 6 C/
√
Rµ and we set
ηµ :=
√
1− χ2µ. The IMS localization formula tells us that
λ1(µ) ||ψµ||2L2(R2) =
∫
R2
|∇ψµ|2 −
∫
R2
g′µ(uµ)ψ
2
µ
= 〈χµψµ,Lµχµψµ〉+ 〈ηµψµ,Lµηµψµ〉
−
∫
R2
(|∇χµ|2 + |∇ηµ|2)ψ2µ
> −(d− 1)|S1|
∫ ∞
0
η2µψ
2
µ
r
dr − Ce−c
√
Rµ
> − (d− 1)|S
1|
Rµ − 2
√
Rµ
∫ ∞
0
ψ2µ dr − Ce−c
√
Rµ .
The convergence in L2 allows us to conclude. In the first inequality we have
used that g′µ(uµ(r)) < 0 for r 6 Rµ −
√
Rµ since uµ is (exponentially) close
to βµ in this range and g′µ(βµ) < 0. This implies 〈χµψµ,Lµχµψµ〉 > 0. We
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have also used (5.28) for the second term and the exponential bound (5.27)
for the localization error.
The normalized eigenfunction in the statement is ϕµ = ||ψµ||−1L2(Rd) ψµ with
||ψµ||2L2(Rd) = Rd−1µ |Sd−1|
∫
R
U ′∗(r)
2 dr + o(Rd−1µ )
= Rd−1µ |Sd−1|
√
2
∫ β∗
0
√
|G∗(v)| dv + o(Rd−1µ )
and the result (5.24) follows.
Step 4. Lower bound on the orthogonal to ϕµ. Let us now prove (5.25).
We can argue by contradiction and assume that there exists a subsequence
µn → µ∗ such that λ2(µn)→ 0, where λ2(µn) is then the second eigenvalue
of Lµ within the sector of radial functions. But the exact same arguments
as before then give that the corresponding eigenfunction ψ˜µ satisfies ψ˜µ(·+
Rµ)→ cU ′∗, which cannot hold because the functions have to be orthogonal
to each other. Hence we must have lim infµ→µ∗ λ2(µ) > 0. This concludes
the proof of Lemma 5.6. 
We finally use Lemma 5.6 to derive the stated limit (3.18) for M ′(µ). We
write
M ′(µ) = −2〈uµ, (Lµ)−1uµ〉
= −2
( |〈uµ, ϕµ〉|2
λ1(µ)
+
〈
P⊥µ uµ, (Lµ)−1P⊥µ uµ
〉)
= −2 |〈uµ, ψµ〉|
2
λ1(µ) ||ψµ||2L2(Rd)
+O(Rdµ),
where we have used P⊥µ (Lµ)−1P⊥µ 6 P⊥µ /c to infer〈
P⊥µ uµ, (Lµ)−1P⊥µ uµ
〉
6 2
c
M(µ) = O(Rdµ)
by Lemma 5.4. From the previous convergence properties, we have
〈uµ, ψµ〉 = −|Sd−1|Rd−1µ
∫
R
U∗U ′∗ + o(R
d−1
µ ) =
|Sd−1|β2∗
2
Rd−1µ (1 + o(1))
and hence we obtain the limit for M ′(µ) in the statement from (5.23). This
concludes the proof of Theorem 4. 
6. Proof of Theorem 6 on the variational principle I(λ)
It is classical that I(λ) 6 0 and that I(λ) is non-increasing. First we prove
that I is concave. Letting v(x) = u(λ−1/dx) which satisfies
∫
Rd |v|2 = 1
whenever
∫
Rd |u|2 = λ we can rewrite
I(λ) = λJ
(
λ−
2
d
)
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where
J(ε) := inf
v∈H1(Rd)∩Lp+1(Rd)∫
Rd |v|2=1
{
ε
2
∫
Rd
|∇v(x)|2 dx+ 1
p+ 1
∫
Rd
|v(x)|p+1 dx
− 1
q + 1
∫
Rd
|v(x)|q+1 dx
}
(6.1)
The function J is non-decreasing, concave and non-positive and this implies
that I itself is concave. This is because we have
I ′′(λ) = −2(d− 2)
d2
λ−
2
d
−1J ′
(
λ−
2
d
)
+
4
d2
λ−
4
d
−1J ′′
(
λ−
2
d
)
6 0 (6.2)
in the sense of distributions on (0,∞). From the concavity of I we deduce
that there exists a unique λc such that I ≡ 0 on [0, λc] and I is strictly
decreasing (and hence negative) on (λc,∞). In dimension d > 3 we even see
from (6.2) that I is strictly concave on (λc,∞).
The proof that there exists a minimizer for all λ > λc is very classical.
By rearrangement inequalities [34], we can restrict the infimum to radial-
decreasing functions. If {un} is a minimizing sequence consisting of such
functions for I(λ), then we can assume after passing to a subsequence that
un → u weakly in H1(Rd)∩Lp+1(Rd) and strongly in Lr(Rd) for all 2 < r <
min(p + 1, 2∗) with 2∗ = 2d/(d − 2) when d > 3 and 2∗ = ∞ when d = 2,
by Strauss’ compactness lemma for radial functions [54, 7]. In particular,
un → u strongly in Lq+1(Rd). By Fatou’s lemma we then have
I(λ′) 6 E(u) 6 lim inf
n→∞ E(un) = I(λ),
where λ′ =
∫
Rd u
2. Since I(λ) < I(λ′) for λ′ < λ when λ > λc, we must then
have λ′ = λ and the convergence is strong in L2(Rd). In particular, u is a
minimizer.
Any minimizer for I(λ), when it exists, can be chosen positive radial-
decreasing after rearrangement. It solves (3.1) for some µ. From the Po-
hozaev identity (2.4) we obtain
d− 2
2d
∫
Rd
|∇u(x)|2 dx =
∫
Rd
Gµ(u(x)) dx = −I(λ)− µλ
2
+
1
2
∫
Rd
|∇u(x)|2 dx
and hence
µ =
2
λ
(
−I(λ) + 1
d
∫
Rd
|∇u(x)|2 dx
)
(6.3)
which is strictly positive since I(λ) 6 0 (except of course in the trivial case
λ = 0 where u ≡ 0 is the only solution). Since u > 0 is radial-decreasing, it
must therefore coincide with the unique corresponding uµ.
Next we look at λ = λc. For q < 1 + 4/d a simple scaling argument shows
that I(λ) < 0 for all λ > 0, hence λc = 0 in this case. The unique minimizer
is then u0 = 0.
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For q > 1+4/d, it is useful to characterize λc through the inequality (3.25).
We have by definition
1
q + 1
∫
Rd
|u(x)|q+1 dx 6 1
2
∫
Rd
|∇u(x)|2 dx+ 1
p+ 1
∫
Rd
|u(x)|p+1 dx (6.4)
for all u ∈ H1(Rd) ∩ Lp+1(Rd) such that ∫Rd |u|2 6 λc. Replacing u by
`d/2u(`·) and optimizing over `, we obtain∫
Rd
|u(x)|q+1 dx 6 (q + 1)dp− d− 4
2
×
×
(
1
d(p− q)
∫
Rd
|∇u(x)|2 dx
)1−θ ( 2
(p+ 1)(dq − d− 4)
∫
Rd
|u(x)|p+1 dx
)θ
(6.5)
for all u ∈ H1(Rd) ∩ Lp+1(Rd) such that ∫Rd |u|2 6 λc, with
θ :=
q − 1− 4d
p− 1− 4d
∈ (0, 1).
When θ = 0 the formulas have to be extended by continuity in an obvious
manner but the corresponding optimal ` vanishes. This gives
||u||q+1
Lq+1(Rd) 6 (q+1)
dp− d− 4
2
(
1
d(p− q)
)1−θ ( 2
(p+ 1)(dq − d− 4)
)θ
×
×
(
λ
− 1
2
c ||u||L2(Rd)
)q−1−θ(p−1)
||∇u||2(1−θ)
L2(Rd) ||u||
θ(p+1)
Lp+1(Rd) (6.6)
for all u ∈ H1(Rd)∩Lp+1(Rd). In addition, we have equality everywhere for
u a minimizer of I(λc), when it exists, rescaled in the appropriate manner as
above. This shows that the best constant in the Gagliardo-Nirenberg-type
inequality
||u||q+1
Lq+1(Rd) 6 Cp,q,d ||u||
q−1−θ(p−1)
L2(Rd) ||∇u||
2(1−θ)
L2(Rd) ||u||
θ(p+1)
Lp+1(Rd) (6.7)
is exactly given by
Cp,q,d = (q+1)
dp− d− 4
2
(
1
d(p− q)
)1−θ ( 2
(p+ 1)(dq − d− 4)
)θ
λ
1+θ(p−1)−q
2
c .
From the usual Gagliardo-Nirenberg inequality, it is easily seen that Cp,q,d <
∞ for q > 1 + 4/d and therefore λc > 0. In the simpler case q = 1 + 4/d we
find
Cp,1+4/d,d =
d+ 2
d
λ
− 2
d
c
and (6.7) is indeed the usual Gagliardo-Nirenberg inequality. The corre-
sponding optimizer is the function Q which solves the NLS equation −∆Q−
Qq +Q = 0 and then
λc =
∫
Rd
Q(x)2 dx, for q = 1 +
4
d
. (6.8)
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From Theorem 3, this exactly coincides with M(0). The function Q can
however not be an optimizer for I(λc) because the inequality does not involve
the Lp+1 norm, hence Q does not solve the appropriate equation. This is
due to the fact that we have to scale it with `→ 0 as above. As a conclusion
we have proved that λc > 0 for all q > 1 + 4/d and that there cannot be an
optimizer for I(λc) at q = 1 + 4/d.
It remains to show the existence for λ = λc and q > 1 + 4/d. Let us
consider a sequence λn ↘ λc and call un = uµn a sequence of corresponding
radial-decreasing minimizers. The sequence of multipliers µn cannot tend to
0 because E(uµn) = I(λn) < 0 and we know that E(uµ) is always positive
for µ close to the origin by Corollary 8. On the other hand it can also not
converge to µ∗ because there E(uµ) is unbounded. Hence after extracting
a subsequence we have µn → µ ∈ (0, µ∗) and uµn → uµ strongly in (H1 ∩
L∞)(Rd). The function uµ is the sought-after minimizer.
If 0 6 λ < λc, then there cannot be a minimizer u. If there was one
u (positive and radial-decreasing without loss of generality), then it would
solve (3.1) for some µ. Using again (6.3) and I(λ) = 0 we find µ > 0. Since
E((1 + ε)uµ) = −µλε+ o(ε)
we find that I(λ) becomes negative on the right of λ, which can only happen
at λc by definition. This concludes the proof of Theorem 6. 
Remark 6.1 (Compactness of minimizing sequences). The strict monotonic-
ity of J in (6.1) implies that I(tλ) > tI(λ) for every λ > λc and every
t ∈ (0, 1). This, in turn, implies that I(λ) < I(tλ) + I((1 − t)λ). By the
concentration-compactness method [35, 36], these ‘binding inequalities’ imply
that all the minimizing sequences for I(λ) converge strongly in H1(Rd) to a
minimizer, up to space translations and a subsequence.
7. Proof of Theorem 1
In this section we provide the full proof of Theorem 1, although we some-
times refer to the literature for some classical parts or to [32] for arguments
which coincide with the ones in that paper. Since we are interested in proving
the uniqueness and the non-degeneracy of positive radial solution to (1.1),
we consider the associated ordinary differential equationu′′ +
d− 1
r
u′ + g(u) = 0 on R∗+
u′(0) = 0
(7.1)
and we focus on showing the uniqueness and non-degeneracy of positive
solutions such that (u(r), u′(r)) → 0 when r → ∞. This system has a local
energy, given by
H(r) =
u′(r)2
2
+G(u(r)), with G(η) =
∫ η
0
g(s) ds, (7.2)
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which decreases along the trajectories, since
H ′(r) = −d− 1
r
u′(r)2 6 0.
We parametrize the solutions uy to (7.1) by uy(0) = y. Since we are
interested in positive solution with ‖uy‖∞ < β, then y < β. Hence, following
[39, 32], we introduce the three sets
S+ = {y ∈ (0, β) : min
R
uy > 0},
S0 = {y ∈ (0, β) : uy > 0 and lim
r→+∞uy(r) = 0},
S− = {y ∈ (0, β) : uy(ry) = 0 for some (first) ry > 0},
which form a partition of (0, β). In case y ∈ S0, we set ry = +∞. One should
think of plotting the solution in the plane (u′, u) as in Figure 5. Then, as we
will show, S+ exactly correspond to all the solutions that cross the vertical
axis, while staying above the horizontal axis at all times. On the other
hand, S− consists of those crossing the horizontal axis first (we will show
they cannot cross the vertical axis before). We are particularly interested in
the set S0 containing the remaining solutions which are converging to the
point (0, 0) at infinity while staying in the quadrant (u′ < 0, u > 0). Our goal
is indeed to show that S0 is reduced to one point. A transition between S−
and S+ is typically a point in S0 and this is actually how one can prove the
existence of solutions by the shooting method. Here we assume the existence
of one such solution, hence we have S0 6= ∅. Points in S0 typically occur as
transition points between S− and S+. The main idea of the proof is to show
that for any y ∈ S0, we must have
(y − η, y) ∈ S+ and (y, y + η) ∈ S− (7.3)
for some sufficiently small η > 0. In other words, there can only exist tran-
sitions from S− to S+ and never the other way around, when y is increased
starting from y = 0. This will imply uniqueness. The way to show (7.3) is
to prove that the variation with respect to the initial condition y,
vy :=
∂
∂y
uy, (7.4)
tends to −∞ at infinity, as well as its derivative v′y. This implies that the
curves move enough to cross either the horizontal or the vertical axis when
y is moved a bit, for a sufficiently large r. The function vy in (7.4) turns
out to be the zero-energy solution of the linearized operator ∆ + g′(u) with
v(0) = 1. The fact that vy diverges implies vy /∈ L2(R+, rd−1 dr), which
means that the kernel of ∆ + g′(u) cannot contain any non-trivial radial
function. It is then classical [57] that this implies the non-degeneracy (2.2).
We turn to the proof of the theorem, which we split into four steps corre-
sponding to Lemmas 7.1–7.5, respectively. In the first we show some rather
classical facts about the sets S−, S+ and S0.
Lemma 7.1 (Properties of the sets S+, S−, S0).
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α
β
S+
S0
S−
u(r)
u′(r)
0
Figure 5. Phase portrait of the solutions in the plane (u′, u).
The interval (0, β) is partitioned into the sets S+, S− and
S0. Solutions with an initial datum in S+ cross first the
vertical axis and stay positive for all times, whereas solutions
in S− cross first the horizontal axis. The set S0 contains the
solutions that stay in the quadrant for all times and converge
to the origin. The goal is to prove that S0 is reduced to one
point as in the picture.
(1) We have (0, α] ⊂ S+.
(2) The set S− is open.
(3) If y ∈ S0 ∪ S−, then u′y < 0 on (0, ry). In particular, uy is strictly
decreasing on (0, ry).
(4) If y ∈ S0, then limr→+∞ u′y(r) = 0 and
∫ y
0 g(s) ds > 0. Moreover, uy
has the following behavior at infinity
uy(r) ∼
r→+∞ C
e−
√
−g′(0)r
r
d−1
2
u′y(r) ∼r→+∞ −
√
−g′(0)C e
−
√
−g′(0)r
r
d−1
2
for some C > 0.
(5) If y ∈ S+, then u′y vanishes at least once and, for the first positive
root r′y of u′y, we have H(r′y) < 0.
(6) The set S+ is open.
Remark 7.2. From (4), we see that if G(η) 6 0 for all η ∈ (0, β), then
S0 = ∅. Hence, if S0 6= ∅, as we assume in our case, we can define
γ := inf{η ∈ (0, β), G(η) > 0}.
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Proof. (1) If y ∈ (0, α], then we have
H(r) 6 H(0) = G(y) =
∫ y
0
g(t) dt < 0
for all r since the local energy H is decreasing along a solution and g < 0 on
(0, α). Therefore u(r) cannot vanish (at a zero of u we would haveH(r) > 0).
This proves that (0, α] ⊂ S+.
(2) At any point r > 0 so that uy(r) = 0 we must have u′y(r) 6= 0, otherwise
uy ≡ 0. The implicit function theorem then proves that ry depends smoothly
on the initial condition y and hence S− is open.
(3) This is [32, Lem. 4] and the argument goes as follows. For y ∈ S0∪S− ⊂
(α, β) we have u′′y(0) = −g(y)/d < 0 since g is positive on (α, β). This shows
that u′y(r) < 0 for small r > 0. On the other hand, for y ∈ S− we have
u′y(ry) < 0 since ry is by definition the first zero of uy. If u′ changes sign
before ry then uy must have a local strict minimum at some point 0 < r′ < ry
and then there must be another point r′′ at which uy(r′′) = uy(r′). But then
u′y(r′′)2
2
= H(r′′)−H(r′) = −(d− 1)
∫ r′′
r′
u′y(s)2
s
ds < 0,
a contradiction. Therefore uy must vanish before u′y and the solution crosses
first the horizontal axis in the phase portrait. The argument is similar when
ry = +∞.
(4) If y ∈ S0, then u′y < 0 and for r large enough u′′y(r) = −d−1r u′y(r) −
g(uy(r)) > 0. Hence, u′y has a limit at infinity, which can only be zero since
u tends to zero. Next, because of the monotonicity of the energy H,∫ y
0
g(s) ds = H(0) > lim
r→+∞H(r) = 0. (7.5)
Finally, the explicit decay rate of uy and u′y is a classical fact whose proof
can for instance be found in [6].
(5) This is [32, Lem. 5], which follows the presentation in [17]. If y = α,
then uy ≡ α and H(r) < 0 for all r ∈ R+. Hence, let y 6= α. First of
all, we prove that u′y must vanish. Otherwise, for all y ∈ S+ ∩ (0, α), uy is
increasing and, for all y ∈ S+ ∩ (α, β), uy is decreasing. This implies that
limr→+∞ uy(r) = α. Next, let U(r) = r
d−1
2 (uy(r) − α). The function U
solves the equation
U ′′ =
(
(d− 1)(d− 3)
4r2
− g(uy)
uy − α
)
U
and, in the limit r → +∞, U ′′ ∼ −g′(α)U with g′(α) > 0. This leads to a
contradiction. Hence u′y vanishes and we call r′y its first root.
To prove H(r′y) < 0, we consider two cases. First, if y 6 α, H(r′y) <
H(0) < 0. If y > α, then uy has a local minimum at r′y. Hence, from
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equation (7.1), we obtain g(uy(r′y)) < 0 which implies 0 < uy(r′y) < α.
Finally, H(r′y) < 0.
(6) To prove that S+ is open, we proceed again as in [32, Lem. 5]. We
know that (0, γ) ⊂ S+ ( where γ = inf{η ∈ (0, β), G(η) > 0}). So let
y ∈ S+ ∩ [γ, β) and z in a small neighborhood of y. As a consequence, uz
has a local minimum at r′z with H(r′z) < 0 which implies G(uz(r)) < 0 for
all r > r′z. Hence, there exists ε > 0 such that ε 6 uz(r) 6 γ− ε. Therefore,
z ∈ S+. 
Let now vy be the unique solution to the linear problem
L(v) := v′′ +
d− 1
r
v′ + g′(uy)v = 0 on (0,∞),
v(0) = 1,
v′(0) = 0.
(7.6)
The function vy is the variation of uy with respect to the initial condition
uy(0) = y, that is, vy = ∂yuy. We have the following proposition on the
solution to (7.6), which is the core of the proof of the theorem.
Lemma 7.3 (Solution of the linearized problem). Let y ∈ S0. Then
(1) vy vanishes exactly once.
(2) vy(r) and v′y(r) diverge exponentially fast to −∞ as r → +∞.
Proof. This is exactly [32, Lem. 7, Lem. 8] and we will not reproduce all
the details here. The argument is based on the Wronskian identity
(rd−1(vyf ′ − fv′y))′ = rd−1vyL(f) (7.7)
for different choices of the test function f , where L(f) is defined in (7.6). In
particular, a simple calculation shows that
L(uy) = uyg
′(uy)− g(uy)
L(u′y) =
d− 1
r2
u′y
and
L(ru′y) = −2g(uy).
(1) We argue by contradiction and assume that vy > 0. Using f = u′y < 0
provides
(rd−1(vyu′′y − u′yv′y))′ = (d− 1)rd−3u′yvy < 0
since vy > 0 and u′y < 0. This shows that rd−1(vyu′′y−u′yv′y) = rd−1v2y(u′y/vy)′
is decreasing and since it vanishes at the origin, u′y/vy is decreasing. Since
this function is negative close to the origin, we have 0 < vy 6 −cu′y for some
c > 0 and all r > 1. In addition, rd−1(vyu′′y−u′yv′y) 6 −c for (another) c > 0
and all r > 1. But |vyu′′y| 6 c|u′′y| |u′y| decreases exponentially at infinity and
hence rd−1u′yv′y > c/2 for r large enough. From the behavior at infinity of
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u′y this proves that −v′y > c/2r(1−d)/2e
√
g′(0)r for large r, which shows that
v′y → −∞, a contradiction.
The proof that it vanishes only once is the same as in [55, p p. 357–358],
deforming solutions starting from the constant solution u ≡ α at y = α and
using that there are no double zeroes.
(2) For the proof of the central fact that vy, v′y → −∞, we call r∗ the unique
zero of vy at which we must have v′y(r∗) < 0. We then take in the Wronskian
identity f = uy + cru′y where c = −uy(r∗)/(r∗u′y(r∗)) > 0 is chosen so that
f(r∗) = 0. Then we obtain
(rd−1(vyf ′ − fv′y))′ = rd−1vy
(
uyg
′(uy)− (1 + 2c)g(uy)
)
= rd−1vyIλ(uy)
with λ = 1 + 2c. The function rd−1(vyf ′ − fv′y) vanishes both at 0 and at
r∗, hence its derivative must vanish at least once in (0, r∗). At this point r˜
we have Iλ(uy(r˜)) = 0 and since Iλ is assumed to have only one root over
(0, β), this shows that Iλ(uy) > 0 hence (rd−1(vyf ′ − fv′y))′ < 0 on (r∗,∞).
The argument is then similar as above to show that vy, v′y → −∞, see [32,
Lem. 8]. 
Note that Lemma 7.3 shows that, if uy is a positive radial solutions to (1.1)
which vanishes at +∞ then it is radial non-degenerate. Indeed, since the
unique solution vy to (7.6) diverges exponentially fast when r → ∞, the
kernel of L as an operator on L2(R+, rd−1dr) is trivial. That the kernel in
the full space L2(Rd) is spanned by the partial derivatives of u will be proved
later in Lemma 7.5.
At this point we have all the tools for proving the uniqueness of positive
solutions to (7.1). This is done by using the following third proposition.
Lemma 7.4. Let y ∈ S0. Then there exists ε > 0 such that (y − ε, y) ⊂ S+
and (y, y + ε) ⊂ S−.
As above, the proof goes as in [39, Lem. 3(b)].
Proof. Let y ∈ S0. Choose a > 0 such that g′(s) 6 g′(0)/2 for all s ∈ [0, a)
and R¯ such that uy(r) 6 a for all r > R¯. Such an R¯ exists since for all
y ∈ S0, uy is strictly decreasing and goes to 0 at +∞. Moreover, thanks to
Lemma 7.3, we can choose R > R¯ such that vy(R) < 0 and v′y(R) < 0.
As a consequence, there exists ε > 0 such that for all z ∈ (y, y + ε),
we have 0 < uz(R) < uy(R) and u′z(R) < u′y(R) < 0. In particular, the
function w := uz − uy is such that w(R) < 0 and w′(R) < 0. Suppose, by
contradiction, z ∈ S0 ∪ S+. Then w must tend to 0 or become positive at
some point. Therefore, the function w must have a negative minimum at
R′ > R. As a consequence, by using (7.1), we obtain
w′′(R′) = −(g(uz(R′))− g(uy(R′))) = −g′(θ)w(R′)
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for some 0 < uz(R′) < θ < uy(R′) 6 a. Hence, g′(θ) 6 g′(0)/2 < 0. This
leads to w′′(R′) < 0 which is a contradiction. As a conclusion, z ∈ S−. The
argument is the same for z ∈ (y − ε, y). 
Lemma 7.4 implies that any y ∈ S0 is an isolated point. Since S+ and S−
are open sets, they can only be separated by points in S0. Now, the lemma
says that a point in S0 can only serve as a transition between S+ below
and S− above. Hence, there can be only one transition of this type and S0
contains at most one point. This concludes the proof of uniqueness.
Our last step is classical and consists in showing the non-degeneracy in
the whole space L2(Rd).
Lemma 7.5 (Non-degeneracy in L2(Rd)). Let u a positive radial solution
to (1.1) with ‖u‖∞ < β and such that u(|x|) → 0 as |x| → +∞. Let
Ltot the linearized operator at u. Hence, for any v ∈ L2(Rd,C), Ltotv :=
LRe(v) + iL′Im(v) with
L = −∆− g′(u), L′ = −∆− g(u)
u
.
Then we have
ker(L) = span(∂x1u, . . . , ∂xdu), ker(L′) = span(u).
Proof. Since u tends to zero at infinity, the two potentials−g′(u) and−g(u)/u
are uniformly bounded. Therefore the operators L and L′ are self-adjoint on
L2(Rd), with domain H2(Rd) and form domain H1(Rd). Moreover they sat-
isfy the Perron-Frobenius property, that their first eigenvalue, when it exists,
is necessarily simple with a positive eigenfunction, by the Perron-Frobenius
theorem [48]. Finally, any positive eigenfunction is necessarily the first one.
Since u is a positive solution to (1.1), then L′u = 0. Then 0 is the first
eigenvalue of L′ and it is non-degenerate, hence ker(L′) = span(u).
The argument for L follows [57]. First of all, we decompose L2(Rd) in
angular momentum sectors as
L2(Rd) =
⊕
`>0
L2(R+, rd−1dr)⊗K`
with K` the `th eigenspace of the Laplace-Beltrami operator on the sphere
Sd−1. Next, since L commutes with space rotations, it can be written as
L = ⊕`
>0
A(`) ⊗ 1 where
A(`)v = −v′′ − d− 1
r
v′ +
`(`+ d− 2)
r2
v − g′(u)v
with Neumann boundary condition at r = 0 for ` = 0 and Dirichlet boundary
condition for ` > 1. By the variational principle, the first eigenvalue of
A(`) in increasing with `. Each A(`) has the Perron-Frobenius property in
L2(R+, rd−1 dr). Now, the translation-invariance gives u′ ∈ ker(A(1)) and,
thanks to Lemma 3, u′ < 0. Therefore 0 is the first eigenvalue of A(1) and
ker(A(1)) = span(u′). Next, for any ` > 2, the first eigenvalue of A(`) must
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be positive since λ1(A(`)) > λ1(A(1)), hence ker(A(`)) = {0} for ` > 2.
Finally, it remains to determine ker(A(0)). But −A(0) is simply the operator
L defined in (7.6) and we have shown in Lemma 7.3 that the kernel of
L as an operator on L2(R+, rd−1dr) is trivial. As a conclusion, ker(L) =
span(∂x1u, . . . , ∂xnu). 
This concludes the proof of Theorem 1. 
Appendix A. Non-degeneracy of u0
Let d > 3 and p > q > 1. Let u0 be the unique positive radial solution to
the equation
−∆u0 + up0 − uq0 = 0
which decays like u0(r) ∼ C0r2−d at infinity [7, 42, 43, 27]. Define
L0 = −∆ + p(u0)p−1 − q(u0)q−1
the corresponding linearized operator.
Lemma A.1 (Non-degeneracy of u0). Let v be the unique solution to
v′′ + (d− 1)v′r + quq−10 v − pup−10 v = 0,
v(0) = 1,
v′(0) = 0.
Then we have v /∈ L2(Rd), so that
ker(L0)rad = {0}, ker(L0) = {∂x1u0, ..., ∂xdu0} .
Proof. We assume by contradiction that v ∈ L2(Rd). Then we have the
bounds
|v(r)| 6 C
rd−2
, |v′(r)| 6 C
rd−1
, |v′′(r)| 6 C
rd
∀r > 1.
We have proved in Lemma 7.3 that the similar function vµ at µ > 0 vanishes
only once over (0,∞) and diverges to −∞. From the convergence g′µ(uµ)→
g′0(u0), it follows that vµ → v locally. In particular, v vanishes at most once
over (0,∞). On the other hand, since we have assumed that v ∈ L2(Rd),
it has to vanish at least once. This is because we know that L0 admits
a negative eigenvalue with a positive eigenfunction and that v has to be
orthogonal to this eigenfunction. Hence v vanishes exactly once, at some
r∗ ∈ (0,∞). Next we follow step by step the argument of Lemma 7.3 and
use the Wronskian identity with f = u0 + cru′0 with c = − u0(r∗)r∗u′0(r∗) . This
gives
(rd−1(vf ′ − fv′))′ = rd−1vIλ(u0)
with λ = 1 + 2c. Here
Iλ(u) = (q − λ)uq − (p− λ)up
vanishes at most once over (0,∞). Since rd−1(vf ′ − fv′0) vanishes both at
0 and r∗, this proves that Iλ must vanish on the left of r∗, hence has a
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constant sign on (r∗,∞). One difference with the case µ > 0 is that this
sign is unknown, it depends whether λ is on the left or right of q. In any
case, we obtain that rd−1(vf ′ − fv′) is either increasing or decreasing over
(r∗,∞), and vanishes at r∗. This cannot happen because v and f decay like
r2−d at infinity, whereas their derivatives v′ and f ′ decay like r1−d, so that
rd−1(vf ′ − fv′) always tends to 0 at infinity.
The rest of the argument for the sectors of positive angular momentum is
identical to that of Lemma 7.5, of which we use the notation. We know that
ker(A(1)) = span{u′0} and this corresponds to ∂x1u0, ..., ∂xdu0 being in the
kernel of L0. On the other hand, we have A(`) = A(1) + `(`+d−2)−d+1r2 > A(1)
for ` > 2, which proves that ker(A(`)) = {0} for ` > 2. 
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