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ABSTRACT 
This paper presents a simple unifying framework for a wide class of conjugate 
directions algorithms whose iterates minimize some quadratic functional over a 
subspace. Our approach is motivated by its advantages for nonlinear minimization, 
but the purpose of this paper is to present the greatly simplified convergence analysis 
that results for the linear case. 
INTRODUCTION 
We present a simple unifying framework for a class of conjugate direc- 
tions algorithms for the solution of the linear system 
Ax = b, where A E aBnX” is large, sparse, and nonsingular. 
The class under consideration consists of algorithms that minimize an 
error functional over a subspace or affine space at each step. This class 
includes the standard and the preconditioned conjugate gradient algorithms, 
the conjugate residual algorithm, Craig’s method, Elman’s generalized con- 
jugate residual algorithm, Vinsome’s ORTHOMIN algorithm, the ORTHODIR 
algorithm of Young and Jea, the GMRJZS algorithm of Saad and Schultz, and 
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the truncated algorithms ORTHOMIN(~) and ORTHODIR(S). The main point of 
this paper is that our approach leads to a single simple geometric theorem 
giving the standard convergence results for all the untruncated methods 
without the usual clutter of lemmas. Another theorem, which we give without 
proof because the proof is so similar, suffices for the truncated methods. 
Furthermore, this paper should help clear up the common misconceptions 
about the relationship between these methods and the Krylov subspace. 
The approach we have taken in formulating the generalized conjugate 
directions (GCD) algorithm is based on an idea suggested to us by Peter 
Huber, who reported finding it useful in practice for nonlinear problems. It is 
implicit in work by others as well, especially Miele and Cantrell [7], Cantrell 
[2], Cragg and Levy [3], and Nazareth [8]. The idea is simple; its key feature 
is to take the inverse point of view to the usual one of generating conjugate 
directions and then minimizing in the last direction generated. 
Our formulation is similar in spirit to Axelsson’s generalized conjugate 
gradient algorithm, but there is an important difference: we have used a basis 
for the subspace over which minimization must be carried out at each step 
that allows us to explicitly solve the minimization problem for the general 
case. Our formulation facilitates analysis of domains of convergence and the 
number of previous directions required to be saved for these algorithms. We 
show a q-linear convergence rate under a very mild hypothesis for the class of 
algorithms. 
The conjugate directions formulation we use for solving a linear system is 
also applicable to the solution by conjugate directions of equality constrained 
quadratic programming problems, and we discuss this adaptation of the GCD 
algorithm. 
THE GENERALIZED CON JUGATE DIRECTIONS ALGORITHM 
Our GCD algorithm is stated as a means of finding the minimizer of the 
quadratic 
q(x) = ;xTHx - hTx, 
where we assume H is symmetric positive definite. Thus, 9(x) has a unique 
minimizer, and finding it is equivalent to finding the zero of 
vq(x) 4 Hx - h. 
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To apply the algorithm to the solution of Ax = b, one may use H = A, h = b 
if A is symmetric positive definite, or H = ZA, h = Zb where Z is nonsingu- 
lar and ZA is symmetric positive definite. 
We use the notation 
fk = - vq( xk) = h - Hx, 
and 
rk=b-Axk. 
The minimizer of 9(x) is 
and the minimum value of 9(x) is 
9(x*) = - +hTH- ‘h. 
We define [Ix - x*11; =(x - x*)‘H(x - x*), and note that 
(x - x*)~H(x - x*) = xTHx - 2xTHx* + x*~Hx* = 2[q(x) - 9(x*)], 
so that minimizing 9(x) is equivalent to minimizing II x - x * I I H. 
The GCD algorithm produces a sequence pi, p,, . . . of linearly indepen- 
dent, mutually H-conjugate (pTHpj = 0, i # j) directions. Conceptually, we 
do not choose these directions. Rather, at each step of the algorithm, we 
choose a direction d, in any manner whatever, requiring only that it not be 
orthogonal to the gradient of 9 at xk_i. We determine the next iterate xk as 
the minimizer of 9(x) in sp{ pi,. . . , pk_ 1, d k }, the subspace spanned by 
{P l,...,p,_,,d,}, and define pk-~k-~k_l. Clearly, the choice of d,, 
which we now discard, determines pk. 
For ease of exposition, we use the initial guess x0 = 0. This is not 
restrictive. If a better approximate solution, say 2, is known, the problem 
Ax = b with initial guess f can be solved by solving A(x - 2) = b - AA with 
initial guess 0. It will be useful to let argmin, E s9 (xx) denote the minimizer of 
9(x) on S. Our GCD algorithm is as follows. 
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x 0 = 0, r0 = h,k = 1. 
while TkPl # 0 
do 
get d, such that dlFk_l + 0 
Xk = argmin 4(r) 
XESP{7J I... .,P&,,dk) 
Pk=xk-xk&, 
_ _ 
rk=Tk_l-&k 
k=k+l 
end do 
The GCD algorithm with choices of H, h, and dk given in columns 3-5 
in Table 1 is equivalent to the algorithms named in column 1. 
CG denotes the standard conjugate gradient algorithm, and CR denotes the 
conjugate residual algorithm. For the solution of linear system Ax = b using 
Craig’s method, put x = ATy and solve AAry = b. The computation can be 
arranged so that iterates in y are not actually computed. PCG denotes the 
preconditioned conjugate gradient algorithm. To solve the linear system 
Ax = b using the preconditioned conjugate gradient algorithm, one finds a 
nonsingular symmetric matrix C- ’ such that C- ‘AC- ’ is better conditioned 
than A, and transforms Ax = b to (CIACP’)(Cx) = C-lb. The matrix M 
that appears in the choice of dk for PCG is defined to be C2, and is called the 
preconditioner. Vinsome’s ORTHOMIN using all previous directions is equiv- 
alent to Elman’s generalized conjugate residual algorithms, denoted GCR. The 
ORTHODIR algorithm as given by Young and Jea is stated as requiring only 
Algorithm 
TABLE 1 
Assumptions H h d, 
CG 
CG applied to 
normal equations 
Craig’s method 
CR 
PCG 
GCR 
ORTHOMIN 
ORTHODIR 
GMRES 
A spd A 
A nonsingular ATA 
A nonsingular 
A spd 
A spd 
A+ATpd 
A + AT pd 
use 2 such that 
Z+ZT ispd 
and ZA is spd 
A nonsingular 
AAT 
ATA 
A 
ATA 
ATA 
ZA 
ATA 
b 
B’b 
b 
ATb 
b 
ATb 
d‘b 
Zb 
ATb 
‘k - 1 
‘k -1 
‘k-1 
‘k-1 
Mu ‘fk-1 
rk-, 
rkml 
d, = b; 
for k 2 2, 
d,=APk-, 
E {VI>. , q,, } 
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that Z be nonsingular and (ZA) + (ZA)r positive definite, but ORTHODIR is 
included in the class of algorithms under present consideration (those al- 
gorithms that minimize the error functional 11x - x * 11 H over a subspace or 
affine space at each step) only if ZA is symmetric positive definite. Young 
and Jea require the symmetric part of Z positive definite in order to ensure 
xk z xk_ 1. We have included this condition here, and will first discuss the 
equivalence of ORHODIR and GCD when this condition is satisfied. Later, we 
show a way of viewing the ORHODIR algorithm in our framework when 2 is 
just nonsingular. The GMRES algorithm of Saad and Schultz does not compute 
iterates xk to approximate x*. Instead, it builds an orthonormal basis 
{V i,. . .,v,} for the Krylov space K(b, A, n) = sp{ b, Ab ,..., A”-‘b} and, 
using this basis, determines the solution to Ax = b as the minimizer of 
)I Ax - bll 2 over K( b, A, n). The vectors { vi } are determined by Arnoldi’s 
method: 
b 
v1=fi; 
for j=l,...,m-1 
,. 
vjfl = Av, - 2 v;Avjvi 
i=l 
l)j+l 
"j+l 
=- 
Ilsj+lll * 
The truncated algorithms ORTHOMIN(k) and ORTHODIR( S) are equivalent to 
oco(m), which we define later, with the same choices of H, h, and d, shown 
for ORTHOMIN and ORTHODIR, respectively. 
Here is the first of our two main results. Notice that the Krylov subspace 
is totally separated from the convergence analysis for the general method. Of 
course, a choice of d, that implies minimization on a Krylov subspace may 
greatly reduce the computational complexity of the associated method, as we 
shall show. Furthermore, the Krylov subspace is essential to the Chebychev 
polynomial error analysis usually associated with such methods. 
THEOREM 1. Zf H is symmetric positive definite, then the following 
statements are true about the GCD algorithm: 
(i) The algorithm terminates after rw more than n steps, and terminates 
ifandonlyifxk_l=x*. 
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(ii) xk minimizes q(x) on sp{ pi,. . . , pk}. 
(iii> Every p, generated by the algorithm is nonzero. 
(iv) Y,,Tpj = 0, 16 j d k. 
(v) pTHpj = 0, i Z j. 
(vi) dimsp{p,,...,pk} = k. 
(vii) p’Hp, = pTh for all i. 
Ifinadditiond,Esp{d,,Bp,,...,Bp,_,} forsomem&xB, then 
(viii) sp{p,,..., pk} = K(d,, B, k), so that xk minimizes 9(x) on 
Rd,, B, k). 
(ix) FIBpi=O, l<i<k-1. 
Proof. The algorithm can terminate only because some Fk_ i = 0. If 
0=7,-i= - vq(x,_,), then xkpl is a critical point for 9. Since V 29(rk_ 1) 
= H is positive definite, this is necessary and sufficient for xkPl = x*. We 
shall prove that the algorithm terminates after not more than n steps by 
proving (ii) and (vi) for k = n, because then by (vi), R” = sp{ p,, . . . , pk} and 
X, = x* by (ii). 
Let us proceed by induction. For k = 1, if F,,( = h) = 0, we are finished. 
Otherwise, we choose d, such that d & # 0. We can certainly do this by 
taking d, = Tg, for example. Since d TF,, # 0, sp{ d, } contains a descent 
direction for 9 from ~a. Thus, 
p, = x1 - x0 # 0, 
which anchors the induction for (iii) and (vi), and 
which anchors (ii). Since xi minimizes 9 on sp{ p, }, sp{ p, } cannot contain 
a descent direction for 9 from xi. Thus 
0 = - Vq(x,yp, = qp,, 
anchoring (iv), and this is 
= (h - H#p, = (h - HP/P,, 
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which anchors (vii). Also, 
SP{P,} =SP{dll =w,,w 
for any B, which anchors (viii). Statements (v) and (ix) are vacuously true. 
Now assume that (i)-(C) hold for 1 G j < k - 1. We have already taken 
care of the case when the algorithm terminates because fk_ 1 = 0, so we 
assume fk_ 1 # 0. Then we can choose d,, and sp{ dk} contains a descent 
direction for 9 from xk_r. Thus 
SiXlCe Xk_lE sp{p,,...,pk_,}, and rkEsp{p,,...,pk-l,dk}, wehave dkE 
SP{P,,..., pk}. By the induction hypothesis, ?l- 1Pj = 0 for 1 G j 6 k - 1, so 
dk@Sp{pl,...,pk-l}. Hence 
SP{P,,..., pk} =sp{p,,...,Pk-&k)> 6) 
and 
dimsp{pr,..., pk} =dimsp{p,,...,pk-,,d,} 
=dimsp{p,,...,pk-I}+1 
=k-l+l=k, (vi). 
Since xk minimizes 9 on sp{ PI,..., r)k}? 
o=~~(r,)rP~= -?kTpi for l<i<k, (iv). 
Note that xk = $=rpj, so that Fk = h - x;_lHpj. Thus for i < k, 
k 
0 = p;fk = p;h - c p;Hpj. 
j = 1 
By the induction hypothesis, this is 
= p;h - p;Hpi - p;Hpk 
=-- Pf-HP,, 6’). 
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Furthermore, 
k 
0 = p;fk = p;h - c p;Hpj = p;h - PEHPk, (vii). 
j=l 
Now assume (viii) holds for 1 Q j G k - 1, and that dk E 
sp{d,,Bp,,..., BP,_,}. There exist (Y and pi, 1~ j < k - 1, such that 
k-l 
dk=(Ydl+ C PjBpj= 
j=l i 
By the induction hypothesis, for 1~ i d k - 1, pi E K(d,, B, k - I), SO that 
the first term E K(d,, B, k - 1) and the second term E K(di, B, k); thus 
d,EK(d,, B, k). This, together with sp{p,,...,Pk} =sP{P,,...,Pk-~~dk) 
gives 
SP{P,Y., pk} = K(d,, B, k), (viii>. 
For (ix), observe that by (iv) and (viii), fk is orthogonal to K(d,, B, k). For 
i < k - 1, pi E K(d,, B, k - l), SO that Bpi E K(d,, B, k). n 
At each step of the algorithm, rk is to be determined as 
Xk = argmin 4(r). 
XESP(P,,...,Pk-I.41 
Let Pk=[pl,..., pk_,, dk19 x = pkc, and 
$(c) = q(Pkc) = ;c’( PfHPk)c - hTP,c. 
Then Vq^(c) = PTHP,c - Plh. Since H is positive definite and Pk has full 
column rank, PIHPk is positive definite. Hence, xk can be found by solving 
the linear system PIHPkc = Pth for c and setting xk = Pkc. 
The matrix of the system of linear equations that determines xk and 
hence p, is symmetric with an arrowhead structure in the last row and 
column by part (v) of Theorem 1. All the standard recursions for p, in each 
algorithm follow in an insightful and simple way from the general solution of 
the system. The way some algorithms under some assumptions can be seen to 
need only p,_, and d, to generate p, is that the last row and column are 
zero in all but the last two elements. 
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By (v) and (vii) of Theorem 1, the linear system P$YPkc = P,Th is 
P;HP, 
P%P, 
pi-,&-, d.%-1 
dfHp, d,THp, ... d,tHpk- 1 
P:HP, 
~3~2 
= 
Pi-,HPk-, 
d,Th 
The solution to the linear system is 
c= 
p:HdK 
1-ak T 
PJP, 
P;Hdk 
l-ak T 
PZHPZ 
Pi- ,Hdk 
l-&k T H 
pk-1 pk-1 
ak 
k-l 
dfh - -x-dk“Hpj 
where (Yk = 
j=1 
k-1 (dk’Hpj)2 ’ 
d;Hdk- c 
j=l PTHPj 
The numerator of (Ye is equal to d$k_l, and let us define, for 1< j =G k - 1, 
p<k’ = 
- d:Hpj 
I 
PyHpj ’ 
Then 
ak = d;H(d, + c;::@“a,) 
196 
and 
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k-l 
Xk=PkC= c pj+‘yk 
j=l 
i 
k-1 
=xk_l+ ffk d,+ c @“‘pi 
j=l 
When d, is chosen so that d,‘Hpi = 0 for 1~ i d k - 2, the solution has the 
shorter form 
PkEp(k) _ -dkTHpk-l d;fkk, 
k-l- T 
Pk-lHPk&, ’ ak = d;H(d, + &pk-1) ’ 
and 
The standard conjugate gradient algorithm, conjugate gradient algorithm 
applied to the normal equations, conjugate residual algorithm, preconditioned 
conjugate gradient algorithm, and Craig’s method all choose d, so that only 
p,_ 1 and d, are needed to generate pk and xk. For CG and CR, 
xk = xk-l + %cdk +fikr)k-,h 
k-l 
d,=T,_,=b-Ax,_,=b- c Api, 
j=l 
so that the matrix B that appears in the additional hypothesis of Theorem 1 is 
A. For CG 
d,THp, = rk’_ ,Ap, = if- ,AP, > 
and for CR 
since A is symmetric. Thus, for both of these algorithms, 
d,THp, = 0 for l<i<k-2, 
by part (ix) of Theorem 1. For CG applied to the normal equations, which we 
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henceforth refer to as CGNE, 
k-l 
dk=rk_,=h-Hxk_l=h- c HP,, 
j=l 
and for Craig’s method, 
k-l 
d,=r,_,=b-AA*y,_,=h- c Hpj, 
j=l 
so that the matrix B is H for each of these algorithms, and 
d ,THp, = fk’_ lHpi = 0 for lgi<k-2. 
For PCG, 
d, = M-‘r,_,, 
and B is M- ‘A. Since M is symmetric, 
d~Hpi=(r~_lM-l)Api=f~-l(M-lA)pi=O for lgigk-2. 
GCR (ORTHOMIN) corresponds to the same choices of H, h, and dk as CR, 
but since this algorithm is applied when A is not symmetric, all of the 
previous directions contribute to the calculation and must be saved. 
For ORTHODIR, B is A, and 
d,THp, = p;_,A*ZAp,. 
Young and Jea refer to choosing 2 such that Z (as well as ZA) is symmetric 
positive definite as the “symmetrizable” case. If Z is symmetric, the above is 
so that 
d ,THp, = 0 for l<i<k-3, 
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and only the last two previous directions must be kept. If Z is not symmetric, 
all previous directions contribute to the determination of the iterates. 
We now verify convergence of these algorithms. For convergence of 
GCD, we require only that dlfk_ r # 0 whenever fkP i # 0. This condition is 
easily seen to be satisfied for CG, CGNE, Craig’s method, CR, PCG, GCR 
(ORTHOMIN), GMRES, and ORTHODIR, under the restrictions we have shown for 
the applicability of each algorithm: 
CGNE 
Craig’s method 
CR 
PCG 
A + AT 
GCR, ORTHOMIN d;fk_l= ?f-,h_, = $-l 
i i 2 
rkpl 
For GMRES, we cannot ensure convergence for general nonsingular A by 
selecting d, = vk, but we can guarantee this convergence by a slightly more 
judicious choice of d,, as we shall discuss momentarily. The choice dk = ok 
gives 
SP{ PI,..., pk} =SP{dp...,dk} =sP{u,,.-,v,} =K(b,A,k) 
and 
for some scalars {ci} with ck_i+O(because Vk-l~SP{pl,...,Pk~2)) 
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Hence, if the symmetric part of A is indefinite, we may have ic_ iok = 0 at 
some step before the minimizer has been found, so that ok will not be a 
suitable choice for d,. If this should occur, however, we may select d, and 
subsequent directions d,, 1,. . . , d, from { uk, . . . , u,,, } in an order that gives 
?l_ ,d k # 0 at each step, until x * is found. If ?;c’_lui = 0 for all remaining i, 
k < i < m, then xk_i minimizes q(x) on K(b, A, n), and we are finished. We 
have the latitude of using the direction vectors { ui } in any order in an 
algorithm equivalent to GMRES, since the iterates { xi } are not actually 
computed in the GMRES algorithm. The point here is that this allows our 
convergence analysis to apply to CMRES. 
For ORTHODIR, we are assured of convergence using the easily computed 
choice of d, shown in the table if the symmetric part of 2 is positive definite 
(or negative definite). If the symmetric part of 2 is indefinite, this choice of 
d, will not ensure descent at each step. In that case, we can guarantee 
convergence by a strategy similar to that employed for Gh4RES. For ORTHODIR, 
using d 1 = b and d, = Ap,_, for k > 2, we have 
d ;Fo = b*Zb, 
and for k > 2, 
Note that since Tk_i is orthogonal to K(b, A, k - l), 
so 
Thus, if the symmetric part of Z is positive definite (or negative definite), 
d$k_l is always nonzero whenever Tk_i is nonzero, and ORTHODIR con- 
verges. Now, if the symmetric part of Z is indefinite, ORTHODIR is hot 
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guaranteed to give descent at every step, but is still convergent. ORTHODIR 
generates a sequence of vectors { 9i } that are mutually ZA-conjugate (when 
the symmetric part of ZA is positive definite) and that form a basis for the 
Krylov space K(b, A, n). These vectors are determined as 
andfor k=l,...,t 
k-l 
9k =A9k-l+ 1 bjk)9j, 
j=O 
where t + 1 is the dimension of the Krylov space K(b, A, n), and for 
O<j<k-1, 
p”‘= - 9;ZA29k ~ 1 
I 9Tm9j ’ 
The ORTHODIR algorithm using an auxiliary matrix Z that is only required to 
be nonsingular can be viewed as a GCD algorithm in the following way. The 
distinct iterates of OFWODIR are produced by GCD with the choice d, E 
{90>...>9t), with d, = qk_ 1 provided 9:_ rik_ r Z 0. If 9:_ r?;r_ r = 0, then 
xk_r minimizes 9(x)on sp{q,,..., qk_ r > = K(b, A, k), and this step, which 
would give xk = xk_i in the ORTHODIR algorithm, is skipped in GCD. Thus, 
d, is the first occurring element of { 9k_ r,. . . , 9t} that is not orthogonal to 
the gradient of 9 at xk_ r. 
THE TRUNCATED GENERALIZED CONJUGATE DIRECTIONS 
ALGORITHM 
An alternative to choosing dk so that only a fixed number of previous 
directions are needed in the calculations, while still avoiding the increasing 
storage and work at each iteration associated with keeping all of the previous 
directions, is to limit to m the number of previous directions saved, and at 
each step to minimize 9(x) over an affine space that is a translate of 
sP{ P,, . . .T P,-1, d,}, where r = max(k - m, 1). This results in the truncated 
version of the generalized conjugate directions algorithm. 
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GENERALIZED CONJUGATE DIRECTIONS (VI) ALGORITHM. 
x0 = 0, r0 = h, k = 1. 
while?k_,#O 
d0 
get d, such that dT?k_l# 0 
r=max(k-m,l) 
Xk = argmin q(r) 
rE{X,-,+SP(P,,...,P~-l,d~)) 
Pk=xk-xk-l 
ik=fk_l-&k 
k=k+l 
end do 
Analogous to Theorem 1, we have our second main theorem. 
THEOREM 2. Zf H is symmetric positive definite, then the following 
statements are true about the GCD(m) algorithm (let 7 = max(k - m, 1)): 
The algorithm termituztes if and only if xk- 1 = X *. 
Xk minimiz&sq(x) on {r._1+sp{p,,...,pk}}. 
Evey p, generated by the algorithm is rwnzero. 
f;pi = 0, r < j < k. 
pFHpj = 0, i f j, Ii - jl d m. 
dimsp{p,,..., pk} =k-r+l. 
pTHpj = P?,_~, r < j < k. 
proof of Theorem 2 is similar to that of Theorem 1, and is omitted. 
linear system that determines rk in the GCD(m) algorithm is 
analogous to that of the GCD algorithm. At each step of the GCD(m) 
algorithm, xk is chosen to satisfy 
Xk = argmin 4(r)* 
xE(X,-l+sP(p,,....Pk-,,d~)) 
Let Pk= [p,,..., pk-1. dk], 2~ = X,-l + p,c, and 
G(c) = q(P,c + XTq) = ;(Pkc + X,_,)TH(PkC + X,-l) - hT(PkC + X,-l). 
Then vcj(c) = PfH(P,c + x,_~) - Pzh. P, has full column rank, so that 
PIHPk is positive definite, and xk can be found by solving the linear system 
PfHPkc = Pl(h - Hr,_,)( = P,‘?,_,) for c, and setting xk = x7-r + Pkc. 
202 J. E. DENNIS, JR. AND KATHRYN TURNER 
The solution to the linear system is 
d- lHd,c 
1-a, T 
Pk-lHpk-1 
ak 
Again, we define for r Q j <k- 1 
, where 
k-l 
d;+T_ 1 - C d,‘Hpi 
jz7 
(Yk = 
k-1 (d;Hpj)’ ’ 
d;Hdk- c 
j=7 PrHp j 
Then 
ffk = d,TH(d, + x?3;‘)pj) ’ 
and 
k-1 
i 
k-l 
Xk = X,-l + Pkc = XT_1 + C Pi + (Yk dk + C fijk’Pj 
j=7 j=T 
i 
k-l 
=xk_l+(Yk dk+ 1 pfk)pj 
j=7 
To ensure convergence for the truncated version of the algorithm, we 
slightly strengthen the requirement that d, not be orthogonal to the gradient 
of q at xk-ir asking that the angle between d, and ?k_ i be bounded away 
from 90”. We use the notation K(H) = A,,(H)/X,,(H) for the condition 
number of a symmetric positive definite matrix H. 
The following theorem shows a q-linear rate of convergence for the entire 
class of GCD(m) algorithms. But it is pessimistic because the rate constant 
that appears is a lower bound on the amount of reduction that would be 
achieved with a GCD(0) algorithm. We shall remark at the end of the section 
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on the relationship between this bound and other bounds given for special 
cases. 
THEOREM 3. If H is symmetric positive definite, d, # 0 fw all k, and 
there exists y > 0 such that (d[Fk_ll > ylldk(lzll?k_1(12 fw all k, then the 
sequence of iterates { xk} generated by a GCD(m) algorithm converges to x* 
and satisfies 
l/2 
bk-l - x*bf* 
Proof. If Tk_,=Oforsome k,then xr_,=x*.Assume ?k_l+Oforall 
k. Then 
_ 
q(zk) -+&I) =$(x&1+ P,)TH(Xk-,+ pk) 
- hT( Xk_ 1 + pk) - $x;_ IHx, 
= p;HX,_ 1 + +p;Hpk - p:h 
=- p;fk_ 1 + +p;jk- 1 
= -1 T- 
ePk*k-1, 
_ 1 + h=Xk_ 1 
Since H is positive definite, q(r) is bounded below, so we conclude that 
lim k _ ,Jf= lpFj_ 1 exists. Hence limk ~ ,_,$+k_ 1 = 0, and 
‘~-,Pk=‘~-,[‘kjd,-~:8:“ptil 
= (Y&_ ,d k 
(&dk)2 = 
k-1 (d;Hpj)2 ’ 
d;Hdk- c 
j=r PTHPj 
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Since all the terms in the summation are nonnegative, this is 
We have 
SO that { 4i, } converges to 0. Since H is positive definite, this is necessary and 
sufficient for lim, _ ooxk = x*. 
We have 
and 
IIXk -x*115 = 2[9bd - 9(x*)1 
= 2[9(x,) -9(X,-,)+ 9(X,4) -9(X*)1 
Y2 
Q IlXk-l- ~*lIFf - A,,(H) Ilk 11122. 
Now 
T(x) = h - Hx = H(x* - x), 
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so that 
11x -x*11; = T(X)rH-l+), 
and 
Thus, 
llXk - x*lli d IIXk-I- x*ll: - 
Y2Xmin(H) 
Lam 
IlXLl- x*11; 
= l- 
( I 
-& IIXk-I- r*112,* 
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Convergence of ORTHOMIN(~) is quickly and easily verified. For ORTHO- 
MIN( k), d, = r,_ 1, and 
With the assumption that the symmetric part of A is positive definite, our 
hypothesis is satisfied. 
Let M=(A+ AT)/2. Then 
d;ik_l = r,‘_,Mr,_, 
> h,,(M)llrk-dl~ 
hnin(M) = 
ll~Tll IIATll,llrk-lllzlldkl12 
2 
If the symmetric part of A is negative definite, we can use the bound 
Id,&-11 = &M&l1 2 - ~,,,,(M)llr,-lllt. 
If the symmetric part of A is indefinite, convergence of ORTHOMIN (k) is 
not guaranteed. The algorithm can fail to produce descent at some step in 
that case, since d lfk _ 1 = r[_ litfrk _ 1 can be zero without rk _ i being zero. 
206 J. E. DENNIS, JR. AND KATHRYN TURNER 
The bound y that appears in Theorem 3 is easily obtained for CG, CGNE, 
Craig’s method, and PCG. For CG, CGNE, and Craig’s method, dfFk_ 1 = 
Ild/Jlzllrk-Alzz> so that y = 1. We have already established a bound for 
ORTHOMIN(~), which also applies to CR, GCR, and ORTHOMIN. Similarly, for 
PCC one can obtain y = ~/K(M-'). 
A better convergence rate constant than that shown in Theorem 3 can be 
obtained for particular choices of H and d,. From the proof of Theorem 3 
(d,Tili-,)’ 
+k-1) -&k) ’ 2dTHd ’ 
k k 
which gives 
and it may be advantageous to use this rather than the coarser bound 
involving y when d, and H are known. For example, for CR, GCR, ORTHOMIN, 
and ORTHOMIN(~), 
H-ATA, d, = rk- 1, rk = ATrk , and ll~k - x*11; = bklfi~ 
so that 
(d;fk-1)2 (r:_lArk-l)2 
d;Hdk = rf_lATArk_l 
'2,inC") 
a A,,(ATA) bk-df~ 
A + AT 
where M = ~ 
2 : 
and 
Ilrkll: G 1 - 
i 
Elman [5] derives this q-linear error bound on { (1 rk]] s } on p. 49 in the 
proof of his Theorem 5.9. However, he weakens it in the statement of the 
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theorem to the r-linear error bound 
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For PCG, 
Zi=A, 
d, = M-l?.,_,, where M = C2 is the preconditioner, 
rk = Tk, 
(d;fk_l)z ($lM-lrk-$ [(C-1r,_,)T(C-‘r,-,)]2 
d;Hdk = &M-‘AM-% k-1 = (C-lrk_l)T(C-lAC-l)(C-lt,-l) 
iic-lrk-l!t X,&C-‘AC-‘) 
2 h,,(C_lAC-l) a A,,(C-‘AC-‘j llc-lrk-l~~~A~‘C 
= IIxk-l - x*lli 
K(C-%C-~) ’ 
and 
1 - K(c-l;c-‘) Ibk-l- x*ll2,a 
This q-linear error bound implies the weaker r-linear error bound 
’ - K(c-l~c-l) 
k 
II% - x*ll2A. 
The Chebychev polynomial approach yields only an r-linear error bound, but 
it is much better than the r-linear error bound above, since K(C- 1AC-‘)‘/2 
appears in place of K(C- ‘AC-‘). 
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CONJUGATE DIRECTIONS IN QUADRATIC PROGRAMMING 
The formulation of the generalized conjugate directions algorithm that 
has been presented for solving systems of linear equations can be readily 
adapted to give a conjugate directions algorithm for solving the equality 
constrained quadratic programming problem 
minimize 9(x) = $rrHx - hF 
subject to Ax = 0, 
where we assume that H is symmetric positive definite on the nullspace of 
A, and that A has full row rank. Given an initial feasible point, a problem 
with inhomogeneous constraints can readily be put in this form. 
Starting with the initial feasible point x0 = 0, the algorithm will maintain 
feasibility at each step, and wiIl produce a collection of linearly independent, 
mutually H-conjugate direction vectors { pi } as in the GCD algorithm. Here, 
the direction vectors will all be in the m&pace of A, and the algorithm will 
terminate after no more than s steps, where s is the dimension of the 
nullspace of A. The case where A is the row of all ones arises in some 
problems from conservation laws. 
Let P denote the projector onto the m&pace of A: P = Z - Ar( AAr) ~ ‘A. 
To solve the quadratic programming problem, the GCD algorithm is mod- 
ified so that the termination criterion is that the projected gradient, PFk_ 1, is 
zero, and at each step we 
choose d, so that d, is not orthogonal to the projected gradient of 9 at 
the current point: 
let d;, = Pd,; 
minimize 9(x) over sp{p,,...,pk-i,d;,}. 
Since P is symmetric, drPfk_l = u$~_~, so that the modified algorithm 
operates in exactly the same way as the GCD algorithm, and Theorem 1, 
with n in part (i) changed to s, applies to the quadratic programming 
conjugate directions algorithm. 
The authors wish to thank the referee, whose helpful comments improved 
this presentation. 
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