Hochschild homology and cohomology of some classical and quantum noncommutative polynomial algebras  by Richard, Lionel
Journal of Pure and Applied Algebra 187 (2004) 255–294
www.elsevier.com/locate/jpaa
Hochschild homology and cohomology of some
classical and quantum noncommutative
polynomial algebras
Lionel Richard
Laboratoire de Mathematiques Pures, Universite Blaise Pascal, 63177 Aubiere Cedex, France
Received 17 March 2003; received in revised form 22 April 2003
Communicated by C. Kassel
Abstract
We study Hochschild homology and cohomology for a class of noncommutative polynomial
algebras which are both quantum (in the sense that they contain some copies of Manin’s quantum
plane as subalgebras) and classical (in the sense that they also contain some copies of the Weyl
algebra A1). We obtain explicit computations for some signi3cant families of such algebras. In
particular, we prove that the algebra of twisted di6erential operators on a quantum a7ne space
(simple quantum Weyl algebra) has the same Hochschild homology, and satis3es the same
duality relation, as the classical Weyl algebra does.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 16E40; 16S36; 16S32; 16W35
0. Introduction
The aim of this article is to obtain explicit computations on the Hochschild ho-
mology and cohomology of a class of noncommutative polynomial algebras which
are both quantum (in the sense that they contain some copies of Manin’s quantum
plane as subalgebras) and classical (in the sense that they also contain some copies
of the Weyl algebra A1). More precisely, let k be a 3eld of characteristic zero. We
consider algebras parametrized by an integer n¿ 1, a multiplicatively skew-symmetric
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matrix  = (i; j)16i; j6n ∈Mn(k∗), and an integer 06 r6 n. One denotes by Sn;r(k)
the k-algebra generated by n+ r generators y1; : : : ; yn, x1; : : : ; xr such that:
(1) the subalgebra of Sn;r(k) generated by y1; : : : ; yn is isomorphic to the quantum
space O(kn), i.e. yiyj = i; jyjyi for all 16 i; j6 n;
(2) if r¿ 1 then for all 16 i6 r the subalgebra of Sn;r(k) generated by xi and yi is
isomorphic to the Weyl algebra A1(k), i.e. xiyi − yixi = 1;
(3) the other relations between generators are of the form xixj = i; jxjxi for all
16 i; j6 r, and xiyj = −1i; j yjxi for all 16 i6 r, 16 j6 n, i = j.
This kind of algebras can naturally be interpreted as twisted di6erential operators on
a quantum space O(kn). They occur in many situations in connection with the study
of quantum Weyl algebras, iterated skew-polynomial rings, and birational equivalence
of such algebras. We will give in the 3rst section of the article some more details
about this point. Let us point out now that in the purely quantum case (r = 0), the
algebra Sn;0(k) is just the quantum space O(k
n), and that in the purely classical case
(r = n and all the i; j’s are equal to 1), the algebra S
(1)
n;n(k) is nothing else but the
usual Weyl algebra An(k) = A1(k) ⊗ · · · ⊗ A1(k). The Hochschild homology in these
two cases is well known (see [17,24] for the classical case; for the quantum case, see
[14,25] or [13]). In this article, we will mainly consider the following two general
situations. On the one hand we call “free” the case where the coe7cients of the matrix
 generate in k∗ a free abelian group of maximal rank, and on the other hand we
call “semi-classical” the case of the usual twisted di6erential operators on the quantum
space O(kn) (i.e. the case where r = n). We show that in the semi-classical case,
without any restrictive assumption on the matrix  which quantizes the a7ne space,
the Hochschild homology and cohomology of Sn;n(k) are those of the usual Weyl
algebra on a commutative space of polynomial functions.
The 3rst section of this article deals with necessary preliminaries concerning the
algebras Sn;r(k), and with a presentation of these algebras as a particular case of
quantum enveloping algebras de3ned by Wambst. From a free resolution introduced
for such algebras in [25], one deduces a quantum Koszul complex the homology of
which is the homology of the algebras Sn;r(k). We show in Section 2 that one can
extract from this Koszul complex (K; d) a smaller subcomplex (KC; d) such that the
quotient complex K=KC is acyclic. This small subcomplex allows us in the following
to calculate explicitly the Hochschild homology in two signi3cant particular situations:
the “semi-classical” case and the “free” case. The “semi-classical” case is the subject
of Section 3: we prove (Theorem 3.3.1) that for all n¿ 1 and for all matrix  the
Hochschild homology of Sn;n(k) is concentrated in degree 2n, where it is equal to k.
In Section 4, we calculate for all 16 r ¡n the Hochschild homology of Sn;r(k) under
the assumption that the coe7cients of  generate a free abelian group of maximal
rank n(n− 1)=2. This computation proves (Theorem 4.4.1) that the homology is then
concentrated in degree 0; 1 and 2r. The smaller case (in terms of dimension) which
is let out by the above hypotheses is the case where n = 2, r = 1, and the unique
coe7cient  of the matrix  is a root of unity in k. The Hochschild homology of
the corresponding algebra S2;1(k) is computed in Section 5 (Theorem 5.5.1). PoincarLe
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duality for the semi-classical algebras Sn;n(k) is the central theorem of Section 7. Its
proof relies on the results obtained in Section 6 concerning the Hochschild cohomology
of the algebras Sn;r(k) in general. Finally, the remarks and the exploratory results
grouped in Section 8, together with the results established in Section 5, show that one
cannot expect in this general context such a favorable duality property.
1. Preliminaries
In all this article k is a 3eld of characteristic zero, and one denotes by ⊗ the tensor
product for vector spaces over k : ⊗ =⊗k . When V and W are two k-vector spaces,
and f a linear map from V ⊗V to W , one uses the following convention: for all n¿ 2
and for all 16 i6 n− 1,
fi :V⊗n → V⊗(i−1) ⊗W ⊗ V⊗n−i−1
is the linear map de3ned by: fi=idV⊗i−1⊗f⊗ idV⊗n−i−1 . When n is a positive integer,
for all i6 n one denotes by [i] = (0; : : : ; 0; 1; 0; : : : ; 0) the ith vector of the canonical
basis of Nn. For any multi-integer ∈Nn one denotes by ||= 1 + · · ·+ n the length
of . Finally, xy will denote the monomial x11 · · · xrr y11 · · ·ynn for all ∈Nr and
∈Nn.
In this text, the homology and cohomology of an algebra will always be computed
with values in the algebra itself.
1.1. De7nition of the algebras Sn;r(k)
Let r and n be two integers such that n¿ 1 and 06 r6 n, and let  = (i; j)∈
Mn(k∗) be a multiplicatively skew-symmetric matrix of size n, which means that for all
16 i; j6 n one has i; jj; i = i; i = 1. One denotes by Sn;r(k) the k-algebra generated
by n+ r generators x1; : : : ; xr , y1; : : : ; yr; yr+1; : : : ; yn satisfying the following relations:
yiyj = i; jyjyi when 16 i; j6 n;
xiyj = −1i; j yjxi when 16 i6 r; 16 j6 n; i = j;
xiyi = yixi + 1 when 16 i6 r;
xixj = i; jxjxi when 16 i; j6 r:
1.2. Remarks
1.2.1.
One can easily see that the algebra Sn;r(k) is an iterated Ore extension. It is a
noetherian domain, with Gelfand–Kirillov dimension n + r, and the monomials
{x11 · · · xrr y11 · · ·ynn }∈Nr ;∈Nn form a basis of Sn;r(k) as a k-vector space (for general
properties of Sn;r(k), see [23]).
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1.2.2.
It is shown in [23] that any associative algebra generated by N generators and
relations of the type xy= yx or xy= yx+1, and admitting a PoincarLe–Birkho6–Witt
basis, is isomorphic to an algebra Sn;r(k) with n+ r = N .
1.2.3.
The algebras Sn;r(k) can be seen as algebras of twisted di6erential operators on a
quantum space parametrized by . Let O(kn) be the algebra generated by the yi’s; it
is a quantum a7ne space. For all i let i be the left multiplication by yi in O(kn),
and for all j6 r de3ne @j ∈Endk(O(kn)) to be
@j :y
m1
1 · · ·ymnn 
→ mj
∏
k¡j
(k;j)mky
m1
1 · · ·ymj−1j · · ·ymnn :
It is a j-derivation, where 1; : : : ; r are the automorphisms of O(kn) de3ned by
j :P(y1; : : : ; yn) 
→ P(1; jy1; : : : ; n; jyn):
Then one checks that the subalgebra of Endk(O(kn)) generated by the @j’s and the
i’s is isomorphic to Sn;r(k).
1.3. Examples and terminology
1.3.1.
Purely quantum case
In the case r=0, the algebra Sn;0(k) is exactly the a7ne quantum space O(k
n), the
Hochschild homology of which is computed at Theorem 6.1 in [25], and in [13,14].
1.3.2.
Purely classical case
In the case r= n, and if all the i; j’s are equal to 1, the algebra S
(1)
n;n(k) is the usual
Weyl algebra An(k), the homology of which (recalled in Section 3.1) is well known
(see, for instance, [24] or [17]).
1.3.3.
Semi-classical case
In the case r = n, without hypothesis on the matrix , the algebras Sn;n(k) are
particular cases of quantum Weyl algebras Aq;n (k) (see further in 1.4.2), corresponding
to the case where all the parameters of quantization q = (q1; : : : ; qn) are equal to 1,
and appearing for instance in [11] (Example 2.1, when q2 = 1) and in [9]. One can
also see them as algebras of di6erential operators on a quantum space introduced by
Wambst in [25, Section 11] (when q = 1 and pi = 1 for all i with his notations) but
without explicit computation of their homology. When i; j = −1 for all i = j, these
algebras appear in mathematical physics as “pseudo-bosons” algebras (see [5]). The
algebras Sn;n(k) are simple, and have center k (see [11,23]). We will see in this article
that the Hochschild homology and cohomology of Sn;n(k) are the same as the ones of
the Weyl algebra An(k).
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1.3.4.
Free case
Without any hypothesis on the integers r and n we consider the case where the
i; j’s generate a free abelian group of rank n(n− 1)=2. This hypothesis, whereas it is
quite restrictive, frequently appears in literature concerning quantum groups (see, for
instance, the “general quantum functions” in [3]).
1.3.5.
If all the i; j’s are equal to 1, the algebra S
(1)
n; r (k) is the tensor product of the classical
Weyl algebra Ar(k) and the commutative polynomial algebra in n− r variables. Then
computing the Hochschild homology boils down to the case 1.3.2 thanks to the KNunneth
formula.
1.3.6.
Minimal mixed case
The 3rst case distinct from the previous general cases is obtained while taking r=1,
n = 2 and a coe7cient  of 3nite order at least 2 in k∗. Without any assumption on
, the case n = 2, r = 1 will be called “minimal mixed.” Explicit computations of
homology and cohomology will be made for this case in Sections 5 and 8.
1.4. Other examples
1.4.1.
The algebras Sn;r(k) are particular cases of algebras PQ;P de3ned by Guccionne in
[12], when p=n with their notations. However, for r¿ 1 the authors make no explicit
computation of the homology in the framework we consider here. The algebras Sn;r(k)
can also be seen like particular cases of the Q-solvable algebras de3ned by Panov
in [21].
1.4.2.
Many examples of algebras related to quantum groups have common localizations
with the Sn;r(k). Jordan studies in [16] the algebra Sp;q of eulerian di6erential operators
on k[y], which admits a common localization with an algebra S2;1(k) when p=1. The
alternative version of the quantum Heisenberg algebra presented in [18, Section 2],
also admits a common localization with some S2;1(k). Moreover, the multiparametrized
quantum Weyl algebras Aq;n (k) (see in [6, De3nition I.2.6]) introduced by Maltsiniotis
in [19], and which were the subject of many studies from the ring-theoretic point of
view (see, for instance, [2,9–11,15] and references therein), always admit a common
localization with algebras Sn;r(k), in particular when some of the parameters qi are
equal to 1 (see [23]). Concerning the purely quantum case, one can refer to [7,15,21].
1.4.3.
More generally, the algebras Sn;r(k) play a key rule in number of questions of
noncommutative rational equivalence (see [23]). In particular for r= n=2 the fraction
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3eld of S2;2(k) is studied in [1] as a counterexample to a mixed version of the Gelfand–
Kirillov conjecture. Finally Theorem 4.2 of [22] treats of the links between rational
equivalence of the algebras Sn;n(k) and the multiparametrized quantum torus.
1.4.4.
The Sn;r(k) are particular examples of generalized enveloping algebras of quantum
Lie algebras introduced in [25], and this is the context in which we work in the
following section, in order to describe a complex allowing an explicit computation of
the Hochschild homology of Sn;r(k).
1.5. Hochschild homology of certain generalized enveloping algebras of quantum lie
algebras
In this section, we develop the homological framework adapted to the algebras
Sn;r(k).
Denition 1.5.1. Let V be a k-vector space of 3nite dimension, with basis (v1; : : : ; vm).
Let Q = (qi; j)∈Mm(k∗) be a multiplicatively skew-symmetric matrix, and f a linear
form de3ned on V ⊗ V and satisfying
f(vi ⊗ vj) =−qi; jf(vj ⊗ vi):
The quantum enveloping algebra associated to these data, denoted by UQ(V; f), is the
quotient of the tensor algebra over V by the ideal generated by the family {vi ⊗ vj −
qi; jvj ⊗ vi − f(vi; vj); 16 i¡ j6m}.
Remarks. • The quantum enveloping algebra UQ(V; f) is a particular case of a gen-
eralized enveloping algebra Uc(g; f) of a quantum Lie algebra introduced by Wambst
([25, De3nition 9.1]). Let us recall that a Hecke symmetry of mark &∈ k∗ on a k-vector
space V is a linear map c :V ⊗ V → V ⊗ V such that:
c1c2c1 = c2c1c2 and (c − &)(c + 1) = 0:
Here we restrict ourselves to the case where the Lie algebra is abelian and the Hecke
symmetry c :V ⊗ V → V ⊗ V is only de3ned by q-commutations determined by the
matrix Q. This corresponds to example 1.2(5) of [25], in the case where the mark of
c is equal to 1.
In the following we will denote by c(Q) this particular Hecke symmetry.
• For f=0 the algebra UQ(V; 0) is a quantum symmetric algebra, as de3ned in [25,
Section 2.1]. Indeed UQ(V; 0)= SQV is the quotient of the tensor algebra T (V ) by the
ideal generated by the elements vi ⊗ vj − qi; jvj ⊗ vi. It is exactly the quantum a7ne
space OQ(km).
• In a similar way one de3nes the quantum outer algebra ([25, De3nition 2.1])
QV as the quotient of the tensor algebra T (V ) by the ideal generated by the family
{vi ⊗ vj + qi; jvj ⊗ vi; i¡ j}.
In [25] is given a quantum Koszul complex, the homology of which is the Hochschild
homology of the algebra Uc(g; f). We make it explicit for the algebras UQ(V; f). Let
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V be a k-vector space of 3nite dimension, (v1; : : : ; vm) a basis of V , Q∈Mm(k∗) a
multiplicatively skew-symmetric matrix, and f a linear map from V⊗V to k satisfying
the conditions of De3nition 1.5.1. The family (v11 ∧· · ·∧vmm )∈{0;1}m is a basis of QV .
The vector space QV is N-graded, de3ning the degree of a monomial v11 ∧ · · · ∧ vmm
to be ||. For all ∗∈N, one denotes by ∗QV the homogeneous subspace of QV in
degree ∗. Then one graduates the space UQ(V; f)⊗ QV ⊗ UQ(V; f) with the degree
of QV , and UQ(V; f) ⊗ QV ⊗ UQ(V; f) becomes a di6erential complex, with the
di6erential @ de3ned for all a; b∈UQ(V; f) by
@(a⊗ vi1 ∧ · · · ∧ vi∗ ⊗ b)
=
∗∑
k=1
(−1)k−1
((∏
s¡k
qis;ik
)
avik ⊗ vi1 ∧ · · · vˆik · · · ∧ vi∗ ⊗ b
−
(∏
s¿k
qik ;is
)
a⊗ vi1 ∧ · · · vˆik · · · ∧ vi∗ ⊗ vik b
)
; (1)
where vi1 ∧ · · · vˆik · · · ∧ vi∗ is the outer product vi1 ∧ · · · ∧ vi∗ without vik .
Proposition 1.5.2. Set V, Q and f as in De7nition 1.5.1. Set U = UQ(V; f), and
Ue = U ⊗ U op. Suppose that the graded algebra associated to U for the natural
7ltration is the symmetric algebra SQV . For all 26 k6 n set -k=c(Q)1◦· · · c(Q)k−1,
and -1=Id. Similarly, for all 16 k6 n−1 set Q-k=c(Q)n−1◦· · · c(Q)k , and Q-n=Id.
Finally, let f′ be the map from V⊗n to V⊗n−2 de7ned by
f′ =
∑
16i¡j6n
(−1)i+j+1((f ⊗ In−2)(I1 ⊗-j−1)-i − (In−2 ⊗ f)( Q-i ⊗ I1) Q-j):
If f′=0, then the complex (U⊗QV⊗U; @) is a free resolution of U by Ue-modules.
Proof. This is Proposition 10.3 of [25] in the case Uc(g; f) = UQ(V; f).
It follows that the Hochschild homology of U = UQ(V; f) is the homology of the
complex U⊗Ue (U⊗∗QV⊗U ), with the di6erential id⊗@. Then we identify canonically
U ⊗Ue (U ⊗ ∗QV ⊗ U ) with U ⊗ ∗QV , which gives the following complex, denoted
by (K(U )∗; d). For all ∈Nm; ∈{0; 1}m, set
v ⊗ v = v ⊗ v11 ∧ · · · ∧ vmm :
As a k-vector space
K(U ) =
⊕
∈Nm
∈{0;1}m
k · v ⊗ v;
the di6erential degree of a monomial v ⊗ v is equal to ||, and the di6erential d is
de3ned by
d(v ⊗ v) =
m∑
i=1
/(; ; i)vvi ⊗ v−[i] +
m∑
i=1
0(; ; i)viv ⊗ v−[i] (2)
262 L. Richard / Journal of Pure and Applied Algebra 187 (2004) 255–294
with coe7cients
/(; ; i) = (−1)
∑
k¡i k
∏
k¡i
qkk; i if i = 1
and
/(; ; i) = 0 if i = 0 (3)
for the 3rst term of the sum, and
0(; ; i) = (−1)||+
∑
k¿i k
∏
k¿i
qki; k if i = 1
and
0(; ; i) = 0 if i = 0 (4)
for the second one.
Proposition 1.5.3. With the hypothesis of Proposition 1.5.2, the Hochschild homology
of the algebra U = UQ(V; f) is equal to the homology of the complex (K(U )∗; d)
described above.
Proof. This is the translation of Proposition 1.5.2 via the isomorphism between U ⊗Ue
(U ⊗∗QV ⊗U ) and U ⊗∗QV . One computes the di6erential d from (1). In [25] this
di6erential is written d˜ and given as an example at 10.2(2).
1.6. One particular case: the aAne quantum space (r = 0)
The 3rst signi3cant case where this construction applies is the a7ne quantum space
OQ(km), which is obtained taking for f the identically null application. This case
corresponds to the algebra SQm;0(k) (see 1.3.1 above). Let us recall—with adapted
notations—the results obtained in this case in [25, Section 6], which will be used
to reduce the complex described in the previous section to a smaller complex from
which the Hochschild homology of the algebras Sn;r(k) can be computed.
The quantum a7ne space OQ(km) parametrized by the matrix Q = (qi; j) is nothing
else but the symmetric algebra SQV introduced after De3nition 1.5.1 with V = km.
Since SQV =UQ(V; f) with f=0, the hypothesis of Proposition 1.5.3 is satis3ed, and
the Hochschild homology of SQV is given by the complex below:
K(SQV ) =
⊕
∈Nm
∈{0;1}m
k · v ⊗ v;
d(v ⊗ v) =
m∑
i=1
/Q(; ; i)v+[i] ⊗ v−[i] (5)
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with coe7cients
/Q(; ; i) = (−1)
∑
k¡i k
(∏
k¡i
qkk; i
)(∏
k¿i
qkk; i
)
×
(
1−
(
m∏
k=1
qk+ki; k
))
if i = 1 (6)
and
/Q(; ; i) = 0 if i = 0:
Proposition 1.6.1. The complex (K(SQV ); d) above computes the Hochschild homol-
ogy of SQV , and deg(v ⊗ v) =  +  de7nes an Nm-grading on it. Moreover, set
C(Q)={1∈Nm| ∀i; 1i=0 or viv1=v1vi}. Then for all 1∈Nm\C(Q), the homogeneous
subcomplex of (K(SQV ); d) of degree 1 is acyclic.
Proof. The algebra SQV clearly satis3es the hypothesis of Proposition 1.5.3. Formulas
(2)–(4) give in this particular case formulas (5) and (6) for the di6erential. The grad-
uation follows directly from formula (5), and acyclicity for 1 ∈ C(Q) is proven with
the aid of a homotopy described in the proof of Theorem 6.1 in [25].
1.7. Case of the algebra Sn;r(k) for any r
In this section we present Sn;r(k) as a quantum enveloping algebra, and we prove
with Lemma 1.7.2 that the condition of Proposition 1.5.2 is satis3ed.
Let us precise the matrix associated to the Hecke symmetry c in accordance with Def-
inition 1.5.1 and the remark which follows it. Extract r=(i; j)16i; j6r from the matrix
= (i; j)16i; j6n introduced in 1.1. The matrix r is multiplicatively skew-symmetric
of size r. In addition, for all 06 k; t6 n, set
−1k; t = (
−1
i; j ) 16i6k
16j6t
∈Mk;t(k∗):
Let us de3ne by blocks the multiplicatively skew-symmetric matrix Q() of size n+r:
Q() =
(
r −1r;n
−1n; r 
)
: (7)
Proposition 1.7.1. The algebra Sn;r(k) de7ned in 1.1 is isomorphic to the quantum
enveloping algebra UQ(V; f), with Q = Q() de7ned above,
V = k:x1 ⊗ · · · k:xr ⊗ k:y1 ⊗ · · · k:yn
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and f de7ned by
f(xi ⊗ xi) = f(yj ⊗ yj) = 0 for all i; j;
f(xi ⊗ xj) = f(yi ⊗ yj) = f(xi ⊗ yj) = f(yi ⊗ xj) = 0 for i = j
and
f(xi ⊗ yi) =−f(yi ⊗ xi) = 1:
Proof. One can easily check that the conditions of De3nition 1.5.1 are satis3ed, and
that UQ(V; f) is isomorphic to Sn;r(k).
Lemma 1.7.2. Let f be the linear form de7ned at Proposition 1.7.1. For all 26 k6 n
set -k = c1 ◦ · · · ck−1, and -1 = Id. Similarly, for all integer 16 k6 n − 1 set
Q-k = cn−1 ◦ · · · ck , and Q-n = Id. Then for all p¿ 2 the map f′ : V⊗p → V⊗p−2
de7ned by
f′ =
∑
16i¡j6p
(−1)i+j+1((f ⊗ In−2)(I1 ⊗-j−1)-i
−(In−2 ⊗ f)( Q-i ⊗ I1) Q-j) (8)
is zero.
Proof. Let us show f′(a1⊗· · ·⊗ap)=0, with as ∈{x1; : : : ; xr ; y1; : : : ; yn} for all s. By
de3nition of f and c, the term of index (i; j); i ¡ j, in the sum (8) is zero, except
maybe if ai = xk and aj = yk or vice versa. Let us compute this term for
X = a1 ⊗ · · · ai−1 ⊗ xk ⊗ ai+1 · · · aj−1 ⊗ yk ⊗ aj+1 · · · ap
with as ∈{x1; : : : ; xr ; y1; : : : ; yn}. Then by de3nition of c one has
(I1 ⊗-j−1)-i(X ) = 4xk ⊗ yk ⊗ a1 ⊗ · · · ai−1 ⊗ ai+1 · · · aj−1 ⊗ aj+1 · · · ap
and
( Q-i ⊗ I1) Q-j(X ) = Q4a1 ⊗ · · · ai−1 ⊗ ai+1 · · · aj−1 ⊗ aj+1 · · · an ⊗ xk ⊗ yk
with
4=
∏
s¡i
5(s)t(s); k ×
∏
s¡j
−5(s)t(s); k
and
Q4=
∏
s¿j
−5(s)k; t(s) ×
∏
s¿i
5(s)k; t(s);
where
t(s) = l and 5(s) = 1 if as = xl for s ∈ {i; j};
t(s) = l and 5(s) =−1 if as = yl for s ∈ {i; j};
t(i) = t(j) = k:
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Thus,
((f ⊗ In−2)(I1 ⊗-j−1)-i − (In−2 ⊗ f)( Q-i ⊗ I1) Q-j)(X )
=
( ∏
i¡s¡j
−5(s)t(s); k −
∏
i¡s¡j
5(s)k; t(s)
)
a1 ⊗ · · · ai−1 ⊗ ai+1 · · · aj−1 ⊗ aj+1 · · · an:
Since the matrix  is multiplicatively skew-symmetric, the bracket in the second term
of this equality is zero. We apply the same argument when ai = yk and aj = xk . This
concludes the proof.
It follows that we may use the complex of Proposition 1.5.3 to compute the Hochschild
homology of Sn;r(k). For all ∈Nr ; ∈Nn; ∈{0; 1}r , and 7∈{0; 1}n, we set
xy ⊗ xy7 = xy ⊗ x11 ∧ · · · xrr ∧ y711 ∧ · · ·y7nn :
Let us recall that [i] designates the ith element of the canonical basis of Nr or Nn.
The di6erential degree of a monomial xy ⊗ xy7 is equal to ||+ |7|.
Let K = (K(Sn;r(k)); d) be the complex of Proposition 1.5.3, then we can write
K =
⊕
∈Nr ;∈Nn
∈{0;1}r ;7∈{0;1}n
k:xy ⊗ xy7 (9)
and the di6erential d is given by formula
d(xy ⊗ xy7)
=
r∑
i=1
(/1(; ; ; 7; i) x+[i]y ⊗ x−[i]y7 + /′1(; ; ; 7; i) xy−[i] ⊗ x−[i]y7)
+
r∑
j=1
(/2(; ; ; 7; j) xy+[ j] ⊗ xy7−[ j] + /′2(; ; ; 7; j) x−[ j]y ⊗ xy7−[ j])
+
n∑
j=r+1
/2(; ; ; 7; j) xy+[ j] ⊗ xy7−[ j] (10)
with the following coe7cients:
for all 16 i6 r,
/1(; ; ; 7; i) = 51(i)
(∏
k¡i
kk; i
)(
n∏
k=1
−kk; i
)(
r∏
k=i+1
kk; i
)
×
(
1−
(
r∏
k=1
k+ki; k
)(
n∏
k=1
−(k+7k )i; k
))
if i = 1
and
/1(; ; ; 7; i) = 0 otherwise; (11)
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for all 16 i6 r,
/′1(; ; ; 7; i) =−51(i)i
(∏
k¡i
kk; i
)(
n∏
k=i+1
−kk; i
)
if i = 1
and
/′1(; ; ; 7; i) = 0 otherwise; (12)
with 51(i) = (−1)
∑
k¡i k .
For all 16 j6 n,
/2(; ; ; 7; j) = 52(j)
∏
k¡j
7kk; j
( r∏
k=1
−kk; j
) n∏
k=j+1
kk; j

×
(
1−
(
r∏
k=1
−(k+k )j; k
)(
n∏
k=1
k+7kj; k
))
if 7j = 1 (13)
and
/2(; ; ; 7; j) = 0 otherwise;
and for all 16 j6 r,
/′2(; ; ; 7; j) = 52(j)j
 n∏
k=j+1
7kj;k
∏
k¡j
−kj; k
 if 7j = 1
and
/′2(; ; ; 7; j) = 0 otherwise; (14)
with 52(j) = (−1)||+
∑
k¡j 7k .
Proposition 1.7.3. The Hochschild homology of Sn;r(k) is equal to the homology of
the complex described above:
H H∗(Sn;r(k)) = H∗(K; d):
Proof. Proposition 1.7.1 and Lemma 1.7.2 allow us to apply Proposition 1.5.3 to the
algebra Sn;r(k).
Corollary 1.7.4. The Hochschild homology of Sn;r(k) is zero in degree greater than
n+ r.
Proof. By de3nition K∗ = 0 for all ∗¿n+ r.
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2. Reduction of the complex K
We show in this section that the quantum Koszul complex (K; d)—de3ned by (9)
and (10)—contains a subcomplex (KC; d) such that the quotient complex K=KC is
acyclic. As a result, the complexes K and KC have the same homology.
2.1. Graduation of K
De3ne the total degree of a monomial in K to be
deg(xy ⊗ xy7) = (+ ;  + 7)∈Nr+n:
For all 1∈Nr+n, let us denote by K1 the homogeneous subspace of K of total degree
1. One can see that the di6erential d does not respect this graduation of K . In general
we have the following result.
Lemma 2.1.1. d(K1) ⊂ K1 ⊕
⊕r
i=1 K1−[i]−[r+i].
Proof. This comes directly from formula (10).
Let us denote by (˜k; i)16k; i6n+r the elements of the matrix Q() de3ned in (7), i.e.
˜k; i = Q()k; i. According to the notation introduced in Proposition 1.6.1 we give the
following de3nition.
Denition 2.1.2. Let C be the subset of Nr+n de3ned by
C = C(Q()) =
{
1∈Nr+n | ∀i; 1i = 0 or
r+n∏
k=1
˜1kk; i = 1
}
:
Lemma 2.1.3. (1) The set C consists of the elements 1∈Nr+n such that:
• for all i6 r, one has ∏r+nk=1 ˜1kk; i = 1 or 1i = 1i+r = 0,
• for all i¿ 2r + 1, one has ∏r+nk=1 ˜1kk; i = 1 or 1i = 0.
(2) If 1= (+ ;  + 7)∈C, then /1(; ; ; 7; i) = /2(; ; ; 7; j) = 0 for all i; j.
Proof. (1) This follows from the fact that for all i6 r and for all 16 k6 r+ n, one
has ˜k; i = (˜k; i+r)−1.
(2) This is a direct consequence of the de3nition of C and of formulas (11) and
(13).
Then one de3nes the following subspaces of K :
KC =
⊕
1∈C
K1; K ′C =
⊕
1 	∈C
K1:
Lemma 2.1.4. The diEerential d satis7es d(KC) ⊂ KC .
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Proof. Let 1∈C, and let xy ⊗ xy7 be a monomial of degree 1. Then, by (2) in
Lemma 2.1.3 one has /1(; ; ; 7; i) = 0 and /2(; ; ; 7; j) = 0 for all i; j. The other
terms in d(xy ⊗ xy7) are in degree 1 − [i] − [r + i] if i = 1 or 7i = 1, and one
checks easily that they still belong to C.
Let us denote by d the restriction of the di6erential to KC , and by (K; d) the quotient
complex. The short exact sequence
0 −→ KC –−→K p−→K −→ 0;
where – and p are the canonical applications, induces the long homological exact
sequence (see, for instance, [26, Theorem 1.3.1]):
· · · → H∗+1(K)→ H∗(KC)→ H∗(K)→ H∗(K)→ · · · : (15)
We will show that the quotient complex (K; d) is acyclic, which implies that—thanks
to the long exact sequence (15)—the complexes (K; d) and (KC; d) have the same
homology.
2.2. Acyclicity of (K; d)
We show now that the graded complex of K for a particular 3ltration is acyclic. The
k-vector space K is isomorphic to K ′C , so let us de3ne an N-3ltration F of (K; d) by
Ft(K) =
⊕
||+||+||+|7|6t
(+;+7)	∈C
k:xy  ⊗ xy 7 for all t ∈N:
It follows from the de3nitions and from formula (10) that this de3nes a 3ltration for
the complex K . Let K˜ = gr(K) be the associated graded complex, and d˜ = gr(d) its
di6erential. Let us set x˜y˜  ⊗ x˜y˜ 7 = gr(xy  ⊗ xy 7), then one has clearly
K˜ =
⊕
(+;+7)	∈C
k:x˜y˜  ⊗ x˜y˜ 7;
d˜(x˜y˜  ⊗ x˜y˜ 7) =
r∑
i=1
/1(; ; ; 7; i) x˜+[i]y˜  ⊗ x˜−[i]y˜ 7
+
n∑
j=1
/2(; ; ; 7; j) x˜y˜ +[ j] ⊗ x˜y˜ 7−[ j]: (16)
Let us now introduce an Nr+n-graduation of the space K˜ setting for a multi-integer
1∈Nr+n \ C,
K˜1 =
⊕
(+;+7)=1
k:x˜y˜  ⊗ x˜y˜ 7;
so that
K˜ =
⊕
1	∈C
K˜1:
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Formula (16) shows that the di6erential d˜ respects this graduation, and (K˜1; d˜) is a
subcomplex of K˜ .
Lemma 2.2.1. Each one of the homogeneous components (K˜1; d˜) is acyclic.
Proof. Indeed, let V = kr+n, and let (K(SQ()V ); dQ()) be the complex associated to
the symmetric algebra SQ()V in Section 1.6, with the matrix Q = Q(). Then for all
1 ∈ C the complex (K˜1; d˜1) is isomorphic to the homogeneous part of degree 1 of the
complex (K(SQ()V ); dQ()). Moreover, by De3nition 2.1.2 one has C=C(Q()), and
we conclude thanks to Proposition 1.6.1.
Corollary 2.2.2. The complexes (K; d) and (KC; d) have the same homology.
Proof. It results from the previous lemma that the complex (K˜ ; d˜)=gr(K; d) is acyclic.
Since the 3ltration F is growing, exhaustive and lowerly bounded, the complex (K; d)
is acyclic (this result is classical in homological algebra and can be proven by induction
on the 3ltration degree of an element in K). The long sequence (15) gives for all ∗∈N
a short exact sequence
0→ H∗(KC)→ H∗(K)→ 0;
which concludes the proof.
2.3. Homology of Sn;r(k)
By construction, the small complex (KC; d) is given by
KC =
⊕
(+;+7)∈C
k:xy ⊗ xy7; (17)
d(xy ⊗ xy7) =
r∑
i=1
/′1(; ; ; 7; i) x
y−[i] ⊗ x−[i]y7
+
r∑
j=1
/′2(; ; ; 7; j) x
−[ j]y ⊗ xy7−[ j]: (18)
Let us state the main result of this section, which will allow us in the following sections
to perform e6ective computations.
Theorem 2.3.1. Let r; n be two integers such that r6 n, and ∈Mn(k∗) a multiplica-
tively skew-symmetric matrix. Then the Hochschild homology of the algebra Sn;r(k)
de7ned in 1.1 is equal to the homology of the small complex (KC; d) described by
Eqs. (17) and (18), where the set C is de7ned in 2.1.2.
Proof. This results directly from Proposition 1.7.3 and Corollary 2.2.2.
We use now the complex (KC; d) to compute the Hochschild homology of the al-
gebras Sn;r(k) in some particular cases: the “semi-classical” case, the “free” case and
the “minimal mixed” case (r = 1; n= 2).
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3. Application to the semi-classical case (n = r)
We consider in this section the algebra Sn;n(k) de3ned in 1.1, with r = n. As
we already pointed out in 1.3.3 it is a particular case of a quantum Weyl algebra
A(1);n (k) which is an algebra of twisted di6erential operators on the a7ne quantum
space parametrized by . We now show that in this situation the homology of the
complex KC is the same as the homology of the classical Weyl algebra.
3.1. The classical Weyl algebra An(k)
The Weyl algebra An(k) is generated by 2n generators p1; : : : ; pn; q1; : : : ; qn under-
going the relations:
[pi; pj] = [qi; qj] = [pi; qj] = 0 for i = j; [pi; qi] = 1:
It is a particular case of the algebra Sn;n(k) with all the i; j’s equal to 1. Proposition
1.7.3 thus applies, and the complex (K; d) described in Section 1.7 calculates the
Hochschild homology of An(k). In this case, this complex is denoted by (KW ; dW ) and
becomes
KW =
⊕
;∈Nn
;7∈{0;1}n
pq ⊗ pq7:
dW (pq ⊗ pq7) =
∑
i=1
51(i)(−i)pq−[i] ⊗ p−[i]q7
+
∑
7j=1
52(j)(−j)p−[ j]q ⊗ pq7−[ j]: (19)
This show that the complex (KW ; dW ) is exactly the usual Koszul complex of the
Weyl algebra An(k). Finally, recall that the Hochschild homology of the Weyl algebra
is given by (see, for instance, [17,20,24])
HH∗(An(k)) = 0 if ∗ = 2n;
HH2n(An(k)) = k:
3.2. A link between the complexes KC and KW
We de3ne a linear map f from KC to KW by
f(xy ⊗ xy7) = R(; ; ; 7)pq ⊗ pq7; (20)
where
R(; ; ; 7) =
∏
i; i=0
∏
k¡i
−1k; i
∏
k¿i
kk; i
×
 ∏
j; 7j=0
∏
k¿j
−1j; k
∏
k¡j
kj; k
∈ k∗: (21)
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Proposition 3.2.1. The map f : (KC; d)→ (KW ; dW ) is a morphism of complexes.
Proof. The proposition follows as we can show that for all (; ) ∈ Nr+n and (; 7) ∈
{0; 1}r+n such that (+ ;  + 7) ∈ C, one has
f ◦ d(xy ⊗ xy7) = dW ◦ f(xy ⊗ xy7): (22)
Formulas (20), (19) and (18) allow us to calculate
f ◦ d(xy ⊗ xy7)
=
n∑
i=1
/′1(; ; ; 7; i)R(;  − [i]; − [i]; 7)pq−[i] ⊗ p−[i]q7
+
n∑
j=1
/′2(; ; ; 7; j)R(− [j]; ; ; 7− [j])p−[ j]q ⊗ pq7−[ j]:
Moreover, one has
dW ◦ f(xy ⊗ xy7) =
∑
i=1
R(; ; ; 7)51(i)(−i)pq−[i] ⊗ p−[i]q7
+
∑
7j=1
R(; ; ; 7)52(j)(−j)p−[ j]q ⊗ pq7−[ j]:
Eq. (22) is true if and only if for all i such that i = 1 one has
/′1(; ; ; 7; i)R(;  − [i]; − [i]; 7) = R(; ; ; 7)51(i)(−i)
and for all j such that 7j = 1:
/′2(; ; ; 7; j)R(− [j]; ; ; 7− [j]) = R(; ; ; 7)52(j)(−j):
This follows obviously from formulas (12), (14) and (21).
Let g be the linear map from KW to KC de3ned by
g(pq ⊗ pq7) = R(; ; ; 7)−1xy ⊗ xy7 if (+ ;  + 7) ∈ C
and
g(pq ⊗ pq7) = 0 otherwise:
One shows that g is a morphism of complexes in a similar way as for f.
Proposition 3.2.2. In the following diagram, f and g are two morphisms of complexes
such that g ◦ f = IdKC :
(KC; d)
f

g
(KW ; dW ):
In particular there exists a linear injection from H∗(KC) to H∗(KW ).
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Proof. Since f and g are morphisms of di6erential complexes, they induce linear
applications H (f) and H (g) on homologies. Moreover, by functoriality it follows from
g ◦ f = IdKC that H (g) ◦ H (f) = IdH (KC). Thus H (f) is the announced injection.
Corollary 3.2.3.
H∗(KC; d) = 0 if ∗ = 2n;
H2n(KC; d) = k:
Proof. The homology of the Weyl algebra An(k) is trivial except in degree 2n, where
it is equal to k (as follows from the facts recalled at the end of Section 3.1). From
Proposition 3.2.2 it is enough to show that (KC; d) has nonzero homology in degree 2n.
It is clear that the multi-integer 1o = (1; : : : ; 1) belongs to C. Consider the monomial
1 ⊗ x1  · · ·yn: its degree is 1o, its di6erential degree is equal to 2n, and d(1 ⊗
x1  · · ·yn) = 0. The form of the complex (KC; d) implies that
H2n(KC) = Ker d2n=Im d2n+1 = Ker d2n:
This kernel contains at least 1 ⊗ x1  · · ·yn, so it is not reduced to 0, and this
concludes the proof.
3.3. Homology of the semi-classical algebras Sn;n(k)
Here is the main result of this section.
Theorem 3.3.1. Let n¿ 1 be an integer, and ∈Mn(k∗) a multiplicatively skew-
symmetric matrix. Then the Hochschild homology of the algebra Sn;n(k) de7ned in
1.1 with r = n is given by
HH∗(Sn;n(k)) = 0 if ∗ = 2n;
HH2n(Sn;n(k)) = k:
Proof. This follows obviously from Theorem 2.3.1 and Corollary 3.2.3.
4. Application to the free case
This section is devoted to the following situation. Let (i; j)16i¡j6n be a family in
k∗ generating a free abelian group of maximal rank n(n − 1)=2. As an example, this
hypothesis is considered by Artamonov to de3ne the “general quantum functions” in
[3].
Remark. If n = 2, then 1;2 is the only parameter to consider. Thus, in this case the
“free” hypothesis is equivalent to claim that 1;2 is not a root of unity in k∗.
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For a 3xed r6 n, consider the algebra Sn;r(k) de3ned in 1.1 from the matrix  =
(i; j)∈ Mn(k∗), where j; i = −1i; j for j¿ i and i; i = 1. This matrix is multiplicatively
skew-symmetric by construction. One de3nes then the matrix Q() in accordance with
formula (7). In addition, for r¿ 1, let r be the matrix extracted from  by taking the
3rst r lines and r columns, so that r=(i; j)16i; j6r is multiplicatively skew-symmetric
of size r. According to the constructions made in the previous section, write
Q(r) =
(
r −1r
−1r r
)
with the conventions of Section 2.1. Then one de3nes the subset Cr=C(Q(r)) of N2r
on the lines of De3nition 2.1.2. Then call (KCr ; dr) the small complex which calculates
the Hochschild homology of Srr; r (k) by Theorem 2.3.1. If r=0, set S0;0 =KC0 = k and
d0 = 0.
4.1. Graduation of the complex KC
The de3nition of C leads in the free case to the following characterization.
Lemma 4.1.1. Assume the i; j’s generate a free abelian group of maximal rank. Then
the set C = C(Q()) de7ned in 2.1.2 for the matrix  introduced above is the set
made of the 1∈Nr+n satisfying the two following assertions:
(1) for all i6 r, one of the two following statements is true:
• either for all k = i, one has 1k − 1k+r = 0 if k6 r and 1k = 0 if k ¿ 2r,
• or 1i = 1i+r = 0;
(2) for all i¿ 2r + 1, one of the two following statements is true:
• either for all k = i, one has 1k − 1k+r = 0 if k6 r and 1k = 0 if k ¿ 2r,
• or 1i = 0.
Proof. Since the i; j’s are independent in k∗, the exponent of each i; j in the equalities
appearing in Lemma 2.1.3 is zero.
Let us de3ne the purely quantum degree of a monomial xy ⊗ xy7 as the multi-
integer (r+1 +7r+1; : : : ; n+7n) ∈ Nn−r . The following result does not depend on the
assumption that the i; j’s are free, we present it here since it will allow us to calculate
the homology of Sn;r(k).
Lemma 4.1.2. The purely quantum degree de7nes an Nn−r-graduation of the complex
KC . For all &∈Nn−r , let us denote by KC;& the homogeneous subspace of KC in purely
quantum degree &. Then KC;& is a subcomplex of KC , and
KC =
⊕
&∈Nn−r
KC;& and H∗(KC) =
⊕
&∈Nn−r
H∗(KC;&):
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Proof. With the de3nition of the purely quantum degree given above, formula (18)
shows that the di6erential d respects this graduation. The proof follows immedi-
ately.
Now we show that in the free case, the homology of Sn;r(k) can be easily calculated
thanks to the particular form of the set C given by Lemma 4.1.1.
4.2. Homology of KC;& for &= (0; : : : ; 0)
Let KC; (0) denote the complex KC;& for &= (0; : : : ; 0).
Proposition 4.2.1. As a diEerential complex KC; (0) is isomorphic to the complex KCr
associated to the algebra Srr; r (k).
Proof. Assume r¿ 1. For any 1∈Nn such that 12r+1 = · · · = 1r+n = 0, one has by
Lemma 4.1.1, 1∈C if and only if (11; : : : ; 12r)∈Cr . Thus, by the de3nition of the
Nn−r-graduation of the complex KC given above, the k-vector spaces KC; (0) and KCr are
isomorphic. Therefore, Eq. (18) shows that this isomorphism respects the corresponding
di6erentials. In the case where r = 0 the proof is obvious.
Corollary 4.2.2. The homology of KC; (0) is
HH∗(KC; (0)) = 0 if ∗ = 2r;
HH2r(KC; (0)) = k:
Proof. This comes directly from the previous proposition and Corollary 3.2.3.
4.3. Homology of KC;& for & = (0; : : : ; 0)
Lemma 4.1.1 allows us to state the following property for the set C.
Lemma 4.3.1. With the hypothesis of Lemma 4.1.1, set 1 = (11; : : : ; 1n)∈C. Let us
assume there exists an index i¿ 2r such that 1i = 0. Then 1= 1i[i].
Proof. Let i¿ 2r be such that 1i = 0, then 1∈C satis3es assertions (1) and (2) of
Lemma 4.1.1. Thus, for any index k6 r one has 1k = 1r+k = 0, and for any index
k ¿ 2r distinct from i one has 1k = 0.
Corollary 4.3.2. Set &∈Nn−r \ {(0; : : : ; 0)}, and let KC;& be the subcomplex of purely
quantum degree &. Then, under the previous hypothesis, the only two possibilities for
KC;& are:
• either KC;& = 0,
• or there exists p∈N∗ and i¿ 2r such that &=p:[i− 2r]. In this case d& =0, and
H∗(KC;&; d&) = KC;& = k:y
p
i ⊗ 1⊕ k:yp−1i ⊗ yi:
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Proof. Let us assume KC;& = 0, and let xy ⊗ xy7 be a monomial in KC;&. Then
the total degree 1= (+ ; + ) of this monomial satis3es the hypothesis of Lemma
4.3.1, so that there exists i¿ 2r and p= 1i = 0 such that 1=p[i]. One deduces from
this the form of & and KC;&. Eq. (18) shows then that the di6erential d is zero on the
homogeneous component KC;&.
4.4. Homology of the algebras Sn;r(k) in the free case
Theorem 4.4.1. Let (i; j)16i¡j6n be a family of elements in k∗ generating a free
abelian group of rank n(n− 1)=2. Let r6 n be an integer, and let = (i; j) be the
multiplicatively skew-symmetric matrix de7ned by j; i = −1i; j and i; i = 1. Then the
Hochschild homology of the algebra Sn;r(k) de7ned in 1.1 is given by
1st case: r = 0.
HH0(Sn;0(k)) = k ⊕
n⊕
i=1
yik[yi]⊗ 1;
HH1(Sn;0(k)) =
n⊕
i=1
k[yi]⊗ yi;
HH∗(Sn;0(k)) = 0 if ∗¿ 2;
2nd case: r¿ 1.
HH0(Sn;r(k)) =
n⊕
i=r+1
yik[yi]⊗ 1;
HH1(Sn;r(k)) =
n⊕
i=r+1
k[yi]⊗ yi;
HH2r(Sn;r(k)) = k;
HH∗(Sn;r(k)) = 0 if ∗ ∈ {0; 1; 2r}:
Proof. By Theorem 2.3.1 and Lemma 4.1.2 the Hochschild homology of Sn;r(k) is
the direct sum of the homologies of the complexes KC;&. Corollary 4.3.2 shows that if
& = (0; : : : ; 0) then the complex KC;& is nontrivial if and only if &=p:[i], with p∈N∗,
and i¿ 2r. In this case, this corollary shows that the homology of KC;& is
H0(KC;&) = k:y
p
i ⊗ 1; H1(KC;&) = k:yp−1i ⊗ yi; H∗(KC;&) = 0 if ∗¿ 2:
This, added to Corollary 4.2.2, concludes the proof.
Remarks. • In the case r = n, the homologies are null in degree 0 and 1, so one
recognizes the results concerning the semi-classical case given in Theorem 3.3.1.
• In the case r=0, the algebra Sn;0(k) is an a7ne quantum space, and the result is
a particular case of Corollary 6.2 in [25].
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5. Application to the minimal mixed case (n = 2; r = 1)
The case (n = 2; r = 1) is the smallest “mixed” case one can build. Set z for y2,
and  for 2;1, so that A= S2;1(k) is generated by x,y,z with the relations
xy − yx = 1; xz = zx; yz = −1zy:
One calls this algebra the minimal mixed algebra. It can be easily checked that the
center of this algebra is k if  is not a root of unity, and k[zn] if  is of order n in
k∗ (see [23]).
By construction, the complex (KC; d) is de3ned by
KC =
⊕
+∈C
x1y2z3 ⊗ x1 ∧ y2 ∧ z3 ;
d(x1y2z3 ⊗ x1 ∧ y2 ∧ z3 ) =/′1x1y2−1z3 ⊗ y2 ∧ z3
+/′2x
1−1y2z3 ⊗ x1 ∧ z3
with /′1 and /
′
2 de3ned in (12) and (14). So the space (KC)∗ is zero when ∗¿ 3, and
there is no homology in degree greater than 3.
The case where  is not a root of unity is a particular case of the free case considered
in the previous section. So we only consider here the case where  is of order n in
k∗ for an integer n¿ 1. Notice that if n= 1 then = 1 and A= A1(k)⊗ k[z].
5.1. Homology in degree 3
Let us compute H3(KC) = Ker d3=Im d3 = Ker d3, since (KC)4 = 0. In degree 3 the
complex (KC)3 is
(KC)3 =
⊕
3+1=2−1=1
k:x1y2z3 ⊗ x ∧ y ∧ z
and the di6erential in degree 3 is given by
d3(x1y2z3 ⊗ x ∧ y ∧ z) =−2x1y2−1z3 ⊗ y ∧ z
−1x1−1y2z3 ⊗ x ∧ z: (23)
Proposition 5.1.1. Assume  is of order n in k∗, then
H3(KC) =
⊕
s¿1
k:zsn−1 ⊗ x ∧ y ∧ z:
Therefore, H3(KC) is a module of in7nite dimension over k, and of dimension 1 over
the center of A.
Proof. Since the monomials form a PBW basis, we deduce from formula (23) that
Ker d3 =
⊕
3+1=1
k:z3 ⊗ x ∧ y ∧ z;
which concludes the proof.
L. Richard / Journal of Pure and Applied Algebra 187 (2004) 255–294 277
5.2. Homology in degree 2
In degree 2 the complex (KC)2 is
(KC)2 =
⊕
3+1=2−1+1=1
k:x1y2z3 ⊗ y ∧ z
⊕
⊕
3+1=2−1−1=1
k:x1y2z3 ⊗ x ∧ z
⊕
⊕
{
3=1
3=0 or 2−1=1
k:x1y2z3 ⊗ x ∧ y;
and the di6erential is given by
d2(x1y2z3 ⊗ y ∧ z) = 1x1−1y2z3 ⊗ z; (24)
d2(x1y2z3 ⊗ x ∧ z) =−2x1y2−1z3 ⊗ z; (25)
d2(x1y2z3 ⊗ x ∧ y) =−2x1y2−1z3 ⊗ y − 1x1−1y2z3 ⊗ x: (26)
Let X ∈Ker d2,
X =
∑
ax1y2z3 ⊗ y ∧ z +
∑
bx1y2z3 ⊗ x ∧ z +
∑
cx1y2z3 ⊗ x ∧ y
with a, b and c in k for all , , . From d2(X ) = 0 we have the two following
relations:
• c = 0 whenever 1 + 2¿ 1;
• −(1 + 1)a1+1;2 ;3 + (2 + 1)b1 ;2+1;3 = 0 for all ∈N3.
Remark. By formula (23) the image of d3 is included in the direct sum of k-vector
spaces A⊗ x ∧ z ⊕ A⊗ y ∧ z.
Proposition 5.2.1. Assume  is of order n in k∗, then
H2(KC) =
⊕
s¿0
k:zsn ⊗ x ∧ y:
Therefore, H2(KC) is a module of in7nite dimension over k, and of dimension 1 over
the center of A.
Proof. It is enough to show that in X , the term
X1 =
∑
ax1y2z3 ⊗ y ∧ z +
∑
bx1y2z3 ⊗ x ∧ z
belongs to the image of d2. De3ne
d =−(2)−1a1 ;2−1;3 for all 2¿ 1 and 1¿ 0;
d =−(1)−1a1−1;2 ;3 for 2 = 0 and 1¿ 1:
Then Y1 =
∑
d:x1y2z3 ⊗ x ∧ y ∧ z ∈ (KC)3, and one easily checks that d3(Y1) =
X1.
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5.3. Homology in degree 1
In degree 1 the complex (KC)1 is
(KC)1 =
⊕
∈C1
k:x1y2z3 ⊗ z
⊕
⊕
∈C2
k:x1y2z3 ⊗ y
⊕
⊕
∈C3
k:x1y2z3 ⊗ x
with:
• C1 ={∈N3 | [3+1 =1 or 1 =2 =0]; and 2−1 =1}; that is C1 ={∈N3 | [3 ≡
−1(n) or 1 = 2 = 0]; and 2 − 1 ≡ 0(n)};
• C2 = {∈N3 | 3 = 1; and [2−1+1 = 1 or 3 = 0]}, that is C2 = {∈N3 | 3 ≡
0(n); and [2 − 1 ≡ −1(n) or 3 = 0]};
• C3 = {∈N3 | 3 = 1; and [3 = 0 or 2−1−1 = 1]}, that is C3 = {∈N3 | 3 ≡
0(n); and [3 = 0 or 2 − 1 ≡ 1(n)]}.
The di6erential in degree 1 is
d1(x1y2z3 ⊗ z) = 0;
d1(x1y2z3 ⊗ y) = 1x1−1y2z3 ⊗ 1;
d1(x1y2z3 ⊗ x) =−2x1y2−1z3 ⊗ 1:
Let X ∈Ker d1,
X =
∑
ax1y2z3 ⊗ z +
∑
bx1y2z3 ⊗ y +
∑
cx1y2z3 ⊗ x
with a, b and c in k for all , , . Then d1(X ) = 0 implies
(1 + 1)b1+1;2 ;3 − (2 + 1)c1 ;2+1;3 = 0 for all ∈N3:
Proposition 5.3.1. Assume  is of order n in k∗, then
H1(KC) =
⊕
s¿0
⊕
06t6n−2
k:zsn+t ⊗ z:
Therefore, H1(KC) is a module of in7nite dimension over k if  = 1, and of dimension
n− 1 over the center of A.
Proof. Let us 3rst show that X1=
∑
bx1y2z3⊗y+
∑
cx1y2z3⊗x is in the image
of d2. Like in the previous proposition, set d =−−11 c1−1;2 ;3 for 1¿ 1, and d =
−−12 b0; 2−1;3 for 1=0 and 2¿ 1. Then formula (26) shows that d2(
∑
dx1y2z3⊗
x ∧ y) = X1.
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The remaining of the proof is devoted to considerations on the image by d2 of
polynomials spanned by monomials x1y2z3 ⊗ y ∧ z and x1y2z3 ⊗ x ∧ z. Eqs. (24)
and (25) give
d2
(∑
ex1y2z3 ⊗ y ∧ z +
∑
fx1y2z3 ⊗ x ∧ z
)
=
∑
(1ex1−1y2z3 ⊗ z) +
∑
(−2fx1y2−1z3 ⊗ z):
To appear in this polynomial, a monomial x1y2z3 ⊗ z in KC , i.e. satisfying (1; 2;
3 +1)∈C, must also satisfy (1 +1; 2 +1; 3 +1)∈C. Conversely, if (1 +1; 2 +1;
3 + 1)∈C, then
d2(x1+1y2z3 ⊗ y ∧ z) = (1 + 1) x1y2z3 ⊗ z:
Let (1; 2; 3) be a triple such that (1; 2; 3 + 1)∈C. We need to 3nd the necessary
and su7cient condition to have (1+1; 2+1; 3+1) ∈ C. Since 3+1 = 0, necessarily
1−2 =1, and 1+1−(2+1) =1. Otherwise, either 3+1 =1, or 1 =2 =0. If 3+1 =1
then (1 +1; 2 +1; 3 +1)∈C. Thus, the only possibility is 1 =2 =0 and 3+1 = 1,
and this concludes the proof.
5.4. Homology in degree 0
We must compute H0(KC) = Ker d0=Im d1 = Coker d1.
Proposition 5.4.1. Assume  is of order n in k∗, then
H0(KC) =
⊕
s¿0
⊕
16t6n−1
k:zsn+t ⊗ 1:
Therefore, H0(KC) is a module of in7nite dimension over k if  = 1, and of dimension
n− 1 over the center of A.
Proof. Like in the previous proposition, the monomials x1y2z3 ⊗ 1 such that
(1; 2; 3)∈C and (1 + 1; 2 + 1; 3) ∈ C form a basis of H0(KC). Once again this
can only happen if 1 = 2 = 0 and 3 = 1.
5.5. Hochschild homology of the minimal mixed algebra
We now summarize the results of this section.
Theorem 5.5.1. Let  be of order n in k∗, and A = S2;1(k) the k-algebra generated
by x; y; z with the relations
xy − yx = 1; xz = zx; yz = −1zy:
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Then the homology groups of A are:
• HH0(A)=
⊕
s¿0
⊕
16t6n−1 k:z
sn+t⊗1, a module of dimension n−1 over the center
k[zn] of A;
• HH1(A)=
⊕
s¿0
⊕
06t6n−2 k:z
sn+t⊗ z, a module of dimension n−1 over the center
k[zn] of A;
• HH2(A)=
⊕
s¿0 k:z
sn⊗ x∧y, a module of dimension 1 over the center k[zn] of A;
• HH3(A) =
⊕
s¿1 k:z
sn−1 ⊗ x ∧ y ∧ z, a module of dimension 1 over the center k[zn]
of A;
• HH∗(A) = 0 if ∗¿ 4.
Proof. We pointed out at the beginning of the section that there is no homology in
degree greater than 3. We apply then the results of Propositions 5.1.1, 5.2.1, 5.3.1, and
5.4.1.
Remark. In the case where  = 1, that is n = 1, the algebra A is the tensor product
of A1(k) by k[z], and we recognize the Hochschild homology given by the KNunneth
formula.
For the purposes of comparison, we give also the results for  not a root of
unity.
Theorem 5.5.2. Let ∈ k∗ not a root of unity, and A=S2;1(k) the k-algebra generated
by x; y; z with the relations
xy − yx = 1; xz = zx; yz = −1zy:
Then the homology groups of A are:
• HH0(A) =
⊕
s¿1 k:z
s ⊗ 1;
• HH1(A) =
⊕
s¿0 k:z
s ⊗ z;
• HH2(A) = k:1⊗ x ∧ y;
• HH∗(A) = 0 if ∗¿ 3.
Proof. As we pointed out at the beginning of the section, this case corresponds to the
free case. So we apply Theorem 4.4.1 with r = 1 and n= 2.
Remarks. • Theorems 5.5.1 and 5.5.2 show that in the minimal mixed case the ho-
mology depends on the parameter . On the contrary, Theorem 3.3.1 shows that in the
semi-classical case (n= r) the homology is independent of the matrix  of parameters.
• The algebra A shown in this section is a “generalized Weyl algebra” in the sense
of Bavula (see [4]), but not one of the type studied in [8] by Farinati, Solotar and
Suarez-Alvarez. Indeed, these authors study in the mentioned paper GWA algebras ob-
tained by extension from the polynomial algebra k[h] with commuting relations de3ned
by the automorphism h 
→ h+a which is a translation. The algebra A we consider here
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is obtained from k[h; z] with an automorphism  which is both a translation h 
→ h+1
and a product by a scalar z 
→ z.
6. Generalities on duality for the algebras Sn;r(k)
In order to show in the next section a result of duality for the semi-classical algebras,
we present in this section the links between the Hochschild homology and cohomology
of an algebra Sn;r(k). In this view, we describe the complex calculating the cohomology
of Sn;r(k) coming from the resolution given in Proposition 1.5.2, and we make explicit
some isomorphisms of complexes.
6.1. Hochschild cohomology of the algebras Sn;r(k)
Let us recall some notations. Let  be a multiplicatively skew-symmetric matrix of
size n, and let us de3ne Sn;r(k) in accordance with 1.1. By Proposition 1.7.1, S

n;r(k)
is a quantum enveloping algebra UQ(V; f), where V is a k-vector space with basis
(x1; : : : ; xr ; y1; : : : ; yn), the matrix Q = Q() = (˜i; j)16i; j6n+r is
Q() =
(
r −1r;n
−1n; r 
)
introduced in Section 2.1, and f is the linear form of V ⊗ V taking values 1 for
xi ⊗ yi;−1 for yi ⊗ xi and 0 for the other basis elements. Set U = Sn;r(k) =UQ(V; f).
The family (x11 ∧ · · ·y7nn )∈{0;1}r ; 7∈{0;1}n is a basis of the vector space QV de3ned
in Section 1.5. Let us call v1; : : : ; vn+r the generators of V , writing vi= xi for i6 r and
vi = yi−r for i¿ r + 1. Then for all ∗∈N one has
∗QV =
⊕
i1¡···¡i∗
k:vi1 ∧ · · · ∧ vi∗ :
At last, if {i1; : : : ; i∗} is a family of indices such that 16 i1 ¡ · · ·¡i∗6 r + n; set
{jt}16t6n+r−∗= {is}16s6∗ the complementary set of indices such that 16 j1 ¡ · · ·¡
jn+r−∗6 n+ r and {is} ∪ {jt}= {1; : : : ; n+ r}.
From the free resolution U ⊗∗QV ⊗U of U by Ue-modules we deduce a complex
(R∗; t@) which computes the Hochschild cohomology of U . As a k-vector space,
R∗ =HomUe(U ⊗ ∗QV ⊗ U;U )
and the di6erential is the transposed of the di6erential
@ : U ⊗ ∗+1Q V ⊗ U → U ⊗ ∗QV ⊗ U;
that is
t@ : R∗ → R∗+1;
’ 
→ ’ ◦ @:
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Proposition 6.1.1. Let r; n be two integers such that r6 n, let  be a multiplicatively
skew-symmetric matrix of size n, and Sn;r(k) the algebra de7ned in 1.1. Then
HH∗(Sn;r(k)) = H
∗(R; t@):
Proof. This is the de3nition of the cohomology coming from the resolution given in
Proposition 1.5.2.
Corollary 6.1.2. The modules of the Hochschild cohomology of Sn;r(k) are all trivial
in degree greater than n+ r.
Proof. All the vector spaces R∗ are reduced to 0 for ∗¿n+ r.
There exists a sequence of natural isomorphisms of k-vector spaces from HomUe(U⊗
∗QV ⊗ U;U ) to U ⊗ n+r−∗Q V mapping successively the space HomUe(U ⊗ ∗QV ⊗
U;U ) on Homk(∗QV; U ), then mapping Homk(
∗
QV; U ) on U ⊗ (∗QV )′, and mapping
U ⊗ (∗QV )′ on U ⊗n+r−∗Q V . In order to know su7cient conditions to have a duality
between the Hochschild homology and cohomology of U , we study the conditions
under which these isomorphisms of k-vector spaces become isomorphisms of di6erential
complexes.
6.2. Conjugate diEerential structures
Just as we passed from Propositions 1.5.2 to 1.5.3, the following general result
will allow us to transport the di6erential structures of HomUe(U ⊗ ∗QV ⊗ U;U ) and
U ⊗ n+r−∗V on Homk(∗QV; U ) and U ⊗ (∗QV )′, respectively, in order to compare
them.
Lemma 6.2.1 (Conjugation lemma). Let (C∗; d) be a k-diEerential complex, and M∗
a graded k-vector space, such that there exists an isomorphism A of graded vector
spaces of degree 0, with source C∗ and goal M∗. Then the map d˜=A◦d◦A−1 is such
that d˜2 =0, and (M∗; d˜) is a diEerential complex. The map A is then an isomorphism
of complexes, and one has
H∗(C; d) = H∗(M; d˜):
Proof. It is enough to check that by construction A is an isomorphism of com-
plexes.
Let us apply this result to the complex (R∗; t@) above and to the complex (K∗; d)
described at the end of Section 1.7 by formulas (9)–(14).
There is an isomorphism A1;∗ from HomUe(U ⊗∗V ⊗U;U ) onto Homk(∗QV; U )
de3ned for all ’∈HomUe(U ⊗ ∗V ⊗ U;U ) by
A1;∗(’)(vi1 ∧ · · · ∧ vi∗) = ’(1⊗ vi1 ∧ · · · ∧ vi∗ ⊗ 1):
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Then one computes the conjugate D = A1;∗+1 ◦ t@ ◦ A−11;∗ of t@ by A1. Set
L∗ =Homk(∗QV; U );
then one has
D : L∗ → L∗+1;
’ 
→ D(’);
where D(’) is de3ned by
D(’)(vi1 ∧ · · · ∧ vi∗+1)
=
∗+1∑
k=1
(−1)k−1
((∏
s¡k
˜is;ik
)
vik’(vi1 ∧ · · · vˆik · · · ∧ vi∗+1)
−
(∏
s¿k
˜ik ;is
)
’(vi1 ∧ · · · vˆik · · · ∧ vi∗+1)vik
)
: (27)
Proposition 6.2.2. The complex (R∗; t@) of Proposition 6.1.1 and the complex (L∗; D)
above are isomorphic.
Proof. This follows from the de3nition of (L∗; D) and the conjugation Lemma 6.2.1.
It follows that the diagram below commutes
From now we will use the complex (L∗; D) to calculate the Hochschild cohomology of
the algebra Sn;r(k). In particular this complex will allow us to compute the cohomology
of the minimal mixed algebra in Section 8.
Now we prove a similar result for the complex (K∗; d) de3ned in 1.7, the homology
of which is the Hochschild homology of U . Recall that K∗ = U ⊗ ∗QV as a vector
space and that the di6erential d is given by formula (10).
Lemma 6.2.3. The canonical map  ∗: ∗QV ⊗ n+r−∗Q V → k ⊗ v1 ∧ · · · ∧ vn+r de7ned
by  ∗(vi1 ∧ · · · ∧ vi∗ ⊗ vj1 ∧ · · · ∧ vjn+r−∗) = vi1 ∧ · · · ∧ vi∗ ∧ vj1 ∧ · · · ∧ vjn+r−∗ induces an
isomorphism  ∗ : n+r−∗Q V → (∗QV )′ de7ned by
 ∗(vj1 ∧ · · · ∧ vjn+r−∗) =  (:⊗ vj1 ∧ · · · ∧ vjn+r−∗):
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Proof. In fact  ∗ is just the linear map sending the element vj1 ∧ · · · ∧ vjn+r−∗ on
0∗(i1; : : : ; i∗)(vi1 ∧ · · · ∧ vi∗)′ where {i1; : : : ; i∗} is the complementary ∗-uple of
{j1; : : : ; jn+r−∗} and 0∗(i1; : : : ; i∗)∈ k∗ is de3ned by
0∗(i1; : : : ; i∗)
=
∏
k¡i∗ ; k 	∈{is}
(−˜i∗ ;k)
∏
k¡i∗−1 ; k 	∈{is}
(−˜i∗−1 ;k) · · ·
∏
k¡i1|k 	∈{is}
(−˜i1 ;k): (28)
Hence, this linear map sends a basis of n+r−∗Q V on the basis of (
∗
QV )
′ which is the
dual basis of the {vi1 ∧ · · · ∧ vi∗}i1¡···¡i∗ .
The isomorphism  ∗ induces an isomorphism A2;∗ = id⊗  ∗ of U ⊗n+r−∗Q V onto
U ⊗ (∗QV )′. But U ⊗n+r−∗Q V =Kn+r−∗, and one thus de3nes a di6erential E on the
complex U ⊗ (QV )′, such that the following diagram commutes:
The di6erential E is exactly A2;∗+1◦d◦A−12;∗. For all i1 ¡ · · ·¡ i∗, let {j1; : : : ; jn+r−∗}=
{i1; : : : ; i∗} be the complementary set. Then
E(a⊗ (vi1 ∧ · · · ∧ vi∗)′)
=0−1∗ (i1; : : : ; i∗)
n+r−∗∑
k=1
(−1)k−1
((∏
s¡k
˜js;jk
)
avjk −
(∏
s¿k
˜jk ;js
)
vjk a
)
⊗0∗+1(i1; : : : ; jk ; : : : ; i∗)(vi1 ∧ · · · vjk · · · ∧ vi∗)′: (29)
Proposition 6.2.4. The homology of the above complex (U ⊗ (∗QV )′; E) is
H∗(U ⊗ (QV )′) = HHn+r−∗(U ):
Proof. By the de3nition of E and Lemma 6.2.1 one has for all ∗∈N the following
equality: H∗(U ⊗ (∗QV )′; E) = Hn+r−∗(K∗; d). Proposition 1.7.3 concludes the proof.
6.3. Links between homology and cohomology for the algebras Sn;r(k)
We transported the di6erential complex structures of (K∗; d) and (R∗; t@) on the
graded vector spaces Hom(∗QV; U ) and U ⊗ (∗QV )′. Once again there is a natural
linear isomorphism between these two spaces; we use it to compare the two di6erential
complex structures.
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Let A3;∗ be the isomorphism from U ⊗ (∗QV )′ onto Hom(∗QV; U ) de3ned by
A3;∗(a⊗ ’)(vi1 ∧ · · · ∧ vi∗) = ’(vi1 ∧ · · · ∧ vi∗)a: (30)
Then consider the diagram below:
Hom(∗QV; U )
D−−−−−→ Hom(∗+1Q V; U )
A3;∗
  A3;∗+1
U ⊗ (∗QV )′ E−−−−−→ U ⊗ (∗+1Q V )′
In principle this diagram does not commute, so we precise the values taken by A3;∗+1◦E
and D ◦ A3;∗.
Lemma 6.3.1. Let a∈U , and 16 i1 ¡ · · ·¡i∗6 n+ r.
Let {ji; : : : ; jn+r−∗}= {is} be the complementary set.
Then A3;∗+1 ◦E(a⊗(vi1 ∧· · ·∧vi∗)′) is the linear map which sends the basis element
v1 ∧ · · · ∧ v∗+1 ∈∗+1Q V on
n+r−∗∑
k=1
(−1)k−1(!1(1; : : : ; ∗+1; k)avjk − !2(1; : : : ; ∗+1; k)vjk a)
with
!1(1; : : : ; ∗+1; k) =0−1∗ (i1; : : : ; i∗)0∗+1(i1; : : : ; jk ; : : : ; i∗)
×
∏
s¡k
˜js;jk if (1; : : : ; ∗+1) = (i1; : : : ; jk ; : : : ; i∗); (31)
!1(1; : : : ; ∗+1; k) = 0 otherwise;
and
!2(1; : : : ; ∗+1; k) =0−1∗ (i1; : : : ; i∗)0∗+1(i1; : : : ; jk ; : : : ; i∗)
×
∏
s¿k
˜jk ;js if (1; : : : ; ∗+1) = (i1; : : : ; jk ; : : : ; i∗); (32)
!2(1; : : : ; ∗+1; k) = 0 otherwise:
Proof. Formulas (29) and (30) allow us to compute the image of the element v1 ∧
· · · ∧ v∗+1 ∈∗+1Q V by the map A3;∗+1 ◦ E(a⊗ (vi1 ∧ · · · ∧ vi∗)′). This image is:
0−1∗ (i1; : : : ; i∗)
n+r−∗∑
k=1
(−1)k−10∗+1(i1; : : : ; jk ; : : : ; i∗)
×(vi1 ∧ · · · vjk · · · ∧ vi∗)′(v1 ∧ · · · ∧ v∗+1)
(∏
s¡k
˜js;jk avjk −
∏
s¿k
˜jk ;js vjk a
)
and this concludes the proof.
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Lemma 6.3.2. Let a∈U , and 16 i1 ¡ · · ·¡i∗6 n+ r.
Let {j1; : : : ; jn+r−∗}= {is} be the complementary set.
Then D ◦A3;∗(a⊗ (vi1 ∧ · · · ∧ vi∗)′) is the linear map which sends the basis element
v1 ∧ · · · ∧ v∗+1 ∈∗+1Q V on:
n+r−∗∑
k=1
(−1)k−1(!′1(1; : : : ; ∗+1; k)avjk − !′2(1; : : : ; ∗+1; k)vjk a) (33)
with
!′1 = (−1)∗+1!1;
!′2 = (−1)∗+1
(
n+r∏
t=1
˜jk ;t
)
!2:
Proof. Formulas (27) and (30) allow us to compute the image of the element v1 ∧
· · · ∧ v∗+1 ∈∗+1V by the map D ◦ A3;∗(a⊗ (vi1 ∧ · · · ∧ vi∗)′). This image is
∗+1∑
t=1
(−1)t−1
((∏
s¡t
˜s;t
)
vt (vi1 ∧ · · · ∧ vi∗)′(v1 ∧ · · · vˆt · · · ∧ v∗+1)a
−
(∏
s¿t
˜t ;s
)
(vi1 ∧ · · · ∧ vi∗)′(v1 ∧ · · · vˆt · · · ∧ v∗+1)avt
)
: (34)
First point out that (vi1 ∧ · · · ∧ vi∗)′(v1 ∧ · · · vˆt · · · ∧ v∗+1) is nonzero if and only if
there exists k such that t = jk and (1; : : : ; ˆt ; : : : ; ∗+1)= (i1; : : : ; i∗). In this case t− 1
is equal to the number |is ¡ jk | of indices is lower than jk . Then formula (34) is the
same as (33) with coe7cients
!′1(1; : : : ; ∗+1; k) = (−1)k(−1)|is¡jk |
∏
is¿jk
˜jk ;is if (1; : : : ; ∗+1)
= (i1; : : : ; jk ; : : : ; i∗);
!′1(1; : : : ; ∗+1; k) = 0 otherwise;
and
!′2(1; : : : ; ∗+1; k) = (−1)k(−1)|is¡jk |
∏
is¡jk
˜is;jk if (1; : : : ; ∗+1)
= (i1; : : : ; jk ; : : : ; i∗);
!′2(1; : : : ; ∗+1; k) = 0 otherwise
formula (28) gives rise to
0∗+1(i1; : : : ; jk ; : : : ; i∗) =0∗(i1; : : : ; i∗)
∏
is¿jk
(−˜is;jk )−1
∏
t¡jk ; t 	∈{is}
(−˜jk ;t):
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Thanks to formula above we simplify expression (31) for !1 and we obtain : !1 =
!′1 × (−1)∗+1. Similarly we simplify expression (32) for !2 and we obtain !′2 =
(−1)∗+1(∏n+rt=1 ˜jk ;t)!2.
7. Duality in the semi-classical case
In the semi-classical case, the conjugate of E by A3 is equal to D up to a sign.
The duality follows from this. Let us take again the notations of Section 3. One gives
oneself a positive integer n, and a multiplicatively skew-symmetric matrix  of size
n. Thanks to the results of the previous section we compare the modules of homology
and cohomology of Sn;n(k) in degree ∗ and 2n− ∗.
7.1. Application of Section 6 to the semi-classical case
Theorem 7.1.1. Let n¿ 1 be an integer and ∈Mn(k∗) a multiplicatively skew-
symmetric matrix. Then the Hochschild homology and cohomology of the algebra
Sn;n(k) de7ned in 1.1 with r = n satisfy
HH∗(Sn;n(k)) = HH
2n−∗(Sn;n(k)):
Proof. From Propositions 6.2.2 and 6.2.4, one has
HH2n−∗(Sn;n(k)) = H
∗(U ⊗ (QV )′; E) and HH∗(Sn;n(k)) = H∗(L; D):
In the semi-classical case (n= r), formula (7) shows that for all 16 t6 n the terms
i; t and −1i; t appear both once in
∏2n
i=1 ˜i; t . Then, Lemma 6.3.2 implies D∗ =
(−1)∗+1A3;∗+1 ◦ E∗ ◦ A−13;∗. So the conjugation by A3 induces a k-linear isomorphism
between the spaces
H∗(U ⊗ (∗QV )′; E) = Ker E∗=ImE∗−1
and
H∗(L; D) = KerD∗=ImD∗−1;
which concludes the proof.
In homology the phrase “duality” means results of the type: “the algebra A satis3es
HH∗(A) =HHd−∗(A) for some integer d”. Let us interpret the previous results within
this framework.
7.2. Duality and global dimension
7.2.1.
In many classical cases the global dimension appears as a duality index. We saw
in 1.3.3 that Sn;n(k) is a particular case of algebra A
q;
n (k) where q = (q1; : : : ; qn)
contains only 1’s. Thus, one can apply Theorem 3.8 of [9] which implies that the global
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dimension of the algebra Sn;n(k) is n. The algebra (S

n;n(k))
e = Sn;n(k)⊗ (Sn;n(k))op is
still a semi-classical algebra, namely S˜2n;2n(k) with the multiplicatively skew-symmetric
diagonal matrix in blocks ˜=diag(; t). Thus it has global dimension 2n, and if we
denote by d this global dimension, Theorem 7.1.1 can be written HH∗(Sn;n(k)) =
HHd−∗(Sn;n(k)).
7.2.2.
In the case n¿r there is no hope to have a similar result for a general algebra
Sn;r(k). Indeed in the free case and for n¿r the complex of Proposition 1.5.2 provides
a free resolution of (Sn;r(k))
e-modules of length n + r. Thus, the global dimension d
of (Sn;r(k))
e is at least n + r. In addition, when the coe7cients i; j are independent
one can show that Z(Sn;r(k)) = k (see [23]), that is HH
0(Sn;r(k)) = k, while for all
d¿ n+ r ¿ 2r it follows from Theorem 4.4.1 that HHd(Sn;r(k))=0. Thus, in this case
there is no duality with the global dimension of (Sn;r(k))
e as an index.
7.2.3.
Proposition 8.2.1 below gives an example for which the duality is never satis3ed,
even for an index other than the global dimension of (Sn;r(k))
e.
8. Cohomology of the minimal mixed algebra: a counterexample to duality
We recall the notations of Section 5. Set V the k-vector space with basis (x; y; z).
In this section, A= S2;1(k) is the algebra generated by x; y; z with the relations
xy − yx = 1; xz = zx; yz = −1zy: (35)
The matrices associated to A are
=
(
1 −1
 1
)
and Q = Q() =

1 1 
1 1 −1
−1  1
 :
If  = 1 then the duality is proven thanks to the KNunneth formula and the PoincarLe
duality for A1 and k[z]. Hence from now we assume  = 1.
8.1. Calculating HH 0(A) and HH 1(A)
The relations between the generators of A give rise to the following property:
Lemma 8.1.1. For any triple (1; 2; 3)∈N3 one has the following relations:
• [x; x1y2z3 ] = (1− −3 )x1+1y2z3 + −32x1y2−1z3 ;
• [y; x1y2z3 ] = (1− 3 )x1y2+1z3 − 1x1−1y2z3 ;
• [z; x1y2z3 ] = (−1+2 − 1)x1y2z3+1.
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Proof. The calculus follow directly from relations (35), they are left to the reader.
Then, one has in degree 0 and 1:
R0 = Hom(k; A);
R1 = Hom(V; A):
For ’∈R0, the map D0(’) is de3ned by
D0(’)(x) = x’(1)− ’(1)x;
D0(’)(y) = y’(1)− ’(1)y;
D0(’)(z) = z’(1)− ’(1)z:
Lemma 8.1.2. The cohomology module of A in degree 0 is:
• HH 0(A) = k, if  is not a root of unity;
• HH 0(A) = k[zn], if  is of order n in k∗.
Proof. The k-space HH 0(A) is isomorphic to the center of A which we already
described at the beginning of Section 5.
We now compute the cohomology module in degree 1. Let us recall that
R1 = Hom(V; A);
R2 = Hom(2QV; A):
For ’∈R1, we have
D1(’)(x ∧ y) = x’(y)− ’(y)x − (y’(x)− ’(x)y);
D1(’)(x ∧ z) = x’(z)− ’(z)x − (z’(x)− ’(x)z);
D1(’)(y ∧ z) = y’(z)− −1’(z)y − (−1z’(y)− ’(y)z):
Lemma 8.1.3. The cohomology module in degree 1 of A is
• HH 1(A) = k:z, if  is not a root of unity;
• HH 1(A) = z:k[zn], if  is of order n in k∗.
Proof. We must calculate HH 1(A) = KerD1=ImD0. Let ’∈KerD1, and ’(x) =∑
ax1y2z3 ; ’(y) =
∑
bx1y2z3 , and ’(z) =
∑
cx1y2z3 , with a, b and c
in k for all ; ; . Then ’∈ Ker D1 if and only if the relations below are true in A:∑
b(1− −3 ) x1+1y2z3 +
∑
b−3 2x1y2−1z3
=
∑
a(1− −3 ) x1y2+1z3 −
∑
a1x1−1y2z3 ; (36)
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c(1− 1−3 ) x1+1y2z3 +
∑
c1−3 2x1y2−1z3
=
∑
a(1−1+2 − 1) x1y2z3+1; (37)∑
c(1− −1+3 ) x1y2+1z3 −
∑
c1x1−1y2z3
=
∑
b(−1−1+2 − 1) x1y2z3+1: (38)
For all X ∈A let D0(1 
→ X ) denote the image by D0 of the linear map ’X ∈R1 =
Hom(V; A) de3ned by ’X (1) = X . All the elements of Im(D0) are maps D0(1 
→ X )
with X ∈A, and we have
D0(1 
→ X )(x) = xX − Xx;
D0(1 
→ X )(y) = yX − Xy;
D0(1 
→ X )(z) = zX − Xz:
In the following we reduce the expression of ’ modulo Im(D0) down to
’(x) = ’(y) = 0; ’(z) =
∑
3−1=1
c3z
3 :
Then thanks to Lemma 8.1.1 we can conclude that the linear maps de3ned by
’(x) = ’(y) = 0; ’(z) = z3 with 3−1 = 1
form a basis of HH 1(A), from which the result will follow.
First step: Let us identify the terms of degree 0 in z in Eq. (37):∑
c1 ;2 ;0 (1− 1)x1+1y2 +
∑
c1 ;2 ;0 
12x1y2−1 = 0:
For all 2¿ 0 and for all 1¿ 1 one has
c1−1;2 ;0(1− ) + c1 ;2+1;0(2 + 1)= 0:
Since  = 1 and ’(z) is a polynomial, we show by decreasing induction on 1, with
n= 1 − 2 ∈Z 3xed, that all the terms c∗;∗;0 are zero. So
’(z) =
∑
3¿1
cx1y2z3 :
Second step: For all 3¿ 1 and n= 2− 1 ∈Z such that n =1, the coe7cients of
x1+1y2z3 in (37) are
c(1− 1−3 ) + c1+1;2+1;3 1−3 (2 + 1) = a1+1;2 ;3−1 (1−1−1+2 − 1):
Since 2−1 = 1, the second term of this equality is zero. There are two possible
cases:
• if 1−3 = 1, then a decreasing induction similar to the previous one shows that
c = 0 for all 1; 2 such that 2 − 1 = n;
• if 1−3 = 1, then a direct computation shows that c =0 for all 1; 2¿ 1 such that
2 − 1 = n.
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Third step: Let us replace ’ by ’− D0(1 
→ X1) with
X1 =
∑
1 ;2 ;3 ;
3¿1;1−2 	=1
(−2+1 − 1)−1 cx1y2z3−1:
This does not change the cohomology class of ’, and then
’(z) =
∑
3¿1;1−2=1
cx1y2z3 :
That is, taking into account the previous step
’(z) =
∑
3−1=1
c3z
3 :
Fourth step: The left term in (37) is now zero. Hence, for all 1; 2 such that
1−1+2 = 1, we have a = 0. So
’(x) =
∑
1−1+2=1
ax1y2z3 :
Let us replace ’ by ’− D0(1 
→ X2) with
X2 =
∑
1 ;2 ;3 ;
1−1+2=1;−3=1
(2 + 1)−1 ax1y2+1z3 :
This changes neither the cohomology class of ’ nor its value in z as follows from
Lemma 8.1.1, which shows that
’(x) =
∑
1−1+2=1;−3 	=1
ax1y2z3 :
Fifth step: Fix 3 such that −3 = 1 and n∈Z such that n=1. Let X (n) be the part
of ’(x) spanned by monomials x1y2z3 such that 2 = 1 + n− 1. It is a polynomial
of the following type:
X (n) =
pn∑
1=0
ax1y1+n−1z3 :
Let us replace ’ by ’− D0(1 
→ X n;pn3 ) with
X n;pn3 = (1− −3 )−1 apn;pn+n−1;3xpn−1 ypn+n−1z3 :
This changes neither the cohomology class of ’ nor its value in z as follows from
Lemma 8.1.1. In addition the only change in ’(x) is X (n), and we made strictly
decrease its degree. So by decreasing induction on this degree, for all n∈Z such that
n = 1, we reduce ’(x) to
’(x) =
∑
1+2=1;−3 	=1
ay2z3 :
Sixth step: We deduce from Eq. (38), the left hand term of which is zero, that any
monomial x1y2 z3 appearing in ’(y) satis3es −1−1+2 = 1.
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We study now Eq. (36). Fix 3 such that 3 = 1. The coe7cient of the monomial
x1y2 z3 satis3es
b1 ;2+1;3 (2 + 1) = 0:
So b1 ;2 ;3 = 0 whenever 2¿ 1. Thus ’(y) =
∑
b1 ;2 ;0x
1y2 +
∑
3 	=0 Y (3), with
Y (3) =
∑
−1−1=1
b1 ;0;3x
1z3 :
Then de3ne
X (3)4 =
∑
−1−1=1
b1 ;0;3 (1 + 1)
−1x1+1z3
and replace ’ by ’ − D0(1 
→ X (3)4 ). This changes neither the cohomology class of
’, nor its value in z nor its value in x as follows from Lemma 8.1.1, which shows as
well that [y; X (3)4 ] = Y (3). Repeating this argument for all 3 such that 
3 = 1, we
get
’(y) =
∑
−1−1+2=1;−3 	=1
bx1y2z3 :
Seventh step: Let 3 be such that −3 = 1. Fix n∈Z such that n=1, and let 1¿ 0,
2¿ 1 be such that 2 = n+ 1 + 1. Now we identify the coe7cients of x1+1y2z3 in
(36):
b1 ;2 ;3 (1− −3 ) + b1+1;2+1;3 −3 (2 + 1)
= a1+1;2−1;3 (1− −3 )− a1+2;2 ;3 (1 + 2):
Thanks to the 3fth step the right-hand term in this equality is zero. Once again a
decreasing induction on 1 shows that b1 ;2 ;3 = 0 for all 2¿ 1. So
’(y) =
∑
−1−1=1;−3 	=1
bx1z3 :
Eighth step: Relation (36) becomes∑
−1−1=1;−3 	=1
bx1+1z3 =
∑
1+2=1;−3 	=1
ay2+1z3 ;
so any a or b is zero, and 3nally ’(x) = ’(y) = 0.
So we boil down to the announced form for ’, and the family (’k)k∈N; 1−k=1 of
linear maps de3ned by
’k(x) = ’k(y) = 0; ’k(z) = zk
spans Ker D1 modulo Im D0. One checks, from Lemma 8.1.1 and the k-independence
of the zk in A, that these maps are free modulo Im D0.
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8.2. Application to the duality for the homology of A
We can now state the following result.
Proposition 8.2.1. Set ∈ k∗ not a root of unity. Let A be the algebra generated over
k by x; y; z with the relations
xy = yx + 1; xz = zx; yz = −1zy:
Then there exists no integer d such that for all ∗:
HH∗(A) = HHd−∗(A):
Proof. We showed in Lemmas 8.1.2 and 8.1.3 that HH 0(A)=HH 1(A)=k. If A would
satisfy a duality relation HH∗(A) = HHd−∗(A) with some integer d, we should have
HHd(A) = HHd−1(A) = k, which is impossible by Theorem 5.5.2.
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