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The concept of valuated matroids was introduced by Dress and Wenzel as a
quantitative extension of the base exchange axiom for matroids. This paper gives
several sets of cryptomorphically equivalent axioms of valuated matroids in terms
of R ∪ −∞-valued vectors deﬁned on the circuits of the underlying matroid,
where R is a totally ordered additive group. The dual of a valuated matroid is
characterized by an orthogonality of R∪ −∞-valued vectors on circuits. Minty’s
characterization for matroids by the painting property is generalized for valuated
matroids. © 2001 Academic Press
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1. INTRODUCTION
Matroids are one of the most widely studied combinatorial objects. There
are many cryptomorphically equivalent axioms of a matroid in terms of
bases, independent sets, circuits, rank functions, and so on (see [23, 28,
29], and see [29] for the terminology of cryptomorphism). The concept of
matroids has been extended in two different directions: oriented matroids,
introduced independently by Bland and Las Vergnas [4] and Folkman and
Lawrence [11] (see also [2]), and valuated matroids, introduced by Dress
and Wenzel [7, 10] (see also [22]).
Oriented matroids have cryptomorphically equivalent axioms in terms of
bases, circuits, vectors, etc. In particular, circuit (or vector) families play an
important role in optimization on oriented matroids. The linear program-
ming problem and the linear complementarity problem are abstracted on
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oriented matroids [3, 25, 26] and algorithms (e.g., [3, 12, 24, 26]), for those
problems rely on the properties of circuit families.
Valuated matroids afford another nice combinatorial framework for opti-
mization. Variations of greedy algorithms for maximizing a matroid valu-
ation on the bases have been proposed [1, 6, 7, 15]. Valuated matroids
are characterized by a kind of greedy algorithm [7] and by the maximiz-
ers of a valuation [18]. The matroid intersection problem [5] is extended
to valuated matroids [16, 17, 20] (see [22] for engineering applications).
Moreover, these results on valuated matroids have been extended to dis-
crete convex functions [18, 21]. Those previous studies focus mainly on
valuations on the base family (i.e., the exchange property in base axioms of
valuated matroids), although valuated matroids have other cryptomorphi-
cally equivalent axioms in terms of hyperplane and circuit functions [9] and
independent sets [19].
The main objective of this paper is to investigate “circuits” of valuated
matroids with the hope of laying the foundation for a novel framework
of optimization on valuated matroids. We give circuit axioms and vector
axioms in terms of R ∪ −∞-valued vectors which are called chain-
groups in [27], where R is a totally ordered additive group (typically R = R
(reals), Q (rationals), or Z (integers)). We also discuss the duality of valu-
ated matroids by referring to the “orthogonality” of circuits or vectors.
Before introducing our axioms of a valuated matroid, we brieﬂy explain
base and circuit axioms of a matroid. Let V be a ﬁnite set, and denote
by 2V the family of all of the subsets of V .
The base family of a matroid on V is a family  ⊆ 2V such that
(MB1)  
= ,
(MBX) for B1 B2 ∈  and u ∈ B1−B2, there exists v ∈ B2 −B1 such
that B1 − u+ v ∈  and B2 − v + u ∈ ,
where B1 −B2 denotes the difference set v  v ∈ B1 v 
∈ B2 and B1 − u+
v is a shorthand notation of B1 − u ∪ v. We denote the matroid as
M = V. By (MBX), every base has the same cardinality, which is called
the rank of M. (MB1) and (MBX) are called base axioms of a matroid. In
particular, (MBX) is called the (simultaneous) exchange property.
A minimal subset of V not belonging to any base of M is called a circuit
of M. The family  of circuits of M satisﬁes the following properties, which
are called circuit axioms of a matroid:
(MC1)  
∈ ,
(MC2) if C1 
= C2 ∈  then C1 
⊆ C2,
(MCE) for C1 C2 ∈ , u ∈ C1 ∩ C2 and v ∈ C1 − C2, there exists
C3 ∈  such that v ∈ C3 ⊆ C1 ∪ C2 − u.
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(MCE) is called the elimination property. Conversely, if  ⊆ 2V satisﬁes
(MC1), (MC2), and (MCE), then the family  of maximal subsets not con-
taining any element of  forms the base family of a matroid. Furthermore,
this construction establishes a one-to-one correspondence between the base
families and the circuit families of matroids on V .
Valuated matroids are deﬁned as follows. Given a function ω  2V →
R ∪ −∞, we deﬁne  by
 = B ∈ 2V  ωB 
= −∞	 (1)
A valuated matroid is deﬁned in [7, 10] as a pair Vω of a ﬁnite set V and
a function ω  2V → R ∪ −∞ such that
(VB1)  
= ,
(VBX) for B1 B2 ∈  and u ∈ B1 −B2, there exists v ∈ B2 −B1 such
that B1 − u+ v B2 − v + u ∈  and
ωB1 +ωB2 ≤ ωB1 − u+ v +ωB2 − v + u	 (2)
We call (VB1) and (VBX) base axioms of a valuated matroid and denote
a valuated matroid as Vω. In particular, we call (VBX) the exchange
property, which is a quantitative generalization of (MBX) in two ways. First,
(VBX) guarantees that  induced from ω by (1) is the base family of
a matroid, and hence, ω can be regarded as a valuation on the matroid
M = V. Second, every matroid M = V has a trivial valuation ω
deﬁned by
ωB =
{
0 if B ∈ 
−∞ otherwise. (3)
Following Dress and Wenzel [9], we deﬁne a valuation on the circuit
family  of a matroid on V as a set  of R ∪ −∞-valued vectors such
that  = , where for any vector X = Xi  i ∈ V  ∈ R ∪ −∞V , its
support X is deﬁned by X = i ∈ V  Xi 
= −∞ and  = X  X ∈ .
The elimination property (MCE) of a matroid is generalized to
(VCE) For XY ∈  and u v ∈ V with Xu = Yu 
= −∞ and Xv >
Yv , there exists Z ∈  such that Zu = −∞ Zv = Xv and Z ≤ maxXY .
In the case of a trivial valuation, an element of  can be regarded as a
0−∞-valued vector, and therefore, Xv > Yv and Z ≤ maxXY  in
(VCE) reduce, respectively, to v ∈ X − Y and Z ⊆ X ∪ Y  − v. Hence
(VCE) is identical with (MCE) for the trivial valuation. It is empha-
sized that we can select an element of X ∩ Y as v with Xv > Yv in the
general case.
(VBX) and (VCE) are “global” properties in the sense that they refer
to any two bases and circuits, respectively. Local exchange and elimina-
tion properties are also considered in the literature. For the local exchange
property, the following fact is known.
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FIG. 1. Relationship among global/local exchange and elimination properties.
Theorem 1.1 ([9]; see [22, Theorem 5.2.25]). Let  be the base family
of a matroid. Then a function ω   → R is a valuation if and only if ω
satisﬁes
(VBXloc) For B1 B2 ∈  with B1 − B2 = 2, there exist u ∈ B1 − B2
and v ∈ B2 − B1 satisfying (2).
The elimination property on circuit functions introduced in [9] can be
regarded as the following local elimination property:
(DW) For X1X2X3 ∈  such that D = X1 ∪X2 ∪X3 satisﬁes D =
Xi ∪Xj for i 
= j and rankD = D − 2, there exist αβ ∈ R such that
X3 ≤ maxX1 + α1X2 + β1 and X3i = maxX1i + α X2i + β for
any i with X1i + α 
= X2i + β,
where maxXY  denotes the vector whose ith component is maxXiYi
and 1 denotes the vector of all ones. In this paper, we deal with two
global elimination properties ((VCE) and its variant labeled (VCEw), to
be introduced in Section 3) and three local ones ((VCEloc1), (VCEloc2),
and (VCEloc3), to be introduced in Section 3), and verify the relationship
(essential equivalence) among those global/local exchange and elimination
properties as illustrated in Fig. 1, where arrows mean implications under
certain assumptions.
This paper is organized as follows. Section 2 explains a linear algebraic
motivation of the circuit elimination property. Section 3 states our results:
circuit axioms, vector axioms, and the duality of valuated matroids in terms
of circuits and vectors. Section 4 proves the results.
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2. LINEAR ALGEBRAIC MOTIVATION
A matroid captures combinatorial features of a matrix A = Aij ∈ F 
i ∈ I j ∈ V  over a ﬁeld F , where I and V , respectively, denote the row-set
and the column-set of A. To be speciﬁc,
 = B ⊆ V  detAB 
= 0
is the base family of a matroid. Here AB denotes the submatrix of A
consisting of column indices in B. On the other hand, the family  of the
supports of all elementary vectors of a linear subspace L satisﬁes the circuit
axioms (MC1), (MC2), and (MCE). A vector x = xi  i ∈ V  ∈ L is called
an elementary vector of L if it has a nonempty minimal support, where the
support is deﬁned as the set i ∈ V  xi 
= 0. If L is the kernel of A,  and
 are the base and circuit families of the same matroid.
Suppose that F = Rs, the ﬁeld of rational functions in a variable s
with real coefﬁcients. That is, consider a rational matrix As = Aijs ∈
Rs  i ∈ I j ∈ V  with a variable s, where each component Aijs is
a rational function in s over R. The degree degs f of a rational function
f s = ps/qs expressed by two polynomials ps and qs is deﬁned to
be degs p− degs q. Then the function ω on 2V deﬁned by
ωB = degs detAB (4)
that is, the degree of the determinant of AB as a polynomial in s, is
a valuation of the matroid deﬁned by A as above ([10]; see also [22,
Sect. 5.2.2]). The exchange property (VBX) can be understood as a combi-
natorial abstraction of the Grassmann–Plu¨cker identity with respect to the
degree; see [10] and [22, Remark 2.1.8].
The “circuit family” and “vector family” of a valuated matroid extract
the combinatorial properties of a linear subspace L of RsV with respect
to the degree. Deﬁne  = degs x = degs xi  i ∈ V   x ∈ L, and let 
be a subfamily of  consisting of the degrees of elementary vectors of L,
i.e.,
 = degs x  x : an elementary vector of L	
The circuit axioms and the vector axioms, to be introduced in Section 3, are
satisﬁed by  and  , respectively. In particular, the elimination property
(VCE) is a combinatorial abstraction of the following phenomenon. Take
x y ∈ L and assume that xu = yu = 1. Since L is a subspace, z = x − y
belongs to L. For X = degs x, Y = degs y, and Z = degs z, we have
Xu = Yu 
= −∞ and Zi ≤ maxXiYi for all i ∈ V . A crucial observa-
tion is that if Xv > Yv, then no cancellation occurs in the leading term of
z, and therefore Zv = Xv. This is the content of (VCE). When the sub-
space L is deﬁned as the kernel of a rational matrix As, the valuated
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matroid deﬁned from L in terms of the circuit family  (or vector family
 ) coincides with the valuated matroid determined from As in terms of
the function ω.
By way of a concrete example, let us consider the linear subspace L
deﬁned as the kernel of a polynomial matrix,
A =
[
1 0 s s − 1
1 1 1 1
]
 (5)
with a variable s and column-set V = v1 v2 v3 v4. The degrees of the
elementary vectors of L are given as{ 1 1 0−∞ + α1 1 1−∞ 0 + α1
0−∞ 1 1 + α1 −∞ 0 1 1 + α1 α ∈ Z
}
	 (6)
For two vectors X = 1 1 0−∞ and Y = −1−∞ 0 0 in (6), we
can select v1 ∈ X ∩ Y as v with Xv > Yv in (VCE), and v3 as u with
Xu = Yu 
= −∞. Then Z = 1 1−∞ 0 is a valid choice in (VCE).
Note that X = degs x and Y = degx y for x = −s s − 1 1 0 and
y = 1/s − 2 0 1 −s + 1/s − 2, and Z = degs z for z = x − y =
−s2 + 2s− 1/s− 2 s− 1 0 s− 1/s− 2. Thus (VCE) is an abstrac-
tion of a key combinatorial property of a linear subspace over Rs (more
generally, over a non-archimedian valuated ﬁeld).
Remark 2.1. The circuit family of an oriented matroid captures com-
binatorial properties of a linear subspace L over an ordered ﬁeld. More
precisely, the set
signx = signxi  i ∈ V   x : an elementary vector of L
is a canonical example of the circuit family of an oriented matroid. For
any oriented matroid, the underlying matroid is obtained by ignoring signs.
Conversely, a matroid is said to be orientable if there exists an oriented
matroid associated in this way. We remark that there is a nonorientable
matroid (see [4]), whereas every matroid admits a trivial valuation deﬁned
by (3).
Remark 2.2. A linear weighting yields a valuation in a natural way. Let
p be an R-valued vector. A function ω  2V → R ∪ −∞ deﬁned by
ωB =
{ ∑
i∈B pi if B ∈ 
−∞ otherwise (7)
yields a valuation of a matroid V. It is emphasized, however, that not
every valuation arises from a linear weighting. For instance, the valuation
deﬁned by (4) for the matrix As in (5) cannot be obtained from the linear
weighting (7) by a vector p.
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3. RESULTS
3.1. Axioms of a Valuated Matroid
Cryptomorphically equivalent axioms of a valuated matroid in terms of
bases, circuits, and vectors are given as the main results of this paper.
We ﬁrst derive axioms for circuits from those for bases. Let Vω
be a valuated matroid. For each base B ∈  and v ∈ V − B, we deﬁne
XB v = XB vu  u ∈ V  ∈ R ∪ −∞V by
XB vu = ωB − u+ v −ωB for u ∈ V	 (8)
We remark that if v is a loop of the matroid V then we have
XB vu =
{
0 if u = v
−∞ otherwise.
From ω, we construct a family  = ω→ω of vectors in R ∪ −∞V
by
ω→ω = XB v + α1  B ∈  v ∈ V − B α ∈ R	 (9)
Then XB v coincides with the fundamental circuit CB v relative to B
and v in matroid V, and hence,  = X  X ∈  is the circuit family
of matroid V. Accordingly, we call  = ω→ω deﬁned by (9) the
circuit family of valuated matroid Vω.
We can prove further properties of the circuit family as follows.
Theorem 3.1. Given a valuated matroid Vω, the circuit family  =
ω→ω deﬁned by (9) has the following properties:
(VC1) −∞ 	 	 	 −∞ 
∈  ;
(VC2) if XY ∈  with X 
= Y then X 
⊆ Y ;
(VC3) for X ∈  and α ∈ R, X + α1 ∈  holds;
(VC3e) for XY ∈  with X = Y , there exists β ∈ R such that Y =
X + β1;
(VCEw) for XY ∈  and u v ∈ V with Xu = Yu 
= −∞ and
v ∈ X − Y , there exists Z ∈  such that Zu = −∞ Zv = Xv , and
Z ≤ maxXY ;
(VCE) for XY ∈  and u v ∈ V with Xu = Yu 
= −∞ and
Xv > Yv , there exists Z ∈  such that Zu = −∞ Zv = Xv, and Z ≤
maxXY .
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The properties listed above are quantitative generalizations of the circuit
axioms (MC1), (MC2), and (MCE) of matroids. To see this let us con-
sider the case of a trivial valuation ω deﬁned by (3). In this case, XB v’s
are 0−∞-valued vectors, and (VC3) and (VC3e) together show that a
member X of  can be identiﬁed with its support X. Then (VC2) is iden-
tical with (MC2), and both (VCEw) and (VCE) reduce to the elimination
property (MCE) of matroids, where it is noted that Xv > Yv in (VCE) is
equivalent to v ∈ X − Y in (VCEw) in this case. It is emphasized, how-
ever, that in the general case, we can select an element of X ∩ Y as v with
Xv > Yv in (VCE) (e.g., see the example in (6)). This is a distinctive feature
of valuated matroids.
We adopt properties (VC1), (VC2), (VC3), and (VCE) as circuit axioms
of a valuated matroid. It will be shown in Theorem 3.3 that these axioms
are cryptomorphically equivalent to base axioms (VB1) and (VBX).
Conditions (VCEw) and (VCE) are “global” elimination properties in the
sense that any two circuits can be selected, while the following are “local”
ones containing rank restrictions:
(VCEloc1) for XY ∈  and u v ∈ V such that Xu = Yu 
= −∞,
v ∈ X − Y and rankX ∪ Y  = X ∪ Y  − 2, there exists Z ∈  such that
Zu = −∞ Zv = Xv , and Z ≤ maxXY ;
(VCEloc2) for XY ∈  and u ∈ V such that Xu = Yu 
= −∞ and
rankX ∪ Y  = X ∪ Y  − 2, there exists Z ∈  such that Zu = −∞, Z ≤
maxXY , and Zi = maxXiYi for any i with Xi 
= Yi;
(VCEloc3) for XYZ ∈  such that X, Y and Z are mutually distinct
and rankX ∪ Y ∪ Z = X ∪ Y ∪ Z − 2, there exist αβ ∈ R such that
Z ≤ maxX + α1 Y + β1 and Zi = maxXi + αYi + β for any i with
Xi + α 
= Yi + β.
We remark that (VCEloc3) is a restatement of (DW), by Lemma 4.3. Note
that (VCEw) is a special case of (VCE) and that (VC3e) follows from
(VC2), (VC3), and (VCE). It is also true that (VCE) follows from (VC3e)
and (VCEw), as is stated in the following. Furthermore, the above local
elimination properties are also equivalent to (VCE).
Theorem 3.2. Suppose that  ⊆ R ∪ −∞V satisﬁes (VC1), (VC2),
and (VC3). Then the following statements are equivalent:
(a)  has (VCE).
(b)  has (VC3e) and (VCEw).
(c)  has (VC3e) and (VCEloc1), and  has (MCE).
(d)  has (VC3e) and (VCEloc2), and  has (MCE).
(e)  has (VC3e) and (VCEloc3), and  has (MCE).
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We next consider a construction of a valuation on bases from the circuit
family. Let  be a subset of R∪ −∞V satisfying (VC1), (VC2), (VC3),
and (VCE). Then  is the circuit family of a matroidM, with which the base
family  is associated. We will deﬁne a function ω on . For a ﬁxed base
B0 ∈ , we assign an arbitrary value in R to ωB0. For u ∈ B0 and v ∈ V −
B0 with B = B0−u+ v ∈ , by (VC3) and (VC3e), there is a unique X ∈ 
such that X = CB0 v and Xv = 0. Then we set ωB = ωB0 +Xu. We
determine ωB for any B ∈  in a similar manner from those bases which
are already assigned ω-values. More precisely, consider a graph G with
vertex set , in which two bases B and B′ are adjacent to each other if and
only if B  B′ = 2, where B  B′ denotes the symmetric difference B −
B′ ∪ B′ − B. The graph G is sometimes called the base graph. From
(MBX), G is connected. That is, for any base B, there is a path P from
B0 to B, where we think of P as a sequence B0 B1 	 	 	  Bk = B of bases. For
each base Bi i = 0 1 	 	 	  k−1, let vi = Bi+1−Bi, ui = Bi − Bi+1 and
let Xi be the unique element in  such that Xi = CBi vi and Xivi = 0.
We deﬁne the value ωPB of B along P by
ωPB = ωB0 +
k−1∑
i=0
Xiui 	
In Theorem 3.3, we prove that ωPB is determined independently of the
choice of a path P connecting B0 to B. Thus, we can deﬁne ω by
ωB = ωB0 +
k−1∑
i=0
Xiui for any B ∈  (10)
where B0 B1 	 	 	  Bk = B is a path inG. We denote by →ω the above
construction of a function ω on bases from a family  satisfying (VC1) to
(VCE).
Theorem 3.3. For a family  of vectors in R ∪ −∞V satisfying
(VC1), (VC2), (VC3), and (VCE),
(1) ω = →ω is well deﬁned, i.e., ωB for each B ∈  is uniquely
determined from ωB0 by (10).
(2) ω is a valuation on bases, i.e., ω satisﬁes (VB1) and (VBX).
(3) ω→→ω =  and →ωω→ω = ω+ constant.
We mention that the essential contents of the above theorem have been
derived in [8] in the study of “matroids with coefﬁcients.”
Theorems 3.1 and 3.3 together say that base axioms and circuit axioms
of a valuated matroid are cryptomorphically equivalent. To be more pre-
cise, let # be the set of ω  2V → R ∪ −∞ satisfying (VB1) and
(VBX), and $ be the set of  ⊆ R ∪ −∞V satisfying (VC1), (VC2),
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(VC3), and (VCE). Then we have ω→  # → $ and →ω  $ → #,
where the mapping →ω is dependent on the ﬁxed initial value ωB0.
Theorem 3.3(3) shows that ω→ and →ω establish a bijection between
$ and the equivalence classes of #, in which ω and ω′ are equivalent if
and only if ω = ω′ + α for some constant α ∈ R. Hence we may write a
valuated matroid as Vω, Vω, or V.
We next discuss cryptomorphic equivalence between circuits and vectors
of valuated matroids. Given a valuated matroid V, we deﬁne a family
 = →  by taking componentwise maxima of any ﬁnite collection
of circuits, i.e.,
→  = X  X = maxX1 	 	 	 Xk k ≥ 0Xi ∈  (11)
where −∞ 	 	 	 −∞ = max by convention.
Theorem 3.4. For a family  ⊆ R ∪ −∞V satisfying the circuit
axioms (VC1), (VC2), (VC3), and (VCE) of a valuated matroid,  =
→  deﬁned by (11) has the following properties:
(VV1) −∞ 	 	 	 −∞ ∈  .
(VV2) If XY ∈  , then maxXY  ∈  .
(VV3) For X ∈  and α ∈ R, we have X + α1 ∈  .
(VVE) For XY ∈  and u ∈ V with Xu = Yu 
= −∞, there is Z ∈ 
such that Zu = −∞ Z ≤ maxXY , and Zi = maxXiYi for all i with
Xi 
= Yi.
We call a member of  a vector of the valuated matroid and conditions
(VV1) through (VVE) vector axioms.
For  ⊆ R ∪ −∞V in general, let us deﬁne
Minsupp  = S ∈   S has a nonempty minimal support in  	 (12)
Given a family  of vectors satisfying the vector axioms, we deﬁne →
by
→  =Minsupp 	 (13)
Theorem 3.5. For a family  of vectors satisfying the vector axioms
(VV1), (VV2), (VV3), and (VVE),  = →  deﬁned by (13) sat-
isﬁes the circuit axioms (VC1), (VC2), (VC3), and (VCE).
Theorem 3.6. Let  and  be families of vectors in R ∪ −∞V
satisfying the circuit axioms and the vector axioms, respectively. Then,
→→  =  and → →  =  .
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Theorems 3.4, 3.5, and 3.6 say that the circuit axioms and the vector
axioms are cryptomorphically equivalent. Hence, the base axioms and the
vector axioms are also cryptomorphically equivalent. The correspondence
between valuations on bases and vector families is given by
ω→ = → ◦ω→ and →ω = →ω ◦→ 	
We may write a valuated matroid as a full tuple Vω  or as its
subtuple.
For a function ω  2V → R ∪ −∞ and p ∈ RV , we deﬁne ωp by
ωpB = ωB +∑
i∈B
pi	
For any family  of vectors in R ∪ −∞V and any p ∈ RV , we deﬁne
 p by
 p = X + p  X ∈  	
The relation
ωpB − i+ v −ωpB = ωB − i+ v −ωB + pv − pi
says that if Vω  is a valuated matroid, so is Vωp−p
 −p. In particular,
ω→ωp = −p and ω→ ωp =  −p	 (14)
By (VBX), the maximizers of ω form the base family of some matroid.
We mention in passing a characterization of the maximizers of ω in terms of
circuits of the valuated matroid. For any X = Xi  i ∈ V  ∈ R∪ −∞V ,
let MaxX denote the maximizers of X; that is,
MaxX = i ∈ V  Xi = maxX1 	 	 	 XV 	
Given a set  of vectors in R ∪ −∞V , we deﬁne
Max  = MaxX  X ∈  	
We also deﬁne Minsupp  = S ∈   S is nonempty minimal in   for
a family  of subsets of V with a slight abuse of notation (12).
Theorem 3.7. Let Vω be a valuated matroid. Suppose that 0
denotes the family of maximizers in  with respect to ω, i.e., 0 = B ∈
  ωB = maxB′∈ωB′, and that 0 is the circuit family of matroid
M0 = V0. Then 0 =MinsuppMax.
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3.2. Duality
Given a valuated matroid M = Vω, its dual M∗ = V∗ω∗ is
deﬁned by
∗ = V − B  B ∈  (15)
ω∗B∗ = ωV − B∗ for B∗ ∈ ∗	 (16)
Then the circuit family ∗ and the vector family  ∗ of M∗ are induced
from ω∗ as ∗ = ω→ω∗ and  ∗ = ω→ ω∗, respectively. Hence ∗
and  ∗ are determined from  and  by
∗ = ω→→ω∗ = ω→→ω ∗
 ∗ = ω→ →ω∗ = ω→ →ω ∗	
The objective of this section is to characterize ∗ and  ∗ in terms of the
orthogonality to  and  without referring to the deﬁning relation (16)
between ω and ω∗. We call an element of ∗ a cocircuit of M and that of
 ∗ a covector of M.
For XY ∈ R ∪ −∞V , we say that X and Y are orthogonal to each
other if
MaxX + Y  
= 1 (17)
where we assume that Max−∞ 	 	 	 −∞ = . We write X ⊥ Y if X
and Y are orthogonal. Note that if X ∩ Y =  then MaxX + Y  = ,
and hence, X ⊥ Y . Given a set  of vectors in R ∪ −∞V , let us deﬁne
 ⊥ by
 ⊥ = Y ∈ R ∪ −∞V  X ⊥ Y for all X ∈  	 (18)
Theorem 3.8. For a valuated matroid V  and its dual V∗ ∗,
(1)  ∗ = ⊥ =  ⊥.
(2) ∗ =Minsupp⊥ =Minsupp ⊥.
Theorem 3.8 is a generalization of a well-known statement in matroid
theory: a set ∗ of subsets of V is the set of cocircuits of a matroid M on
V if and only if ∗ consists of the nonempty minimal subsets C∗ of V such
that C ∩ C∗ 
= 1 for every circuit C of M.
Let p be any vector in RV . From (17), XY ∈ R ∪ −∞V are orthog-
onal if and only if X + p ⊥ Y − p. Hence, for any family  of vectors
in R ∪ −∞V ,
 p⊥ =  ⊥−p	
Theorem 3.8 immediately implies the following observation.
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Corollary 3.9. For a valuated matroid V  and p ∈ RV ,
(1)  p∗ =  ∗−p.
(2) p∗ = ∗−p.
Minty’s painting theorem for matroids can be generalized for valuated
matroids. Consider a partition of V into three disjoint subsets GBW
with G = 1. We call such a partition a painting, since we can regard the
partition as a painting on V by green, black, and white. Minty [14] (see also
[28]) proposed a characterization of a matroid via an alternative property.
Theorem 3.10 [14]. Let  and  be two families of subsets of V , each
satisfying (MC1) and (MC2). Then,  and  are the families of circuits and
cocircuits of a matroid if and only if the following conditions hold:
(1) for any C ∈  and D ∈ , it holds that C ∩D 
= 1;
(2) for any painting GBW of V , either
(a) ∃C ∈  such that G ⊆ C ⊆ G ∪ B, or
(b) ∃D ∈  such that G ⊆ D ⊆ G ∪W .
The generalization to a valuated matroid is as follows. We say that a
pair of families  and  of vectors in R ∪ −∞V satisﬁes an alternative
painting property if for any painting of V , either
(a) ∃X ∈  such that G ⊆MaxX ⊆ G ∪ B, or
(b) ∃Y ∈  such that G ⊆MaxY  ⊆ G ∪W .
We obtain two characterizations of valuated matroids by using the alter-
native painting property as below.
Theorem 3.11. Let  and  be two families of vectors in R∪ −∞V ,
each satisfying (VC1), (VC2), (VC3), and (VC3e). Then,  and  are the
families of circuits and cocircuits of a valuated matroid if and only if the
following conditions hold:
(1) for any X ∈  and Y ∈  , it holds that MaxX + Y  
= 1, i.e.,
X ⊥ Y .
(2) the pair of p and −p satisﬁes the alternative painting
property for any p ∈ RV .
Theorem 3.12. Let  be a family of vectors in R ∪ −∞V satisfying
(VC1), (VC2), (VC3), and (VC3e). Then,  is the circuit family of a valuated
matroid if and only if the pair of p and Minsupp⊥−p satisﬁes the
alternative painting property for any p ∈ RV .
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Remark 3.13. We cannot delete (VC3e) from the assumptions in
Theorem 3.12. For example, consider a family  = α αββ  αβ ∈
R of R-valued vectors on V = v1 v2 v3 v4. Obviously,  satisﬁes
(VC1), (VC2), and (VC3) but violates (VC3e). Thus,  is not the cir-
cuit family of any valuated matroid. p, however, satisﬁes the alternative
painting property for all p ∈ RV as below. By the deﬁnition of orthogonal-
ity, we have
0 0−∞−∞ −∞−∞ 0 0 ∈Minsupp⊥	
Given a vector p, let M be a number larger than maxpi − pj  i j =
1 2 3 4. From the symmetry of  , we may assume that v1 is painted by
green (i.e., G = v1) and consider two cases when either v2 ∈ B or v2 ∈ W .
In the ﬁrst case, if p1 ≥ p2 then 0 0−M−M ∈  satisﬁes (a) of the
alternative painting property; otherwise, 0 0−∞−∞ ∈ Minsupp⊥
satisﬁes (b) of the alternative painting property. In the second case, if
p1 > p2 then 0 0−M−M ∈  satisﬁes (a) of the alternative paint-
ing property; otherwise, 0 0−∞−∞ ∈ Minsupp⊥ meets (b) of the
alternative painting property.
4. PROOFS
The proofs of the theorems are given in this section.
4.1. Preliminaries
Let Vω be a valuated matroid. For B ∈  and B′ ⊆ V , we consider
a weighted bipartite graph GBB′ with vertex bipartition B−B′ B′ −B,
edge set u v  u ∈ B−B′ v ∈ B′ −B B− u+ v ∈ , and edge weight
wu v = ωB − u + v − ωB for every edge u v. We call GBB′
the exchangeability graph for BB′. We denote by ωˆBB′ the maximum
weight of a perfect matching in GBB′. The following two lemmas are
known.
Lemma 4.1 (upper-bound lemma [16]; see [22, Lemma 5.2.29]). For B,
B′ ∈  ωB′ ≤ ωB + ωˆBB′.
The following lemmas are also useful in our proofs.
Lemma 4.2. Let Vω be a valuated matroid, let B and B′ be two
distinct bases, and let u be an element of B − B′. If
ωB +ωB′ < max
v∈B′−B
ωB − u+ v +ωB′ − v + u	
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then there are at least two maximizers v ∈ B′ − B. In other words, if the
maximizer is unique, then
ωB +ωB′ = max
v∈B′−B
ωB − u+ v +ωB′ − v + u	
Proof. Let B′ −B = v1 v2 	 	 	, Bi = B− u+ vi, and B′i = B′ − vi + u.
From (VBX) for Bi B
′
i vi, there exists e ∈ B′i −Bi = B′ −B + u− vi such
that
ωBi +ωB′i ≤ ωBi − vi + e +ωB′i − e+ vi
= ωB − u+ e +ωB′ − e+ u	
Without loss of generality, we assume that v1 is a maximizer of
max
v∈B′−B
ωB − u+ v +ωB′ − v + u	
Since ωB + ωB′ < ωB1 + ωB′1, u cannot be e. Hence e = vj for
some j 
= 1, i.e.,
ωB1 +ωB′1 ≤ ωBj +ωB′j	
Since v1 is a maximizer, the above inequality holds as equality, and hence,
vj is also a maximizer.
Lemma 4.3. Let C1, C2, and C3 be distinct circuits of a matroid on V .
(1) The following three conditions are equivalent:
(a) rankC1 ∪ C2 = C1 ∪ C2 − 2.
(b) For any circuit C ⊆ C1 ∪ C2, we have C = C1 or C = C2 or
C1  C2 ⊆ C.
(c) For any u ∈ C1 − C2, there exist a base B and v ∈ C2 − C1
such that C1 = CB u and C2 = CB v.
(2) If rankC1 ∪ C2 < C1 ∪ C2 − 2, there exists a circuit C ⊆ C1 ∪
C2 − u v for any u ∈ C1 − C2 and v ∈ C2 − C1.
(3) If rankC1 ∪ C2 ∪ C3 = C1 ∪ C2 ∪ C3 − 2, then C1 ∪ C2 ∪ C3 =
Ci ∪ Cj for any i j with i 
= j.
Proof. We ﬁrst prove the assertion (1).
(a) ⇒ (c): For any u ∈ C1 − C2, C1 − u is independent. Let I be a
maximal independent set containing C1 − u in C1 ∪ C2 and let B be a base
containing I. Since rankC1 ∪ C2 = C1 ∪ C2 − 2, there exists a unique
element v ∈ C2 − B. Hence C1 = CB u and C2 = CB v.
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(c) ⇒ (b): Let u be any element in C1−C2 and let B and v be a base
and an element of C2 − C1 such that C1 = CB u and C2 = CB v. Let
C be any circuit with C ⊆ C1 ∪C2. Since C is dependent, C contains u or v.
If C contains exactly one of u and v, then C coincides with C1 = CB u or
C2 = CB v. Suppose that C contains both u and v, and that C1C2 
⊆ C.
Let w be any element in C1  C2 − C. Without loss of generality, we
assume w ∈ C1. Obviously, B′ = B − w + u is a base and B′ + v contains
distinct circuits C and C2 both containing v. This is a contradiction. Hence
(b) holds.
(b) ⇒ (a): Let u and v be any elements in C1 − C2 and C2 −
C1, respectively. Obviously, rankC1 ∪ C2 − u v = rankC1 ∪ C2. If
rankC1 ∪ C2 ≤ C1 ∪ C2 − 3, then C1 ∪ C2 − u v is dependent, and
therefore, it contains a circuit C which satisﬁes C 
= C1 C2 and C1  C2 
⊆
C. This argument also shows assertion (2).
We ﬁnally prove (3). Suppose there exists u ∈ C3 − C1 ∪ C2, and put
X = C1 ∪C2 ∪C3 − u. Since rankX = X − 1, X − v is independent for
some v ∈ X, where v ∈ C1 ∩ C2 must hold. The elimination axiom (MCE)
shows that C1 ∪ C2 − v contains a circuit, whereas it is contained in an
independent set X − v. This is a contradiction, and hence, C3 ⊆ C1 ∪ C2.
4.2. Proofs of Theorems 3.1 and 3.2
First we prove Theorem 3.2. We have obvious implications:
• (VCE) ⇒ (VCEw) ⇒ (VCEloc1).
• (VC3) and (VCE) ⇒  has (MCE).
• (VCEloc2) ⇒ (VCEloc1).
We prove the remaining parts of Theorem 3.2 by establishing the following
lemmas.
Lemma 4.4. Conditions (VC2), (VC3), and (VCE) imply (VC3e).
Proof. Suppose that there exist XY ∈  such that X = Y and Y 
=
X + β1 for any β ∈ R. For any u ∈ X, consider β ∈ R with Yu = Xu + β.
The assumption says that there exists v ∈ X with Yv 
= Xv + β. (VC3)
guarantees that X + β1 ∈  , and furthermore, (VCE) for YX + β1 u v
implies that there exists Z ∈  such that  
= Z ⊂
=X. This contradicts
(VC2). Hence, (VC3e) holds.
Lemma 4.5. (VC2), (VC3), (VC3e), and (VCEw) imply (VCE).
Proof. From (VC3), ﬁx XY ∈  and u v ∈ V with Xu = Yu = 0 and
Xv > Yv. If Yv = −∞, then (VCE) follows immediately from (VCEw).
Hence we assume that Yv 
= −∞. We prove (VCE) by induction on
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Y −X. From (VC3e), we have X 
= Y . Furthermore, by (VC2), Y −X ≥
1. In other words, if Y − X = 0 then (VCE) holds. Let v′ be any ele-
ment of Y −X. From (VCEw) for YX u v′, there exists Ẑ ∈  such that
Ẑu = −∞ Ẑv′ = Yv′ , and Ẑ ≤ maxYX. If Ẑv = Xv then Z = Ẑ is a valid
choice in (VCE) for XY u v. Assume that Ẑv < Xv. By applying (VCEw)
for Y Ẑ v′ u, we obtain Ŷ ∈  such that Ŷv′ = −∞ Ŷu = Yu = 0, and
Ŷ ≤ maxY Ẑ ≤ maxXY . In particular, Ŷv ≤ maxYv Ẑv < Xv holds.
Since Ŷ −X < Y −X, the induction hypothesis guarantees the existence
of Z ∈  such that Zu = −∞ Zv = Xv, and Z ≤ maxX Ŷ  ≤ maxXY .
Hence,  has (VCE).
Lemma 4.6. Suppose that  is the circuit family of a matroid. Then
(VC3e) and (VCEloc1) imply (VCEloc2).
Proof. Let X and Y be any elements of  with rankX ∪ Y  = X ∪
Y  − 2 and let u be any element with Xu = Yu 
= −∞. Suppose that v
is any element of X − Y . By (VCEloc1) for XY u v, there exists Z ∈ 
such that Zu = −∞, Zv = Xv, and Z ≤ maxXY . Lemma 4.3 guarantees
that X  Y ⊆ Z because Z 
= XY . Furthermore, we have rankX ∪Z =
rankY ∪ Z = X ∪ Z − 2 = Y ∪ Z − 2.
Claim 1. Yi ≤ maxXiZi. By (VCEloc1) for XZ v u, there exists
W ∈  such that Wv = −∞, Wu = Xu = Yu, and W ≤ maxXZ. Obvi-
ously, W ⊆ X ∪ Y holds. Since Wv = −∞, we have W 
= X and X  Y 
⊆
W . If the claim failed, we would have W 
= Y from Wu = Yu 
= −∞,
Wi ≤ maxXiZi < Yi, and (VC3e). This contradicts (1) of Lemma 4.3.
Claim 2. Xi ≤ maxYiZi. Let w be any element of Y −X. Claim 1
says that Zw = Yw. From (VCEloc1) for YZw u, there exists W ∈  such
that Ww = −∞, Wu = Yu = Xu, and W ≤ maxYZ. The proof of the
claim is similar to that of Claim 1.
Claims 1 and 2 imply that Zi = maxXiYi if Xi 
= Yi, i.e., that Z is a
valid choice in (VCEloc2).
Lemma 4.7. Suppose that  is the circuit family of a matroid. Then
(VC3), (VC3e), and (VCEloc2) imply (VCEloc3).
Proof. Assume that X, Y , and Z satisfy the assumption of (VCEloc3).
Let αˆ and βˆ be the minimum numbers among α and β satisfying
ZX−Y ≤ X + α1X−Y and ZY−X ≤ Y + β1Y−X	
Lemma 4.3 and (VC3) guarantee the existence of these numbers. Let X̂ =
X + αˆ1 and Ŷ = Y + βˆ1. Suppose that Za = X̂a and Zb = Ŷb for a ∈
X − Y and b ∈ Y −X. Lemma 4.3 guarantees that
rankX̂ ∪ Ŷ  = rankX̂ ∪ Z = X̂ ∪ Ŷ  − 2 = X̂ ∪ Z − 2	 (19)
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By (VCEloc2) for X̂Z a, there exists W ∈  such that Wa = −∞, W ≤
maxX̂Z, and Wi = maxX̂i Zi if X̂i 
= Zi. Obviously,
W ⊆ X̂ ∪ Ŷ (20)
holds. Since Wa = −∞, we have
W 
= X̂ and X̂  Ŷ 
⊆ W 	 (21)
Claim 1. ZX−Y = X̂X−Y and ZY−X = ŶY−X . Suppose that there
exists j ∈ X − Y with Zj < X̂j . In this case, Wj = X̂j 
= −∞ holds,
and hence, W 
= Ŷ . However, (19), (20), (21), and this contradict (1)
of Lemma 4.3. Hence we obtain ZX−Y = X̂X−Y . We can similarly prove
that ZY−X = ŶY−X by taking W for Ŷ  Z b instead of one for X̂Z a.
Claim 2. Z ≤ maxX̂ Ŷ . Suppose to the contrary that there exists j
with Zj > maxX̂j Ŷj. Claim 1 says that j ∈ X̂ ∩ Ŷ . In this case, we have
W 
= Y by Wj = Zj > Ŷj , Wb = Ŷb, and (VC3e). However, (19), (20), (21),
and this contradict (1) of Lemma 4.3. Hence, we obtain Z ≤ maxX̂ Ŷ .
Claim 3. X̂j > Ŷj ⇒ Zj = X̂j and Ŷj > X̂j ⇒ Zj = Ŷj. Suppose
that X̂j > Ŷj and Zj < X̂j . In this case, we have that Wj = X̂j > Ŷj
and Wb = Ŷb, which implies that W 
= Ŷ by (VC3e). However, (19), (20),
(21), and this contradict (1) of Lemma 4.3. Hence we prove the ﬁrst impli-
cation. By taking W for Ŷ  Z b, we can also prove the second implication.
Claims 1, 2, and 3 say that αˆ and βˆ are valid choices in (VCEloc3).
Lemma 4.8. Suppose that  is the circuit family of a matroid. Then (VC3)
and (VCEloc3) imply (VCEloc2).
Proof. Let X and Y be any elements of  with rankX ∪ Y  = X ∪
Y  − 2, and let u be an element with Xu = Yu 
= −∞. Since  is the circuit
family, there exists Z ∈  such that Z ⊆ X ∪ Y  − u. By (VC3), we can
assume that Z ≤ maxXY  and Zj = maxXjYj for some j ∈ X ∪ Y .
Obviously, X, Y , and Z satisfy the assumptions of (VCEloc3). Thus, there
exist αβ ∈ R such that
Z ≤ maxX + α1 Y + β1
Zi = maxXi + αYi + β if Xi + α 
= Yi + β	 (22)
We have α = β from Zu = −∞, Xu = Yu 
= −∞, and (22). Since Zj =
maxXjYj, we have α ≥ 0. Furthermore, α = 0 must hold because Z ≤
maxXY  and Zi = Xi + α for any i ∈ X − Y 
= . Hence, Z is a valid
choice in (VCEloc2).
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Lemma 4.9. Suppose that  is the circuit family of a matroid. (VC3),
(VC3e), and (VCEloc2) imply (VCE).
Proof. Let XY be any elements of  and u v elements of V such
that Xu = Yu 
= −∞ and Xv > Yv. We prove (VCE) by induction on
X ∪ Y . (VC3e) implies X 
= Y , and hence, rankX ∪ Y  ≤ X ∪ Y  − 2. If
rankX ∪ Y  = X ∪ Y  − 2, (VCEloc2) immediately implies (VCE). In the
sequel, we assume that rankX ∪ Y  < X ∪ Y  − 2 and that (VCE) holds
for X̂ and Ŷ with X̂ ∪ Ŷ ⊂
=X ∪Y . Let a ∈ X −Y and let b ∈ Y −X. From
Lemma 4.3, there exists W ∈  with a b 
∈ W ⊆ X ∪ Y . In addition, from
(VC3), we assume that W ≤ maxXY  and Wc = maxXcYc for some
c ∈ X ∪ Y . We divide into ﬁve cases.
Case 1. Wv = Xv and Wu = Xu. Since W ∪ Y ⊂
=X ∪ Y , by the induction
hypothesis, there exists Z ∈  such that Zu = −∞ Zv = Wv = Xv, and
Z ≤ maxWY  ≤ maxXY . This Z is valid in (VCE) for XY u v.
Case 2. Wv < Xv and Wu = Xu. Since X ∪W ⊂
=X ∪Y , by the induction
hypothesis, there exists Z ∈  such that Zu = −∞, Zv = Xv, and Z ≤
maxXW  ≤ maxXY . This Z is valid in (VCE) for XY u v.
Case 3. Wu < Xu and c ∈ Y − X. We have Yc = Wc and Yu > Wu.
Then (VCE) for YW c u implies the existence Ŵ ∈  such that Ŵc = −∞,
Ŵu = Yu, and Ŵ ≤ maxYW  ≤ maxXY . Since a c 
∈ Ŵ , we can prove
the assertion from Case 1 or 2.
Case 4. Wu < Xu and c ∈ X − Y . In the same way as Case 3, we can
prove the assertion.
Case 5. Wu < Xu = Yu and c ∈ X ∩ Y . If Wv = Xv, from (VCE) for
XW v u, there exists Ŵ ∈  such that Ŵv = −∞, Ŵu = Xu, and Ŵ ≤
maxXW  ≤ maxXY . In this case, since b v 
∈ Ŵ , we can prove the
assertion by Case 2. Suppose that Wv < Xv holds. Let W X and W Y be ele-
ments of  such that W Xc = Xc , W Yc = Yc , and W X = W Y = W . We note
that one of W X and W Y equals W and the other is less than or equal to
W . By (VCE) for XW X c u, there exists Ŵ X ∈  such that Ŵ Xc = −∞,
Ŵ Xu = Xu = Yu, Ŵ X ≤ maxXY , and b 
∈ Ŵ X . Moreover, by (VCE) for
YW Y  c u, there exists Ŵ Y ∈  such that Ŵ Yc = −∞, Ŵ Yu = Xu = Yu,
Ŵ Y ≤ maxXY , and a 
∈ Ŵ Y . If Ŵ Xv < Xv then Case 2 for Ŵ X and X
implies the assertion. Suppose that Ŵ Xv = Xv. Since Ŵ X ∪ Ŵ Y ⊂
=X ∪Y and
Ŵ Yv ≤ maxWvYv < Xv, (VCE) for Ŵ X Ŵ Y  u v, implies the existence
of Z ∈  such that Zu = −∞, Zv = Ŵ Xv = Xv, and Z ≤ maxŴ X Ŵ Y  ≤
maxXY .
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Proof [Proof of Theorem 3.2]. Lemmas 4.4 and 4.5 say the equivalence
between (a) and (b). Lemmas 4.7 and 4.8 show that (d) and (e) are equiva-
lent. Lemma 4.6 proves the implication (c) ⇒ (d). The implications (a) ⇒
(c) and (d) ⇒ (c) are trivial. Finally, Lemma 4.9, which veriﬁes (d) ⇒ (a),
proves the equivalence of all ﬁve statements.
We prove Theorem 3.1 in the remainder of this subsection. From the def-
inition of  = ω→ω, (VC1), (VC2), and (VC3) hold. By Theorem 3.2,
it is sufﬁcient to show (VC3e) and (VCEloc1). We ﬁrst prove (VC3e).
Lemma 4.10.  = ω→ω has (VC3e).
Proof. Let X and Y be elements of  satisfying X = Y . Since  sat-
isﬁes (VC3), we can assume that there exist BB′ ∈  and v v′ ∈ V such
that X = XB v and Y = XB′ v′, using the notation (8).
We ﬁrst suppose that v = v′. If X = 1 then there is nothing to prove.
We suppose that X ≥ 2 in the rest of this proof. Let u be any element of
X − v. From (VBX) for B′ −u+ v B v, there exists w ∈ B−B′ −u+ v =
B − B′ + u such that
ωB′ − u+ v +ωB ≤ ωB′ − u+w +ωB −w + v	
Since X is dependent, X 
⊆ B − w + v, whereas X ∩ B − B′ = . Hence
w = u must hold. Thus, we have
ωB′ − u+ v +ωB ≤ ωB′ +ωB − u+ v	
By replacing the roles of B and B′, we can also show the reversed inequality.
Hence
ωB′ − u+ v −ωB′ = ωB − u+ v −ωB for all u ∈ X	
That is, X = Y holds.
We next suppose that v 
= v′. Let u be any element of X − v v′. By
(VBX) for BB′ − u + v′ u, there exists w ∈ B′ − u + v′ − B = B′ − B
such that
ωB +ωB′ − u+ v′ ≤ ωB − u+w +ωB′ −w + v′	
Since Y is dependent and Y ∩ B′ − B = v, B′ −w+ v′ 
⊇ Y and w = v
must hold. Thus, we have
ωB +ωB′ − u+ v′ ≤ ωB − u+ v +ωB′ − v + v′	 (23)
By (VBX) for B′ − v+ v′ B− u+ v u, there exists w ∈ B− u+ v − B′ −
v + v′ = B − B′ − v′ + v such that
ωB − u+ v +ωB′ − v + v′ ≤ ωB −w + v +ωB′ − v − u+w + v′	
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Since X is dependent, B −w + v 
⊇ X, and hence, w = v must hold. Then
ωB − u+ v +ωB′ − v + v′ ≤ ωB +ωB′ − u+ v′	 (24)
(23) and (24) imply
ωB − u+ v −ωB = ωB′ − u+ v′ −ωB′ − v + v′	
This equation can be proven similarly for u = v′, whereas it trivially holds
for u = v. Hence, Y = X + β1 with β = ωB′ − v + v′ −ωB′.
Lemma 4.11.  = ω→ω satisﬁes (VCEloc1).
Proof. Let XY be any elements of  and let u v be elements of V such
that rankX ∪ Y  = X ∪ Y  − 2, Xu = Yu 
= −∞ and v ∈ X − Y . From
Lemma 4.3, there exist a base B and w ∈ Y −X so that X = CB v and
Y = CBw. Let B′ = B−u+w. Obviously, B′ is also a base. Assume that
Z is an element of  such that Z = CB′ v and Zv = Xv. Then Zu = −∞
holds. It remains to prove Z ≤ maxXY . Without loss of generality, we
assume that Xu = Yu = 0. Then, we have
Xi = ωB − i+ v −ωB − u+ v
Yi = ωB − i+w −ωB − u+w	
By Zv = Xv = ωB −ωB − u+ v, we have
Zi = ωB′ − i+ v −ωB′ −ωB − u+ v +ωB
= ωB − i− u+ v +w −ωB − u+w −ωB − u+ v +ωB
for any i ∈ V . Moreover, Lemma 4.1 implies
Zi ≤ max
{
ωB − i+ v −ωB − u+ v
ωB − i+w −ωB − u+w
}
= maxXiYi
for any i ∈ V . Hence Z ≤ maxXY .
4.3. Proof of Theorem 3.3
The assertions (1), (2), and (3) of Theorem 3.3 are proven in
Lemmas 4.15, 4.16, and 4.17, respectively.
We arbitrarily ﬁx orientations of edges of G and deﬁne a weight we
of edge e = BB′ = BB − u+ v by
we = Xu −Xv (25)
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using X ∈  with X ⊆ B ∪ B′. Note that we is independent of the choice
of X by (VC3e), and that we∗ = −we if e∗ is the reorientation of e. For
any directed path (or cycle) P , we deﬁne its weight wP by
wP =∑we  e is forward in P
− ∑we  e is backward in P	 (26)
We are to prove that (10) is determined independently of the choice of a
path from B0 to B. It is easy to see that this is tantamount to showing that
wD = 0 for any directed cycle D in G.
Lemma 4.12. Let w be deﬁned by (25). Then wD = 0 for a directed
cycle D of length 3.
Proof. Let BB1 B2 be the bases onD. We denote by ω′B1 and ω′B2
values of B1 and B2 determined from ωB by the path BB1 B2. Since the
length of the cycle is 3, it is enough to consider only two cases when B1
and B2 are expressed as follows:
Case 1. B1 = B − u1 + v and B2 = B − u2 + v.
Case 2. B1 = B − u+ v1 and B2 = B − u+ v2.
In Case 1, consider two circuits X and Y such that X = CB vXv = 0
and Y = CB1 u1 Yu1 = 0. Then we have ω′B1 = ωB + Xu1 and
ω′B2 = ω′B1 + Yu2 . Since XY ⊆ B + v, X = Y must hold. (VC3e)
implies that Y = X + α1 for some α ∈ R. Furthermore, α = −Xu1 follows
from Yu1 = 0. Hence
ω′B2 = ωB +Xu1 + Yu2 = ωB +Xu2 	
This equals the value of ω at B2 determined by the path BB2 because
B2 = B − u2 + v ⊆ B + v.
In Case 2, consider two circuitsX and Y such thatX = CB v1Xv1 = 0
and Y = CB1 v2 Yv2 = 0. Then ω′B1 = ωB + Xu and ω′B2 =
ω′B1 + Yv1 = ωB +Xu + Yv1 . Since X = CB1 u and Y = CB1 v2,
we have rankX ∪Y  = X ∪Y  − 2. From (VCEloc1) for Y−Yv11X v1 v2,
there exists Ẑ ∈  such that Ẑv1 = −∞ Ẑv2 = Yv2 − Yv1 = −Yv1 ,
and Ẑ ≤ maxXY−Yv11. On the other hand, from (VCEloc1) for
XY−Yv11 v1 u, there exists Z˜ ∈  such that Z˜v1 = −∞ Z˜u = Xu,
and Z˜ ≤ maxXY−Yv11. The equality Ẑ = Z˜ must hold because
Ẑ Z˜ ⊆ B + v2. Moreover, since Ẑv2 = maxXv2 Yv2 − Yv1 and Z˜u =
maxXuYu − Yv1, we have Ẑ = Z˜. Let Z be a circuit in  such that
Z = CB v2 = Ẑ and Zv2 = 0. Then, we obtain
Zu = Ẑu − Ẑv2 = Z˜u − Ẑv2 = Xu + Yv1 	
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The value of ω at B2 determined by the path BB2 is given by ωB +Zu =
ωB +Xu + Yv1 , which is equal to ω′B2.
Lemma 4.13. Let w be deﬁned by (25). Then wD = 0 for a directed
cycle D of length 4.
Proof. Let BB1 B′ B2 be the bases on D. We assume that D has no
chord, since otherwise the assertion follows from Lemma 4.12. Without
loss of generality, we assume that B1 = B− u1 + v1 B2 = B− u2 + v2, and
B′ = B− u1 − u2 + v1 + v2. We denote by ω1B1 and ω1B′ the values of
ω at B1 and B′ determined by the path BB1 B′, and deﬁne ω2B2 and
ω2B′ to be the values determined along the other path, BB2 B′. Let
XYWZ be circuits in  such that
X = CB v1 Xv1 = 0 W = CB1 v2 Wv2 = 0
Y = CB v2 Yv2 = 0 Z = CB2 v1 Zv1 = 0	
From the deﬁnition of →ω, we have
ω1B′ = ω1B1 +Wu2 ω1B1 = ωB +Xu1
ω2B′ = ω2B2 + Zu1 ω2B2 = ωB + Yu2 	
(27)
We consider three cases on the exchangeability graph GBB′:
Case 1. Four edges u1 v1 u1 v2 u2 v1 u2 v2 exist in GBB′.
Case 2. Exactly three edges u1 v1 u2 v1 u2 v2 exist in GBB′.
Case 3. exactly two edges u1 v1 u2 v2 exist in GBB′.
We ﬁrst consider Case 3. In this case, X ∩ u1 u2 v1 v2 = u1 v1 and
Y ∩ u1 u2 v1 v2 = u2 v2 must hold. That is, W = Y and Z = X.
Furthermore, since Wv2 = Yv2 = 0 and Zv1 = Xv1 = 0, we see that W = Y
and Z = X by (VC3e). From (27), ω1B′ = ωB +Xu1 + Yu2 = ω2B′.
In the other cases, A = B − u2 + v1 is a base which is adjacent to all of
the bases BB1 B′ B2 in G. We consider the following directed cycles
of length 3:
D1 = BB1AB D2 = B1 B′AB1
D3 = B′ B2AB′ D4 = B2 BAB2	
Then Lemma 4.12 yields wD = wD1 +wD2 +wD3 +wD4= 0.
The following lemma is an immediate corollary of Maurer’s homotopy
theorem [13] combined with Lemmas 4.12 and 4.13. For the reader’s con-
venience, we include a proof using our notation.
Lemma 4.14. Let w be any edge weight. If any directed cycle in G of
length 3 or 4 has weight 0, then wD = 0 for any directed cycle D in G.
on circuit valuation of matroids 215
Proof. We prove the assertion by induction on the length k of a cycle.
Assume that a cycle of length less than k k ≥ 5 has weight 0. Let D
be a cycle of length k, where it may be assumed that D is a simple cycle
consisting of distinct bases B0 B1 	 	 	  Bk−1.
We ﬁrst treat the case where there exist two bases Bi Bj such that Bi 
Bj/2 is less than the length of the shorter path between Bi and Bj in
D. In this case, there exists a directed path P of length Bi  Bj/2 in
G between Bi and Bj . The set D ∪ P ∪ −P of directed edges can
be partitioned into two directed cycles D1 and D2, whose lengths are less
than k, where −P denotes the directed path having the opposite directed
edges of P . Furthermore, wD = wD1 +wD2 holds. Hence we obtain
wD = 0 from the induction hypothesis.
We now suppose that the length of shorter path in D between any
two bases Bi and Bj is equal to Bi  Bj/2. Then, we can express B1 =
B0 − u1 + v1 and B. = B0 − u1 	 	 	  u. + v1 	 	 	  v. for . =  k/2!.
Let Bk−1 = B0 − u+ v. From the above assumption, we see that u1 u v1,
and v are mutually distinct. In the case of even k, u ∈ u2 	 	 	  u. and
v ∈ v2 	 	 	  v. must hold because the distance between B. and Bk−1 is
.− 1. In the case of odd k, either u ∈ u2 	 	 	  u. or v ∈ v2 	 	 	  v. must
hold because the distance between B. and Bk−1 is . in D. Since u1 u v1 v
are mutually distinct, from (MBX) for B1 Bk−1 v1, we have
(a) B0 − u1 − u+ v1 + v ∈  or
(b) B0 − u1 + v ∈  and B0 − u+ v1 ∈ 	
If the ﬁrst case holds, we set B̂ = B0 − u1 − u + v1 + v; otherwise, if v ∈
v1 	 	 	  v. then we set B̂ = B0 − u1 + v; otherwise (u ∈ u1 	 	 	  u.
holds), we set B̂ = B0−u+ v1. Then, there exists a directed path P between
B. and B̂ whose length is at most .− 1. By using the edges of DP−P and
four directed edges B1 B̂, B̂ B1, Bk−1 B̂, B̂ Bk−1, we can construct
three directed cycles D1D2D3 with lengths less than k. From the induc-
tion hypothesis, we have wD = wD1 +wD2 +wD3 = 0.
It is noted that Lemma 4.14 is independent of the circuit axioms of val-
uated matroids.
Lemma 4.15. ω = →ω is well deﬁned.
Proof. Let w be the weight function on the edges of G deﬁned by
(25). The construction →ω determines the value at B by ωB0 + wP
along a directed path P from B0 to B, where wP is deﬁned by (26).
Lemmas 4.12 and 4.13 guarantee that any directed cycle of length 3 or 4
in G has weight 0. From Lemma 4.14, any directed cycle in G has
weight 0. Hence ωB is uniquely determined by →ω for a ﬁxed ωB0.
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Lemma 4.16. ω = →ω satisﬁes (VB1) and (VBX).
Proof. Since  is the family of bases, obviously (VB1) holds. To prove
(VBX), it sufﬁces, by Theorem 1.1, to show (VBXloc) for ω. For any two
bases BB′ with B− B′ = 2, let us denote B′ = B− u1 − u2 + v1 + v2 and
Bij = B − ui + vj for i j = 1 2. Take circuits X and Y in  such that
X = CB v1Xv1 = 0 and Y = CB v2 Yv2 = 0	
Obviously, rankX ∪Y  = X ∪Y  − 2 holds. From the deﬁnition of →ω,
ωBi1 = ωB +Xui and ωBi2 = ωB + Yui (28)
where if Bij 
∈ , we have ωBij = −∞.
We ﬁrst assume that the exchangeability graph GBB′ has a unique
perfect matching and that B11 B22 ∈  and B12 
∈ . In this case, v1 u1 
∈
Y ⊇ u2 v2. Since Y ⊆ B − u1 + v1 + v2, Y = CB11 v2 holds. Thus, we
have
ωB′ = ωB11 + Yu2 	
This and (28) imply ωB + ωB′ = ωB11 + ωB22. Hence (VBXloc)
holds.
In the remaining case where GBB′ is the complete bipartite graph
K22, we have Bij ∈  for i j = 1 2. From (VCEloc1) for Y − Yu11X −
Xu11 u1 v2, there exists Ẑ ∈  such that
u1 
∈ Ẑ Ẑv2 = Yv2 −Yu1 = −Yu1 Ẑi ≤ maxYi −Yu1Xi −Xu1	 (29)
Let Z = Ẑ − Ẑv21. By (29), we have
Zu2 +Xu1 ≤ maxYu2 +Xu1Xu2 + Yu1	 (30)
Since Z ⊆ B − u1 + v1 + v2, Z = CB11 v2 must hold. Furthermore, it
follows from B′ = B11 − u2 + v2, Zv2 = 0, and (28) that
ωB′ = ωB11 + Zu2 = ωB +Xu1 + Zu2 	 (31)
By (28), (30), and (31), we obtain
ωB +ωB′ ≤ maxωB11 +ωB22ωB12 +ωB21	
Hence (VBXloc)holds.
Lemma 4.17. ω→→ω =  and →ωω→ω = ω +
constant.
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Proof. By the deﬁnitions of ω→ and →ω, we have obviously
 = ω→→ω. It is enough to show that X ∈ ω→→ω
for any X ∈  with Xv = 0 for some v ∈ X. If X is a loop then
X ∈ ω→→ω trivially holds. Thus, we assume that X is not a
loop. Let B be a base including X − v and put Bi = B − i + v for any
i ∈ V . The construction →ω yields
ωBi = ωB +Xi	
On the other hand, XB v ∈ ω→→ω and
XB vi = ωB − i+ v −ωB = ωBi −ωB = Xi	
Hence  = ω→→ω holds.
Let ω′ = →ωω→ω. It is enough to prove that ω′B = ωB
for all bases B under the condition that ω′B0 = ωB0. Let B = B0 −
u + v ∈ . Since XB0 v ∈ ω→ω XB0 vu = ωB − ωB0, and
XB0 vv = 0, we have
ω′B = ω′B0 +XB0 vu = ωB	
Similarly, we can prove that ω′ = ω.
4.4. Proofs of Theorems 3.4, 3.5, and 3.6
We consider the following condition weaker than (VVE):
(VVEw) For XY ∈  and u v ∈ V such that Xu = Yu 
= −∞ and
Xv > Yv, there exists Z ∈  such that Zu = −∞ Zv = Xv, and Z ≤
maxXY .
Lemma 4.18. Let  be a set of vectors in R ∪ −∞V having (VV2).
Then,  satisﬁes (VVE) if and only if it satisﬁes (VVEw).
Proof. If  satisﬁes (VVE) then it obviously satisﬁes (VVEw). We prove
the converse. Let X and Y be elements of  with Xu = Yu 
= −∞ for a
ﬁxed u ∈ V . For each v ∈ V with Xv 
= Yv, there exists Zv ∈  such that
Zvu = −∞ Zvv = maxXvYv, and Zv ≤ maxXY , from (VVEw). Since
 satisﬁes (VV2), Z = maxZv  v ∈ V with Xv 
= Yv satisﬁes (VVE) for
XY u.
Proof (Proof of Theorem 3.4). Trivially,  = →  satisﬁes
(VV1), (VV2), and (VV3). By Lemma 4.18, it sufﬁces to show that 
satisﬁes (VVEw). Assume Xu = Yu 
= −∞ and Xv > Yv for XY ∈ 
and u v ∈ V . From the deﬁnition of  , there exist circuits X1 	 	 	 Xk
and Y 1 	 	 	  Y . with X = maxX1 	 	 	 Xk and Y = maxY 1 	 	 	  Y ..
Without loss of generality, we assume that Xu = X1u and Yu = Y 1u . Sup-
pose that Xv = X1v . Since X1v > Yv ≥ Y 1v , from (VCE), there exists
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Z ∈  ⊆  such that Zu = −∞ Zv = X1v = Xv, and Z ≤ maxX1 Y 1 ≤
maxXY . Thus Z satisﬁes (VVEw) for XY u v. Suppose that Xv > X1v
and that Xv = X2v . If X2u = −∞ then it is enough to put Z = X2.
Let us assume that X2u 
= −∞ and α = Xu − X2u ≥ 0. From (VCE)
for X2 +α1X1 u v, there exists Ẑ ∈  such that Ẑu = −∞ Ẑv = X2v +α,
and Ẑ ≤ maxX1X2 + α1. From (VC3), Z = Ẑ − α1 ∈  , Zu = −∞,
Zv = X2v = Xv, and Z ≤ maxX1 − α1X2 ≤ maxX1X2 ≤ maxXY .
Hence Z satisﬁes (VVEw) for XY u v.
Proof (Proof of Theorem 3.5). Trivially,  = →  satisﬁes
(VC1), (VC2), and (VC3). We will show that  has (VCE). Suppose that
Xu = Yu 
= −∞ and Xv > Yv for XY ∈  and u v ∈ V . By (VVEw) for
XY u v, there exists Z ∈  such that
Zu = −∞ Zv = Xv and Z ≤ maxXY 	 (32)
We claim that such Z ∈  with the minimal support belongs to  . Suppose
to the contrary that Z 
∈  . Thus, there exists W ∈  such that W ⊂
=ZW ≤
Z, and Wi = Zi 
= −∞ for some i. If Zv = Wv then W satisﬁes (32), and
this contradicts the minimality of Z. Assume that Zv > Wv. By (VVEw)
for ZW i v, there exists Z˜ ∈  such that Z˜i = −∞ Z˜v = Zv = Xv, and
Z˜ ≤ maxZW  = Z. However, we have  
= Z˜ ⊆ Z − i, which contradicts
the minimality of Z. Hence, Z ∈  .
Proof (Proof of Theorem 3.6). Obviously,  ⊆ →→   =
Minsupp→   holds for any family  of vectors satisfying (VC2).
Let X be any member of →→ . From X ∈ → , there
exist X1 	 	 	 Xk ∈  with X = maxX1 	 	 	 Xk. Since X has a minimal
support in → , X = X1 = · · · = Xk must hold. By (VC3), we have
X ∈  . Hence, →→  =  .
Let Y be any element of → → . If Y = −∞ 	 	 	 −∞
then Y ∈  from (VV1); otherwise, there exist Y 1 	 	 	  Yk ∈ →  ⊆
 with Y = maxY 1 	 	 	  Yk. Since  satisﬁes (VV2), Y ∈  . Hence
→ →  ⊆  .
Let Y be any member of  and let v be any element of Y . We claim that
there exists Yv ∈ →  with Yv ≤ Y and Yvv = Yv. If Y ∈ → 
then this trivially holds. Assume that Y 
∈ → . Let X be any member
of →  such that X ≤ Y and Xu = Yu for some u ∈ X. If Xv = Yv
then our claim holds by setting Yv = X; otherwise, from (VVEw), there
exists Ŷ ∈  such that Ŷu = −∞ Ŷv = Yv, and Ŷ ≤ Y . Since the sup-
port of Ŷ is a proper subset of that of Y , by repeating the above process,
we can obtain Yv, satisfying our claim. Thus, we have Y = maxYv  v ∈
Y  ∈ → → . Hence  ⊆ → → .
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4.5. Proof of Theorem 3.7
Lemma 4.19. For two families  and  of subsets of V , if  satisﬁes
(MC2) and Minsupp ⊆  ⊆ , then  =Minsupp.
Proof. It is enough to show that C ∈Minsupp for any C ∈ . There
exists D ∈ Minsupp with D ⊆ C because  ⊆ . Since  satisﬁes
(MC2), we have D = C. Hence  =Minsupp.
Proof (Proof of Theorem 3.7). We ﬁrst show that 0 ⊆ Max. For
any C ∈ 0, there exist B ∈ 0 and v 
∈ B such that C = C0B v, where
C0B v denotes the fundamental circuit relative to B and v in M0. We
have
u ∈ C0B v ⇐⇒ B − u+ v ∈ 0 ⇐⇒ ωB − u+ v = ωB	
Recall that
XB v = (ωB − u+ v −ωB  u ∈ V )	
Since ωB − u+ v ≤ ωB for all u ∈ V , MaxXB v = C0B v holds.
Thus, 0 ⊆Max.
Let X ∈  and v ∈MaxX. Then there exist B ∈  and α ∈ R such that
X = XB v + α1. We claim that MaxX is dependent in M0. Suppose to
the contrary that MaxX is independent in M0. Then, there exists B0 ∈ 0
with MaxX ⊆ B0. Since v ∈ B0 − B, from (VBX) for B0 B v, there is
u ∈ B − B0 such that
ωB0 +ωB ≤ ωB0 − v + u +ωB − u+ v	 (33)
Since u 
∈ B0 and MaxX ⊆ B0, u 
∈ MaxX holds. We have ωB >
ωB − u + v because of the deﬁnition of XB v and the fact that u 
∈
MaxX. On the other hand, ωB0 ≥ ωB0 − v + u holds because B0 ∈
0. These, however, contradict (33). Thus, MaxX is dependent in M0.
That is, there exists C ∈ 0 with C ⊆MaxX. Hence MinsuppMax ⊆
0.
Since 0 satisﬁes (MC2), 0 ⊆ Max, and 0 ⊇ MinsuppMax,
we obtain 0 =MinsuppMax by Lemma 4.19.
4.6. Proof of Theorem 3.8
Lemma 4.20. Let  be a set of R ∪ −∞-valued vectors and  =
→ . Then ⊥ =  ⊥.
Proof. Obviously, ⊥ ⊇  ⊥ follows from  ⊆  . We will prove the
converse. It is enough to show that X ⊥ Y for any Y ∈ ⊥ and any X ∈  .
From (11), there exist X1 	 	 	 Xk ∈  with X = maxX1 	 	 	 Xk. If X ∩
Y =  then obviously X ⊥ Y . We assume that there is i0 ∈MaxX + Y .
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Then, for some X. ∈ X1 	 	 	 Xk, X.i0 = Xi0 , and furthermore, i0 ∈
MaxX. + Y . Since Y ∈ ⊥ and X. ∈  , we have X. ⊥ Y , i.e.,
MaxX. + Y  
= 1. Thus, there exists j0 ∈ MaxX. + Y  − i0. Therefore,
we have j0 ∈MaxX + Y  because
max
i
Xi + Yi = X.i0 + Yi0 = X.j0 + Yj0 ≤ maxi Xi + Yi	
Hence MaxX + Y  ≥ 2; that is, X ⊥ Y .
Lemma 4.21. Let Vω  and V∗ω∗∗ ∗ be the pair of
a valuated matroid and its dual. Then
(1) ∗ ⊆ ⊥.
(2)  ∗ ⊆  ⊥.
Proof. (1) Let X be any element of  and let Y be any element of ∗.
If X ∩ Y =  then X ⊥ Y . We assume that there is u ∈ X ∩ Y . Without
loss of generality, we assume that Xu = Yu = 0. Then, there exist B ∈ 
and B∗ ∈ ∗ such that
Xi = ωB − i+ u −ωB
Yi = ω∗B∗ − i+ u −ω∗B∗ = ωB′ − u+ i −ωB′
where B′ = V − B∗. We have
Xi + Yi = ωB − i+ u +ωB′ − u+ i −ωB −ωB′	
Let
α = max
i∈B−B′
{
ωB − i+ u +ωB′ − u+ i}
H = arg max
i∈B−B′
{
ωB − i+ u +ωB′ − u+ i}	
Since α ≥ ωB +ωB′ > −∞ by (VBX), we have H 
= . If α > ωB +
ωB′ then H ≥ 2 from Lemma 4.2. In this case, MaxX + Y  = H,
holds and this implies X ⊥ Y . If α = ωB +ωB′, then MaxX + Y  =
H + u ≥ 2, and therefore X ⊥ Y . Hence ∗ ⊆ ⊥.
(2) Let X be any element of  and let Y be any element of  ∗.
Then there exist circuits X1 	 	 	 Xk ∈  and cocircuits Y 1 	 	 	  Y . ∈ ∗
such that X = maxX1 	 	 	 Xk and Y = maxY 1 	 	 	  Y .. If X ∩Y = 
then X ⊥ Y . Assume that X ∩ Y 
= . There exist Xk′ ∈ X1 	 	 	 Xk,
Y.
′ ∈ Y 1 	 	 	  Y ., and i ∈MaxX +Y  such that Xi = Xk
′
i and Yi = Y.
′
i .
From (1) and i ∈ Xk′ ∩ Y.′ , we have MaxXk′ + Y.′  ≥ 2. Furthermore,
MaxX +Y  ⊇MaxXk′ +Y.′  holds. Hence we obtain MaxX +Y  ≥ 2
and X ⊥ Y .
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Lemma 4.22. Let Vω and V∗ω∗∗ be the pair of a
valuated matroid and its dual. Then, Minsupp⊥ ⊆ ∗.
Proof. For any Y ∈ ⊥ with nonempty support, we claim that Y
is dependent in matroid V∗. Suppose to the contrary that Y is
independent, and hence, there exists B∗ ∈ ∗ with Y ⊆ B∗. For v ∈ Y , let us
consider circuit X = XB v ∈  , where B = V − B∗. Since Y ∩X = v,
we obtain MaxX + Y  = 1, a contradiction to X ⊥ Y . From (1) of
Lemma 4.21 and Lemma 4.19, we obtain Minsupp⊥ = ∗.
Let Y be any element of Minsupp⊥ and let u be a ﬁxed element
of Y . From the above discussion, there exists B∗ ∈ ∗ with Y − u ⊆ B∗.
Let B = V − B∗. For each v ∈ Y − u, we denote XB v by Xv. Since
Y − u ⊆ B∗, Xv − v ⊆ B, and B ∩ B∗ = , we have Xv ∩ Y ⊆ u v. On
the other hand, the facts that v ∈ Xv ∩ Y , Xv ∈  , and Y ∈ ∗ imply
Xv ∩ Y  ≥ 2. Thus, Xv ∩ Y = u v holds. We have
Xvu + Yu = Xvv + Yv
because Xv ⊥ Y and Xv ∩ Y = u v. Since Xvu = ωB − u + v − ωB
and Xvv = 0,
Yv − Yu = ωB − u+ v −ωB = ω∗B∗ − v + u −ω∗B∗
for all v. This says that Y ∈ ∗. Hence Minsupp⊥ ⊆ ∗.
Proof (Proof of Theorem 3.8). (1) From Lemma 4.20 and (2) of
Lemma 4.21, it is sufﬁcient to prove  ⊥ ⊆  ∗. Let Y be any element
of  ⊥ and let r0 be the rank of Y in the matroid V∗. We denote by
p ∈ RV the vector deﬁned by
pi =
{
Yi if i ∈ Y
0 otherwise.
We ﬁx u ∈ Y . We ﬁrst consider the case where u is not a loop in V∗.
Let B∗ be a base in ∗ attaining
maxω∗pB˜  B˜ ∈ ∗ with B˜ ∩ Y  = r0 and u ∈ B˜ (34)
and put B = V − B∗ ∈  and X = XB u ∈  . Lemma 4.20 implies
X ⊥ Y . Since u ∈ X ∩ Y , there exists v ∈MaxX + Y  − u, and hence,
Xv + Yv ≥ Xu + Yu	 (35)
Let Yu = Yui  i ∈ V  ∈ ∗ be deﬁned by Yui = ω∗B∗ − i + v −ω∗B∗.
Since B∗ ∩Y  = r0, we have Yu ⊆ Y . Furthermore, X ∩Yu = u v holds
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because X ⊆ B + u, Yu ⊆ B∗ + v, and B ∩ B∗ = . On the other hand,
since B∗ is a maximizer of (34), for any i ∈ Yu − u ⊆ Y − u,
0 ≥ ω∗pB∗ − i+ v −ω∗pB∗
= ω∗B∗ − i+ v −ω∗B∗ − Yi + Yv (36)
= Yui − Yi + Yv	
Since X ⊥ Yu by Lemma 4.21(1) and X ∩ Yu = u v,
Yuu +Xu = Yuv +Xv (37)
must hold. (35) and (37) imply
Yuu − Yuv ≥ Yu − Yv	 (38)
By (36), (38), and Yuv = 0, we obtain
Yuu − Yui ≥ Yuu − Yi + Yv ≥ Yu − Yi	
This and (38) guarantee that Y˜ u = Yu + Yu − Yuu 1 ≤ Y and Y˜ uu = Yu. If
u is a loop in V∗, we consider an element Y˜ u of ∗ deﬁned by
Y˜ ui =
{
Yu if i = u
−∞ otherwise.
Hence we obtain Y = maxY˜ u  u ∈ Y  ∈  ∗. That is,  ⊥ ⊆  ∗. This and
Lemma 4.21(2) imply  ⊥ =  ∗.
(2) From Lemma 4.20, we prove ∗ = Minsupp⊥. By
Lemma 4.22, it is enough to show that Y ∈ Minsupp⊥ for any Y ∈
∗. Since Y ∈ ∗ ⊆ ⊥ from (1) of Lemma 4.21, there exists Z ∈
Minsupp⊥ ⊆ ∗ with Z ⊆ Y . Since ∗ satisﬁes (VC2), Z = Y must
hold. Hence we obtain Y ∈ Minsupp⊥. [An alternative shorter proof
is given by a combination of (1) of Theorem 3.8, Theorem 3.5, and the
relation ∗ =Minsupp ∗.]
4.7. Proofs of Theorems 3.11 and 3.12
We ﬁrst prove Theorem 3.12.
Proof (Proof of Theorem 3.12). To prove the necessity, it is enough to
show that the pair of the circuit family  and its dual satisﬁes the alter-
native painting property, because p is also the circuit family of some
valuated matroid. Let ω = →ω and let  be the base family of the
valuated matroid V. Theorem 3.7 says that MinsuppMax is the
circuit family of a matroid V′ deﬁned by
′ =
{
B ∈   ωB = max
B′∈
ωB′
}

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and that MinsuppMax∗, where V∗ is the dual of V, is the
circuit family of another matroid V′′ deﬁned by
′′ =
{
B∗ ∈ ∗  ω∗B∗ = max
B′∈∗
ω∗B′
}
	
From (15) and (16), we have ′′ = ′∗, and hence, MinsuppMax
and MinsuppMax∗ are the families of circuits and cocir-
cuits of the matroid V′, whereas the latter coincides with
MinsuppMaxMinsupp⊥ by Theorem 3.8. Hence, the pair of  and
∗ satisﬁes the alternative painting property by Theorem 3.10.
To prove the sufﬁciency, we show that  satisﬁes (VCE). Since
p⊥ = ⊥−p, we can rewrite the hypothesis as follows: for any
p ∈ RV and any painting GBW of V , either
(a) ∃X ∈  such that G ⊆MaxX + p ⊆ G ∪ B, or
(b) ∃Y ∈Minsupp⊥ such that G ⊆MaxY − p ⊆ G ∪W .
Note that (a) and (b) do not hold simultaneously, from the orthogonality
of X and Y .
Let X and Y be elements in  with Xu = Yu 
= −∞ and Xv > Yv. We
consider a vector p deﬁned by
pi =
{−maxXiYi if i ∈ X ∪ Y  − u
M otherwise,
where M is a number larger than maxX ′i −X ′j  X ′ ∈  and i j ∈ X ′ −
Xv. Such M exists by (VC3e). We paint V as
G = v B = X ∪ Y  − u v and W = V − X ∪ Y  + u	
We claim that the alternative (a) holds for this painting. Suppose that (b)
holds, i.e., there exists Z′ ∈ ⊥ with v ∈ MaxZ′ − p ⊆ W + v. Then, we
have  
=MaxX +p+ Z′ −p ⊆ u v. From the fact that MaxX +
p + Z′ − p = MaxX + Z′ and the orthogonality of X and Z′,
MaxX +Z′ = u vmust hold. SinceXu = Yu and Z′ −pi < Z′ −pv
for any i ∈ Y − u v ⊆ B, we have u ∈ MaxY + p + Z′ − p =
MaxY + Z′ ⊆ u v, whereas Xv > Yv. Thus MaxY + Z′ = u must
hold. This, however, contradicts the fact that Z′ ∈ ⊥. Hence (a) must
hold. Let Z be an element of  with v ∈MaxZ + p ⊆ X ∪ Y  − u. We
may assume Zv = Xv. For any i ∈ W , it holds that
Zi +M = Z + pi < Z + pv = Xv −maxXvYv = 0	
Since M > maxZi −Zj  i j ∈ Z −Zv, we have Zu = −∞ and Zi = −∞
for i 
∈ X ∪ Y . Similarly, we can prove that Z ≤ maxXY . Thus,
Zu = −∞ Zv = maxXvYv = Xv and Z ≤ maxXY 	
Hence  has (VCE).
224 murota and tamura
Proof (Proof of Theorem 3.11). We ﬁrst prove the necessity of (1)
and (2). Theorem 3.8 guarantees that X ⊥ Y for any X ∈  and Y ∈  .
By Theorem 3.8 and Corollary 3.9, −p = ∗−p is expressed as
Minsupp⊥−p. Theorem 3.12 says that the pair of p and −p
satisﬁes the alternative painting property.
We next prove the sufﬁciency of (1) and (2). In the same way as in the
proof of Theorem 3.12, we can show that  and  each satisfy (VCE). It
remains to prove  = ∗. Let Y be any element of ∗ and let v be an
arbitrary element of Y . We consider a vector p deﬁned by
pi =
{
Yi if i ∈ Y
−M otherwise,
where M is a number larger than maxY ′i − Y ′j  Y ′ ∈  and i j ∈ Y ′ −
Yv, and a painting of V deﬁned by
G = v B = V − Y and W = Y − v	
Such M exists because  enjoys (VC3e). By Theorem 3.8, the alternative
painting property (a) cannot hold for p and −p. Then (b) must be
satisﬁed; that is, there exists Zv ∈  with v ∈ MaxZv − p ⊆ Y . For any
i ∈ V − Y , we have Zvi +M < Zvv − Yv, and hence, Zvi = −∞, because
M > maxZvi −Zvj  i j ∈ Zv −Yv. That is, Zv ⊆ Y . This implies Zv = Y ,
since Zv ∈  ⊆ ⊥ by the assumption (1) and Y ∈ ∗ =Minsupp⊥ by
Theorem 3.8. Since  satisﬁes (VC3e), there exists Z ∈  such that Z = Y
and v ∈ MaxZ − Y  ⊆ Y for any element v ∈ Y . Hence Z = Y + α1 for
some α ∈ R. Therefore ∗ ⊆  ⊆ ⊥. Since  satisﬁes (VC2), we obtain
 = ∗.
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