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The interplay of the electron exchange interaction and spin-orbit coupling results in spontaneous
supercurrents near magnetic insulator islands, which are placed on the top of a two-dimensional (2D)
superconductor, and whose magnetization is parallel to 2D electron gas. It is shown that in contrast
to the well studied situation, where such an effect involves only topologically trivial spatial variations
of the superconducting order parameter, one should take into account supercurrent vortices. The
latter are spontaneously generated around the island’s boundary of an arbitrary shape and result in
screening of the Zeeman field. This problem has been considered for electrons subject to a strong
Rashba spin-orbit coupling, including Dirac systems as well. In the latter case vortices can carry
Majorana zero modes.
Introduction - The Zeeman interaction of Cooper
pair electrons with strong magnetic or exchange fields
produces a depairing effect. It destroys the supercon-
ducting state [1, 2], or makes the superconducting order
parameter nonuniform [3, 4]. The spin-orbit coupling
(SOC) of electrons substantially modifies the effects of
the Zeeman field. One of the most striking manifesta-
tion of the interplay between this field and SOC is the
magnetoelectric effect [5, 6], which takes place even at
a weak Zeeman interaction. It results in a spontaneous
supercurrent, which was predicted [7–9] to circulate near
a magnetic insulator island deposited on the top of a 2D
superconductor or a thin film whose electrons are subject
to the Rashba [10] SOC. At the same time, the Zeeman
field is oriented parallel to the 2D electron gas. In spa-
tially uniform systems this effect results in a helix spatial
variations of the order parameter [5, 11–16]. In this case
the electric currents, which are created by the magne-
toelectric effect and by the order-parameter phase gra-
dient, compensate each other, so that the net current is
zero. In contrast, for the varying in space Zeeman field
such a compensation is absent, which results in a finite
supercurrent [7–9]. Basically, the same magnetoelectric
effect leads to the anomalous Josephson effect in the so
called φ0 junctions [17–24] where the Zeeman field and
SOC inside the junction induce the spontaneous Joseph-
son current, even in the absence of the external phase
difference between superconducting contacts.
In thermal equilibrium the spatial variations of the or-
der parameter must minimize the free energy of the elec-
tronic system which interacts with a Zeeman field. So
far, the theory was mostly restricted to situations where
the order parameter has a trivial topology. At the same
time, it is important to understand the role of topologi-
cally nontrivial spatial configurations of the order param-
eter, such as vortices. As known, vortices may be induced
in type II superconductors under the orbital effect of an
external magnetic field. Therefore, it is natural to ask,
whether the exchange interaction of electron spins with
a proximized magnetic insulator could induce vortices.
For example, the creation of single edge vortices which
can carry Majorana zero modes was considered [25] in a
special case of a Zeeman field produced by a long thin
magnetic wire on top of a 2D Dirac superconductor. In
this connection it is important to consider magnetic is-
lands of various shapes and to find out general condi-
tions for the formation of vortices. Moreover, a theory is
needed not only for topological superconductors, but also
for spin-orbit coupled superconductors having the trivial
topology. Since the number of vortices and their posi-
tions strongly depend on the strength and orientation of
the Zeeman field, their interaction with magnetic excita-
tions opens new possibilities to control hybrid system in-
volving superconducting and magnetic components, with
great potential for practical applications.
It will be shown below that a chain of vortices may be
generated along the border of a magnetic island, as well
as at a domain wall. At the same time, supercurrents,
which are created by such chains, screen the currents that
are produced by the direct magnetoelectric effect and in
some cases completely compensate them in the bulk of
an island and outside it, irrespective of its shape.
The parameters of such a vortex state are calculated
by minimizing the free energy functional which, in turn,
will be obtained using the semiclassical theory of Green’s
functions [26–29] for disordered superconductors. Two
models will be considered: a 2D superconductor with
the Dirac electron band and a 2D superconductor with
the parabolic band and the strong Rashba SOC. It is as-
sumed that the electronic band splitting, which is asso-
ciated with this SOC, is much larger than the supercon-
ducting gap, while the latter is larger, or comparable to
the Zeeman field. Within the chosen model the s-wave
superconductivity in the 2D gas has either an intrinsic
origin, or is induced by the proximity effect. The model
is supported by recent experimental works on 2D super-
conductors with strong spin-orbit effects. For example,
there are evidences that the Dirac surface band migrates
2FIG. 1: (Color online) A chain of supercurrent vortices is
spontaneously formed around a Zeeman-field island, which
has a form of a long strip (top), or an arbitrary form (bottom
right). It also appears at a domain wall (bottom left). The
magnetization direction is depicted by the arrow
from the surface of a three-dimensional topological in-
sulator (TI) towards the top of a thin superconducting
over-layer and acquires a superconducting gap [30, 31].
Self-formation of a thin superconducting Rashba-coupled
film at the interface of the Pb superconductor and TI was
observed [32], a 2D superconducting film of Tl and Pb
was grown on a semiconductor substrate [33, 34]. The
symmetry of the superconducting state in these systems
is not known. Therefore, their relevance to the consid-
ered model has yet to be found out.
Free energy - The analysis is based on the free en-
ergy functional F which depends on the order-parameter
of the superconductor ∆ = |∆| exp iθ. This functional
is derived from the one-particle Hamiltonian. For a 2D
superconductor the latter has the form
H = τ3
kˆ2
2m
+ τ3α(σ
xkˆy − σ
ykˆx) + σZ− τ3µ+
τ3Vimp +Re[∆]τ1 − Im[∆]τ2 , (1)
where µ is the chemical potential, Z = (Zx, Zy) is the
Zeeman field produced by the exchange interaction with
spins of the magnetic island, kˆ = −i∂/∂r−(e/c)τ3A, and
σ is a vector composed of Pauli matrices σj (j = x, y, z).
A is the vector-potential of the magnetic field which is
induced by the supercurrent. The Pauli matrices τi,
i = 1, 2, 3, operate in the Nambu space. The second
term in Eq.(1) represents the Rashba SOC. In the case
of Dirac electrons, such as electrons on the surface of
a three dimensional (3D) TI, the first parabolic term
should be ignored. In the following, the sufficiently
strong Rashba coupling α will be assumed, so that the
splitting ∆so = 2αkF of the electron energy is much
larger than |∆|, where kF is the Fermi wave vector. The
term Vimp in Eq.(1) describes the random impurity po-
tential. It will be assumed that the mean elastic scatter-
ing rate 1/τimp of electrons on impurities is much larger
than |∆| and Z. At the same time 1/τimp ≪ ∆so.
The free energy will be calculated within the semi-
classical approximation which is valid when µ ≫
|∆|, Z, 1/τimp and |∇Z| ≪ kFZ. The Eilenberger-Usadel
formalizm [26–29] may be employed in this parameter
range to derive semiclassical equations for the Green
function. Furthermore, due to the relatively large ∆so
these equations may be projected onto two spin-splitted
bands [35], or on a single band in the case of TI [36–38].
It is important that the low temperature kBT ≪ |∆|
is assumed. Therefore, the free energy is different from
the Ginzburg-Landau functional, which is valid near the
critical temperature where |∆| ≪ kBT . However, one
can use the fact that |∆| strongly varies only near vortex
cores, where it turns to zero, while it stays approximately
constant in the most of the system. In contrast, the su-
percurrent which is associated with the phase gradient
∇θ decreases slowly outside the core. Especially, in thin
films the vortex size is large because the screening effect
of the induced magnetic field is weak [39]. As long as
the size of the vortex is much larger than the supercon-
ductor’s coherence length ξ, a contribution of the core in
the vortex energy may be neglected. Therefore, in the
following |∆| will be fixed equal to the spatially uniform
bulk value ∆0 > 0. Such an approximation implies a
weak depairing effect of the Zeeman field. According to
Ref. [35], in a strongly Rashba coupled system this effect
can be ignored at Z ≪
√
∆/τimp.
At fixed |∆| = ∆0 and kBT ≪ ∆0 one may calculate
the free energy by expanding semiclassical Green’s func-
tions over ∇θ and Z, up to quadratic terms. As shown
in the Supplemental material, the free energy is given by
F =
pi
4
NFD∆0
∫
d2r
(
(∇θ − 2
e
c
A+ κF)2 + βF 2
)
,
(2)
where Fx = −2Zy/vF and Fy = 2Zx/vF . NF and D are
the state density and diffusion constant of 2D electrons,
respectively. κ and β are dimensionless parameters. In
a 2D Rashba system D = τimp(µ/m + α
2) [35], NF =
m/2pi, β = 2(1 − r2)/(1 + r2)2 and κ = 2r/(1 + r2),
where r = α/
√
2µ/m+ α2. At the same time, in a Dirac
system D = 2α2τimp, NF = µ/2piα
2,β = 0 and κ = 1.
Simple examples - Let us assume that Z is finite
inside a strip which is infinite in the x-direction and has
the width w. Z is directed parallel to the y-axis, as shown
in Fig.1. Therefore, Fy = 0 and Fx > 0. If w ≪ λs,
where λs is the effective magnetic screening length, one
may ignore A in Eq.(S3). Note that in thin films this
length is much larger than the London penetration depth
[39]. By varying Eq.(S3) with respect to θ we arrive to
the equation
∇2θ + κ∇F = 0 (3)
In the considered geometry a solution of this equation
is θ = 0. The phase is finite only near remote edges of
3the magnetic strip at |x| → ∞ where ∇F 6= 0 [7]. As
a result, the integrand in Eq.(S3) becomes (κ2 + β)F 2.
The first term originates from the kinetic energy of the
supercurrent which is induced by the magnetoelectric ef-
fect, while the second term represents a direct depairing
effect of the Zeeman field.
However, the above solution of Eq.(3) is not unique.
One may consider vortex solutions, where θ winds up an
integer of 2pi around singular points. Usually, vortices
increase the superconductor’s energy. In contrast, in the
considered situation they can reduce it, thus leading to
a spontaneous formation of vortices around the island.
Let us consider two regular chains of vortices with the
period b ≫ ξ, which are placed along the boundaries
of the strip at y = −w/2 and y = w/2, respectively,
where ξ ≪ w. It is assumed that counterclockwise and
clockwise vortices with the vorticity 1 are placed on the
opposite boundaries. In this case θ in Eq.(S3) is given by
the sum of phases θi = φ(r − ri), where φ(r − ri) is the
angle between r − ri and the x-axis for the i-th vortex.
Since Z is small, its effect on the coordinate dependence
of θi is neglected. It is convenient to represent ∇θ as
∇θ =∇θ + d , (4)
where ∇θ is the average of ∇θ over x, while d is the
deviation from the average. As shown in the Supple-
mentary material, ∇θy = 0, while ∇θx = 2pi/b at
−w/2 < y < w/2, and ∇θx = 0 elsewhere. By denoting
the first term in Eq.(S3) as Fkin and substituting there
Eq.(4) we arrive to
Fkin =
pi
4
NFD∆0
(
Lw(κF − 2pi/b)2 +
∫
d2rd2
)
. (5)
It is seen that at κF = 2pi/b the first term vanishes, while
at 2piw ≫ b the second term, as shown in the Supplemen-
tary material, plays the role of the line energy, because
d is not small only within a shell ∼ b near the island’s
boundary. As a result, in the leading order with respect
to b/w one may take into account only the first term
in Eq.(5). Hence, the formation of the vortex ”coat” at
the boundary of the magnetic island becomes energet-
ically favorable. The vortex lattice period is given by
b = 2pi/κF = pivF /κZ. With decreasing w the second
term in Eq.(5) must be taken into account. Fig.2 demon-
strates that in this case the lattice period b deviates from
its asymptotic (w →∞) value b = pivF /κZ.
Arbitrary island’s shape - The above theory may be
extended to the case of an arbitrary island’s shape. Let us
assume that the island is much smaller than the magnetic
screening length and ignore A in Eq.(S3). In Eq.(3) the
phase may be written in the form θ = θv + θF , where
θF is associated with the magnetoelectric effect, while θv
originates from vortices. The former turns to 0 at F = 0.
In contrast, θv does not vanish with F and satisfies the
equation ∇2θv = 0. Let us denote ∇θ + κF = J. From
FIG. 2: (Color online) Dependence of the inverse distance
between vortices on the strip width, at various strengths of
the Zeeman field. From top to bottom: ξκZ/vF = 0.2, 0.15
and 0.1.
this definition one obtains
∇× J =∇× (κF+∇θv) . (6)
Note, that the second term on the right is not zero, be-
cause θv is singular in the vortex center. In contrast,
the nonsingular ∇ × (∇θF ) = 0. Therefore, it does not
enter in Eq.(6). The current conservation (Eq.(3)) gives
∇J = 0. Therefore, J may be represented in the form
J =∇×B, where B is parallel to the z-axis. By substi-
tuting the so expressed J into Eq.(6) we arrive to
∇2Bz = −(ρF + ρv) , (7)
where ρF = κ[∇ × F]z, ρv = [∇ ×∇θv]z and the sub-
script z denotes the vector’s z-component. ρF plays the
role of the ”magnetic charge”, which is responsible for
the magnetoelectric effect. At the same time, ρv may be
called the ”vortex charge” density. Integration of ρv over
a small area enclosing a vortex gives 2pil, where the inte-
ger l is the vorticity. Therefore, ρv = 2pi
∑
i liδ(r − ri),
where ri is the position of the i-th vortex. If the distance
between vortices is much smaller than the size of an is-
land one can average ρv over ri. It is important that one
can always choose the averaged vortex spatial distribu-
tion ρv in such a way that ρF + ρv = 0 in Eq.(7). As
a result Bz = 0, as well as the averaged J = 0. Hence,
by ignoring fluctuations of ρv, the first term in Eq.(S3)
which can be written as J
2
, turns to zero. Therefore, the
free energy is minimized by an appropriate choice of the
vortex distribution. If the Zeeman field is uniform inside
an island, the magnetic and vortex charges are concen-
trated on its boundary. With decreasing island’s size the
line energy given by the second term in Eq.(5) becomes
important and the employed above macroscopic approach
fails. In this case a few vortices can help to reduce the
free energy [25].
4Domain wall - If the Zeeman field is not uniform in-
side an island, the magnetic charge ρF = κ[∇ × F]z =
2κ(∇ · Z)/vF is finite there. As an example, let us con-
sider a domain wall in Fig.1, where Z is directed in the
positive y-direction for y > 0 and vice versa for y < 0.
The width of the wall is sufficiently small to ignore its
internal structure. In this case ρF = κ[∇ × F]z =
−2κFxδ(y). Hence, in Eq.(7), ρF + ρv turns to zero,
if a row of counterclockwise vortices with the density
κFx/pi is placed along the domain wall. Similar to pre-
viously discussed examples, such a vortex distribution
minimizes the free energy. If the size of the island in the
y-direction is finite, the magnetic charges with the line
density ρF = κFx/2pi reside on both boundaries together
with two compensating chains of vortices.
Magnetic screening - Usually, the magnetic screen-
ing is produced by supercurrents which induce the mag-
netic field directed in the opposite direction to the ex-
ternal field. As a result, the magnetic field can not
penetrate deep into superconductors. In 3D samples it
decreases exponentially together with the screening cur-
rent. However, in thin films such a screening effect is
weak. It leads only to a r−2 reduction of the current at
r & λs [39]. A similar situation takes also place in the
case when the supercurrent and vortices are induced by
the considered here magnetoelectric effect of the Zeeman
(exchange) field. The screening effect must be taken into
account for magnetic islands whose size is comparable
with λs. The magnetic field is represented in Eq.(S3) by
A. This vector-potential satisfies the Maxwell equation
∇2A = −
4pi
c
δ(z)j . (8)
For a disordered superconductor the 2D electric cur-
rent density is given by j = epi|∆|NFD(∇θ + κF −
2(e/c)A). By substituting this current in Eq.(8) the
vector-potential may be expressed in terms of J =∇θ+
κF. As a result, instead of J − 2(e/c)A, that enters in
the free energy Eq.(S3), we obtain the expression whose
Fourier transform is given by
Jq − 2(e/c)Aq = Jq
q
q + ks
, (9)
where ks = 4pi
2e2|∆|NFD/c
2. It is seen that at the large
q we arrive to an unscreened expression (A = 0), while
at q . ks a crossover occurs from 1/r to 1/r
2 spatial
dependence of the vortex current [39]. A typical k−1s is
larger than 1µm.
Let us take into account in Eq.(S3) only ∇θ and
A which are averaged over vortex positions. The to-
tal energy Ftot must include also the energy density
(rotA)2/8pi of the induced magnetic field. By expressing
A in terms of J and by integrating the magnetic energy
over z we arrive to
Ftot =
pi
4
NFD∆0
∑
q
|Jq|
22q3 + |q× Jq|
2ks
2q(q + ks)2
. (10)
It follows from this equation that Ftot turns to zero if
Jq = 0. It is the same condition which regulates the for-
mation of vortices in the absence of the screening effect.
At the same time, the line energy, which is given by the
second term in Eq.(5), was ignored in Eq.(S5). It is rea-
sonable to expect, however, that the screening effect can
not modify the surface energy, if the distance d between
vortices is much smaller than k−1s , because the surface
term in Eq.(5) is determined by a thin shell ∼ d near
the boundary. Anyway, the screening effect is not impor-
tant for large enough islands where the surface energy
constitutes only a small fraction.
Conclusion - In conclusion, the spatial configuration
of the superconducting order parameter in a 2D spin-
orbit coupled superconductor with an inhomogeneous
Zeeman interaction has been considered. The Zeeman
field was assumed to be directed parallel the 2D elec-
tron gas. Such a field may be produced by the exchange
interaction of 2D electrons with polarized electrons of
a magnetic insulator film which is placed on top of the
superconductor. It is shown that a chain of vortices is
spontaneously formed on the island’s boundary, as well as
along a domain wall, even at a weak Zeeman interaction,
which may be much less than the magnitude of the order
parameter. The distance between vortices increases for a
weaker Zeeman field and decreases down to the coherence
length when this field becomes comparable to the order
parameter. This situation is quite different from the spe-
cial island’s geometry which was considered in Ref.[25],
where the Zeeman field must be sufficiently strong to cre-
ate a pair of vortices with localized Majorana zero modes
at the edges of a long magnetic wire. It is shown that the
formation of the vortex ”coat” takes place for sufficiently
large islands having an arbitrary shape. It is important
that such a coat suppresses the supercurrent which is in-
duced by the Zeeman interaction inside the island and
outside it, except for a thin shell along the boundary, or
a domain wall.
This work has been focused on an analysis of equi-
librium properties of the considered hybrid system. On
the other hand, one would expect many interesting non-
stationary phenomena associated with interaction of vor-
tices with collective spin excitations of a magnetic insula-
tor film. Furthermore, in the case when the superconduc-
tor has a nontrivial topology Majorana bound states may
localize at vortices and there are various possibilities to
control their positions and mutual distance by changing
the magnetization direction.
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6Supplemental Materials
S1. CALCULATION OF THE FREE ENERGY
The free energy in Eq.(2) of the main text is given by the second-order expansion with respect of ∇θ,A, Z and the
first order expansion in their cross-products. It is convenient to transform Hamiltonian Eq.(1) with the help of the
unitary operator exp(iτ3θ/2), which results in the Hamiltonian
H˜ =
τ3
2m
(kˆ+ τ3A)
2 + τ3α[σ
x(kˆy + τ3Ay)− σ
y(kˆx + τ3Ax)] + σZ− τ3µ+ τ3Vimp +∆τ1 , (S1)
where A =∇θ/2− (e/c)A and kˆ = −i∂/∂r. ∆ is chosen real and positive. It depends strongly on coordinates close
to the vortex cores. However, sufficiently far from them, at the distance much larger than the coherence length this
dependence is weak. At small A and Z one may neglect their effect on ∆ and take the latter equal to ∆0, which is
the unperturbed order parameter. H˜ can be represented in the form H˜ = H˜0 + δH , where H˜0 is the unperturbed
Hamiltonian and the interaction Hamiltonian is given by
δH =
1
2m
(kˆA+Akˆ+ τ3A
2) + α(σxAy − σ
yAx) + Zσ (S2)
Let us define H˜λ = H˜0 + λδH . Then, the correction to the free energy can be represented as [1]
δF = −
kBT
2
∑
ωn
∫ 1
0
dλ
∫
d2rTr[δHGλ,ωn(r, r
′)]r=r′ , (S3)
where the trace is taken over Nambu and spin variables and Gλ,ωn(r, r
′) is the imaginary-time Green function which
is calculated with the Hamiltonian H˜λ. This function should be calculated up to the first-order with respect to δH .
First we consider the Rashba spin-orbit coupling (SOC) in a topologically trivial 2D system. It will be assumed
that the splitting of electron energy bands ∆so, which is caused by the SOC, is much larger than ∆0 and the elastic
scattering rate 1/τ . In this case it is convenient to transform H˜ to the helical basis. In this basis, instead of spin
projection, the quantum states are labeled by the helicity index ν = ±. Accordingly, there are two bands with the
energies ξνk = k
2/2m+ ναk− µ. Each band crosses the Fermi energy (ξνk = 0) at the corresponding wave-number k
ν
F .
The Fermi velocity vF =
√
2µ/m+ α2 is the same in both bands, while densities of states NνF = (m/2pi)(1− να/vF )
are different. Therefore, there are different electron scattering rates 1/τ± = 2piN±F |Vimp|
2, where |Vimp|2 is expressed
in terms of the Born scattering amplitude for random uncorrelated impurities [1].
The calculation of δF in Eq. (S3) can be simplified, if the semiclassical Green function is used instead of Gλ,ωn(r, r
′).
The semiclassical approximation is valid when the Fermi wave length ∼ k−1F is much less then other relevant parameters
having the dimension of length. In the considered case of the strong SOC there are two helical bands. Therefore,
semiclassical Green functions are defined for each band, while their nondiagonal terms, which correspond to mixing
between bands, may be ignored at the large ∆so = |ξ
+
k − ξ
−
k |. The semiclassical functions are defined in the following
way:
gνλ,ωn(nk, r) = i
τ3
pi
∫
dξνkGλ,ωn(k, r) , (S4)
where nk = kF/kF and Gλ,ωn(k, r) is obtained from Gλ,ωn(r, r
′) by Fourier transform with respect to r− r′, and by
setting (r+ r′)/2→ r. Note, that the semiclassical function depends only on the direction of k, which in turn is fixed
on the Fermi line. Semiclassical equations for gνλ,ωn(r) in the presence of the strong Rashba SOC and magnetic field
have been derived in Ref.[35] of the main text. These results will be employed for the calculation of the free energy
Eq. (S3). In terms of quasiclassical functions Eq. (S3) can be written in the form
δF = −i
pikBT
4
∑
ωn
∫
dnk
∫
d2r
∫ 1
0
dλTr[τ3(vFnkA+ Zσ)gλ,ωn(nk, r)] , (S5)
where
gλ,ωn(nk, r) =
N+F
2
g+λ,ωn(r)(1 + σ × nk) +
N−F
2
g−λ,ωn(r)(1 − σ × nk) . (S6)
7It is easy to see that due to the angular averaging only the odd in k part of g contributes in the integral Eq. (S5).
In the case of the strong impurity scattering the Green function is almost isotropic. Therefore, it can be represented
as gνλ,ωn(nk, r) = g
ν
λ,ωn
(r) +nkg
ν
λ,ωn
(r) [2]. The second term, which represents the anisotropic correction, is small, so
that |g| ≪ 1. From Eqs.(S5-S6) one thus obtains
δF = −ivF
pikBT
8
∑
ωn
∫
d2r
∫ 1
0
dλTrτ [τ3(N
+
F g
+
λ,ωn
+N−F g
−
λ,ωn
)2A+ τ3(N
+
F g
+
λ,ωn
−N−F g
−
λ,ωn
)F] , (S7)
where Fx = −2Zy/vF and Fy = 2Zx/vF . As shown in Ref.[35] of the main text, the functions g
±
λ,ωn
can be expressed
in terms of the isotropic function g˜λ,ωn(r) = (1/2)(g
+
λ,ωn
(r) + g−λ,ωn(r)). The corresponding equations have the form
N+F g
+
λ,ωn
+N−F g
−
λ,ωn
= −vFNF τ
3g˜λ,ωn
(
1
τ2+
∇+ +
1
τ2−
∇−
)
g˜λ,ωn ,
N+F g
+
λ,ωn
−N−F g
−
λ,ωn
= −vFNF τ
3g˜λ,ωn
(
1
τ2+
∇+g˜λ,ωn −
1
τ2−
∇−g˜λ,ωn +
iλ
τ+τ−
F[τ3, g˜λ,ωn ]
)
, (S8)
where NF = (N
+
F +N
−
F )/2, so that τ
±/τ = NF/N
±
F . The gradients ∇± are given by
∇±∗ =∇ ∗+
λi
2
(2A± F)[τ3, ∗] . (S9)
As can be seen from Eq. (S7) it is sufficient to calculate the linear in A and Z correction to g˜. The equation for
this function has been derived in Ref.[35]. An analysis of this equation shows that the linear correction is absent, if
one takes into account Eq. (3) of the main text. Therefore, one may set g˜ equal to the zero-order Green function
g˜λ,ωn = (τ3ωn + τ2∆0)/
√
ω2n +∆
2
0 and ignore the gradient in the right-hand side of Eq. (S9). By substituting so
simplified Eq. (S9) into Eq. (S8) and Eq. (S7) we arrive to the free energy given by Eq. (2) of the main text. The
sum over ωn was calculated at the low temperature kBT ≪ ∆0.
In the case of a Dirac system with a single Dirac point there is only a single helical band, which should be taken
into account at sufficiently large µ. In this respect, the above algebra is simplified, while the corresponding equation
for the semiclassical Green function has been calculated in Refs.[36,37] of the main text. The free energy is given by
Eq. (2). However, in contrast to the Rashba superconductor the second term in Eq. (2) is absent.
S2. VORTEX COAT ON A ZEEMAN ISLAND BOUNDARY
The phase θ of the order parameter is induced by two regular chains of vortices on two opposite edges of a strip at
y = −w/2 and y = w/2, respectively, where w is the strip width. It is assumed that counterclockwise and clockwise
vortices with coordinates r+i = (bi + s,−w/2, 0) and r
−
i = (bi, w/2, 0), are placed on the opposite boundaries, where
b is the chain period, i = 1, 2, ..., and s denotes the relative shift of the chains in the x-direction. In this case ∇θ in
Eq.(2) of the main text may be written as
∇θ =
∑
i
(
−
zˆ× (r− r+i )
(r− r+i )
2
+
zˆ× (r− r−i )
(r− r−i )
2
)
, (S10)
where zˆ is a unit vector in the z-direction. ∇θ can be averaged over x. Let us denote the so averaged ∇θ as ∇θ.
From Eq.(S10) it is easy to calculate it as ∇θ = − 2pib xˆθ(x+w/2)θ(w/2−x), where xˆ a unit vector in the x-direction.
Note, that this average is finite only inside the strip. Therefore, by choosing the appropriate lattice period b, one may
compensate the Zeeman term in Eq.(2) of the main text. However, it is necessary to take into account the deviation
δ∇θ of ∇θ from its average value. By taking the sum over i in Eq.(S10) this deviation can be written in the form
δ∇θ =
pi
b
∑
m 6=0
eigmx
(
e−|gm||y−w/2|V+m − e
−|gm||y+w/2|e−igmsV−m
)
, (S11)
where gm = 2pim/b, V
±
x =sign(y ∓ w/2) and V
±
y = isign(gm). It is seen that δ∇θ decreases fast when the distance
from the edges increases. At 2piw≫ b it contributes in the second term of Eq.(7) only within a thin shell ∼ b/2pi near
8the edges. This term plays a role of the the surface energy. Let us denote it as Fs. By substituting Eq.(S11) in the
second term of Eq.(7) we obtain
Fs =
pi
4
NFD∆0Lg
[
2 ln
2
gξ
+ ln
(
1− e−wg+isg
)
+ ln
(
1− e−wg−isg
)]
, (S12)
where g = 2pi/b. Since gξ ≪ 1, the superconductor coherence length ξ plays the role of the logarithmic cutoff near
vortex cores. If the width of the strip is much larger than the distance between vortices the first term in Eq.(S12)
dominates and the surface energy does not depend on the strip width. By minimizing the free energy Eq.(7) one
obtains b, as a function of w and F . The result is shown in Fig.2 of the main text.
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