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ABSTRACT
We study the a priori estimates and existence for solutions of mixed boundary value
problems for quasilinear elliptic equations. We prove maximum estimates, gradient es-
timates and Ho¨lder gradient estimates and use them to prove the existence theorem in
C1,α
′
(Ω¯) through some functional analytical tool. The barrier method is used and the
angle conditions are derived.
1CHAPTER 1. INTRODUCTION
In this work, we study the mixed boundary value problem for second order quasilinear
elliptic equations in a domain whose boundary has corners. More specifically, we study
the effect of these corners on the smoothness of solutions. We prove various a priori esti-
mates and use them to prove existence theorems. To motivate our investigation, we first
give a general orientation about the development in this field, beginning with Dirichlet
problems and oblique derivative problems and then turning to the mixed problems. In
the end of this introduction, we give an outline of this thesis.
1.1 Dirichlet problems and oblique derivative problems
1.1.1 Statement of problem
A boundary value problem is a combination of a differential equation inside a bounded
domain Ω ⊂ Rn and a boundary condition on the boundary of Ω, i.e., ∂Ω. The Dirichlet
problem for a second order linear elliptic equation takes the following form
Lu = f in Ω,
u = ϕ on ∂Ω.
(1.1)
Here, L is an operator defined on C2(Ω) by
Lu(x) ≡ aij(x)Diju(x) + bi(x)Diu(x) + c(x)u(x),
where aij, bi, c, i, j = 1, · · · , n, and f are given functions in Ω and the summation con-
vention is used throughout, and ϕ is a given function on ∂Ω.
2That L is elliptic means that the matrix [aij(x)] is positive definite for all x ∈ Ω. If
the maximum and minimum eigenvalues of this matrix are denoted by Λ(x) and λ(x)
respectively, then this means that
0 < λ(x)|ξ|2 ≤ aij(x)ξiξj ≤ Λ(x)|ξ|2
for all ξ = (ξ1, · · · , ξn) ∈ Rn − {0} and for all x ∈ Ω. If the ratio Λ/λ is bounded on
Ω× R× Rn, we shall call L uniformly elliptic. For the purpose of this work, we always
assume that L is uniformly elliptic.
We say that u is a solution of (1.1) if u ∈ C2(Ω)⋂C0(Ω¯) and the equations in (1.1)
are satisfied pointwise.
The oblique derivative problem for a second order linear elliptic equation takes the
following form 
Lu = f in Ω,
Mu = ϕ on ∂Ω.
(1.2)
Here L is defined as above, and M is an operator defined on C1(∂Ω) by
Mu(x) ≡ βi(x)Diu(x) + β0(x)u(x),
where βi, i = 1, · · · , n and β0 are given functions on ∂Ω.
That M is uniformly oblique means that the vector (βi(x)) points inwardly uniformly
for all x ∈ ∂Ω. If Ω is C1 and the inner normal vector of ∂Ω at x is denoted by (γi(x)),
then this means that there exists a positive constant χ such that
βi(x)γi(x) ≥ χ, ∀x ∈ ∂Ω. (1.3)
Throughout this work, we assume that M is uniformly oblique.
We say that u is a solution of (1.2) if u ∈ C2(Ω)⋂C1(Ω¯) and the equations in (1.2)
are satisfied pointwise.
Regularity of solutions for (1.1) or (1.2) has been studied for a long time. It is well
known that the global regularity of solutions depends on the regularity of the data,
3including the coefficients aij, bi, c, βi, β0, the source f , the boundary value ϕ and the
domain Ω. A complete story of regularity theory is far beyond our scope, so we refer to,
for instance, [9] for Dirichlet problems and [26] for oblique derivative problems. For our
purpose, we focus on the effect of domains on regularity of solutions. We demonstrate
that assuming all other data are smooth enough, regularity of solutions improves as
regularity of the domain improves. To illustrate this point, we need some basic definitions
of smoothness of functions and domains.
1.1.2 Basic definitions of functions and domains
We first recall the basic definition of continuity.
Definition 1.1. We say that a function u is uniformly continuous in Ω, denoted by
u ∈ C0(Ω¯), if for every  > 0, there exists a constant δ > 0 such that
|u(x)− u(y)| < , whenenver |x− y| < δ, for any x, y ∈ Ω.
Definition 1.2. We say that a function u is in Ck(Ω¯), if u is k-th differentiable and
Dku is in C0(Ω¯).
Ho¨lder continuity proves to be a quantitative measure of continuity that is especially
well suited to the study of partial differential equations.
Definition 1.3. Assume 0 < α ≤ 1. We say that a function u ∈ C0(Ω¯) is Ho¨lder
continuous with exponent α in Ω, denoted by u ∈ Cα(Ω¯), if there exists a constant
M > 0 such that
[u]α;Ω ≡ sup
x,y∈Ω
x 6=y
|u(x)− u(y)|/|x− y|α ≤M.
If α = 1, we say the function u is Lipschitz continuous in Ω, denoted by C0,1(Ω¯).
Definition 1.4. Assume k is an nonnegative integer and 0 < α ≤ 1. We say that a
function u is in Ck,α(Ω¯) if u is in Ck(Ω¯) and Dku is in Cα(Ω¯).
4We use the standard norms for a function u in Ck,α(Ω).
|u|0;Ω = sup
Ω
|u|
|u|k+α;Ω = Σ|β|<k|Dβu|0;Ω + Σ|β|=k[Dβu]α;Ω
Accordingly, we define the smoothness of the boundary of domains.
Definition 1.5. A bounded domain Ω in Rn is a Ck,α domain, denoted by ∂Ω ∈ Ck,α, if
at each point x0 ∈ ∂Ω there is a ball B = B(x0) and a one-to-one mapping ψ of B onto
D ⊂ Rn such that:
(i)ψ(B ∩ Ω) ⊂ Rn+; (ii)ψ(B ∩ ∂Ω) ⊂ ∂Rn+; (iii)ψ ∈ Ck,α(B), ψ−1 ∈ Ck,α(D).
In other word, Ω is Ck,α if locally, ∂Ω can be represented by the graph of a Ck,α function
of n− 1 coordinates and Ω is on one side of ∂Ω.
Definition 1.6. A bounded domain Ω in Rn is a Lipschitz domain if there exists positive
constants R and w0, and, for each x0 ∈ ∂Ω, a function w : Bn−1(0, R) and a coordinate
system (y′, yn) = (y1, · · · , yn−1, yn) centered at x0 such that
Ω ∩B(x0, R) = {(y′, yn) : yn > w(y′), |y| < R}, (1.4a)
|w(y′1)− w(y′2)| ≤ w0|y′1 − y′2|. (1.4b)
In other words, Ω is a Lipschitz domain if locally, ∂Ω can be represented by the graph of
a C0,1 function of n− 1 coordinates.
We refer to [9, Sections 4.1 and 6.2] for more details.
1.1.3 Classical results
Now, we demonstrate the fact that, assuming all the other data are smooth enough,
regularity of solutions improves as regularity of the domain improves. First of all, we
present the regularity of solutions for (1.1) under various regularity of domains. These
5results are classical, so we only state the theorems and refer the proof to corresponding
sources.
Theorem 1.7. Suppose u is any solution of the Dirichlet problem (1.1) and all the
data, except the domain, are smooth enough. If the domain Ω is Lipschitz with Lipschitz
constant w0, then there exists a constant α ∈ (0, 1), depending on w0 and all the other
data, such that
u ∈ Cα(Ω¯).
Proof. See [29].
Theorem 1.8. Suppose u is any solution of the Dirichlet problem (1.1) and all the data,
except the domain, are smooth enough. If the domain Ω is C1,α, 0 < α < 1, then
u ∈ C1,α(Ω¯).
Proof. This is the intermediate Schauder estimates for Dirichlet problems. See [8].
Theorem 1.9. Suppose u is any solution of the Dirichlet problem (1.1) and all the data,
except the domain, are smooth enough. If the domain Ω is Ck,α, where k ≥ 2, 0 < α < 1,
then
u ∈ Ck,α(Ω¯).
In particular, if Ω is C∞, then u ∈ C∞(Ω¯).
Proof. This is the classical Schauder theory for Dirichlet problems. There are many
different proofs. See [9, Theorem 6.19] for an example.
Now we turn to oblique derivative problems. These results are less classical and
relatively new. Lieberman’s book [26] is an excellent source on this topic. First of all, we
need to generalize the definition of obliqueness (1.3) when the domain Ω is just Lipschitz.
Assume Ω is Lipschitz with constants w0 and R in the Definition 1.6. We say the the
6vector field β is uniformly oblique if there is a nonnegative constant µ0 with µ0w0 < 1
such that for each x0 ∈ ∂Ω, in the sense of the local coordinate system, we have
|β′(x)| ≤ µ0βn(x) (1.5)
for all x ∈ ∂Ω with |x− x0| < R.
Theorem 1.10. Suppose u is any solution of the oblique derivative problem (1.2) and
all the data, except the domain, are smooth enough. If the domain Ω is Lipschitz, then
there exists a constant α ∈ (0, 1), depending on A,χ,  in (1.5) and all the other data,
such that
u ∈ C1,α(Ω¯).
Proof. See [21] or [26, Theorem 4.6].
Theorem 1.11. Suppose u is any solution of the oblique derivative problem (1.2) and
all the data, except the domain, are smooth enough. If the domain Ω is C1,α, 0 < α < 1,
then
u ∈ C2,α(Ω¯).
Proof. See [26, Theorem 4.40].
Theorem 1.12. Suppose u is any solution of the oblique derivative problem (1.2) and
all the data, except the domain, are smooth enough. If the domain Ω is Ck,α, where
k ≥ 2, 0 < α < 1, then
u ∈ Ck+1,α(Ω¯).
In particular, if Ω is C∞, then u ∈ C∞(Ω¯).
Proof. The proof is similar to that of [26, Theorem 4.40].
Remark 1.13. As we claimed before, these theorems show that smoother domains give
smoother solutions. Also note that from these theorems we see an important difference
7between Dirichlet problems and oblique derivative problems. For Dirichlet problems, regu-
larity of solutions is the same as regularity of the domain. However, for oblique derivative
problems, regularity of solutions is one more differentiability better than the regularity of
the domain.
1.2 Introduction to mixed problems
1.2.1 Statement of problem
A mixed boundary value problem is a boundary value problem where on one part of
boundary, we have a Dirichlet boundary condition and on the other part of boundary,
we have an oblique boundary condition. For a second order linear elliptic equation, it
takes the following form 
Lu = f in Ω,
u = ϕD on D,
Mu = ϕO on O.
(1.6)
Here, L, f,M are defined as before and D and O are two disjoint parts of ∂Ω with
D ∪ O = ∂Ω. O is Lipschitz and M is defined as before with ∂Ω replaced by O. ϕD
is a given function on D and ϕO is a given function on O. We also assume that D is
relatively closed with respect to ∂Ω, that is the intersection part where D and O meet
can be written as I = D ∩ O¯.
We say that u is a solution of (1.6) if u ∈ C2(Ω)⋂C1(Ω ∪ O)⋂C0(Ω¯) and the
equations in (1.6) are satisfied pointwise.
1.2.2 Expectation
It is well known that regularity of solutions of elliptic equations is a purely local
matter, so we only need to see how a solution behaves near a point on Ω¯. Thus for the
mixed problems (1.6), the regularity of solutions inside the domain and on the boundary
8away from I can be inferred readily from the standard theory of Dirichlet problems and
oblique derivative problems. At the intersection part I, the situation is, however, quite
different. We use a simple model problem to illustrate what we can expect at that place.
Consider a special case of the mixed problem (1.6) as follows.
4u = 0 in Ω,
u = cos(θ/2) on D,
∂u
∂γ
= 0 on O,
(1.7)
where the domain Ω is a half disk in R2, i.e. in polar coordinates Ω = {(r, θ) : 0 < r <
1, 0 < θ < pi} and D = {(r, θ) : r = 1 or θ = pi}, O = {(r, θ) : 0 < r < 1, θ = 0}. In this
simple case, we can find a solution explicitly by using method of separation of variables.
The solution is
u(r, θ) = r1/2 cos(θ/2). (1.8)
It is easy to verify that this solution u is only in the Ho¨lder space C1/2(Ω¯). The problem is
at the origin where the Dirichlet boundary D meets the oblique boundary O. However,
at the origin, the domain is actually smooth. So this example shows that for mixed
problems, even though the domain is smooth, solutions may not be smooth. This is quite
different from the results for Dirichlet problems and oblique derivative problems where
we saw in Theorems 1.9 and 1.12 that smooth domains always give smooth solutions.
To do further investigation, we focus on the origin and examine the relation between
the corner angle and regularity of solutions for mixed problems. We consider the mixed
problem 
4u = 0 in Ω,
u = 0 on D,
∂u
∂γ
= 0 on O,
(1.9)
where the domain Ω is a circular sector in R2, i.e. Ω = {(r, θ) : 0 < θ < θ0} for any
0 < θ0 < 2pi, and D = {(r, θ) : θ = θ0}, O = {(r, θ) : θ = 0}. Again, we can find one
9solution for this problem using method of separation of variables. The solution is
u(r, θ) = r
pi
2θ0 cos
( pi
2θ0
θ
)
. (1.10)
It is easy to verify that
• if θ0 > pi2 , then u ∈ C
pi
2θ0 (Ω¯), but not in C1(Ω¯);
• if θ0 < pi2 , then u ∈ Ck,α(Ω¯), where k is a positive integer and k + α = pi2θ0 .
From this analysis, we observe that at the origin, the smaller angle gives better regularity
and when the angle is too large, the solution is only Ho¨lder continuous with exponent
depending on the angle, but may not be C1. This implies that to obtain global higher
regularity of solutions for mixed problems, besides the conditions needed for Dirichlet
problems and oblique derivative problems, we shall also need an upper bound for the
angle where Dirichlet boundary D and oblique boundary O meet. We call this condition
the corner angle condition. Formulating this angle condition for various mixed problems
is one of the main themes of this dissertation.
Remark 1.14. In another point of view, the presence of the angle condition implies that,
unlike the Dirichlet problems and oblique derivative problems, even if all the other data
are smooth, C1,α(Ω¯) solutions of mixed problems are not automatically C2,α(Ω¯).
Remark 1.15. Note that, following the above analysis, if θ0 =
pi
2
, then we have u(x, y) =
y ∈ C∞(Ω¯). Indeed pi
2
is a special angle for problem (1.9). Because in this case uxx(0)
and uyy(0) are determined only by the boundary data. It is easy to see that they are both
equal to 0. So they happen to satisfy the differential equation as well. Because of this
compatibility condition, we have the smooth solution. In general, when the angle θ0 has
the form of pi/(2n) for some positive integer n, the regularity of solutions is determined
by some compatibility conditions on the data. We refer to [1], [2] for more discussions
on this.
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1.2.3 General approach
As noted before, the main task to study the regularity of solutions for a mixed problem
lies on the intersection place where Dirichlet boundary and oblique boundary meet. This
implies that we shall need estimates of growth of solutions near the intersection place. To
establish such estimates, we shall use the barrier method with various barrier functions.
Once we obtain these estimates, we can combine them with the known interior estimates,
Dirichlet boundary estimates, and oblique boundary estimates to get the global estimates
of the solutions and hence the global regularity.
For the barrier method to work, we need to restrict ourselves to a specific type of
domains. The idea is to generalize the model domains of circular sectors in the previous
section. Specifically, let Ω, D,O and I be defined as in Section 1.2.1. We assume that D
and O are (n−1)-dimensional C2 surfaces and I is a (n−2)-dimensional C2 surface. We
shall refer to this domain as the regular domain for mixed boundary value problems. We
also define the angle between D and O as follows. Let γD(x) and γO(x) denote the inner
normal vectors on D and O respectively. For arbitrary point x¯ ∈ I, denote θ1 ∈ [0, pi) as
the angle formed by the vectors γD(x) and γO(x) as x → x¯. Then, we define the angle
formed by D and O at x¯ by
θ0 = pi − θ1. (1.11)
Remark 1.16. We note that just in the case of Dirichlet problems and oblique derivative
problems, besides the method related to Ho¨lder spaces, as employed in this paper, there
are other approaches; we mention in particular Sobolev space methods as considered in,
for example, [5–7, 10, 11, 32]. We are not going to the details of this method, but point
out that while Sobolev space methods are able to prove existence of some form of weak
solutions for very general domains, getting the regularity results are often difficult.
11
1.3 Outline of the thesis
The rest of this thesis is organized as follows. We review the main results of mixed
problems for linear elliptic equations in Chapter 2 and then devote the rest to the mixed
problems for quasilinear elliptic equations. After stating the general problem and some
examples of quasilinear operators in Chapter 3, we derive maximum principles in Chapter
4, global gradient estimates in Chapter 5 and Ho¨lder gradient estimates in Chapter 6.
Lastly, in Chapter 7, we use these a priori estimates to derive existence theorems for
quasilinear mixed problems.
12
CHAPTER 2. LINEAR MIXED PROBLEMS
In this chapter, we are concerned with the existence and regularity for the solutions
of linear mixed boundary value problems (1.6).
There have been a lot of studies in this field and [1] gave a good general orientation
about its development until 1982. Later on, [20] and [23] presented a relative complete
theory for the existence and regularity of solutions in Ho¨lder spaces under very weak
assumptions on the domain and coefficients. Moreover, the use of Miller barriers allowed
the author to determine the optimal Ho¨lder exponent α1 in terms of the ellipticity ratio
of L, a corresponding ratio for M and the magnitude of the corner angle. We shall
present these results to illustrate this quantitative relation. They will also be used for
the development of existence theory for quasilinear mixed problems in Chapter 7. Lastly,
we mention that this theory has been used in the study of reflected shocks in transonic
flow. The first such an application appeared in [4].
2.1 Miller barriers
In this section, we present the barrier functions of the Miller type. They were used to
treat Dirichlet problems in [29] and were later adapted for linear mixed boundary value
problems (1.6) in [20, 23]. Note that they will also be used to prove Ho¨lder gradient
estimates for quasilinear mixed problems in Chapter 6.
For now we only consider operators L0 = a
ijDij and M0 = β
iDi. L0 is uniformly
13
elliptic if there exists a constant µ such that for any x ∈ Ω,
Λ/λ ≤ µ. (2.1)
Set β′ = β− (β ·γO)γO to be the tangential direction of β with respect to γO. If O ∈ C1,
then, following the definition in (1.5), M0 is uniformly oblique on O if there exists an
nonnegative constant µ0 such that at each x0 ∈ O,
|β′| ≤ µ0β · γO. (2.2)
To illustrate the idea, we shall firstly present the properties of Miller barriers in a
two dimensional domain of a circular sector, which we already encountered in Section
1.2.2. Recall that the model domain is
Ω = {(r, θ) : r > 0, 0 < θ < θ0} for some 0 < θ0 < pi, (2.3a)
D = {(r, θ) : θ = θ0}, O = {(r, θ) : θ = 0}. (2.3b)
Then, our Miller barriers take the form
wα = r
αg(θ), (2.4)
where α is a constant and g is a C2[0, pi) function to be chosen. The choice of α and g
involves the theory of singular ordinary differential equations, and we refer the details
to [26, Proposition 3.16] or [23, Lemma 4.1].
Lemma 2.1. Let Ω, D,O be defined as in (2.3). Then, there exists a positive constant
α1 = α1(θ0, µ0, µ) such that for any α ∈ (0, α1), there exists a function g ∈ C2([0, θ0])
such that the function wα, as given by (2.4), satisfies
L0wα ≤ −rα−2 in Ω, (2.5a)
wα ≥ rα in Ω, (2.5b)
M0wα ≤ −rα−1 on O, (2.5c)
14
for all L0 satisfying (2.1) and M0 satisfying (2.2). Moreover, there is a constant C,
depending only on µ, µ0, α, such that
wα ≤ Crα, |Dwα| ≤ Crα−1 in Ω.
Furthermore, α1 is strictly decreasing in θ0, α1(cot
−1 µ0, µ0, ·) ≡ 1 for all µ0 ∈ [0,∞),
α1 →∞ as θ0 → 0 for fixed µ, µ0.
Going back to our n-dimensional domain Ω, we assume that Ω is a regular domain
as defined in Section 1.3. We define d∗∗(x) to be the distance from x to I. Denote
θ0 = θ0(x¯) to be the angle between D and O at x¯. Then near each point on I, Ω can
be viewed as a n-dimensional circular sector with r replaced by d∗∗. Thus, construction
of barrier functions in this case is similar with the one in a two dimensional domain via
transformation.
Lemma 2.2. There exist positive constants  and α1, depending only on n,Ω, θ0, µ0, µ,
such that for any α ∈ (0, α1), there exists a function g ∈ C2([0, θ0]) such that the function
wα, as given by (2.4), satisfies
L0wα ≤ −(d∗∗)α−2 in {x ∈ Ω : d∗∗ ≤ }, (2.6a)
wα ≥ (d∗∗)α in {x ∈ Ω : d∗∗ ≤ }, (2.6b)
M0wα ≤ −(d∗∗)α−1 on {x ∈ O : d∗∗ ≤ }, (2.6c)
for all L0 satisfying (2.1) and M0 satisfying (2.2). Moreover, there is a constant C,
depending only on n, µ, µ0, α, such that
wα ≤ C(d∗∗)α, |Dwα| ≤ C(d∗∗)α−1 in {x ∈ Ω : d∗∗ ≤ }.
Furthermore, α1 is strictly decreasing in θ0, α1(cot
−1 µ0, µ0, ·) ≡ 1 for all µ0 ∈ [0,∞),
α1 →∞ as θ0 → 0 for fixed µ, µ0.
Proof. See [26, Proposition 3.17].
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2.2 Main results
In this section, we present the theory of existence and regularity for problem (1.6).
The existence theory is based on the Perron process for solving Dirichlet problems [9,
Chapter 6] with necessary modifications for mixed problems. It uses Miller barriers to
construct supersolutions and subsolutions at each x¯ ∈ I. The regularity theory is based
on the Schauder-type estimates with Miller barriers used to estimate rate of growth near
the intersection place.
To facilitate the presentation, we shall make use of weighted Ho¨lder spaces throughout
this thesis. Writing
d(x) = dist(x, ∂Ω),
we set Ωδ = {x ∈ Ω : d(x) > δ}. For a ≥ 0, b ≥ −a, we then define
|u|(b)a;Ω = sup
δ>0
δa+b|u|a;Ωδ ,
H(b)a (Ω) = {u : |u|(b)a;Ω <∞}.
Thus, u ∈ H(b)a (Ω) means that u is Ca in the interior of Ω and is Cb in Ω¯.
Theorem 2.3. Let L and M be operators as defined in (1.6). Assume that O ∈ C2,α for
some α ∈ (0, 1). Assume that
aij, bi, c ∈ Cα(Ω ∪O), βi, β0 ∈ C1,α(Ω ∪O), (2.7a)
|aij|0 + |bi|0 + |βi|0 <∞, (2.7b)
c ≤ 0, β0 ≤ 0, with either c or β0 not equal to 0, (2.7c)
f ∈ Cα(Ω ∪O), ϕD ∈ C(D), ϕO ∈ C1,α(O¯). (2.7d)
Then (1.6) has a unique solution u ∈ C2(Ω ∪O) ∩ C0(Ω¯).
Proof. See [20, Theorem 1].
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Theorem 2.4. Let u ∈ C0(Ω¯) ∩ C1(Ω ∪ O) ∩ C2(Ω) be a solution of (1.6). Assume
L satisfies (2.1) and M is uniformly oblique. Assume that at each x¯ ∈ I, Ω has angle
θ0 < pi, and that near each x¯, |β′| ≤ µ0βn for some µ0 > 0 and
cot θ0 > µ0. (2.8)
Then there is a constant α1 = α1(n, θ0, µ0, µ,Ω) > 1 such that if 0 < α
′ < min{1, α1−1},
and
aij ∈ H(0)α (Ω), bi, c ∈ H(1−α
′)
α (Ω), for some α ∈ (0, 1), (2.9a)
aij is uniformly continuous in Ω, (2.9b)
βi, β0 ∈ Cα′(O¯), (2.9c)
f ∈ H(1−α′)α (Ω), ϕD ∈ C1,α
′
(D), ϕO ∈ Cα′(O¯). (2.9d)
then u ∈ H(−1−α′)2+α (Ω). Moreover, if D ∈ C2,α, α1 > 2 and 1 < α′ < α1 − 1, α′ ≤ 1 + α,
and
aij, bi, c ∈ H(1−α′)α (Ω), βi, β0 ∈ Cα
′
(O¯), (2.10)
then u ∈ H(−1−α′)2+α (Ω).
Proof. See [23, Theorem 4].
Remark 2.5. In [23], Theorem 2.4 was proved for domains satisfying the so called
”wedge condition”.
Remark 2.6. In two dimensional case, in view of the properties of α1 in Lemma 2.2,
Theorem 2.4 implies that u ∈ C1(Ω¯) if the vector (β(x)), when x approaches x¯ ∈ I,
points outside Ω. In higher dimensional case, this fact still holds. See [23].
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CHAPTER 3. BASICS OF QUASILINEAR MIXED
PROBLEMS
3.1 Statement of problem
In this thesis, we study the mixed boundary value problem for second order quasilinear
elliptic differential equations 
Qu = 0 in Ω,
u = ϕ on D,
Nu = 0 on O.
(3.1)
Here D and O are defined as in Section 1.2.1. Q is an operator defined on C2(Ω) by
Qu(x) ≡ aij(x, u(x), Du(x))Diju(x) + a(x, u(x), Du(x)), (3.2)
where aij, i, j = 1, · · · , n, and a are given functions and the summation convention is
used throughout. ϕ is a given function on D. N is an operator defined on C1(Ω¯) by
Nu(x) ≡ b(x, u(x), Du(x)), (3.3)
where b is a given C1 function.
We write z, p as dummy variables for u,Du. That Q is elliptic means that the
matrix [aij(x, z, p)] is symmetric and positive definite for all x ∈ Ω, z ∈ R, p ∈ Rn. If
the maximum and minimum eigenvalues of this matrix are denoted by Λ(x, z, p) and
λ(x, z, p) respectively, then this means that
0 < λ(x, z, p)|ξ|2 ≤ aij(x, z, p)ξiξj ≤ Λ(x, z, p)|ξ|2 (3.4)
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for all ξ = (ξ1, · · · , ξn) ∈ Rn − {0} and for all (x, z, p) ∈ Ω × R × Rn. If the ratio Λ/λ
is bounded on Ω × R × Rn, we shall call Q uniformly elliptic. Throughout this work,
ellipticity of Q is assumed. We also define another function, which will prove to be useful,
by
E (x, z, p) = aij(x, z, p)pipj. (3.5)
If Q is elliptic at (x, z, p), we have by (3.4)
0 < λ(x, z, p)|p|2 ≤ E (x, z, p) ≤ Λ(x, z, p)|p|2. (3.6)
That N is oblique means that the vector (bpi(x, z, p)) points inwardly uniformly for
all (x, z, p) ∈ O × R × Rn. If Ω is C1 and the inner normal vector on O is denoted by
(γiO(x)), then this means that
bpi(x, z, p) · γiO(x) > 0, ∀(x, z, p) ∈ O × R× Rn. (3.7)
More generally, if Ω is Lipschitz, then we say N is oblique if, for all (x, z) ∈ O×R, there
is an inward pointing vector p0(x, z) such that
b(x, z, p+ tp0(x, z)) ≤ b(x, z, p+ sp0(x, z)) (3.8)
for all p ∈ Rn and all t ≤ s in R. Throughout this work, obliqueness of N is assumed.
The operator Q is of divergence form if there exists a differentiable vector function
A(x, z, p) = (A1(x, z, p, · · · , An(x, z, p)) and a scalar function A0(x, z, p) such that
Qu = div A(x, u,Du) + A0(x, u,Du), (3.9)
that is, in (3.9),
aij(x, z, p) =
1
2
(DpiA
j(x, z, p) +DpjA
i(x, z, p)).
The nonlinear boundary condition Nu = 0 is called a conormal boundary condition if Q
is of divergence form (3.9), and in (3.3),
b(x, z, p) = A(x, z, p) · γ + g(x, z), (3.10)
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where g is a given function. It is easy to see that if Q is of divergence form and elliptic,
then the conormal boundary condition is automatically oblique.
We say that u is a solution of (3.1) if u ∈ C2(Ω)⋂C1(Ω⋃O)⋂C0(Ω¯) and the
equations in (3.1) are satisfied pointwise.
As in the linear case, under suitable hypothesis on aij, a, ϕ, b and Ω to be discussed, we
shall prove various a priori estimates for the solution of (3.1). Specifically, we shall prove
the maximum principle, gradient estimates, and Ho¨lder gradient estimates. And we shall
combine them with some functional analytic tool to show the existence of solutions to
(3.1).
3.2 Examples of quasilinear operators
In this section, we present some important examples of the quasilinear operator Q,
their divergence forms, and corresponding conormal boundary conditions. These oper-
ators are the benchmarks for regularity theory of quasilinear elliptic equations and our
estimates and existence results will include them as example. Since the eigenvalues λ,Λ
and the scalar function E are important elements for the conditions to guarantee our
estimates, we shall present them as well.
(i)
Qu = (1 + |Du|2)4u−DiuDjuDiju+ a(x, u,Du). (3.11a)
This operator can also be written in the divergence form
Q
′
u = div
( Du√
1 + |Du|2
)
+ A0(x, u,Du), (3.11b)
where
A0(x, z, p) = (1 + |p|2)−3/2a(x, z, p).
The corresponding conormal boundary condition is
Du · γ√
1 + |Du|2 + g(x, u) = 0. (3.11c)
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For (3.11a), we have
λ = 1, Λ = 1 + |p|2, E = |p|2,
and for (3.11b), we have
λ = (1 + |p|2)−3/2, Λ = (1 + |p|2)−1/2, E = |p|2(1 + |p|2)−3/2. (3.12)
If a ≡ 0 in (3.11), Q or Q′ is called the minimal surface operator. If A0 = −nH(x)
in (3.11b), the equation Q
′
u = 0 is called the prescribed mean curvature equation
because if Q
′
u = 0, then the graph of u has mean curvature H(x) at the point
(x, u(x)).
(ii)
Qu = 4u+ 2βDiuDjuDiju+ a(x, u,Du) (3.13a)
where β ∈ [0,∞). This operator can also be written in the divergence form
Q
′
u = div
(
eβ|Du|
2
Du
)
+ A0(x, u,Du) (3.13b)
where
A0(x, z, p) = eβ|p|
2
a(x, z, p).
The corresponding conormal boundary condition is
eβ|Du|
2
Du · γ + g(x, u) = 0. (3.13c)
For (3.13a), we have
λ = 1, Λ = 1 + 2β|p|2, E = |p|2(1 + 2β|p|2),
and for (3.13b), we have
λ = eβ|p|
2
, Λ = (1 + 2β|p|2)eβ|p|2 , E = |p|2(1 + 2β|p|2)eβ|p|2 . (3.14)
We note that the ratio of Λ/λ for (3.13) is asymptotically proportional to the
same ratio for (3.11) as |p| → ∞; however, the ratio Λ/E has different growth
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properties for the two operators. This fact will affect the existence results for the
two operators substantially.
(iii)
Qu = 4u+ (q − 2) DiuDju
1 + |Du|2Diju+ a(x, u,Du) (3.15a)
where q ∈ [2,∞). This operator can also be written in the divergence form
Q
′
u = div
(
(1 + |Du|2) q2−1Du
)
+ A0(x, u,Du) (3.15b)
where
A0(x, z, p) = (1 + |p|2) q2−1a(x, z, p).
The corresponding conormal boundary condition is
(1 + |Du|2) q2−1Du · γ + g(x, u) = 0. (3.15c)
For (3.15a), we have
λ = 1, Λ =
1 + (q − 1)|p|2
1 + |p|2 , E =
|p|2(1 + (q − 1)|p|2)
1 + |p|2 ,
and for (3.15b), we have
λ = (1 + |p|2) q2−1, Λ = (1 + (q − 1)|p|2)(1 + |p|2) q2−2, (3.16a)
E = |p|2(1 + (q − 1)|p|2)(1 + |p|2) q2−2. (3.16b)
We note that when q ∈ [1, 2), the operator (3.15) is also defined and elliptic with
the values of λ and Λ exchanged. Moreover, the operator (3.15) is uniformly elliptic
for any q ∈ (1,∞) and equivalent to (3.11) if q = 1. Also (3.13) with β = 0 and
(3.15) with q = 2 are the same and both have principal term equal to the Laplacian.
3.3 Known results
There are lots of studies about existence and regularity theory of quasilinear mixed
problems, but they are mostly Sobolev space methods [5–7, 11] and there is no direct
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comparison between results based on Sobolev spaces methods and results based on Ho¨lder
space methods. The only result based on Ho¨lder space methods known to the author is
in [28], where the minimal surface equation was dealt with.
Theorem 3.1. Assume that Ω ⊂ R2 is convex. Assume also that the two corner angles
satisfy that 0 < θ0 < pi/2. Then there is a constant α ∈ (0, 1) such that if D ∈ C2, ϕ ∈
C2(D), O ∈ C2,α, then the mixed problem
div
( Du√
1 + |Du|2
)
= 0 in Ω,
u = ϕ on D,
∂u
∂γO
= 0 on O,
(3.17)
is solvable in C2(Ω) ∩ C1,α(Ω¯).
Proof. See [28, Theorem 1].
The proof of this result relied heavily on that Ω is convex and that the oblique bound-
ary condition is the homogeneous Neumann condition. In fact, under these assumptions,
it was shown that supΩ¯ |Du| = supD |Du|, which is not true in general. Thus, the proof
can not be applied to more general mixed problems. As we shall see that our theory will
generalize this result to more general domains and non-zero oblique boundary conditions.
Note that, however, the angle condition θ0 < pi/2 cannot be improved and it is necessary
to get a C1,α(Ω¯) solution.
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CHAPTER 4. MAXIMUM PRINCIPLES AND THE FIRST
ESTIMATE
We are now ready to derive our first estimate, the maximum principle, which, on one
hand, is the first estimate in our existence program and, on the other hand, provides
the comparison principle for our barrier arguments in later chapters. As we shall see,
the maximum estimates for solutions of mixed problems follow readily from results for
Dirichlet problems and oblique problems; there are no essentially new elements involved
in. This is a contrast to the higher order estimates in later chapters, where the angle
conditions are needed.
4.1 Non-divergence equations
Firstly, we state a version of weak maximum principle for linear operators that is
suited for our purpose of quasilinear operators.
Lemma 4.1. Let L,M,D,O be defined as in (1.6). Assume that bi/λ and c/λ are
bounded and c ≤ 0 in Ω. Assume that β0 ≤ 0 on O. Then, if u ∈ C2(Ω) ∩ C1(Ω ∪ O) ∩
C0(Ω¯) satisfies 
Lu ≥ 0 in Ω,
u ≤ 0 on D,
Mu ≥ 0 on O,
(4.1)
we have u ≤ 0 in Ω as well.
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Proof. By the strong maximum principle for Dirichlet problems [9, Theorem 3.5], u
cannot have a non-negative maximum in the interior of Ω unless it is a constant. By the
strong maximum principle for oblique derivative problems on Lipschitz domains from
[24, Lemma 3.2], u cannot have a positive maximum on O unless it is a constant. Thus,
if there exists a point x0 ∈ Ω¯ such that u(x0) = maxΩ u and u(x0) ≥ 0, then x0 ∈ D.
Thus, u(x) ≤ u(x0) ≤ 0, for any x ∈ Ω¯.
For quasilinear operators, we have the following comparison principle.
Theorem 4.2. Let Q,N,D,O be defined as in (3.1). Assume that aij(x, z, p) is inde-
pendent of z and a(x, z, p), b(x, z, p) are non-increasing in z for each (x, p) ∈ Ω × Rn.
Assume also that aij, a and b are continuously differentiable with respect to p. Then, if
u, v ∈ C2(Ω) ∩ C1(Ω ∪O) ∩ C0(Ω¯) satisfy
Qu ≥ Qv in Ω,
u ≤ v on D,
Nu ≥ Nv on O,
(4.2)
we have u ≤ v in Ω as well. Moreover, if Qu > Qv in Ω, Nu > Nv on O, then u ≤ v
in Ω¯ without the differentiability condition on aij, a, b.
Proof. The result follows from Lemma 4.1 and the proof of comparison principle for
Dirichlet problems in [9, Theorem 10.1].
Remark 4.3. A uniqueness theorem for quasilinear mixed problems (3.1) follows imme-
diately from Theorem 4.2. We note that it cannot in general be extended to allow the
principal coefficients aij to depend on z. See [9, Section 10.3] for a counterexample.
From Theorem 4.2, we can deduce a maximum principle for quasilinear mixed bound-
ary value problems.
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Theorem 4.4. Let u ∈ C2(Ω)∩C1(Ω∪O)∩C0(Ω¯) be a solution of (3.1). Suppose that
there are non-negative constants µ1, µ2,M1 and R such that diam Ω ≤ R and
(sgn z)a(x, z, p)
E (x, z, p)
≤ µ1|p|+ µ2|p|2 (4.3)
for all (x, z, p) ∈ Ω× R× Rn with |z| ≥M1 and 0 < |p| ≤ µ2 exp((1 + µ1)R),
(sgn z)b(x, z, p) < 0 (4.4)
for all (x, z, p) ∈ O × R× Rn with |z| ≥M1 and 0 < |p| ≤ µ2 exp((1 + µ1)R). Then,
sup
Ω
|u| ≤ sup
D
|u|+M1 + µ2
1 + µ1
exp((1 + µ1)R).
Proof. Define the operators Q¯, N¯ by
Q¯v = aij(x, u,Dv)Dijv + a(x, u,Dv), N¯v = b(x, u,Dv).
We use the comparison function v as in the proof of [9, Theorem 10.3] with a slight
change. Setting K = µ1 + 1, we define
v(x) = sup
D
u+ +M1 − µ2
K
exp(K(R− x1))
and we assume, without loss of generality, that 0 < x1 < R in Ω. Then, using (4.3), we
have that in ΩM1 = {x ∈ Ω|u(x) ≥M1},
Q¯v < 0 = Q¯u.
Since |Dv| ≤ µ2 exp(KR), using (4.4), we have that on ∂ΩM1 ∩O,
N¯v < 0 = N¯u.
Also, by the construction of v, we have that on ∂ΩM1 \O,
v ≥ u.
Thus, by Lemma 4.2, we have that u ≤ v whenever u ≥ M1. This gives the desired
upper bound. Replacing u by −u to obtain the lower bound.
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The conditions (4.3) and (4.4) are modelled on the problem
aij(x,Du)Diju = f(x) in Ω, u = ϕ(x) on D,
∂u
∂γO
= u+ g(x) on O,
where the minimum eigenvalue λ(x, p) satisfies that λ ≥ 1/(1 + |p|) and if f, ϕ, g are
bounded functions. To consider a slightly different problem
aij(x,Du)Diju = u+ f(x) in Ω, u = ϕ(x) on D,
∂u
∂γO
= g(x) on O,
we need a slightly different set of hypotheses. We shall need the following lemma of the
regularized distance.
Lemma 4.5. Suppose Ω is C2. Then, there exists a C2(Ω¯) function ρ such that ρ = 0
and Dρ = γ on ∂Ω. Moreover, |Dρ| ≤ 1 in Ω, and there are constants R0 and ρ2 such
that |D2ρ| ≤ ρ2 and 0 < ρ ≤ R0 in Ω.
Proof. [26, Lemma 5.18].
Theorem 4.6. Let u ∈ C2(Ω)∩C1(Ω∪O)∩C0(Ω¯) be a solution of (3.1). Suppose that
O is C2 with ρ,R0, ρ2 given in Lemma 4.5. Suppose that there are nonnegative constants
µ1,M1 such that
µ1ρ2Λ(x, z, p) + (sgn z)a(x, z, p) < 0 (4.5)
for all (x, z, p) ∈ Ω× R× Rn with |z| ≥M1 and 0 < |p| ≤ µ1,
(sgn z)b(x, z,−(sgn z)µ1γO) < 0 (4.6)
for all (x, z, p) ∈ O × R× Rn with |z| ≥M1 and 0 < |p| ≤ µ1. Then,
sup
Ω
|u| ≤ sup
D
|u|+M1 +R0µ1.
Proof. Use the same comparison function as in [26, Lemma 8.3] and follow the argument
in Theorem 4.4.
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4.2 Divergence equations
When the operator Q is of divergence form (3.9) and N is the corresponding conormal
boundary condition (3.10), we can prove the maximum estimate utilizing the conormal
structure. The proof is similar to that for conormal derivative problems in [16] and the
basic idea is to use Moser iteration method with appropriate choices of test functions.
Theorem 4.7. Let u ∈ C2(Ω) ∩ C1(Ω ∪ O) ∩ C0(Ω¯) be a solution of (3.1) with Q,N
defined by (3.9) and (3.10). Suppose that D is Lipschitz and O is C2. Suppose that there
exist constants a1, b0, c0,m,m0,M0 with m ≥ 1,m ≥ m0 and a function b1 such that
p · A(x, z, p) ≥ |p|m − a1|z|m0 , (4.7a)
zA0(x, z, p) ≤ b0p · A(x, z, p)− b1(|z|)|z|m0 , (4.7b)
for all (x, z, p) ∈ Ω× R× Rn with |z| ≥M0, and
zg(x, z) ≤ c0|z|m0 (4.7c)
for all (x, z) ∈ O × R with |z| ≥M0. Suppose also that
b1(t) ≥ 0 and b1(t)→∞ as t→∞. (4.8)
Moreover, suppose either that
m > 1 (4.9)
or that
m = m0 = 1, c0 < 1. (4.10)
Then, there exists a constant C, depending only on a1, b0, c0,m,m0,M0, b1,Ω, such that
sup
Ω
|u| ≤ sup
D
|u|+ C.
Proof. The only change we need to make in the proof of [16, Lemmata 3.1 - 3.4] is
to replace M by M + supD |u| so that the boundary integral vanishes on the Dirichlet
boundary.
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Remark 4.8. Theorem 4.7 requires that A0(x, z, p) decreases to −∞ as |z| → ∞. How-
ever, this condition can be relaxed following the argument in [9, Theorem 10.10] with a
slight modification.
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CHAPTER 5. GRADIENT ESTIMATES
In this chapter, we are concerned with the derivation of a priori estimates for the
gradient of solutions in Ω¯ for mixed boundary value problems (3.1). For the regularity
theory of any boundary value problem for quasilinear elliptic equations, gradient esti-
mates play an important role because they, combined with the maximum estimates in
Chapter 4, strengthen non-uniformly elliptic operators Q into uniformly elliptic opera-
tors. This enables us to apply the linear theory, for example, results in Chapter 2, to
the development of the Ho¨lder gradient estimates for quasilinear problems.
Recall from section 1.2.3 that to get gradient estimates, we need some estimates of
growth of solutions near the intersection place. Recalling the basic definition of the
gradient for a function, this means that it is enough if we can show that for any solution
u of problems (3.1), there exists a constant C, depending only on aij, a, b,Ω, such that
for any x¯ at the intersection place I, we have
|u(x)− u(x¯)| ≤ C|x− x¯|. (5.1)
Combining (5.1) with the interior gradient estimate and boundary gradient estimates for
Dirichlet problems and oblique derivative problems, one can prove the global gradient
estimate for (3.1). For the sake of presentation, we take the following approach of two
steps. Firstly, we use the barrier method to prove boundary gradient estimates on the
entire Dirichlet boundary D including I, i.e. we show that |Du|0;D < C1 where C1 is a
constant. Then we confine ourselves on the sub-domain of Ω, ΩC1 = {x ∈ Ω : |Du(x)| >
C1}, which is away from the Dirichlet boundary D, and apply the oblique theory in [26]
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to show that |Du(x)| < C2 in ΩC1 . This proves the gradient estimate
|Du|0;Ω < max{C1, C2}.
The rest of this chapter is organized as follows. Section 1 discusses the barrier method
for mixed boundary value problems and carries out this method for appropriate domains
and operators to show the boundary gradient estimate on D. Section 2 reviews the
gradient estimate of oblique derivative problems with quasilinear operators presented in
section 3.2. Section 3 combines previous results to give global gradient estimates for
mixed boundary value problems.
5.1 Gradient estimates on Dirichlet boundary
In this section, we use the barrier method to obtain boundary gradient estimates on
the Dirichlet boundary D. Throughout this chapter, we assume Ω is a regular domain,
as defined in Section 1.3, and ϕ ∈ C2(D).
Remark 5.1. Gradient estimates on D are still valid under weaker regularity assump-
tions on D and ϕ. To do this, we have to use different sets of barriers. See [14], [15],
[19].
5.1.1 Barrier method
The barrier method is very useful in the regularity study of boundary value prob-
lems for elliptic equations. It is tied through the comparison principle to judicious and
generally natural choices of barrier functions. The barrier method for mixed boundary
value problems to be employed below is a modification of that for Dirichlet problems,
for which a detailed description can be found in [9, Chapter 14]. However, additional
care has to be taken on the oblique boundary.
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Let u be a solution of quasilinear mixed boundary value problem (3.1). We define
two associated operators by
Q¯v(x) ≡ a¯ij(x,Dv(x))Dijv(x) + a¯(x,Dv(x)), (5.2)
N¯v(x) ≡ b¯(x,Dv(x)), (5.3)
where
a¯ij(x, p) ≡ aij(x, u(x), p) and a¯(x, p) ≡ a(x, u(x), p), (5.4)
b¯(x, p) ≡ b(x, u(x), p). (5.5)
Fix x0 to be any point on the Dirichlet boundary D, and N = Nx0 to be some neigh-
borhood of x0. If w ∈ C2(N ∩ Ω)
⋂
C1(N ∩ Ω) satisfies
Q¯w < 0 in N ∩ Ω, (5.6a)
w(x0) = u(x0) (5.6b)
w ≥ u on ∂(N ∩ Ω)\O, (5.6c)
N¯w < 0 on ∂(N ∩ Ω) ∩O, (5.6d)
we call w an upper barrier at x0. If we reverse the inequalities in (5.6), we call w a
lower barrier. If both an upper barrier w+ and a lower barrier w− exist at x0, then the
comparison principle, Theorem 4.2, implies that w− ≤ u ≤ w+ in N ∩ Ω. Hence for all
x ∈ N ∩ Ω, it follows that
w−(x)− w−(x0)
|x− x0| ≤
u(x)− u(x0)
|x− x0| ≤
w+(x)− w+(x0)
|x− x0| . (5.7)
When the inner normal derivative ∂u
∂γ
exists at x0, we thus have
∂w−
∂γ
(x0) ≤ ∂u
∂γ
(x0) ≤ ∂w
+
∂γ
(x0)
Since the tangential derivatives of u at x0 are equal to those of ϕ, we conclude that
|Du(x0)| ≤ max{|Dw+(x0)|, |D−w(x0)|}. (5.8)
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Remark 5.2. Note that (5.7) also implies that u is Lipschitz continuous at each boundary
point on D provided only that u is continuous, and the Lipschitz constant can be deduced
from the right hand side of (5.8) and the maximum estimate of u.
Remark 5.3. When ∂(N ∩ Ω) ∩ O is empty, the oblique boundary data don’t play any
role. So the estimate is reduced to a purely Dirichlet probelm, which was the topic of
[9, Chapter 14].
We now consider only upper barriers. Construction of lower barriers is completely
analogous. We also call upper barriers just barriers for simplicity. Moreover, we now
consider only barriers with zero Dirichlet boundary data, i.e. ϕ = 0. The case of non-
zero Dirichlet boundary data when ϕ ∈ C2(D) can be done with the same barriers using
the transformation v = u− ϕ.
Under the above simplifications, all of our barriers have a specific form, which comes
from the barrier construction for Dirichlet problems in [9, Chapter 14]. We define
w(x) = ψ(d) =
1
ν
ln(1 + kd), (5.9)
where k, ν are positive constants to be chosen and d = d(x) is the distance function to
some surface which will be described in later sections.
Our barriers will be defined in a neighborhood N of x0 which takes the form
N = Nx0 = {x ∈ Ω|d(x) < a}. (5.10)
Here a is a positive constant to be chosen.
In order that w, given by (5.9), be a barrier in E , we require that inequalities in (5.6)
are satisfied. The verification of (5.6a), (5.6b),(5.6c) was done in [9, Chapter 14]. It
requires a combination of geometrical condition on D and structure conditions on aij, a,
and k, a, ν have to be chosen properly. The verification of (5.6d) needs more work. As
mentioned before, it requires some corner angle condition and again k, a, ν have to be
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chosen properly. Part of our work is to make sure different conditions on k, a, ν don’t
contradict each other.
Following the treatment in [9, Chapter 14], we consider three different geometrical
conditions on D.
5.1.2 General domains
We start by considering the regular domain Ω as described before. For this domain,
the Dirichlet boundary D satisfies a uniform exterior sphere condition, which implies that
there exists a positive number R such that for any x0 ∈ D, we have a ball B = B(y,R)
for some y /∈ Ω with x0 ∈ B¯ ∩ Ω¯ = B¯ ∩ ∂Ω. Fix x0 ∈ D. In this case, we set d = d(x) to
be the distance function to the surface ∂B, i.e.
d(x) = |x− y| −R. (5.11)
We first verify (5.6a), (5.6b),(5.6c) with the barrier in the form of (5.9). To do this, we
impose a structure condition on aij and a. We assume that there exists a non-decreasing
function µ such that
|p|Λ + |a| ≤ µ(|z|)E , (5.12)
for all (x, z, p) ∈ Ω× R× Rn with |p| ≥ µ(|z|). It is often convinient to write condition
(5.12) in the form
pΛ, a = O(E ) as |p| → ∞, (5.12′)
where the limit behavior with respect to |p| is understood to be uniform in Ω× (−N,N)
for any N > 0. In particular, if Q is uniformly elliptic, then Λ = O(λ), and if also
a = O(λ|p|2), then the structure condition (5.12′) is satisfied. We also assume the
following conditions on k, a, ν.
ν = (1 + (n− 1)/R)µ, (5.13a)
k > µνeνM , (5.13b)
a = (eνM − 1)/k, (5.13c)
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where M = supΩ |u|, µ = µ(M). With all these conditions, we have the following lemma.
Lemma 5.4. Assume the geometric condition that D satisfies a uniform exterior sphere
condition and the structure condition (5.12). Assume that conditions on k, a, ν in (5.13)
hold. Then, the function w in (5.9) satisfies (5.6a), (5.6b),(5.6c) with N defined by
(5.10).
Proof. See [9, Theorem 14.1].
The rest is to verify (5.6d). As mentioned before, we shall need a corner angle
condition. We denote x¯ the point on I that is closest to x0 and θ0 the corner angle at x¯,
as given by (1.11).
To illustrate the idea, we first consider a special case of the oblique boundary condition
when
b(x, z, p) = f(|p|)p · γO(x) + g(x, z), (5.14)
where f and g are given functions. Note that in this case
bp(x, z, p) · γO(x) = f + f ′ (p · γO)
2
|p| .
Thus,
f > 0, f + f
′|p| > 0 (5.15)
implies (3.7), and hence the obliqueness of N . Also, (5.6d) becomes
f(|Dw|)Dw · γO + g(x, u) < 0. (5.6d′)
We deduce the following lemma.
Lemma 5.5. Assume the assumptions of lemma 5.4 and that the oblique boundary con-
dition takes the form of (5.14) with (5.15). Moreover, assume that
|p|f(|p|)→ c0, as |p| → ∞, (5.16)
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where c0 is a positive number or ∞ and the angle condition
cos θ0 >
g0
c0
, (5.17)
where g0 = supx∈O,|z|≤M |g(x, z)|,M = supΩ |u|. Then, if k is chosen large enough, the
function w in (5.9) satisfies (5.6d′) with N defined by (5.10).
Proof. The proof requires more delicate analysis for the gradient of w. Firstly, by the
definitions in (5.9) and (5.11), we have
Dw(x) =
k
ν(1 + kd)
Dd(x) =
k
ν(1 + kd)
x− y
|x− y| , x ∈ O.
Also, as k →∞, (5.13c) guarantees that a→ 0. Thus, for x on ∂(N ∩Ω) ∩O, we have
(x − y)/|x − y| → γD(x¯) as k → ∞, so does the direction of Dw. Hence, if k is large
enough, it suffices to show that
f(|Dw|)|Dw| cos(pi − θ0) < −g(x, u),
which follows if we show that
cos(θ0) >
g0
f(|Dw|)|Dw| .
Moreover, under the conditions in (5.13) on k, a, ν, we have the following property on
the magnitude of Dw.
|Dw| = k
ν(1 + kd)
>
k
ν(1 + ka)
=
k
νeνM
→∞, as k →∞. (5.18)
Therefore, in view of (5.16), to verify (5.6d′), it suffices to show that
cos θ0 >
g0
c0
,
which is the assumed angle condition (5.17). This completes the proof.
Combining lemmata 5.4 and 5.5, we have the boundary gradient estimate on D in
the case of special oblique boundary condition.
36
Theorem 5.6. Let u ∈ C2(Ω) ∩ C1(Ω¯) be a solution of the quasilinear mixed bound-
ary value problem (3.1) with the regular domain Ω. Assume that the oblique boundary
condition takes the form of (5.14) with (5.15). Assume (5.12) hold and that (5.16),
(5.17) hold for every point x¯ ∈ I. Then the function w in (5.9) with conditions (5.13)
and large enough k is a barrier and hence there exists a constant C, depending only on
n,M, µ(M), |ϕ|2,D, R, g0, c0 and Ω, such that
|Du|0;D ≤ C. (5.19)
Proof. Lemmata 5.4 and 5.5 show that w in (5.9) is an upper barrier. Similarly, −w is a
lower barrier. Note that we are able to obtain a uniformly large enough k for any point
x0 ∈ D. Thus, for any x0 ∈ D, we obtain from (5.8) the estimate
|Du(x0)| ≤ |Dw(x0)| = |Dw|
∣∣∣
d=0
= k/ν.
which completes the proof.
Now we turn to the case of general oblique boundary condition. The proof of the
special case above leads us to rewrite the oblique boundary condition (3.3) in the fol-
lowing form. First of all, we decompose the gradient into two components, of which one
component is parallel with γO and the other one is perpendicular to γO. Thus, we write
p = (p · γO)γO + p′.
In the speical case when γO is in the x
n direction, p′ = (p1, p2, · · · , pn−1). Then, since b
is C1, by the Implicit Function Theorem, there exists a C1 function h such that
b(x, z, p) = 0 if and only if p · γO(x)− h(x, z, p′) = 0. (5.20)
Thus, the inequality (5.6d) becomes
Dw · γO < h(x, u,D′w). (5.6d′′)
We are now at a position to mimic the proof of Lemma 5.5 to verify (5.6d′′).
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Lemma 5.7. Assume the assumptions of Lemma 5.4 and rewrite the oblique boundary
condition in the form of (5.20). Moreover, assume that there exists a positive constant
H such that
|∂h/∂p′| → µh, as |p| → ∞, (5.21)
and that the angle condition
cot θ0 > µh (5.22)
is satisfied. Then, if k is chosen large enough, the function w in (5.9) satisfies (5.6d′′)
with N defined by (5.10).
Remark 5.8. It is easy to verify that if b = 0 on O, then condition (5.21) is equivalent
to that
|b′p|/(bp · γO)→ µh, as |p| → ∞, (5.23)
where b′p = bp − (bp · γO)γO. This is a nonlinear version of uniform obliqueness in (1.5).
Thus, the angle condition (5.22) corresponds to the angle condition (2.8) for C1 regularity
in the linear case.
Remark 5.9. Although it is not obvious to us if the angle conditions in the special case
and in the general case, that is, (5.17) and (5.22), are equivalent, they do give the same
results for our examples below.
Proof. As in the proof of Lemma (5.5), if k is large enough, it suffices to show that
cos θ0 > −h(x, u,D
′w)
|Dw| ,
which follows that if we show that
cos θ0 >
h(x, u,D′w)− h(x, u, 0)|
|Dw| +
|h(x, u, 0)|
|Dw| .
By (5.18) and the Mean Value Theorem, it suffices to show that
cos θ0 >
∣∣ ∂h
∂p′ (x, u, ξ(x)D
′w) ·D′w∣∣
|Dw| .
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where ξ(x) is a function with values in [0, 1]. Using (5.21), it suffices to show that
cos θ0 > µh
|D′w|
|Dw| .
Since as k →∞, Dw · γO → |Dw| cos(pi − θ0), we have
|D′w| → |Dw| sin(pi − θ0) = |Dw| sin θ0, as k →∞.
Therefore, it suffices to show that
cos θ0 > µh sin θ0,
which is given by (5.22). This completes the proof.
Theorem 5.10. Let u ∈ C2(Ω)∩C1(Ω¯) be a solution of the quasilinear mixed boundary
value problem (3.1) with the regular domain Ω as defined above. Rewrite the oblique
boundary condition as in (5.20). Assume that conditions (5.12), (5.21), (5.22) hold for
every point x¯ ∈ I. Then the function w in (5.9) with conditions (5.13) and large enough k
is a barrier and hence there exists a constant C, depending only on n,M, µ(M), |ϕ|2,D, R, µh
and Ω, such that
|Du|0;D ≤ C. (5.24)
Proof. Replace Lemma 5.5 by Lemma 5.7 in the proof of Theorem 5.6.
5.1.3 Convex domains
In this section, we consider the regular domain where additionally, Ω is convex at
each x0 ∈ D. For convenience, we assume that at any point x0 ∈ D, there exists a
hyperplane P with x0 ∈P ∩ Ω¯ = P ∩D. However, we note that our argument below
works for more general domains. Fix x0 ∈ D. In this case, we set d = d(x) to be the
distance function to the surface P.
As in the previous section, verification of (5.6a), (5.6b), (5.6c) was already done in
[9, Chapter 14].
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Lemma 5.11. Assume the geometric condition that D is convex and either one of the
following structure conditions
τ(|p|)Λ + |b| ≤ µ(|z|)E , (5.25a)
Λ + |b| ≤ µ(|z|)λ|p|2, (5.25b)
for all (x, z, p) ∈ Ω×R×Rn with |p| ≥ µ(|z|), where µ is a non-decreasing function, τ > 0
and τ(s)→∞ as s→∞. Assume that ν = µ and conditions on k, a in (5.13b),(5.13c)
hold. Then, the function w in (5.9) satisfies (5.6a), (5.6b),(5.6c) with N defined by
(5.10).
Proof. See [9, Corollary 14.3].
Remark 5.12. As before, we can rewrite the conditions (5.25) in the form of
Λ = o(E ), b = O(E ) as |p| → ∞, (5.26a)
Λ, b = O(λ|p|2) as |p| → ∞. (5.26b)
Remark 5.13. Note that while we have stronger geometric conditions on D than when
D is a general domain, the structure conditon (5.25a) is weaker than (5.12) in the general
domain case. The competition and matching up of these two types of conditions is one
of the main themes for boundary gradient estimates for Dirichlet problems.
Remark 5.14. Following the argument in [9, Section 14.2], we can have weaker structure
conditions under stronger geometric condition on D, i.e., D being uniformly convex.
Verification of (5.6d) in this case is the same as the previous section in both the case
of the special oblique boundary condition (5.14) and the case of the general condition
(5.20), in view that Dw now is parallel with
Dd(x) = γD(x0), (5.27)
which still approaches γD(x¯) as k → ∞. So we have the following boundary gradient
estimates on D when D is convex.
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Theorem 5.15. Let u ∈ C2(Ω)∩C1(Ω¯) be a solution of the quasilinear mixed boundary
value problem (3.1) with the regular domain Ω and suppose that Ω is convex at each
x0 ∈ D. Assume that the oblique boundary condition takes the form of (5.14) with
(5.15). Assume that either one of the structure conditions in (5.25),and (5.16), (5.17)
hold for every point x¯ ∈ I. Then the function w in (5.9) with conditions (5.13b), (5.13c),
ν = µ(M) and large enough k is a barrier and hence there exists a constant C, depending
only on n,M, µ(M), |ϕ|2,D, g0, c0 and Ω, such that
|Du|0;D ≤ C. (5.28)
Theorem 5.16. Let u ∈ C2(Ω)∩C1(Ω¯) be a solution of the quasilinear mixed boundary
value problem (3.1) with the regular domain Ω and suppose that Ω is convex at each
x0 ∈ D. Rewrite the oblique boundary condition as in (5.20). Assume that either one of
the structure conditions in (5.25), and (5.21), (5.22) hold for every point x¯ ∈ I. Then
the function w in (5.9) with conditions (5.13b), (5.13c), ν = µ(M) and large enough k is
a barrier and hence there exists a constant C, depending only on n,M, µ(M), |ϕ|2,D, µh
and Ω, such that
|Du|0;D ≤ C. (5.29)
5.1.4 Boundary curvature conditions
The geometric condition on D and the structure conditions on aij, a in this section
are more intertwined than the previous cases. Their statements require more effort and
sometimes yield better results.
As before, we start with the regular domain Ω with C2 boundary D. We denote by
D˜ a C2 extension of D and set d = d(x) to be the distance function to the surface D˜.
It can be shown that d ∈ C2(Γ) where Γ = {x ∈ Ω¯|d(x) < d0} for some d0 > 0. See
[9, Lemma 14.16].
We assume that whenever |p| 6= 0, we can decompose the coefficients of Q in such a
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way that
aij(x, z, p) = Λ(x, z, p)aij∞(x, p/|p|) + aij0 (x, z, p), i, j = 1, · · · , n, (5.30a)
a(x, z, p) = |p|Λ(x, z, p)a∞(x, z, p/|p|) + a0(x, z, p), (5.30b)
where aij∞(x, σ) ∈ C1(Ω¯×Sn−1) and (aij∞) is positive semidefinite on Ω¯×Sn−1, a∞(x, z, σ) ∈
C1(Ω¯ × R × Sn−1) and non-increasing in z. Here, Sn−1 = {σ ∈ Rn : |σ| = 1}. We can
then use the matrix (aij∞) to define a generalized mean curvature at x0 ∈ D (for details,
see [9, pp. 342-343]):
κ±(x0) = −aij∞(x0,±γD(x0))Dijd(x0). (5.31)
The curvature conditions are
κ±(x0) ≥ ±a∞(x0, ϕ(x0),±γD(x0)), for all x0 ∈ D. (5.32)
With this geometric condition on D, we assume either one of the following structure
conditions
τ(|p|)Λ + |p||aij0 |+ |b0| ≤ µ(|z|)E , (5.33a)
Λ + |p||aij0 |+ |b0| ≤ µ(|z|)λ|p|2, (5.33b)
for all (x, z, p) ∈ Ω × R × Rn with |p| ≥ µ(|z|), where µ is a non-decreasing function,
τ > 0 and τ(s)→∞ as s→∞. We also need to choose k, a, ν properly. k, a are defined
as before but we choose ν to be
ν = (K + 1 + sup
Γ
|D2d|)µ, (5.34)
where µ = µ(M),M = supΓ |u|, and
K = sup
x∈Γ
|(aij∞(x, γD)− aij∞(y, γD))Dijd(y) + a∞(x, ϕ(y), γD)− a∞(y, ϕ(y), γD)|
|x− y| . (5.35)
Here y = y(x) is the point on D˜ that is closest to x ∈ Ω. We are now ready to verify
(5.6a), (5.6b), (5.6c).
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Lemma 5.17. Assume that Q satisfies (5.30). Assume the geometric condition (5.32) on
D and that either one of the structure conditions in (5.33) hold. Assume that conditions
on k, a, ν in (5.13b),(5.13c), (5.34) hold. Then, the function w in (5.9) satisfies (5.6a),
(5.6b),(5.6c) with N defined by (5.10).
Proof. See [9, Corollary 14.7].
Remark 5.18. As before, we can rewrite the conditions (5.33) in the form of
Λ = o(E ), |p|aij0 , b0 = O(E ) as |p| → ∞, (5.36a)
Λ, |p|aij0 , b0 = O(λ|p|2) as |p| → ∞. (5.36b)
Since in this case,
Dd(x) = γD(y(x)), (5.37)
which still approaches γD(x¯) as k →∞, the verification of (5.6d) follows from the same
argument as before. So we have the following boundary gradient estimates on D.
Theorem 5.19. Let u ∈ C2(Ω)∩C1(Ω¯) be a solution of the quasilinear mixed boundary
value problem (3.1) with the regular domain Ω. Assume that the oblique boundary condi-
tion takes the form of (5.14) with (5.15). Assume that in addition to (5.30), D satisfies
the geometric condition (5.32) and Q satisfies either one of the structure conditions in
(5.33). Finally, assume that (5.16), (5.17) hold for every x¯ ∈ I. Then the function w in
(5.9) with conditions (5.13b), (5.13c), (5.34) and large enough k is a barrier and hence
there exists a constant C, depending only on n,M, µ(M), |ϕ|2,D, K, g0, c0 and Ω, such
that
|Du|0;D ≤ C. (5.38)
Theorem 5.20. Let u ∈ C2(Ω)∩C1(Ω¯) be a solution of the quasilinear mixed boundary
value problem (3.1) with the regular domain Ω. Rewrite the oblique boundary condition as
in (5.20). Assume that in addition to (5.30), D satisfies the geometric condition (5.32)
43
and Q satisfies either one of the structure conditions in (5.33). Finally, assume that
(5.21), (5.22) hold for every point x¯ ∈ I. Then the function w in (5.9) with conditions
(5.13b), (5.13c), (5.34) and large enough k is a barrier and hence there exists a constant
C, depending only on n,M, µ(M), |ϕ|2,D, K, µh and Ω, such that
|Du|0;D ≤ C. (5.39)
5.1.5 Examples
In this section, we apply the results in previous sections to the operators in Chapter
3. In all our examples, the oblique boundary conditions on O are in the special form
(5.14), and thus the estimates in this special case can be used. The estimates for the
general oblique boundary condition can also be used and, as noted before, they give the
same angle conditions.
In the first example, we consider the problem
div
( Du√
1 + |Du|2
)
+ nH(x, u,Du) = 0 in Ω,
u = ϕ on D,
Du · γ√
1 + |Du|2 = cos β on O,
(5.40)
where H is a given function and β ∈ (0, pi). By (3.12), Λ = O(λ|p|2) as |p| → ∞. So
Theorem 5.19 applies. To do this, we set
aij∞ = δij − pipj/|p|2, aij0 = pipj/|p|2
a∞ = nH, a0 = nH(1− |p|√
1+|p|2 ).
It can be shown that in this case κ±(x0) = H
′
(x0) where H
′
(x0) denotes the mean
curvature of D at x0. Thus, if we assume
H(x, z, p) = H(x, z, p/|p|), (5.41a)
DzH ≤ 0, |H| ≤ C1, (5.41b)
|H(x0, ϕ(x0),±γD(x0))| ≤ n−1n H ′(x0), (5.41c)
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then conditions (5.30), (5.32), (5.36b) hold. Moreover, we have c0 = 1, g0 = | cos β|, so
that if we assume
θ0 <
pi
2
−
∣∣∣pi
2
− β
∣∣∣, for every x¯ ∈ I, (5.42)
then (5.17) hold. Also, one can compute that µh = | cot β| so that (5.42) also implies
(5.22).
Theorem 5.21. Suppose u ∈ C2(Ω)∩C1(Ω¯) is a solution of (5.40). Assume that (5.41),
(5.42) hold. Then there exists a constant C, depending only on n,M, µ(M), |ϕ|2,D, K, β
and Ω, such that
|Du|0;D ≤ C. (5.43)
Here M = supΩ |u|, and µ,K are given by (5.33), (5.35) respectively.
Proof. Theorem 5.19 or Theorem 5.20.
If we suppose that Ω is convex at each x0 ∈ D, then Theorem 5.15 applies to (5.40)
as well. For that, we assume
H = O(1/|p|). (5.44)
so that (5.25b) hold.
Theorem 5.22. Suppose u ∈ C2(Ω) ∩ C1(Ω¯) is a solution of (5.40). Assume that Ω is
convex at each x0 ∈ D and (5.44), (5.42) hold. Then there exists a constant C, depending
only on n,M, µ(M), |ϕ|2,D, β and Ω, such that
|Du|0;D ≤ C.
Here M = supΩ |u|, and µ is given by (5.25).
Proof. Theorem 5.15 or Theorem 5.16.
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Next, we consider the problem
div
(
eβ|Du|
2
Du
)
+ A0(x, u,Du) = 0 in Ω,
u = ϕ on D,
eβ|Du|
2
Du · γ + g(x, u) = 0 on O,
(5.45)
where g is a bounded function and β > 0. By (3.14), |p|2Λ = O(E ) as |p| → ∞, so
Theorem 5.6 applies. To do this, we need to assume that
A0 = O(|p|4eβ|p|2), (5.46)
so that (5.12) is satisfied. Moreover, we have c0 =∞, g0 <∞, so that if we assume
θ0 < pi/2, for every x¯ ∈ I, (5.47)
then (5.17) hold. Also, one can compute that µh = 0 so that (5.47) also implies (5.22).
Theorem 5.23. Suppose u ∈ C2(Ω)∩C1(Ω¯) is a solution of (5.45). Assume that (5.46),
(5.47) hold. Then there exists a constant C, depending only on n,M, µ(M), |ϕ|2,D and
Ω, such that
|Du|0;D ≤ C.
Here M = supΩ |u|, and µ is given by (5.12).
Proof. Theorem 5.6 or Theorem 5.10.
For our third example, we consider the problem
div
(
(1 + |Du|2) q2−1Du
)
+ A0(x, u,Du) = 0 in Ω,
u = ϕ on D,
(1 + |Du|2) q2−1Du · γ + g(x, u) = 0 on O,
(5.48)
where g is a bounded function and q > 1. By (3.16), |p|2Λ = O(E ) as |p| → ∞, so
Theorem 5.6 applies as well and we assume
A0 = O(|p|q). (5.49)
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Moreover, we have c0 = ∞, g0 < ∞, µh = 0 as in the previous example, so the same
angle condition (5.47) works.
Theorem 5.24. Suppose u ∈ C2(Ω) ∩ C1(Ω¯) is a solution of (5.48). Assume that
(5.49),(5.47) hold. Then there exists a constant C, depending only on n,M, µ(M), |ϕ|2,D
and Ω, such that
|Du|0;D ≤ C.
Here M = supΩ |u|, and µ is given by (5.12).
Proof. Theorem 5.6 or Theorem 5.10.
Remark 5.25. Although the oblique boundary conditions in our examples are in conor-
mal form, our estimates don’t depend on this structure. Actually, we can combine any
one of the operators Q with any one of nonlinear boundary conditions in our examples
and still get the estimates.
Remark 5.26. In the case of linear oblique boundary condition
Du · γO = g(x, u) on O, (5.50)
where g is a bounded function, our theorems still apply. In this case, c0 = ∞, g0 <
∞, µh = 0. So the angle condition (5.17) or (5.22) becomes θ0 < pi/2, which is the same
as the one for solutions of the model problem to be C1.
5.2 Gradient estimates for oblique derivative problems
The proof of gradient estimates for oblique derivative problems are very technical,
and even the statement of the theorem takes long. For this reason, we shall only quote
the results that are applicable directly for our examples in the previous section. We refer
readers to [26] for the proof and a historical account of gradient estimates for oblique
derivative problems. Moreover, [26, Chapter 9] includes the gradient estimates for oblique
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problems that are not necessary in conormal form. Thus, our theory is not restricted
to the conormal problems. Lastly, we point out that unlike the gradient estimates for
Dirichlet problems, there is no geometric condition on the domain for that of oblique
derivative problems. In this section, we assume that ∂Ω is C2.
Theorem 5.27. Suppose u ∈ C2(Ω¯) is a solution of the oblique derivative problem
div
( Du√
1 + |Du|2
)
+ nH(x, u,Du) = 0 in Ω,
Du · γ√
1 + |Du|2 = cos β on ∂Ω,
(5.51)
where H is a given function and β ∈ (0, pi). Assume that there exists a non-negative
increasing function k1(|z|) such that
n|H| ≤ k1(|z|), nv(|Hp|+ |Hp · p|) ≤ k1(|z|), nvHz ≤ k21(|z|), n|Hx| ≤ k21(|z|),
(5.52)
where v = (1 + |p|2)1/2. Then, there exist constants C and τ , depending only on M =
supΩ |u|, k1, β,Ω, such that
|Du|0;Ωτ ≤ C, (5.53)
where Ωτ = {x ∈ Ω : |Du| > τ}.
Proof. See [26, page 401]
Theorem 5.28. Suppose u ∈ C2(Ω¯) is a solution of the oblique derivative problem
div
(
eβ|Du|
2
Du
)
+ A0(x, u,Du) = 0 in Ω,
eβ|Du|
2
Du · γ + g(x, u) = 0 on ∂Ω,
(5.54)
where g is a given function and β > 0. Assume that there exists a non-negative increasing
function k1(|z|) such that
|A0(x, z, p)| ≤ k1(|z|)eβ|p|2|p|2. (5.55)
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Then, there exist constants C and τ , depending only on M = supΩ |u|, k1, β,Ω, such that
|Du|Ω0;τ ≤ C, (5.56)
where Ωτ = {x ∈ Ω : |Du| > τ}.
Proof. See [26, page 403]
Theorem 5.29. Suppose u ∈ C2(Ω¯) is a solution of the oblique derivative problem
div
(
(1 + |Du|2) q2−1Du
)
+ A0(x, u,Du) = 0 in Ω,
(1 + |Du|2) q2−1Du · γ + g(x, u) = 0 on ∂Ω,
(5.57)
where q > 1. Assume that there exists a non-negative increasing function k1(|z|) such
that
|A0(x, z, p)| ≤ k1(|z|)|p|q. (5.58)
Then, there exist constants C and τ , depending only on M = supΩ |u|, k1, q,Ω, such that
|Du|0;Ωτ ≤ C, (5.59)
where Ωτ = {x ∈ Ω : |Du| > τ}.
Proof. See [26, page 402].
5.3 Gradient estimates for mixed boundary value problems
In this section, we deduce the global gradient estimates for mixed boundary value
problems that appeared in Section 5.1.5. We combine the gradient estimates on Dirichlet
boundary in Section 5.1.5 and that for oblique derivative problems in Section 5.2. To
use the results in Section 5.1.5, we assume that Ω is a regular domain.
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Theorem 5.30. Suppose u ∈ C2(Ω ∪ O) ∩ C1(Ω¯) is a solution of (5.40). Assume that
(5.41), (5.42) hold. Assume that (5.52) hold. Then there exists a constant C, depending
only on n,M, µ(M), |ϕ|2,D, K, β, k1 and Ω, such that
|Du|0;Ω ≤ C. (5.60)
Here M = supΩ |u|, and µ,K, k1 are given by (5.25), (5.35), (5.52) respectively.
Proof. Theorems 5.21 and 5.27.
Theorem 5.31. Suppose u ∈ C2(Ω∪O)∩C1(Ω¯) is a solution of (5.40). Assume that Ω
is convex at each x0 ∈ D and (5.44), (5.42) hold. Assume that (5.52) hold. Then there
exists a constant C, depending only on n,M, µ(M), |ϕ|2,D, β, k1 and Ω, such that
|Du|0;Ω ≤ C.
Here M = supΩ |u|, and µ, k1 are given by (5.25), (5.52) respectively.
Proof. Theorems 5.22 and 5.27.
Theorem 5.32. Suppose u ∈ C2(Ω ∪ O) ∩ C1(Ω¯) is a solution of (5.45). Assume that
(5.46), (5.47) hold. Assume that (5.55) hold. Then there exists a constant C, depending
only on n,M, µ(M), |ϕ|2,D, k1 and Ω, such that
|Du|0;Ω ≤ C.
Here M = supΩ |u|, and µ, k1 are given by (5.12), (5.55) respectively.
Proof. Theorems 5.23 and 5.28.
Theorem 5.33. Suppose u ∈ C2(Ω ∪ O) ∩ C1(Ω¯) is a solution of (5.48). Assume that
(5.49),(5.47) hold. Assume that (5.58) hold. Then there exists a constant C, depending
only on n,M, µ(M), |ϕ|2,D, k1 and Ω, such that
|Du|0;Ω ≤ C.
Here M = supΩ |u|, and µ, k1 are given by (5.12), (5.58) respectively.
Proof. Theorems 5.24 and 5.29.
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CHAPTER 6. HO¨LDER GRADIENT ESTIMATES
In this chapter, we are aiming to obtain Ho¨lder estimates for the gradients of solutions
of (3.1), assuming that we have an a priori bound for the maximum modulus of the
solutions and gradients. As we shall see below, Ho¨lder gradient bounds are a consequence
of the ellipticity of the problem and the regularity of the coefficients of Q and N . This is
in contrast to the other a priori estimates where quantitative relationships among various
coefficients are used.
We shall first survey the results for Dirichlet problems and oblique derivative problems
and their ideas of proofs. After that we take efforts to prove an estimate of rate of
growth of u at the intersection place. Lastly, we combine this new estimate with results
of Dirichlet problems and oblique problems to get the global Ho¨lder gradient estimate
for problem (3.1).
6.1 Ho¨lder gradient estimates for Dirichlet problems and
oblique derivative problems
Let Q,N be operators as in (3.1). We start with the interior estimate, i.e. the Ho¨lder
gradient estimate for quasilinear elliptic equations. We quote the result in [9, Theorem
13.6]. The idea of the proof was that through differentiating the equation, one could
show that certain combination of derivatives of u satisfies a linear elliptic differential
inequality, for which the weak Harnack inequality [9, Theorem 8.18] can be applied.
Lemma 6.1. Let u ∈ C2(Ω) satisfy Qu = 0 in Ω and |u|1,Ω ≤ K for some constant K.
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Assume that
aij ∈ C1(Ω× R× Rn), a ∈ C0(Ω× R× Rn). (6.1)
Choose λK and ΛK such that
0 < λK < λ(x, z, p), (6.2a)
ΛK ≥ |aij(x, z, p)|+ |aijp (x, z, p)|+ |aijz (x, z, p)|+ |aijx (x, z, p)|+ |a(x, z, p)|, (6.2b)
for all x ∈ Ω, |z|+ |p| ≤ K, i, j = 1, · · · , n. Then for any ball B(x0, R) ⊂ Ω, there exists
constants C and α, depending only on n,K,ΛK/λK, such that for any r ∈ (0, R),
osc
B(x0,r)
Du
rα
≤ C
osc
B(x0,R)
Du
Rα
. (6.3)
For Dirichlet problems, besides the above interior estimate, we need a corresponding
estimate near the boundary. There are two methods to prove the boundary Ho¨lder
gradient estimate for Dirichlet problems. One method is similar to the proof of interior
estimates with interior Harnack inequality replaced by boundary Harnack inequality
[9, Theorem 8.26] and the details can be found in [9, Theorem 13.7]. Another method
relies on a barrier argument due to Krylov [12], which can be found in [9, Theorem
9.31]. A complete treatment can be found in [13] and [19]. While the first method
requires that Ω is C2 and u ∈ C2(Ω¯), the second one only requires that Ω is C1,α and
u ∈ C1(Ω¯) ∩ C2(Ω).
Lemma 6.2. Let u ∈ C1(Ω¯) ∩ C2(Ω) satisfy Qu = 0 in Ω and u = ϕ on ∂Ω. Assume
that |u|1,Ω ≤ K for some constant K. Assume that
∂Ω ∈ C1,α, ϕ ∈ C1,α(∂Ω) for some α ∈ (0, 1), (6.4)
aij ∈ C1(Ω¯× R× Rn), a ∈ C0(Ω¯× R× Rn) (6.5)
Choose λK and ΛK as in (6.2) with x ∈ Ω¯, |z|+ |p| ≤ K. Then for any x0 ∈ ∂Ω, R > 0,
there exists constants C and α′, depending only on n,Ω, α,ΛK/λK , |ϕ|1,α;∂Ω, such that
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for any r ∈ (0, R),
osc
Ω∩B(x0,r)
Du
rα′
≤ C
osc
Ω∩B(x0,R)
Du
Rα′
. (6.6)
There are many sources where the Ho¨lder gradient estimates for oblique derivative
problems are given, for example [17], [27, Section 4], [26, Chapter 11]. [26, Chapter 11]
gives the estimates under the weakest regularity assumptions on aij, a, b. The proof is a
combination of series of perturbation arguments and an argument very close to the one
used for Dirichlet problems.
Lemma 6.3. Let u ∈ C1(Ω¯) ∩ C2(Ω) satisfy Qu = 0 in Ω and Nu = 0 on ∂Ω. Assume
that |u|1,Ω ≤ K for some constant K. Let α ∈ (0, 1). Assume that
∂Ω ∈ C1,α (6.7)
aij ∈ C1(Ω¯× R× Rn), a ∈ C0(Ω¯× R× Rn) (6.8)
b ∈ C1(∂Ω× R× Rn), (6.9)
Choose λK and ΛK as in (6.2) with x ∈ Ω¯, |z| + |p| ≤ K, i, j = 1, · · · , n. Choose µK,
χK , ρK such that
|b′p(x, z, p)| ≤ µKbp(x, z, p) · γ(x), (6.10a)
bp(x, z, p) · γ(x) ≥ χK , (6.10b)
ρK ≥ |b(x, z, p)|+ |bp(x, z, p)|+ |bz(x, z, p)|+ |bx(x, z, p)|, (6.10c)
for all x ∈ ∂Ω, |z|+ |p| ≤ K. Then for any x0 ∈ ∂Ω, R > 0, there exists constants C and
α′, depending only on n, α,Ω,ΛK/λK , µK , χK , ρK, such that for any r ∈ (0, R),
osc
Ω∩B(x0,r)
Du
rα′
≤ C
osc
Ω∩B(x0,R)
Du
Rα′
. (6.11)
Proof. See [26, Theorem 11.19] with more careful calculation.
Remark 6.4. Lemma 6.3 is valid under weaker conditions on the coefficients. Actually,
we only need to require aij, b to be Ho¨lder continuous with respect to x, z, p, and aij, b to
be Lipschitz with respect to p, and a to be bounded.
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6.2 Estimate on I
In this section, we prove an estimate of rate of growth near the intersection place I
of the solution u. From now on, we always assume that Ω is a regular domain, as defined
in Section 1.3.
Note that to make use of the estimates (6.6) or (6.11), we need R to be small enough
so that B(x0, R) stays away from O or D. To achieve this, as x0 approaches I, R has to
approach 0. Thus, to get a global Ho¨lder gradient estimate for the mixed problem (3.1),
an upper bound on the right hand side of (6.6) or (6.11) is needed. It turns out that
it suffices to show that there exist constants C,α′ and , depending only on aij, a, b,Ω,
such that for any x¯ on the intersection place I, we have
|Du(x)−Du(x¯)| ≤ C|x− x¯|α′ , (6.12)
for all x ∈ Ω with |x− x¯| ≤ . Our approach to get estimate (6.12) is a barrier argument.
Recall that throughout this chapter, we assume that we have an a priori bound on
|u|1,Ω, which assures that Q is uniformly elliptic and N is uniformly oblique. Thus,
the Miller barriers for linear operators in Lemma 2.2 work as well for our quasilinear
problems, facilitated by the comparison principle, Lemma 4.1.
6.2.1 Use Miller barriers to prove the estimate on I
We now use the Miller barriers in Lemma 2.2 to prove (6.12). Firstly, we extend the
Dirichlet boundary value ϕ to a smooth function in Ω with appropriate growth properties
near the intersection place I.
Lemma 6.5. Let α ∈ (0, 1). Assume that ϕ ∈ C1,α(D) and b ∈ C1(∂Ω × R × Rn).
Assume that near any x¯ ∈ I, |b′p| ≤ µ0bp · γO for some µ0 > 0 and
cot θ0 > µ0. (6.13)
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Then there is a function ϕ0 ∈ H(−1−α)2+α (Ω) such that
ϕ0 = ϕ, on D, (6.14a)
Dϕ0 · τ = Dϕ · τ, on D, (6.14b)
for any vector field τ tangential to D,
Nϕ0 = 0, on I. (6.14c)
Moreover, there exists a constant C, depending only on n, α, µ0, |b|1, θ0,Ω, such that
|ϕ0|(−1−α)2+α;Ω ≤ C|ϕ|1+α;D. (6.15)
Proof. The angle condition (6.13) implies that near each x¯ ∈ I, Ω is a spherical cap
Γ(r) = {x ∈ Rn : |x′|+ |xn + κr|2 < r2, xn > 0},
for some r > 0 and κ ∈ (µ0/(1 + µ20)1/2, 1). Thus, the result follows from the proof of
[26, Lemma 11.5] via a C2 transformation.
We now prove an estimate on I that will lead us to (6.12).
Theorem 6.6. Let u ∈ C1(Ω¯) ∩ C2(Ω) be a solution of problem (3.1) and |u|1,Ω ≤ K
for some constant K. Assume that ϕ ∈ C1,α(D) for some constant α > 0. Assume that
aij, a, b satisfy (6.8), (6.9) with ∂Ω replaced by O. Choose constants ΛK , λK , µK , χK , ρK
as in (6.2),(6.10). Assume that at each x¯ ∈ I,
cot θ0 > µK . (6.16)
Then there exist constants C and , α′, depending only on n, α,ΛK/λK , µK , χK , ρK , θ0,Ω,
such that for any x¯ ∈ I,
|u(x)− u(x¯)−Du(x¯) · (x− x¯)| ≤ C|x− x¯|1+α′ (6.17)
for all x ∈ Ω with |x− x¯| ≤ .
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Proof. Firstly, because of (6.16), we can use Lemma 6.5 to infer that there is a function
ϕ0 ∈ H(−1−α)2+α (Ω) such that
ϕ0 = ϕ on D, (6.18a)
|Du−Dϕ0| ≤ C1(d∗∗)α on D, (6.18b)
|D2ϕ0| ≤ C2(d∗∗)α−1 in Ω, (6.18c)
where C1, C2 are constants depending only on n, α, |ϕ|1,α;D, µK , χK , ρK , θ0,Ω. Now con-
sider the function u− ϕ0. Write a˜ij(x) = aij(x, u,Du). By (6.2) and (6.18c), there exist
constants  and C, depending only on C2,ΛK , λK , such that
a˜ijDij(u− ϕ0) ≥ −C(d∗∗)α−1, in {x ∈ Ω : d∗∗ ≤ }.
By (6.18), there exists a constant C, depending only on C1, C2,Ω, such that
|u− ϕ0| ≤ C(d∗∗)1+α, in {x ∈ Ω : d∗∗ ≤ }.
Write β˜(x) = bp(x, u,Du). By (6.10), we have |β˜′| ≤ µK β˜ · γO and, together with (6.18),
we infer that there exist constants  and C, depending only on C1, C2,Ω, µK , χK , ρK ,
such that
β˜ ·D(u− ϕ0) ≥ −C(d∗∗)α, on {x ∈ O : d∗∗ ≤ }.
On the other hand, the angle condition (6.16) enables us to find a Miller barrier w1+α′
from Lemma 2.2 for some α′ > 0. Hence, we compare u−ϕ0 with w1+α′ and use Lemma
4.1 to conclude that there exist constants C, , α′, depending only on n, α,ΛK/λK , µK ,
χK , ρK , θ0,Ω, such that
|u− ϕ0| ≤ Cw1+α′ ≤ C(d∗∗)1+α′
in the subset of Ω with d∗∗ ≤ . Hence, by (6.18), we conclude that for any x¯ ∈ I,
|u(x)− u(x¯)−Du(x¯) · (x− x¯)|
≤ |u(x)− ϕ0(x)|+ |ϕ0(x)− ϕ0(x¯)−Dϕ0(x¯) · (x− x¯)|
≤ C|x− x¯|1+α′ .
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for all x ∈ Ω with |x− x¯| ≤ .
We now show how to deduce (6.12) from Lemma 6.6.
Theorem 6.7. Let u ∈ C1(Ω¯) ∩ C2(Ω) be a solution of problem (3.1) and |u|1,Ω ≤ K
for some constant K. Assume that ϕ ∈ C1,α(D) for some constant α > 0. Assume that
aij, a, b satisfy (6.8), (6.9) with ∂Ω replaced by O. Choose constants ΛK , λK , µK , χK , ρK
as in (6.2),(6.10). Assume that angle condition (6.16) hold. Then there exist constants
C, , α′, depending only on n, α,ΛK/λK , µK , χK , ρK , θ0,Ω, such that for any x¯ ∈ I,
|Du(x)−Du(x¯)| ≤ C|x− x¯|α′ (6.19)
for all x ∈ Ω with |x− x¯| ≤ .
Proof. Fix x¯ ∈ I. Set u¯(x) = u(x)− u(x¯)−Du(x¯) · (x− x¯). Then, u¯ ∈ C1(Ω¯) ∩ C2(Ω)
is a solution of the problem
a¯ij(x, u¯,Du¯)Diju¯+ a¯(x, u¯,Du¯) = 0 in Ω,
u¯ = ϕ¯ on D,
b¯(x, u¯,Du¯) = 0 on O,
(6.20)
where
a¯ij(x, u¯,Du¯) = aij(x, u¯(x) + u(x¯) +Du(x¯) · (x− x¯), Du¯(x) +Du(x¯)),
a¯(x, u¯,Du¯) = a(x, u¯(x) + u(x¯) +Du(x¯) · (x− x¯), Du¯(x) +Du(x¯)),
b¯(x, u¯,Du¯) = b(x, u¯(x) + u(x¯) +Du(x¯) · (x− x¯), Du¯(x) +Du(x¯)),
ϕ¯(x) = ϕ(x)− u(x¯)−Du(x¯) · (x− x¯).
Since |u|1,Ω ≤ K, we have that [a¯ij] is uniformly positive definite and a¯ is bounded. Thus,
we have gradient estimates on u¯ by the standard theory, see for example [9, Theorem
15.5]. Hence, there exists a positive constant C such that for any x ∈ Ω, r > 0, we have
|Du¯(x)| ≤ C
sup
Ω∩B(x,r)
|u¯|
r
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By Theorem 6.6, we have that for any x ∈ Ω with |x− x¯| ≤ ,
|Du¯(x)| ≤ C |x− x¯|
1+α′

≤ C|x− x¯|α′ ,
i.e. that for any x ∈ Ω with |x− x¯| ≤ ,
|Du(x)−Du(x¯)| ≤ C|x− x¯|α′ .
6.3 Global estimates
We are now ready to combine different pieces of estimates to get the global Ho¨lder
gradient estimates.
Theorem 6.8. Let u ∈ C1(Ω¯) ∩ C2(Ω) be a solution of problem (3.1) and |u|1,Ω ≤ K
for some constant K. Assume that ϕ ∈ C1,α(D) for some constant α > 0. Assume that
aij, a, b satisfy (6.8), (6.9) with ∂Ω replaced by O. Choose constants ΛK , λK , µK , χK , ρK
as in (6.2),(6.10). Assume that angle condition (6.16) hold. Then there exist constants
C, , α′, depending only on n, α,ΛK/λK , µK , χK , ρK , θ0,Ω, such that
[Du]α′;Ω ≤ C.
Proof. The proof is a combination of Lemma 6.2, 6.3 and Theorem 6.7. Since Ω is a
regular domain, we can find a constant k > 0 such that for any x0 ∈ D, B(x0, R)∩O = ∅
for R = kd∗∗. Fix x0 ∈ D. By Lemma 6.2 and Theorem 6.7, we have that for any
r ∈ (0, R),
osc
Ω∩B(x0,r)
Du
rα′
≤ C, (6.21)
where C also depends on . If r > R, then B(x0, r) ⊂ B(x¯, (1 + 1/k)r) where x¯ ∈ I is
the point such that d∗∗(x0) = |x0 − x¯|. Thus,
osc
Ω∩B(x0,r)
Du
rα′
≤
osc
Ω∩B(x¯,(1+1/k)r)
Du
rα′
≤ C (6.22)
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where C also depends on . Thus, for any r > 0, (6.21) is valid. Similar argument shows
that this estimate is valid for any x0 ∈ O. This completes the proof.
6.4 Another proof
In this section, we present another proof of global Ho¨lder gradient estimate for mixed
boundary value problems. We will use directly the estimate of rate of growth at I in the
form of (6.17). For this, we need a new characterization of Ho¨lder spaces.
6.4.1 Another characterization of Ho¨lder continutiy
In this section, we present an alternative characterization of Ho¨lder spaces, which re-
duces the proof of Ho¨lder continuity of a function to the construction of an appropriate
linear polynomial. It was first explicitly noted by Safanov in [30]; he ascribes the char-
acterization to Campanato [3], who uses Lp norm (with p finite) in place of superemum
norm. Our presentation is based on [26].
Lemma 6.9. Suppose x0 ∈ Rn, R > 0, u ∈ C(B(x0, R)) and suppose that N is an
nonnegative integer, α ∈ (0, 1]. If there exist a constant H > 0 such that for any
y ∈ B(x0, R/2), r ∈ (0, R/2), we can find a polynomial PN(y, r) of order no greater than
N with
sup
B(y,r)
|u− PN(y, r)| ≤ HrN+α,
then u ∈ HN+α(B(x0, R/2)) and
[u]N+α,B(x0,R/2) ≤ C(N,α)H.
Proof. See [26, Lemma 2.8].
For our global estimate, we need a corresponding result for the boundary Ho¨lder
continuity.
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Lemma 6.10. Suppose x0 ∈ Rn with xn0 = 0, R > 0, u ∈ C(B+(x0, R)) and suppose that
N is an nonnegative integer, α ∈ (0, 1]. If there exist a constant H > 0 such that for
any y ∈ B0(x0, R/2), r ∈ (0, R/2), we can find a polynomial PN(y, r) of order no greater
than N with
sup
B+(y,r)
|u− PN(y, r)| ≤ HrN+α, (6.23)
then u ∈ HN+α(B0(x0, R/2)) and
[u]N+α,B0(x0,R/2) ≤ C(N,α)H.
Suppose also that for any y ∈ B+(x0, R/2), r ∈ (0, R/2), we can find a polynomial
PN(y, r) of order no greater than N with
sup
B(y,r)
|u− PN(y, r)| ≤ HrN+α,
then u ∈ HN+α(B+(x0, R/2)) and
[u]N+α,B+(x0,R/2) ≤ C(N,α)H.
Proof. See [26, Lemma 2.9].
6.4.2 Global estimates
Theorem 6.11. Let u ∈ C1(Ω¯) ∩ C2(Ω) be a solution of problem (3.1) and |u|1,Ω ≤ K
for some constant K. Assume that ϕ ∈ C1,α(D) for some constant α > 0. Assume that
aij, a, b satisfy (6.8), (6.9) with ∂Ω replaced by O. Choose constants ΛK , λK , µK , χK , ρK
as in (6.2),(6.10). Assume that angle condition (6.16) hold. Then there exist constants
C and α′, depending only on n, α,ΛK/λK , µK , χK , ρK , θ0,Ω, , such that
[Du]α′;Ω ≤ C.
Proof. Fix x0 ∈ D. Choose k,R, x¯ as in the proof of Theorem 6.8. Since B(x0, r0) ⊂
B(x¯, (1 + 1/k)r0), by Lemma 6.6, we have a linear polynomial P0(x) = u(x¯) + Du(x¯) ·
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(x− x¯) so that
sup
Ω∩B(x0,r0)
|u− P0| ≤ sup
Ω∩B(x¯,(1+1/k)r0)
|u− P0| ≤ Cr1+α′0 . (6.24)
Let τ ∈ (0, 1) and set r0 = R, rj = τ jr0. From the perturbation argument in the proof
of Lemma 6.2 (see also [26, Proposition 11.15]), we can construct a sequence of linear
polynomials (Pj(x))) such that
sup
Ω∩B(x0,rj+1)
|u− Pj+1| ≤ Cτ 1+α′ sup
Ω∩B(x0,rj)
|u− Pj|.
By the oscillation lemma (see, for example, [26, Lemma 1.25]), we have that for any
r < R, there exists a linear polynomial P (x0, r) such that
sup
Ω∩B(x0,r)
|u− P (x0, r)| ≤ Cr1+α′ . (6.25)
For r > R, again by Lemma 6.6, we have
sup
Ω∩B(x0,r)
|u− P0| ≤ sup
Ω∩B(x¯,(1+1/k)r)
|u− P0| ≤ Cr1+α′ .
Thus, (6.25) is valid for any r > 0. Similar argument shows that (6.25) is valid for any
x0 ∈ O and any x0 ∈ Ω. Therefore, by virtue of Lemma 6.10, we complete the proof.
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CHAPTER 7. EXISTENCE THEORY
Finally, in this chapter, we derive the existence theory for the quasilinear mixed
boundary value problems (3.1). Some functional analytic tools are used to connect the
existence of (3.1) with the linear theory in Chapter 2 and the a priori estimates from
Chapter 4 to Chapter 6.
The basic idea goes back to Schauder in [31] where he applied the Schauder fixed point
theorem to nonlinear equations. The application to Dirichlet problems can be found in
[9, Section 11.2] where the Leray-Schauder theorem is used. For fully nonlinear equations
or quasilinear equations with nonlinear boundary conditions, the nonlinear method of
continuity ([9, Chapter 17]) or some related technique (see, for example, [26, Section
11.2]) must be used.
Here, we follow the treatment for oblique derivative problems in [27, Section 7]. We
adapt the nonlinear method of continuity for problem (3.1) to prove a basic existence
theorem and then use the Leray-Schauder theorem to remove those hypotheses intro-
duced for purely functional analytic reasons. We present the existence theorems for the
three examples that appeared in Chapter 5. Throughout this chapter, we assume that
Ω is a regular domain.
7.1 The basic existence theorem
We refer to [9, Chapter 17] for a detailed description of the nonlinear method of
continuity. Following the terminology there, for α ∈ (0, 1), α′ ∈ (0, α), we take the
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Banach spaces as
B1 = {u ∈ H(−1−α
′)
2+α (Ω)|u = 0 on D}, B2 = H(1−α
′)
α (Ω)× Cα
′
(O¯).
Then we have the following basic existence theorem for (3.1).
Theorem 7.1. Let Q,N be defined as in (3.1). Assume that
aij, a ∈ C1(Ω¯× R× Rn), aijp , aijz , ap, az ∈ Cα(Ω¯× R× Rn), (7.1a)
b ∈ C1(O¯ × R× Rn), bp, bz ∈ Cα(O¯ × R× Rn), (7.1b)
aijz = 0, az < 0 in Ω× R× Rn, bz ≤ 0 on O × R× Rn. (7.1c)
Let ϕ ∈ C1,α(D). Assume that for some α′ ∈ (0, α) and some ψ ∈ H(−1−α′)2+α (Ω) with
ψ = ϕ on D, the set
E = {u ∈ H(−1−α′)2+α (Ω) : Qu = σQψ in Ω, u = ϕ on D,
Nu = σNψ on O, for some σ ∈ [0, 1]}
is bounded in C1(Ω¯) with the bound K. Moreover, assume that at each x¯ ∈ I, θ0 is small
enough such that for each u ∈ E,
cot θ0 > µ0(u), 1 + α
′ < α1(n, θ0, µ(u), µ0(u),Ω), (7.2a)
where α1 is defined as in Theorem 2.4 and µ(u), µ0(u) are the upper bounds for ratios
Λ/λ and |b′p|/(bp · γO), respectively; θ0 is small enough such that
cot θ0 > µK , 1 + α
′ < α1(n, θ0,ΛK/λK , µK ,Ω), (7.2b)
where constants ΛK , λK , µK are defined in (6.2),(6.10). Then the boundary value problem
(3.1) is solvable in H
(−1−α′)
2+α (Ω).
Proof. See the proof of [9, Theorem 17.30]. Note that condition (7.2a) guarantees that
the Fre´chet derivative is invertible using the existence theorem for linear mixed problems
in Theorems 2.3 and 2.4; condition (7.2b) implies the Ho¨lder gradient estimate with
Ho¨lder exponent no smaller than α′ using Theorem 6.8.
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Next, using the Leray-Schauder theorem and the approximation argument, we can
weaken the conditions (7.1) in the basic existence theorem.
Theorem 7.2. Theorem 7.1 is still valid if we replace the conditions (7.1) by
aij, a ∈ C1(Ω¯× R× Rn), b ∈ C1(O¯ × R× Rn). (7.3)
Proof. Follow the argument in [27, Theorem 7.6].
Remark 7.3. The above existence theorem requires conditions on the data so that the
maximum principle, gradient estimates, Ho¨lder gradient estimates and the nonlinear
method of continuity are valid. In particular, three corner angle conditions are needed,
one for invertibility of Fre´chet derivative, one for gradient estimates, one for Ho¨lder
gradient estimates.
Remark 7.4. Once we have the existence of a C1,α
′
(Ω¯) solution, using Theorem 2.4, we
can obtain better regularity with smaller corner angles and smoother data. We refer to
[1, 28] for more details.
7.2 Examples
In this section, we apply Theorem 7.2 to the three examples appeared in Chapter 5.
By [26, Proposition 11.21], any solution u ∈ E is in C2(Ω∪O) if aij, a ∈ Cα(Ω¯×R×Rn)
and b ∈ C1,α(O×R×Rn). Thus, the gradient estimates in Chapter 5 can be applied to
u ∈ E.
Our first example is the problem (5.40) with prescribed mean curvature equations in
Ω and the capillary condition on O.
Theorem 7.5. Assume that ϕ ∈ C2(D). Assume that
lim
|z|→∞
sup
(x,p)∈Ω×Rn
(sgn z)H(x, z, p) = −∞, (7.4)
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and that there exists a non-negative increasing function k1(|z|) such that
H(x, z, p) = H(x, z, p/|p|), Hz ≤ 0, (7.5a)
|H|+ |Hx| ≤ k21(|z|), (7.5b)
nv(|Hp|+ |Hp · p|) ≤ k1(|z|), (7.5c)
|H(x0, ϕ(x0),±γD(x0))| ≤ n−1n H ′(x0), (7.5d)
where v = (1+ |p|2)1/2 and x0 ∈ D. Assume also that at each x¯ ∈ I, the angle θ0 satisfies
that
θ0 <
pi
2
−
∣∣∣pi
2
− β
∣∣∣. (7.6)
Then for some α′ ∈ (0, α), there is a solution of the problem (5.40) in H(−1−α′)2+α (Ω).
Proof. Condition (7.4) implies that we have a maximum estimate on u by Theorem 4.7.
Using Lemma 6.5, we can choose a function ψ ∈ H(−1−α)2+α such that ψ = ϕ on D and
Nψ = 0 on I. Use this ψ for the set E in Theorem 7.2. Then, conditions (7.5) and (7.6)
implies a gradient bound for any u ∈ E by Theorem 5.30.
Moreover, in this case, µ0(u) = | cot β| for any u ∈ E and µK = | cot β|. Thus, the
angle condition (7.6) implies that there exists a constant α′ ∈ (0, α) such that conditions
(7.2a) and (7.2b) are satisfied by Theorem 2.2. This completes the proof.
If Ω is convex at each x0 ∈ D, we can use Theorem 5.31 to obtain gradient estimates
under a different sets of assumptions on H.
Theorem 7.6. Assume that Ω is convex at each x0 ∈ D. Assume that H satisfies (7.4)
and that there exists a non-negative increasing function k1(|z|) such that
H = O(1/|p|), (7.7a)
n|H| ≤ k1(|z|), nv(|Hp|+ |Hp · p|) ≤ k1(|z|), nvHz ≤ k21(|z|), n|Hx| ≤ k21(|z|),
(7.7b)
where v = (1 + |p|2)1/2. Assume also the angle condition (7.6) and ϕ ∈ C2(D). Then
there is a solution of the problem (5.40) in H
(−1−α′)
2+α (Ω).
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Proof. The proof follows from Theorems 4.7, 5.31, 6.8, 7.2.
Remark 7.7. In the special case when β = pi/2 in (5.40), Theorem 7.5 gives the existence
of solutions for problem (3.17) in H
(−1−α′)
2+α (Ω), for some α
′ ∈ (0, α), under the angle
condition θ0 < pi/2. If the condition (7.4) can be relaxed to include the case H ≡ 0, then
Theorem 7.5, 7.6 would generalize the known result in Theorem 3.1.
Our second example is the problem (5.45) with exponential growth operators.
Theorem 7.8. Assume that there exist constants b0,m0,M0 and a function b1 such that
zA0(x, z, p) ≤ b0|p|2eβ|p|2 − b1(|z|)|z|m0 , (7.8a)
for all (x, z, p) ∈ Ω × R × Rn with |z| ≥ M0 and b1(s) → ∞ as s → ∞, and that there
exists a non-negative increasing function k1(|z|) such that
|A0(x, z, p)| ≤ k1(|z|)|p|2eβ|p|2 . (7.8b)
Assume also that there exists a constant c0 such that
zg(x, z) ≤ c0|z|m0 , (7.9)
for all (x, z) ∈ O × R with |z| ≥ M0. Assume further that at each x¯ ∈ I, the angle θ0
satisfies that
θ0 <
pi
2
, (7.10)
and that for some α′ ∈ (0, α), conditions (7.2a) and (7.2b) hold. Assume that ϕ ∈ C2(D).
Then there is a solution of the problem (5.45) in H
(−1−α′)
2+α (Ω).
Proof. The proof follows from Theorems 4.7, 5.32, 6.8, 7.2.
Our third and final example is the problem (5.48) with uniformly elliptic quasilinear
operators.
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Theorem 7.9. Assume that there exist constants b0,M0 and a function b1 such that
zA0(x, z, p) ≤ b0|p|2(1 + |p|2)
q
2
−1 − b1(|z|)|z|q, (7.11a)
for all (x, z, p) ∈ Ω × R × Rn with |z| ≥ M0 and b1(s) → ∞ as s → ∞, and that there
exists a non-negative increasing function k1(|z|) such that
|A0(x, z, p)| ≤ k1|p|q. (7.11b)
Assume also that there exists a constant c0 such that
zg(x, z) ≤ c0|z|q, (7.12)
for all (x, z) ∈ O × R with |z| ≥ M0. Assume further that at each x¯ ∈ I, the angle θ0
satisfies that
θ0 <
pi
2
, (7.13)
and that for some α′ ∈ (0, α), conditions (7.2a) and (7.2b) hold. Assume that ϕ ∈ C2(D).
Then there is a solution of the problem (5.48) in H
(−1−α′)
2+α (Ω).
Proof. The proof follows from Theorems 4.7, 5.33, 6.8, 7.2.
Remark 7.10. In the last two examples, for the gradient bound, we only need θ0 < pi/2.
However, for the existence theory and Ho¨lder gradient estimates, we need also conditions
(7.2a) and (7.2b).
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APPENDIX A. NOTATIONS
• D : Dirichlet boundary, i.e. the part of ∂Ω where Dirichlet data are prescribed.
• O : Oblique boundary, i.e. the part of ∂Ω where oblique boundary data are pre-
scribed.
• I : The intersection place where D and O meet.
• d(x) = dist(x, ∂Ω).
• d∗∗ = dist(x, I).
• x¯ is a point on I.
• B(x,R) : A ball centered at x with radius R.
• |u|0;Ω = supΩ |u|.
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APPENDIX B. FUNCTION SPACES
• C0(Ω¯) = {u : u is uniformly continuous in Ω}.
• Ck(Ω¯) = {u : u is k-th continuously differentiable in Ω and Dku is uniformly
continuous in Ω}.
• Cα(Ω¯) = {u : |u|α;Ω <∞}, where
|u|α;Ω = |u|0;Ω + [u]α;Ω, and [u]α;Ω = [u]α;Ω ≡ sup
x,y∈Ω
x 6=y
|u(x)− u(y)|/|x− y|α.
• Ck,α(Ω¯) = {u : |u|k+α;Ω <∞}, where
|u|k+α;Ω = Σ|β|<k|Dβu|0;Ω + Σ|β|=k[Dβu]α;Ω
• H(b)a (Ω) = {u : |u|(b)a;Ω <∞}, where
|u|(b)a;Ω = sup
δ>0
δa+b|u|a;Ωδ .
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