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EXPLOITING SYMMETRY IN INTEGER CONVEX
OPTIMIZATION USING CORE POINTS
KATRIN HERR, THOMAS REHN, AND ACHILL SCHU¨RMANN
Abstract. We consider convex programming problems with integral-
ity constraints that are invariant under a linear symmetry group. To
decompose such problems we introduce the new concept of core points,
i.e., integral points whose orbit polytopes are lattice-free. For symmet-
ric integer linear programs we describe two algorithms based on this
decomposition. Using a characterization of core points for direct prod-
ucts of symmetric groups, we show that prototype implementations can
compete with state-of-the-art commercial solvers, and solve an open
MIPLIB problem.
1. Introduction
Symmetry is a fascinating and central subject in science. It occurs fre-
quently in the formulation of optimization problems. In convex, and par-
ticularly in linear programming the size of a problem formulation can be
decreased if the problem formulation is invariant under a linear symmetry
group. In that case, the optimization problem can simply be restricted to
the linear subspace that is pointwise preserved by the symmetry group (see
Section 2).
If some of the variables are constrained to integers, the situation becomes
much more difficult. In fact, symmetries are often considered rather prob-
lematic in that case, as standard methods like branch-and-bound or branch-
and-cut (see [18] and [19]) have to solve a lot of equivalent sub-problems in
such cases. Nevertheless, in recent years methods for exploiting symmetries
in integer linear programming have been developed; see for example [12], [5],
[3], [8], [15], [11]. These specific methods fall into two main classes: They
either modify the standard branching approach, using isomorphism tests
or isomorphism free generation to avoid solving equivalent subproblems; or
they use techniques to cut down the original symmetric problem to a lesser
symmetric one, which contains at least one element of each orbit of solutions.
For further reading we refer to the excellent survey [13]. By now, two of the
leading commercial solvers, [20] and [21], have included some techniques to
detect and use available symmetry.
In contrast to the aforementioned approaches we use the rich geometric
properties of the involved symmetric convex sets (polyhedra). Each sym-
metric convex set decomposes into a lower dimensional part that is fixed
pointwise by the symmetry group and symmetric slices orthogonal to it.
We show that these slices contain integral points if and only if they contain
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certain integral core points. A core point is an integral point for which the
convex hull of its orbit does not contain integral points other than the orbit
points themselves (see Definition 2). In the case of a one dimensional point-
wise fixed subspace, and with the full symmetric group Sn acting transitively
on the coordinates of an integer linear program in Rn, these core points have
been used in [2], to obtain a fast Core Point Algorithm. In this paper we
generalize their concept of core points, for the design of algorithms that
work for more general symmetry groups. Based on core points, we describe
two straightforward algorithms for solving integer linear programs. A first
approach can outperform state-of-the art commercial solvers on highly sym-
metric problems. With a second approach we solve a benchmark problem
from [9] that is currently marked “open”.
The paper is organized as follows. In Section 2 we introduce some nota-
tion and recall essential facts about linear symmetry groups, convex sets and
their interplay. In Section 3 we introduce core points and collect some basic
results. In Section 4, we give a complete characterization of core points with
respect to direct products of symmetric groups. In this case, all core points
are found to be “near” the pointwise fixed subspace. We show that this
ideal situation cannot be expected for all groups, by describing arbitrarily
“far off” core points for each cyclic group of even order. In Section 5 and
Section 6 we present two simple approaches for solving symmetric integer
linear programs that use the concept of core points. The first approach is
based on enumeration of lattice points in the pointwise fixed subspace. The
second approach uses a parametrization of core points. In Section 7 we pro-
vide some information on computational experiments that were conducted
with prototype implementations of the proposed algorithms. In Section 8
we discuss some open problems and give an outlook on potential future
developments, based on the idea of core points.
2. Linear symmetries of convex sets
There is a canonical approach for handling symmetries in symmetric con-
vex optimization problems without integer restrictions. Given a finite linear
group Γ ≤ GLn(R), we consider the fixed space
FixΓ(R
n) = {x ∈ Rn : γx = x for all γ ∈ Γ} .
Note that the fixed space can be computed as the intersection of all group
generator eigenspaces with eigenvalue 1. Let ΦΓ : R
n → FixΓ(R
n), v 7→
β(Γv) be the orthogonal linear projection, where β(Γv) := 1|Γ|
∑
γ∈Γ γv is the
barycenter of the Γ-orbit of v. With respect to Γ, the space Rn decomposes
into the pointwise fixed FixΓ(R
n) and symmetric fibers (preimages of ΦΓ)
orthogonal to it. This fibration of Rn carries over to symmetric convex sets.
A subset S of Rn is Γ-symmetric if γS = S for every γ ∈ Γ. For every
element v of a Γ-symmetric set S, the full orbit Γv is also contained in S. If S
is convex, then for all v ∈ S also the orbit barycenter β(Γv) is contained
in S. This implies that the intersection S ∩ FixΓ(R
n) for a convex set S
is equal to the projection ΦΓ(S). Thus we have the following proposition,
which is an essential ingredient of symmetry exploiting techniques for convex
optimitization problems; see for instance [2], [6], [1] or [10].
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Proposition 1. Let Γ ≤ GLn(R). Then a Γ-symmetric convex set S ⊆
R
n is nonempty (feasible) if and only if the intersection S ∩ FixΓ(R
n) is
nonempty (feasible).
3. Core sets
We now turn to the case where variables are integers. Here, not all linear
symmetry groups occur, as many of them do not preserve the integral lat-
tice. As usually done in integer linear programming, we restrict ourselves
to the case of symmetry groups that are subgroups of the full symmetric
group Sn, acting on R
n via permuting the standard basis vectors. We like
to note, that throughout this paper we always work with linear representa-
tions of groups. If we consider a subgroup of the symmetric group Sn, we
always implicitly assume that it is given by a standard representation with
permutation matrices of size n× n.
A statement similar to Proposition 1 does not hold in general for problems
with integrality constraints. The barycenter of the orbit of an integer point
does not need to be integral. With the following notion, however, we can
obtain a statement similar to Proposition 1.
Definition 2. Given a group Γ ≤ Sn, a core point with respect to Γ is
an integral point z ∈ Zn such that the convex hull of its Γ-orbit does not
contain any further integral points, that is, conv(Γz) ∩ Zn = Γz.
A core set with respect to Γ of a Γ-symmetric convex set S is the set of
all core points contained in S. We denote this core set by coreΓ(S).
Note that our definition of core points generalizes the notion used in [2].
They consider the case of Γ = Sn or Γ = An with core points being defined
as the integral points closest to the one-dimensional fixed space.
In the literature the polytope conv(Γx) is known as orbit polytope (see
for example [14]). To the best of our knowledge, the lattice-freeness of such
objects has not been studied before.
Remark 3. Since Γ is an orthogonal group, all vertices of the orbit poly-
tope conv(Γz) with Γ ≤ Sn lie on a Euclidean sphere centered at the orbit
barycenter β(Γz) in the fixed space.
Using this remark, we obtain the following discrete version of Proposi-
tion 1.
Theorem 4. Let Γ ≤ Sn and S ⊂ R
n be a Γ-symmetric convex set. Then
S contains integer points if and only if the intersection S ∩ coreΓ(R
n) is
nonempty.
Proof. Let z be an integer point of S. Since S is invariant under Γ, the set of
all orbit points Γz is also contained in S. By convexity of S, the convex hull
conv(Γz) is contained in S as well. We observe that coreΓ(C1) ⊆ coreΓ(C2)
for any two Γ-symmetric convex sets C1 ⊆ C2. Thus coreΓ(conv(Γz)) ⊆
coreΓ(S) = S∩coreΓ(R
n). Since conv(Γz) contains an integer point, it must
also contain an integer point y with minimal Euclidean norm. By Remark 3
the only integral points in the orbit polytope conv(Γy) can be its vertices.
Thus y is a core point and is contained in the core set of conv(Γz). The
claim of the theorem follows. 
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Note that, by definition, the core set coreΓ(S) of any Γ-symmetric set S
is also Γ-symmetric. This important property implies that it is enough to
consider only one arbitrary representative for every Γ-orbit of coreΓ(S). We
denote by Rep(S) a set of representatives of a symmetric set S. Thus we
have the following corollary, which simplifies the application of Theorem 4
in practice.
Corollary 5. Let Γ ≤ Sn and S ⊂ R
n be a Γ-symmetric convex set. Then
S contains integer points if and only if the intersection S ∩Rep(coreΓ(R
n))
is nonempty.
By definition, the core set coreΓ(S) can be obtained as the intersec-
tion coreΓ(R
n)∩S. Therefore, the computation of coreΓ(R
n), which depends
only on Γ, can be done in a separate step. This allows the reuse of the result
for problems that share the same linear representation of Γ as a symmetry
group. In practice it suffices to keep a list of representatives because we
similarly obtain Rep(coreΓ(S)) for every Γ-symmetric convex set S as the
intersection Rep(coreΓ(R
n)) ∩ S.
Note that for binary variables the search space is reduced by the same
amount as by previously known techniques like adding symmetry-breaking
inequalities or isomorphism pruning. For general integer variables, however,
the reduction to core sets goes beyond pruning isomorphic nodes from the
branch-and-bound tree.
We conclude this section with some elementary properties of core sets.
Remark 6. Given a group Γ ≤ Sn and a Γ-symmetric convex set S ⊆ R
n,
it holds:
• coreΓ(S) ⊆ coreΓ′(S) for every subgroup Γ
′ ≤ Γ.
In particular, coreSn(S) ⊆ coreΓ(S) for all Γ ≤ Sn.
• coreΓ(S + z) = coreΓ(S) + z for every z ∈ FixΓ(R
n) ∩ Zn
• coreΓ(S) = − coreΓ(−S)
4. Characterization of core sets
For the full symmetric group Sn and the alternating group An on n vari-
ables a complete characterization of Rep(coreΓ(R
n)) directly follows from [2,
Theorem 3]:
Remark 7. Let H
1,k := {x ∈ R
n : 〈x,1〉 = k}, where 0 ≤ k < n, and 1
is the all ones vector. Let ei denote the i-th standard basis vector in R
n.
Given Γ = Sn or Γ = An, the core set coreΓ(H
1,k) is the set H1,k ∩ {0, 1}
n
of all 0/1-vectors with k ones, i.e. vertices of a hypersimplex. The set of
representatives for the complete core set is given by
Rep(coreΓ(R
n)) =
{
t · 1+
k∑
i=1
ei : 0 ≤ k < n, t ∈ Z
}
because the core set of every hyperplane H
1,k can be represented by only
one vector
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4.1. Core sets for direct products of groups. A natural question is
how the group structure is reflected in its core sets. In this section we give
an answer for direct products of groups.
Let Γ = Γ1× · · · ×Γm be a subgroup of Sn. We assume that each Γi acts
on a coordinate subspace Xi of R
n and fixes all other coordinates. Thus we
have a decomposition of Rn into a Cartesian product X1 × · · · ×Xm. The
subspaces Xi are pairwise disjoint by the assumed product structure of Γ.
We call the Xi canonically associated to Γ.
Convexity and the concept of direct products go well together, as conv(X) =
conv(X1)× · · · × conv(Xm). This property carries over to core sets.
Theorem 8. Let Γ = Γ1×· · ·×Γm be a subgroup of Sn and X1, . . . ,Xm the
canonically associated coordinate subspaces of Rn. Then coreΓ(Y1 × · · · ×
Ym) = coreΓ1(Y1) × · · · × coreΓm(Ym) for arbitrary Γi-symmetric, convex
subsets Yi of Xi.
Proof. Let Y := Y1×· · ·×Ym. The orbit of Y under Γ is the direct product
of the orbits ΓiYi, thus conv(ΓY ) = conv(Γ1Y1)× · · · × conv(ΓmYm). Now,
consider an integer point y ∈ Y with a component yi ∈ Yi which is not a
core point with respect to Γi. Then there exists an integer point in Yi, which
is a strict convex combination of orbit points Γiyi. It induces an (integral)
convex combination of points in Γy. Thus y is not a core point with respect
to Γ. The same argument shows that a point y ∈ Y which is not a core
point, always contains a component yi ∈ Yi that is not a core point with
respect to Γi. This completes the proof. 
Hence, for groups with known core sets Theorem 8 yields a concrete char-
acterization of the core set of the direct product of such groups. For the
following result about products of symmetric and alternating groups we use
the characterization given in Remark 7.
Corollary 9. Let Γ := Γ1×· · ·×Γd be a subgroup of Sn with either Γi = Ski
or Γi = Aki for 1 ≤ i ≤ d. R
n is decomposed into canonically Γ-associated
disjoint subspaces Xi of dimension ki. Then
(1)

(t11+
r1∑
j=1
ej , . . . , td1+
rd∑
j=1
ej) : 1 ≤ i ≤ d, 0 ≤ ri < ki, ti ∈ Z


describes a set of representatives for coreΓ(R
n). Here, we denote the ele-
ments of Rn = X1 × · · · ×Xd by tuples (x1, . . . , xd), with xi ∈ Xi.
Note that Corollary 9 also applies to situations where symmetric or alter-
nating groups act only on some subspaces of Rn as we can split the remaining
subspace into a direct product of one-dimensional subspaces, with an action
of S1 on each of them. In the corollary, d is the dimension of the fixed
space FixΓ(R
n). Note that in Theorem 8, the number m of factors is equal
to the dimension d of the fixed space if and only if all groups Γi are transitive
(see the following Section 4.2).
In Sections 5 and 6 we will make use of the core set characterization given
in Corollary 9 in two different approaches for solving integer linear programs
whose symmetry groups are of this special form.
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4.2. Transitive group actions. Remark 6 states that the core set with
respect to a group is contained in the core set with respect to each of its
subgroups. Every group is a subgroup of the direct product of transitive
groups (cf. [7, Sec 5.5]). Groups acting on the standard basis of Rn are
transitive if all basis vectors are in the same orbit. In this section we focus
on these basic building blocks, that is, on permutation groups which act
transitively.
For a transitive group Γ the fixed space is the linear span of the all-ones
vector 1. For every integral point z ∈ Zn there is a unique k = 〈z,1〉 ∈ Z
such that z is contained in the hyperplane H
1,k = {x ∈ R
n : 〈x,1〉 = k}.
Thus coreΓ(R
n) is the infinite union of the core sets of H
1,k for all k ∈ Z.
Hence, it is enough to study core sets of the hyperplanesH
1,k. We know from
Remark 6 that core sets are translation invariant under some conditions.
Especially, for a transitive group Γ ≤ Sn we conclude that coreΓ(H
1,k+n) =
coreΓ(H
1,k + 1) = coreΓ(H1,k) + 1 for every hyperplane H1,k. Thus it
suffices to study core sets of hyperplanes with k ∈ {0, 1, . . . , n − 1}. Since
coreΓ(H1,0) = {0} and coreΓ(H
1,n−k) = − coreΓ(H1,k) + 1, it is in fact
enough to understand the core sets of H
1,k for k ∈ {1, . . . ,
⌊
n
2
⌋
}. As we can
deduce all core sets from these, we say that Γ has a finite core set if
⌊n
2
⌋⋃
k=1
coreΓ(H
1,k)
is a finite set.
From Remark 7 we know that the symmetric and alternating group have
finite core sets because H
1,k contains
(
n
k
)
core points that all lie in the same
orbit.
The following example shows that not all groups have a finite core set. In
particular, cyclic groups give rise to symmetric lattice-free simplices. These
simplices have asymptotically unbounded diameter and volume and can be
thought of as symmetric siblings of Reeve’s famous lattice-free simplices
(cf. [17]). More precisely, the following example shows that the core set of
all cyclic groups of even order consists of infinitely many simplices and is
thus infinite.
Example 10 (Infinite Core Sets). Let Γ = 〈σ〉 be a cyclic group of order
n = 2m ≥ 4 where σ = (n . . . 3 2 1). We will show that for every choice of
parameters a2, . . . , am ∈ Z the orbit polytope P = conv(Γz) with
z = (1, a2, a3, . . . , am, 0,−a2,−a3, . . . ,−am)
has no integer points besides its vertices.
To see this let v =
∑n
i=1 λiσ
i−1(z) ∈ P ∩ Zn be an integer vector in P ,
represented as a convex combination with λi ∈ [0, 1] and
∑n
i=1 λi = 1. For
each of the n coordinates of v, this gives an equation in λ1, . . . , λn. Summing
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up the first and the (m+ 1)-st equation we obtain:〈
n∑
i=1
λiσ
i−1 (z) , e1 + em+1
〉
=
(
λ1 +
m∑
i=2
λiai +
m∑
i=2
λi+m(−ai)
)
+
(
m∑
i=2
λi(−ai) + λm+1 +
m∑
i=2
λi+mai
)
=λ1 + λm+1
(2)
Since all coordinates of v are integer, the expression in (2) must be integer
as well. This implies that λ1 + λm+1 must be zero or one. The same
can be said about the sum of λj and λm+j in general by adding the j-
th and (m + j)-th equation. Because v is a convex combination, there is
exactly one index j such that λj +λm+j = 1 and all other λi are equal to 0.
Thus it must hold that λjσ
j−1(z) + λm+jσ
m+j−1(z) ∈ Zn. In particular,
〈λjσ
j−1(z) + λm+jσ
m+j−1(z), ej〉 = λj must be integer. Hence the convex
combination in v must be trivial and v is always a vertex of P . Thus P
cannot have integer points besides its vertices.
Since the orbit polytope P is contained in the hyperplane H
1,1, it has
dimension n − 1. The full-dimensional simplex P ′ = conv({0} ∪ P ) is still
symmetric and does not contain integer points except its vertices. Note that
the volume of P ′ can be computed as the absolute value of a determinant of
a circulant matrix (cf. [4]). By looking at the eigenvalues of this matrix, we
conclude that for fixed n these families of symmetric simplices parametrized
by a2, . . . , am have unbounded volume.
5. Symmetric fibrations of Integer Linear Programs
In this and the following section we turn to the application of core sets
to integer linear programming. We consider integer linear programs (ILPs)
of the following form:
max 〈c, x〉
s.t. Ax ≤ b , x ∈ Zn ,
with A ∈ Rm×n, b ∈ Rm, and objective c ∈ Rn. To abbreviate such an
instance we use the notation ILP(A, b, c). The corresponding polyhedron
is denoted by P = {x ∈ Rn : Ax ≤ b}. As previously mentioned, we
only consider symmetry groups of integer linear programs of dimension n
that are subgroups of the symmetric group Sn, acting on R
n by permuting
coordinates.
Definition 11. An integer linear program ILP(A, b, c) of dimension n over a
polyhedron P is Γ-symmetric with respect to a group Γ ≤ Sn if the following
two conditions holds: First, Ax ≤ b if and only if Aγx ≤ b for all γ ∈ Γ and
x ∈ Zn. Second, 〈c, x〉 = 〈c, γx〉 for all γ ∈ Γ and x ∈ P ∩ Zn. The group Γ
is then called a symmetry group of ILP(A, b, c).
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Input: Γ-symmetric ILP(A, b, c) with bounded polyhedron P
Output: optimal solution of ILP(A, b, c) or “infeasible”
1 copt ← −∞
2 foreach z ∈ ΦΓ(P ) ∩ Λ do
3 F ← Φ−1Γ (z)
4 if 〈c, z〉 > copt and F ∩ P ∩ Z
n nonempty then
5 zopt ← arbitrary element of F ∩ P ∩ Z
n
6 copt ← 〈c, z〉
7 return zopt or “infeasible”
Algorithm A: Na¨ıve fiber enumeration of ILP(A, b, c)
Our first approach is a generalization of the Core Point Algorithm by
Bo¨di, Herr, and Joswig. In [2], the authors consider transitive group actions,
which lead to a one-dimensional fixed space, the span of the all ones vector.
They decompose the problem by intersecting the feasible region with all
affine hyperplanes orthogonal to the fixed space containing integer points,
and check the integer feasibility of these intersections. For the alternating
group and the full symmetric group on all variables they show that it suffices
to test one core point per intersection. In order to generalize this approach
to fixed spaces of arbitrary dimensions we use a similar decomposition.
Given a symmetry group Γ of an integer linear program, consider the pro-
jection ΦΓ : R
n → FixΓ(R
n) onto the fixed space as introduced in Section 2.
The projection ΦΓ(Z
n) of all integer vectors forms a lattice, which we de-
note by Λ. For x ∈ Λ, that is, for a projected integer vector, we call the
set of pre-images Φ−1Γ (x) a Γ-fiber, or simply a fiber. All feasible points of
a Γ-symmetric integer linear program ILP(A, b, c) are contained in Γ-fibers
that intersect the corresponding polyhedron P .
Remark 12. The objective function c is constant on each Γ-fiber. Moreover,
Γ-fibers are Γ-invariant since ΦΓ(x) = ΦΓ(y) for any y ∈ Γx. The dimension
of a Γ-fiber is equal to dim(ker(ΦΓ)) = n− dim(FixΓ(R
n)).
Thus, to solve an ILP it suffices to find a Γ-fiber with maximal objective
value such that its intersection with P contains an integer point. A na¨ıve
first approach is to simply enumerate all Γ-fibers and successively test their
integer feasibility. Algorithm A summarizes this idea. Note that we require
boundedness of the polyhedron P to guarantee termination of the algorithm.
The two computational challenges are the enumeration of all lattice points
in ΦΓ(P ) ∩ Λ in Step 2 and testing integer feasibility of F ∩ P in Step 4.
Because of the symmetry and since we project onto the fixed space, we can
easily obtain an inequality (facet) description of the projected polyhedron
ΦΓ(P ) by computing the barycenter of each orbit of facet normals of the
original polytope (cf. [2, Theorem 1]). The lattice Λ = ΦΓ(Z
n) in the fixed
space turns out to be always an isometric embedding of an integer lattice Zd
with scaled coordinate axes. Therefore, we have to deal with integer lattice
point enumeration in dimension d of the fixed space.
As a refinement of the algorithm we could first solve an integer linear
program in dimension d over ΦΓ(P ) ∩ Λ and enumerate the lattice points
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in the intersection with the affine hyperplane H of the resulting objective
value. If the corresponding fibers do not contain feasible integer points for
the original problem, we cut off the halfspace defined by H and iterate the
procedure. However, in the worst case all lattice points in ΦΓ(P )∩Λ need to
be enumerated. To address the second challenge, the integer feasibility check
for the Γ-symmetric set F ∩ P in Step 4, we use core sets. The following
corollary is immediate from Theorem 4.
Corollary 13. Let ILP(A, b, c) be a Γ-symmetric integer linear program
over the polyhedron P . Further, let x ∈ Λ and F = Φ−1Γ (x). Then there is
an integral vector in F ∩P if and only if the intersection P ∩Rep(coreΓ(F ))
contains one.
Thus we can check the integer feasibility of the fiber section F ∩ P by
testing at most |Rep(coreΓ(F ))| many points for containment in P . Under
certain circumstances we know that the set Rep(coreΓ(F )) is small, as the
following considerations show.
If the automorphism group Γ is a direct product of groups Γ1, . . . ,Γk,
then every Γ-fiber F is the Cartesian product of Γi-fibers Fi. Thus by Theo-
rem 8 we know that coreΓ(F ) is the product of the fiber core sets coreΓi(Fi).
In particular, the set of representatives Rep(coreΓ(F )) is a direct product
of fiber core set representatives Rep(coreΓi(Fi)). For a direct product of
symmetric products, we therefore have the following theorem.
Theorem 14. Let Γ = Sk1×· · ·×Skd be a subgroup of an ILP over a polytope
P ⊂ Rn given by m linear constraints. Assume that the set L = ΦΓ(P ) ∩ Λ
(with Λ = ΦΓ(Z
n)) is given. Then there is an O(|L| ·mn)-time algorithm
that either finds an optimal solution or detects integer infeasibility.
Proof. In Algorithm A we check for integer feasibility of F ∩ P , for every
fiber F that intersects P . As every such fiber corresponds to an element of
L, we have to perform at most |L| many of these checks. By our previous
considerations and Remark 7, we know that Rep(coreΓ(F )) consists of only
one element because |Rep(coreΓi(Fi))| = 1 for every fiber Fi of Γi = Ski .
Thus every fiber feasibility check can be performed in O(mn) time by Corol-
lary 13. 
Note that in Theorem 14 the difficulties are hidden in the computation of
the set L = ΦΓ(P )∩Λ of all lattice points in the projected polytope. Further
research is needed to improve this rather na¨ıve approach. More elaborate
methods could make use of the structure of the lattice Λ and include more
polyhedral information.
6. Core set parametrization
In this section we explore a different approach to solve symmetric integer
linear programs, which is also based on core sets.
By Corollary 5 we know that a Γ-symmetric ILP over a polyhedron
P ⊂ Rn is feasible if and only if it contains an element of the core set
coreΓ(R
n). In particular, every feasible ILP has an optimal solution in
coreΓ(R
n). The symmetry of the optimization problem even guarantees
that we can always find an optimal solution in Rep(coreΓ(R
n)). Thus we
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may solve the original ILP under the additional constraint that the solution
is such a core set representative. A natural approach to model this con-
straint would be to add linear inequalities. This would be similar to adding
symmetry breaking constraints to ensure that solutions lie in a fundamen-
tal domain of the symmetry group (cf. [5], [8]). In general, finding such
inequalities is not easy and may even be practically impossible.
We propose a different way to model the constraint that the solution is
a core set representative. We introduce a parametrization of the core set,
which is particularly interesting for symmetry groups with small core sets,
for instance, in case of a direct product of symmetric groups. We assume
that Γ contains a direct product Γ′ := Sk1 × · · · × Skd of symmetric groups,
where n =
∑d
i=1 ki and d is the dimension of the fixed space FixΓ′(R
n). Note
that we can always find such a decomposition by choosing some of the ki to
be 1. From Corollary 9 we know a set of representatives for coreΓ′(R
n) and
thus also for its subset coreΓ(R
n). Hence, we have the following theorem.
Proposition 15. Every ILP with symmetry group Sk1×· · ·×Skd is feasible
with optimal solution z if and only if there exist integers ti ∈ Z and si,j ∈
{0, 1} for every i ∈ {1, . . . , d} and j ∈ {1, . . . , ki − 1} such that
(3) z =
d⊕
i=1

ti1ki +
ki−1∑
j=1
si,j c(j)

 ,
under the constraint that
∑ki−1
j=1 si,j ≤ 1.
Note that (3) is just a reformulation of expression (1) that is more con-
venient for the integer programming context. In equation (3) the term c(j)
denotes
∑j
i=1 ei, which is a representative of the core set of H1,j. We use
the variables si,1, . . . , si,ki−1 to select at most one vector c(1), . . . , c(ki − 1).
By using the new variables ti and si,j we are able to parametrize the set of
core set representatives from Corollary 9.
This means that we can replace the old variables z1, . . . , zn by n new
variables ti and si,j. By this transformation we reduce the search space (by
reduction to core sets) and we eliminate all Γ′-symmetry (by reduction to
core set representatives). Moreover, we may remove inequality constraints
during the execution of this transformation. To illustrate the idea and to
simplify notation, we assume that Γ = Sn is the full symmetric group. Let
〈a, z〉 =
n∑
i=1
aizi ≤ b
be an inequality before the transformation. Because Sn is an automorphism
group of the problem, there is a permutation σ such that
(4) aσ(1) ≥ aσ(2) ≥ · · · ≥ aσ(n)
and 〈aσ, z〉 =
∑n
i=1 aσ(i)zi ≤ b is a valid inequality. Thus the condition
〈aσ, z(t, s1, . . . , sn−1)〉 ≤ b implies the constraint 〈a, z(t, s1, . . . , sn−1)〉 ≤
b and all other constraints in its orbit. Here we use the short notation
z(t, s1, . . . , sn−1) = t1n +
∑n−1
j=1 sjc(j) for the vector in (3). As a byproduct
we can eliminate all but one inequality from each orbit of inequalities by
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using the transformation. By ordering coefficients block-wise descendingly
as seen in (4), this elimination of constraints generalizes to the case of direct
products of symmetric groups, which we discussed before. As we have to
touch every constraint anyway, this carries no significant overhead.
The parametrization idea and transformation induced by Proposition 15
is not restricted to symmetric groups. A similar statement is true for every
group for which the complete core set or its representatives are known. The
simpler the core set can be parametrized, the fewer variables the transfor-
mation adds. In the next section we will see how this approach works for
symmetric groups in practice.
7. Computational experiments
To assess the practical feasibility of our proposed algorithms, we imple-
mented prototypes. First we describe our experiments with the approach
discussed in Section 5.
7.1. Na¨ıve fiber enumeration. For Algorithm A we use SCIP 2.0.1 [26] to
enumerate all lattice points of the projected polyhedron. Since we compare
running times with commercial solvers which do not use exact arithmetic,
this is a viable alternative to other lattice enumeration tools like [22] or [23].
Each enumerated point corresponds to a fiber. The integer feasibility of
these fibers is tested by using core points. Currently, our knowledge of core
sets of groups beyond the alternating and the symmetric group and their
direct products is limited. Therefore we only implemented integer feasibility
checks for these groups. This core point check is realized in a dedicated
program written in C++, which reads a polyhedron and a list of fibers. It
either returns an optimal fiber or reports that the input is infeasible.
Note that Algorithm A is not always practically feasible. Since we enu-
merate lattice points in the dimension d of the fixed space, the value of
d should not exceed about 10 to remain tractable. At the same time we
have explicit complete core set descriptions for symmetric and alternating
groups. We therefore focus on problems with automorphism groups which
are the product of ten or less symmetric groups. Since we are not aware of
problem instances in the literature meeting these conditions, we constructed
problems ourselves.
We created random instances by the following scheme, using [24] and [25].
For different values d less than 10 and different values of k1, . . . , kd ∈ N≥1 we
constructed ILPs in dimension n =
∑d
i=1 ki and with automorphism group
Γ = Sk1 × · · · × Skd . We generated 3n inequalities 〈a, x〉 ≤ b where
a =
d⊕
i=1
fi

 ki∑
j=1
ai,jxj

 .
Here the fi were chosen independently uniformly at random from the set
{1, . . . , 20}. The ai,j were zero with probability 0.1 and otherwise selected
uniformly at random from the set {5, . . . , 15}. The right hand side b was
set to ⌊0.95 · 〈a,1〉⌋. Finally, all inequalities in the orbit of Γ were added
and the domain of all variables set to Z≥0. Additionally, to exclude the zero
vector, we added the inequality
∑n
i=1 xi ≥ 1. The objective function c was
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Groups n d #rows Gurobi CPLEX Core
(S5)
2 10 2 182151 64.40 89.58 0.25
S5 × S3 × S2 10 3 23204 6.36 6.47 0.05
S8 × (id)
2 10 3 342289 170.39 1222.11 0.47
(S4)
3 12 3 217273 123.77 129.34 0.36
(S3)
4 12 4 28353 10.74 7.05 0.07
S6 × S4 × (id)
2 12 4 236001 114.32 138.59 0.37
(S3)
5 15 5 182366 136.90 107.94 0.41
S3 × (S2)
6 15 7 11751 6.70 3.88 0.35
(S5)
2 × (id)5 15 7 267434 210.54 223.14 0.63
(S3)
4 × (S2)
3 18 7 286732 304.81 278.72 1.48
(S2)
9 18 9 18854 16.17 11.13 4.72
S5 × S3 × (S2)
4 × (id)3 18 9 315501 429.43 418.71 5.63
Table 1. Running times in seconds on random symmetrized
instances, averaged on 10 runs each
chosen as c = c11k1 ⊕ · · · ⊕ cd1kd where the ci were chosen independently
uniformly at random from the set {1, . . . , 10}.
As the order of Γ grows very quickly with d and the ki, we conducted
our experiments only for selected values of these parameters. For each
n ∈ {10, 12, 15, 18} we tried to find three different groups Γ each such that
the number of constraints was comparable for different n. We selected the
parameters d and ki so that we had one small instance and two large in-
stances, the latter ones with different dimension d of the fixed space. The
average ratio of non-zeros in the instances was about 90%, as was to be
expected from the choice of random variables.
Table 1 shows the average results for 10 randomly generated instances
for every set of dimension parameters. We performed the experiments on
an Intel Core-i7 machine with eight logical CPUs at 2.8 GHz and 16 GB
RAM. We ran our tests with Gurobi 4.5.1 [21], CPLEX 12.3 [20] and our
own fiber/core set-prototype. We used the commercial solvers with their
default settings and allowed 8 threads.
The results show that our code is faster than the commercial solvers on
these instances. We can also observe that the running time of our prototype
increases significantly with d because we have to enumerate lattice points in
this dimension. The input to our prototype included the symmetry group
of the problem, so it did not have to be determined.
7.2. Core set parametrization. We also tested a transformation by Propo-
sition 15 on these instances. This reduced the problems to instances with 60
or less inequalities in dimensions {10, 12, 15, 18}. Since these are in general
easy problems for ILP solvers, we always have obtained the optimal solution
in less than 0.1 seconds regardless of the original problem size and the solver
used. As this transformation approach has no obvious limits on the problem
size for which it is practically feasible, we were able to test it also on a real
world problem.
Among all instances of the MIPLIB 2010 collection (cf. [9]) we looked for
one which is small and whose symmetry group is large and consists to a
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large extent of a product of symmetric groups. One of the candidates was
toll-like, a then open 0/1-problem with 4408 constraints in dimension
2883. Its symmetry group has (S2)
230 as a subgroup. After our transforma-
tion it had 4638 constraints, still in dimension 2883. However, the presolvers
of CPLEX, Gurobi and SCIP were able to eliminate 230 variables, one for
each S2 factor in the original problem. Moreover, the number of constraints
could be reduced to 3948, which is 460 less than in the original problem.
These reductions allowed us to solve this previously open problem with
Gurobi 4.5.1 after about 4.5 days on our workstation. Under the same con-
ditions solving the original, untransformed problem was not possible because
both CPLEX and Gurobi ran into memory problems.
We thank the anonymous referee for a hint to the following analysis of
the toll-like symmetry. The instance contains 230 pairs of variables x, y that
appear in the following way:
x+R ≥ 0, y +R ≥ 0,
x−R ≥ 0, y −R ≥ 0,
(5)
where R is some term in other variables. In this case we can aggregate x
and y into a single variable. It is unclear why none of the tested solvers did
perform this variable elimination that seems to be easily detectable without
knowledge of core sets. The transformation described in Section 6 rewrites
the contraints in such a way that solvers notice the redundancy in the model.
Since the problem contains only binary variables, the core set parametriza-
tion does not reduce the search space more than previously known techniques
like symmetry-breaking inequalities. Therefore it is an interesting question
whether MIPLIB instances contain Sk-symmetries on general integer vari-
ables that are not eliminated by current presolvers. An ongoing collabora-
tion with Marc Pfetsch [16] gave us access to the symmetry groups of most
MIPLIB 2010 instances before and after presolving of SCIP and Gurobi.
All Sk-symmetries on general integer variables in the original formulation
are removed by the presolver of Gurobi. However, presolving introduces new
S2-symmetries on integer variables with non-binary bounds on five instances
(atlanta-ip, biella1, dc1c, msc98-ip, nsr8k). Subsequently, only parts
of these symmetries are eliminated by a manually enforced presolving step,
although all of them seem to be of a similar type as (5), which allows aggre-
gation.
Also note that this variable aggregation is not possible for Sk-symmetries
in general, in fact not even for S2-symmetries. Like in the instances from
Section 7.1, in the following IP the two S2-symmetric variables x and y
can not be replaced by a single variable because they appear with distinct
non-zero coefficients in more than one inequality.
max x+ y
s.t. x+ y ≤ 5
5x+ y ≤ 16
x+ 5y ≤ 16, x, y ∈ Z
So far we have not encountered these kind of symmetries “in the wild”, for
instance, in MIPLIB.
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8. Discussion and open problems
In this article we introduced the notion of core sets for convex integer
optimization. The integer feasibility test of a symmetric convex set can be
reduced to its core set. We discussed some structural properties of core sets.
In particular, we obtained a full description of core sets of direct products
of symmetric groups.
Based on the core set idea, we proposed two different, straightforward ap-
proaches to solve integer linear programs. First, we considered an algorithm
using lattice point enumeration and core set based fiber feasibility tests to
solve ILPs. Our second approach used a parametrization of core sets. In
this we substituted some of the variables by new ones to restrict the search
space to the core set of the given problem. We implemented prototypes
of the proposed algorithms and compared them against commercial solvers,
using problems whose symmetry group contains a direct product of symmet-
ric groups. Our na¨ıve first algorithm is faster than Gurobi and CPLEX on
generated, highly symmetric problems. With the second algorithm we were
able to solve an open MIPLIB 2010 problem using Gurobi. Future research
is necessary to determine which other problem instances can benefit from
these methods.
Many open questions remain:
• How can we systematically obtain complete descriptions of core sets
for groups other than Sn or An? In particular, can we characterize
groups which have a finite core set?
• What can we say about the core set of group compositions other
than direct products, e.g. subdirect products and diagonal sub-
groups, which play an important role in combinatorial optimization
problems?
• Can our na¨ıve algorithm be improved, for instance by using addi-
tional polyhedral information and avoiding the unfavorable lattice
point enumeration?
• Under what conditions is a core set parametrization based approach
advantageous for symmetric problems?
• For what kind of symmetric non-linear integer optimization prob-
lems are core set based integer feasibility checks useful?
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