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I. INTRODUCTION
The neutron-rich carbon isotopes, which are experimentally accessible up to the neutron drip line, provide the opportunity to study the evolution of nuclear structure as one approaches the drip line. The even-mass neutron-rich carbon isotopes have been extensively studied recently [1] [2] [3] [4] [5] [6] [7] since quenched B(E2; 2
values and large asymmetries in the proton (M p ) and neutron (M n ) quadrupole matrix elements, M n /M p , were reported and interpreted as evidence of the decoupling of the valence neutrons from the core. In particular, 16 C was the first carbon isotope where such an interpretation was applied. A very quenched B(E2; 2 was implied from the lifetime measurement of the 2 + 1 state in 16 C [1] . This result combined with the deduced M n and M p values (from inelastic scattering of a 16 C beam on a 208 Pb target [2] ) suggested a dramatic change in the nuclear structure of 16 C compared to the other even-even nuclei in its vicinity. Subsequent work [3] yielded a nuclear deformation parameter * mpetri@ikp.tu-darmstadt.de more in line with what is expected from the systematics, but when combined with the lifetime of Ref. [1] , the result still indicates an anomalously large ratio M n /M p for the 2 + 1 state in 16 C. In 2008 the value of the lifetime of the 2 + 1 state in 16 C was remeasured by Wiedeking et al. [4] and Ong et al. [5] . The deduced reduced transition matrix elements from these last two lifetime measurements were B(E2; 2 Here, we report on a new lifetime measurement of the 2 + 1 state in 16 C using the recoil distance method with fast radioactive beams. With this measurement we confirm the latest reported value for the lifetime of 16 C of Ref. [4] . Moreover, relative partial cross sections for the one-proton knockout to 16 C are measured in this work and the extracted proton amplitude of the 2 [9, 10] at the NSCL for lifetime measurements of excited states of exotic nuclei. Physics results from such measurements have already been published [7, [11] [12] [13] [14] . In such studies a fast beam reacts with the target and the excited nuclei of interest deexcite by γ -ray emission either before or after passing through the degrader, which is placed downstream of the target, thus inducing different Doppler shifts. In the Doppler-corrected γ -ray spectrum, where a single value for the velocity (v/c) of the ions is used, two peaks that correspond to the same transition emerge depending on where the deexcitation took place with respect to the degrader (see Fig. 1 of Ref. [10] ). The relative intensity of these two γ -ray peaks as a function of the target/degrader distance is directly related to the lifetime of the state. This method is ideal for measuring nuclear levels of exotic nuclei with lifetimes in the picosecond range.
A primary 22 Ne beam was delivered by the Coupled Cyclotron Facility at the NSCL and fragmented on a thick 9 Be production target (3196 mg/cm 2 ) at an energy of 150 MeV/nucleon. 17 N, the secondary beam of interest, was selected and identified on an event-by-event basis through time-of-flight measurements in the A1900 separator [15] with a purity of ≈90% and was delivered to the S3 experimental vault where the S800 spectrometer [16] is located. This RDM measurement made use of the Köln/NSCL plunger [17] , which was placed at the target position of the S800 spectrometer with a 1 mm (185 mg/cm 2 ) 9 Be target and a 1 mm (1660 mg/cm 2 ) 181 Ta degrader. The incoming 17 N beam impinged on the secondary-reaction 9 Be target of the plunger with an average rate of 5 × 10 5 pps, an energy of 72 MeV/nucleon, and a momentum dispersion of 0.6%. Excited states in 16 C were populated via the 9 Be( 17 N, 16 C+γ )X one-proton knockout reaction. The plunger was surrounded by the γ -ray spectrometer SeGA [18] , which consisted of fifteen 32-fold segmented high-purity germanium detectors and was coupled to the new digital data acquisition system DDAS [19] . SeGA was configured in two rings with seven detectors at 30
• (30.2 cm from the target position) (Ring 1) and eight detectors at 140
• (23.3 cm from the target position) (Ring 2) with respect to the beam direction; the angles were chosen to maximize the Doppler shifts of the γ rays emitted in flight from a source moving with velocity v/c ∼ 0.2-0.3 [10] . The segmentation of the detectors allowed for an event-by-event Doppler correction to the γ -ray spectrum. This correction was necessary due to the Doppler-shifted γ rays emitted from the fast moving nuclei (v/c ∼ 36%). The γ -ray emission angle was defined from the segment with the largest energy deposition [18, 20] . The reaction products were separated by the S800 spectrometer and 16 C was unambiguously identified on an event-by-event basis through time-of-flight and energyloss measurements. A figure of the plunger-SeGA setup at the target position of the S800 spectrometer can be seen in Fig. 19 of Ref. [21] . Data were collected for four different target/degrader distances at 100, 400, 900, and 1650 μm with irradiation times ∼6, ∼5, ∼9, and ∼6 hours, respectively. A run with a target/degrader separation of 20000 μm was used to determine the ratio of the target to degrader reactions (discussed later). Data were also collected using a run with the target only, i.e., the plunger degrader was removed, in order to perform the cross-section measurements.
III. RESULTS
Four γ -ray transitions were identified in coincidence with the 16 C fragments; see Fig. 1 . Their energies are 1762(2), 2217(2), 2317(5), and 2374(3) keV and the relative intensities of the γ -ray peaks are 100%, 24%, 5%, and 12%, respectively; the relative intensities of the γ rays include efficiency corrections. These transition energies agree well with the literature [22] . From previous studies the 2217, 2317, and 2374 keV transitions feed the 2 For the analysis of the experimental data the use of Monte Carlo simulations is important in order to take into account all the information contained in the data. Such a simulation tool, built upon GEANT4 [23] and ROOT [24] toolkits, has been specifically developed for RDM measurements with fast beams at the NSCL [10] and was used for the analysis of the present experiment. All the experimental conditions that have a measurable effect on the γ -ray peaks are included in the simulation. More specifically, the properties of the incoming 17 N beam have been determined using this simulation tool and experimental data as described in Ref. [10] . The thicknesses of the target and degrader were verified, the response function of SeGA was deduced using γ -ray sources, and the reaction kinematics were modeled using experimental data. The GEANT4 code was used to model the transport and interaction of heavy ions and γ rays in matter. Background events not included in the Monte Carlo GEANT4 simulation were modeled by adding a linear function to the Monte Carlo spectrum (MC); a local linear background was chosen such that it reproduced the observed background over the energy range of 1200 to 2000 keV. A global exponential background was also used and gave similar results, indicating that the linear background, in a narrow energy region, is a realistic approximation. are background parameters and n is a normalization parameter, is compared to the experimental histogram by performing a point estimation with three free parameters (a, b, n) using the Poisson likelihood chi-square, χ 2 λ,p , of Ref. [25] . The point estimation was performed from 1200 to 2000 keV, which includes the two peak components and part of the Compton edge. The parameters a, b, n are determined for lifetimes from 7 to 16 ps with a step of 1 ps, i.e., for each lifetime there is a unique "simulated" histogram H o which is compared to the experimental one. The compatibility of H o to the experimental spectrum depends now solely on the lifetime of the state. This compatibility is determined via a goodness-of-fit test (using again χ 2 λ,p of Ref. [25] ) between the "simulated" H o (expected) histogram and the data (observed) for various lifetimes in an energy region that includes the Doppler-shifted peaks of interest (from 1640 to 1830 keV for Ring 1 and from 1700 to 1920 keV for Ring 2). The simulated and experimental spectra for the lifetime that gives the minimum in the goodness-of-fit test for each target/degrader distance is shown in Fig. 2 . We also investigated the dependence of this minimum on the choice of the energy region where the goodness-of-fit is applied and the minimum was found to be rather insensitive.
The lifetime for which the χ 2 λ,p is minimized, following the aforementioned procedure for each ring and each target/degrader distance, is shown in Table I . The resulting, total χ 2 λ,p in both Rings 1 and 2 and for all distances is shown in Fig. 3 for simulated lifetimes between 7 and 16 ps. The lifetime of the 2 + 1 state in 16 C is deduced to be τ 2
= 11.4 ± 0.3(stat) ps from the χ 2 λ,p minimization, in very good agreement with the previous measurement of Ref. [4] .
There are two dominant sources of uncertainty in this measurement: the uncertainty in the ratio of the number of reactions on the target and degrader, and the uncertainty (up to 0.5%) of the Bρ setting of the spectrometer, i.e., an uncertainty in the simulated momentum distribution of the 16 C fragments. Both sources of error have been investigated in detail and are discussed in the next two paragraphs.
In RDM measurements with fast beams, the unreacted beam that emerges from the target is energetic enough to generate reactions on the degrader; i.e., in this experiment 16 C can be produced via the reactions 9 Be( 17 N, 16 C+γ )X and 181 Ta( 17 N, 16 C+γ )X. These products are not well separated in the S800 spectrometer; this one-proton knockout reaction leads to the overlap of the low-momentum tail of the fragments produced in the target with the high-momentum tail of the fragments produced in the degrader. Therefore knowledge of the ratio of the number of reactions on the target and degrader, which is included in the simulation, is important for an accurate extraction of the lifetime. This ratio was derived experimentally, as opposed to using reaction cross-section considerations, by setting the separation of the target and degrader in the plunger to be 20000 μm, which corresponds to ∼20 lifetimes of the 2 + 1 state of 16 C. This means that the ratio of the fast and slow components depends solely on the ratio of the number of reactions induced by the target and degrader, respectively. The ratio of the number of reactions on the target over the number of reactions on the degrader deduced from the 20000 μm target/degrader distance run was 1.8 +0.5 −0.4 . This value was used in the simulation, and its error determined the uncertainty in the lifetime induced from this factor to be +0.7 −0.8 ps. This error is combined in quadrature with the error induced from the minimization procedure (0.3 ps) to yield the total statistical error in this lifetime measurement, τ 2 Fig. 4 together with the previous reported values [4, 5] . The current B(E2) confirms the value of Ref. [4] .
The error induced from the uncertainty in the Bρ setting of the spectrometer was treated by generating simulations with a 0.5% change in the momentum distribution of the 16 • ) for target/degrader separation distances of 100, 400, 900, and 1650 μm, respectively. Spectra (b), (d), (f), and (h) show the experimental data and simulation for Ring 2 (the backward ring at 140
• ) for target/degrader separation distances of 100, 400, 900, and 1650 μm, respectively. The linear background has been fitted for the energy range 1200 to 2000 keV for both rings. The goodness-of-fit has been applied in the energy region of 1640-1830 keV for Ring 1 and 1700-1920 keV for Ring 2.
is then repeated for these extreme ±0.5% Bρ settings and the error in the lifetime due to this uncertainty was determined at ±0.7 ps. This error is treated as a systematic one and is denoted as syst Bρ .
Taking into account all aforementioned uncertainties, the lifetime of the 2 
C. Relative partial cross section
Data were collected using the target only, i.e., the degrader was removed from the plunger, allowing therefore relative partial cross sections to be measured in this one-proton knockout reaction. For this cross-section measurement only detectors in Ring 2 (140 • ) were used. The reason for this choice is that the γ -ray energies in the laboratory frame detected by the backward (Ring 2) detectors are shifted to lower energies due to the Doppler effect. In this energy region the energy resolution is better and the energy and efficiency measurements more reliable, since they are closer to the region covered by a 152 Eu calibration source. The expected alignment in this one-proton knockout is very small [26] and therefore no correction for the γ -ray angular distribution is considered when using only the backward detectors. The cross section for populating the 2 + 1 state in 16 C over its ground state has been measured to be σ (2 
IV. DISCUSSION
We now compare the measured B(E2; 2
values and excited-state branching ratios (which also depend on transition strengths), as well as results from reaction crosssection data to those from p-sd shell model and ab initio no-core shell model (NCSM) [27] calculations.
The p-sd shell model calculations were performed using the OXBASH shell model code [28] with three different sets of empirically derived two-body nucleon-nucleon effective interactions referred to as WBP [29] , WBT [29] , and WBT* [30] . These calculations use harmonic oscillator wave functions and are carried out in the p shell model space for protons and the sd shell model space for neutrons. Neutron holes in the p shell have been ignored. The reason is that the excitation of neutrons from p to sd are Pauli blocked by the neutrons that occupy sd. The variants of WBP and WBT Hamiltonians can be used to gauge the theoretical error within the context of the p-sd model space. In the WBT* interaction the neutron-neutron two-body matrix elements are reduced to 75% of those in WBT. This was introduced in Ref. [30] to describe the fact that the experimental excitation spectra for carbon isotopes are systematically compressed compared to the calculations carried out with WBT. A discussion of the neutron-rich carbon isotopes ( 16, 18, 20 C) within a p-sd shell model is given in Ref. [7] .
The large-scale ab initio NCSM calculations used three different NN interactions: the CDB2k [31] based on one-boson exchange theory, the INOY [32] that introduces a nonlocality to simulate some effects of three-nucleon forces, and the chiral N 3 LO NN potential of Ref. [33] derived within chiral perturbation theory. Calculations with the chiral N 3 LO NN potential augmented by a local chiral N 2 LO NNN potential parametrized according to Ref. [34] were also performed. A detailed description of these NCSM calculations is given in Ref. [35] , where the results of calculations for low-lying states of even-even carbon isotopes, including the systematics of 2 + states, are presented. Here we give a brief summary of these calculations. NCSM calculations were performed using a harmonic-oscillator (HO) basis truncated by a total HO energy cutoff, characterized by the maximal number of HO excitations N max above the unperturbed ground state. To use the largest N max possible we employed the importance-truncated no-core shell model (IT-NCSM) scheme [36] [37] [38] . Within this scheme, basis states which are not important for the description of the ground state and low-lying states are identified via manybody perturbation theory and excluded from the calculation. Therefore, only the important basis states remain and the dimension of the matrix eigenvalue problem is reduced without losing predictive power. In addition, due to the strong shortrange correlations generated by the NN potentials, effective interactions are used to speed up convergence, which were derived by performing unitary transformations in the twonucleon HO basis. The results exhibit a dependence on N max and the HO frequencyh that should disappear once complete convergence is reached; that is, N max sequences obtained with differenth should all converge to the same result. However, full convergence of spectroscopic observables with respect to N max cannot be reached for the heavy carbon isotopes discussed here. Therefore calculations are performed for a series of finite N max values at varyingh and a constrained fit is then applied to these multiple sequences in order to extrapolate to the infinite, un-truncated model space result [35, 39] . Examples of these extrapolation procedures for carbon isotopes are shown in Fig. 2 of Ref. [35] . [27] calculations.
Within the p-sd shell model the electric quadrupole transition rate is derived from the equation where M p and M n are shell model proton and neutron quadrupole matrix elements connecting the J i and J f states (in this case the J i = 2 + 1 and J f = 0 + 1 states). Here, the matrix elements were calculated using the WBP, WBT, and WBT* interactions. The effective charges, e p = 1.16 and e n = 0.33, are taken from the calculation in Ref. [40] and follow an approximate 1/A dependence based on the treatment in Ref. [41] . The results of these calculations agree well with the current experimental value of 4.21 e 2 fm 4 . The B(E2; 2
value obtained with the NCSM calculation using the CDB2k interaction is also presented. In this case the calculation does not assume an inert core and effective charges are not used. It is seen that this NN interaction predicts a lower B(E2; 2
value than either the p-sd shell model or the latest data, by about a factor of 2. We note that, as discussed in Ref. [35] , the convergence behavior for the B(E2) in 16 C is different from that seen in the neighboring carbon isotopes, where the calculated B(E2)'s show better agreement with data. For the INOY interaction the specific model-space and frequency dependence of the B(E2) does not allow for a reliable extrapolation; therefore, no value is reported here. Finally, to study the effects of higher-order interactions we performed calculations using the chiral NN interaction and chiral NN + NNN. Calculations with NNN terms in the Hamiltonian are computationally more intense, and in particular the extrapolation to obtain an absolute B(E2) value is difficult. Preliminary results indicate that the B(E2) obtained with the chiral NN interaction is close to that of CDB2k, while chiral NN + NNN yields smaller B(E2) values. While Ref. [35] shows that NCSM (NN) calculations give an overall good description of the B(E2; 2
for even-even carbon isotopes ( 10-20 C), the value for 16 C is underestimated. Future investigations will show to what extend this observable is sensitive to the chiral NN + 3N Hamiltonian, particularly to the inclusion of consistent 3N interactions at order N 3 LO or to the variation of cutoffs and low-energy constants.
B. Energies and branching ratios of higher-lying states
In Fig. 5 calculated energy levels of 16 C are shown and compared with experiment. As mentioned before, within the p-sd shell model there is a better agreement between calculated and experimental values when using the WBT* interaction. For the NCSM, the agreement with experiment is quite reasonable when using the chiral N 3 LO NN potential (with and without the NNN interaction), although improved in the calculation with the chiral NN + NNN Hamiltonian. 
Including NNN interactions (chiral NN + NNN) has a big effect and leads to a branching ratio that is consistent with experiment. We note that, while the absolute B(E2) values depend critically on the convergence, the branching ratios 2 values by a factor of 2 will not change the branching ratios significantly. It is found that including NNN interactions significantly increases the B(M1). The sensitivity of the branching ratio to the inclusion of NNN terms suggests such data on excited state properties can be important and used to guide ab initio theories. 
Because of the expected higher excitation energy of the |ν(sd) 2 ; J = 2 ⊗ |π (p) −2 ; J = 2 component of the 0 + state in 16 C, we can assume δ ≈ 0, γ = 1, and
Therefore the measurement of the cross section for populating the 2 + 1 over the ground state can provide the proton amplitude of the 2 + 1 state. By knocking out one proton from the p 1/2 shell we can only go to the ground state of 16 C, while by knocking out one proton from the p 3/2 shell we can go to either a 2 + or a 1 + state. The probability for populating the 2 + state by knocking out one of the four p 3/2 protons is then 4 × 5/8 and the probability for populating the 0 + by knocking out the only p 1/2 proton is 1. The population of the 2 + 1 state in 16 C via the one-proton knockout reaction 9 Be( 17 N, 16 C+γ )X proceeds through the proton component (the neutron 2 + cannot couple to the ground state of 17 N), and therefore the ratio of the spectroscopic factors C 2 S(2
is approximately equal to (β 2 × 5/2)/1, according to the aforementioned sum rules.
From reaction theory [42] the cross sections for populating the 2 + 1 and 0 + states are
th . Since the of the knocked-out proton is the same in both cases ( = 1) and the levels are strongly bound, we assume that σ This ratio has been measured experimentally to be 0.28 ± 0.02 (see Sec. III C) and thus the proton amplitude in the 16 16 C in line with the experimentally determined value, whereas the chiral NN + NNN interaction falls between the p-sd shell model and the experimental value.
The experimentally determined proton amplitude of the 2 + 1 state in 16 C confirms the neutron-dominant character of this state, in agreement with other measurements [43] . This finding is also confirmed by studying the occupation numbers of the NCSM wave functions; see Ref. [35] . It will be interesting to measure the proton amplitude in the heavier carbon isotopes 18, 20 C in order to confirm the increase in the proton contribution to their 2 + 1 states as suggested by the latest 20 C lifetime measurement [7] .
V. CONCLUSION
The lifetime of the 2 + 1 state in 16 C has been measured using the recoil distance method with fast radioactive ion beams. The extracted lifetime of τ 2 The rather slow convergence of this observable is probably connected with the particular neutron-excitation structure of the 2 + state; see Ref. [35] . Gamma-ray branching ratios from higher-lying transitions seem to indicate the need to include three-body forces in order for the NCSM to reproduce the experimental results. The small proton amplitude of the 2 + 1 state in 16 C [β 2 = 11(1)%] verifies the neutron-dominant character of this state.
