Abstract. Supporting learning activities during work has gained momentum for organizations since work-integrated learning (WIL) has been shown to increase productivity of knowledge workers. WIL aims at fostering learning at the workplace, during work, for enhancing task performance. A key challenge for enabling task-specific, contextualized, personalized learning and work support is to automatically detect the user's task. In this paper we utilize our ontology-based user task detection approach for studying the factors influencing task detection performance. We describe three laboratory experiments we have performed in two domains including over 40 users and more than 500 recorded task executions. The insights gained from our evaluation are: (i) the J48 decision tree and Naïve Bayes classifiers perform best, (ii) six features can be isolated, which provide good classification accuracy, (iii) knowledge-intensive tasks can be classified as well as routine tasks and (iv) a classifier trained by experts on standardized tasks can be used to classify users' personal tasks.
Introduction
Learning activities frequently occur within work processes [5] . The work-integrated learning (WIL) paradigm [14, 23] takes these observations seriously and sees learning as a dimension of work. One goal of WIL is to foster learning during work in order to enhance task performance. For assisting the learner in this kind of learning situation her user profile [6, 25] , her interests [7] , her competencies [11] , and her user context [12, 19, 27] are utilized to improve the quality of support mechanisms. If her current task is automatically detected, the user can be supported with task specific learning and work material such as the retrieval of learning objects [4] or suggestions on course material, links, documents, or topical experts [12] . Hence it is important to know and understand what the user is working on or is trying to achieve. The user context includes all information that can be used to characterize the user's current situation [2] which also includes the user's current task. Automatic user task detection is an important challenge in hal-00872201, version 1 -11 Oct 2013 Author manuscript, published in "Proc. EC-TEL '10, Barcelona : Espagne (2010)" the area of user context detection [18] . The classical approach is to model task detection as a machine learning problem. However, the main focus has been so far on using only text-based features and switching sequences [3, 8, 9, 15, 16, 21, 22] , which do not rely on ontology-based user context models. A recent exception is our ontology-based user task detection approach [18] for which we have already shown that it improves the task detection accuracy compared to the existing task detection approaches SWISH [16] , Dyonipos [8] and TaskPredictor 1 [22] .
In this paper, we utilize our ontology-based user task detection approach in order to unveil which features and classifiers are showing a high automatic task detection performance across three independent datasets. More specifically, our main objective is to study the factors influencing the performance of task detection: (i) the used learning algorithm, (ii) the features chosen for constructing the training instances, (iii) the kind of tasks to be classified and (iv) the method chosen for training the learning algorithms. Confronted with the lack of standard datasets and of controlled user studies in the task detection field, we have designed and run three laboratory experiments with multiple users from two different domains, for collecting task detection datasets.
Studying the influence of the type of tasks to be classified is important for increasing our understanding of the "task detection phenomenon" itself. Can any kind of task be classified? Can we expect similar performance when classifying routine tasks and knowledge-intensive tasks? Studying the influence of the training method on the performance of classifiers can help to address the classical "cold start problem". Can a classifier, trained on standard tasks performed by experts, be used to classify users' personal tasks? The importance of studying the influence of the learning algorithm and of the chosen features lies in the fact that, in a productive scenario, it is not possible to use all available algorithms and features, because of the resulting computational cost. Our goal is to find a combination of features and classifiers that achieves good results on a standard desktop computer.
The rest of the paper is organized as follows. First, we outline our approach for recording and modeling the user context, based on our user interaction context ontology. Second, we present our ontology-based user task detection approach and our methodology for evaluating its performance. Third, we describe our three experiments and the gathered datasets. Fourth, we detail the results of our evaluation, based on the influencing factors previously mentioned. Finally, we draw our conclusions and present some future work.
User Interaction Context Detection
Our view of the "user context" goes along with Dey's definition that context is "any information that can be used to characterize the situation of entities that are considered relevant to the interaction between a user and an application, including the user and the application themselves" [2] . We refine Dey's perspective by focusing on the user interaction context that we define as "all interactions of the user with resources, applications and the operating system on the computer desktop" [18] .
A model is needed for storing the user context data in a machine processable form. Various context model approaches have been proposed, such as key-value models, markup scheme models, graphical models, object oriented models, logic-based models, or ontology-based models [24] . However, the ontology-based approach has been advocated as being the most promising one [1, 24] mainly because of its dynamicity, expressiveness and extensibility. We have defined a user interaction context ontology (UICO) [18] which represents the user interaction context through 88 concepts, 215 datatype and 57 objecttype properties. It is modeled in the ontology web language (OWL) 4 , a W3C standard for modeling ontologies widely accepted in the Semantic Web community. The majority of concepts represents the types of user interactions and the types of resources. The high number of datatype properties represent data and metadata about resources and application user interface elements the user interacted with. The objecttype properties relate (i) the user interactions with resources, (ii) resources with other resources or parts of resources and (iii) user interactions with themselves for modeling the aggregation of user interactions. The highly connected UICO is therefore naturally enabling both: (i) a variety of context-aware applications and (ii) "mining" activities for in-depth analyzes of user characteristics, actions, preferences, interests, goals, etc. For a detailed description of the UICO we refer to [17, 18] .
Automatic Population of the User Interaction Context Ontology
Context observation mechanisms are used to capture the behavior of the user while working on her computer desktop, i.e. performing tasks. Low-level operating system and application events initiated by the user while interacting with her desktop, are recorded by context observers. The data about the occurred events is then sent as an XML stream to the context capturing framework for discovering resources and for aggregating events (single user interactions) to event blocks (continuous sequence of user interactions on the same resource). This is similar to the contextual attention metadata approach [27] and to context observation in general [15, 18, 21, 22] .
Context observers, also referred to as context sensors, are programs, macros and plug-ins that record the user's interactions on the computer desktop. We developed a broad range of context sensors for standard office applications and the operating system Microsoft Windows (XP, Vista and 7). A complete list of sensors is given in [17] . The sensed contextual data sent by the context sensors is used as a basis for automatically populating the UICO. Automatic population here means an autonomous instantiation of concepts and creation of properties between concept instances of the UICO based on the observed and the automatically inferred user interaction context. The automatic population exploits the structure of user interface elements of standard office applications and preserves data types and relationships through a combination of rule-based, information extraction and supervised learning techniques. We also use our knowledge discovery framework, the KnowMiner [10] to perform named entity recognition of persons, locations and organizations as well as for extracting data and metadata of various resource types. Hence, the UICO is a much richer representation of the user interaction context than is typically stored in attention metadata sensor streams [27] since it preserves relationships that otherwise are lost.
This rich representation of the user interaction context is exploited for machinelearning based task detection as described in the next section. At this point we would like to note that a rule-based aggregation of user actions into tasks might be a reasonable approach for highly-structured tasks, such as administrative or routine tasks, but this is obviously not appropriate for tasks that involve a certain freedom and creativity in their execution, e.g. for knowledge-intensive tasks such as "Planning a journey" or "Writing a research paper". To handle such unstructured tasks the idea is to automatically extract a task from the information available in the ontology by means of machine learning techniques. Once detected, these tasks will also populate the ontology.
User Task Detection
Here, by task detection we mean task class detection also referred to as task classification, as opposed to task switch detection. Task switch detection involves predicting when the user switches from one task to another [16, 21] . Task classification deals with the challenge of classifying usage data from user task execution into task classes or task types. Automatic task detection is classically modeled as a machine learning problem, and more precisely a classification problem. This method is used to recognize Web based tasks [9] , tasks within emails [3, 22] or tasks from the complete user's computer desktop [8, 15, 16, 21, 22] .
Classically, solving this classification problem is based on the following steps: (i) The user context data is captured by system and application sensors. (ii) Features, i.e. parts of this data, are chosen to build classification training instances, which is done at the task level. (iii) To obtain valid inputs for machine learning algorithms, these features are first transformed into attributes [26] . This transformation may include data preprocessing operations, such as removing stopwords [8, 15] and application specific terms [16] , or constructing word vectors. (iv) Attribute selection [8, 22] (optional step) is performed to select the best discriminative attributes. (v) Finally, classification/learning algorithms are trained and tested.
Beyond this well-accepted procedure, two major limitations within the user task detection field still have to be addressed. First, the focus of the previously mentioned approaches so far has been on using only text-based features and switching sequences, which do not rely on sophisticated models. Second, standard datasets for the evaluation of task detection approaches are still missing, as well as a representative number of controlled user studies. We address this point in the next section. Regarding the first limitation, it has been recently shown that using an ontology-based context model can increase the performance of automatic task detection [18] . This new approach has been named ontology-based user task detection. We extend this work, and study in detail the influence of using an ontology-based user interaction context model on task detection.
Ontology-Based User Task Detection
As mentioned previously, performing task detection consists in training machine learning algorithms on classes corresponding to task models. This means that each training instance presented to the machine learning algorithms represents a task that has to hal-00872201, version 1 -11 Oct 2013 be "labeled". Thus, training instances have to be built from features and feature combinations derived from the user context data at the task level. In our ontology-based approach, this means deriving features from the data associated with a Task concept.
Based on our UICO, we have engineered 50 features for constructing the training instances (see Figure 1 ). They are grouped in six categories: (i) action, (ii) application, (iii) content, (iv) ontology structure, (v) resource and (vi) switching sequences. The action category represents the user interactions and contains features about the interactions with applications [8] , resources types, resources, key input types (navigational keys, letters, numbers), the number of events (E) and event blocks (EB), the duration of the event blocks, and the time intervals between event blocks. The application category contains the classical window title feature [8, 15, 16, 21] , the application name feature [8] and the newly introduced accessibility objects features. The content category consists of features representing the content of task-related resources, the content in focus and the text input of the user. The ontology structure category contains features representing the number of instances of concepts and the number of datatype and objecttype relations used per task. The resource category includes the complete contents and URIs [22] of the used, referenced and included resources, as well as a feature that combines all the metadata about the used resources in a 'bag of words'. The switching sequences category comprises features about switches between applications, resources, event types and resource types.
We use the machine learning toolkit Weka [26] for parts of the feature engineering and classification processes. The following steps are performed to preprocess the content of text-based features (in this sequence): (i) remove end of line characters, (ii) remove markups, e.g. \&lg and ![CDATA, (iii) remove all characters but letters, (iv) remove German and English stopwords, (v) remove words shorter than three characters. For numeric features, we apply the Weka PKIDiscretize filter to replace discrete values by intervals. We transform text-based features into vectors of words with the StringToWordVector function of Weka.
Methodology for Performance Evaluation
In all our task detection experiments, we use learning algorithms considered as classical in the text classification area. Besides, we study their performance with the same evaluation methodology, to ensure the comparability of results across the different experiment's datasets. In all our experiments, the following parameters are varied in order to evaluate their influence on the task detection performance: (i) the learning algorithm, (ii) the set of used features and (iii) the number of attributes generated from the features. Furthermore, the set of used features is varied by including (i) each feature individually, (ii) each feature category individually, (iii) all feature categories or (iv) the Top k best performing single features, with k ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20}.
The evaluated learning algorithms are: Naïve Bayes (NB), Linear Support Vector Machine (SVM) with cost parameter c ∈ {2
10 }, J48 decision tree (J48), and k-Nearest Neighbor (KNN-k) with k ∈ {1, 5, 10, 35}. The different values for the number of neighbors k are introduced in order to explore the task detection performance with different decision boundaries. The values of the cost parameter for the SVM are borrowed from the libSVM practical guide 5 . The Weka machine learning library [26] and the Weka integration of the libSVM 6 provide the necessary tool set to evaluate these algorithms based on standard classification evaluation measures [26] , such as accuracy, precision, recall and f1-measure.
For each learning algorithm l ∈ L, each feature category φ ∈ Φ and each feature f ∈ F , the g attributes having the highest Information Gain value (IG) are selected. Information gain attribute selection is used because (i) it is one of the fastest and most popular algorithms in the text classification field, and (ii) "pre-evaluations" with more advanced attribute selection methods showed little improvement. As values for g, 50 different measure points are used for analyzing the required number of attributes for high task detection accuracy values. Half of them are equally distributed over the available number of attributes with an upper bound of 5000. The other half is defined by G = {3, 5, 10, 25, 50, 75, 100, 125, 150, 175, 200, 250, 300, 500, 750, 1000, 1500, 2000, 2500, 3000, 3500, 4000, 5000, 7500, 10000}, the upper bound being 10000 or the maximum number of attributes available, whichever is less. The choice of these specific measuring points is motivated by two reasons. First, previous evaluations of task detection performance reported that good results were achieved with a low number of attributes (about 200-300) [8, 15, 22] , and hence we put a special focus on similar numbers of attributes. Second, we also want to investigate the influence of using higher numbers of attributes on task classification.
Two methods are used for evaluating the learning algorithms. First, a stratified 10-fold cross-validation is performed: statistical values for each fold are computed, as well as the mean and standard deviation of each value across the folds. Second, a training and test set evaluation is performed. The training and test sets are constructed based on the specific research question investigated in each experiment (see next section). The training set and test set instances are strictly parted (i.e. constructed and preprocessed independently) to avoid any bias. Each learning algorithm is then trained on the training set and evaluated on the test set.
We use two different techniques for isolating the best features or feature combinations, as well as the best classifiers: (i) dominance matrices and (ii) paired t-tests. Similar cross-datasets comparison methods have been proposed for evaluating learning algorithms on text categorization [28] and for evaluating hierarchical clustering algorithms on multiple document datasets [29] . The feature (resp. classifier) dominance matrix computes how often a feature or feature combination (resp. a classifier) outperforms another one. We say that a feature/feature combination (resp. classifier) outperforms another one if one of the following conditions (tested in this order) is satisfied: (i) higher accuracy (ii) higher micro precision, (iii) higher micro recall, (iv) lower number of attributes. We perform paired t-tests to study the statistic significance of the results achieved by the classifiers, based on: (i) their accuracy and (ii) the micro f-measures. We perform the paired t-tests at three different significance levels (α = 0.005, α = 0.01 and α = 0.5) using the Apache Commons Mathematics Library 7 .
Experiments

Related Work and Datasets
In SWISH [16] about four hours of real usage data observed from a single user was recorded, which gave five different tasks. In Dyonipos [8] about 140 tasks were collected from one user. The dataset used for evaluating TaskPredictor 1 [22] contains 177 tasks performed by two users, and the one used for evaluating TaskPredictor 2 [21] contains 304 tasks performed by two users (user 1: 299 tasks, user 2: 5 tasks). These datasets show several limitations for studying task detection and drawing conclusions about the performance of classifiers and features. Besides the small number of users, and the fact that each dataset relates to only one domain, a more critical issue is that no task classes were defined prior to the data collection and that the gathered tasks were labeled only afterwards and not by the user. An exception is an experiment performed in the APOSDLE project [15] , in which business task classes such as market analysis, product design and specification, find and contact suppliers, contract placement and triggering production were predefined. But again this experiment was limited to one user and one domain. This is because of the poorness of these datasets that we decided to perform several experiments in laboratory settings, with multiple users from different domains, and with several predefined task classes. The experiments are only briefly described here because of space limitations. Further details about the design and settings of the experiments can be found in [17] .
First Laboratory Study
The initial objective of Task Experiment 1 was to study the influence on task detection of the computer environment in which tasks were performed. Users had to execute sim-ilar tasks both in a controlled environment, namely on a single laboratory computer, and on their personal workstations. 14 probands, within the working domain of the KnowCenter GmbH, participated in the experiment, which produced 218 tasks. Additional tasks were performed by one of the users, who was playing the role of the expert, which increased the total number of tasks to 271. The idea was to also evaluate the performance of a classifier trained only on tasks performed by the expert. The experiment was exploratory, the comparison was within subjects and the manipulations were targeting (i) the computer environment, (ii) the type of task (standard vs. personal and routine vs. knowledge-intensive) and (iii) the task class. The first manipulation was achieved by varying the work environment, i.e. the computer desktop environment in which the participants performed their tasks. The first environment was a laboratory computer on which a set of standard software used in the company was installed. The second one was the company's personal workstations of the users, with their personal desktop settings and with access to their personal files, folders, bookmarks, emails, etc. All participants performed the same set of tasks in both environments, but half of them started on the laboratory computer, and the others started on their personal workstations. All assignments of the users were randomized.
The second manipulation was based on the task type. The two dichotomies we introduced between task types were: (i) routine task vs. knowledge-intensive task and (ii) standard task vs. personal task. A "standard task" is a task executed by the user on behalf of a persona (i.e. an artificial person) that we named "Bill Adams", as opposed to a "personal task" which is performed by the user for herself. All participants performed each task both in a standard and in a personal way, and the fact of starting with the standard or the personal task was randomly chosen.
The third manipulation resulted from the choice of studying five task classes, chosen by the users as being typical of their domain. Three of them were considered as routine tasks (Filling in the official journey form (55 tasks), Filling in the cost recompense form (45 tasks), Creating an application for leave (51 tasks)) and the other two as knowledge-intensive tasks (Planning an official journey (52 tasks), Organizing a project meeting (15 tasks)). The figures in the brackets represent the number of task executions for each task recorded in the experiment. The order in which the users had to execute the tasks was randomly generated.
Second Laboratory Study
Task Experiment 2 was designed similarly to Task Experiment 1, but was performed in another domain and with different task classes. 10 probands from the Computer Science Department of the Graz University of Technology participated in the experiment, which produced 134 tasks. Seven task classes were studied which resulted in the following recorded dataset: four were considered as routine tasks (Registering for an exam (19 tasks), Finding course dates (20 tasks), Reserving a book from the university library (20 tasks), Registering for a course (17 tasks)) and the other three as knowledge-intensive tasks (Programming an algorithm (20 tasks), Preparing a scientific talk (19 tasks), Planning a study trip (19 tasks)).
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Third Laboratory Study
Task Experiment 3 was designed to study the possibility of classifying knowledgeintensive tasks and to evaluate the influence of the task type (analytic or synthetic) on task detection. The task classes we used were borrowed from the CommonKADS knowledge-intensive task classification [20] . 18 probands from the Computer Science Department of the Graz University of Technology participated in the experiment, which produced 132 tasks. The experiment was within subjects. The first manipulation was achieved by varying the type of the knowledge-intensive task, namely analytic task or synthetic task, as defined by the CommonKADS task classification. The second manipulation was performed by varying the subtypes of analytic and synthetic task classes. Recording the user interaction context for these task classes led to the following dataset:
Analytic tasks: Classification: "Classify a list of computer science terms to hardware and software" (17 tasks), Diagnosis: "Find the origin of a malfunction in a computer program" (15 tasks), Assessment: "Assess whether a student has to pay tuition fees based on her/his application" (19 tasks), Prediction: "Predict the questions of an exam based on historical data" (16 tasks).
Synthetic tasks: Design: "Create a simple conceptual design for the software of an elevator system" (18 tasks), Assignment: "Assign students to study groups led by study assistants" (16 tasks), Planning: "Plan a software project for the development of a document management system" (16 tasks), Scheduling: "Create a schedule for the design and development of an electronic library book lending system" (15 tasks).
Evaluation of Task Detection Performance
Globally over the three datasets, the different task instances could be classified with a high accuracy, by using the stratified 10-fold cross-validation method. The levels of accuracy achieved were 88.55% for Dataset 1, 94.84% for Dataset 2 and 86.43% for Dataset 3 (see Table 1 ). However it is important to note that these high accuracy levels were reached by finding, for each dataset, the best task detection setting among all possible settings, obtained by varying the classifier, the set of used features and the number of attributes. Even though the best results were generally achieved by considering the set of all 50 features or a combination of the best performing features, there was not one setting that could perform best across experiments. Exploring all possible settings for reaching high accuracy levels is obviously not realistic within a productive scenario. Thus, with the idea of trying to reduce the space of possible task detection settings in mind, we will now analyze individually each factor that can have an influence on task detection.
Influence of the Task Type
Standard Tasks vs. Personal Tasks A "standard task" is a task executed by the user on behalf of a persona, as opposed to a "personal task" which is performed by the user for herself. By having several users executing the same standard task, very similar task instances were expected, all those instances having a common specific goal (e.g. "Planning the trip of Bill Adams to EC-TEL 2010") contrary to personal tasks. Thus, it could seem easier to detect standard tasks than personal tasks. We evaluated this in Task Experiments 1 and 2, by trying to classify standard task instances (among 5 task classes) or personal task instances (among 7 task classes) independently, using the stratified 10-fold cross-validation method. We found only a small difference in the achieved accuracy values, of about 3.5% in favor of standard tasks. In Task Experiments 1 and 2, we also evaluated the performance of task detection while training the classifiers on standard task instances and testing them on personal task instances. We obtained the accuracy values of 77.14% and 92.42% respectively, with 5 and 7 task classes respectively involved. These results suggest that training on task instances sharing a common specific goal is sufficient for classifying personal task instances. These results are also strongly supported by the facts that (i) the datasets of Tasks Experiments 1 and 2 included 218 task instances (113 standard / 105 personal) and 134 task instances (68 standard / 66 personal) respectively, (ii) Tasks Experiments 1 and 2 involved 14 and 10 users respectively and (iii) these experiments were performed in two different domains. The conclusion we can draw from this result is that a classifier trained by a group of experts on standard tasks performs well while classifying personal tasks performed by users.
Routine Tasks vs. Knowledge-Intensive Tasks In Experiments 1 and 2, we investigated the possibility of distinguishing routine tasks from knowledge-intensive tasks. We evaluated our learning algorithms on this two-class classification problem, by using the stratified 10-fold cross-validation method. We reached the accuracy levels of 94.94% and 100% for Tasks Experiments 1 and 2 respectively. This shows that task instances could easily be classified between routine tasks and knowledge-intensive tasks.
It could seem easier to detect routine tasks than knowledge-intensive tasks, since the latter involve more freedom and should produce very different task instances. We evaluated this in Task Experiment 2, by trying to classify routine task instances (among 4 task classes) or knowledge-intensive task instances (among 3 task classes) independently, using the stratified 10-fold cross-validation method. The accuracy achieved was of 94.64% for routine tasks and 100% for knowledge-intensive tasks. However this last result is not well supported for two reasons: (i) this was only a three-class classification problem and (ii) the task classes involved were too different such that it was too easy for the classifiers to find distinguishing features to train on. Even though the accuracy value itself is controversial, this result shows that knowledge-intensive tasks could be detected as well as routine tasks.
Analytic Tasks vs. Synthetic Tasks Task Experiment 3 was designed to understand better what kinds of knowledge-intensive tasks could be detected. We used the dichotomy between analytic and synthetic tasks, as defined in the CommonKADS classification for knowledge-intensive tasks [20] . We first studied the two-class classification problem consisting in distinguishing analytic tasks from synthetic tasks, by using the stratified 10-fold cross-validation method. We obtained an accuracy of 94.73%, showing that these two classes could easily be distinguished.
We also studied the detectability of various task classes of each type (analytic vs. synthetic), by trying to classify analytic task instances (among 4 task classes) or synthetic task instances (among 4 task classes) independently, using the stratified 10-fold cross-validation method. The accuracy achieved was 97.14% for analytic tasks and 85.24% for synthetic tasks. Again this shows that knowledge-intensive tasks can be well classified by our approach.
Influence of Context Features and Feature Categories
Based on the evaluations performed on our three datasets, we can study the stability of the performance achieved by each feature and each feature category (see Table 1 ). By computing a dominance matrix for each experiment (based on how often a feature/feature category outperforms the others) a ranking of the features/feature categories can be obtained. An overview of the results, for the top 22 features/feature categories is presented in Table 2 . Those are the features/feature categories that appear in the top 15 ranking produced by at least one dataset.
Several interesting insights are provided by Table 2 . First, the good representation of features and feature categories engineered based on our ontology clearly signals the positive influence on the task detection performance of adopting our UICO approach. Second, the best results are achieved by the Application Category and by the combination of all 50 features (All Categories). The fact that the Application Category performs slightly better also shows that it is not true that: "The more features are considered, the better the achieved classification accuracy is". Third, the single features achieving the best results are the accessibility object name and the window title. Besides, the standard deviation of the accessibility object name feature is one of the lowest, which indicates the good stability of its performance across datasets. The fact that the accessibility object name feature, which is specific to our UICO approach, performs slightly better than the well-known window title feature also signals the benefits of making use of the features derived from the accessibility objects. Accessibility objects are associated with graphical user interface elements of applications, such as application windows and controls 8 . For example the acc.object.name value of the close button of a Microsoft Windows command window is "Close" and the acc.obj.description is "Closes the window". Fourth, if we reduce this table by considering only the features that appear in the top 15 rankings produced by the three datasets, we can isolate what we consider as being the best performing features: the accessibility object name feature, the window title feature, the used resource metadata feature, the accessibility object value feature, the datatype properties feature and the accessibility object role feature. Because of the low standard deviation values associated with them, the performance of these six features also proves to be stable across datasets. It is again worth noting that four of these features are new and specific to our UICO approach.
Influence of the Classifier
By using all the evaluations performed on our three datasets, we can analyze the stability of the performance achieved by each classifier (Naïve Bayes, Linear Support Vector Machine, J48 decision tree and k-Nearest Neighbor). By computing a dominance matrix Table 3 . Computation of the ranking of the classifiers. The global ranking RG is given by the average µR of the classifier performances for all the task detection evaluations shown in Table 1 based on the three datasets (R1, R2 and R3). The standard deviation δR is also given. for each experiment (based on how often a classifier outperforms the others) a ranking of the classifiers can be obtained. An overview of the results is presented in Table 3 . The J48 classifier obtains the first rank and the lowest standard deviation. This indicates that it is the most stable across datasets. The Naïve Bayes algorithm performs best on the first two datasets, but poorly on the third one, involving only knowledge-intensive tasks. It seems that Naïve Bayes cannot deal with the creative freedom inherent to knowledgeintensive tasks. The Linear Support Vector Machine classifier performs rather well on the first dataset, but is the worst on the two other datasets. The k-Nearest Neighbor algorithm shows rather constant results, but performs slightly better on the third dataset. Knowing that both Naïve Bayes and Linear Support Vector Machine are linear classifiers, the fact that they perform rather badly on the third dataset, contrary to J48 and k-Nearest Neighbor, might indicate that the decision boundary is non-linear in this case. From the paired t-tests computed based on the classifiers achieved accuracy, we can derive partial orders of these classifiers, for each dataset. {SVM} with indicating a statistical significance on a α = 0.005 level. The J48 decision tree and Naïve Bayes classifiers globally outperform the k-Nearest Neighbor and Linear Support Vector Machine learners, which supports the result given in Table 3 . Furthermore, the paired t-tests we computed based on the micro f-measures, and which we omit here because of space limitations, are similar and confirm this result.
Comparison with Related Work
The most popular features identified for having a high discriminative power among tasks are the window title feature [8, 16, 22] , the file path/web page url feature [22] , and the content in focus feature [8] . In our findings we confirm the feature choice of these approaches and compare them to novel context features and feature categories introduced by our approach (see Figure 1 ).
In terms of attributes used for training the machine learning algorithms an interval of 200-300 attributes is suggested to be sufficient by [8, 22] . Our results confirm that only a small ratio of attributes are required to successfully identify tasks. The best overall accuracies were obtained on the interval between 100-500 attributes. The results that led to this interval cannot be presented here because of space limitation.
In the task detection experiments reported in [15] the SVM learning algorithm was mentioned as the one with the highest achieved accuracy. In [8] the good performance of the SVM learning algorithm was confirmed and the high accuracy achieved by the KNN learner highlighted. On our datasets the SVM showed the worst accuracy and f-measures. The good performance of the KNN learner can be confirmed. In contrast with [8] the Naïve Bayes learner performed very well across our experiment's datasets.
Discussion
The generalizability to other tasks and domains of the results obtained by this research work is limited because (i) only two domains with (ii) selected tasks were studied and (iii) only a sample of experts of the domain were involved in the experiments. However, this research work successfully discovered novel features and feature categories as well as classifiers that showed a stable and high task detection performance. Further experiments in other domains with other tasks and users are required in order to generalize.
The method for finding the best possible detectability of tasks for the UICO approach, comprising the evaluation of the feature categories, single performing features and Top k best performing single features, is limited from a theoretical point of view, in the sense that not all combinations of the 50 features were studied. However, from a practical point of view it is not reasonable to compute all possible feature combinations of 50 features, which would represent 2 50 − 1 ≈ 1.13 * 10 15 combinations. In our research we have reduced the number of possible combinations by suggesting a set of six features. Finding a good combination of features for specific tasks of a domain is what we consider as fine tuning task classification. Besides, we believe that there is no unique feature combination performing well for all settings.
We have tested four types of classifiers: Naïve Bayes, k-Nearest Neighbors, Linear Support Vector Machines and J48 decision trees. However, there are many more classifiers in the area of machine learning that could prove to show a good applicability to the task detection problem.
Conclusion and Future Work
We have performed three laboratory experiments for evaluating the influence on our ontology-based user task detection approach of the following factors: (i) the used classifier, (ii) the selected features, (iii) the task type and (iv) the method chosen for training the classifiers. We have gained several insights from our evaluation. First, the J48 decision tree and Naïve Bayes classifiers provide a better classification accuracy than other classifiers, in our three experiments. Second, we have isolated six features that present a good discriminative power for classifying tasks, which is stable across datasets. Third, even though it could seem easier to classify routine tasks, our experiments show that knowledge intensive tasks can be classified as well as routine tasks. Fourth, we have shown that a classifier trained by a group of experts on standardized tasks performs well while classifying personal tasks performed by users.
Our goal is to find a combination of classifiers and features that achieves good results on a standard desktop computer. In future work we will investigate in combining unsupervised learning mechanisms for identifying boundaries in the user interaction context data based on the discovered context features and applying the J48 decision tree and Naïve Bayes learning algorithms for classifying these clusters to task classes. Open questions we will address are (i) in which intervals should a clustering take place, (ii) are the context features that worked well in supervised learning also applicable in an unsupervised learning setting and (iii) develop a real-time task detection application respecting the computational power available on standard desktop computers. Accurate automatic task detection will allow a more reliable construction of fine-grained user profiles about the user's interests, competencies, learning goals and knowledge indicating events, extending what we have already shown in [13] .
