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We report on the novel mechanism of electron scattering in hybrid Bose-Fermi systems consisting
of a two-dimensional electron gas in the vicinity of an exciton condensate: We show that a pair-
of-bogolons–mediated scattering proves to be dominating over the conventional acoustic phonon
channel and over the single-bogolon scattering, even if the screening is taken into account. We
develop a microscopic theory of this effect, focusing on GaAs and MoS2 materials, and find the
principal temperature dependence of resistivity, distinct from the conventional phonon–mediated
processes. Further, we scrutinize parameters and suggest a way to design composite samples with
predefined electron mobilities and propose a mechanism of electron pairing for superconductivity.
Hybrid Bose-Fermi systems essentially represent a
layer of fermions, usually two-dimensional electron gas
(2DEG), coupled to another layer of bosons, such as
excitons, exciton polaritons, or Cooper pairs. The in-
terplay between Bose and Fermi particles leads to vari-
ous novel fascinating phenomena, interesting from both
the technological and fundamental physics perspectives.
For instance, in a hybrid two-dimensional electron gas–
superconductor system it became possible to realize the
long-sought Majorana fermion [1–4]. There were also
proposed new mechanisms of electron pairing [5] in a hy-
brid setup involving exciton polaritons in a semiconduc-
tor microcavity, opening a possibility for optically con-
trolled superconductivity [6]. Furthermore, the interplay
between the polaritons and phonons can enhance the crit-
ical temperature of the superconductor [7]. These results
pave the way for the realization of a high-temperature
conventional BCS superconductivity.
In solid state systems, bosons can undergo a phase
transition to a Bose-Einstein condensate (BEC), which
has been reported in GaAs [8] and MoS2 materials [9].
In a hybrid system containing a BEC, there can appear
magnetically controlled lasing, the Mott phase transition
from an ordered state to electron-hole plasma [10], giant
Fano resonances [11], which are also shown to occur for
superconductor hybrids [12], and supersolidity [13]. Re-
turning to the fermionic subsystem, studies of the elec-
tron transport in 2DEG have many technological applica-
tions, especially in the context of interface physics [14–
16], where 2DEG exhibits rich phenomena such as the
anomalous magnetoresistance and the Hall effect [17–19],
two-dimensional metallic conductivity [20, 21], supercon-
ductivity, and ferromagnetism [22–25]. Electron scatter-
ing on acoustic phonons and disorder plays a major role
in all these phenomena [26–38].
However, the emerging topic of combining a 2DEG
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FIG. 1. System schematic. Bogolon–mediated electron
scattering in 2DEG located at the distance l from a two-
dimensional dipolar exciton gas, residing in two parallel lay-
ers, which are at the distance d from each other. The particles
are coupled via the Coulomb interaction.
with a BEC demands the study of the electron transport
in hybrid systems and forces us to confront new types
of interactions beyond the conventional phonon and im-
purity channels [39–41]. In this Letter, we reexamine
the electron transport in hybrid systems and report on
the unconventional mechanism of the electron scattering
which is due to the interaction with the Bogoliubov exci-
tations or bogolons [42, 43]. The bogolons represent ex-
citations over the BEC and, similar to acoustic phonons,
have a linear spectrum at small momenta. While one
may naively argue that the bogolon scattering should be
similar to the phonon–assisted case, with the acoustic
phonon sound velocity simply replaced by the bogolon
sound velocity, we will show that this is not at all the
case and the difference turns out fundamental.
Let us consider the system presented in Fig. 1, con-
sisting of a 2DEG with parabolic dispersion of electrons
and a layer of the Bose-condensed exciton gas [8, 44].
The two layers are spatially separated and coupled by
the Coulomb interaction [10, 11, 13], described by the
ar
X
iv
:1
90
2.
01
21
4v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
31
 Ja
n 2
01
9
2Hamiltonian
V =
∫
dr
∫
dRΨ†rΨrg (r−R) Φ†RΦR, (1)
where Ψr and ΦR are the field operators of electrons and
excitons, respectively, g (r−R) is the Coulomb interac-
tion term, r is the coordinate in the 2DEG plane, and R
is the exciton center-of-mass coordinate.
Since the excitons are in the BEC phase, we will use
the model of weakly interacting Bose gas. Then ΦR =√
nc + φR, where nc is the density of particles in the
condensate and φR is the field operator for the bogolons.
Then Eq. (1) splits into two terms:
V1 =
√
nc
∫
drΨ†rΨr
∫
dRg (r−R)
[
ϕ†R + ϕR
]
, (2)
V2 =
∫
drΨ†rΨr
∫
dRg(r−R)ϕ†RϕR.
Furthermore, we express the field operators as the Fourier
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FIG. 2. Feynman diagrams for the scattering processes:
straight black lines represent the electrons, while the wiggly
red lines represent the bogolons. (a)-(b) Single-bogolon scat-
tering events. (c)-(f) Two-bogolon scattering. (g) Schematic
of the electron distribution function ansatz (9) in the Boltz-
mann equation: the work done by the electric field E on
the electron with momentum p during the relaxation time
τ changes the electron energy.
series
ϕ†R + ϕR =
1
L
∑
p
eip·R
[
(up + v−p)bp + (vp + u−p)b
†
−p
]
,
Ψr =
1
L
∑
k
eik·rck, and Ψ†r =
1
L
∑
k
e−ik·rc†k, (3)
where bp(ck) and b
†
p(c
†
k) are the bogolon (electron) an-
nihilation and creation operators, respectively, and L is
the length of the structure. The Bogoliubov coefficients
read [45]
u2p = 1 + v
2
p =
1
2
(
1 +
[
1 +
(Ms2)2
ω2p
]1/2)
, (4)
upvp = −Ms
2
2ωp
,
where M is the exciton mass, s =
√
κnc/M is the sound
velocity, κ = e20d/ is the exciton–exciton interaction
strength in the reciprocal space, e0 is electron charge,
 is the dielectric function, ωk = sk(1 + k
2ξ2)1/2 is the
spectrum of bogolons, and ξ = ~/(2Ms) is the healing
length. Combining Eqs. (2) and (3), we find
V1 =
√
nc
L
∑
k,p
gp
[
(vp + u−p) b
†
−p (5)
+ (up + v−p) bp] c
†
k+pck,
V2 =
1
L2
∑
k,p,q
gp
(
uq−puqb
†
q−pbq + uq−pvqb
†
q−pb
†
−q (6)
+vq−puqb−q+pbq + vq−pvqb−q+pb
†
−q
)
c†k+pck,
where gp = 2pie
2
0(1 − e−pd)e−pl/(p) is the Fourier im-
age of the electron-exciton interaction. Equations (5)
and (6) give matrix elements of electron scattering in two
conceptually different processes within the same (first)
order with respect to the interaction strength gp. The
contribution V1 is responsible for the electron scattering
with emission/absorption of a single Bogoliubov quan-
tum, whereas V2 describes the electron scattering medi-
ated by the emission/absorption of a pair of bogolons,
which we will refer to as two-bogolon processes.
To investigate the principal T -dependence of single-
bogolon resistivity at low temperatures, we will adopt the
Bloch-Gru¨neisen formalism [46, 47], which was originally
used to describe electron-phonon interaction. We start
from the Boltzmann equation
e0E · ∂f~∂p = I{f}, (7)
where f is the electron distribution, p is the wave vec-
tor, E is the perturbing electric field, and I{f} is the
collision integral involving single-bogolon scattering pro-
cesses, as shown in Fig. 2 (a) and (b) (see Appendix A
in the Supplemental Material [48] for the explicit form
3of I and other details of derivation). For relatively weak
perturbing electric fields, f can be expanded as
f = f0(εp)−
(
−∂f
0
∂εp
)
f (1)p , (8)
where p ≡ |p|, f0(εp) is the Fermi-Dirac distribution.
The function f
(1)
p is the change in energy of the electron
due to the applied electric field. Without the loss of
generality, we put this electric field to be directed along
the x-axis and use the ansatz
f (1)p = (e0Ex)(~m−1px)τ(εp), (9)
where m is the effective electron mass in the 2DEG and
τ(εp) is the relaxation time. This ansatz can be under-
stood from Fig. 2(g). The factor e0Ex is the force acting
on the electron while ~m−1px is the electron velocity.
The function f (1) therefore gives the work done by the
electric field on the electron during the relaxation time
τ .
After the derivations [48], we find the one-bogolon–
mediated resistivity, which is the first crucial formula in
this Letter:
ρ(1) =
pi~3ξ2I
e20MEF
∞∑
n=0
(−2)nlnγn
n!(~s)n+4
(kBT )
n+4, (10)
where ξI = e
2
0d
√
nc/2, EF is the Fermi energy, γn =
(n + 3)!ζ(n + 3)/[(2pi)2kBTBG], TBG = 2~skF /kB is the
Bloch-Gru¨neisen temperature, s is the sound velocity, kF
is the Fermi wave vector, kB is the Boltzmann constant,
and ζ(x) is the Riemann zeta function. The leading term
in (10) at small T reads
ρ(1) ≈ pi~
3ξ2I
e20MEF
3!ζ(3)
(2pi)2kBTBG
(
kBT
~s
)4
, (11)
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FIG. 3. Resistivity as a function of temperature (main plot)
and layer separation l (inset) with account for the two-bogolon
(solid), single-bogolon (dashed), and phonon (dotted curves)
scattering. The green curves are for MoS2, while the red
curves are for GaAs.
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FIG. 4. Resistivity as a function of temperature in the pres-
ence of screening (a) and the sample size for two-bogolon con-
tribution (b). Inset shows the resistivity as a function of the
condensate density (see also Fig. 3 for comparison).
hence the resistivity behaves as ρ(1) ∝ T 4 at low temper-
atures.
The two-bogolon resistivity can also be derived from
Eq. (7). The collision integral now expresses the net scat-
tering into a state with momentum ~p, involving a pair
of bogolons, as shown in Fig. 2(c)-(f) (see Appendix B
in [48]),
ρ(2) =
ms2
8pi2e20mv
5
F
∞∫
L−1
k2g2kdk
sinh2
[
~sk
2kBT
] ln(kL), (12)
where vF is the Fermi velocity. This formula is the central
result of this Letter. To find (12), we used the approxi-
mation vF  s and introduced the infrared cut-off L−1
for the wave vector integrals, necessary for the conver-
gence. The physical meaning of this cut-off is the ab-
sence of fluctuations with he wavelength larger than L.
This cut-off can also be related to the critical tempera-
ture of the Bose-Einstein condensation in a finite trap of
length L [49]. Indeed a BEC cannot form in infinite ho-
mogeneous 2D systems at finite temperatures [50], thus
a trapping with the characteristic size L is required [42].
We can further extract the temperature dependences
for the two limits (see Appendix B [48]). For low tem-
peratures T  TBG, we find
ρ(2) ≈ s
2e20d
2
2v5F 
2
(
T
TBG
)3
pi
6(2l)3
ln
(
L
2l
)
, (13)
while at high temperatures T  TBG,
ρ(2) ≈ s
2e20d
2
2v5F 
2
(
T
TBG
)2
1
(2l)3
ln
(
L
2l
)
. (14)
First of all, we note that at low temperatures, the sin-
gle bogolon contribution gives ρ ∼ T 4 [Eq. (11)], while
the pair-of-bogolon contribution is ρ ∼ T 3, which implies
that the latter dominates at low temperatures. Figure 3
shows the temperature behavior of the resistivity contri-
butions from the one-bogolon, two-bogolon, and phonon
scattering processes. We used the parameters for GaAs
and MoS2 materials [51], where the exciton condensates
have been experimentally realized [8, 9].
4The main panel of Fig. 3 shows the resistivity as a
function of temperature for typical experimental range
T . 100 K at which the exciton condensate exists.
The yellow shaded region highlights the Bloch-Gru¨neisen
regime T < TBG, where for both GaAs and MoS2 we have
TBG ≈ 5 K. The orange shaded region is the temperature
regime, where the resistivity is well approximated by the
analytical formulas Eqs. (11) and (13). First, we see
that the one- and two-bogolon scattering contributions
to the resistivity are orders of magnitude larger than
the contribution of the phonon scattering; and second,
we see that the two-bogolon scattering processes give a
significantly larger contribution to the resistivity than
the one-bogolon scattering. In the conventional treat-
ment of hybrid 2DEG-BEC systems, the two-bogolon in-
teraction, Eq. (6), has been neglected as it was related
to the second-order perturbation theory in fluctuations
above the macroscopically-occupied ground state. Fig-
ure 3 demonstrates that this widespread approximation
is not valid in the context of the indirect exciton conden-
sates.
The dominance of two-bogolon channel over the sin-
gle bogolon scattering can be understood from the anal-
ysis of the matrix elements in the Fermi golden rule.
In the single bogolon case, there appears a small factor
(up + v−p) ∼
√
1 +A2 − A, where A = (Ms)/(~λ) [48].
In other words, (up+v−p) ∼ (pξ)2  1. In particular, in
GaAs and MoS2 materials, this factor is sufficiently small
to compensate the large value of
√
nc. In contrasts, there
is no such cancellation effect in the two-bogolon terms,
where there appears the product upvp ∼ (pξ)−1  1 (in-
stead of up+v−p). Here we would like to draw a compar-
ison with the acoustic phonons, where this cancellation
effect does not take place, so that the single-phonon scat-
tering has larger contribution than the two-phonon scat-
tering. This argument manifests the difference between
the bogolon and phonon-assisted scattering, which is due
to the difference in the origin of interaction. Indeed, the
phonon terms appear from the deformation potential the-
ory, while the interaction with bogolons has the Coulomb
nature.
Figure 3(inset) demonstrates that the resistivity due to
any bogolon scattering decreases as the layer separation
increases. This is due to the Coulomb interaction be-
tween the layers becomes weaker with the distance. This
property opens the possibility of designing hybrid Fermi-
Bose systems with the desired electron mobility, which
is significant in various technological applications. How-
ever, l is not the only parameters which might determine
the electron scattering. In particular, the dependence on
the condensate density nc and the screening should be
addressed.
Figure 4(a) shows that the conclusions we made from
the analysis of Fig. 3 still hold even when the screening is
taken into account [48]. The dependence of the resistivity
on the sample size L (for two-bogolon scattering, where
we introduced the infrared cut-off) and the condensate
density nc are presented in Fig. 4(b). The plots show
that the resistivity is not sensitive to these parameters.
It means that first, we can easily optimize the design by
changing l and second, L does not influence the physical
phenomena in question.
In an experiment, it might be difficult to resolve differ-
ent contributions to the total resistivity. However, using
the analytical formulas Eqs. (11) and (13), we see that
the low-temperature resistivity should behave as ∼ T 3,
which gives the most considerable contribution. Another
obstacle might also arise. At low temperatures, the scat-
tering on disorder starts to play an important role. Thus
T 3 should be observable in relatively pure samples. Al-
ternatively, high-temperature behavior can be studied,
where two-bogolon scattering is ∼ T 2.
What can we say about the electron pairing in such a
hybrid 2DEG-BEC system below Tc? For any metal in
the normal (not superconducting) state, the strength of
electron-phonon interaction is responsible for the resis-
tivity due to the scattering. Obviously, the stronger the
interaction strength (which is mostly determined by the
matrix element of interaction), the larger is the resistiv-
ity. In the superconducting phase, the electron pairing
is also mediated by the interaction with phonons (or bo-
golons [5]). Indeed, there enters the same matrix element
of the electron-phonon interaction. The bigger it is, the
larger the superconducting gap opens, which means a ro-
bust superconductivity. The critical temperature is also
determined by the strength of the electron-phonon (bo-
golon) interaction. It makes us suppose that bad conduc-
tors in the normal phase are good superconductors and
suggest an alternative mechanism of high-temperature
pair-of-bogolons–mediated superconductivity.
In conclusion, we have studied the transport of elec-
trons coupled with a two-dimensional Bose-condensed
dipolar exciton gas via the Coulomb interaction. We cal-
culated the resistivity in the Bloch-Gru¨neisen regime and
provided the analytical formulas for the single and two-
bogolon scattering channels for GaAs and MoS2 mate-
rials and found that two-bogolon scattering is the dom-
inant mechanism in hybrid systems. Furthermore, we
suggested an alternative way of electron pairing medi-
ated by a pair of bogolons.
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6SUPPLEMENTAL MATERIAL
In this Supplemental Material, we derive the low- and high-temperature T -dependences of the resistivity of a two-
dimensional electron gas (with parabolic dispersion) in a hybrid Bose-Fermi system, extending the Bloch-Gru¨neisen
approach. The single-bogolon scattering is considered in Appendix A while the two-bogolon case is considered in
Appendix B. In Appendix C we show the calculationn of the screening effect. Finally, we calculate the phonon
contribution in Appendix D.
Appendix A: Bloch-Gru¨neisen formula for single-bogolon processes
We start from the Boltzmann equation
e0E · ∂f~∂p = I{f}, (15)
where p is the wave vector and we will use p ≡ |p|, E is the perturbing electric field, and f is the distribution function.
The scattering integral is given by
I{f} = −1
~
∫
dqdp′
(2pi)2
|Mq|2
[
Nqfp(1− fp′)δ(εp − εp′ + ~ωq)δ(p− p′ + q)
+ (Nq + 1)fp(1− fp′)δ(εp − εp′ − ~ωq)δ(p− p′ − q) +Nqfp′(1− fp)δ(εp′ − εp + ~ωq)δ(p′ − p+ q)
+ (Nq + 1)fp′(1− fp)δ(εp′ − εp − ~ωq)δ(p′ − p− q)
]
. (16)
(Note, that the sample length L cancels out in the equation above.)
For small enough electric fields, the electron distribution is not substantially different from the equilibrium Fermi
distribution, thus it can be presented in the form
f = f0(εp)−
(
−∂f
0
∂εp
)
f (1)p , (17)
where f0 is the equilibrium Fermi-Dirac distribution and f
(1)
p has a dimensionality of energy. Following the steps of
the derivation reported in [47], we rewrite:
e0E · ∂f~∂p =
~e0
m
E · p∂f
0
∂εp
= I{f (1)p }, (18)
I{f (1)p } = −
1
~
∫
dqdp′
(2pi)2
|Mq|2 1~
∂Nq
∂ωq
(
f0(εp)− f0(εp′)
) (
f (1)p − f (1)p′
) [
δ(εp − εp′ − ~ωq)δ(p− p′ − q)
− δ(εp − εp′ + ~ωq)δ(p− p′ + q)
]
, (19)
where
∂Nq
∂ωq
= − ~
kBT
Nq(1 +Nq)
and m is the effective mass of the electron in 2DEG which has the dispersion εp =
~2p2
2m .
Further we integrate over the electron wave vector p′ and find
~e0
m
E · p∂f
0
∂εp
=− 1
~
∫
dq
(2pi)2
|Mq|2 1~
∂Nq
∂ωq
(
f0(εp)− f0(εp − ~ωq)
) (
f (1)p − f (1)p−q
)
δ(εp − εp−q − ~ωq) (20)
+
1
~
∫
dq
(2pi)2
|Mq|2 1~
∂Nq
∂ωq
(
f0(εp)− f0(εp + ~ωq)
) (
f (1)p − f (1)p+q
)
δ(εp − εp+q + ~ωq).
Let the electric field be directed along the x-axis. Then we can use the correction function (which is the correction
to the homogeneous distribution) in the form
f (1)p =
~e0
m
Expxτ(εp), (21)
7where pF is the Fermi wave vector and τ(εp) is the relaxation time. We have
~px
∂f0
∂εp
=− 1
~
∫
dq
(2pi)2
|Mq|2 1~
∂Nq
∂ωq
[
f0(εp)− f0(εp − ~ωq)
] [ px
kF
τ(εp)− px − qx
kF
τ(εp − ~ωq)
]
δ(εp − εp−q − ~ωq)
+
1
~
∫
dq
(2pi)2
|Mq|2 1~
∂Nq
∂ωq
[
f0(εp)− f0(εp + ~ωq)
] [ px
kF
τ(εp)− px + qx
kF
τ(εp + ~ωq)
]
δ(εp − εp+q + ~ωq).
We now replace the relaxation time by its energy-averaged value [46] τ = τ0 and find
~px
∂f0
∂εp
=− τ0
∫
dq
(2pi)2
qx|Mq|2 1~
∂Nq
∂ωq
[
f0(εp)− f0(εp − ~ωq)
]
δ(εp − εp−q − ~ωq) (22)
− τ0
∫
dq
(2pi)2
qx|Mq|2 1~
∂Nq
∂ωq
[
f0(εp)− f0(εp + ~ωq)
]
δ(εp − εp+q + ~ωq).
Let us denote the angle between the vectors p and q as ϕ and the angle between the vectors p and E as β. Then
qx = q cos(ϕ+ β) and px = p cosβ. Integrating over φ, we find
∫ 2pi
0
dφ cos(φ+ β)δ(εp − ε|p±q| ± ~ωq) = 2m~2p cosβ
(
∓ q2p + ms~p
)
Θ
[
1−
(
∓ q2p + ms~p
)2]
√
1−
(
∓ q2p + ms~p
)2 , (23)
where Θ[x] is the Heaviside step function. To derive Eq. (23), we denoted a new variable x = cosφ. This implied
dφ = ∓dx[1− x2]−1/2, where the −(+) case is for 0 ≤ φ < pi (pi ≤ φ < 2pi).
After integrating over the angle φ, we can integrate Eq. (22) over ξp = εp − µ, using
∞∫
−∞
dξp
∂f0
∂εp
= −1,
∞∫
−∞
dξp
(
f0(εp)− f0(εp ± ~ωq)
)
= ±~ωq, (24)
and putting all electron wave vectors to be p = kF .
The resistivity is inversely proportional to the scattering time,
ρ ∝ 1
τ0
=
mξ2I
~k3FM
1
kBT
∫ ∞
0
dq
(2pi)2
q3e−2ql
(q)2
(Γ+ − Γ−)kFNq(1 +Nq), (25)
where we introduced ξI = e
2
0d
√
nc/2 and
Γ± =
(
∓ q2p + ms~p
)
Θ
[
1−
(
∓ q2p + ms~p
)2]
√
1−
(
∓ q2p + ms~p
)2 . (26)
Here, (q) is the static screening given by
(q) =
(
1 +
2
aBq
)(
1 +
1
q2ξ2
)
, (27)
where aB is the Bohr radius and, recall, ξ is the healing length of the condensate.
The subscript kF in the expression (Γ− − Γ+)kF in Eq. (25) means that all the electron wave vectors p are to be
substituted by the Fermi value kF .
We now introduce a new dimensionless variable
u =
~sq
kBT
(28)
8in Eq. (25) and obtain
1
τ0
=
mξ2I
~k3FM
(kBT )
3
(~s)4
∫ ∞
0
du
(2pi)2
u3e(1−2l˜)u
(eu − 1)2 (Γ+ − Γ−)kF , (29)
where
l˜ =
lkBT
~s
∼ kBT
10 meV
(30)
and we used s = 105 m/s and l = 5.0 × 10−8 m/s. Note that the room temperature is kBTR ∼ 26 meV, so that for
temperatures far less than the room temperature we have l˜ 1. Hence we can replace
e(1−2l˜)u → eu. (31)
To keep things general, we instead expand
e−2l˜u =
∞∑
n=0
(−1)n(2l˜u)n
n!
. (32)
Let us now look at the argument of the Heaviside theta function in Eq. (26). The roots for both the cases are
q = ±2kF − 2ms~ ≈ ±2kF , (33)
which means that the Heaviside theta function is non-zero in the integration range
0 ≤ q . 2kF , (34)
or in terms of u [introduced in Eq. (28)],
0 ≤ u < TBG
T
≡ Λ, (35)
where TBG = 2~skF /kB is the Bloch-Gru¨neisen temperature for bogolons.
For large u (or q), the factors Γ± in Eq. (29) approach constant values. In the mean time, the term u4 exp(−u)
rapidly goes to zero for u > 10. Therefore we can remove the theta function in Eq. (26) and this incurs only a small
(imaginary) error. The term inside the square root of Eq. (26) can be rewritten as
1−
(
∓ q
2p
+
ms
~p
)2
≈ 1
4k2F
(2kF − q)(2kF + q)
=
(
kBT
2kF~s
)2
(Λ− u)(Λ + u), (36)
where Λ does depend on T , as was defined in Eq. (35). However, for T  TBG, due to the factor exp(−u) we can
simply replace Λ ∼ 10 (or greater) without significantly affecting the result.
At low temperatures T → 0, the screening factor reads
(u) = 1 +
~2s2
k2BT
2ξ2
1
u2
+
2~s
kBTu
+
2(~s)3
(kBT )3ξ2
1
u3
≈ 2(~s)
3
(kBT )3ξ2
1
u3
, (37)
where we used Eq. (28) to trade q with u.
Using Eqs. (32), (36), and the arguments presented above, which allow us to remove the Theta function, we find
ρ =
pi~2
e20EF
1
τ0
=
pi~3ξ2I ξ6
4e20MEF
∞∑
n=0
(−2)nlnγn
n!(~s)n+10
(kBT )
n+9, (38)
where
γn =
∫ Λ
0
du
(2pi)2
euun+9
(eu − 1)2√(Λ− u)(Λ + u) . (39)
9This dimensionless integral can be evaluated in closed form when we note that (i) Λ  1 and (ii) that, due to the
exponential factors in the integrand, the relevant contribution to the integral comes from 0 < u . 1, so that
γn ≈ 1
Λ
∫ ∞
0
du
(2pi)2
euun+9
(eu − 1)2 =
(n+ 9)!
(2pi)2
ζ(n+ 9)
T
TBG
. (40)
The leading term at low temperatures are then given by
ρ ≈ 9!pi~
3ξ2I ξ
6
4(2pi)2e20MEF kBTBG
ζ(9)
(
kBT
~s
)10
. (41)
Hence, at low temperatures the resistivity behaves as ρ ∝ T 10 (with screening).
Appendix B: Bloch-Gru¨neisen formula for two-bogolon processes
The starting equation is
eE · dfp
~dp
= I{fp}. (42)
We consider the Hamiltonian
H =
∑
k,p′,q,q′
g(k)c+p′cpϕ
+
q′ϕqδ(p
′ − p− k)δ(q′ − q+ k), (43)
where
ϕ+q′ϕq = (uq′b
+
q′ + vq′b−q′)(uqbq + vqb
+
−q) = uq′b
+
q′uqbq + uq′b
+
q′vqb
+
−q + vq′b−q′uqbq + vq′b−q′vqb
+
−q, (44)
as in our manuscript. Thus, the collision integral reads
I{fp} = I1 − I2, where (45)
I1 = −
∑
k,p′,q,q′
|g(k)|2fp(1− fp′)δ(p′ − p− k)δ(q′ − q+ k)×
×
[
u2q′u
2
q(Nq′ + 1)Nqδ(εp′ − εp + ωq′ − ωq) + u2q′v2q(Nq′ + 1)(N−q + 1)δ(εp′ − εp + ωq′ + ω−q)+
+v2q′u
2
qN−q′Nqδ(εp′ − εp − ω−q′ − ωq) + v2q′v2qN−q′(N−q + 1)δ(εp′ − εp − ω−q′ + ω−q)
]
,
I2 = −
∑
k,p′,q,q′
|g(k)|2fp′(1− fp)δ(p− p′ − k)δ(q′ − q+ k)×
×
[
u2q′u
2
q(Nq′ + 1)Nqδ(εp − εp′ + ωq′ − ωq) + u2q′v2q(Nq′ + 1)(N−q + 1)δ(εp − εp′ + ωq′ + ω−q)+
+v2q′u
2
qN−q′Nqδ(εp − εp′ − ω−q′ − ωq) + v2q′v2qN−q′(N−q + 1)δ(εp − εp′ − ω−q′ + ω−q)
]
,
where we assume that Nx are equilibrium Bose distribution functions. In I2 we can change the signs of the vectors:
k → −k, q → −q, q′ → −q′. Taking into account that the distribution functions and energies only depend on the
absolute value of the wave vectors, we find
I1 = −
∑
k,p′,q,q′
|g(k)|2fp(1− fp′)δ(p′ − p− k)δ(q′ − q+ k)× (46)
×
[
u2q′u
2
q(Nq′ + 1)Nqδ(εp′ − εp + ωq′ − ωq) + u2q′v2q(Nq′ + 1)(Nq + 1)δ(εp′ − εp + ωq′ + ωq)+
+v2q′u
2
qNq′Nqδ(εp′ − εp − ωq′ − ωq) + v2q′v2qNq′(Nq + 1)δ(εp′ − εp − ωq′ + ωq)
]
,
I2 = −
∑
k,p′,q,q′
|g(k)|2fp′(1− fp)δ(−p+ p′ + k)δ(−q′ + q− k)×
×
[
u2q′u
2
q(Nq′ + 1)Nqδ(εp − εp′ + ωq′ − ωq) + u2q′v2q(Nq′ + 1)(Nq + 1)δ(εp − εp′ + ωq′ + ωq)+
+v2q′u
2
qNq′Nqδ(εp − εp′ − ωq′ − ωq) + v2q′v2qNq′(Nq + 1)δ(εp − εp′ − ωq′ + ωq)
]
.
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We see that the delta-functions describing the momentum conservation are the same. We also use that for linear
spectrum of bogolons, u2q′u
2
q = u
2
q′v
2
q = v
2
q′v
2
q = v
2
q′v
2
q. It yields:
I1 − I2 = −
∑
k,p′,q,q′
u2q′u
2
q|g(k)|2δ(p′ − p− k)δ(q′ − q+ k) (47)
×
{[
Nq′Nqfp(1− fp′)− (Nq′ + 1)(Nq + 1)fp′(1− fp)
]
δ(εp′ − εp − ωq′ − ωq)+
+
[
(Nq′ + 1)(Nq + 1)fp(1− fp′)−Nq′Nqfp′(1− fp)
]
δ(εp′ − εp + ωq′ + ωq)+
+
[
Nq′(Nq + 1)fp(1− fp′)− (Nq′ + 1)Nqfp′(1− fp)
]
δ(εp′ − εp − ωq′ + ωq)+
+
[
(Nq′ + 1)Nqfp(1− fp′)−Nq′(Nq + 1)fp′(1− fp)
]
δ(εp′ − εp + ωq′ − ωq)
}
.
The sums in (47) can be replaced by integrals in the continuous limit. Then we can consider the variations of such
integrals over fp and fp′ [47]. For example, let us consider the terms in the square brackets in the second line of
Eq. (47): Nq′Nqfp(1− fp′)− (Nq′ + 1)(Nq + 1)fp′(1− fp). Taking a variation over fp we find:
δfp {(1− fp′)NqNq′ + fp′(Nq + 1)(Nq′ + 1)} = δfpNqNq′nF (p′)
{
exp
(
ξp′
kBT
)
+ exp
(
~s(q + q′)
kBT
)}
(48)
= δfpNqNq′nF (p
′) exp
(
~s(q + q′)
kBT
){
exp
(
ξp′ − ~s(q + q′)
kBT
)
+ 1
}
= δfp(Nq + 1)(Nq′ + 1)nF (p
′)
1
nF (p)
,
where we denoted the equilibrium Fermi distribution as nF (p) ≡ nF (ξp) and ξp = εp − µ, where µ is the chemical
potential. In the last equality we also used the energy conservation: ξp = ξp′−~s(q+q′) (legitimate for this particular
term).
Further we assume that the distribution function of electrons fp is close to the equilibrium one, thus expanding
fp = nF (ξp)+δfp = nF (ξp)+(∂nF (p)/∂ξp)ϕp = nF (ξp)+
1
kBT
nF (ξp)[1−nF (ξp)]ϕp, where we introduce the correction
ϕp. Then (48) (after some algebra) turns into
ϕp
kBT
nF (p)(1− nF (p))(Nq + 1)(Nq′ + 1)nF (p′) 1
nF (p)
=
ϕp
kBT
(nF (p)− nF (p′))(Nq + 1)(Nq′ + 1)Nq+q′ . (49)
In similar fashion we treat the variation of the first line in Eq. (47) over fp′ and find:
− ϕp′
kBT
(nF (p)− nF (p′))NqNq′(Nq+q′ + 1). (50)
Discovering that NqNq′(Nq+q′ + 1) = (Nq + 1)(Nq′ + 1)Nq+q′ , which means that ϕp and ϕp′ in (49) and (50) have
equivalent prefactors, we find the first (out of four) term to enter our target expression:
−ϕp − ϕp′
kBT
(nF (p)− nF (p′))NqNq′(Nq+q′ + 1)δ(εp′ − εp − ωq′ − ωq). (51)
Repeating a similar variation procedure with all the other terms in Eq. (47), we find the total formula:
I1 − I2 = −
∑
k,p′,q,q′
u2q′u
2
q|g(k)|2
ϕp − ϕp′
kBT
[nF (p)− nF (p′)]δ(p′ − p− k)δ(q′ − q+ k) (52)
×{NqNq′(Nq+q′ + 1)
[
δ(εp′ − εp − ωq′ − ωq)− δ(εp′ − εp + ωq′ + ωq)
]
+
+(Nq + 1)Nq′(Nq′−q + 1)
[
δ(εp′ − εp − ωq′ + ωq)− δ(εp′ − εp + ωq′ − ωq)
]
}.
This expression can be presented in the form
I1 − I2 = −
∑
k,p′
|g(k)|2ϕp − ϕp′
kBT
[nF (p)− nF (p′)]δ(p′ − p− k)
∫
dδ(εp′ − εp − )F (k, ), (53)
F (k, ) =
∑
q,q′
u2q′u
2
qδ(q
′ − q+ k)
(
NqNq′(Nq+q′ + 1)
[
δ(− ωq′ − ωq)− δ(+ ωq′ + ωq)
]
+
+(Nq + 1)Nq′(Nq′−q + 1)
[
δ(− ωq′ + ωq)− δ(+ ωq′ − ωq)
])
.
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Now we can integrate over p′,q′. Using the momentum-conserving delta functions, we find:
I = −
∑
k
∫
d|g(k)|2ϕp − ϕp+k
T
[nF (εp)− nF (εp + )]δ(εp+k − εp − )F (k, ); (54)
F (k, ) =
∑
q
u2|q−k|u
2
q
(
NqN|q−k|(Nq+|q−k| + 1)
[
δ(− ω|q−k| − ωq)− δ(+ ω|q−k| + ωq)
]
+
+(Nq + 1)N|q−k|(N|q−k|−q + 1)
[
δ(− ω|q−k| + ωq)− δ(+ ω|q−k| − ωq)
])
.
Let us consider the function F (k, ). We make a replacement q→ q+ k to find:
F (k, ) =
∑
q
u2qu
2
|q+k|
{
N|q+k|Nq(N|q+k|+q + 1)
[
δ(− ωq − ω|q+k|)− δ(+ ωq + ω|q+k|)
]
+ (55)
+(N|q+k| + 1)Nq(Nq−|q+k| + 1)
[
δ(− ωq + ω|q+k|)− δ(+ ωq − ω|q+k|)
]}
.
Furthermore we switch from summation to integration
∑
q →
∫
dq, and we introduce a variable q1 = |q + k|. Then
in
∫
dq we will integrate over q and q1 instead of q and the angle between the vectors, using:∫
dq
2pi
=
4
(2pi)2
∫ ∞
0
qdq
∫ q+k
|q−k|
q1dq1
1√
[(q + k)2 − q21 ][q21 − (q − k)2]
. (56)
It gives
F (k, ) =
4
(2pi)2
∫ ∞
0
qdqu2q
∫ q+k
|q−k|
q1dq1u
2
q1
1√
[(q + k)2 − q21 ][q21 − (q − k)2]
(57)
×
{
Nq1Nq(Nq1+q + 1)
[
δ(− ωq − ωq1)− δ(+ ωq + ωq1)
]
+
+(Nq1 + 1)Nq(Nq−q1 + 1)
[
δ(− ωq + ωq1)− δ(+ ωq − ωq1)
]}
.
Now we can use the definitions of uq [45] and linear bogolon dispersions to find:
F (k, ) =
4
(2pi)2
(ms)2
4
∫ ∞
0
dq
∫ q+k
|q−k|
dq1
1√
[(q + k)2 − q21 ][q21 − (q − k)2]
(58)
×
{
Nq1Nq(Nq1+q + 1)
[
δ(− s(q + q1))− δ(+ s(q + q1))
]
+
+(Nq1 + 1)Nq(Nq−q1 + 1)
[
δ(− s(q − q1))− δ(+ s(q − q1))
]}
.
For convenience we denote new variables x = s(q + q1) and y = −s(q − q1) and we introduce the cut-off sL−1 in
the integrals. This infrared cut-off is necessary for the convergence of the final integral as can be seen later on.
We emphasize that this cut-off has a physical grounding: It means that the momentum integration can not include
fluctuations with wavelengthes larger than the sample size L. It yields
F (k, ) =
1
2
(ms
2pi
)2 ∫ ∞
sk+sL−1
dx√
x2 − s2k2
∫ sk−sL−1
−sk+sL−1
dy√
s2k2 − y2 (59)
×
{
N
(
x+ y
2s
)
N
(
x− y
2s
)
(N
(x
s
)
+ 1)
[
δ(− x)− δ(+ x)
]
+
+(N
(
x+ y
2s
)
+ 1)N
(
x− y
2s
)
(N
(−y
s
)
+ 1)
[
δ(+ y)− δ(− y)
]}
.
We exchange y → −y to find:
F (k, ) =
1
2
(ms
2pi
)2 ∫ ∞
sk+sL−1
dx√
x2 − s2k2
∫ sk−sL−1
−sk+sL−1
dy√
s2k2 − y2 (60)
×
{
N
(
x+ y
2s
)
N
(
x− y
2s
)
(N
(x
s
)
+ 1)
[
δ(− x)− δ(+ x)
]
+
+(N
(
x− y
2s
)
+ 1)N
(
x+ y
2s
)
(N
(y
s
)
+ 1)
[
δ(− y)− δ(+ y)
]}
.
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Now we can split the function F (k, ) into two functions F1(k, ) and F2(k, ) the following way (thus F (k, ) =
F1(k, ) + F2(k, )):
F1(k, ) =
1
2
(ms
2pi
)2 ∫ ∞
sk+sL−1
dx√
x2 − s2k2
∫ sk−sL−1
−sk+sL−1
dy√
s2k2 − y2 (61)
×
(
N
(
x+ y
2s
)
N
(
x− y
2s
)
(N
(x
s
)
+ 1)
[
δ(− x)− δ(+ x)
]
;
F2(k, ) =
1
2
(ms
2pi
)2 ∫ ∞
sk+sL−1
dx√
x2 − s2k2
∫ sk−sL−1
−sk+sL−1
dy√
s2k2 − y2
×
(
N
(
x− y
2s
)
+ 1)N
(
x+ y
2s
)
(N
(y
s
)
+ 1)
[
δ(− y)− δ(+ y)
])
,
thus we can separately perform the x- and y-integrations using the delta-functions.
Let us start consideration with F1(k, ). Since the integration is performed over x > 0, we can use the relation
δ(− x)− δ(+ x) = sgn()δ(x− ||) to find:
F1(k, ) = sgn()
1
2
(ms
2pi
)2 Θ[|| − sk]√
2 − s2k2
∫ sk−sL−1
−+sL−1
dy√
s2k2 − y2 (62)
×N
( ||+ y
2s
)
N
( || − y
2s
)
(N
( ||
s
)
+ 1),
and using another variable y = skz, we find:
F1(k, ) =
sgn()
2
(ms
2pi
)2 e ||2T
e
||
T − 1
Θ[|| − sk]√
2 − s2k2
∫ 1−L−1/k
0
dz√
1− z2
1
cosh
(
||
2T
)
− cosh ( sk2T z) . (63)
Now let us take care of the function F2(k, ). The integral
∫ sk
−sk we can split on two:
∫ 0
−sk and
∫ sk
0
. In the first one
we do a replacement y → −y. After, we combine the two terms and find:
F2(k, ) =
1
2
(ms
2pi
)2 ∫ ∞
sk+sL−1
dx√
x2 − s2k2
∫ sk−sL−1
0
dy√
s2k2 − y2
[
δ(− y)− δ(+ y)
]
(64)
×
{
(N
(
x− y
2s
)
+ 1)N
(
x+ y
2s
)
(N
(y
s
)
+ 1)− (N
(
x+ y
2s
)
+ 1)N
(
x− y
2s
)
(N
(−y
s
)
+ 1)
}
=
1
2
(ms
2pi
)2 ∫ ∞
1+L−1/k
dz√
1− z2
∫ sk−sL−1
0
dy√
s2k2 − y2
[
δ(− y)− δ(+ y)
] 1/2
cosh
(
x
2T
)− cosh ( y2T ) · 2e
y
2T
e
y
T − 1 .
This integral is over positive y, hence (as before) we use δ(− y)− δ(+ y) = sgn()δ(y − ||). We find:
F2(k, ) = − sgn()
2
(ms
2pi
)2 e ||2T
e
||
T − 1
Θ[sk − ||]√
s2k2 − 2
∫ ∞
1+L−1/k
dz√
z2 − 1
1
cosh
(
||
2T
)
− cosh ( sk2T z) . (65)
Let us now return to Eq. (54). We put ϕp = eExpxB/m and then ϕp − ϕp+k = −eExkxB/m, where kx =
k cos(β + φ). We find:
eExp0 cos(β)
m
dfp
dp
= −
∑
k
∫
dg2k
(−eExk cos(β + φ)B
Tm
)(
− dfp
dp
)
δ(p+k − p − )F (k, ), (66)
or cancelling out the matching terms,
p0 cos(β) = −B
T
∑
k
g2k
∫
d cos(β + φ)δ(p+k − p − )F (k, ). (67)
Since the function F (k, ) depends on the absolute value |k|, using∑
k
=
∫ ∞
0
kdk
2pi
∫ 2pi
0
dφ
2pi
, (68)
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we come to (denoting v0 = p0/m)∫ 2pi
0
dφ
2pi
cos(β + φ)δ
(
p0k
m
cos(φ) +
k2
2m
− 
)
= cos(β)
∫ 2pi
0
dφ
2pi
cos(φ)δ
(
v0k cos(φ) +
k2
2m
− 
)
(69)
= cos(β)
(
− k2/(2m)
v0k
)
1
pi
Θ[v20k
2 − (− k2/(2m))2]√
v20k
2 − (− k2/(2m))2 ≈ cos(β)
(
− k2/(2m)
v0k
)
1
pi
Θ[v20k
2 − 2]√
v20k
2 − 2 .
Substituting this result in Eq. (67) gives
p0 cos(β) = −B
T
cos(β)
2pi2
∫ ∞
0
k2dkg2k
v0k
∫ ∞
−∞
d
(
− k2/(2m)) Θ[v20k2 − 2]√
v20k
2 − 2 F (k, ). (70)
Since F (k, ) is an odd function due to the term sgn(), we find:
p0 = − B
pi2T2mv0
∫ ∞
0
k3dkgk
∫ v0k
0
d
F (k, )√
v20k
2 − 2 . (71)
It is convenient to introduce a new variable t: → skt, which yields:
2pi2p20T = s
2B
∫ ∞
0
k4dkgk
∫ v0/s
0
tdt√
v20 − s2t2
F (k, skt) (72)
= s2B
∫ ∞
0
k4dkgk
∫ v0/s
0
tdt√
v20 − s2t2
(ms
4pi
)2 1
sinh
(
sk
2T t
) { Θ(t− 1)
sk
√
t2 − 1
∫ 1
0
dz√
1− z2
1
cosh
(
sk
2T t
)− cosh( sk2T z)
− Θ(1− t)
sk
√
1− t2
∫ ∞
1
dz√
z2 − 1
1
cosh
(
sk
2T t
)− cosh( sk2T z)
}
.
Cancelling out sk, we get:
2pi2p20T = sB
(ms
4pi
)2 ∫ ∞
0
k3dkg2k
∫ v0/s
0
tdt√
v20 − s2t2
1
sinh
(
sk
2T t
) {Θ(t− 1)√
t2 − 1
∫ 1
0
dz√
1− z2
1
cosh
(
sk
2T t
)− cosh( sk2T z)(73)
−Θ(1− t)√
1− t2
∫ ∞
1
dz√
z2 − 1
1
cosh
(
sk
2T t
)− cosh( sk2T z)
}
.
Now let us consider the integral
J =
∫ ∞
0
k3dkg2k
∫ v0/s
0
tdt√
v20 − s2t2
1
sinh
(
sk
2T t
)× (74)
×
{
Θ(t− 1)√
t2 − 1
∫ 1
0
dz√
1− z2
1
cosh
(
sk
2T t
)− cosh( sk2T z) −Θ(1− t)√1− t2
∫ ∞
1
dz√
z2 − 1
1
cosh
(
sk
2T t
)− cosh( sk2T z)
}
.
We assume that v0 > s (that is typical for real structures). Thus, we have to deal with the expression
J =
∫ ∞
0
k3dkg2k × (75)
×
[ v0/s∫
1+L−1/k
tdt√
v20 − s2t2
1
sinh
(
sk
2T t
) 1√
t2 − 1
∫ 1−L−1/k
0
dz√
1− z2
1
cosh
(
sk
2T t
)− cosh( sk2T z) −
−
1−L−1/k∫
0
tdt√
v20 − s2t2
1
sinh
(
sk
2T t
) 1√
1− t2
∫ ∞
1+L−1/k
dz√
z2 − 1
1
cosh
(
sk
2T t
)− cosh( sk2T z)
]
.
The two terms in the second and third lines diverge at t ∼ z ∼ 1. Thus we introduce new variables t − 1 = u and
1− z = v in the first term and 1− t = u; z − 1 = v in the second one. The first term reads
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v0/s−1∫
L−1/k
(1 + u)du√
v20 − s2(1 + u)2
1
sinh
[
sk
2T (1 + u)
] 1√
u(2 + u)
∫ 1
L−1/k
dv√
v(2− v)
1
cosh
[
sk
2T (1 + u)
]− cosh [ sk2T (1− v)] , (76)
and the second is
1∫
L−1/k
(1− u)du√
v20 − s2(1− u)2
1
sinh
[
sk
2T (1− u)
] 1√
u(2− u)
∞∫
L−1/k
dv√
v(2 + v)
1
cosh
[
sk
2T (1− u)
]− cosh [ sk2T (1 + v)] . (77)
Now expanding these expressions for small u and v, we find for the first term
2T
2sk
√
v20 − s2
1
sinh2
[
sk
2T
] v0/s−1∫
L−1/k
du√
u
∫ 1
L−1/k
dv√
v
1
u+ v
, (78)
and for the second term
− 2T
2sk
√
v20 − s2
1
sinh2
[
sk
2T
] 1∫
L−1/k
du√
u
∞∫
L−1/k
dv√
v
1
u+ v
. (79)
If v0  s, we finally find
J =
2T
sv0
∞∫
L−1
k2g2kdk
sinh2
[
sk
2T
] 1∫
L−1/k
du√
u
∞∫
L−1/k
dv√
v
1
u+ v
(80)
=
2piT
sv0
∞∫
L−1
k2g2kdk
sinh2
[
sk
2T
] ln(kL). (81)
Here it becomes clear, why we had to introduce the cut-offs sL−1. Otherwise the integrals over u and v in (80) would
be diverging like ln(1/0).
The resistivity, after restoring the constants, becomes
ρ =
ms2
32pi2e20mε
2
F
∞∫
L−1
k2g2kdk
sinh2
[
~sk
2kBT
] ln(kL). (82)
We can evaluate the closed form of the integral for the two limiting cases of low and high temperatures. First, we
change the integration variable x = 2kl and write
I ≡
∫ ∞
0
k2e−2kldk
sinh2
[
~sk
2kBT
] ln(kL) = ∫ ∞
0
( x
2l
)2 e−x ln(Lx2l )
sinh2
(
TBG
T x
)dx. (83)
For high temperatures T  TBG,
sinh2
(
TBG
T
x
)
≈
(
TBG
T
x
)2
, (84)
and the fact that the main contribution of the integral comes from 0 ≤ x . 1 gives
I ≈
(
T
TBG
)2
1
(2l)3
[
ln
(
L
2l
)
− γC
]
, (85)
where γC is the Euler gamma function.
For low temperatures T  TBG, we obtain
I ≈
(
T
TBG
)3
1
(2l)3
ln
(
L
2l
)
pi2
6
. (86)
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Appendix C: Screening
In this section, we calculate the screening factor k. In the presence of the condensate, it takes a usual form [52]
k = (1− vkΠk)(1− gPk)− V 2k ΠkPk, (87)
where Πk = −m/pi and Pk = −4Mnc/k2 are the polarization operators for the electrons and exciton condensate,
respectively, vk = 2pie
2/k is the Coulomb interaction between electrons, g = 4pie2d/0, and Vk = ge
−kl/2 is the
electron-exciton interaction. After some algebra, we obtain
k = 1 +
2
aBk
+
1
k2ξ2
+
2
aBk
1
k2ξ2
(
1− kd
2
e−2kl
)
, (88)
where aB is the Bohr radius. For l/d > 1 ,
1− kd
2
e−2kl ≈ 1, (89)
hence we have
k =
(
1 +
2
aBk
)(
1 +
1
k2ξ2
)
. (90)
To account for the screening in our calculation of resistivity in Appendices A and B, we should simply replace
|gk|2 →
∣∣∣∣gkk
∣∣∣∣2 . (91)
Appendix D: Phonon-assisted electron resistivity
To calculate the phonon-limited electron resistivity, we use the electron-phonon interaction Hamiltonian
He−ph =
D
L
∑
pq
(
~
2ρd
)1/2
q√
ωq
c†p+qcp(aq + a
†
−q), (92)
where D is the deformation potential and ρd is the ion density. The screening was calculated in [53]. Here, we only
present the results:
(q, T, µ) = 1− e
2
0
20q
χ0(q, T, µ), (93)
where
χ0(q, T, µ) =
∫ ∞
0
dµ′
χ(q, 0, µ′)
4kBT cosh
2 µ−µ′
2kBT
(94)
and χ(q, 0, µ′) is the zero-temperature RPA polarizability. For q / 2kF , χ(q, 0, µ′) = −ρDOS, where ρDOS is the
density of states of the 2DEG.
The calculation presented in Appendix A can be carried over, except that now we replace the matrix element by
|Mq|2 = ~D
2q2
2ρωq
, (95)
and the bogolon sound velocity by the corresponding acoustic phonon sound velocity to find
ρ =
pi~2
e20EF
mD2
k2F ρd
(kBT )
4
(~s)5
∫ ∞
0
du
(2pi)2
u4eu
(eu − 1)2 (Γ− − Γ+)|kF
1
(u)
. (96)
For the parameters that we are interested in, (u), given in Eq. (93), is approximately equal to unity. That is, the
screening is negligible.
