ABSTRACT Research of network cascading failures is a heavily researched topic in network science research. The expression of a network cascading failure mechanism by a dynamic equation has become a basic mode for research of cascading failures. With the promotion of complexity and intelligent of nodes, it is difficult to reflect the evolution of the actual large network state objectively that only considering the coupling relationship among nodes from one network. To describe the dissemination process of network public opinion more accurately, this paper proposes a failure propagation model of network public opinion dissemination based on load spatial distribution, in which evolutional behaviors of nodes were expanded to overall evolutional behaviors of a network based on network coupling relations, and difficulty of analysis and solution was reduced through periodic iteration and feature value decomposition of network adjacent matrixes. Experimental results verify the feasibility and validity of this method. Failure analysis of the computer network also indicates that node behaviors could facilitate weakening of effects generated from attacks and failures. Meanwhile, weakening of nodes could effectively reduce the network sensitivity to deliberate attacks.
I. INTRODUCTION
With the rise of the network society, as social public opinion is mapped on the Internet, network public opinion has gradually become a type of frequent social phenomenon that cannot be ignored. Under the network environment, the network public opinion with different carrier types and wide sources presents features of dynamic and structural complexity. Network public opinion makes the evolution mechanism in emergencies more complex, focusing or expansion, while the responding to secondary, derivative events becomes the focus of emergency management. Due to the importance of public opinion research, increasing numbers of scholars are researching it [1] - [3] . Many models and algorithms have been developed to study online public opinion and other fields [4] - [7] . Zuo et al. [4] proposed a novel topic model for complementary aspect-based opinion mining across asymmetric collections, known as CAMEL, which gains information complementarity by modeling both common and specific aspects across collections. Wang et al. [5] introduced a temporal user topic participation (UTP) model, which models users' behaviors of posting messages. Zhang et al. [6] analyzed the individual behavior related to information dissemination and the factors that affect the sharing behavior of individuals, proposed an algorithm to predict information visibility, i.e., it estimates the probability that an individual will see the information. Network public opinion can be regarded as a type of special network that consists of a large number of nodes deployed to observe, measure a certain phenomenon, or detect the occurrence of an event, such as spreading information. Certain nodes in networks fail due to network overload. Next, because of the node coupling relationship, the load of the failed nodes is redistributed over other normal nodes, which leads to the sequential failure of these nodes. Eventually, the entire network may collapse. This process is known as cascading failure [8] . Cascading failure is a phenomenon that can occur in network public opinion dissemination. Once large-scale cascading failure happens, it often has highly destructive power and influence, even resulting in global collapse. Because the cascading failure is essentially a relevant failure, and there is no deep insight into the related failure principium, it is highly difficult to solve a cascading failure of the network. Analysis and prevention of cascading failure have thus been a concern of many scholars. The first research on network cascading failures was conducted by Albert et al. [9] , who simulated a scale-free model and concluded that the scale-free network had very high robustness towards random attacks but appeared to be weak towards deliberate attacks of large-scale nodes. Based on percolation theories, Internet robustness towards random attacks and deliberate attacks was researched, and the same conclusions were obtained [10] . To deepen the understanding of network failures, researchers conducted modeling analysis of the evolutionary problem of network failures. Creatively, Motter and Lai [11] put forward a capacity load ML model. After that study, Crucitti et al. [12] took into account the dynamic changes in cascading failures between network nodes and edges and proposed a model (CML) where the transmission efficiency on the edge was dynamically updated with network states. On this basis, a cascading failure model of a weighting network, a sand pile model and a coupled mapping lattice model were proposed one after another. These models have been applied to research on failure propagation in complicated networks [13] - [19] . Research on the dynamic behavior of networks is always the key of network science research. Von Neumann said: ''Network science is essentially the research of network dynamic behaviors.'' It mainly studies the structural evolution dynamics of networks, the network propagation dynamics, the heterogeneous network evolutional gaming, etc. With regard to evolutionary dynamics of network structures, Tanizawa et al. [20] , [21] proposed a network structure evolution rule aiming at random failures and deliberate attacks based on scale-free networks, wherein a network structure with strong robustness was evolved. Based on evolution mechanisms of electric power networks, Wang et al. [22] advanced an evolution model to simulate evolution rules of electric power networks and verified that an electric power network was not a BA scale-free network, and did not possess the complete structural features of a random network. For network evolution games, Zhu et al. [23] put forward an attack-defense evolutionary game model which had a learning mechanism under information asymmetry of attaching and defending parties based on non-cooperative evolutionary game theories. Farajtabar et al. [24] advanced a time point course model-co-evolution based on combined dynamics. These models could analyze changing courses of network states through solution of approximate analytic solutions. However, only the dynamic changes of network nodes under different state quantities could be embodied, while node difference (performance difference and structure difference) and states of a single node could be reflected.
For network propagation dynamics, classical models SIS [25] and SIR [26] were proposed such that propagation courses of epidemic diseases in biologic social networks could be presented clearly, and changes of individual states in networks as well as dynamic scale changes of patients could be presented when the network topological structure was weakened. Deemed as classical models, both of them are still applied today and have achieved outstanding development. A disease outbreak initial-stage model (SI model) based on the two models, the SIRS model with an immunity period, as well as other similar models further approach actual virus propagation [27] - [29] .
This paper proposes a failure propagation model of network public opinion dissemination based on load spatial distribution, where the network dynamic course can be decomposed into several sub-parts, and the overlaying of self-evolution of each sub-part can be used to reflect the overall situation of the network. The structure of this paper is arranged as: The second part reviews some fundamental knowledge of network load distribution. Then section 3 investigates description of network load space. Section 4 puts forward Network failure propagation model based on load space distribution. Section 5 introduces Simulation of network failure propagation. Section 6 draws some concluding remarks. Experimental results verify feasibility and validity of the method
II. RESEARCH OF NETWORK LOAD DISTRIBUTION
During research of overall network evolution courses, traditional evolution models such as SIS and SIR [30] , [31] manifest changes of network failures and states using transfer probabilities under the hypothesis of neglecting the topological structure of network. On this basis, several studies take the average degree of a network as a model parameter to embody functions of the network structure [32] . These models could analyze the changing courses of network states through approximate analytic solutions. However, only the dynamic changes of network nodes under different state quantities could be embodied, while node difference (performance difference and structure difference) and states of a single node could be reflected.
After confirming evolution courses and rules of network nodes, it is necessary to reflect the evolution courses of each node to the overall evolution course of network. Only in this way could the scales of network failure propagation be reflected more clearly. In general, adjacent matrixes of networks are used to describe coupling relations between network nodes. The state of a node in the network is set as X (t), wherein the element x i (t) reflects the state of the i-th node in the network. A simple dynamic equation could be expressed as follows [33] :
where A denotes an adjacent matrix. However, during the dynamic evolution of a network, it is not rigorous to iterate VOLUME 6, 2018 node states according to Formula (1) only. At first, specific attributes such as data packets, virus or energy, rather than network node states, are propagated on the network. States of network nodes are generated from interaction and evolution of these factor attributes, while information propagated in a network is directional to a certain extent. Second, adjacent matrixes of a network will also change along with the network evolution course. In view of these two problems, if a global relation equation related to attacks or failures of all the network nodes could be established, the whole evolution course would be deduced accurately. However, it is not feasible in reality. It is assumed that a network that has n nodes and m attributes could be divided for each node, and the scale of a relation differential equation would be nm dimensions. Such an equation could not be solved, and would be very difficult in analysis.
In view of the infeasibility of describing a whole network course with a differential equation model, the concept of an evolution period could be introduced. Specifically, after each time of information exchange, a node will start evolution with a cyclic duration of T p , and the node will conduct another information exchange after the evolution. After the node evolution, node states would be described according to a state function of the node. If the node completely fails, it will be removed from the network, and the topological structure of network will change, as well.
III. DESCRIPTION OF NETWORK LOAD SPACE
To establish a network load model to further satisfy the practical situation where information propagation is directional, the paper introduced the concept of a network propagation transfer probability adjacent matrix based on an existing failure propagation model and presented an experiment in which scale-free network features would be deduced by a transfer probability matrix, verifying the rationality of the proposed propagation transfer probability adjacent matrix.
A. NETWORK PROPAGATION TRANSFER PROBABILITY ADJACENT MATRIX
In an actual network, information propagated in it, especially messages, must be directional. Messages are propagated and transmitted according to a route path. For example, the path is a routing list in a computer network, and an information data packet is transmitted in the form of route expression. An equivalent weighting matrix is established according to an adjacent matrix A, so that route situations in message propagation could be embodied. Meanwhile, in view of node information processing of a network, namely, a node needs to conduct corresponding processing of information, the equivalent form of matrix A shall embody coupling situations in two aspects, namely, required information processing at nodes, and interactions between nodes. It is set that A ⊗ CI . Therein, matrix I is a diagonal matrix and denotes node processing of messages, and matrix C denotes interactions between nodes. Theorem: G = (V , E) denotes a graph wherein V denotes a node set in a network and E = V × V denotes a connected edge set of the network. It is set that G ⊂ G is a connected sub-graph. Hence, the path for
is the shortest path, r (c, b) will be the shortest path from c to b.
According to the theorem, matrix C can be illustrated as follows: R (i, j) is recorded as the total number of the shortest paths from node i to node j.The paper discusses an undirected graph network, so
denotes the total number of all paths starting from node i.
denotes the probability of information at the node i, which is transferred to node j. Not every two nodes are connected by edges; therefore, selection of the shortest path is determined by a routing list in an actual network. In the routing list, the next step of the port number corresponding to a target node exists in the routing list. In combination with routing list information of each node and probability of communication between two nodes, the matrix C is defined as a transfer probability adjacent matrix. c ij is an element in matrix C, denoting the proportion of information in i, which is transferred to j at the next step. Hence, the necessary and sufficient condition of c ij = 0 is that one edge exists between node i and node j.
where ad ij denotes a set of points of which the next step of all the paths starting from node i is j. 
as the elements. (E) denotes a transfer probability adjacent matrix. Fig. 1 displays a course in which a network structure constructs a network propagation transfer probability adjacent matrix. It is noted that the transfer probability adjacent matrix is not symmetrical any more.
B. DECOMPOSITION OF NETWORK DYNAMIC COURSES BASED ON INFORMATION DISTRIBUTION SPACE
It is mentioned in the introduction that overall dynamic behaviors of a network can be simplified into Formula (1). Through conversion of an adjacent matrix into a propagation transfer probability adjacent matrix, the actual situations would be approached further. Next, evolution courses of network nodes can be considered in dynamic courses. In research on network information propagation, it is assumed that the information amount of each node at moment t is denoted by
, 2, · · · , n}, the described course is that the node only undergoes information processing and does not undergo information interactions, wherein network evolution is converted into evolution of each part, and the difficulty in network evolution would be reduced greatly.
denotes a standard orthogonal basis vector of the information distribution space. Information quantity of node i at the moment t can be denoted by
i . Dynamic research on information propagation courses mainly aims to study whether distribution states of information propagation are steady. B i is a standard orthogonal basis of vector space, so matrix C can be deemed as the coupling relations between each base. If matrix C is a diagonal matrix, as for X (t + 1)
T , evolution of each component of X (t) would only be correlated with the component itself and would not be affected by coupling effects of other nodes. However, as for a network, matrix C could hardly be a diagonal matrix. However, the same effects could be achieved if diagonalization could be conducted to the matrix. Let λ 1 , λ 2 , . . . , · · · λ n be set as characteristic values of matrix C. If i < j, then |λ| i ≥ λ j could be satisfied. v 1 , v 2 , · · · . . . , v n denote the corresponding characteristic set vectors. According to decomposition of characteristic values of the matrix, matrix C can be written into the following form:
Let X (t) T = VY (t), and X (t + 1)
T could be written into:
Matrix I is a diagonal matrix I = diag (e 1 , · · · , e n ), so 
⊗Ī . Therein, (Ī T ) #−1 denotes the computation of reciprocals of elements inĪ T one after another. Formula (5) can be written as follows:
Matrix D and Matrix I are diagonal matrixes, recorded as
, which is also a diagonal matrix. According to Formula (2), Formula (6) can be written as follows:
It is thus clear that if the cycle t is large enough, the relation between Y (t) and y i (0) would not be very close and could be neglected when |d i | < 1. Diagonal elements of D are arranged in a descending order according to absolute values of matrix characteristic values. Hence, as for Formula (7), ∃j ∈ N + , and when i > j, then |d i | < 1. Hence, only
exists between the initial state distribution X (t) and Y (t). Distribution of information amount can be solved by
i y i (0). When t = 1, the information amount distribution of nodes is after one time of propagation.
IV. NETWORK FAILURE PROPAGATION MODEL BASED ON LOAD SPACE DISTRIBUTION A. FACTOR ATTRIBUTE RELATION MODEL BASED ON COMPETITION MODEL
As mentioned above, data sending, data processing and receiving and generation of new data require the use of computer running resources, while competitive relations exist among these three factors. Meanwhile, data sending would occupy running resources during the course and would also release more storage resources. Receiving and processing of data would occupy more storage resources. The course will be described by a queue model. Resources are divided into two queues. One of them is used to process related services, and the other one is used to store the received data. To simplify the model, the paper mainly considers relations of storage resources.
It is shown in Figure 2 that during the running of computer network nodes, each service will occupy different resources in order to ensure smooth implementation of each service. On the premise of not exceeding the total resource amount o, the total amount of resources occupied between each service belongs to the relation of competition and cooperation. Specifically, this amount could be expressed by the following VOLUME 6, 2018 
as
dt , Equation (8) can be written as follows:
It is set that the average arrival amount of external data is λ; the average sent data size is µ; and the average generated data size is κ. Formula (9) can be expressed as follows:
dO T (T (t)) T (t) {T (t)[−λ+e 12 S(t)−e 13 P(t)]} dO S (S(t)) t = dO S (S(t)) S(t) {S(t)[e 21 T (t) − µ + e 23 P(t)]} dO P (P(t)) t = dO P (P(t)) P(t) {P(t)[−e 31 T (t)+e 32 S(t) − κ]} (10)

B. DETERMINATION OF MODEL PARAMTERS
According to model (10), coefficient sets can also be divided into two sets, namely, an internal relation parameter set β and an external relation parameter set α. In Equation (10), only λ is correlated with external factors. The determination method of λ will be listed below. L (t) is set and used to express the single node load at the current moment, so:
, where λ i (t) denotes the average arrival rate of external data of the i-th node at the moment t. According to Formula (11),
)[−e 31 T (t)+e 32 S(t)−κ]}
It is shown in Formula (12) that the scale of an equation will be very large when the node scale is very large, and the equation cannot be solved. Hence, the paper expects to denote the λ value approximately. A single node in the network is deemed as a queue. The queuing capacity in the queue denotes the memory capacity of a single node. Processing time of each data packet is deemed as service time µ −1 . Each queue adopts the queuing strategy of FIFO. According to the principles of capacity load models, when the load of a node exceeds the capacity, the node will lose effect in the network. At this moment, the data packet that needs to pass the node originally must re-select a path for propagation. If the data generation rate of the whole network is not reduced at this moment, the loads of other nodes might increase and the occurrence possibility of their failures would increase. Hence, the event about failure occurrence of the i-node is described as event A i , namely, t ∈ T exists for the sampling time sequence T = {t 1 , · · · , t n } , t i ∈ [0, +∞) and thus C i (t) < L i (t), wherein C i (t) and L i (t) denote the capacity and load of the i-th node at the moment t. The occurrence probability of event A i is P (A i , T ).
If changes of node performance caused by material loss are neglected, the capacity of a node would be a fixed constant during the whole period. According to Formula (13), the occurrence probability of event A i can be solved through solution of the queuing length.
The whole queuing course can be deemed as a Markoff process and all the current states are only correlated with the previous states, so the condition probability is adopted in Formula (14) . According to Bayes equation:
Iteration relations of Formula (11) exist between the queuing length L i (t) at the moment t, and the average time interval λ i (t) −1 of customer arrival, the average service time µ −1 and L i (t − 1), so
could be substituted into Formula (15) , and the following formula can be obtained:
This equation is enlarged because accurate probability could not be obtained in subsequent computation. The possible maximum value of probability is used to express the worst situation of network failure occurrence.
so λ i (t) ≤ µ. Hence, the queuing system is deemed to have a balanced solution. It is noted that
so it can be written into the following form according to Formula (16):
Value of t is arbitrary, so:
It is shown in Formula (19) that the probability distribution formula of λ i (t) and the system size distribution of the queue model are correlated. Now the model of the queue system is analyzed. It is assumed that the quantity distribution of arrival information obeys binomial distribution. I m denotes the distribution of quantity of information arrival, and k i denotes the degree of a node.
According to related theorems [34] of M [k] /M/1 probability parent functions in the queue theory, p i,n (t) is defined as the probability distribution of the system under moment t, namely, p i,n (t) = P (L i (t) = n). P i (Z , t) denotes the system size probability parent function of the i-th subsystem, so:
Formula (22) gives a computation formula of the average system queue size of a single node. An accumulate probability solution can be solved by the solution manner in Formula (22) . However, due to the large computation amount, a formula expression of the solution could hardly be obtained. With the solution of p i,1 (t) as an example in (23) and (24), as shown at the top of this page.
It is complicated to solve system size distribution of probability using the method in Formula (22), so the paper considers an approximate solution method.
Relative to Z power series, P i (Z , t) is expanded to number ε. Hence, P i (Z , t) can be expanded to the following form:
p i,n (t) ≤ 1, so Formula (25) can be scaled into the following form:
Different δ values will be used for the determined ε value and different Z .
In the paper,
is set. The vector
is defined, and the vector
linear system of equations exists:
Formula (28) is converged and has a positive series, so δ 1 satisfies ∞ n=δ 1 p i,n (t) Z n < ε as for the given ε and Z . For any
is set, and Formula (28) can be simplified into:
Through solution of Formula (32), an approximate probability value of the system can be obtained. Formula (19) can be written into: (30) It is noted that when λ i (t) is given, the probability parent function P (Z , t) can be solved through value assignment of Z . Through computation of Formula (29), an approximate system size distribution function can be obtained. The following iteration algorithm is designed to solve λ(t). λ (t) Approximate Solution Algorithm:
Step 1: it is set that λ i (0) = µ − ε; 20 values of Z ∈ (0, 1) are selected discretely;
Step 2: λ i (0) is substituted into Formula (21), and the corresponding P (Z , 0) and δ are computed, p iδ (t) is obtained through solution of Formula (29);
Step 3: According to the formula:
Iterations are conducted till convergence. The value is extracted and recorded as λ i after λ i (t) convergence: λ = E [λ i ] is substituted into the Equation (9), so:
It is shown in Fig. 3 , We selected the degree of nodes as 17, 5 and 3, simulation results show that the value of λ wobbles greatly before 5 iterations, the value of λ tends to be stable after 10 iterations. We can see that the algorithm is feasible to solve approximate values of λ (t) through iterations. The algorithm will get converged finally as for different node degrees and different initial values, and an approximate solution of λ could be given.
V. SIMULATION OF NETWORK FAILURE PROGATION
Each network node evolves according to Formula (31); therefore, the difference in coefficients would embody different performance inside nodes, and differences in initial values embody differences in the initial node states. When µ = 1 is assumed, λ = 0.578. When a data packet is sent out, a packet used to store self-generated data or a packet used to store external arrival data would be released. At this moment, the probability for a node to generate a data packet and the probability for it to receive a data packet is equal. Hence, when m data packets are sent outwards, receiving of m/2 external arrival data packets, and receiving of m/2 self-generated data packets can be increased. On this basis, the coefficient matrix is listed as follows: The average rates of data size generation of different nodes are different. Hence, κ is different for different nodes. Simulation experiments were conducted under the upper limits of 0, 0.5 and 1 of the random number κ. Propagation courses of random failures and deliberate attacks can be expressed by an evolution course graph. 500 was set as the total number of node resources, and a random attack over 50 was randomly applied to 1/5 of the node sent data size. After 100 experiments, the average effects of random failures were obtained, as shown in Fig. 4 .
The total number of resources is too small to reflect the characteristics of large-scale network, and too many resources will affect the efficiency of experiment. Here, 500 was set as the total number of node resources, and a random attack over 50 was randomly applied to the sent data size of nodes at the first 1/5 height. After 100 experiments, the average effects of random failures were obtained, as shown in Fig. 5 .
It is shown in Fig. 4 and Fig. 5 that different sup (κ) did not have obvious effects on failure propagation courses. Especially for deliberate attacks, the average rate of node data generation nearly had no effect on failure propagation courses.
When sup (κ) = 1, Formula (31) was used to simulate propagation courses under normal network running and application of different attacks. Evolution courses of failure VOLUME 6, 2018 propagation after application of the same scale of random failures and deliberate attacks are shown in Figure 6 :
Curves in Fig. 6 denote evolution courses of failure node scales under situations that the nodes attacked deliberately in the initial network occupied 1/5 of the total number; failures occurred to 1/5 initially and randomly selected nodes, and all the initial nodes are normal. It is shown in the diagram that the network was more sensitive to deliberate attacks when random failures and deliberate attacks of the same scale were applied to the computer network. This property is correlated with the scale-free nature of the computer network structure. A scale-free network has high robustness towards random failures, but its defense ability towards deliberate attacks is poor. This result is consistent with situations reflected by the ML model. Failure propagation situations would be different when different degrees of attacks were applied. The initial random failure scale was doubled, and the evolution course of failure propagation is shown in Fig. 7 .
Curves in Fig. 7 denote failure propagation scales under the situations that nodes with random failures occurring when the initial network suffered from deliberate attacks occupied 1/5 and 2/5 of the total node number. It is shown in the diagram that the scale-free network was weak towards concurrent large-scale random failures.
It is shown in Fig. 6 and Fig. 7 that network failure propagation was closely correlated with differences in attack application and differences in network nodes. Through comparison of node average states of a coupled mapping lattice model under the same attach degree and scale of random failures and deliberate attacks, effects of node behaviors on attacks or failure effects were analyzed.
It is shown in Fig. 8 and Fig. 9 that in comparison with the coupled mapping lattice model, the node average states were different to a certain extent after addition of the node evolution courses. When node effects were considered, the running of nodes would weaken attack or failure effects. Meanwhile, in comparison with random failures, evolution of nodes would weaken deliberate attacks more obviously.
VI. CONCLUSIONS
This paper analyzed the network public opinion evolution process in a time of crisis. The concept of load space was employed to de-couple the network propagation course; therefore, the effects of network scales on propagation dynamics were greatly reduced. According to competitive relations, modeling was conducted to relations between each attribute in the computer network. Through analysis of coefficients between nodes and application of the queuing algorithm, parameters of the differential equation model were computed. Numerical experiments indicate that evolution between each attribute of network nodes could not be balanced if no capacity limit or maximum transmission rate limit was added to the nodes. Based on modeling of node evolution rules, evolution behaviors of nodes were expanded to overall evolution behaviors of the network by the network coupling relations. The difficulty of model analysis was reduced through approximate solution of periodical iterations and decomposition of characteristic values of the network adjacent matrix. Validity and feasibility of the method were verified. Failure analysis of the computer network also indicates that node behaviors could facilitate weakening of effects generated from attacks and failures. The purpose of evolution is to reflect reality more closely. After reflecting the objective situation, the optimized scheme can be proposed. But in the existing model, there is still no good way to solve the difficult problem. The differential equation needs to be simplified and the approximate solution is solved to provide the evaluation index or objective function for the optimization model. The research needs further improvement. 
