Gesture is a non-verbal modality that can contribute crucial information to the understanding of natural language. But not all gestures are informative, and non-communicative hand motions may confuse natural language processing (NLP) and impede learning. People have little difficulty ignoring irrelevant hand movements and focusing on meaningful gestures, suggesting that an automatic system could also be trained to perform this task. However, the informativeness of a gesture is context-dependent and labeling enough data to cover all cases would be expensive. We present conditional modality fusion, a conditional hidden-variable model that learns to predict which gestures are salient for coreference resolution, the task of determining whether two noun phrases refer to the same semantic entity. Moreover, our approach uses only coreference annotations, and not annotations of gesture salience itself. We show that gesture features improve performance on coreference resolution, and that by attending only to gestures that are salient, our method achieves further significant gains. In addition, we show that the model of gesture salience learned in the context of coreference accords with human intuition, by demonstrating that gestures judged to be salient by our model can be used successfully to create multimedia keyframe summaries of video. These summaries are similar to those created by human raters, and significantly outperform summaries produced by baselines from the literature. 
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Introduction
Gesture is a nearly ubiquitous feature of face-to-face natural language communication and may be used to supplement speech with additional information or to reinforce the meaning already conveyed (McNeill, 1992) . In either case, gesture can increase the robustness of natural language processing (NLP) systems to the inevitable disfluency of spontaneous And this top one clears this area here, and goes all the way up to the top...
2
So this moves up. And it -everything moves up.
1
Figure 1: An excerpt of an explanatory narrative in which gesture helps to disambiguate meaning.
speech. For example, consider the following excerpt from a presentation in which the speaker describes a mechanical device:
"So this moves up, and it -everything moves up. And this top one clears this area here, and goes all the way up to the top."
The references in this passage are difficult to disambiguate, but meaning becomes clearer when set in the context of the accompanying hand gestures (Figure 1 ).
Despite the apparent benefits offered by gestural cues, obtaining concrete gains for natural language understanding is difficult. A key problem is how to combine gesture and linguistic features. Existing systems typically address this issue by directly concatenating low-level visual information (e.g., hand position and speed) with traditional textual features (Eisenstein & Davis, 2006) , or by combining the posteriors from separately-trained models (Chen, Harper, & Huang, 2006 ). An appealing alternative is to consider the inherent linguistic quality of gesture, as distinguished from other hand movements that may be meaningful for the desired language understanding task (Goodwin & Goodwin, 1986) . 2 We show that better results can be obtained by focusing on the hand movements that are likely to correspond to relevant gestures.
To move beyond a low-level representation of gesture, one could attempt to develop a general-purpose taxonomy of gestures based on their relation to language. Such taxonomies have proved useful for psychological and linguistic research on gesture, but their application to corpus-based statistical language processing is not immediately practical. Gesture is a multifaceted phenomenon, and the key features for understanding a gesture's meaning may be highly context-dependent (Lascarides & Stone, 2006) . For example, the flexion of a 2. All hand motions -or even the absence of hand motion -may be "meaningful" in some sense. However, for a specific language processing problem, only some gestures will be directly relevant. In the remainder of this article, the terms "meaningful" and "meaningless" should always be assumed to be framed within the context of a specific language processing task. Hand motions that are meaningless for coreference resolution may indeed be quite useful for another problem, such as sentiment classification.
single finger might be a crucial component of one gesture and an irrelevant detail in another context. Is it possible to create a formal annotation scheme expressive enough to capture all such details, yet compact enough to be tractable? This is a topic of ongoing research. But even if possible, such annotation would be very time-consuming, particularly on the scale necessary for corpus-based NLP.
In this paper we propose a middle path: a model that learns to attend to salient gestures without explicit gesture annotation. Instead of a top-down approach that attempts to analyze gestures according to a universal taxonomy, we work bottom-up from a specific language understanding problem: coreference resolution. When a speaker produces similar, meaningful deictic 3 gestures during two noun phrases, it is a good indication that the noun phrases are coreferent (Eisenstein & Davis, 2006) . We automatically identify the gestures that are relevant for coreference resolution, from among all hand motions that co-occur with noun phrases. This approach is shown to enhance the contribution of low-level gesture features towards coreference.
More concretely, we employ a conditional model with a hidden variable that governs whether gesture features are included in the determination of coreference for each pair of noun phrases. With this model, it is possible to learn gesture salience jointly with coreference. As a baseline, we demonstrate that even a low-level concatenative approach to gesture-speech fusion 4 yields a small but statistically significant improvement for coreference resolution, compared to textual features alone. More importantly, we show that the contribution of the gesture features increases substantially when gesture and speech are combined using our structured model.
If the model of gesture salience that we learn were relevant only for coreference resolution, it would be useful only from an engineering perspective. An interesting question is whether these estimates of gesture salience are related to how humans perceive multimodal communication. To answer this, we examine whether our model of gesture salience is relevant to other language processing tasks. We demonstrate that the model learned for coreference resolution can be applied to the selection of keyframes for generating visual summaries of instructional presentations. Without any explicit training on the keyframe extraction task, our approach selects keyframes that cohere meaningfully with those chosen by human annotators.
The main contributions of this paper can be summarized as follows.
New applications of gesture:
We demonstrate the benefits of incorporating gesture in two tasks: coreference resolution and video keyframe extraction. On the coreference task, we substantially improve on our previous work that showed that gesture similarity can help predict coreference resolution (Eisenstein & Davis, 2006) ; the application of linguistic analysis of gesture to video keyframe extraction is novel. In previous research, gesture information has been shown to boost performance of sentence segmentation, a local syntactic phenomenon. Our work demonstrates gesture's usefulness to non-local, discourse-level tasks. To this end, we introduce a novel set of features that tightly combine linguistic and gestural information.
Gesture salience in language:
We develop the idea that gesture information should be considered for language processing only when the gesture is salient. As in prior research (e.g., Chen, Liu, Harper, & Shriberg, 2004) , our model uses low-level features extracted directly from a vision-based hand tracker, avoiding the need for manual annotation of gesture features. However, the relevance of these low-level features depends on the linguistic context. By modeling this relationship through gesture salience, we obtain significant performance gains. In addition, we present a set of features designed to capture the salience of gesture to the associated speech.
Hidden-variable modeling of gesture salience: We develop a framework in which gesture salience can be modeled jointly with coreference resolution. We show that gesture salience can be expressed as a hidden variable and learned without explicit labels, leveraging only coreference annotations. This novel framework is realized within a conditional model, enabling the use of arbitrary and possibly non-independent features. Further experiments demonstrate that the estimates of gesture salience obtained by this model can be applied to extract keyframes containing salient deictic gestures.
In Section 2, we consider prior work relating to existing models and taxonomies of gesture from the psychology literature, as well as previous efforts to incorporate gesture into natural language understanding. In Section 3, we describe the dataset on which we conduct our experiments. In Section 4, we present our model, conditional modality fusion. We show how gesture salience can be treated as a hidden variable and learned without explicit annotations. Section 5 includes a description of the textual and gestural features that we use for our experiments. In Section 6 we present experimental results showing that our model improves performance on coreference resolution. In Section 7, we show that our estimates of gesture salience are more general, and can be applied to select useful keyframes from video. Finally, in Section 8 we discuss implications of this research, and conclude.
Related Work
In this section, we describe four general areas of related work that provide background and context for our efforts. Section 2.1 discusses models of gesture and language from the psychology and linguistics communities. Section 2.2 describes projects that have employed gesture in natural language processing. Section 2.3 describes more general modality fusion techniques, particularly ones that have been used to incorporate prosodic features into NLP. Finally, Section 2.4 considers models from the machine learning literature that are related to conditional modality fusion.
Models of Gesture and Language
Psychology research has explored the problem of modeling gesture and its relation to language. We discuss two frequently-cited models: Kendon's taxonomy (1980) , which focuses on the kinematic structure of individual gestures; and McNeill's (1992) , which identifies the ways in which gesture communicates meaning within discourse.
According to Kendon, gestures are constructed from a set of movement phases: prepare, stroke, hold, and retract. The prepare and retract phases initiate and terminate the gesture, respectively. The stroke is the content-carrying part of the gesture, and a hold is a pause that may occur immediately before or after the stroke. These phases provide an essentially kinematic description of gesture. McNeill focuses on the way gestures communicate meaning, identifying four major types of conversational gestures: deictic, iconic, metaphoric, and beat. Deictics communicate by reference to spatial locations, iconics and metaphorics create imagery using the form of the gesture, and beats communicate using timing and emphasis. 5 While these taxonomies have proved useful for psychological and linguistic research, substantial effort would be required to create a corpus of such annotations for statistical natural language processing. We circumvent this problem by learning a model of gesture directly from automatically-extracted visual features. The relationship between gesture and language semantics is learned in the context of a specific language phenomenon, using annotations only of verbal language semantics. This approach may not capture all meaningful hand gestures, but it will capture those that a) are relevant to coreference resolution and b) can be identified using our feature set.
Multimodal Natural Language Processing
Early computational work on the relationship between language and gesture focused on identifying examples of connections between discourse elements and automatically-recognized properties of hand gesture (Quek et al., 2000 (Quek et al., , 2002a . Quek et al. (2002a) show examples in which similar gestures are used in connection with repetitions of the associated discourse elements. We exploit this idea by using features that quantify gesture similarity to predict noun phrase coreference. Follow-up papers attempt to capture the contribution of individual gesture features, such as spatial location (Quek, McNeill, Bryll, & Harper, 2002b) and symmetric motion (Xiong & Quek, 2006) , using a similar methodology. This line of work provides a helpful framework for understanding the relationship between gesture and natural language.
On the engineering side, several papers report work on exploiting the relationship between gesture and language. In one line of research, linguistic features are used to improve gesture processing (Poddar, Sethi, Ozyildiz, & Sharma, 1998; Kettebekov, Yeasin, & Sharma, 2005) . These papers evaluate performance on human-human language in the domain of weather broadcasts, but with the stated goal of developing techniques for gesturebased human-computer interaction. The authors note that in the domain of weather broadcasts, many hand motions are well-described by a relatively small taxonomy of gestures, which identify points, contours, and regions. Lexical features from ASR transcripts are shown to improve gesture recognition (Poddar et al., 1998) , and prosodic features are used to identify key gestural segments (Kettebekov et al., 2005) .
Similarly, linguistic analysis has been shown to have important consequences for gesture generation in animated agents. Nakano, Reinstein, Stocky, and Cassell (2003) present an empirical study of human-human interaction, showing a statistical relationship between hand-coded descriptions of head gestures and the discourse labels for the associated utterances (e.g., "acknowledgment," "answer," and "assertion"). It is then demonstrated that these findings can be encoded in a model to generate realistic conversational "grounding" 5. McNeill notes that these types should not be thought of a mutually exclusive bins, but as features that may be present in varying degrees.
behavior in an animated agent. In addition to this discourse-moderating function, gestures are also shown to be useful for supplementing the semantic content of verbal explanations. Kopp, Tepper, Ferriman, and Cassell (2007) describe a system in which animated agents give navigation directions, using hand gestures to describe the physical properties of landmarks along the route. While this research describes interesting relationships between gesture and language that can be exploited for generation, we focus on recognition of multimodal communication.
Where the research cited above uses linguistic context to supplement gesture generation and recognition, other work has used gesture features to supplement natural language processing. Much of this research has taken place in the context of spoken language dialogue systems incorporating pen gestures and automatically recognized speech. An early example of such a system is Quickset (Cohen et al., 1997) , in which pen gestures and speech input are used to plan military missions. Working in this domain, Johnston and Bangalore (2000) describe a multimodal integration algorithm that parses entire utterances and resolves ambiguity in both the speech and gesture modalities. Chai and Qu (2005) present an alternative take on a similar problem, showing that speech recognition can be improved by increasing the salience of entities targeted by gestures. Both research projects differ from our own in that they assume the ontology of possible referents is known in advance. In addition, because gestures are performed with a pen rather than the free hand, gesture segmentation can be inferred from the contact of the pen with the sensing surface. Finally, the dialogue in both cases is human-computer, rather than human-human, so the language usage probably differs.
The research most similar to our own involves using gesture features to improve language processing in spontaneous human-to-human discourse. Gesture is shown to improve the task of sentence segmentation using automatically recognized features (Chen et al., 2004) , and more successfully with manual gesture annotations (Chen et al., 2006) . A hidden Markov model (HMM) is used to capture the relation between lexical tokens and sentence boundaries. They then train a maximum entropy model using a feature vector of the posterior probability estimates of the HMM and a set of gesture features based on the KendonMcNeill taxonomies described above. In earlier work, we show that gesture features can also improve coreference resolution; we describe a system in which a classifier is trained for coreference, using a joint feature vector of gesture and textual features (Eisenstein & Davis, 2006) . In both approaches, gesture and speech are combined in an unstructured way, such that even irrelevant hand movements may influence classification decisions. The approach that we present in this paper includes gesture features only when they are likely to be relevant, substantially improving performance above our previous reported results (Eisenstein & Davis, 2006) .
Model Combination Techniques for NLP
There is a large literature on integrating non-verbal features into NLP, much of it relating to prosody. For example, Shriberg, Stolcke, Hakkani-Tur, and Tur (2000) explore the use of prosodic features for sentence and topic segmentation. The first modality combination technique that they consider trains a single classifier with all modalities combined into a single feature vector; this is sometimes called early fusion. They also consider training separate classifiers and combining their posteriors, either through weighted addition or multiplication; this is sometimes called late fusion (see also Liu, 2004) . Experiments on multimodal fusion with prosodic features find no conclusive winner among early fusion, additive late fusion, and multiplicative late fusion (Shriberg et al., 2000; Kim, Schwarm, & Osterdorf, 2004) . These techniques have also been employed for gesture-speech fusion. In prior work, we employed early fusion for gesture-speech combination (Eisenstein & Davis, 2006) ; late fusion has also been applied to gesture-speech combination (Chen et al., 2004 (Chen et al., , 2006 . Toyama and Horvitz (2000) introduce a Bayesian network approach to modality combination for speaker identification. As in late fusion, modality-specific classifiers are trained independently. However, the Bayesian approach also learns to predict the reliability of each modality on a given instance, and incorporates this information into the Bayes net. While more flexible than early or late fusion, training modality-specific classifiers separately is still suboptimal compared to training them jointly, because independent training of the modality-specific classifiers forces them to account for data that they cannot possibly explain. For example, if the speaker's gestures are not relevant to the language processing task, it is counterproductive to train a gesture-modality classifier on the features at this instant; doing so can lead to overfitting and poor generalization.
Our approach combines aspects of both early and late fusion. As in early fusion, classifiers for all modalities are trained jointly. But as in Toyama and Horvitz's Bayesian late fusion model, modalities can be weighted based on their predictive power for specific instances. In addition, our model is trained to maximize conditional likelihood, rather than joint likelihood.
Related Machine Learning Approaches
From a machine learning perspective, our research relates to three general areas: domain adaptation, co-training, and hidden-variable conditional models.
In domain adaptation, one has a small amount of "in-domain" data that is relevant to the target classification task, and a large amount of "out-of-domain" data from a related, but different task (Blitzer, McDonald, & Pereira, 2006; Chelba & Acero, 2006) . The goal is to use the out-of-domain data to improve performance in the target domain. In one recent approach, each feature is replicated and separate weights are learned for the general and domain-specific applications of the feature (Daumé III, 2007) . In a sense, the model learns which features are relevant generally, and which are relevant only in specific domains. Our task is somewhat similar, in that we are interested in learning when to apply the gesture features, while simultaneously learning how they predict coreference. However, one key difference is that in domain adaptation, the data is partitioned into separate domains in advance, while our model must learn to identify cases in which the gesture is salient.
Co-training is another technique for combining multiple datasets (Blum & Mitchell, 1998) . In co-training, a small amount of labeled data is supplemented by a large amount of unlabeled data. Given sets of features that are each sufficient to predict the desired label -called "views" -separate classifiers can be trained such that the predictions of one classifier provide the labeled data for the other classifier. Such an approach is shown to yield better performance than using only the labeled data in some applications, such as parsing (Sarkar, 2001) . If large amounts of unlabeled data were available, co-training could be applied here, using the gesture and verbal features for the independent views. In our research, acquiring data is a greater bottleneck than creating the coreference annotations. In addition, previous attempts to apply co-training to textual coreference resolution proved largely unsuccessful , possibly because the views were not independently sufficient to predict the label. While further investigation on this topic is merited, our approach does not make use of any unlabeled data; instead, we treat gestures salience as a hidden variable within our existing dataset.
From a methodological standpoint, our work is most closely related to the literature on hidden variables in conditionally trained models. Quattoni, Collins, and Darrell (2004) improve object recognition through the use of a hidden variable indicating which "part" of the object contains each localized visual feature. Part-based object recognition had previously been performed in a generative framework, but the conditional approach permits the use of a broader feature set, without concern for whether the features are mutually independent. Subsequent work has shown how conditional hidden-variable models can be used in gesture recognition (Wang, Quattoni, Morency, Demirdjian, & Darrell, 2006) and language processing (Koo & Collins, 2005; Sutton, McCallum, & Rohanimanesh, 2007) . Wang et al. (2006) employ a model that is similar to HMM-based gesture recognition, with the hidden variable encoding different phases of the gesture to be recognized; again, the conditional approach is shown to improve performance. Hidden variables are applied to statistical parsing by Koo and Collins (2005) , assigning lexical items to word clusters or word senses. Finally, Sutton et al. (2007) use hidden variables to encode intermediate levels of linguistic structure that are relevant to the overall language-processing task. For example, in one application, hidden variables encode part-of-speech tags, which are then used for noun phrase chunking. We continue this line of work, extending hidden-variable conditional models with a novel, linguistically-motivated hidden-variable architecture for gesture-speech combination.
Dataset
The research described in this paper is based on a corpus of multimodal presentations. There are a few existing corpora that include visual data, but none are appropriate for our research. The Ami corpus (Carletta et al., 2005) includes video and audio from meetings, but participants are usually seated and their hands are often not visible in the video. The Vace corpus (Chen et al., 2005 ) also contains recordings of meetings, with tracking beacons attached to the speakers providing very accurate tracking. This corpus has not been publicly released at the time of this writing.
Both corpora address seated meeting scenarios; we have observed that gesture is more frequent when speakers give standing presentations, as in classroom lectures or business presentations. There are many such video recordings available, but they have typically been filmed under circumstances that frustrate current techniques for automatic extraction of visual features, including camera movement, non-static background, poor lighting, and occlusion of the speaker. Rather than focusing on these substantial challenges for computer vision, we chose to gather a new multimodal corpus. In gathering our corpus, we aimed to capture conversations in which gesture was frequent and direct, but also natural and unsolicited. We sought a middle ground between task-oriented dialogues such as Trains (Allen et al., 1995 ) and completely open-ended discussions such as Switchboard (Godfrey, Holliman, & McDaniel, 1992) . In our work, participants were given specific topics for discussion (usually the function of mechanical devices), but were then permitted to converse without outside interference. The speakers were given pre-printed diagrams to aid their explanations. The interpretation of gestures in this condition is usually relatively straightforward; many, if not most of the gestures involve pointing at locations on the diagram. Visual aids such as printed or projected diagrams are common to important application areas, including business presentations, classroom lectures, and weather reports. Thus, this restriction does not seem overly limiting to the applicability of our work. We leave the presumably more challenging problem of understanding the gestures that are produced without visual aids to future work. Figure 1 shows two still frames from our corpus, with the accompanying text. The visual aid is shown in more detail in Figure 2 . Our corpus includes sixteen short videos from nine different speakers. A total of 1137 noun phrases were transcribed; this is roughly half the number found in the MUC6 training set, a text-only dataset that is also used for coreference resolution (Hirschman & Chinchor, 1998) . Building a multimodal corpus is a time-consuming task requiring substantial manpower, but we hope that this initial work will lead to larger future corpora that are well-suited for the study of gesture in natural language processing. Corpus statistics can be found in Appendix C, and the data is available on-line at: http : //mug.csail.mit.edu/publications/2008/Eisenstein JAIR/ Finally, we draw the reader's attention to the differences between this corpus and commonly-used textual corpora in coreference resolution, such as MUC (Hirschman & Chinchor, 1998) . Topically, this corpus focuses on description of mechanical devices, rather than news articles. Consequently, the emphasis is less on disambiguating entities such as people and organizations, and more on resolving references to physical objects. The corpora also differ in genre, with our corpus comprised of spontaneous speech, while the MUC corpus includes edited text. Such genre distinctions are known to play an important role in patterns of reference (Strube & Müller, 2003) and language use generally (Biber, 1988) . Four different mechanical devices were used as topics of discussion: a piston, candy dispenser (Figure 2 ), latch box (shown in Appendix B), and pinball machine.
Data Gathering Protocol
Fifteen pairs of participants joined the study by responding to posters on our university campus; their ages ranged from 18-32, and all participants were university students or staff. A subset of nine pairs of participants was selected on the basis of recording quality, 6 and their speech was transcribed and annotated. The corpus is composed of two videos from each of the nine pairs; audio recording problems forced us to exclude two videos, yielding 16 annotated documents, each between two and three minutes in duration.
One participant was randomly selected from each pair to be the "speaker," and the other to be the "listener." The speaker's role was to explain the behavior of a mechanical device to the listener. The listener's role was to understand the speaker's explanations well enough to take a quiz later. Prior to each discussion, the speaker privately viewed a simulation of the operation of the relevant device.
The speaker was limited to two minutes to view the video or object and three minutes to explain it; the majority of speakers used all of the time allotted. This suggests that we could have obtained more natural data by not limiting the explanation time. However, we found in pilot studies that this led to problematic ordering effects, where participants devoted a long time to the early conditions, and then rushed through later conditions. With these time constraints, the total running time of the experiment was usually around 45 minutes. The data used in this study is part of a larger dataset initially described by Adler, Eisenstein, Oltmans, Guttentag, and Davis (2004) .
Speech Processing
Speech was recorded using headset microphones. An integrated system controlled the synchronization of the microphones and video cameras. Speech was transcribed manually, and audio was hand-segmented into well-separated chunks with duration not longer than twenty seconds. The chunks were then force-aligned by the Sphinx-II speech recognition system (Huang, Alleva, Hwang, & Rosenfeld, 1993) .
A wide range of possibilities exist regarding the fidelity and richness of transcribed speech. Choices include transcription quality, existence of punctuation and capitalization, the presence of sentence boundaries and syntactic annotations. We assume a perfect transcription of words and sentence boundaries, 7 but no additional punctuation. This is similar to much of the NLP research on the Switchboard corpus, (e.g., Kahn, Lease, Charniak, Johnson, & Ostendorf, 2005; Li & Roth, 2001) , although automatic speech recognition (ASR) transcripts are also used (e.g., Shriberg et al., 2000) . Using ASR may more accurately replicate the situation for an application developer. However, such an approach would also introduce a certain arbitrariness, as results would depend heavily on the amount 6. Difficulties with the microphones prevented us from getting suitable audio recordings in several cases; in other cases there were difficulties in synchronizing the two microphones and two video cameras. 7. Sentence boundaries were annotated according to the NIST Rich Transcription Evaluation (NIST, 2003) .
of effort spent tuning the recognizer. In particular, if the recognizer is not well-tuned, this approach risks overstating the relative contribution of gesture features, because the verbal features would then be of little value.
Our natural language task of coreference resolution requires noun phrase boundaries as a preprocessing step, and we provide gold-standard noun phrase annotation. Our goal is to isolate the contribution of our model for gesture-speech combination on the coreference task, and thus we did not wish to deliberately introduce noise in the noun phrase boundaries. Gold standard noun phrase annotations have been used in previous research on coreference resolution, (e.g., McCallum & Wellner, 2004; Haghighi & Klein, 2007) . 8 In addition, automatic noun phrase chunking is now possible with high accuracy. F-measures exceeding .94 have been reported on textual corpora (Kudo & Matsumoto, 2001; Sha & Pereira, 2003) ; on transcripts of the Switchboard corpus, state-of-the-art performance exceeds .91 (Li & Roth, 2001) . 9 The annotation of noun phrases followed the MUC task definition for "markable" NPs (Hirschman & Chinchor, 1998) . Personal pronouns were not annotated, as the discourse focused on descriptions of mechanical devices. Such pronouns could easily be filtered out automatically. Annotation attempted to transcribe all other noun phrases. A total of 1137 markable NPs were transcribed. This is roughly half the size of the MUC6 training set, which includes 2072 markable NPs over 30 documents. The gold standard coreference and markable annotation was performed by the first author, using both the audio and video information.
An additional rater performed coreference annotations to help assess validity. The rater is a native speaker of English and is not an author on this paper. She annotated two documents, comprising a total of 270 noun phrases. Using the interrater agreement methodology described by Passonneau (1997) , a score of .65 is obtained on Krippendorf's alpha. This is comparable to some of the results from the MUC textual corpus (Passonneau, 1997) , but higher than the agreement reported on a corpus of multi-party spoken dialogues (Müller, 2007) .
Finally, we assume gold standard sentence boundaries, but no additional punctuation.
Vision Processing
Video recording was performed using standard digital camcorders. Participants were given two different colored gloves to facilitate hand tracking. Despite the use of colored gloves, a post-study questionnaire indicated that only one of the thirty participants guessed that the study was related to gesture. The study was deliberately designed so that participants had very little free time to think; when not actually conducting the dialogue, the speaker was busy viewing the next mechanical system, and the participant was busy being tested on the previous conversation. We also presented consent forms immediately after the gloves, which may have diverted attention from the gloves' purpose.
8. The cited references do not include noun phrase that unless they participate in coreference relations; we include all noun phrases regardless. 9. This high accuracy on switchboard does not imply good performance on our data, since we do not have annotated data for noun phrase boundaries. Thus the overall impact of noisy preprocessing on coreference performance is unknown. In addition, it is possible that noisy noun phrase boundaries may pose particular problems for our approach, which assesses gesture features over the duration of the NP.
An articulated upper-body tracker was used to model the position of the speaker's torso, arms, and hands. By building a complete upper-body tracker, rather than simply tracking the individual hands, we were able to directly model occlusion of the hands and arms. At each frame, an annealed particle filter is used to search the space of body configurations. Essentially, the system performs a randomized beam search to simultaneously achieve three objectives: a) maximize the overlap between the model and pixels judged to be in the foreground, b) match the known glove color to the color observed at the hypothesized hand positions, c) respect physiological constraints and temporal continuity. The system was implemented using the OpenCV library. 10 The tracker was inspired largely by the annealed particle filter of Deutscher, Blake, and Reid (2000); the main differences were that Deutscher et al. did not use color cues such as gloves, but did use multiple cameras to facilitate 3D tracking. We used only a single monocular camera and a 2.5D model (with just one degree of freedom in the depth plane, permitting body rotation). Parameters of the model, such as the body dimensions, are customized for each speaker. Each speaker provided two different explanations, and the segmentation of these videos was performed manually. No additional post-processing, calibration, or "cleaning" of the tracker output is performed.
From inspection, the lack of depth information appears the cause of many of our system's errors; bending of the arm joints in the depth dimension caused the arm length to appear to change in ways that were confusing to our model. Nonetheless, we estimate by manual examination of the tracking output that both hands were tracked accurately and smoothly over 90% of the time when not occluded. It is difficult to assess the tracker performance more precisely, as that would require ground truth data in which the actual hand positions were annotated manually at each time step.
Conditional Modality Fusion for Coreference Resolution
In this section we describe conditional modality fusion. In Section 4.1 we describe how hidden variables are incorporated in conditional models. Then in Section 4.2, we describe how various theories of model combination are expressed in this framework. In Section 4.3, we give details of our implementation.
Hidden Variables in Conditional Models
Our goal is to learn to use non-verbal features to make predictions when they are helpful, and ignore them when they are not. We call this approach conditional modality fusion. More formally, we are trying to predict a label y ∈ {−1, 1}, representing a single binary coreference decision of whether two noun phrases refer to the same entity.
The hidden variable h describes the salience of the gesture features. The observable features are written as x, and our model is to learn a set of weights w. Our hidden variable approach learns to predict y and h jointly, given labeled training data only for y. We use a conditional model, writing:
Here, ψ is a potential function representing the compatibility between the label y, the hidden variable h, and the observations x; this potential is parameterized by a vector of weights, w. The numerator expresses the compatibility of the label y and observations x, summed over all possible values of the hidden variable h. The denominator sums over both h and all possible labels y , yielding the conditional probability p(y|x; w).
This model can be trained by a gradient-based optimization to maximize the conditional log-likelihood of the observations. The unregularized log-likelihood and gradient are given by:
The use of hidden variables in a conditionally-trained model follows Quattoni et al. (2004) . However, while this reference gives the general outline for hidden-variable conditional models, the form of the potential function depends on the role of the hidden variable. This is problem-specific, and a novel contribution of our research is the exploration of several different potential functions, permitting different forms of modality fusion.
Models of Modality Fusion
The form of the potential function ψ is where our intuitions about the role of the hidden variable are formalized. We consider three alternative forms for ψ, capturing different theories of gesture-speech integration. The models range from a simple concatenation of gesture-speech features to a structured fusion model that dynamically assesses the relevance of gesture features for every noun phrase.
The models we consider are influenced by our goal, which is to determine whether two noun phrases (NPs) are coreferent. Gesture salience is assessed at each NP, to determine whether the gestural features should influence our decision about whether the noun phrases corefer. We set h = h 1 , h 2 , with h 1 ∈ {1, −1} representing gesture salience during the first noun phrase (antecedent), and h 2 ∈ {1, −1} representing gesture salience during the second noun phrase (anaphor).
Same-Same model
In the trivial case, we ignore the hidden variable and always include the features from both gesture and speech. Since the weight vectors for both modalities are unaffected by the hidden variable, this model is referred to as the "same-same" model. Note that this is identical to a standard log-linear conditional model, concatenating all features into a single vector. This model is thus a type of "early fusion," meaning that the verbal and non-verbal features are combined prior to training.
x v and w v refer to the features and weights for the verbal modality; x nv and w nv refer to the non-verbal modality.
Same-Zero Model
Next, we consider a model that treats the hidden variable as a gate governing whether the gesture features are included. This model is called the "same-zero" model, since the verbal features are weighted identically regardless of the hidden variable, and the gesture feature weights go to zero unless h 1 = h 2 = 1.
The features x h and weights w h contribute to the estimation of the hidden variable h. They may include some or all of the features from x v and x nv , or different features. These features are assessed independently at each noun phrase, yielding x h 1 for the antecedent and x h 2 for the anaphor.
This model reflects the intuition that gesture features (measured by x nv ) are relevant only when the gestures during both noun phrases are salient. Thus, these features contribute towards the overall potential only when h 1 = h 2 = 1.
Different-Zero Model
We may add flexibility to our model by permitting the weights on the verbal features to change with the hidden variable. This model is called the "different-zero" model, since a different set of verbal weights (w v,1 or w v,2 ) is used depending on the value of the hidden variable. Such a model is motivated by empirical research showing language usage is different when used in combination with meaningful non-verbal communication than when it is used unimodally (Kehler, 2000; Melinger & Levelt, 2004) .
The formal definition of the potential function is:
Other Models
We have presented three models of increasing complexity; the "different-different" model is one step more complex, including two pairs of weight vectors for both verbal and gestural features (see Equation 6 ). In this model, the distinction between verbal and non-verbal features (x v and x nv ) evaporates, and there is no reason that the hidden variable h should actually indicate the relevance of the non-verbal features. In addition, the high degree of freedom of this model may lead to overfitting.
The models that we have considered assume that the verbal features are always relevant, while the gesture features may sometimes be ignored. In other words, we have not considered whether it might be necessary to assess the salience of the verbal features. One might consider alternative potential functions such as a "zero-same" model, in which the verbal features were sometimes ignored. We did not consider such models, as gesture unaccompanied by speech is extremely rare in our dataset.
Implementation
The objective function (Equation 1) is optimized using a Java implementation of L-BFGS, a quasi-Newton numerical optimization technique (Liu & Nocedal, 1989) . Standard L2-norm regularization is employed to prevent overfitting, with cross-validation to select the regularization constant. Java source code is available online: http://rationale.csail.mit.edu/gesture Although standard logistic regression optimizes a convex objective, the inclusion of the hidden variable renders our objective non-convex. Thus, convergence to a global optimum is not guaranteed, and results may differ depending on the initialization. Nonetheless, nonconvexity is encountered with many models in natural language processing and machine learning generally, such as Baum-Welch training of hidden Markov models (HMMs) (Rabiner, 1989) or hidden-state conditional random fields (Quattoni et al., 2004; Sutton & McCallum, 2006) . Often, results can be shown to be reasonably robust to initialization; otherwise, multiple restarts can be used to obtain greater stability. We present an empirical evaluation in Section 6.2 showing that our results are not overly sensitive to initialization. In all other experiments, weights are initialized to zero, enabling the results to be reproduced deterministically.
Features
Coreference resolution has been studied for over thirty years in the AI community (Sidner, 1979; Kameyama, 1986; Brennan, Friedman, & Pollard, 1987; Lappin & Leass, 1994; Walker, 1998; Strube & Hahn, 1999; Soon, Ng, & Lim, 2001; Ng & Cardie, 2002) . Based on this large body of work, there is a broad consensus on a core set of useful verbal features. This paper contributes to the literature with the study of gesture features, both for multimodal coreference resolution and for identifying salient gestures. We describe these Pairwise verbal features feature type description edit-distance similarity a numerical measure of the string similarity between the two NPs exact-match similarity true if the two NPs are identical str-match similarity true if the NPs are identical after removing articles nonpro-str similarity true if the antecedent i and the anaphor j are not pronouns, and str-match is true pro-str similarity true if i and j are pronouns, and str-match is true j-substring-i similarity true if the j is a substring of the i i-substring-j similarity true if i is a substring of j overlap similarity true if there are any shared words between i and j np-dist centering-based the number of noun phrases between i and j in the document sent-dist centering-based the number of sentences between i and j in the document both-subj centering-based true if both i and j precede the first verb of their sentences same-verb centering-based true if the first verb in the sentences for i and j is identical number-match compatibility true if i and j have the same number Single-phrase verbal features pronoun centering-based true if the NP is a pronoun count centering-based number of times the NP appears in the document has-modifiers centering-based true if the NP has adjective modifiers indef-np centering-based true if the NP is an indefinite NP (e.g., a fish) def-np centering-based true if the NP is a definite NP (e.g., the scooter ) dem-np centering-based true if the NP begins with this, that, these, or those lexical features centering-based lexical features are defined for the most common pronouns: it, that, this, and they 
Verbal Features
Our selection of verbal features is motivated by the extensive empirical literature on textbased coreference resolution (Soon et al., 2001; Ng & Cardie, 2002; Strube & Müller, 2003; Daumé III & Marcu, 2005) . The proliferation and variety of features that have been explored is a consequence of the fact that coreference is a complex discourse phenomenon. Moreover, realization of coreference is highly dependent on the type of discourse in which it appears; relevant factors include the modality (e.g., speech vs. language), genre (e.g., meeting vs. lecture) and topic (e.g., politics vs. scientific subject). Although certain feature types are application-specific, three classes of features -centering-based, similarity, and compatibility features -are useful across most coreference applications. These classes form a basis of the verbal features used by our model. Table 1 provides a brief description of our verbal feature set. We draw examples from the transcript in Appendix A to provide a more detailed explanation of these features and motivate their use in our application.
Pairwise gesture features focus-distance the Euclidean distance in pixels between the average hand position during the two NPs DTW-agreement a measure of the agreement of the hand-trajectories during the two NPs, computed using dynamic time warping same-cluster* true if the hand positions during the two NPs fall in the same cluster JS-div* the Jensen-Shannon divergence between the cluster assignment likelihoods Single-phrase gesture features dist-to-rest distance of the hand from rest position jitter sum of instantaneous motion across NP speed total displacement over NP, divided by duration rest-cluster* true if the hand is usually in the cluster associated with rest position movement-cluster* true if the hand is usually in the cluster associated with movement Table 2 : The set of gesture features for multimodal coreference resolution. Features not used in prior work on gesture analysis are annotated with an asterisk (*).
• Centering-related features: This set of features captures the relative prominence of a discourse entity in a local discourse, and its likelihood to act as a coreferent for a given phrase. These features are inspired by linguistic analysis formalized in Centering Theory, which links coreferential status of an entity with its discourse prominence (Grosz, Joshi, & Weinstein, 1995; Walker, Joshi, & Prince, 1998; Strube & Hahn, 1999; Poesio, Stevenson, Eugenio, & Hitzeman, 2004; Kibble & Power, 2004) . This theory hypothesizes that at any point of a coherent discourse, only one entity is in focus and it characterizes local discourse in terms of focus transitions between adjacent sentences.
Most of the existing machine-learning based coreference systems do not attempt to fully implement Centering-style analysis. 11 Instead, a number of centering-related features are included. For instance, to identify focus-preserving transitions (i.e., CON-TINUE transitions) a feature both-subj is introduced. According to the theory, such transitions are common in locally-coherent discourse, and therefore coreference assignments consistent with this principle may be preferable. We also characterize transitions in terms of their span (np-dist and sent-dist). Transitions that involve short gaps are preferred over transitions with long gaps.
Another important set of Centering-related features is defined at the level of a single phrase. The syntactic role of a phrase in a sentence -captured in features such as pronoun, has-modifiers, indef-np -indicates its discourse prominence and therefore its likelihood to be a coreference antecedent. For example, consider an utterance from lines 12 and 13: "and this spring is active meaning that its going up and down." Here, the anaphor "it" clearly refers to the antecedent "this spring." The 11. Such an implementation is challenging in several respects: one has to specify the "free parameters" of the system (Poesio et al., 2004) and to determine ways of combining the effects of various constraints. Additionally, an implementation of centering depends on obtaining detailed syntactic information, which is not available in our case.
fact that the antecedent is a demonstrative noun phrase (beginning with "this") 12 and that the anaphor is a pronoun are also centering-related features that suggest coreference is likely. In addition to the syntactic status, we also take into account the frequency of a noun phrase in a monologue (see count). Frequency information is commonly used to approximate topical salience of an entity in a text (Barzilay & Lapata, 2005 ).
• Similarity features: A simple yet informative set of coreference cues are based on string-level similarity between noun phrases. For instance, the reference between "this spring" in line 12 and the identical noun phrase in line 5 can be resolved by the exact match of the surface forms. In general, researchers in text-based coreference resolution have found that the string match feature is the single most predictive feature because a discourse entity is commonly described using identical or similar noun phrases (Soon et al., 2001 ).
In our system, the similarity information is captured in seven features that quantify the degree of string overlap. For instance, the feature (exact-match) indicates full overlap between noun phrases, while the feature (overlap) captures whether two phrases share any common words. In the context of coreference resolution, noun phrase match is more informative than pronoun match, so we use distinct features for matching strings in these syntactic categories (e.g., nonpro-str vs. pro-str), following (Ng & Cardie, 2002) . Surface similarity may also be quantified in terms of edit-distance ).
• Compatibility features: An important source of coreference information is compatibility between two noun phrases. For instance, the utterance "the ball" in line 11 can not refer to the preceding noun phrase "these things," since they are incompatible in number. Feature number-match captures this information. Since the topic of discourse in our corpus relates to mechanical devices, almost all noun phrases are neuter-gendered. This eliminates the utility of features that measure gender compatibility. Finally, we note that more complex semantic compatibility features have previously been explored (Harabagiu, Bunescu, & Maiorano, 2001; Strube et al., 2002; Yang, Zhou, Su, & Tan, 2003; Ji, Westbrook, & Grishman, 2005; Daumé III & Marcu, 2005; Yang, Su, & Tan, 2005) .
Some features that are traditionally used in coreference were avoided here. Features that depend on punctuation seem unlikely to be applicable in an automatic recognition setting, at least in the near future. In addition, while many systems in the MUC and ACE coreference corpora use "gazetteers" that list the names of nations and business entities, such features are not relevant to our corpus. Another possibility is to use features identifying the speaker, to capture individual variation in patterns of reference (Chai, Hong, Zhou, & Prasov, 2004; Jordan & Walker, 2005) . However, we wished to develop an approach that was speaker-independent.
12. Simple string matching techniques are used to assess phrase types: definite noun phrases are those beginning with the article "the"; indefinite noun phrases begin with "a" or "an"; demonstrative noun phrases begin with "this." Bare plurals are not marked as indefinites, and proper names do not appear in the dataset.
Non-Verbal Features
Our non-verbal features attempt to capture similarity between the speaker's hand gestures, as similar gestures can suggest semantic similarity (McNeill, 1992; Quek et al., 2002a) . For example, two noun phrases may be more likely to corefer if they are accompanied by identical pointing gestures. In this section, we describe features that quantify various aspects of gestural similarity. In general, these features are computed over the duration of each noun phrase, yielding a single feature vector per NP. While it is not universally true that the beginning and end points of relevant gestures line up exactly with the beginning and end of the associated words, several experiments have demonstrated the close synchrony of gesture and speech (McNeill, 1992) . In future work, we hope to explore whether more sophisticated gesture segmentation techniques can improve performance.
The most straightforward measure of similarity is the Euclidean distance between the average hand position during each noun phrase -we call this focus-distance. 13 Euclidean distance captures cases in which the speaker is performing a gestural "hold" in roughly the same location (McNeill, 1992) . However, Euclidean distance may not correlate directly with semantic similarity. For example, when gesturing at a detailed part of a diagram, very small changes in hand position may be semantically meaningful, while in other regions positional similarity may be defined more loosely. Ideally, we would compute a semantic feature capturing the object of the speaker's reference (e.g., "the red block"), but this is not possible in general, since a complete taxonomy of all possible objects of reference is usually unknown.
Instead, we perform a spatio-temporal clustering on hand position and velocity, using a hidden Markov model (HMM). Hand position and speed are used as observations, and are assumed to be generated by Gaussians, indexed by the model states. The states themselves correspond to clusters, and cluster membership can be used as a discretized representation of positional similarity. Inference of state membership and learning of model parameters are performed using the traditional forward-backward and Baum-Welch algorithms (Rabiner, 1989) .
While a standard hidden Markov model may be suitable, we can increase robustness and make better use of available training data by reducing the model's degrees-of-freedom. Reducing the number of degrees-of-freedom means that we are learning simpler models, which are often more general. This is done through parameter tying: requiring some subsets of model parameters to take the same values (Bishop, 2006) . We employ three forms of parameter tying:
1. Only one state is permitted to have an expected speed greater than zero. This state is called the "move" state; all other states are "hold" states, and their speed observations are assumed to be generated by zero-mean Gaussians. Only a single "move" state is used because we are most concerned about the location of hold gestures.
2. Transitions between distinct hold states are not permitted. This reflects the commonsense idea that it is not possible to transition between two distinct positions without moving.
3. The outgoing transition probabilities from all hold states are assumed to be identical. Intuitively, this means that the likelihood of remaining within a hold state does not depend on where that hold is located. While it is possible to imagine scenarios in which this does not hold, it is a reasonable simplification that dramatically reduces the number of parameters to be estimated.
Two similarity features are derived from the spatio-temporal clustering. The samecluster feature reports whether the two gestures occupy the same state for the majority of the durations of the two noun phrases. This is a boolean feature that indicates whether two gestures are in roughly the same area, without need for an explicit discretization step. However, two nearby gestures may not be classified as similar by this method, if they are near the boundary between two states, or if both gestures move between multiple states. For this reason, we quantify the similarity of the state assignment probabilities using the Jensen-Shannon divergence, a metric on probability distributions (Lin, 1991) . JS-div is a real-valued feature that provides a more nuanced view of the gesture similarity based on the HMM clustering. Both same-cluster and JS-div are computed independently for models comprising five, ten, and fifteen states.
The gesture features described thus far largely capture the similarity between static gestures; that is, gestures in which the hand position is nearly constant. However, these features do not capture the similarity between gesture trajectories, which may also be used to communicate meaning. For example, a description of two identical motions might be expressed by very similar gesture trajectories. To measure the similarity between such dynamic gestures, we use dynamic time warping (Huang, Acero, & Hon, 2001) ; this is reported in the DTW-distance feature. Dynamic time warping has been used frequently in recognition of predefined gestures (Darrell & Pentland, 1993) .
All features are computed from hand and body pixel coordinates, which are obtained automatically via computer vision, without manual post-processing of any kind (see Section 3.3). Our feature set currently supports only single-hand gestures, using the hand that is farthest from the body center. As with the verbal feature set, Weka's default supervised binning class was applied to the continuous-valued features (Fayyad & Irani, 1993) . 14 This method identifies "cut points" that minimize the class-wise impurity of each side of the cut, measured using average class entropy. A greedy top-down approach is used to recursively partition the domain of an attribute value. Partitioning is terminated by a criterion based on minimum description length.
Meta Features
Meta features are observable properties of the speech and gesture that give clues about whether the speaker is gesturing in a way that is meaningful for the language language processing task at hand. We hypothesize that the difference between relevant and irrelevant hand motions is apparent in a range of verbal and visual features. In equations 4-6, these features are represented by x h 1 and x h 2 . Unlike the similarity-based features described above, meta features must be computable at a single instant in time, as they encode properties of individual gestures and their cotemporal NPs.
Previous research has investigated which types of verbal utterances are likely to be accompanied by gestural communication (Melinger & Levelt, 2004; Kehler, 2000) . However, this is the first attempt to formalize this relationship in the context of a machine-learning approach that predicts gesture salience.
Verbal Meta Features
Meaningful gesture has been shown to be more frequent when the associated speech is ambiguous (Melinger & Levelt, 2004) . Kehler (2000) finds that fully-specified noun phrases are less likely to receive multimodal support. These findings lead us to expect that gestures should be likely to co-occur with pronouns, and unlikely to co-occur with noun phrases that begin with the determiner "the," particularly if they include adjectival modifiers. To capture these intuitions, all single-phrase verbal features (Table 1) are included as meta-features.
Non-verbal Meta Features
Research on gesture has shown that semantically meaningful hand motions usually take place away from "rest position," which is located at the speaker's lap or sides (McNeill, 1992) . Effortful movements away from these default positions can thus be expected to predict that gesture is being used to communicate. We identify rest position as the center of the body on the x-axis, and at a fixed, predefined location on the y-axis. The dist-torest feature computes the average Euclidean distance of the hand from the rest position, over the duration of the NP.
Hand speed may also be related to gesture salience. The speed feature captures the overall displacement (in pixels) divided by the length of the noun phrase. Writing x for the hand position and t ∈ {1, 2, . . . , T } for the time index, we have speed = 1 T ||x T − x 1 || 2 . The jitter feature captures the average instantaneous speed: jitter = 1 T T t=2 (x t −x t−1 ) T (x t − x t−1 ). This feature captures periodic or jittery motion, which will not be quantified by the speed feature if the end position is not far from the original position. Also, high jitter often indicates that the tracker has lost the hand position, which would be an excellent reason to ignore the gesture features.
As noted in the previous section, an HMM was used to perform a spatio-temporal clustering on the hand positions and velocities. The rest-cluster feature takes the value "true" iff the most frequently occupied state during the NP is the closest to rest position. In addition, parameter tying is used in our HMM to ensure that all states but one are static holds, and this remaining state represents the transition movements between those holds. Only this last state is permitted to have an expected non-zero speed; if the hand is most frequently in this state during the NP, then the movement-cluster feature takes the value "true."
Evaluation on Coreference Resolution
In this evaluation, we assess whether gesture features improve coreference resolution, and we compare conditional modality fusion to other approaches for gesture-speech combination.
Evaluation Setup
We describe our procedure for evaluating the performance of our approach. This includes the evaluation metric (Section 6.1.1), baselines for comparison (Section 6.1.2), and parameter tuning (Section 6.1.3). The coreference annotations were described in Section 3.2.
Evaluation Metric
Coreference resolution is often performed in two phases: a binary classification phase, in which the likelihood of coreference for each pair of noun phrases is assessed; and a global partitioning phase, in which the clusters of mutually-coreferring NPs are formed. Our model does not address the global partitioning phase, only the question of whether each pair of noun phrases in the document corefer. Moving from pairwise noun phrase coreference to global partitioning requires a clustering step that may obscure performance differences on the level at which our model operates. Moreover, these results will depend on the choice of the clustering algorithm and the mechanism for selecting the number of clusters (or, alternatively, the cut-off value on merging clusters). This parameterization is particularly challenging for our corpus because we do not have a large dedicated development set. Consequently, the bulk of our evaluation is performed on the binary classification phase. However, for the purpose of comparing with prior work on coreference, we also perform a global evaluation, which measures the overall results after clustering.
For the binary evaluation, we use the area under the ROC curve (auc) as an error metric (Bradley, 1997) . auc evaluates classifier performance without requiring the specification of a cutoff. This metric penalizes misorderings -cases in which the classifier ranks negative examples more highly than positive examples. Such ROC analysis is increasingly popular, and has been used in a variety of NLP tasks, including the detection of action items in emails (Bennett & Carbonell, 2007) and topic segmentation (Malioutov & Barzilay, 2006) . Although binary evaluation is not typically used for coreference resolution, we believe it is an appropriate choice here, for the reasons noted above.
The global evaluation uses the constrained entity-alignment f-measure (ceaf) for evaluation (Luo, 2005) . This metric avoids well-known problems with the earlier MUC evaluation metric (Vilain, Burger, Aberdeen, Connolly, & Hirschman, 1995) . The clustering step is performed using two standard techniques from the literature, which we describe in Section 6.3. In future work we plan to explore techniques that perform coreference in a single joint step (e.g., Daumé III & Marcu, 2005) . Then a global metric would be more appropriate to measure the contributions of our model directly.
Baselines
Conditional modality fusion (cmf) is compared with traditional approaches to modality combination for NLP tasks:
• Early fusion. The early fusion baseline includes all features in a single vector, ignoring modality. This is equivalent to standard maximum-entropy classification. Early fusion is implemented with a conditionally-trained log-linear classifier; it uses the same code as the cmf model, but always includes all features.
• Late fusion. The two late fusion baselines train separate classifiers for gesture and speech, then combine their posteriors. The modality-specific classifiers are conditionallytrained log-linear classifiers, and again use the same code as the cmf model. For simplicity, a parameter sweep identifies the interpolation weights that maximize performance on the test set. Thus, it is likely that these results somewhat overestimate the performance of these baseline models. Both additive and multiplicative combination are considered.
• No fusion. These baselines include the features from only a single modality, and again build a conditionally-trained log-linear classifier. Implementation uses the same code as the cmf model, but weights on features outside the target modality are forced to zero.
An important question is how our results compare with existing state-of-the-art coreference systems. The "no fusion, verbal features only" baseline provides a reasonable representation of prior work on coreference, by applying a maximum-entropy classifier to a set of typical textual features. A direct comparison with existing implemented systems would be ideal, but all such available systems use textual features that are inapplicable to our spoken-language dataset, such as punctuation, capitalization, and gazetteers.
Parameter Tuning
As the small size of the corpus did not permit dedicated test and training sets, results are computed using leave-one-out cross-validation, with one fold for each of the sixteen documents in the corpus. Parameter tuning was performed using cross validation within each training fold. This includes the selection of the regularization constant, which controls the trade-off between fitting the training data and learning a model that is simpler (and thus, potentially more general). In addition, binning of continuous features was performed within each cross-validation fold, using the method described in Section 5.2. Finally, as noted above, model weights are initialized to zero, enabling deterministic reproducibility of the experiments.
Results
Conditional modality fusion outperforms all other approaches by a statistically significant margin (Table 4) . Compared with early fusion, the different-zero model for conditional modality fusion offers an absolute improvement of 1.17% in area under the ROC curve (auc) -compare lines 1 and 4 in the table. A paired t-test shows that this result is statistically significant (p < .01, t(15) = 3.73). cmf obtains higher performance on fourteen of the sixteen cross-validation folds. Both additive and multiplicative late fusion perform on par with early fusion. The p-values of the significance tests for of all pairwise comparisons are shown in Table 5 .
Early fusion with gesture features is superior to unimodal verbal classification by an absolute improvement of 1.64% auc (p < .01, t(15) = 4.45) -compare lines 4 and 7 in Table 4 . The additional 1.17% auc provided by conditional modality fusion amounts to a relative 73% increase in the power of the gesture features. The results are relatively robust to variations in the regularization constant, as shown in Figure 3 . This means that the
Uses two different sets of weights for both verbal and gestural features, depending on the hidden variable (equation 6). Uses only one modality for classification. Table 4 : Coreference performance, in area under the ROC curve (auc). The systems are described in Table 3 DD SZ E LM LA VO GO cmf different-zero (DZ) . .01 Gesture features only (GO) Table 5 : P-values of the pairwise comparison between models. "ns" indicates that the difference in model performance is not significant at p < .05. The parentheses in the left column explain the abbreviations in the top line. As noted in Section 4.3, conditional modality fusion optimizes a non-convex objective. We perform an additional evaluation to determine whether performance is sensitive to initialization. Randomizing the weights over five different iterations with our best-performing system, we observed a standard deviation of 1.09 * 10 −3 in area under the ROC curve (auc). In all other experiments the weights were initialized to zero, enabling the results to be reproduced deterministically.
Global Metric
Coreference is traditionally evaluated with a global error metric. Our research is directed specifically at the binary classification of coreference between pairs of noun phrases, so we Table 6 : ceaf global evaluation scores, using best clustering threshold have focused on evaluating that specific portion of the larger coreference problem. However, for the purpose of comparing with prior research on coreference, we present results using a more traditional global metric.
To perform a global evaluation, we must cluster the noun phrases in the document, using the pairwise coreference likelihoods as a similarity metric. We experiment with two clustering methods that are commonly used in the literature. The first-antecedent technique resolves NPs to the first antecedent whose similarity is above a predefined threshold (Soon et al., 2001 ). The best-antecedent technique resolves each noun phrase to the most compatible prior noun phrase, unless none is above the threshold (Ng & Cardie, 2002) . Figure 4 shows the global scores, plotted against the value of the clustering threshold. For clarity, only the best performing system from each class is shown: for conditional modality fusion, we plot the different-zero model; from the multimodal baselines, we plot the additive late fusion model (the combination of additive late fusion and the best-antecedent clustering method is the best performing multimodal baseline); from the unimodal baseline, we plot the verbal-features only baseline. Table 6 lists the performance of each method at its optimum clustering threshold. For comparison, Ng reports a ceaf score of 62.3 (Ng, 2007) on the ACE dataset, although the results are not directly comparable due to the differences in corpora.
As shown in these results, performance is sensitive to both the clustering method and the clustering threshold. Conditional modality fusion generally achieves the best results, and best-antecedent clustering generally outperforms the first-antecedent technique. Nonetheless, the advantage of conditional modality fusion is smaller here than with ROC analysis. We believe that ROC analysis demonstrates the advantage of conditional modality fusion more directly, while the global metric interposes a clustering step that obscures differences between the classification techniques. Nonetheless, the global metric may be a better overall measure of the quality of coreference for downstream applications such as search or summarization. In future work, we hope to investigate whether the conditional modality fusion approach can be applied to global models of coreference that do not require separate classification and clustering phases (e.g., Daumé III & Marcu, 2005) .
Feature Analysis
The machine learning approach that we have adopted permits a novel analysis in which we compare the linguistic contribution of our gesture features in the presence of other verbal features. Thus we can investigate which gesture features supply unique information over and above the verbal features. In addition, we analyze which types of verbal features correlate closely with gesture features, and which are independent. All statistical significance results are based on two-tailed, paired t-tests. Figure 5 shows the contribution of three classes of gestural similarity features: focusdistance, DTW-agreement, and the two HMM-based features (same-cluster and JSdiv). The top dotted line in the graph shows performance of the different-zero model with the complete feature set, and the bottom line shows performance of this model without any gestural similarity features. 15 Each feature group conveys useful information, as performance with any one feature group is always better than performance without gestural similarity features (p < .01, t(15) = 3.86 for DTW-agreement, the weakest of the three feature groups). The performance using only the focus-distance is significantly better than when only the DTW-agreement feature is used (p < .05, t(15) = 2.44); other comparisons are not significant. We also find 15. Note that the baseline of "no gesture features" is higher than the "no fusion (verbal features only)" baseline from Table 4 . Although the feature groups here are identical, the classifiers are different. The "no fusion (verbal features only)" baseline uses a standard log-linear classifier, while "no gesture features" uses conditional modality fusion, permitting two sets of weights for the verbal features, as shown in equation 5. Figure 5: An analysis of the contributions of each set of gestural similarity features. The "plus" column on the left of the table shows results when only that feature set was present; the "minus" column shows results when it was removed. As before, the metric is area under the ROC curve (auc).
Gestural Similarity
evidence of redundancy between the feature groups, as removing any individual feature group does not significantly impair performance if the other two feature groups remain.
Verbal and Gestural Overlap
Next, we assess the degree of overlap between gesture and verbal information. We hypothesize that gesture is complementary with certain verbal features, and redundant with others. For example, string match features such as edit-distance and exact-match seem unlikely to convey the same information as gesture. To see why, consider the cases in which string match is likely to be helpful: fully-specified noun phrases such as "the red ball," rather than pronouns. Empirical research suggests that the majority of informative gestures occur during pronouns and other underspecified utterances, where string match is unlikely to be helpful (Kehler, 2000) . Thus, we expect a low level of overlap between gesture and string match features. Distributional features are another source of verbal information. They include the number of intervening sentences or noun phrases between the two candidate NPs, and the number of times each NP appears in the document. These features establish the context that may permit the resolution of references that are ambiguous by their surface form alone. For example, if a noun phrase occurred very recently, or very often, a pronominal reference may be sufficiently clear. Since gesture may also be used in such cases, we expect some redundancy between gestural similarity and distributional features.
These intuitions lead us to specific predictions about system performance. The presence of the gesture similarity features should mitigate the cost of removing the distributional features, if the gesture features reinforce some of the same information. However, the presence of the gesture features should have no effect on the cost of removing the string match features. These predictions are supported by the data (Figure 6 ). Removing the distributional features does not impair performance as long as the gesture features are present, but does impair performance if the gesture features are also removed -this difference is statistically significant (p < .01, t(15) = 3.76). This observation is consistent with our hypothesis that these feature groups convey similar information. In contrast, the cost of removing the string match features does not vary by a significant margin, regardless of whether the gesture features are present. This accords with the intuition that these feature groups convey independent information.
Evaluation on Keyframe Extraction
The previous sections describe an application of conditional modality fusion to natural language processing: by using gesture features only when they are meaningful, their contribution to coreference classification is enhanced. In this section, we show that conditional modality fusion also predicts which gestures are useful for human viewers. Specifically, we use the conditional modality fusion estimate of gesture salience to select keyframes from a video. We demonstrate that the keyframes selected by this method match those selected by human raters better than the keyframes selected by traditional text and image-based algorithms.
In Section 7.1, we explain the keyframe-based summarization task. We describe our basic modeling approach in Section 7.2. The evaluation setup is presented in Section 7.3. Section 7.4 gives the experimental results.
Why Keyframe-Based Summarization
Our goal is to produce a "comic book" summary of a video, in which a transcript is augmented with salient keyframes -still images that clarify the accompanying text. Keyframe-based summaries allow viewers to quickly review key points of a video presentation, without requiring the time and hardware necessary to view the actual video (Boreczky, Girgensohn, Golovchinsky, & Uchihashi, 2000) . As we have argued above, textual transcriptions alone do not capture all relevant information, and a keyframe-based summary may provide the minimal visual information required to understand such a presentation. Appendix B contains an excerpt from a summary produced by our system.
As noted, gesture supplements speech with unique semantic information. Thus, keyframes showing salient gestures would be a valuable addition to the transcript text. Ideally, we would select keyframes that avoid redundancy between the visual and verbal modalities, while conveying all relevant information.
Existing techniques for keyframe extraction have usually focused on edited videos such as news broadcasts (e.g., Uchihashi, Foote, Girgensohn, & Boreczky, 1999; Boreczky et al., 2000; Zhu, Fan, Elmagarmid, & Wu, 2003) . Such systems seek to detect large-scale changes in image features to identify different scenes, and then choose a representative example from each scene. This approach is poorly suited to unedited videos, such as a recording of a classroom lecture or business presentation. In such videos, the key visual information is not the variation in scenes or camera angles, but the visual communication provided by the gestures of the speaker. Our goal is to capture relevant keyframes by identifying salient gestures, using the model developed in the previous sections of this paper.
Modeling Approach
One possible approach is to formulate gesture extraction as a standard supervised learning task, using a corpus in which salient gestures are annotated. However, such annotation is expensive, and we prefer to avoid it. Instead we learn salience by bootstrapping from multimodal coreference resolution, using conditional modality fusion. By learning to predict the specific instances in which gesture helps, we can obtain a model of gesture salience. For example, we expect that a pointing gesture in the presence of an anaphoric expression would be found to be highly salient (as in Figure 1) ; a more ambiguous hand pose in the presence of a fully-specified noun phrase would not be salient. This approach will not identify all salient gestures, but will identify those that occur in the context of the selected language understanding task. In coreference resolution, only gestures that co-occur with noun phrases can be selected. As noun phrases are ubiquitous in language, this should still cover a usefully broad collection of gestures.
Using the model for coreference resolution introduced in Section 4, we obtain the probability distribution for the hidden variable, which controls whether the gesture features are included for coreference resolution. Our basic hypothesis is that instances in which gesture features are included with high likelihood are likely to correspond to salient gestures. The gestures rated salient by this method are used to select keyframes in the summary.
Models of coreference resolution and gesture salience are learned jointly, based on the "same-zero" model defined in Equation 4. After training, a set of weights w h is obtained, allowing the estimation of gesture salience at each noun phrase. We sum over all possible values for y and h 2 , obtaining y,h 2 ψ(y, h, x; w) = h 1 w T h x h 1 . We find the potential for the case when the gesture is salient by setting h 1 = 1, yielding w T h x h 1 . 16 Our working assumption is that this potential is a reasonable proxy for the informativeness of a keyframe that displays the noun phrase's accompanying gesture.
The potential provides an ordering on all noun phrases in the document. We select keyframes from the midpoints of the top n noun phrases, where n is specified in advance by the annotator. Providing the system with the ground truth number of keyframes follows common practice from the textual summarization literature -summaries of different lengths are difficult to compare, as the summary duration is governed partially by the annotator's preference for brevity or completeness (Mani & Maybury, 1999) . Each keyframe is given a caption that includes the relevant noun phrase and accompanying text, up to the noun phrase in the next keyframe. Portions of the output of the system are shown in Figure 1 and Appendix B.
Evaluation Setup
Our evaluation methodology is similar to the intrinsic evaluation developed for the Document Understanding Conference. 17 We assess the quality of the automatically extracted keyframes by comparing them to human-annotated ground truth.
Dataset
The dataset again consists of dialogues collected using the procedure described in Section 3. The same coreference annotations described in Section 3.2 are used. Additionally, nine of the sixteen videos are annotated for keyframes. Of these, three are used in developing our system and the baselines, and the remaining six are used for final evaluation (these are indicated by asterisks in the table in Appendix C). There is no explicit training on the keyframe annotations, but the development set was used for evaluation as the system was under construction.
The specification of the ground truth annotation required that the keyframes capture all static visual information that the annotator deems crucial to understanding the content of the video. The number of selected frames was left to their discretion; on average, 17.8 keyframes were selected per document, out of an average total of 4296 frames per document. Annotation was performed by two raters; on a subset of two videos annotated by both raters, the raw interrater agreement was 86%, yielding a kappa of .52.
One important difference between our dataset and standard sentence extraction datasets is that many frames may be nearly identical, due to the high frame rate of video. For this reason, rather than annotating individual frames, the annotators marked regions with identical visual information. These regions define equivalence classes, such that any frame from a given region would be equally acceptable. If a single keyframe were selected from every ground truth region, the result would be the minimal set of keyframes necessary for a reader to fully understand the discourse. On average, the 17.8 regions selected per document spanned 568 frames. 
Training Coreference Resolution
As described in Section 7.2, our approach to keyframe extraction is based on a model for gesture salience that is learned from labeled data on coreference resolution. The training phase is performed as leave-one-out cross-validation: a separate set of weights is learned for each presentation, using the other fifteen presentations as a training set. The learned weights are used to obtain the values of the hidden variable indicating gesture salience, as described in the previous subsection. Figure 7 illustrates the scoring setup. The top row in the figure represents the ground truth; the middle row represents the system response, with vertical lines indicating selected keyframes; the bottom row shows how the response is scored.
Evaluation Metric
For all systems the number of keyframes is fixed to be equal to the number of regions in the ground truth annotation. If the system response includes a keyframe that is not within any ground truth region, a false positive is recorded. If the system response fails to include a keyframe from a region in the ground truth, a false negative is recorded; a true positive is recorded for the first frame that is selected from a given ground truth region, but additional frames from the same region are not scored. The system is thus still penalized for each redundant keyframe, because it has "wasted" one of a finite number of keyframes it is allowed to select. At the same time, such an error seems less grave than a true substitution error, in which a keyframe not containing relevant visual information is selected. We report the F-measure, which is the harmonic mean of recall and precision.
Baselines
We compare the performance of our system against three baselines, which we present in order of increasing competitiveness.
• Random-keyframe: Our simplest baseline selects n keyframes at random from throughout the document. This baseline is similar to the "random sentence" baselines that are common in the textual summarization literature (Mani & Maybury, 1999) . The number of keyframes selected in this baseline is equal to the number of regions in the ground truth. This baseline expresses a lower bound on the performance that any reasonable system should achieve on this task. Our results report the average of 500 independent runs.
• NP-salience: The NP-salience system is based on frequency-based approaches to identifying salient NPs for the purpose of text summarization (Mani & Maybury, 1999) . The salience heuristic prefers the most common representative tokens of the largest and most homogeneous coreference clusters. 18 The largest cluster is the one containing the most noun phrases; homogeneity is measured by the inverse of the number of unique surface forms. This provides a total ordering on NPs in the document; we select keyframes at the midpoint of the top n noun phrases, where n is the number of keyframe regions in the ground truth. In future work we hope to explore finding the best point within each noun phrase for keyframe selection.
• Pose-clustering: Our final baseline is based purely on visual features. It employs clustering to find a representative subset of frames with minimum mutual redundancy. Uchihashi et al. (1999) , in a seminal paper on keyframe selection, perform clustering on all frames in the video, using the similarity of color histograms as a distance metric. Representative images from each cluster are then used as keyframes. More recent video summarization techniques have advanced the clustering algorithms (Liu & Kender, 2007) and the similarity metric (Zhu et al., 2003) , but the basic approach of forming clusters based on visual similarity and choosing exemplar keyframes from these clusters is still used in much of the state-of-the-art research on this topic (see Lew, Sebe, Djeraba, & Jain, 2006 , for a survey).
In our dataset, there is a single fixed camera and no change in the video except for the movements of the speaker; thus, the color histograms are nearly constant throughout. Instead, we use the tracked coordinates of the speaker's hands and upperbody, normalize all values, and use the Euclidean distance metric. In this setting, clusters correspond to typical body poses, and segments correspond to holds in these poses. Following Uchihashi et al. (1999) , the video is divided into segments in which cluster membership is constant, and keyframes are taken at the midpoints of segments. We use importance metric from this paper for ranking segments, and choose the top n, where n is the number of keyframes in the ground truth. Table 7 compares the performance of our method (Gesture-salience) with the three baselines. Using paired t-tests, we find that Gesture-salience significantly outperforms all alternatives (p < .05 in all cases). The Pose-clustering and NP-salience systems are statistically equivalent; both are significantly better than the Random-keyframe baseline (p < .05). The set of baselines against which our system is compared is necessarily incomplete, as there are many ways in which keyframes extraction could be performed. For example, prosodic features could be used to identify moments of particular interest in the dialogue (Sundaram & Chang, 2003) . In addition, a combination of baselines including visual and linguistic features may also perform better than any individual baseline. However, developing more complicated baselines is somewhat beside the point. The evaluation demonstrates that a simple yet effective technique for selecting meaningful keyframes is obtained Table 7 : Comparison of performance on keyframe selection task as a byproduct of conditional modality fusion. This suggests that the estimates of gesture salience given by our model cohere with human perception.
Results
Error analysis A manual inspection of the system output revealed that in many cases our system selected a noun phrase that was accompanied by a relevant gesture, but the specific keyframe was slightly off. Our method always chooses the keyframe at the midpoint of the accompanying noun phrase; often, the relevant gesture is brief, and does not necessarily overlap with the middle of the noun phrase. Thus, one promising approach to improving results would be to "look inside" each noun phrase, using local gesture features to attempt to identify the specific frame in which the gesture is most salient.
Other errors arise because some key gestures are not related to noun phrases. For example, suppose the speaker says "it shoots the ball up," and accompanies only the word "up" with a gesture indicating the ball's trajectory. This gesture might be important to understanding the speaker's meaning, but since it does not overlap with a noun phrase, the gesture will not be identified by our system. We believe that our results show that focusing on noun phrases is a good start for linguistically-motivated keyframe extraction, and that our unsupervised approach is successful at identifying which noun phrases require keyframes. As gesture is applied to other language tasks, we hope to model the salience of gesture at other phrase types, thus increasing the coverage of our approach to keyframe extraction.
Conclusions and Future Work
In summary, this work is motivated by the idea that gestures are best interpreted not as individual units with self-contained meaning, but in the context of other gestural and linguistic information. Previous NLP research on gesture has largely focused on building recognizers for gestures that characterize specific language phenomena: for example, detecting hand gestures that cue sentence boundaries (Chen et al., 2006) , or body language that suggests topic shifts (Nakano et al., 2003) . Such approaches treat gesture as a sort of visual punctuation. In contrast, we are interested in the semantics that gesture carries. We do not take a recognition-based approach because we believe it unlikely that the space of possible meaningful gestures could be delineated by any training set. Instead, we start from the hypothesis that patterns in gesture will correspond to patterns in meaning, so that the degree of similarity between two gestures predicts the semantic similarity of the associated speech. This approach is validated by our experimental results, which show substantial improvement in noun phrase coreference resolution using gesture features. This is one of the first results showing that automatically-extracted visual features significantly improve discourse analysis.
A second key finding is that a structured approach to multimodal integration is crucial to achieving the full benefits offered by gesture features for language understanding. Rather than building separate verbal and gesture interpretation units -or simply concatenating their features -we build a model whose structure encodes the role of each modality. In particular, the gesture modality supplements speech only intermittently, and therefore we represent gesture salience explicitly with a hidden variable. This approach, which we call conditional modality fusion, yields a 73% relative improvement in the contribution of the gesture features towards coreference resolution. This improvement is attained by modeling gesture salience with a hidden variable and ignoring gestures that are not salient.
Conditional modality fusion induces an estimate of gesture salience within the context of a specific linguistic task. To test the generality of the salience model, we transfer the derived estimates to a completely different task: keyframe extraction. Without any labeled data on the keyframe task, this simple algorithm outperforms competitive unimodal alternatives. This suggests that the model of gesture salience learned from coreference coheres with human perception of gesture salience.
The theme of generality in gesture salience is suggestive for future research. In principle, a general model of gesture salience could be applied to a range of discourse-related language processing tasks. For example, consider topic segmentation: in text, changes in the distribution of lexical items is a strong indicator of topic boundaries (Hearst, 1994) . Assuming that salient gestures carry unique semantic content, changes in the distribution of features of salient gestures could be used in a similar way, supplementing a purely textual analysis.
Moreover, the combination of multiple language processing tasks in a single joint framework raises the possibility that gesture salience could be modeled more robustly as knowledge is transferred between tasks. We have argued against using an explicit universal taxonomy of gesture, favoring an approach focused on the relevance of gesture to specific language processing problems. However, such a joint framework would generalize the notion of salience in a bottom-up, data-driven way. Such research may be relevant from a purely linguistic standpoint: for example, investigating which types of language phenomena share coherent notions of gesture salience, and how gesture salience is expressed in visual and linguistic features. In this paper we have argued that structured models such as conditional modality fusion can be used to incorporate linguistic ideas about gesture in a principled way. We hope that future work will show that such models can also provide a new tool to study the linguistics of gesture.
Another possibility for future work is to investigate richer models of gesture salience. The structure we have explored here is minimal -a binary variable to indicate the salience of a gesture for coreference resolution. We see this as a first step towards more complex structural representations for gesture salience that may yield greater gains in performance. For example, it is likely that gesture salience observes some temporal regularity, suggesting a Markov state model. Other tasks may involve more structured dependencies among gestures, requiring models such as probabilistic context-free grammars.
Finally, we note that hand gesture is one of several modalities that accompany spoken language. Prosody has attracted the greatest amount of attention in natural language processing, but other coverbal modalities include facial expressions, body posture, and -in settings such as lectures or meetings -writing and diagrams. The relationship between these modalities is poorly understood; future research might explore the mapping of linguistic functions to modalities, and whether there are sets of modalities that are redundant or complementary. gets caught in like [ (13) 
