We present a graph partitioning algorithm that aims at partitioning a sparse matrix into a block-diagonal form, such that any two consecutive blocks overlap. We denote this form of the matrix as the overlapped block-diagonal matrix. The partitioned matrix is suitable for applying the explicit formulation of Multiplicative Schwarz preconditioner (EFMS) described in [3] .
This work is motivated by the recent results obtained for the explicit formulation of Multiplicative Schwarz preconditioner (EFMS) [3] . It is shown in [3] that to apply EFMS, the graph of the input matrix has to be partitioned into K partitions, such that every partition Ω i has at most two neighbors Ω i−1 and Ω i+1 . Remark that the additional constraint introduced in Equation 1 cannot be obtained by using traditional partitioning algorithms as the ones implemented in METIS [2] or PaToH [4] .
Description The partitioning algorithm is divided into three steps. In the first step, an ordering algorithm that aims at reducing the profile of the matrix (e.g., the reverse Cuthill-McKee algorithm) is used. During this step, a tree structure T is also built. This tree structure can be obtained from a breadth-first traversal of the graph of A. The number of levels of the tree T influences the quality of the partitioning: the bigger the number of levels, the better the partitioning.
Hence, the two-neighboring graph partitioning problem (Equation 1) may be seen as the partitioning of a chain. Using this observation and the work presented in [1] , in the second step we obtain an initial partitioning of the graph of A into K partitions. Note that, if the number of levels in the tree is lower than the number of partitions K, then partitioning into K sub-graphs is not possible.
In the third step, we perform a refinement of the partitions. The refinement consists of allowing certain nodes to move from one partition to its neighbors, when several conditions are satisfied. Let v be a node of the graph G. We define cost(v) to be the cost of moving v from the current partition to the neighboring one, say, Ω i+1 . In particular, cost(v) equals to the difference between the degree of v and the sum of neighbors of v that are also the neighbors of the vertices in Ω i+1 . If cost(v) < 0, then we move node v to a neighboring partition. The iterative process stops when there is no node to move or if a preset maximum number of iterations was reached.
Experimental results Several experimental results were performed on real world matrices.
After defining a comparison criterion with traditional tools, such as METIS or PaToH, we illustrate the effectiveness of our algorithm.
