Motivated by applications in cryptology K. Wei introduced in 1991 the concept of a generalized Hamming weight for a linear block code. In this paper we de ne generalized Hamming weights for the class of convolutional codes and we derive several of their basic properties. By restricting to convolutional codes having a generator matrix G(D) with bounded Kronecker indices we are able to derive upper and lower bounds on the weight hierarchy.
Introduction
An important set of code parameters de ned for a linear block code are the so called generalized Hamming weights rst introduced by Wei in 19] . By de nition the r-th generalized Hamming weight d r (C) of a linear block code C is equal to the smallest support of any r-dimensional subcode of C. In particular d 0 (C) = 0 and d 1 (C) is equal to the distance of C.
In this way every n; k] linear block code has associated a whole weight hierarchy 0 = d 0 (C) < d 1 (C) < < d k (C) n:
As already pointed out by Wei 19 ] a large weight hierarchy is desirable if one is interested in designing a wire tap channel of type II. Knowledge of the weight hierarchy of convolutional codes may aid in the design of a coding scheme for use with a channel of this type (i.e.: 1/n codes appear to be useful for these purposes).
From an applications point, probably most important is the determination of the weight hierarchy of codes for applications to trellis encoders and we refer to Wei 20] and Forney 3] . Forney 3] calls the generalized Hamming weights the length/dimension pro le (LDP) of a code. As explained in detail in 3] there is a deep connection between LDP and the complexity of the minimal trellis diagram. In 3] Forney also points out that a study of LDP i.e. generalized Hamming weights of convolutional codes and other trellis codes would be desirable and this motivates in part the investigation of this paper.
Generalized Hamming weights have also a very natural geometric interpretation and this was pointed out in 6]. For this recall that a set of ordered points P := fP 1 ; : : : ; P n g in a k-dimensional vector space V is called a n; k] system if P is not contained in any hyperplane H V . Two n; k] systems P and P 0 are called equivalent if there is an isomorphism on V mapping P onto P 0 . As explained in 18, Section 1. where H r is an arbitrary hyperplane of co-dimension r: Hence the generalized Hamming weights correspond to how well the subspaces of C are in 'general position'. The weight hierarchy of convolutional codes provide us with similar geometrical information about their structure as well, but we will not elaborate on this.
Since the appearance of Wei's original article several authors (see e.g. 3, 6, 20] ) were studying the weight hierarchy of di erent classes of linear block codes. In this correspondence we will study the weight hierarchy of a convolutional code. After formally introducing this concept we will derive in the next section several of the basic properties. In particular we will show that the generalized Hamming weights form an in nite strictly increasing sequence d i (C) of positive integers and similar to the case of block codes the free distance of the code is exactly d 1 (C). As it is the case for any trellis code a large weight hierarchy is desirable in the design of encoders and this motivates in part the investigation of this paper.
In Section 3 we give an overview of current existing upper bounds for d r (C) of a block code. Those bounds prepare for the main results of this paper, which are given in Section 4. In this section we will derive some upper and lower bounds for the weight hierarchy of di erent classes of convolutional codes. The bounds we derive depend on the rate and complexity of the code as opposed to depending on the rate and memory (see e.g. 7]). More speci c results are derived for the generalized Hamming weights of rate 1 n codes in which case the memory and the complexity are the same. In the last section several illustrative examples are provided. In those examples we compute the complete weight hierarchy of several classes of codes. In this way, we are able to show that some of the bounds derived in Section 4 are tight for some classes of codes. We conclude the paper by providing several tables containing bounds for certain classes of convolutional codes. proper form, in other words we will assume that the \high order coe cient matrix" has full row rank.
We also will assume that G(D) has ordered row (Kronecker) indices Note that the generalized Hamming weights are well de ned for any positive integer r and not just for r = 0; : : : ; k as it is the case for block codes. Also note that if U is one dimensional and u 2 U is any nonzero codeword then j (U)j is nothing else than the usual Hamming weight w(u) of the codeword u. In particular it follows in analogy to the block code case that d 1 (C) is equal to the free distance of C. In this section we will derive a set of upper bounds on the generalized Hamming weights which have to be satis ed for all convolutional codes. In order to properly pose the problem it is of course necessary to restrict to certain classes of convolutional codes.
The codes which we single out are all convolutional codes having a xed rate k=n and having a basic encoder (see e.g. 13, Section 2.3]) with a xed set of Kronecker indices = ( 1 ; : : : ; k ). Clearly it is most natural to x the rate. Moreover the set of encoders having a xed set of Kronecker indices is most natural too. Indeed every encoder can be naturally identi ed with an associated HermannMartin map 11] from the projective line to a xed Grassmann variety and the Kronecker indices correspond in this case exactly to the Grothendieck indices of the pull back of the tautological bundle. In system theory the Kronecker indices correspond to the observability indices of the associated MA representation and the complexity c = P k i=1 i is exactly the McMillan degree of the system. For readers interested in more details covering those interesting relations we refer to 2, 14, 17].
Because of the above mentioned reasons we seek upper bounds on the weight hierarchy in the class of convolutional codes having xed rate k=n and having a basic encoder with a xed set of Kronecker indices = ( 1 ; : : : ; k ). Note that for 1 = 0 (no memory) the problem is equivalent to estimating upper bounds of block codes as it was considered in the last section. In this way our problem can also be viewed as a natural generalization.
The basic strategy how we will go to accomplish upper bounds is as follows (compare also with 13, We would like to remark at this point that for many codes C the support N = j (C )j is strictly less than n + n and only for a \generic code" in the class of rate k=n codes with indices equality holds in 4.5. It therefore follows that if one restricts the class of convolutionl codes further it is possible to achieve even sharper bounds than the bounds which we will derive shortly 1 .
Before we derive several upper bounds for the generalized Hamming weights d r (C) of a convolutional code C we show through the next theorem that \optimal bounds" for the block codes C result in \optimal bounds" for the convolutional code C. Proof The rst part is a direct consequence of the de nition of C and the de nition of a direct limit. The second part follows from Lemma 2.2.
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The rst upper bound which we will present is based on the generalized Griesmer bound as introduced in Theorem 3.3: Rate 1 n codes have been studied extensively, and there are several very e ective techniques for constructing codes of this rate with good free distance (see e.g. 12, 8, 15] ). In this section we study the properties of the generalized Hamming weights for these types of codes. In this section we will give several examples illustrating the concepts de ned throughout this paper.
We also present tables containing the bounds for d r (C) for some low rate codes with particular Kronecker indices. 
