Abstract: This paper considers Darboux transformations of a bispectral operator which preserve its bispectrality. A sufficient condition for this to occur is given, and applied to the case of generalized Airy operators of arbitrary order r > 1. As a result, the bispectrality of a large family of algebras of rank r is demonstrated. An involution on these algebras is exhibited which exchanges the role of spatial and spectral parameters, generalizing Wilson's rank one bispectral involution. Spectral geometry and the relationship to the Sato grassmannian are discussed.
Introduction
An ordinary differential operator, L(x, ∂ x ), is said to be bispectral [4] if it has an eigenfunction ψ(x, z) satisfying a pair of eigenvalue equations L(x, ∂)ψ(x, z) = f (z)ψ(x, z) Q(z, ∂ z )ψ(x, z) = g(x)ψ(x, z) (1)
for non-constant functions f and g. This property was investigated by Duistermaat and Grünbaum [3] , who identified all bispectral Schrödinger operators: L = ∂ 2 + V (x). In [15] , Wilson considered the more general question of classifying bispectral commutative rings of ordinary differential operators. That is, he considered rings L and Q of operators in the variable x and z respectively such that there exists a function ψ(x, z) for which Equation (1) holds for all L ∈ L and Q ∈ Q.
Following [2] , one defines the rank of a commutative ring of ordinary differential operators to be the greatest common divisor of the orders of its elements. Wilson classified all maximal bispectral rings of rank one: Theorem 1.1: [Wilson, [15] ] Let R be a maximal rank one commutative algebra of ordinary differential operators. Then R is bispectral if and only if its spectral curve is a rational curve with no singularities other than cusps.
This result was proved, in part, through the introduction of an involution on a subset Gr ad of the grassmannian Gr 1 generally used in the investigation of the KP hierarchy [13] . By the work of Sato, Segal, Wilson and others [13] one knows how to associate to a point W ∈ Gr 1 a commutative ring of operators and the Baker function ψ W (x, z) which is a common eigenfunction of the operators in the ring. Then Gr ad is the subspace of Gr 1 consisting of suitably normalized points whose corresponding ring is the affine coordinate ring of a rational curve with cusps, minus a point at ∞. Wilson showed that Gr ad is equipped with an involution, β : Gr ad → Gr ad , with the property that
and consequently that the corresponding rings are bispectral. (Essentially, this is the involution which exchanges the rings L and Q.)
The classification of bispectral algebras in higher rank appears to be more subtle [1, 6] . There is, however, a well-known method for constructing new commutative algebras of differential operators from a given one: Darboux transformation. (See, for example, [16, 17, 19] for previous results relating these transformations to the bispectral problem.) Under suitable hypotheses, described below, Darboux transformations preserve bispectrality. In this paper we will explore this method in the case of generalized Airy operators.
The general approach is the following. Let D denote the ring of ordinary differential operators with coefficients in C(x). Given a function ψ(x, z), consider the equation
for T and T ♭ in D. Define A ψ ⊂ D
to be the set of operators T for which there exists T ♭ such that Equation (3) holds. Note that A ψ is a subalgebra of D. If ψ is sufficiently general, in particular if ψ is a bispectral eigenfunction satisfying equation (1) , then the map
is an anti-isomorphism from A ψ to Aψ, wherẽ
Given a pair of operators T and L, define an algebra of polynomials
Now assume Equation (1) . For reasons explained in [15] , it suffices to assume that L and Q are normalized, by which we mean that the top two coefficients are, respectively, constant and zero. It then follows that L and Q have coefficients in the field of rational functions C(x) (resp. z), and that f (z) and g(x) are polynomials. For T ∈ A ψ , let a(x) (resp. a ♭ (z)) be the leading coefficient of T (resp. T ♭ (z, ∂ z )) and
Then we immediately have the following proposition.
Proposition 1.2:
Given p 1 ∈ R T,L and p 2 ∈ R T ♭ ,Q , let
and let
Then P 1 and P 2 are normalized ordinary differential operators, satisfying
Corollary 1.3: Given a bispectral triple (L, Q, ψ) satisfying Equation 1, then for T ∈ A ψ such that the rings R T,L and R T ♭ ,Q are non-trivial, the ring
is an algebra of normalized bispectral operators, isomorphic to R T,L .
Thus one has a strategy for obtaining new bispectral algebras from a given bispectral operator, namely to find T ∈ A ψ such that the rings R T,L and R T ♭ ,Q are non-trivial. Each such T then gives a bispectral Darboux transformation of the bispectral operator p(L) for p ∈ R T,L .
For instance, Wilson's result, though not stated as such, is essentially the following. Taking ψ(x, z) = e xz , A ψ is the Weyl algebra of differential operators with polynomial coefficients. Indeed, in that case the map T → T ♭ is the standard antiautomorphism of the Weyl algebra exchanging ∂ and x. Proposition 1.4: Let λ 1 , ..., λ n be (not necessarily distinct) complex numbers and let p 1 (x), ..., p n (x) be polynomials.
where |W r(φ 1 , ..., φ n , ·)| denotes the Wronskian operator. (ClearlyK has polynomial coefficients.) Then 1. The rings RK ,∂ and RK♭ ,∂ are both nontrivial. 2. Every maximal, normalized rank one bispectral algebra is obtained in this way.
The purpose of the present paper is to extend part of the proposition above to the higher rank case. What we are able to prove at the present time is that if we replace ∂ by a generalized Airy operator
for r > 1 and a i ∈ C, then the analogue of part one of the proposition continues to hold, at least when λ 1 , ..., λ n are distinct and p 1 , ..., p n are polynomials of degree one. This analogue is the following. The operator L 0 is clearly bispectral. Indeed, if we definê
then any f ∈ ker(L 0 ) satisfies the equations
Note that for nonzero f belonging to ker(L 0 ), Af contains ∂, since ∂(f ) = ∂ z (f ), and it contains x by equation (18) . Thus Af is again the Weyl algebra and so L 0 determines an involution of the Weyl algebra. Explicitly, this involution is the unique anti-automorphism given by
Throughout the remainder of the paper we will consider L 0 fixed and define the involution ♭ by Equation 19 . The main result of the paper, to be developed and proved below is Theorem 1.5: Let f 1 (x), ..., f r (x) be a basis for the kernel of L 0 . DefineK to be the Wronskian operator of the rn functions
For λ 1 , ..., λ n distinct and p 1 , ..., p n polynomials of degree one, the rings RK ,L 0 and RK ♭ ,L 0 are both nontrivial and therefore bispectral.
One of our purposes here is to draw attention to the rather interesting subset of the Weyl algebra consisting of those elements T for which both R T,L 0 and R T ♭ ,L 0 are nontrivial. We conjecture that it corresponds by the construction above to the set of homogeneous finite dimensional subspaces of the space of finitely supported distributions in the complex plane, as in Wilson's case.
By a finitely supported distribution we mean a finite linear combination of operators of the form δ λ •∂ j z , λ ∈ C, where δ λ is the δ-function evaluating its argument at z = λ. We call such a distribution homogeneous if it is supported at one point, and we call a space of distributions homogeneous if it has a homogeneous basis.
Let S be the space of finitely supported distributions in the z-plane, and let Gr h (S) denote the set of finite dimensional homogeneous subspaces of S. Gr h (S) appears to be a rather interesting space from an algebro-geometric point of view. Proposition 1.4 implies that Wilson's bispectral involution takes place on a certain quotient of Gr h (S). Notice that if equation (1) holds, then L itself belongs to A ψ . Moreover, if T is replaced by T q(L), where q(z) is any nonzero polynomial, then the rings R T,L and R T ♭ ,L remain unchanged, as do their script counterparts. Now it is not hard to show that if C ∈ Gr h (S), and λ is a complex number such that δ λ ∈ C then
whereK now refers to the operator in Proposition 1.4. Thus if C ∈ Gr h (S) is a space of distributions containing a delta function, we can use the action of C[z] on Gr h (S) to replace point C with a point C ′ that contains no δ functions and produces the same bispectral algebras. Let us call C minimal if it contains no δ functions. Then every point C has a minimal representative in the above sense, so we can think of the minimal points as either a quotient or a subset of Gr h (S). Proposition 1.4 implies that the rank one bispectral involution may be regarded as an involution on the minimal points of Gr h (S). Moreover, the involution takes place on finite dimensional pieces of Gr h (S), cut out by placing an upper bound on both the orderK and the degree of its leading coefficient in Proposition 1.4. We conjecture that precisely the same sort of phenomenon occurs in the generalized Airy case, though here we have only established this fact for elements of Gr h (S) having a certain form. The natural approach to extending these higher rank involutions to all of Gr h (S) seems to consist of first making a study of Gr h (S) as an infinite dimensional algebraic variety and then applying a continuity argument. This we hope to do in a future work.
Notation
The notation ":=" will be used to indicate an initial definition of the object on the left hand side. Angular brackets c i indicate the linear space spanned over C by the basis elements c i . The determinant of a square matrix M is denoted |M|. The Wronskian matrix W r( v) of an n vector v is the n × n matrix whose first row is v and so that each row is the derivative of the previous row. The symbols ∂ t will be used to indicate
and ∂ is just ∂ x . An ordinary differential operator L in the variable x is a polynomial in the symbol ∂ with coefficients which are functions of the variable x. Often, a differential operator will be indicated by the notation L(x, ∂ x ) to indicate an operator in the variable x and L(z, ∂ z ) to indicate the same operator following the change of variables x → z.
The OperatorsK andK

♭
First we prove a general lemma which will be used at several points throughout the paper. Note that our distributions are assumed to act in the zvariable, so that if ψ is a function of x and z, c(ψ) is a function of x.
Lemma 2.1: Let L(x, ∂) be an rth order differential operator with coefficients analytic in a neighborhood U ⊂ C. Let V ⊂ C be an open subset and let
. . , ψ r (x, λ) are linearly independent functions of x. Let O(U) be the space of analytic functions on U and S(V) ⊂ S be the space of distributions with support in V . Then the map
is injective.
Proof: Arguing by contradiction, assume i c i (ψ i ) = 0, with at least one c i non-zero. Let λ 1 , . . . , λ n be the points at which the c's are supported. For j = 1, . . . , n, let µ j be the highest order derivative occurring among the c's at λ j . Then let m(z) be the polynomial
Let c 
This implies that the α's are zero, which is a contradiction.
Fix a basis {f j |1 ≤ j ≤ r} for ker L 0 . Since the (r −1) st coefficient of L 0 is 0, the Wronskian determinant, |W r(f 1 , . . . , f r )| is a non-zero constant. Assume the basis has been chosen so that
Definition 2.2: Define D ⊂ Gr h (S) to be set of all finite dimensional subspaces C ⊂ S having a basis of the form
Note: The elements of D should be thought of as identifying a singular rational spectral curve with simple cusps at the points λ i and a line bundle given by (γ 1 , . . . , γ n ) in the generalized Jacobian of that curve.
Fix an element C ∈ D. For convenience, we will order the basis for C, and define
where N := rn andf (x, z) = f (x + z). As an immediate corollary of Lemma 2.1 we have Proposition 2.3: The N functions, φ s , are linearly independent.
The operatorK in the introduction is defined only up to a constant, as it depends on a choice of basis. To be precise we will definē
where the sign will be specified in Theorem 2.4 below. It follows from Proposition 2.3 that |W r( φ)| = 0, so thatK is indeed a differential operator of order N. We may thus consider the ordinary differential operator K
Note that this is the unique, monic operator of order N having the space φ s as its kernel.
The main result of this section is Theorem 2.4: 1.K has polynomial coefficients. 2. We can (and do) choose the sign ofK so that the coefficient of ∂ N is a monic polynomial of degree n.
3.K
♭ also has degree N.
Before proving this theorem, it is convenient to modify the definition of the Wronskian matrix to take account of the present situation. Define a sequence of operators
Then P j is monic of degree j. Given any vector of functions v = (v 1 (x), . . . , v m (x)), define the modified Wronskian matrix
Since {P j } is related to {∂ j } by a unipotent transformation, we clearly have
where Ω(x) := W r(f 1 , . . . , f r ) and
Proof:
). Then
Now
. . .
= bI + aB, so the result follows.
Now we give the Proof of Theorem 2.4: For i = 1, . . . , n and j = 0, . . . n − 1, let A ij be the r × r matrix
where
Given any f ∈ ker(L 0 ),
It then follows from Lemma 2.5 that
and
. . . . . .
It follows immediately thatK has polynomial coefficients. Moreover, if we let A ′ be the n × n submatrix of A in which x occurs, then
Letting A ′′ be the complementary (r − 1)n × (r − 1)n submatrix, we have
Thus
which proves assertion 2. To prove 3, let K i,j be the coefficient of P ir+j (u) in the determinant Equation 40. Then
Since deg K n,0 = deg |A| = n by Equation 46, we must show that
Labeling the rows of A as A 0 , . . . A N −1 ,
where m = ir + j andÃ (m) is the matrix obtained from A by replacing A m with Λ. Then the same argument that proves assertion 2 proves that deg (K i,0 ) ≤ n. It also proves that deg (K i,j ) < n if 0 < j < r − 1. Indeed, in that case the submatrix of A which gave us the coefficient of x n has now acquired a repeated row. But if j = r − 1, then we have removed one of the rows in which x occurred, so in that case the degree also drops.
Examples
It follows from the proof of Theorem 2.4 that one may easily computeK andK ♭ . In the last column of determinant Equation 40, replace P rj+k (u) with z j ξ k . The determinant is then a polynomial in x, z, ξ. To getK, we make the replacement
, and to getK ♭ we make the same replacement after first switching x and z. Case n = 1 and r = 2: In this case, we have c = δ λ • (∂ + γ) and
This gives
The point, which we will generalize, is thatK ♭ is obtained fromK by the involutive map
In other words,K ♭ C =K C β for some C β .
Case n = 1 and r = 3: When r = 3, the vacuum has a parameter,
With c as in the previous example, the relevant determinant is
These correspond under the involution
Bispectrality
Our aim now is to prove that forK =K C as defined in Equation 28, the rings RK ,L 0 and RK♭ ,L 0 are nontrivial. First consider the stablizer of C in the polynomial ring
It follows from the formula
Proof: It is a standard fact that the left ideal DK is precisely the set of operators which annihilate the kernel of K. In particular, p(z) belongs to RK ,L 0 if and only if Kp(L 0 )(c(f )) = 0 for every f ∈ ker(L 0 ) and c ∈ C. Since Kp(L 0 )(c(f )) =Kc(p(z)f ), this is the same has saying
By Lemma 2.1, this occurs if and only if
It now follows from (61) that RK ,L 0 = C and in fact contains elements of every sufficiently high degree. Consequently,
is a commutative ring of ordinary differential operators of rank r. We remark that this ring is the iterated Darboux transformation [10] of C[L 0 ] by the zero eigenfunctions φ s .
In fact, it is well-known that for any point C ∈ Gr h (S), R C is nontrivial. Thus, to prove that RK♭ C ,L 0 is also non-trivial it suffices to find a space C β ∈ Gr h (S) such thatK ♭ C =K C β . Definition 3.2: Let C β ⊂ S be the subspace
An important alternative definition of C β is given as follows.
Proof: Using the definition (3) of the involution ♭, c belongs to C β if and only if
By Lemma 2.1, this occurs if and only if c •K(z, ∂ z ) = 0.
Lemma 3.4:
C β is at most n-dimensional.
Proof: By Theorem 2.4 (3),K
♭ has degree N = rn. Thus, its kernel is at most N dimensional. However, by Proposition 2.3, the vector space {c(f)|c ∈ C β f ∈ ker L 0 } has dimension r · dim C β . Since this is contained in the kernel ofK ♭ by definition, dim C β ≤ n.
Now we make a general observation about Wronskians, which will enable us to conclude that the dimension of C β is exactly n.
Theorem 3.5: Let g := (g 1 (z), . . . , g m (z)) be a vector of analytic functions of z. Let w(z) := |W r(g 1 (z), . . . , g m (z))| and let Q(z, ∂ z ) be the differential operator whose application to an arbitrary function u(z) is given by Qu = |W r(g 1 (z), . . . , g m (z), u)|. Given λ ∈ C such that w(λ) = 0 and w ′ (λ) = 0, there exists a unique distribution of the form c = δ λ • (∂ + γ) such that c • Q = 0. Moreover, if we set
Proof: We have
where g(j) is the 1 × m vector
H is the m × m matrix
and u is the m × 1 vector
Since |H| = 0, the "bottom right" corner of each matrix above does not affect the determinant and
This determinant is zero (for arbitrary u) if and only if g(m+1)+γ g(m) ∈ V for
Furthermore, since w ′ (λ) = 0, the vectors g(s) for s = 0, . . . , m span all of C m . Consequently, there is a unique γ such that
Such a γ gives us our c. On the other hand, a direct calculation shows that the highest order terms of c λ • Q vanish only if γ has the form (65).
In the rank one case, the bispectral involution was shown to exchange the roles of the τ -function, which is zero when the x-orbit leaves the big cell in the grassmannian, and the polynomial q(z) which is zero at the singular points of the spectral curve [7, 15] . This pair of polynomials will be seen to satisfy the same relationship and will also play an important role in the present paper. Definition 3.6: Let τ (x) = τ C (x) be the coefficient of the ∂ N inK. In particular,
is a monic polynomial of degree n where A is as defined by (37) and (43).
be the subset of D consisting of subspaces of dimension n. We immediately have Corollary 3.7: If C ∈ D(n) and τ has distinct roots, then C β ∈ D(n). Moreover, C β has support at the roots of the polynomial τ .
Now we can deduce the main results. For convenience, we denoteK
β (x) = τ C β and denote by D 0 the subset
Consequently, one may conclude that β is an involution on D 0 .
Proof: By definition,K
♭ belongs to the ideal of operators annihilating c(f ) for f ∈ ker(L 0 ) and c ∈ C β . By Corollary 3.7 and Theorem 2.4, both K ♭ andK β have degree N. Thus there exists a non-zero rational function µ ∈ C(x) such thatK ♭ = µK β .
Observe next that that the the coefficients ofK ♭ have degree at most n. This follows from the definition of ♭ and the fact thatK has order N. Moreover, c •K ♭ = 0 for all c ∈ C. It follows that the leading coefficient ofK ♭ vanishes on the support of C. This coefficient is easily seen to be monic, whenceK
for some polynomial b(x) of degree at most n. We also havē
Thus both claims are proved once we show that µ = 1.
for all λ in the support of C. Thus, there exists a constant ξ ∈ C, such that
Then
Taking quotients and integrating, we find that there exists ρ ∈ C * such that
Since τ β and q are polynomials, ρ = 1 and ξ = 0. For any c ∈ C, c(f) ∈ kerK by definition of K. Furthermore, since τ β = q, it has distinct roots implying that C ∈ D 0 . Therefore, by the
Since both spaces have dimension n, they are equal.
Theorem 3.9: For any C ∈ D andK (=K C ), the ring RK ,L 0 is a bispectral ring of operators.
Proof: By Proposition 1.2 it is sufficient to show that RK ,L 0 and RK♭ ,L 0 both contain non-constant polynomials. It follows from Lemma 3.1 that RK ,L 0 is non-trivial. One can show that if Q t is a family of elements in the Weyl algebra depending continuously on a parameter t, Q t having a fixed order in both ∂ and x for all t, then the property of R Qt,L 0 being nontrivial is preserved under limits with respect to t. Thus we reduce to the case that τ has distinct roots. In such a case, Theorem 3.8 shows thatK ♭ =K C β for C β ∈ D 0 and so, once again, Lemma 3.1 demonstrates that RK♭ ,L 0 is non-trivial.
The map f → f C takes ker L 0 to an r-dimensional space of common eigenfunctions for the operators
As with the rank one bispectral involution [15] , the action of β exchanges the roles of the spectral and spatial parameter in the eigenfunctions, as demonstrated by the following result.
Proposition 3.11: For any f ∈ ker L 0 and any C ∈ D 0 the eigenfunctions f C and f C β are related by the formula
True Rank
The ring of operators RK ,L 0 clearly has rank r. However, if this ring is contained in a larger commutative ring of lower rank, it is said to only have "fake" rank r [9, 12] . For example, if some other operator of order relatively prime to r commutes with the elements of RK ,L 0 , then it actually has "true" rank one. Since the bispectral operators contained in rank one bispectral rings have already been identified by Wilson [15] , it is useful to note that the ring RK ,L 0 is not contained in a commutative ring of rank smaller than r. Definition 4.1: The true rank of an ordinary differential operator is the rank of its centralizer in the ring of all ordinary differential operators. The true rank of a commutative ring of operators is the true rank of any of its elements.
Lemma 4.2:
The centralizer of L 0 in the ring of ordinary differential operators is the polynomial ring C[L 0 ]. In particular, L 0 has true rank r.
Proof: Since L 0 is contained in the Weyl algebra of ordinary differential operators having polynomial coefficients, its centralizer is as well. Since ♭ is an algebra antiautomorphism, it suffices to prove the result for L 0 ♭ . But L 0 ♭ = x, and it is well-known that the centralizer of x in the Weyl algebra is C[x]. Proof: If Q is an operator commuting with X, then
Let r be the true rank ofX. Then, by (87), we have ord(
and since ord(Y 2 Y 1 ) ≡ 0 mod r we conclude that ord(Q) ≡ 0 mod r. Therefore, the true rank ofX divides the true rank of X. Then, by symmetry, the true ranks are equal.
Note: Lemma 4.3 generalizes a previous result [9] demonstrating that Darboux transformations preserve true rank in the case r = 2.
Proposition 4.4:
The ring RK ,L 0 of ordinary differential operators has true rank r.
has true rank r, according to Lemma 4.2. Furthermore,
Thus, in particular, q 2 (L 0 ) = QK for some Q ∈ D. Then the operator
given by KQ and has the same true rank as q 2 (L 0 ).
Discussion
Examples
The following example demonstrates the construction of bispectral algebras of rank r = 2 in the case n = 1. For r = 2, there is only one choice for a generalized Airy vacuum: L 0 = ∂ 2 − x. Thus, we may choose the classical Airy functions f 1 (x) = Ai(x) and f 2 (x) = Bi(x) as a basis for ker L 0 . Consider the one-dimensional space
and so the operators in
In the case that γ = 0, C and C β are the same and so this is a fixed point of the involution. This example is discussed by Grünbaum [5] as a solution of the KP hierarchy. For arbitrary γ, the time dependent KP solution corresponding to this ring is a non-vanishing rational solution [14] and is described in [8] .
Sato Grassmannian and KP Flows
The composition of the Wilson's involution on Gr 1 with the KP flows was shown to be a non-isospectral symmetry of the KP hierarchy and a linearizing map of the Calogero-Moser Particle System [7] . The higher rank involution presented here may similarly have interesting dynamic properties. Therefore, the embedding of Gr h (S) into the Sato grassmannian Gr r used in constructions of rank r KP solutions [12] may be of interest.
Essentially, the construction above is a special case of the "dual construction" [8] which associates a point in Gr r to subspaces of S r whose dimension is divisible by r. Let
and F j (x) denote the j th column of this matrix. Define the composition of an r-vector v = (v 1 (z), . . . , v r (z)) with an element c ∈ S to be the element
ThenĈ ⊂ S r is the N dimensional subspacê
To the vector spaceĈ, we associate the point
1 In the case that q(z) has a root on the unit circle S 1 , the point W achieved in this way is not contained in Gr r as formulated in [12] since its elements were taken to be L 2 (S 1 ). This subtlety need not concern us here, however. Kf j (x, z) corresponding to C are related by the formula
Furthermore, the ring of ordinary differential operators associated to W is the ring RK ,L 0 .
Then, if we denote by W the point in Gr r corresponding to C and by W β the point corresponding to C β , Proposition 3.11 implies
The action of the involution β on vector baker functions is given by the formula
Bispectral Flows
In light of the remarks of the preceding section, it follows from the results of [12] that composing the distributions in C with the function e tz k induces the rk th flow of the KP hierarchy. In particular,
For C ∈ D 0 and t sufficiently small, C • e tz k ∈ D 0 . Consequently, one may conclude that the KP flows whose indices are zero modulo r are a local symmetry of these bispectral solutions. Furthermore, as in [7] , the composition of the KP flows with the bispectral involution is a non-isospectral symmetry. Finally, it can be shown that the bispectral involution is a symplectic map linearizing the Hamiltonian system determining the motion of the poles of these KP solutions. (We intend to discuss these results further in an upcoming paper.)
General Remarks
Associated to any commutative ring of ordinary differential operators of rank r is its geometric spectral data, which are a rank r vector bundle over a complex projective curve [2, 11] . The geometric spectral data corresponding to rank one bispectral rings are "unicursal" rational curves with any line bundle [15] . That is, any rational curve having singularities in the form of cusps with any line bundle is the geometric spectral data of some bispectral ring of operators. The spectral curves associated to the bispectral rings constructed in this paper are still rational curves with singularities only in the form of cusps. However, the bispectral rings presented here do not correspond to arbitrary rank r vector bundles, but rather only very special bundles. Indeed, for given n and r, our construction depends on n + r − 2 parameters, which is in general fewer than the number of moduli for a bundle of rank r on a singular rational curve of genus n. Previous work has indicated a relationship between bispectrality and polynomial τ -functions [7, 18] . The results above continue to support such a relationship (Definition 3.6). Furthermore, the bispectral involution involves not only an exchange of the variables x and z, but of the roles of the polynomials τ (x) and q(z). Since the roots of τ (x) indicate places that the orbit of the point W ∈ Gr r leave the big cell, and the roots of q(z) indicate the singular points of the spectral curve, the bispectral involution can be roughly seen as an exchange of spectral curve with the x-orbit.
The rings R constructed in this paper contain operators normalized so that they are monic and have zero second coefficient. A change in variable or conjugation by a non-constant function would change this normalization but preserve bispectrality [15] .
It has been noted previously [6] that in the case of the known bispectral operators associated to the KP hierarchy, one is able to determine a corresponding operator in z whose eigenvalue is any antiderivative of the τ function. The same can be shown to be true in the present case. In particular, for every p ∈ R C β , there is an operator Q p (z, ∂ z ) for which f C (x, z) is an eigenfunction with eigenvalue p(x). However, since q β (z) = τ (z), we have by Equation 61 that R C β is exactly the ring of polynomials whose derivatives are divisible by τ .
Finally, in light of Wilson's result, it is natural to conjecture that given L 0 , one may associate a bispectral ring to any finite dimensional homogeneous subspace C ⊂ S by defining RK ,L 0 as above. In particular, we conjecture that if we define C β as in Definition 3.2 for any C ∈ Gr h (S), there always exists a nonzero µ ∈ C(x) such that
which would imply that
For instance, suppose r = 2,C = δ λ 1 • (∂ + γ 1 ), δ λ 2 • (∂ + γ 2 ) , λ 1 = λ 2 , but C does not belong to D 0 . Then one may check directly that there are two possibilities for C β . Lettingλ be the unique (repeated) root of τ , C β is spanned by two distributions supported atλ, of orders either (3, 0) or (2, 1). In both cases,K β has order 4, as doesK ♭ . This implies that Equation (99) holds. Note: After the completion of this work, a preprint [1] was made available which presents similar results from a Lie theoretic point of view.
