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TOPOLOGICAL DYNAMICS AND THE COMPLEXITY OF
STRONG TYPES
KRZYSZTOF KRUPIN´SKI, ANAND PILLAY, AND TOMASZ RZEPECKI
Abstract. We develop topological dynamics for the group of automorphisms of
a monster model of any given theory. In particular, we find strong relationships
between objects from topological dynamics (such as the generalized Bohr com-
pactification introduced by Glasner) and various Galois groups of the theory in
question, obtaining essentially new information about them, e.g. we present the
closure of the identity in the Lascar Galois group of the theory as the quotient
of a compact, Hausdorff group by a dense subgroup.
We apply this to describe the complexity of bounded, invariant equivalence
relations, obtaining comprehensive results, subsuming and extending the existing
results and answering some open questions from earlier papers. We show that,
in a countable theory, any such relation restricted to the set of realizations of a
complete type over ∅ is type-definable if and only if it is smooth. Then we show a
counterpart of this result for theories in an arbitrary (not necessarily countable)
language, obtaining also new information involving relative definability of the
relation in question. As a final conclusion we get the following trichotomy. Let
C be a monster model of a countable theory, p ∈ S(∅), and E be a bounded,
(invariant) Borel (or, more generally, analytic) equivalence relation on p(C).
Then, exactly one of the following holds:
(1) E is relatively definable (on p(C)), smooth, and has finitely many classes,
(2) E is not relatively definable, but it is type-definable, smooth, and has 2ℵ0
classes,
(3) E is not type definable and not smooth, and has 2ℵ0 classes.
All the results which we obtain for bounded, invariant equivalence relations carry
over to the case of bounded index, invariant subgroups of definable groups.
0. Introduction
Generally speaking, this paper concerns applications of topological dynamics
and the “descriptive set theory” of compact topological groups to model theory.
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The idea of using methods and tools of topological dynamics in the study of
groups definable in first order structures originates in [New09]. Since then further
important developments in this direction have be made (see e.g. [New11; GPP14;
KP17; CS15]). The motivation for these considerations is the fact that using the
“language” of topological dynamics, one can describe new interesting phenomena
concerning various model-theoretic objects which lead to non-trivial results and
questions in a very general context (sometimes without any assumption on the
theory in question, sometimes under some general assumptions such as NIP).
With a given definable group G, one can associate various connected components
of it (computed in a big model, called a monster model). The quotients by these
connected components are invariants of the group G (in the sense that they do
not depend on the choice of the monster model) and one of the important tasks
is to understand these quotients as mathematical objects. Topological dynamics
turns out to be an appropriate tool to do that. Already Newelski noticed some
connections between notions from topological dynamics (mainly Ellis groups) and
quotients by these components. This was investigated more deeply in [KP17],
which led to important new results on such quotients.
In Section 2 of the current paper, we adapt ideas and some proofs from [KP17]
to the following context. We consider any complete theory T and its monster
model C. We develop topological dynamics for the group Aut(C) (in place of the
definable group G considered in the above paragraph). Instead of quotients by
connected components, we are now considering certain Galois groups of T , namely
GalL(T ), GalKP (T ) and Gal0(T ) (the first group is called the Lascar Galois group,
the second one – the Kim-Pillay Galois group, and the third one is the kernel of
the canonical epimorphism from GalL(T ) to GalKP (T )). These groups are very
important invariants of the given theory. While GalKP (T ) is naturally a compact,
Hausdorff group, GalL(T ) and Gal0(T ) are more mysterious objects, and our results
shed new light on them; in particular, we show that GalL(T ) is naturally the
quotient of a compact, Hausdorff group by some normal subgroup, while Gal0(T )
is such a quotient but by a dense, normal subgroup. All of this follows from our
considerations relating topological dynamics of the group Aut(C) and the above
Galois groups.
Our original motivation for the above considerations was to say something mean-
ingful about Galois groups of first order theories. Later, it turned out that as
a non-trivial outcome of these considerations, we obtained very general results
on the complexity of bounded, invariant equivalence relations which refine type
(which are sometimes called strong types, or rather their classes are called strong
types). Certain concrete strong types play a fundamental role in model theory,
mainly: Shelah strong types (classes of the relation which is the intersection of
all ∅-definable equivalence relations with finitely many classes), Kim-Pillay strong
types (classes of the finest bounded, ∅-type-definable equivalence relation denoted
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by EKP ), and Lascar strong types (classes of the finest bounded, invariant equiv-
alence relation denoted by EL). While the quotients by bounded, type-definable
equivalence relations are naturally compact, Hausdorff spaces (with the so-called
logic topology), the quotients by bounded, invariant equivalence relations are not
naturally equipped with such a nice topology (the logic topology on them is com-
pact but not necessarily Hausdorff, and may even be trivial). Thus, a natural
question is how to measure the complexity of bounded, invariant equivalence re-
lations and how to view quotients by them as mathematical objects. One can, of
course, just count the number of elements of these quotients, but more meaningful
is to look at Borel cardinalities (in the sense of descriptive set theory) of such
relations (the precise sense of this is explained in Section 1). Important results
in this direction have already been established for Lascar strong types in [KPS13]
and [KMS14], and later they were generalized in [KM14] and [KR16] to a certain
wider class of bounded, Fσ equivalence relations. A fundamental paper in this
area, focusing on the number of elements in the quotient spaces, is [New03].
From the main results of [KM14] and [KR16] it follows that, working in a count-
able theory, smoothness (in the sense of descriptive set theory) of a bounded, Fσ
equivalence relation restricted to the set of realizations of a single complete type
over ∅ and satisfying an additional technical assumption (which we call orbitality)
is equivalent to its type-definability. It was asked whether one can drop this extra
assumption and also weaken the assumption that the relation is Fσ to the one
that it is only Borel. In Section 4, we prove a very general theorem which answers
these questions. In a simplified form, it says that a bounded, invariant equivalent
relation defined on the set of realizations of a single complete type over ∅ in a
countable theory is smooth if and only if it is type-definable; in other words, such
a relation is either type-definable, or non-smooth. It is worth emphasizing that
this kind of a result was not accessible by the methods of [KMS14], [KM14] or
[KR16], as they were based on a distance function coming from the fact that the
relation in question was Fσ in those papers. In Section 5, we prove a variant of
this result for theories in an arbitrary (i.e. not necessarily countable) language; this
time, however, we do not talk about smoothness, focusing only on the cardinal-
ity of quotient spaces, but with extra information concerning relative definability.
All of this yields the trichotomy formulated at the end of the abstract, which is
a comprehensive result relating smoothness, type-definability, relative definability
and the number of classes of bounded, Borel equivalence relations in a countable
theory. This trichotomy appears in Section 6 in a more general form.
It should be stressed that – using the “affine sort” technique – all the results
we have obtained easily carry over to the case of subgroups of definable groups,
mirroring what was done in [KR16] and [KM14], essentially extending some results
of these papers. These new corollaries will be stated along with the main theorems.
We finish the introduction with a description of the structure of this paper. First
of all we should say that the main results are contained in Sections 2, 4, 5 and 6.
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In Section 1, we define the fundamental notions and recall the key facts, and
also make some basic observations.
In Section 2, we develop some topological dynamics of the group Aut(C) of
automorphisms of the monster model, focusing on relationships with Galois groups
of the theory in question. As an outcome, we get new information on these Galois
groups as well as on the “spaces” of strong types, which is then essentially used in
Sections 4 and 5. The main results of Section 2 are Theorems 2.7, 2.9 and 2.15.
The appendix is an extension of Section 2. In particular, it explains why in
Section 2 (and thus in the whole paper) we have to work with the Ellis semigroup
of the appropriate type space and not just with this type space itself.
In Section 3, first we prove a general lemma concerning topological dynamics,
and then we apply it to prove a technical lemma which is used later in the proofs
of the main results of Sections 4 and 5. In the second half, we prove a few other
observations needed in Section 5.
In Section 4, we prove our main result on smoothness and type-definability of
bounded, invariant equivalence relations in the countable language case. This
is Theorem 4.1 which is formulated in a very general form and then followed
by a collection of immediate corollaries, which are restrictions to more concrete
situations and give answers to some questions from [KM14] and [KR16] discussed
in the final part of Subsection 1.4.
Section 5 deals with bounded, invariant equivalence relations in a language of
arbitrary cardinality. The main result here is Theorem 5.1. We also explain some
of the consequences and limitations of this theorem, and suggest and motivate
Conjecture 5.9, which would be a strengthening of part (I) of Theorem 5.1.
Section 6 summarizes the main results of Sections 4 and 5 in the form of the
aforementioned trichotomy theorem, along with a variant for definable groups.
It is worth mentioning that after this paper was submitted, the third author
made some further progress [Rze17]. In the current paper, the equivalence of
smoothness and type-definability for bounded, invariant equivalence relations de-
fined on the set of realizations of a single complete type over ∅ is proved. One can
still ask what happens if the relation in question is defined on a bigger set. It is easy
to see that the assumption that the relation refines type is then needed. Example
4.4 of [KR16] shows that even under this assumption, in general, smoothness does
not imply type-definability. In [Rze17], the third author introduced a new class of
weakly orbital equivalence relations (which contains invariant relations defined on
a single complete type over ∅ as well as orbital relations, such as EL, considered on
the whole monster model), and proved that for such relations smoothness implies
type-definability. This result generalizes Theorem 4.1, but one should emphasize
that the proof of this generalization uses Theorem 4.1 and does not yield a new
proof of Theorem 4.1.
1. Preliminaries
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1.1. Topological dynamics. As a general reference for the knowledge on topo-
logical dynamics needed in this paper we would recommend [Gla76] and [Aus88].
In this paper, by “compact” we mean what some may call “quasicompact”, namely
we do not include the Hausdorff property in the definition, and in fact we will
explicitly state the separation properties satisfied by spaces in question.
A G-flow is a pair (G,X), where G is a topological group acting continuously
on a compact, Hausdorff space X.
Definition 1.1. The Ellis semigroup of the flow (G,X), denoted by EL(X), is
the closure of the collection of functions {pig | g ∈ G} (where pig : X → X is
given by pig(x) = gx) in the space X
X equipped with the product topology, with
composition as the semigroup operation.
Since composition of functions in XX is continuous in the left coordinate, the
semigroup operation on EL(X) is also continuous in the left coordinate. Moreover,
both XX and EL(X) are G-flows, and minimal subflows of EL(X) are exactly
minimal left ideals with respect to the semigroup structure on EL(X). We have the
following fundamental fact proved by Ellis (e.g. see Corollary 2.10 and Propositions
3.5 and 3.6 of [Ell69], or Proposition 2.3 of [Gla76]).
Fact 1.2. Let S be a semigroup equipped with a compact, Hausdorff topology so
that the semigroup operation is continuous in the left coordinate. Let M be a
minimal left ideal in S, and let J(M) be the set of all idempotents in M. Then:
i) For any p ∈M, Sp =Mp =M.
ii) M is the disjoint union of sets uM with u ranging over J(M).
iii) For each u ∈ J(M), uM is a group with the identity element u, where the
group operation is the restriction of the semigroup operation on S.
iv) All the groups uM (for u ∈ J(M)) are isomorphic, even when we vary the
minimal ideal M.
Applying this to S := EL(X), the isomorphism type of the groups uM (or just
any of these groups) from the above fact is called the Ellis group of the flow X.
A G-ambit is a G-flow (G,X, x0) with a distinguished point x0 ∈ X such that the
orbit Gx0 is dense. A universal G-ambit is an initial object in the category of all G-
ambits, where morphisms are homomorphisms of G-ambits (i.e. continuous maps
between pointed spaces, preserving the action of G). It is clear that a universal
G-ambit always exists. Indeed, take a set {(G,Xi, xi) : i ∈ I} of representatives
of isomorphism “classes” of all G-ambits, put X :=
∏
iXi, x := (xi)i, and let U be
the closure of the orbit of x with respect to the coordinatewise action of G on X.
Then (G,U , x) is universal. For example, in the case when G is discrete, it is just
βG (the Stone-Cˇech compactification of G); in the category of externally definable
G-ambits, it is the appropriate space of externally definable types (see [KP17, Fact
1.10] for details). The universal G-ambit can be equipped with the structure of a
left continuous semigroup which is isomorphic to its own Ellis semigroup, so, in
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fact, there is no need to work with the original definition of the Ellis semigroup
for universal ambits. However, we will be considering the action of Aut(C) (where
C is a monster model) on a certain space of global types on which, as we will
see in the appendix, rather often there is no natural left continuous semigroup
operation. Hence, we will have to really work with the original definition of the
Ellis semigroup of our Aut(C)-ambit.
A very important notion for this paper is the τ -topology on an Ellis group. In
[Aus88; Gla76], it is defined on Ellis groups of βG (for a discrete group G), but it
can also be defined on Ellis groups of any flow (G,X). To introduce the τ -topology,
we first need to define the so-called circle operation on subsets of EL(X). Similarly
to [KP17] (see the discussion at the beginning of Section 2 in [KP17]), although we
do not have a continuous on the left “action” of the semigroup EL(X) on 2EL(X)
(i.e. on the space of non-empty, closed subsets of EL(X)) extending the natural
action of G, we can take the statement in point (1) of [Gla76, Chapter IX, Lemma
1.1] as the definition of ◦.
Definition 1.3. For A ⊆ EL(X) and p ∈ EL(X), p ◦ A is defined as the set of
all points η ∈ EL(X) for which there exist nets (ηi) in A and (gi) in G such that
lim gi = p and lim giηi = η.
As was observed in [KP17, Section 2], it is easy to check that p ◦ A is closed,
pA ⊆ p◦A and p◦(q◦A) ⊆ (pq)◦A (but we do not know whether p◦(q◦A) = (pq)◦A;
in [Gla76], it follows from the existence of the action of βG on 2βG).
Now, choose any minimal left ideal M in EL(X) and an idempotent u ∈M.
Definition 1.4. For A ⊆ uM, define clτ (A) = (u ◦ A) ∩ uM.
Now, the proofs of 1.2-1.12 (except 1.12(2)) from [Gla76, Chapter IX] go through
(with some slight modifications) in our context. In particular, clτ is a closure
operator on subsets of uM, and it induces the so-called τ -topology on uM which
is weaker than the topology inherited from EL(X); the τ -topology is compact
and T1, and multiplication is continuous in each coordinate separately. Also, the
topological isomorphism type of uM depends on the choice of neither M nor
u ∈ J(M): for the fact that it is independent of the choice of u ∈ J(M) see
Lemma 1.4 in [Gla76, Chapter IX]; however, we could not find in the literature a
proof that it is also independent from the choice of M, so we briefly explain how
to do that.
Consider two minimal left ideals M and M′, and an idempotent u ∈ M. By
Proposition 2.5 of [Gla76] or Proposition 3.6 of [Ell69], there is an idempotent
u′ ∈ M′ such that uu′ = u′ and u′u = u. Then one easily checks that f : uM→
u′M′ given by f(x) = xu′ is an (abstract) isomorphism with the inverse given by
f−1(y) = yu. So it is enough to show that f is a closed map. Consider a τ -closed
subset A of uM. Then A = u′u′A ⊆ u′(u′ ◦ A) = uu′(u′ ◦ A) ⊆ u(u′ ◦ (u′ ◦ A)) ⊆
u(u′ ◦ A) = u(u′ ◦ uA) ⊆ u(u′ ◦ (u ◦ A)) ⊆ u(u′u ◦ A) = u(u ◦ A) = A (the last
equality is equivalent to τ -closedness of A). Hence, u′(u′ ◦A) = A. One can easily
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check that (u′ ◦ A)u′ = u′ ◦ Au′, so we conclude that u′(u′ ◦ Au′) = Au′ = f [A],
which means that f [A] is τ -closed in u′M′.
Definition 1.5. H(uM) is the intersection of the sets clτ (V ) with V ranging over
all τ -neighborhoods of u in the group uM.
Fact 1.6 (Theorem 1.9 in Chapter IX of [Gla76]). H(uM) is a τ -closed, normal
subgroup of uM. The quotient group uM/H(uM) equipped with the quotient
topology induced by the τ -topology is a compact, Hausdorff group (and this quotient
topology will also be called the τ -topology). For any τ -closed subgroup K of uM,
uM/K is a Hausdorff space if and only if K ⊇ H(uM).
In [Gla76, Chapter IX], it is proved that in the case of the discrete group G,
working in βG, the topological group uM/H(uM) coincides with the so-called
generalized Bohr compactification of G. In [KP17], a similar result is proved in
the category of externally definable objects. In fact, the proof of [KP17, Theorem
2.5] can be adapted to show that, working in EL(X), uM/H(uM) is also the
generalized Bohr compactification of G, but computed in the category of G-flows
(G, Y ) such that for any y0 ∈ Y there is a homomorphism of G-flows from EL(X)
to Y sending Id to y0. But since this observation is not in the main stream of the
current paper, we will not talk about the details.
The key fact for us is that uM/H(uM) is a compact, Hausdorff group.
1.2. Descriptive set theory. Let E and F be equivalence relations on Polish
spaces X and Y , respectively. We say that E is Borel reducible to F if there exists
a Borel reduction of E into F , i.e. a Borel function f : X → Y such that for all
x, y ∈ X
x E y ⇐⇒ f(x) F f(y).
If E is Borel reducible to F , we write E ≤B F .
We say that E and F are Borel equivalent or Borel bi-reducible or that they have
the same Borel cardinality, symbolically E ∼B F , if E ≤B F and F ≤B E.
E is said to be smooth if it is Borel reducible to ∆2N , i.e. to equality on the
Cantor set. Note that each smooth equivalence relation is automatically Borel (as
the preimage of ∆2N by a Borel function).
The following two dichotomies are fundamental.
Fact 1.7 (Silver dichotomy). For every Borel equivalence relation E on a Polish
space either E ≤B ∆N, or ∆2N ≤B E.
By E0 we denote the equivalence relation of eventual equality on 2N.
Fact 1.8 (Harrington-Kechris-Louveau dichotomy). For every Borel equivalence
relation E on a Polish space either E ≤B ∆2N (i.e. E is smooth), or E0 ≤B E.
The definition of Borel cardinalities makes sense for non-Borel equivalence rela-
tions. However, one has to be careful here. While for Borel equivalence relations
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on Polish spaces non-smoothness implies possessing 2ℵ0 classes (e.g. by Fact 1.8),
there are non-Borel equivalence relations which are non-smooth and with only 2
classes (e.g. a partition of a Polish space into two non-Borel subsets).
Recall that for an equivalence relation E on a set X, a subset Y of X is said to
be E-saturated if it is a union of some classes of E. In this paper, we will say that
a family {Bi | i ∈ ω} of subsets of X separates classes of E if for every x ∈ X,
[x]E =
⋂{Bi | x ∈ Bi}. Note that this implies that all Bi’s are E-saturated. Thus,
a family {Bi | i ∈ ω} of subsets of X separates classes of E if and only if each Bi is
E-saturated and each class of E is the intersection of those sets Bi which contain
it. The following is folklore.
Fact 1.9. Let X be an equivalence relation on a Polish space X. Then, E is smooth
if and only if there is a countable family {Bi | i ∈ ω} of Borel (E-saturated) subsets
of X separating classes of E.
Proof. Let f be a Borel reduction of E to ∆2N . Let {Ci | i ∈ ω} be a countable
open basis of the space 2N. Then {f−1[Ci] | i ∈ ω} is a countable family consisting
of Borel (E-saturated) subsets of X separating classes of E.
For the converse, consider a family {Bi | i ∈ N} satisfying all the require-
ments. Define f : X → 2N by f(x) = χ{i∈N|x∈Bi} (i.e. the characteristic function of
{i ∈ N | x ∈ Bi}). It is easy to see that this is a Borel reduction of E to ∆2N . 
1.3. Model theory. Let T be a first order theory. We will usually work in a
monster model C of T , which by definition is a κ-saturated (i.e. each type over an
arbitrary set of parameters from C of size less than κ is realized in C) and strongly
κ-homogeneous (i.e. any elementary map between subsets of C of cardinality less
than κ extends to an isomorphism of C) model of T for a “sufficiently large” strong
limit cardinal κ. Then κ is called the degree of saturation of C. Recall that a
monster model in this sense always exists [Hod93, Theorem 10.2.1]. Whenever we
talk about types or type-definable sets, we mean that they are defined over small
(i.e. of cardinality less than κ) sets of parameters from C; an exception are global
types which by definition are complete types over C. When we consider a product
of sorts of C, we assume that it is a product of a small (i.e. less than κ) number
of sorts. Sometimes we will also work in a bigger monster model C′  C whose
degree of saturation κ′ is always assumed to be “much” bigger than the cardinality
of C.
An invariant set is a subset of a product of sorts of C which is invariant under
Aut(C); an A-invariant set is a subset invariant under Aut(C/A) (such a set is
clearly a union of sets of realizations of some number of complete types over A).
We would like stress that in this paper “type-definable” means “type-definable
with parameters” whereas “invariant” means “invariant over ∅” (unless otherwise
specified).
We say that D is a relatively definable subset of a subset C of a product of sorts
if D is an intersection of C with a definable set.
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By a, b, . . . we will denote (possibly infinite) tuples of elements from some sorts
of C; to emphasize that these are tuples, sometimes we will write a¯, b¯, . . . .
Recall that a¯ ≡ b¯ means that a¯ and b¯ have the same type over ∅. For a tuple
a¯ from C and a set of parameters A, by Sa¯(A) we denote the space of all types
tp(b¯/A) with b¯ ≡ a¯. For an A-invariant subset X of a product of sorts of C, we
define XA := {tp(x¯/A) | x¯ ∈ X}.
An invariant equivalence relation on a product of (an arbitrary small number
λ (i.e. λ < κ) of sorts of C) is said to be bounded if it has less than κ many
classes (equivalently, at most 2|T |+λ classes, which follows from the fact that the
relation of having the same type over any given model refines any bounded invariant
equivalence relation (see below)); we use the same definition for relations defined
on invariant or type-definable subsets of products of sorts. If a bounded, invariant
equivalence relation refines the relation of having the same type over ∅ (in short,
refines type), we call its classes strong types. Recall that:
• EL is the finest bounded, invariant equivalence relation on a given product
of sorts, and its classes are called Lascar strong types,
• EKP is the finest bounded, ∅-type-definable equivalence relation on a given
product of sorts, and its classes are called Kim-Pillay strong types.
Clearly EL refines EKP . EL can be described as the transitive closure of the
relation Θ(a, b) saying that (a, b) begins an infinite indiscernible sequence, and
also as the transitive closure of the relation saying that the elements have the
same type over some small submodel of C (e.g. see [KP97, Proposition 5.4] and
[CLPZ01, Fact 1.13]). Recall that Θ(a, b) and the relation saying that the elements
have the same type over some small submodel of C are both ∅-type-definable. The
Lascar distance dL(a, b) is defined as the minimal number n for which there are
a0 = a, a1, . . . , an = b such that Θ(ai, ai+1) holds for all i, if such a number n
exists, and otherwise it is ∞.
Definition 1.10. Let E be a bounded, invariant equivalence relation on a product
P of some sorts of C. We define the logic topology on P/E by saying that a subset
D ⊆ P/E is closed if its preimage in P is type-definable.
It is well known that P/E is compact, and if E is type-definable, then P/E is
also Hausdorff [LP01, Lemma 3.3]. The same remains true if we restrict E to a
type-definable subset of P . The next remark will be useful later.
Remark 1.11. If E is an invariant equivalence relation defined on a single complete
type [a]≡ over ∅, then E has a type-definable [resp. relatively definable] class if
and only if E is type-definable [resp. relatively definable].
Proof. We prove the type-definable version; the relatively definable version is sim-
ilar. The implication (⇐) is obvious. For the other implication, without loss of
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generality [a]E is type-definable. Since [a]E is a-invariant, we get that it is type-
definable over a, i.e. [a]E = pi(C, a) for some partial type pi(x, y) over ∅. Then, for
any b ≡ a we have [b]E = pi(C, b). Thus, pi(x, y) defines E. 
The following easy proposition seems to be new.
Proposition 1.12. If E is a bounded, invariant equivalence relation defined on a
single complete type p over ∅, then for any a ∈ p(C) and b/E ∈ cl(a/E) one has
cl(b/E) = cl(a/E) (i.e. the logic topology on cl(a/E) is trivial). This implies that
the closures of singletons in p(C)/E form a partition of p(C)/E, and the preimage
of the equivalence relation on p(C)/E defined by cl(x) = cl(y) is the finest bounded,
∅-type-definable equivalence relation on p(C) coarsening E.
Proof. By Zorn’s Lemma and compactness of p(C)/E, we can find a minimal
nonempty, closed subset D of p(C)/E. Then, for any c/E ∈ D, cl(c/E) = D.
Now, for any a ∈ p(C) there is an automorphism f ∈ Aut(C) mapping a to some
c such that c/E ∈ D, and so for any b/E ∈ cl(a/E) one has cl(b/E) = cl(a/E).
This clearly implies that the closures of singletons form a partition of p(C)/E,
and the final statement follows from the definition of the logic topology and Re-
mark 1.11. 
Since it is known that EKP restricted to any complete type over ∅ is the finest
bounded, ∅-type-definable equivalence relation on the set of realizations of this
type [LP01, Lemma 4.18], the above proposition gives us the next corollary, whose
last part answers a question asked by Domenico Zambella in conversation with the
first author.
Corollary 1.13. For any a, [a]EKP /EL = cl(a/EL), and the logic topology on
[a]EKP /EL is trivial. In particular, [a]EKP is the smallest EL-saturated, type-
definable subset containing [a]EL.
Now, we recall fundamental issues about Galois groups of first order theories.
Good references for this knowledge are [LP01], [Zie02], and [GN08].
Definition 1.14.
i) The group of Lascar strong automorphisms, which is denoted by AutfL(C),
is the subgroup of Aut(C) which is generated by all automorphisms
fixing small submodels of C pointwise, i.e. AutfL(C) = 〈σ | σ ∈
Aut(C/M) for a small M ≺ C〉.
ii) The Lascar Galois group of T , which is denoted by GalL(T ), is the quo-
tient group Aut(C)/AutfL(C) (which makes sense, as AutfL(C) is a normal
subgroup of C).
Now, we are going to define a certain natural topology on GalL(T ). For details,
the reader may consult Sections 4 and 5 of [Zie02]. Let µ : Aut(C) → GalL(C)
be the quotient map. Choose a small model M , and let m¯ be the tuple of all its
elements. Let µ1 : Aut(C) → Sm¯(M) be defined by µ1(σ) = tp(σ(m¯)/M), and
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µ2 : Sm¯(M) → GalL(T ) by µ2(tp(σ(m¯)/M)) = σ/AutfL(C). Then µ2 is a well-
defined surjection, and µ = µ2 ◦ µ1. Thus, GalL(T ) becomes the quotient of the
space Sm¯(M) by the relation of lying in the same fiber of µ2, and so we can define
a topology on GalL(T ) as the quotient topology. In this way, GalL(T ) becomes
a compact (but not necessarily Hausdorff) topological group. This topology does
not depend on the choice of the model M . The topological group GalL(T ) does
not depend (up to a topological isomorphism) on the choice of the monster model
C in which it is computed (for GalL(T ) treated as an abstract group a proof can
be found in Section 2 of [Zie02], and in order to see that the isomorphism obtained
there is a homeomorphism, use the definition of the topology on GalL(T )).
Fact 1.15. The following conditions are equivalent for C ⊆ GalL(T ).
i) C closed.
ii) For every (possibly infinite) tuple a¯ of elements of C, the set {σ(a¯) | σ ∈
Aut(C) and µ(σ) ∈ C} is type-definable [over some [every] small submodel
of C].
iii) There are a tuple a¯ and a partial type pi(x¯) (with parameters) such that
µ−1[C] = {σ ∈ Aut(C) | σ(a¯) |= pi(x¯)}.
iv) For some tuple m¯ enumerating a small submodel of C, the set {σ(m¯) | σ ∈
Aut(C) and µ(σ) ∈ C} is type-definable [over some [any] small submodel
of C].
Proof. A part of this fact is contained in [LP01, Lemma 4.10]. The rest is left as
an exercise. 
Definition 1.16.
i) Gal0(T ) is defined as the closure of the identity in GalL(T ).
ii) GalKP (T ) := GalL(T )/Gal0(T ) equipped with the quotient topology is
called the Kim-Pillay Galois group of T .
By general topology, GalKP (T ) is always a compact, Hausdorff group. On the
other hand, the topology on Gal0(T ) inherited from GalL(T ) is trivial, and one
of the problems we address is how to treat Gal0(T ) and GalL(T ) as mathematical
objects and how to measure their complexity. Section 2 will give us an answer to
this question.
Finally, recall that EL (on a given product of sorts) turns out to be the orbit
equivalence relation of AutfL(C), and EKP is the orbit equivalence relation of
AutfKP (C) := µ
−1[Gal0(T )].
We finish with an easy lemma which will be used in the proof of Theorem 4.1,
and whose last point is easily seen to be equivalent to Corollary 1.13.
Lemma 1.17. Suppose Y is a type-definable set which is EL-saturated. Then:
i) AutfL(C) acts naturally on Y .
ii) The subgroup S of GalL(T ) consisting of all σ/AutfL(C) such that σ[Y ] =
Y (i.e. the setwise stabilizer of Y/EL under the natural action of GalL(T ))
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is a closed subgroup of GalL(T ). In particular, AutfKP (C)/AutfL(C) =
Gal0(T ) ≤ S.
iii) Y is a union of EKP -classes.
Proof. (i) follows immediately from the assumption that Y is EL-saturated.
(ii) The fact that S is closed can be deduced from Fact 1.15 and from the fact
that this is a topological (not necessarily Hausdorff) group. To see this, note that
S = P ∩ P−1, where P := ⋂a∈Y {σ/AutfL(C) | σ(a) ∈ Y } is closed in GalL(T ) by
Fact 1.15(iii). The second part of (ii) follows from the first one and the fact that
AutfKP (C)/AutfL(C) = Gal0(T ) = cl(id /AutfL(C)).
(iii) is immediate from (ii) and the fact that EKP is the orbit equivalence relation
of AutfKP (C). Alternatively, one can use Corollary 1.13. Namely, since Y is type-
definable and EL-saturated, Y/EL is closed, so by Corollary 1.13, we get that for
every a ∈ Y , [a]EKP /EL = cl(a/EL) ⊆ Y/EL, i.e. Y is EKP -saturated. 
1.4. Bounded invariant equivalence relations and Borel cardinalities. As
was already mentioned, one of the general questions is how to measure the com-
plexity of bounded, invariant equivalence relations. A possible answer is: via Borel
cardinalities. However, any such a relation is defined on the monster model which
is not any reasonable (Polish) topological space. Therefore, one has to interpret
the relation in question in the space of types over a model. This was formalized in
[KPS13] for Lascar strong types and generalized to arbitrary relations in [KR16].
First, we recall basic definitions and facts from [KR16]. Then we will discuss
the most important known theorems and some questions which we answer in this
paper.
We work in a monster model C of some theory T . Recall that if X is an A-
invariant set, we associate with X the subset
XA := {tp(a/A) | a ∈ X}
of S(A).
In contrast to [KR16], here by a type-definable set we mean a type-definable set
over parameters.
Definition 1.18. Suppose X is a subset of some product of sorts P . Then we say
that P is the support of X, and we say that X is countably supported if P is a
product of countably many sorts.
Definition 1.19 (Borel invariant set, Borel class of an invariant set). For any
invariant set X, we say that X is Borel if the corresponding subset X∅ of S(∅) is,
and in this case, by the Borel class of X we mean the Borel class of X∅ (e.g. we
say that X is Fσ if X∅ is Fσ, and we might say that X is clopen if X∅ is clopen
(i.e. if X is definable)).
Similarly if X is A-invariant, we say that it is Borel over A if the corresponding
subset XA of S(A) is (and Borel class is understood analogously).
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We say that a set is pseudo-∗ if it is ∗ over some small set of parameters, e.g it is
pseudo-closed if it is closed over some small set (equivalently, if it is type-definable
(with parameters from a small set)).
Definition 1.20. Suppose E is a bounded, invariant equivalence relation on an
invariant set X in a product P of sorts, and M is a model.
Then we define EM ⊆ (XM)2 ⊆ (PM)2 as the relation
p EM q ⇐⇒ there are a |= p and b |= q such that a E b.
(Since E-classes are M -invariant, this is equivalent to saying that for all a |= p, b |=
q we have a E b, which implies that EM is an equivalence relation.)
The next proposition shows the Borel classes of EM and E are the same in the
countable case.
Fact 1.21 (Proposition 2.9 in [KR16]). Consider a model M , and some bounded,
invariant equivalence relation E on an invariant subset X of a product of sorts P .
Consider the natural restriction map pi : (P 2)M → (PM)2 (i.e. pi(tp(a, b/M)) =
(tp(a/M), tp(b/M))). Then we have the following facts:
• Each E-class is M-invariant, in particular, for any a, b ∈ X
a E b ⇐⇒ tp(a, b/M) ∈ EM ⇐⇒ tp(a/M) EM tp(b/M)
and pi−1[EM ] = EM .
• If one of EM (as a subset of of (PM)2), EM (as a subset of (P 2)M), or
E (considered as a subset of (P 2)∅) is closed or Fσ, then all of them are
closed or Fσ (respectively). In the countable case (when the support of E,
the language and M are all countable), we have more generally that the
Borel classes of EM , EM , E are all the same.
• Similarly – for M-invariant Y ⊆ X – the relation EMYM is closed or Fσ
[or Borel in the countable case] if and only if EM ∩ (Y 2)M is.
Although analyticity was not considered in [KR16], one can easily check that the
above definitions and observations have their counterparts for analyticity. Namely,
using Definition 1.42 of analytic sets in arbitrary spaces (which coincides with the
definition of analytic sets in Polish spaces), we say that an invariant subset X of
some product P of sorts is analytic if X∅ is an analytic subset of P∅. Now, let E
be a bounded, invariant equivalence relation defined on an invariant subset of a
product P of sorts, and M be a model. By Remark 1.44, analyticity is preserved
under taking images and preimages by continuous functions between compact,
Hausdorff spaces. Moreover, the function pi : (P 2)M → (PM)2 from the last fact
and the restriction function r : (P 2)M → (P 2)∅ are both continuous and satisfy:
pi[EM ] = E
M , pi−1[EM ] = EM , r[EM ] = E∅, and r−1[E∅] = EM . All of this implies
that if one of EM , EM , or E is analytic, then all of them are.
Below, we will sometimes restrict a bounded, invariant equivalence relation E
defined on X to an E-saturated set Y ⊆ X. Note that in such a situation, Y is
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invariant over any model M (which follows from the fact that E is coarser than
the relation of having the same type over M , and so classes of E are invariant over
M).
Fact 1.22 (Proposition 2.12 in [KR16]). Assume that the language is countable.
For any E which is a bounded, invariant equivalence relation on some ∅-type-
definable and countably supported set X, and for any Y ⊆ X which is pseudo-closed
(i.e. type-definable) and E-saturated, the Borel cardinality of the restriction of EM
to YM does not depend on the choice of the countable model M . In particular, if
X = Y , the Borel cardinality of EM does not depend on the choice of the countable
model M .
This justifies the following definition.
Definition 1.23. If E is as in the previous proposition, then by the Borel cardinal-
ity of E we mean the Borel cardinality of EM for a countable model M . Likewise,
we say that E is smooth if EM is smooth for a countable model M .
Similarly, if Y is pseudo-closed and E-saturated, the Borel cardinality of EY is
the Borel cardinality of EMYM for a countable model M .
Type-definable equivalence relations are trivially smooth, because the associated
relations on type spaces are closed and so smooth (in fact, any Borel equivalence
relation E on a Polish space Y such that all E-classes are Gδ-subsets of Y is smooth
[KMS14, Corollary 1.32]).
Fact 1.24 (Fact 2.14 in [KR16]). A bounded, type-definable equivalence relation
in a countable theory is smooth.
Before we recall the main known theorems on non-smoothness of Lascar equiv-
alence and, more generally, of some bounded, Fσ equivalence relations, we need to
recall first some definitions, particularly the definition of a normal form and the
associated distance function.
Definition 1.25 (Normal form). If (Φn(x, y))n∈N is a sequence of (partial) types
over ∅ on a ∅-type-definable setX such that Φ0(x, y) = ((x = y)∧x ∈ X) and which
is increasing (i.e. for all n, Φn(x, y) ` Φn+1(x, y)), then we say that
∨
n∈NΦn(x, y)
is a normal form for an invariant equivalence relation E on X if we have for any
a, b ∈ X the equivalence a E b ⇐⇒ C |= ∨n∈NΦn(a, b), and if the binary function
d = dΦ : X
2 → N ∪ {∞} defined as
d(a, b) = min{n ∈ N | C |= Φn(a, b)}
(where min ∅ =∞) is an invariant metric with possibly infinite values – that is, it
satisfies the axioms of coincidence, symmetry and triangle inequality. In this case,
we say that d induces E on X.
Example 1.26. The prototypical example of a normal form is
∨
n dL(x, y) ≤ n,
inducing EL, and dL is the associated metric (where EL is the relation of having
the same Lascar strong type and dL is the Lascar distance).
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It turns out that any Fσ equivalence relation has a normal form (see [KR16,
Proposition 2.21]).
A fundamental theorem of Newelski is the following.
Fact 1.27 (Corollary 1.12 in [New03]). Assume E is an equivalence relation with
normal form
∨
n∈NΦn. Assume p ∈ S(∅) and Y ⊆ p(C) is type-definable and
E-saturated. Then E is equivalent on Y to some Φn(x, y) (and therefore E is
type-definable on Y ), or |Y/E| ≥ 2ℵ0.
By Remark 1.11, one immediately gets
Corollary 1.28. Suppose E is an invariant, Fσ equivalence relation. Then, if for
some complete type p over ∅ the restriction Ep(C) is not type-definable, it has at
least 2ℵ0 classes within any type-definable and E-saturated set Y ⊆ p(C).
In particular,
Corollary 1.29. For any tuple a¯, either EL[a¯]EKP has only one class, or it has
at least 2ℵ0 classes.
If the language is countable, the above corollary says that either EL[a¯]EKP has
only one class, or ∆2ω Borel reduces to it. Having in mind the Silver dichotomy and
the Harrington-Kechris-Louveau dichotomy, it was conjectured in [KPS13] that the
second part can be strengthened to the statement that EL[a¯]EKP is non-smooth
(i.e. E0 Borel reduces to it). This was proved in [KMS14]. More precisely:
Fact 1.30 (Main Theorem A in [KMS14]). Assume that T is a complete theory
in a countable language, and consider EL on a product of countably many sorts.
Suppose Y is an EL-saturated, pseudo-Gδ subset of the domain of EL. Then either
each EL class on Y is dL-bounded (from which it easily follows that EL coincides
with EKP on Y , so it is type-definable on Y ), or EY is non-smooth.
In [KM14] and [KR16], the last fact was generalized to a certain wider class of
bounded Fσ relations. In order to formulate this generalization, we need to recall
one more definition from [KR16].
Definition 1.31 (Orbital equivalence relation, orbital on types equivalence rela-
tion). Suppose E is an invariant equivalence relation on a set X.
• We say that E is orbital if there is a group Γ ≤ Aut(C) such that E is the
orbit equivalence relation of Γ.
• We say that E is orbital on types if it refines type and the restriction of E
to any complete type over ∅ is orbital.
Fact 1.32 (Theorem 3.4 in [KR16]). We are working in the monster model C of
a complete, countable theory. Suppose we have:
• a ∅-type-definable, countably supported set X,
• an Fσ, bounded equivalence relation E on X, which is orbital on types,
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• a pseudo-closed and E-saturated set Y ⊆ X,
• an E-class C ⊆ Y with infinite diameter with respect to some normal form
of E.
Then EY is non-smooth.
In fact, in [KM14, Theorem 3.17], the authors allow X to be type-definable over
some parameters (and E is the intersection of an invariant set with X ×X) and
assume only that Y is pseudo-Gδ, but we work with the stronger assumption that
X is ∅-type-definable and Y is pseudo-closed (i.e. type-definable), as we find it
the most interesting situation. Note also that in [KM14, Theorem 3.17], there is
a slightly weaker assumption than orbitality on types, but one can easily see that
both formulations of the theorem are equivalent (but assuming in [KM14, Theorem
3.17] additionally that X is ∅-type-definable and Y is pseudo-closed).
In [KM14, Problem 3.21], the authors asked if one can drop the assumption
concerning orbitality in the above theorem. From our Theorem 4.1, it will follow
that the answer is yes (assuming instead that E refines ≡; otherwise the answer
is no, by [KR16, Example 4.4]). In fact, our theorem is a much stronger gener-
alization of the above theorem: not only do we remove the orbitality assumption
but also, more importantly, the assumption that the relation is Fσ (removing from
the statement the part concerning the diameter and replacing it by an appropri-
ate assumption of non-type-definability – note that the two are equivalent for Fσ
equivalence relations, by Fact 1.27).
In [KR16, Theorem 4.9], it was deduced from Fact 1.32 that if E is an Fσ,
bounded, orbital on types equivalence relation defined on a single complete type
over ∅ or refining EKP , then smoothness of E is equivalent to type-definability of
E. On the other hand, it was shown that if one drops the assumption that E is
defined on a single complete type over ∅ or refines EKP , then smoothness need not
imply type-definability. The following question was formulated there (Question
4.11 in Section 4.3).
Question 1.33. Suppose that E is a Borel, bounded equivalence relation which
is defined on a single complete type over ∅ or which refines EKP . Is it true that
smoothness of E implies that E is type-definable?
From our Theorem 4.1, we will immediately get the positive answer to this
question.
All our results on [non-]smoothness of bounded, invariant equivalence relations
(which are not necessarily Fσ) were not accessible by the methods of [KMS14;
KM14; KR16] mainly due to the lack of a distance function associated with normal
forms of Fσ relations.
1.5. Definable groups and their subgroups. Definable groups are not the
central notion in this paper, however, the results we obtain can be readily adapted
to their context, as we will see in Corollaries 4.7, 5.4 and 6.2.
To formulate those corollaries, we need to recall some basic facts.
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Definition 1.34. Suppose G is a ∅-type-definable group and H ≤ G is invariant.
We define EH as the relation on G of lying in the same right coset of H.
In [KR16], the following result has been proved. See also [KM14, Corollary 3.36]
for a more general statement.
Fact 1.35 (Corollary 3.9 in [KR16]). Assume the language is countable. Suppose
that G is a ∅-definable group (and therefore finitely supported) and H E G is an
invariant, normal subgroup of bounded index, which is Fσ (equivalently, generated
by a countable family of type-definable sets). Suppose in addition that K ≥ H is
a pseudo-closed (i.e. type-definable) subgroup of G. Then EHK is smooth if and
only if H is type-definable.
To obtain it, the following construction is used.
Fact 1.36 (see [GN08, Section 3, in particular Propositions 3.3 and 3.4]). If G is
a ∅-definable group, and we adjoin to C a left principal homogeneous space X of G
(as a new sort; we might think of it as an “affine copy of G”), along with a binary
function symbol for the left action of G on X, we have the isomorphism
Aut((C, X, ·)) ∼= Go Aut(C),
where:
(1) the semidirect product is induced by the natural action of Aut(C) on G,
(2) on C, the action of Aut(C) is natural, and that of G is trivial,
(3) on X we define the action by fixing some x0 and putting σg(h · x0) =
(hg−1)x0 and σ(h · x0) = σ(h) · x0 (for g ∈ G and σ ∈ Aut(C)).
In this context, we induce another equivalence relation (which is an equivalence
relation on the set of realizations of a single type).
Definition 1.37. Let H be an invariant subgroup of G. Then EH,X is the relation
on X of being in the same H-orbit.
Then the following fact, paired with Fact 1.32, yields Fact 1.35.
Fact 1.38 (Lemma 2.35 and Proposition 2.42 from [KR16]). Let H ≤ G be an in-
variant subgroup of bounded index and let K be a pseudo-closed (i.e. type-definable)
subgroup such that H ≤ K ≤ G.
Let M  C be any small model. Then, if we put N = (M,G(M) ·x0)  (C, X, ·),
the map g 7→ g ·x0 induces a homeomorphism GM → XN which takes EMH to ENH,X
and KM to (K · x0)N .
Furthermore:
• EH,X is type-definable or Fσ if and only if EH is, if and only if H is
(respectively),
• if the language and M are both countable, while H is Borel, so are EH and
EH,X , and the Borel cardinalities of EHK and EH,XK·x0 coincide.
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In fact, the assumption of Borelness is not needed for the last part of the last
item concerning Borel cardinalities.
Remark 1.39. The preceding fact can easily be extended to obtain the following
additional information.
• K · x0 is type-definable (because K is).
• One of H, EHK , and EH,XK·x0 is type-definable if and only if all of them
are.
• One of H, EHK , and EH,XK·x0 is relatively definable if and only if all of
them are (in K, K2 and (K · x0)2, respectively).
Similarly to the discussion following Fact 1.21, we have a counterpart of the
last item of Fact 1.38 for analyticity. Recall that an invariant set Y is said to be
analytic if Y∅ is analytic in the sense of Definition 1.42.
Remark 1.40. Take the general situation from Fact 1.38. If one of the sets H, EH ,
EH,X , E
M
H , or E
N
H,X is analytic, then all of them are.
Proof. This follows from Remark 1.44 and the existence of appropriate continuous
functions. In order to see that H being analytic is equivalent to EH being analytic,
consider the continuous function f : (G×G)∅ → H∅ given by f(tp(a, b)) = tp(ba−1),
and note that f [(EH)∅] = H∅ and f−1[H∅] = (EH)∅. The equivalences for pairs of
relations EH , E
M
H and EH,X , E
N
H,X follow from the more general remark proved in
the paragraph following Fact 1.21. Finally, that EMH is analytic if and only if E
N
H,X
is analytic follows from the existence of the continuous function pi : GM → XN
considered in Fact 1.38. 
1.6. Topology. Let X be a topological space. Recall that a subset B of X has
the Baire property (BP) in X if it is the symmetric difference of an open and
meager subset of X. We say that B is strictly Baire if B ∩C has the BP in C for
every closed subset C of X (or, equivalently, for every C ⊆ X; for this and other
facts about strictly Baire sets, see [Kur66, §11 VI.]). We say that X is totally
non-meager if no non-empty closed subset of X is meager in itself. Of course, each
compact, Hausdorff space is totally non-meager.
One of the important ingredients of the proof of Theorem 4.1 will be the following
theorem from [Mil77]. This theorem was pointed out to the first author by Maciej
Malicki.
Fact 1.41 (Theorem 1 in [Mil77]). Assume G is a totally non-meager topological
group. Suppose H is a subgroup of G and {Ei | i ∈ ω} is a collection of right
H-invariant (i.e. EiH = Ei), strictly Baire sets which separates left H-cosets (i.e.
for each g ∈ G, gH = ⋂{Ei | g ∈ Ei}). Then H is closed in G.
We will also use the Souslin operation A. Recall that a Souslin scheme is a
family (Ps)s∈ω<ω of subsets of a given set. The Souslin operation A applied to such
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a scheme produces the set
As Ps :=
⋃
s∈ωω
⋂
n
Psn .
Given any collection Γ of subsets of a set X, A(Γ) denotes the collection of sets
As Ps, where all sets Ps are in Γ.
It is well-known that in a Hausdorff topological space X, the collection of all
subsets with BP is a σ-algebra which is closed under the Souslin operation [Arh95,
Theorem 25.3]. In particular, all sets in A(CLO(X)) have BP, where CLO(X)
is the collection of all closed subsets of X. It follows that, in fact, all sets in
A(CLO(X)) are even strictly Baire.
We say that a Souslin scheme (Ps)s∈ω<ω is regular if s ⊆ t implies Ps ⊇ Pt. It
is easy to check that if (Ps)s∈ω<ω is a Souslin scheme and Qs :=
⋂
s⊆t Ps, then
(Qs)s∈ω<ω is regular and As Ps = AsQs.
By [Kec95, Theorem 25.7], we know that in a Polish space, all Borel (even
analytic) subsets are of the form As Fs for a regular Souslin scheme (Fs)s∈ω<ω
consisting of closed subsets. In fact, all analytic subsets of a Polish space X form
exactly the family A(CLO(X)), and this description can be taken as a possible
extension of the definition of analytic sets to arbitrary spaces, which we have in
mind in the paragraph following Fact 1.21 and in Remark 1.40.
Definition 1.42. Let X be a topological space. The members of A(CLO(X)) will
be called analytic subsets of X.
Remark 1.43. Assume that X is a compact (not necessarily Hausdorff) space and
that Y is a T1-space. Let f : X → Y be a continuous map. Suppose (Fn)n∈ω is
descending sequence of closed subsets of X. Then f [
⋂
n Fn] =
⋂
n f [Fn].
Proof. The inclusion (⊆) is always true. For the opposite inclusion, consider any
y ∈ ⋂n f [Fn]. Then f−1(y) ∩ Fn 6= ∅ for all n. Since (Fn)n∈ω is descending, we
get that the family {f−1(y) ∩ Fn | n ∈ ω} has the finite intersection property.
On the other hand, since {y} is closed in Y (as Y is T1) and f is continuous,
we have that each set f−1(y) ∩ Fn is closed. So compactness of X implies that
f−1(y) ∩⋂n Fn = ⋂n f−1(y) ∩ Fn 6= ∅. Thus y ∈ f [⋂n Fn]. 
Remark 1.44. Let f : X → Y be a continuous map between topological spaces.
Then:
(1) The preimage by f of any analytic subset of Y is an analytic subset of X.
(2) Assume that X is compact (not necessarily Hausdorff) and that Y is Haus-
dorff. Then the image by f of any analytic subsets of X is an analytic
subset of Y .
Proof. (1) is clear by continuity of f and general properties of preimages.
To show (2), consider any analytic subset A of X. Then A =
⋃
s∈ωω
⋂
n Fsn for
some regular Souslin scheme (Fs)s∈ω<ω of closed subsets of X. By compactness of
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X and the assumptions that Y is Hausdorff and f is continuous, we see that each
set f [Fs] is closed. By Remark 1.43,
f [X] =
⋃
s∈ωω
⋂
n
f [Fsn ].
Hence, f [X] is analytic. 
Let us recall Pettis theorem (for a proof see e.g. [Kec95, Theorem 9.9]).
Fact 1.45. Let G be a topological group. If A ⊆ G has BP and is non-meager, the
set A−1A := {a−1b | a, b ∈ A} contains an open neighborhood of the identity.
2. Topological dynamics for Aut(C)
In this section, we will prove our main results relating the topological dynamics
of Aut(C) with Galois groups and spaces of strong types, namely Theorems 2.7, 2.9
and 2.15.
In this section, C denotes a monster model of a complete, first order theory
T , and c¯ – a tuple consisting of ALL elements of C; C′  C is a bigger monster
model. Whenever we compute Galois groups, we do it inside C′. Nonetheless, in
this section, as well as the later ones, we will use automorphisms of both C and C′,
sometimes in the same context. To distinguish between the two, we will denote
the latter by σ or τ with primes (i.e. σ′, τ ′).
Recall that
Sc¯(C) := {tp(a¯/C) | a¯ ≡ c¯}.
The group Aut(C) acts naturally on the space Sc¯(C). It is easy to check that
(Aut(C), Sc¯(C), tp(c¯/C)) is an Aut(C)-ambit, where Aut(C) is equipped with the
pointwise convergence topology. Moreover, the assignment f 7→ tp(f(c¯)/C) yields
a homeomorphic embedding of Aut(C) in Sc¯(C).
We will be working in the Ellis semigroup EL := EL(Sc¯(C)) of the above ambit.
One could ask whether on Sc¯(C) there is a left continuous semigroup operation
extending the natural action of Aut(C) on Sc¯(C), because then Sc¯(C) would be
isomorphic to EL and so the situation would be simplified (as for βG for a discrete
group G). As we will see in the appendix, such a semigroup operation exists if and
only if T is stable, which shows that in order to stay in full generality, we really
have to work with EL.
Recall that EL is the closure in Sc¯(C)
Sc¯(C) of Aut(C) (where the elements of
Aut(C) are naturally treated as elements of Sc¯(C)
Sc¯(C)), and the semigroup opera-
tion, denoted by ∗, is just the composition of functions. Let Id : Sc¯(C)→ Sc¯(C) be
the identity function.
We enumerate Sc¯(C) as (tp(c¯k/C) | k < λ) for some cardinal λ and some tuples
c¯k ≡ c¯, where c¯0 = c¯. Then the elements of Sc¯(C)Sc¯(C) can be naturally viewed
as sequences of types indexed by λ. For k < λ, denote by pik the projection from
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EL to the k-th coordinate. In particular, pi0(Id) = tp(c¯/C), and, more generally,
pik(Id) = tp(c¯k/C) for k < λ.
Clearly, Sc¯(C)
Sc¯(C) is an Aut(C)-flow (with the coordinatewise action of Aut(C),
denoted by ·). Then EL = cl(Aut(C) · Id). So, (Aut(C), EL, Id) is an Aut(C)-
ambit. Moreover, the natural embedding of Aut(C) in EL is an isomorphism with
its image (equal to Aut(C) · Id) in the category of topological groups. Thus, we
will be freely considering Aut(C) as a topological subgroup of EL.
Remark 2.1. pi0 is surjective.
Proof. It follows from the fact that the image of pi0 is closed in Sc¯(C) (as pi0 : EL→
Sc¯(C) is continuous, EL is compact, and Sc¯(C) is Hausdorff) and the fact that the
image of pi0 contains the orbit of Aut(C) on tp(c¯/C) which is dense in Sc¯(C). 
Proposition 2.2. For any x ∈ EL there is σ′ ∈ Aut(C′) such that for all k,
pik(x) = tp(σ
′(c¯k)/C).
Proof. This follows from compactness and the fact that Aut(C) is dense in EL.
Indeed, by the strong κ′-homogeneity of C′, we need to show that there are c¯′k ∈ C′,
k < λ, such that (c¯′k | k < λ) ≡ (c¯k | k < λ) and c¯′k |= pik(x) for all k < λ. This
is a type-definable condition on (c¯′k | k < λ), so, by compactness (or rather κ′-
saturation of C′), it is enough to realize each finite fragment of this type. But this
can be done by the density of Aut(C) · Id in EL. 
Below, we give a commutative diagram of maps which will be defined in the rest
of this section and which play a fundamental role in this paper.
uM
uM/H(uM) GalL(T ) [α¯]≡ /E
M EL = EL(Sc¯(C))
j
f
hE
f¯
h¯E
gE
fˆ
Figure 1. Commutative diagram of maps considered below (the
tuple α¯ will be fixed after Corollary 2.12).
In the table below, we give short descriptions and references to definitions of
arrows in the diagram.
j the quotient map fˆ the homomorphism described below
gE the orbit map of [α¯]E (page 27) f restriction of fˆ (page 22)
hE gE ◦ f (page 27) f¯ factor of f (page 23)
h¯E gE ◦ f¯ (page 27)
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Now, define fˆ : EL→ GalL(T ) by
fˆ(x) = σ′AutfL(C′),
where σ′ ∈ Aut(C′) is such that σ′(c¯) |= pi0(x). By a standard argument, we get
that fˆ is well-defined and onto. Indeed, suppose that σ′1, σ
′
2 ∈ Aut(C′) are such that
σ′1(c¯), σ
′
2(c¯) |= pi0(x). Then there is τ ′ ∈ Aut(C′/C) such that τ ′(σ′1(c¯)) = σ′2(c¯),
and so σ′2
−1 ◦ τ ′ ◦σ′1 ∈ Aut(C′/C), hence, using normality of AutfL(C′), we get that
σ′2
−1σ′1 ∈ AutfL(C′), which shows that fˆ is well-defined. To see that it is onto,
consider any σ′ ∈ Aut(C′). By Remark 2.1, there is x ∈ EL with σ′(c¯) |= pi0(x).
Then fˆ(x) = σ′AutfL(C′).
Remark 2.3. For any k < λ, fˆ(x) = σ′AutfL(C′), where σ′ ∈ Aut(C′) is such that
σ′(c¯k) |= pik(x).
Proof. By Proposition 2.2, there is σ′ ∈ Aut(C′) such that σ′(c¯) |= pi0(x) and
σ′(c¯k) |= pik(x). This is enough, as the value τ ′AutfL(C′) does not depend on the
choice of τ ′ ∈ Aut(C′) such that τ ′(c¯k) |= pik(x). 
Proposition 2.4. fˆ : EL→ GalL(T ) is a semigroup epimorphism.
Proof. Take any x, y ∈ EL. There is a unique k such that pi0(y) = pik(Id). Then
pi0(xy) = (x ∗ y)(tp(c¯/C)) = x(y(tp(c¯/C))) = x(pi0(y)) = x(pik(Id)) = pik(x).
By Proposition 2.2, there is σ′ ∈ Aut(C′) such that σ′(c¯) |= pi0(x) and σ′(c¯k) |=
pik(x). There is also τ
′ ∈ Aut(C′) such that τ ′(c¯) = c¯k |= pi0(y).
By these two paragraphs, we conclude that (σ′τ ′)(c¯) |= pi0(x∗y). Thus, fˆ(x∗y) =
(σ′τ ′) AutfL(C′) = (σ′AutfL(C′))(τ ′AutfL(C′)) = fˆ(x)fˆ(y). 
Although the next remark will not be applied anywhere in this paper, we thought
that it should be included here.
Remark 2.5. fˆ is continuous, where GalL(T ) is equipped with the standard (com-
pact but not necessarily Hausdorff) topology as defined in Subsection 1.3.
Proof. Let C ⊆ GalL(T ) be closed. By the definition of the topology on GalL(T ),
we get that D := {tp(σ′(c¯)/C) | σ′AutfL(C′) ∈ C} is closed in Sc¯(C). Since
fˆ−1[C] = {x ∈ EL | pi0(x) ∈ D} and pi0 is continuous, we conclude that fˆ−1[C] is
closed in EL. 
From now on, let M be a minimal left ideal in EL, and u – an idempotent in
M. So, uM (= u ∗M) is the associated Ellis group. Clearly M = EL ∗ u, and
so u ∗M = u ∗EL ∗ u. Since fˆ is a semigroup epimorphism, we get the following
corollary concerning the function f : uM→ GalL(T ) defined as the restriction of
fˆ to uM.
Corollary 2.6. f : uM→ GalL(T ) is a group epimorphism.
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Proof. Only surjectivity requires an explanation. We have f [u ∗M] = fˆ [u ∗ EL ∗
u] = fˆ(u)fˆ [EL]fˆ(u) = GalL(T ), because fˆ [EL] = GalL(T ). 
Now, we will prove a counterpart of Theorem 0.1 from [KP17]. The proof is
an adaptation of the proof from that paper to our new context, which, however,
requires more technicalities.
As usual, µ : Aut(C′) → GalL(T ) will be the quotient map, and GalL(T ) and
GalKP (T ) are equipped with the standard topologies (see Subsection 1.3). For the
definition of the τ -topology on uM and the definition of the subgroup H(uM) see
Subsection 1.1.
Theorem 2.7. Suppose that uM is equipped with the τ -topology and uM/H(uM)
– with the induced quotient topology. Then:
(1) f is continuous.
(2) H(uM) ≤ ker(f).
(3) The formula pH(uM) 7→ f(p) yields a well-defined continuous epimor-
phism f¯ from uM/H(uM) to GalL(T ).
In particular, we get the following sequence of continuous epimorphisms:
(1) uM uM/H(uM) f¯− GalL(T ) GalKP (T ).
Proof. (1) Let D¯ ⊆ GalL(T ) be closed. Then D := µ−1[D¯]c¯ is type-definable by
Fact 1.15. The goal is to show that f−1[D¯] is a τ -closed subset of uM.
Consider any p ∈ clτ (f−1[D¯]). By the definition of the τ -topology, there are
gi ∈ Aut(C) and pi ∈ f−1[D¯] such that limi gi = u and limi gipi = p.
Let Fn be the collection of all pairs (a¯, b¯) from C
′ (where a¯ and b¯ are from the
same sorts as c¯) for which there are models M0, . . . ,Mn−1 ≺ C′ and a sequence
d¯0, . . . , d¯n such that a¯ = d¯0 ≡M0 d¯1 ≡M1 · · · ≡Mn−1 d¯n = b¯. Then Fn is ∅-type-
definable; so we can identify Fn with a partial type over ∅ closed under conjunction.
We will write d(a¯, b¯) ≤ n iff (a¯, b¯) ∈ Fn, and for σ′ ∈ Aut(C′), d(σ′) ≤ n iff σ′ can
be written as the composition of n automorphisms each of which fixes pointwise a
submodel.
Since u ∈ ker(f), we get that for α¯ |= pi0(u), one has d(α¯, c¯) ≤ n for some n. As
limi tp(gi(c¯)/C)) = pi0(u), we get that for every ϕ(x¯, y¯) ∈ Fn the formula ϕ(gi(c¯), c¯)
holds for i big enough.
Take any a¯i |= pi0(pi). Note that each a¯i belongs to D (this follows from the fact
that a¯i ∈ µ−1[{f(pi)}]c¯). For each i, let g′i be an extension of gi to an automorphism
of C′. By the last paragraph and the fact that limi gipi = p, we get that for every
ϕ(x¯, y¯) ∈ Fn and ψ(x¯) ∈ pi0(p) one has that ϕ(g′i(c¯), c¯) ∧ ψ(g′i(a¯i)) holds for i big
enough. Thus,
∀ϕ(x¯, y¯) ∈ Fn ∀ψ(x¯) ∈ pi0(p) ∃i ∃a¯, b¯ (|= ϕ(b¯, c¯) ∧ ψ(a¯) and c¯a¯i ≡ b¯a¯).
So, by compactness, there are a¯, b¯ and d¯ ∈ D such that
d(b¯, c¯) ≤ n and a¯ |= pi0(p) and c¯d¯ ≡ b¯a¯.
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So, there is σ′ ∈ Aut(C′) such that σ′(c¯d¯) = b¯a¯. Since d(b¯, c¯) ≤ n and c¯ is a model,
we see that d(σ′) ≤ n+ 1; in particular, σ′ ∈ AutfL(C′).
By Remark 2.1, there is q ∈ EL such that pi0(q) = tp(d¯/C). Since σ′(d¯) =
a¯ |= pi0(p), we get f(p)(= fˆ(p)) = fˆ(q). But since d¯ ∈ D, we see that fˆ(q) ∈ D¯.
Therefore, p ∈ f−1[D¯].
(2) Let G˜n be the subset of EL consisting of all sequences whose first coordinate
equals tp(a¯/C) for some a¯ such that (a¯, c¯) ∈ Fn. Since u ∈ ker(f), we have that
u ∈ G˜n for some n. Let pi(x¯) be the partial type over C which defines F2n+1(C′, c¯)
and is closed under conjunction. Consider any ϕ(x¯) ∈ pi(x¯). Let
Vϕ := pi
−1
0 [[¬ϕ(x¯)]] ∩ uM.
(Recall that pi−10 [[¬ϕ(x¯)]] is the clopen subset of EL consisting of sequences whose
first coordinate is a type containing ¬ϕ(x¯).)
Claim.
(i) u /∈ clτ (Vϕ).
(ii) clτ (uM\ clτ (Vϕ)) ⊆ clτ (uM\ Vϕ) ⊆ G˜ϕ3n+2, where G˜ϕ3n+2 is the subset of
EL consisting of all sequences whose first coordinate equals tp(a¯/C) for
some a¯ for which there is b¯ such that |= ϕ(b¯) and (a¯, b¯) ∈ Fn+1.
Proof of claim. (i) Suppose for a contradiction that u ∈ clτ (Vϕ). So there are
gi ∈ Aut(C) and pi ∈ Vϕ such that limi gi = u and limi gipi = u. Arguing as in the
proof of (1), we conclude that there are a¯, b¯ and d¯ |= ¬ϕ(x¯) such that
d(b¯, c¯) ≤ n and a¯ |= pi0(u) and c¯d¯ ≡ b¯a¯.
So, there is σ′ ∈ Aut(C′) such that σ′(c¯d¯) = b¯a¯, and we see that d(σ′) ≤ n + 1.
Thus, d(d¯, a¯) ≤ n+ 1. But a¯ |= pi0(u), so d(a¯, c¯) ≤ n. Therefore, d(d¯, c¯) ≤ 2n+ 1,
i.e. d¯ |= pi(x¯), which contradicts the assumption that d¯ |= ¬ϕ(x¯).
(ii) We need to check that clτ (uM\Vϕ) ⊆ G˜ϕ3n+2. Consider any p ∈ clτ (uM\Vϕ).
There are gi ∈ Aut(C) and pi ∈ uM\ Vϕ such that limi gi = u and limi gipi = p.
Arguing as in the proof of (1), we conclude that there are a¯, b¯ and d¯ |= ϕ(x¯) such
that
d(b¯, c¯) ≤ n and a¯ |= pi0(p) and c¯d¯ ≡ b¯a¯.
As in (i), we get d(d¯, a¯) ≤ n + 1, which together with the fact that |= ϕ(d¯) and
a¯ |= pi0(p) gives us that p ∈ G˜ϕ3n+2. (claim)
Notice that
⋂
ϕ(x¯)∈pi(x¯) G˜
ϕ
3n+2 = G˜3n+2. Moreover, for each ϕ ∈ pi(x), uM\clτ (Vϕ)
is, by Claim (i), a τ -open neighborhood of u in uM. Hence, by Claim (ii), we see
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that
H(uM) =
⋂
{clτ (U) | U τ -neighborhood of u} ⊆
⋂
ϕ(x¯)∈pi(x¯)
G˜ϕ3n+2 ∩ uM =
= G˜3n+2 ∩ uM⊆ ker(f),
which finishes the proof of (2).
(3) follows from (1) and (2). 
The next observation is an immediate corollary of the above theorem.
Corollary 2.8. The group GalL(T ) is abstractly isomorphic to a quotient of a
compact, Hausdorff group. More precisely, it is (abstractly) isomorphic to the
quotient of uM/H(uM) by ker(f¯).
In Corollary 2.12, we will see that the above isomorphism is actually topological
(i.e. it is a homeomorphism).
The next theorem is interesting in its own right, but it is also essential for
applications in further sections. It is a counterpart of [KP17, Theorem 0.2], and
the proof from [KP17] goes through except that one of the lemmas there and one
of the remarks requires a new proof which is done below.
Theorem 2.9. The group Gal0(T ) is the quotient of a compact, Hausdorff group
by a dense subgroup. More precisely, for Y := ker(f¯) let clτ (Y ) be its closure
inside uM/H(uM). Then f¯ [clτ (Y )] = Gal0(T ), so f¯ restricted to clτ (Y ) induces
an isomorphism between clτ (Y )/Y and Gal0(T ).
Proof. The proof is almost the same as the proof of Theorem 0.2 in [KP17]. So the
reader is referred to that proof, and here we only give a brief outline and explain
the non-obvious modifications which are needed.
The point is that if one replaces SG,M(N) by EL, G/G
∗000
A by GalL(T ),
G∗00A /G
∗000
A by Gal0(T ), and SG∗000A ,M(N) by ker(fˆ), then the proofs of all the
lemmas and remarks involved in the proof of [KP17, Theorem 0.2] go through
automatically, except Remark 4.2 and Lemma 4.7 whose proofs require an adap-
tation to the present context which is done below. But before that we give a brief
outline of the proof.
Since f¯ is continuous and Gal0(T ) is closed and contains the identity, we get
f¯ [clτ (Y )] ⊆ Gal0(T ). It remains to prove the opposite inclusion. Take the notation
from the proof of [KP17, Theorem 0.2]. In particular, J denotes the set of all
idempotents in M, Pu := ker(f) = ker(fˆ) ∩ uM and Pv is defined analogously
for any v ∈ J ; S := clτ (Pu). Since the quotient map j : uM → uM/H(uM)
is continuous and closed, we see that j[S] = clτ (Y ). Hence, f¯ [clτ (Y )] = f [S].
Since Gal0(T ) is the closure of the identity in GalL(T ), the whole proof boils down
to showing that f [S] is closed in GalL(T ). The counterpart of Remark 4.3 from
[KP17] reduces the last thing to showing that fˆ−1[f [S]] ∩ M is closed in M.
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The counterpart of Lemma 4.6 from [KP17] says that fˆ−1[f [S]]∩M = ⋃v∈J v ◦Pu
(where ◦ is the circle operation defined in Subsection 1.1). Finally, the counterpart
of Lemma 4.8 from [KP17] says that the last set is closed, which completes the
proof.
Now, we only give proofs of the counterparts of two steps from [KP17] which
require an adaptation to our context.
Remark 2.10 (The counterpart of Remark 4.2 from [KP17]). D¯ ⊆ GalL(T ) is closed
iff fˆ−1[D¯] is closed.
Proof. By Fact 1.15, we have: D¯ is closed iff D := µ−1[D¯]c¯ is type-definable iff
D˜ := {tp(a¯/C) | a¯ ∈ D} is closed in Sc¯(C). But fˆ−1[D¯] = pi−10 [D˜], and pi0 is onto
Sc¯(C) by Remark 2.1, continuous and closed. Hence, D¯ is closed iff D˜ is closed iff
fˆ−1[D¯] is closed. 
Lemma 2.11 (The counterpart of Lemma 4.7 from [KP17]). cl(J) ⊆ ker(fˆ)∩M.
Equivalently, cl(J) ⊆ ⋃v∈J Pv = ⋃v∈J vPu.
Proof. The second part follows as in [KP17]. We will prove the first part.
Consider for a moment an arbitrary v ∈ J . There is k such that pi0(v) = pik(Id).
So c¯k |= pi0(v). Then, by the fact that v ∗ v = v, we get pi0(v) = pi0(v ∗ v) =
v(v(tp(c¯/C))) = v(pi0(v)) = v(pik(Id)) = pik(v). By Proposition 2.2,
∃a¯ ∃b¯ (a¯ |= pi0(v) and b¯ |= pik(v) = pi0(v) and c¯c¯k ≡ a¯b¯).
Let p ∈ cl(J). Consider any formula ϕ(x¯) ∈ pi0(p). Then J ∩ pi−10 [[ϕ(x¯)]] 6= ∅.
So, by the above paragraph,
∃d¯ ∃a¯ ∃b¯ (d¯ |= ϕ(x¯) and a¯ ≡C d¯ ≡C b¯ and c¯d¯ ≡ a¯b¯).
Thus, by compactness, there are d¯, a¯ and b¯ such that
d¯ |= pi0(p) and a¯ ≡C d¯ ≡C b¯ and c¯d¯ ≡ a¯b¯.
So, we can choose σ′ ∈ Aut(C′) such that σ′(c¯d¯) = a¯b¯. Since σ′(d¯) = b¯ ≡C d¯, we
see that σ′ ∈ AutfL(C′). On the other hand, since σ′(c¯) = a¯ ≡C d¯ |= pi0(p), we see
that fˆ(p) = σ′AutfL(C′). Therefore, p ∈ ker(fˆ) ∩M. 
The proof of Theorem 2.9 is completed. 
Corollary 2.12. The mapping f¯ : uM/H(uM)→ GalL(T ) is a topological group
quotient mapping (i.e. it is a surjective homomorphism such that any given subset
of GalL(T ) is closed iff its preimage is closed). Thus, the induced group isomor-
phism from (uM/H(uM))/ ker(f¯) to GalL(T ) is a homeomorphism.
Proof. f¯ is a continuous, surjective homomorphism immediately by Theorem 2.7.
Let q : GalL(T )→ GalKP (T ) be the natural quotient map. Then q ◦ f¯ is closed,
because it is continuous, GalKP (T ) is Hausdorff and uM/H(uM) is compact.
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Consider any A ⊆ GalL(T ) such that A′ := f¯−1[A] is closed. Then A′ is Y :=
ker(f¯)-invariant (i.e. A′ = A′Y ), and therefore also clτ (Y )-invariant.
Now, we check that clτ (Y ) = ker(q ◦ f¯). Since ker(q ◦ f¯) = f¯−1[Gal0(T )],
the inclusion clτ (Y ) ⊆ ker(q ◦ f¯) follows immediately from Theorem 2.9. For the
opposite inclusion, take any p ∈ f¯−1[Gal0(T )]. By Theorem 2.9, there is p′ ∈ clτ (Y )
such that f¯(p) = f¯(p′). So p ∈ p′ ker(f¯) = p′Y ⊆ clτ (Y ) clτ (Y ) = clτ (Y ).
By the last two paragraphs, A = q−1[q ◦ f¯ [A′]], and therefore it is closed (as the
preimage by a continuous map of the image by a closed map of a closed set). 
Now, we would like to extend the context to the spaces of arbitrary strong types
on any tuples (not necessarily enumerating a model). So, let E be any bounded,
invariant equivalence relation refining ≡, and let α¯ ∈ dom(E). Although all the
objects defined below (gE, hE, etc.) depend not only on E but also on α¯, we will
skip it in the notation (i.e. we will not write gE,α¯, hE,α¯, etc.).
GalL(T ) acts transitively on [α¯]≡/E in the obvious way. Define gE : GalL(T )→
[α¯]≡/E by taking the value of this action at the element α¯/E. An explicit formula
for gE is
gE(σ
′AutfL(C′)) = σ′(α¯)/E.
The following remark is a folklore result which follows immediately from Fact 1.15
and the definition of the logic topology.
Remark 2.13. gE is a topological quotient mapping (i.e. it is a continuous surjection
such that any given set in [α¯]≡/E is closed iff its preimage is closed).
Composing the action of GalL(T ) on [α¯]≡/E with the epimorphism f : uM →
GalL(T ), we get a transitive action of uM on [α¯]≡/E, and similarly, composing it
with f¯ : uM/H(uM) → GalL(T ), we get a transitive action of uM/H(uM) on
[α¯]≡/E. Define hE : uM → [α¯]≡/E and h¯E : uM/H(uM) → [α¯]≡/E by taking
the values of these actions at the element α¯/E. Then
hE = gE ◦ f : uM→ [α¯]≡/E and h¯E = gE ◦ f¯ : uM/H(uM)→ [α¯]≡/E
are continuous surjections (where ◦ stands for the composition of functions). Note
that h¯E is the factorization of hE through H(uM). An explicit formula for h¯E is
h¯E(pH(uM)) = σ′(α¯)/E,
where σ′ ∈ Aut(C′) is such that σ′(c¯) |= pi0(p).
Define ker(hE) and ker(h¯E) to be the stabilizers of α¯/E with respect to the
actions of uM on [α¯]≡/E and uM/H(uM) on [α¯]≡/E, respectively. So ker(hE)
and ker(h¯E) are (not necessarily normal) subgroups of uM and uM/H(uM),
respectively. More explicitly, these kernels are given by:
ker(hE) = {p ∈ uM | hE(p) = α¯/E}
and
ker(h¯E) = {pH(uM) | h¯E(pH(uM)) = α¯/E}.
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As an immediate corollary of Corollary 2.12 and Remark 2.13, we get the fol-
lowing conclusion.
Corollary 2.14. h¯E is a topological quotient mapping.
As a conclusion, we obtain new topological information about cl(α¯/E), which
will be directly used in the proofs of Theorems 4.1 and 5.1. Recall that Proposi-
tion 1.12 tells us that the logic topology on cl(α¯/E) is trivial, so it is useless.
Before the formulation of the theorem, note that by the definitions of h¯E and
ker(h¯E) in terms of the action of uM/H(uM) on [α¯]≡/E, it follows that for any
Z ⊆ uM/H(uM) one has h¯−1E [h¯E[Z]] = Z ker(h¯E). By clτ (ker(h¯E))/ ker(h¯E) we
will denote the set of left cosets of ker(h¯E) in clτ (ker(h¯E)).
Theorem 2.15. Let E be a bounded, invariant equivalence relation refining ≡,
and α¯ ∈ dom(E). Then h¯E[clτ (ker(h¯E))] = cl(α¯/E) (where the closure cl(α¯/E)
is computed in [α¯]≡/E). This means that the map h¯E restricted to clτ (ker(h¯E))
induces a bijection between clτ (ker(h¯E))/ ker(h¯E) and cl(α¯/E). Thus, cl(α¯/E) is
naturally the quotient of a compact, Hausdorff group by a dense (not necessarily
normal) subgroup.
Proof. The inclusion (⊆) follows from the continuity of h¯E. For the other inclusion
we need to show that h¯E[clτ (ker(h¯E))] is closed, but this follows from Corollary 2.14
and an easy observation that h¯−1E [h¯E[clτ (ker(h¯E))]] = clτ (ker(h¯E)) (see the para-
graph preceding Theorem 2.15).
The second part follows from the first one together with the definitions of h¯E
and ker(h¯E) in terms of the action of uM/H(uM) on [α¯]≡/E and the following
(general) remark concerning actions: there is a natural bijection between the set
of left cosets of the stabilizer of α¯/E and the orbit of α¯/E under the action of
clτ (ker(h¯E)). 
Our considerations in this section lead to various questions which we leave for
the future. For example, one can ask for which theories the objects M, uM or
uM/H(uM) do not depend (up to isomorphism) on the choice of the monster
model C for which they are computed, or at least when they are of bounded size.
One can also try to find some classes of theories for which the natural epimorphism
from uM/H(uM) to GalKP (T ) (i.e. the composition of f¯ with the quotient map
from GalL(T ) to GalKP (T )) is an isomorphism, which could possibly lead to new
examples of non G-compact theories.
3. Topological lemmas
3.1. Technical lemma. In this subsection, we will prove a certain technical
lemma (Lemma 3.3 below), concerning the situation from Section 2, which will
be used in the proofs of the main theorems in Sections 4 and 5. We take the
notation from Section 2.
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We start from a general lemma concerning the τ -topologies which will be used in
the proof of Lemma 3.3, but which is also interesting in its own right and may have
further applications. As we said, the notation is taken from Section 2, but this
particular lemma is a general observation concerning topological dynamics and it
works for the Ellis semigroup of any flow.
Lemma 3.1. Let ζ : cl(uM) → uM be the function defined by ζ(x) = ux and
let ξ : uM → Z be a continuous function, where Z is a regular (e.g. compact,
Hausdorff) space and uM is equipped with the τ -topology. Then ξ◦ζ : cl(uM)→ Z
is continuous, where cl(uM) is equipped with the topology induced from the Ellis
semigroup EL.
Illustration of the nets described in the following proof.
Proof. Denote ξ ◦ ζ by η. By Lemma 1.5 from [Gla76, Chapter IX], we know that
for any net (pi)i in uM and p ∈ cl(uM) such that lim pi = p one has τ -lim pi = up.
So, in such a situation, η(p) = ξ(up) = limi ξ(pi) = limi ξ(upi) = limi η(pi).
Consider any net (qj)j∈J in cl(uM) converging to q in cl(uM). The goal is to
show that limj η(qj) = η(q). Suppose for a contradiction that there is an open
neighborhood W of η(q) and a subnet (rk) of (qj) such that all points η(rk) belong
to W c. Since Z is regular, we can find open subsets U and V such that W c ⊆ U ,
η(q) ∈ V and U ∩ V = ∅.
For each j we can choose a net (pij)ij∈Ij in uM such that limij pij = qj.
For each k, rk = qjk for some jk ∈ J , and η(rk) ∈ U . Hence, since by the first
paragraph of the proof η(rk) = η(qjk) = limijk η(pijk ), we see that for big enough
ijk ∈ Ijk one has η(pijk ) ∈ U .
On the other hand, let S := J ×∏j∈J Ij be equipped with the product order.
For s ∈ S, put ps := pijs , where js is the first coordinate of s and ijs is the js-
coordinate of s. Since limj∈J qj = q and limij∈Ij pij = qj, we get lims ps = q. So,
by the first paragraph of the proof, lims η(ps) = η(q), and hence, for s ∈ S big
enough, η(ps) ∈ V .
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By the last two paragraphs, we can find j ∈ J and ij ∈ Ij (big enough) so that
η(pij) ∈ U ∩ V , a contradiction as the last set is empty. 
In the proof of Lemma 3.1, the assumption that Z is regular was essentially used.
However, uM is only T1 with the τ -topology, so we have the following question.
Question 3.2. Is the function ζ : cl(uM)→ uM defined by ζ(x) = ux continuous
(where cl(uM) is equipped with the topology induced from the Ellis semigroup EL
and uM is equipped with the τ -topology)?
Recall that E is any bounded, invariant equivalence relation refining ≡, and
α¯ ∈ dom(E). Denote by P the domain of E. Then [α¯]≡ ⊆ P .
Choose any M ≺ C, and put PM := {tp(a/M) | a ∈ P}. Let
rˆ : EL→ PM
be defined by saying that rˆ(x) is the restriction of the type pi0(x) to M and to the
coordinates corresponding to α¯. In other words, if x ∈ EL, we take σ′ ∈ Aut(C′)
such that σ′(c¯) |= pi0(x), and then rˆ(x) = tp(σ′(α¯)/M). Note that rˆ is continuous.
Let r : uM→ PM and rcl : cl(uM)→ PM be the restrictions of rˆ to uM and to
cl(uM), respectively (where the closure is computed in the topology on EL). Note
that rcl is continuous (with the topology on cl(uM) inherited from EL). Next,
j : uM → uM/H(uM) denotes the quotient map. Following the notation from
Lemma 3.1, ζ : cl(uM)→ uM is the function defined by ζ(x) = ux. We also have
the natural function from PM to P/E, mapping a type in PM to the E-class of its
realization.
The commutative diagrams below contain the relevant maps (commutativity
follows easily from the definitions of all these maps) and will play an important
role also in further sections.
EL GalL(T )
PM P/E
fˆ
rˆ gE
cl(uM) uM (uM)/H(uM) GalL(T )
cl(uM) PM P/E
ζ j
r
hE
f¯
h¯E gE
rcl
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j the quotient map fˆ the semigroup homomorphism (page 22)
gE the orbit map of [α¯]E (page 27) f restriction of fˆ to uM (page 22)
hE gE ◦ f (page 27) f¯ factor of f (page 23)
h¯E gE ◦ f¯ (page 27) rˆ the “quotient map” described above
ζ multiplication by u (just defined) rcl restriction of rˆ
r restriction of rˆ
Recall that by CLO(X) we mean the family of closed subsets of a given topo-
logical space X, and the members of A(CLO(X)) are called analytic subsets of X
(see Definition 1.42).
Lemma 3.3. Assume that B is an EM -saturated, analytic subset of PM . Then
j[r−1[B]] is an analytic subset of uM/H(uM).
Proof. First, we give a short proof using Lemma 3.1. Then we will give an al-
ternative proof, using a less general (and more model-theoretic) argument than
Lemma 3.1, but giving more detailed information about r−1[B] (in particular,
that r−1[B] is also an analytic subset of uM).
Claim. r−1[B] = ζ[rcl−1[B]].
Proof of Claim. The inclusion (⊆) is clear, as r is the restriction of rcl to uM and
ζ restricted to uM is the identity function.
To show (⊇), consider any x ∈ ζ[rcl−1[B]]. Take y ∈ rcl−1[B] such that ζ(y) = x.
Since by Proposition 2.4, fˆ : EL → GalL(T ) is a semigroup homomorphism,
we see that fˆ(y) = fˆ(u)fˆ(y) = fˆ(uy) = fˆ(x). This implies that (gE ◦ fˆ)(y) =
(gE ◦ fˆ)(x). Therefore, rcl(y) EM rcl(x).
Since rcl(y) ∈ B and B is EM -saturated, we conclude that rcl(x) ∈ B. As
x ∈ uM and rcluM = r, we get that x ∈ r−1[B]. (claim)
Since rcl is continuous and B is analytic, Remark 1.44(1) implies that r
−1
cl [B]
is an analytic subset of cl(uM). Since cl(uM) is compact and uM/H(uM) is
Hausdorff, and, by Lemma 3.1, j ◦ ζ : cl(uM) → uM/H(uM) is continuous,
using Remark 1.44(2), we conclude that (j ◦ ζ)[rcl−1[B]] is an analytic subset of
uM/H(uM). On the other hand, by the claim, j[r−1[B]] = (j ◦ ζ)[rcl−1[B]]. So
the proof is complete. 
Alternative proof of Lemma 3.3. Since B ∈ A(CLO(PM)),
B = As Fs =
⋃
s∈ωω
⋂
n
Fsn
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for a regular Souslin scheme (Fs)s∈ω<ω consisting of closed subsets of PM . There-
fore,
r−1[B] = As r−1[Fs] =
⋃
s∈ωω
⋂
n
r−1[Fsn ].
It is clear that r is continuous, but with uM equipped with the topology in-
duced from the topology on the Ellis semigroup EL (which is stronger than the
τ -topology). So each r−1[Fsn ] is closed in this topology, but not necessarily in the
τ -topology, which is a problem. We resolve it by proving the following
Claim. r−1[B] = As clτ (r−1[Fs]) =
⋃
s∈ωω
⋂
n clτ (r
−1[Fsn ]).
Proof. Only the inclusion (⊇) requires a proof. Fix any s ∈ ωω. Pick any element
x ∈ ⋂n clτ (r−1[Fsn ]) ⊆ uM. We need to show that x ∈ r−1[B].
By the choice of x, one can find nets (σj) in Aut(C) and (xj) in uM with the
properties:
(i) for every n there is jn such that for all j > jn, xj ∈ r−1[Fsn ],
(ii) limj σj = u,
(iii) limj σjxj = x.
By compactness of cl(uM) (where the closure is computed in the topology on
EL), there is a subnet (yk) of (xj) such that limk yk exists in cl(uM); denote this
limit by y. By (i), we get
(2) y ∈
⋂
n
cl(r−1[Fsn ]).
Using (ii), (iii), the fact that limk yk = y and an argument as in the proof
of Theorem 2.7, we get that there are a¯ |= pi0(x), d¯ |= pi0(y), and b¯ such that
b¯ EL c¯ and c¯d¯ ≡ b¯a¯. Take σ′ ∈ Aut(C′) such that σ′(c¯d¯) = b¯a¯. Since b¯ EL c¯ and c¯
is a model, we get that σ′ ∈ AutfL(C′), so d¯ EL a¯. Hence,
(3) pi0(x) E
C
L pi0(y).
Define the relation Eˆ ′ on cl(uM) by
p Eˆ ′ q ⇐⇒ rcl(p) EM rcl(q).
Since rcl is continuous and coincides with r on uM,
rcl
−1[B] =
⋃
η∈ωω
⋂
n
rcl
−1[Fηn ] ⊇
⋃
η∈ωω
⋂
n
cl(r−1[Fηn ]).
Hence, by (2), we get that y ∈ rcl−1[B]. On the other hand, by (3), we have that
x Eˆ ′ y. But, since B is EM -saturated, we also see that rcl−1[B] is Eˆ ′-saturated.
Therefore, x ∈ rcl−1[B]. Since x ∈ uM, we conclude that x ∈ r−1[B], which
completes the proof. (claim)
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By the claim, r−1[B] is an analytic subset of uM (where uM is equipped with
the τ -topology). As uM is compact, uM/H(uM) is Hausdorff and j is contin-
uous, using Remark 1.44(2), we conclude that j[r−1[B]] is an analytic subset of
uM/H(uM). 
We have the following corollary of the claim in the first proof of Lemma 3.3.
Remark 3.4. Assume that B is an EM -saturated, Fσ subset of PM . Then j[r
−1[B]]
is an Fσ subset of uM/H(uM).
Proof. By the claim in the first method of the proof of Lemma 3.3, j[r−1[B]] =
(j ◦ ζ)[rcl−1[B]]. On the other hand, since cl(uM) is compact and uM/H(uM) is
Hausdorff, using continuity of the functions rcl and j◦ζ, we get that (j◦ζ)[rcl−1[B]]
is Fσ. 
3.2. Analytic sets and type spaces. The proposition below shows that the
Souslin operation A is quite well-behaved in the model-theoretic context. We will
use it later in the proof of Theorem 5.1.
Proposition 3.5.
i) An A-invariant set X is in A(A-type-definable) iff XA is in the class
A(CLO(S(A))) (in other words, XA is analytic).
ii) For any A-invariant and B-invariant set X, if XB is in A(CLO(S(B)))
then the set XA is in the class A(CLO(S(A))).
iii) Suppose X is an A-invariant set and that X is in A(B-type-definable)
(which implies that it is also B-invariant). Then X is in the class
A(A-type-definable).
Proof. Recall that for an A-invariant set X, XA := {tp(a/A) | a ∈ X}.
Point (i) is rather clear. Namely, since A-type-definable sets are A-invariant, if
X =
⋃
η∈ωω
⋂
n∈ω
Kηn,
where the sets Kηn, η ∈ ωω, n ∈ ω, are A-type-definable, then
XA =
⋃
η∈ωω
⋂
n∈ω
(Kηn)A.
Conversely, if
XA =
⋃
η∈ωω
⋂
n∈ω
[piηn]
for some partial types piηn over A, where η ∈ ωω, n ∈ ω, then
X =
⋃
η∈ωω
⋂
n∈ω
piηn(C).
(ii) We can assume without loss of generality that A ⊆ B or B ⊆ A. In
the latter case, the conclusion easily follows by (i). Alternatively, it follows from
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Remark 1.44(1) after noticing that the preimage of XB by the restriction map
S(A) → S(B) is exactly XA. In the former case, the conclusion follows from
Remark 1.44(2) after noticing that the image of XB by the restriction map S(B)→
S(A) is exactly XA.
Point (iii) readily follows from (i) and (ii). 
3.3. Mycielski-style lemma. The next – purely topological – proposition (and
its corollary for locally compact groups) is a generalization of a classical theorem
of Mycielski for Polish spaces [Gao08, Theorem 5.3.1], and it will be useful for
both parts of Theorem 5.1.
Proposition 3.6 (generalization of a theorem of Mycielski). Suppose E is a mea-
ger equivalence relation on a locally compact, Hausdorff space X. Then |X/E| ≥
2ℵ0.
Proof. The proof mimics that of the classical theorem for Polish spaces (for ex-
ample see [Gao08, Theorem 5.3.1]), only we replace the notion of diameter by
compactness.
Firstly, we can assume without loss of generality that X is compact. This is
because we can restrict our attention to the closure U of a small open set U : E
restricted to U is still meager, and if we show that U/E has the cardinality of at
least the continuum, clearly the same will hold for X/E.
Suppose E ⊆ ⋃n∈ω Fn with Fn ⊆ X2 closed, nowhere dense. We can assume
that the sets Fn form an increasing sequence. We will define a family of nonempty
open sets Us with s ∈ 2<ω, recursively with respect to the length of s, such that:
• Us0, Us1 ⊆ Us,
• if s 6= t and s, t ∈ 2n+1, then (Us × Ut) ∩ Fn = ∅.
Then, by compactness, for each η ∈ 2ω we will find a point xη ∈
⋂
n Uηn. It is
easy to see that this will yield a map from 2ω into X such that any two distinct
points are mapped to E-unrelated points.
The construction can be performed as follows:
(1) For s = ∅, we put U∅ = X.
(2) Suppose we already have Us for all |s| ≤ n, satisfying the assumptions.
(3) By compactness (more precisely, regularity), for each s ∈ 2n and i ∈ {0, 1}
we can find a nonempty open set U ′si such that U
′
si ⊆ Us.
(4) For each (ordered) pair of distinct σ, τ ∈ 2n+1, the set (U ′σ × U ′τ ) \ Fn is a
nonempty open set (because Fn is closed, nowhere dense), so in particular,
U ′σ × U ′τ contains a smaller (nonempty, open) rectangle U ′′σ × U ′′τ which is
disjoint from Fn.
(5) Repeating the procedure from the previous point recursively, for each or-
dered pair (σ, τ), we obtain for each σ ∈ 2n+1 a nonempty open set Uσ ⊆ U ′σ
such that for σ 6= τ we have (Uσ × Uτ ) ∩ Fn = ∅. It is easy to see that the
sets Uσ satisfy the inductive step for n+ 1. 
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Corollary 3.7. Suppose G is a locally compact, Hausdorff group and H is a sub-
group which has the Baire property, but is not open. Then |G/H| ≥ 2ℵ0.
Proof. It follows from Pettis theorem (see Fact 1.45) that a non-meager Baire
subgroup of a topological group is open, so, in our case, H is meager. It is readily
derived that the orbit equivalence relation of H acting by left translations on G is
meager (because the map (x, y) 7→ xy−1 is continuous and open, so preimages of
meager sets are meager), so we obtain the corollary immediately from the preceding
proposition. 
4. Application to bounded, invariant equivalence relations in a
countable language
The main result of this section is Theorem 4.1. Before the proof, we formulate
several immediate corollaries which in particular answer open questions mentioned
in Subsection 1.4.
In this section, we have a blanket assumption that the theory is countable, and
that the types we consider are in countably many variables.
Theorem 4.1. We are working in a monster model C of a complete, countable
theory. Suppose we have:
• a ∅-type-definable, countably supported set X,
• a bounded, invariant equivalence relation E on X,
• a pseudo-closed (i.e. type-definable) and E-saturated set Y ⊆ X.
Then, for every type p ∈ X∅ consistent with Y , either EY ∩p(C) is type-definable,
or EY ∩p(C) is not smooth.
Recall that Fact 1.24 tells us that type-definability of an equivalence relation
implies its smoothness. Hence, in all our dichotomies (formulated in this section)
between type-definability and non-smoothness of a given relation, the fact that at
most one of these options holds is always clear. Note also that these dichotomies
can be formulated in the equivalent form saying that type-definability of the ap-
propriate relation is equivalent to its smoothness.
By Remark 1.11, in the context of Theorem 4.1, if Y ∩ p(C) 6= ∅, then the
following conditions are equivalent: (1) EY ∩p(C) is type-definable; (2) some [every]
class of EY ∩p(C) is type-definable; (3) Ep(C) is type-definable. The condition that
EY ∩p(C) is not smooth implies that Ep(C) and EY are non-smooth. Recall that
if E is Borel, then non-smoothness of the above relations is equivalent to the fact
that E0 Borel reduces to each them (Fact 1.8); in particular, for Borel relations
non-smoothness implies having 2ℵ0 classes.
Corollary 4.2. Take the assumptions of Theorem 4.1. Then either the restriction
of E to any complete type over ∅ consistent with Y is type-definable, or EY is not
smooth. If E refines ≡, then the first possibility is equivalent to the condition that
every class of E contained in Y is type-definable.
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The most interesting instances of Theorem 4.1 are when Y is a complete type
over ∅ or when it is one Kim-Pillay type. This is described in the next two corol-
laries.
Corollary 4.3. If E is a bounded, invariant equivalence relation defined on a
single complete type p ∈ S(∅) (in countably many variables), then either E is
type-definable, or it is non-smooth.
Proof. Apply Theorem 4.1 to X = Y := p(C). 
The next corollary is a generalization of a theorem of Kaplan, Miller and Simon
(see Fact 1.30) from Lascar strong types to arbitrary bounded, invariant equiva-
lence relations. Strictly speaking, it is a generalization of a key corollary of this
theorem (namely, of Conjecture 1 from [KPS13]) concerning only the dichotomy
between the condition that the restriction of the relation in question to a fixed
Kim-Pillay type has one class and the condition that it is non-smooth (i.e. it does
not use diameters in its formulation, as diameters are not available at such a level
of generality).
Corollary 4.4. Assume E is a bounded, invariant equivalence relation (on some
product X of countably many sorts) refining EKP . Then, for any a ∈ X, either E
restricted to [a]EKP has only one class, or it is non-smooth. Thus, if E 6= EKP ,
then E is non-smooth.
Proof. Let p = tp(a). Apply Theorem 4.1 to Y := [a]EKP , and use [LP01, Lemma
4.18] (which says that EKP restricted to p(C) is the finest bounded, ∅-type-definable
equivalence relation on p(C)) together with Remark 1.11. 
The next corollary answers Question 4.11 from [KR16] (i.e. Question 1.33 above).
Corollary 4.5. Suppose that E is a bounded, invariant equivalence relation which
is defined on a single complete type over ∅ or which refines EKP . Then E is smooth
iff E is type-definable.
If we drop the assumption that E is defined on a single complete type over ∅ or
refines EKP , then smoothness need not imply type-definability (while the converse
is always true).
Proof. The first part of the corollary follows immediately from Corollaries 4.3
and 4.4. The second part was demonstrated by Example 4.4 in [KR16]. 
Here, we should explain why in the discussion after Question 4.11 in [KR16] it is
said that also some kind of“definability”assumption (like Borelness) on E is needed
in order to get that smoothness of E implies type-definability, whereas in the above
corollary we do not assume anything like that. Note that smoothness of E (in the
sense of this paper) implies that E is Borel (see Subsection 1.2). The point is that
in [KR16] we did not specify what smoothness of non-Borel equivalence relations
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means and actually we thought about such a variant of this notion for which non-
smoothness would imply possessing 2ℵ0 classes. In this paper, we use the same
definition of smoothness as for Borel relations, and for such a definition it may
happen that a non-smooth relation has only two classes. For instance, see Example
4.7 from [KR16] (which originally comes from [KM14]) of an invariant equivalence
relation E on a single complete type over ∅ which is not type-definable, and so
non-smooth by Theorem 4.1, and has only two classes; note that this relation E is
not Borel, because otherwise, being non-smooth, it would have 2ℵ0 classes, by the
Silver dichotomy or the Harrington-Kechris-Louveau dichotomy (Facts 1.7, 1.8).
The next corollary solves Problem 3.22 from [KM14] mentioned below Fact 1.32.
To be precise, as was discussed below Fact 1.32, in [KM14] the formulation of the
problem is slightly more general, but we find this generalization to be rather of a
technical nature and we do not deal with it in this paper.
Corollary 4.6. In Fact 1.32, one can replace the ‘orbitality on types’ assumption
by the assumption that E refines ≡. Without the assumption that E refines ≡, the
conclusion of Fact 1.32 may fail.
Proof. The fact that if we just drop the ‘orbitality on types’ assumption (without
assuming that E refines ≡ instead), then Fact 1.32 is not any longer true is wit-
nessed by the very simple Example 2.25 from [KR16], namely: T := Th(R,+, ·, <),
X = Y := C, and E is the total (i.e. with only one class) relation on C. It is ex-
plained in [KR16] how to find a normal form for E with respect to which the only
equivalence class of E has infinite diameter, but clearly E is smooth.
Now, we check that if we replace the ‘orbitality on types’ assumption by the
assumption that E refines ≡, then Fact 1.32 remains true. By Corollary 2.24 from
[KR16] (which immediately follows from Newelski’s theorem, i.e. from Fact 1.27),
the assumption that C is of infinite diameter implies that it is not type-definable.
Thus, by Corollary 4.2, we get that EY is not smooth. 
The final corollary of Theorem 4.1 concerns definable groups, and is a gener-
alization of Fact 1.35. Namely, we drop the assumptions that H is normal and
Fσ.
Corollary 4.7. Assume the language is countable. Suppose that G is a ∅-definable
group and H ≤ G is an invariant subgroup of bounded index. Suppose in addition
that K ≥ H is a type-definable subgroup of G. Then EHK is smooth if and only
if H is type-definable (where EH is the relation of lying in the same right coset of
H.)
Proof. We use the construction from Fact 1.36. We apply Theorem 4.1 to E :=
EH,X and Y := K · x0, and then use Fact 1.38 and Remark 1.39 – more precisely,
the parts saying that:
• K · x0 is type-definable,
• H is type-definable if and only if EH,XK·x0 is,
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• EHK is smooth if and only if EH,XK·x0 is (which is witnessed by the
homeomorphism from Fact 1.38). 
Now, we turn to the proof of Theorem 4.1. In the course of this proof, we take
the notation (in particular, the names for all the functions) from Sections 2 and 3.
Proof of Theorem 4.1. It is clear that Theorem 4.1 does not depend on the choice
of the monster model in which we are working. So, in this proof, we are working
in the bigger monster model C′  C which was used to define h¯E in Section 2.
First of all, without loss of generality, we can assume that X = p(C′) is the set
of realizations of a single complete type p over ∅.
Take any α¯ ∈ Y (C). By Remark 1.11, we know that E is type-definable iff [α¯]E
is type-definable iff EY is type-definable.
Assume that EY is smooth. To prove the theorem, we need to show that [α¯]E
is type-definable.
Let Yα¯ be the collection of β¯ ∈ X such that β¯/E ∈ cl(α¯/E). Then Yα¯ is type-
definable, E-saturated and contained in Y . Thus, EYα¯ is smooth, and we can
assume that Y = Yα¯. Then, for every σ
′ ∈ Aut(C′), the condition σ′(α¯/E) = α¯/E
implies that σ′[Y ] = Y (because automorphisms of C′ induce homeomorphisms of
X/E, so σ′ takes cl(α¯/E) to cl(σ′(α¯)/E)).
Put
S := {σ′/AutfL(C′) ∈ GalL(T ) | σ′[Y ] = Y }.
Then S is closed by Lemma 1.17. Now, we define
(uM)S := f−1[S],
which is a τ -closed subgroup of uM by the continuity of f (see Theorem 2.7). By
the conclusion of the preceding paragraph, we get
(4) ker(hE) ≤ (uM)S and ker(h¯E) ≤ (uM)S/H(uM).
We aim to show that ker(h¯E) is closed in the compact, Hausdorff group
uM/H(uM) which will allow us to finish the proof quickly, using Theorem 2.15.
To show that ker(h¯E) is closed, it is enough to check that ker(h¯E) (treated
as a subgroup of the compact, Hausdorff group (uM)S/H(uM)) satisfies the
assumptions of Fact 1.41, which is done in Claims 2(ii) and 3 below.
Choose any countable M ≺ C. Recall that after Question 3.2 we defined the
natural restriction function
r : uM→ p(C′)M .
From the definition of S and r, it is clear that gE[S] ⊆ Y/E and r[(uM)S] ⊆ YM .
Thus, we have the following commutative diagram of functions considered below.
More precisely, these are restrictions to some smaller domains of the functions
considered in Sections 2, 3 and also in the above observations, but we do not
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introduce new names for these restrictions. The natural function from YM to Y/E
taking a type in YM to the E-class of its realization will be denoted by ρ.
(uM)S (uM)S/H(uM) S
YM Y/E
j
r
hE
f¯
h¯E gE
ρ
Figure 2. Commutative diagram of maps considered below
Define a relation E ′ on (uM)S by
x E ′ y ⇐⇒ r(x) EM r(y),
and E ′′ on (uM)S/H(uM) as lying in the same left coset modulo ker(h¯E). Of
course, j : (uM)S → (uM)S/H(uM) is the quotient map.
Claim 1: For any x, y ∈ (uM)S, r(x) EM r(y) iff x E ′ y iff j(x) E ′′ j(y).
Proof of Claim 1. Only the second equivalence requires an explanation. Roughly
speaking, it follows from the commutativity of the above diagram, but we give
the detailed sequence of equivalent conditions: x E ′ y ⇐⇒ r(x) EM r(y) ⇐⇒
(ρ ◦ r)(x) = (ρ ◦ r)(y) ⇐⇒ (gE ◦ f¯ ◦ j)(x) = (gE ◦ f¯ ◦ j)(y) ⇐⇒ (gE ◦ f¯)(j(x)) =
(gE ◦ f¯)(j(y)) ⇐⇒ h¯E(j(x)) = h¯E(j(y)) ⇐⇒ j(y)−1j(x) ∈ ker(h¯E) ⇐⇒
j(x) E ′′ j(y). (claim)
Recall that we have assumed that EY is smooth, which by definition means
that EMYM is smooth. Then Fact 1.9 gives us a countable family {Bi | i ∈ ω} of
Borel (EM -saturated) subsets of YM , separating classes of E
MYM .
Claim 2:
i) The family {r−1[Bi] | i ∈ ω} separates classes of E ′, and so consists of
E ′-saturated sets.
ii) The family {j[r−1[Bi]] | i ∈ ω} separates classes of E ′′, and so consists of
E ′′-saturated (i.e. right ker(h¯E)-invariant) sets.
Proof of Claim 2. (i) By definition, we have x E ′ y ⇐⇒ r(x) EM r(y). Thus,
r−1[[r(x)]EM ] = [x]E′ for x ∈ (uM)S. Since {Bi | i ∈ ω} separates classes of
EMYM , for any x ∈ (uM)S we have [r(x)]EM =
⋂{Bi | r(x) ∈ Bi}, so
[x]E′ = r
−1[[r(x)]EM ] =
⋂
{r−1[Bi] | x ∈ r−1[Bi]}.
This means that {r−1[Bi] | i ∈ ω} separates classes of E ′.
(ii) By Claim 1, we have x E ′ y ⇐⇒ j(x) E ′′ j(y). Hence, since by (i) the preim-
ages r−1[Bi] are E ′-saturated, we see that for every i, j−1[j[r−1[Bi]]] = r−1[Bi].
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Therefore, for any I ⊆ ω,
j
[⋂
i∈I
r−1[Bi]
]
=
⋂
i∈I
j[r−1[Bi]].
Since by (i) the family {r−1[Bi] | i ∈ ω} separates classes of E ′ and j is onto, this
implies that the family {j[r−1[Bi]] | i ∈ ω} separates classes of E ′′. Indeed, for any
z ∈ (uM)S/H(uM), the preimage j−1(z) is nonempty, and choosing x ∈ j−1(z),
we have that j−1(z) ⊆ [x]E′ and⋂
{j[r−1[Bi]] : z ∈ j[r−1[Bi]]} = j
[⋂
{r−1[Bi] : j−1(z) ⊆ r−1[Bi]}
]
= j[[x]E′ ] = [z]E′′ .
(claim)
Claim 3: For every i ∈ ω, the set j[r−1[Bi]] is an analytic subset of (uM)S/H(uM),
i.e. it belongs to A(CLO((uM)S/H(uM))), which implies that it is strictly Baire
in (uM)S/H(uM).
Proof of Claim 3. Fix any i ∈ ω. Since Bi is a Borel (and hence analytic) sub-
set of the Polish space YM , we have that Bi ∈ A(CLO(YM)). Since YM is closed
in p(C′)M , we get that Bi ∈ A(CLO(p(C′)M)). By Lemma 3.3, for r consid-
ered on its whole original domain uM (and not like in the current proof only
on (uM)S), we get that j[r−1[Bi]] ∈ A(CLO(uM/H(uM))). By intersecting
with (uM)S/H(uM), we easily conclude that for r restricted to (uM)S, one has
j[r−1[Bi]] ∈ A(CLO((uM)S/H(uM))). By the basic facts recalled in the sec-
ond paragraph below Fact 1.41, we get that j[r−1[Bi]] is a strictly Baire subset of
(uM)S/H(uM). (claim)
The group (uM)S/H(uM) is a compact, Hausdorff group. Hence, by Fact 1.41
and Claims 2(ii) and 3, we conclude that the kernel ker(h¯E) is a τ -closed subgroup
of (uM)S/H(uM), and so of uM/H(uM) as well. Hence, by Theorem 2.15, we
get
{α¯/E} = h¯E[ker(h¯E)] = h¯E[clτ (ker(h¯E))] = cl(α¯/E).
This means that {α¯/E} is closed, so the class [α¯]E is type-definable, and the proof
is complete. 
5. Application to bounded, invariant equivalence relations in an
arbitrary language
5.1. Main theorem for arbitrary language. In the countable language case,
Theorem 4.1 implies that whenever the relation in question is also Borel, then its
restriction to Y ∩ p(C) is type-definable, or it has 2ℵ0 classes. The main goal of
this section is to prove Theorem 5.1 which is a generalization of this statement
to the case of an arbitrary language; in particular, it generalizes key corollaries of
Newelski’s theorem (namely, Corollaries 1.28 and 1.29). Moreover, in Theorem 5.1,
we obtain new information concerning relative definability. Theorems 4.1 and 5.1
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will easily give us the trichotomy theorem in the Section 6 which explains very well
relationships between smoothness, type-definability, relative definability and the
number of classes of Borel, bounded equivalence relations (on the set of realizations
of a complete type over ∅).
Theorem 5.1. Suppose that E is a bounded, invariant equivalence relation on an
invariant set X ⊇ p(C) for a complete type p over ∅. Assume that E can be obtained
from type-definable sets by the Souslin operation (i.e. E is in A(type-definable)),
while Y ⊆ p(C) is type-definable (with parameters) and E-saturated. Then:
(I) Ep(C) is type-definable, or EY has at least 2ℵ0 classes,
(II) in addition, if Aut(C/{Y }) acts transitively on Y/E (e.g. Y = p(C) or
Y is a KP strong type), then either EY is relatively definable (so, by
compactness, it has finitely many classes), or EY has at least 2ℵ0 classes.
Applying this theorem in the case when X = Y = p(C), we get
Corollary 5.2. Let E be a bounded, invariant equivalence relation on a single
complete type p over ∅, and assume that E is in A(type-definable). Then either E
is relatively definable (and so it has finitely many classes), or it has at least 2ℵ0
classes.
Applying the theorem in the case when Y is a KP type, we get
Corollary 5.3. Let E be a bounded, invariant equivalence relation (on some X)
refining EKP , and assume that E is in A(type-definable). Then, for any a ∈ X,
either E[a]KP has only one class, or it has at least 2ℵ0 classes.
Similarly to Corollary 4.7 in the countable case, we obtain the following corol-
lary (where the extra assumption of (II) is “automatically” satisfied). This is a
significant strengthening of [KM14, Corollary 3.37] – we weaken the assumption
that H is Fσ, relativize to a subgroup, and rule out infinite indices below 2
ℵ0 .
Corollary 5.4. Suppose that H is a bounded index, invariant subgroup of a ∅-
definable group G. Assume that H is in A(type-definable), while K ≥ H is a
type-definable subgroup of G. Then either H is relatively definable in K (in which
case [K : H] is finite), or [K : H] ≥ 2ℵ0.
Proof. Similarly to Corollary 4.7, we use the construction from Fact 1.36. We want
to apply Theorem 5.1 for E := EH,X and Y := K · x0.
By Remark 1.39, Y is type-definable (and clearly E-saturated). By Proposi-
tion 3.5 and Remark 1.40, we get that E is in A(type-definable). Moreover, from
the description of the automorphism groups, we see that the extra assumption of
Theorem 5.1 (II) is also satisfied. Therefore we can apply this theorem in our case.
Then we only need to notice that the number of classes of EH,XK·x0 is just [K : H]
and apply Remark 1.39. 
The following lemma will be used in the proof of both parts of Theorem 5.1.
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Lemma 5.5. Let E be a bounded, invariant equivalence relation on the set of
realizations of p (where p is a complete type over ∅), and let α¯ ∈ p(C).
Consider the group H := ker h¯E ≤ uM/H(uM), where h¯E is defined following
Remark 2.13.
If E is in A(type-definable), then H is in A(CLO(uM/H(uM))), and as such,
it is strictly Baire in uM/H(uM).
Proof. Put X = p(C′), where C′  C is the bigger monster model which was used
to define h¯E in Section 2.
The assumption that E is in A(type-definable) clearly implies that so is [α¯]E.
By Proposition 3.5, this implies that for a small model M , [tp(α¯/M)]EM is in
A(CLO(S(M))), and so it is in A(CLO(XM)). Therefore, by Lemma 3.3, the set
j[r−1[[tp(α¯/M)]EM ]] is in A(CLO(uM/H(uM))).
This finishes the proof, once we notice that j[r−1[[tp(α¯/M)]EM ]] = H. The
last equality follows from the commutativity of the following diagram and surjec-
tivity of j. Namely, by the commutativity of the diagram, r−1[[tp(α¯/M)]EM ] =
j−1[ker(h¯E)] = j−1[H], so by the surjectivity of j, j[r−1[[tp(α¯/M)]EM ]] = H.
uM (uM)/H(uM) GalL(T )
XM X/E
j
r
hE
f¯
h¯E gE

Now, we can proceed with the proof of Theorem 5.1.
Proof of Theorem 5.1. Let α¯ ∈ Y (C). Let C′  C be the monster model using
which h¯E is defined. We can assume that X = p(C
′). We take the notation from
Section 2.
(I) The argument is reminiscent of the proof of Theorem 4.1, but instead of
Fact 1.41, we intend to apply Corollary 3.7 with H := ker(h¯E) and G := clτ (H).
Note that G is a closed subgroup of uM/H(uM), so it is a compact, Hausdorff
group.
Suppose E (= Ep(C′)) is not type-definable. Then {α¯/E} is not closed by
Remark 1.11, which implies, by Theorem 2.15, that H is not τ -closed (and thus
not τ -open). By Lemma 5.5, H has the Baire property, so Corollary 3.7 gives us
that |G/H| ≥ 2ℵ0 . By Theorem 2.15, this completes the proof, as h¯E induces a
bijection between G/H and cl(α¯/E) ⊆ Y/E.
(II) Let us assume that EY has less than 2ℵ0 classes. Then, by part (I), it is
type-definable. We need to prove that it is relatively definable.
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By Lemma 5.5, H := ker(h¯E) has the strict Baire property as a subgroup of
uM/H(uM). Now, put
G = (uM)S/H(uM) := f¯−1[Aut(C′/{Y })/AutfL(C′)]
and H ′ = G ∩H.
By Lemma 1.17 and continuity of f¯ , G is a closed subgroup of uM/H(uM),
and therefore a compact, Hausdorff group, while H ′ is (strictly) Baire in G.
Notice that by the assumption of (II) concerning transitivity of the action to-
gether with the surjectivity of f¯ , h¯E induces a bijection between G/H
′ and Y/E.
Since we have assumed that |Y/E| < 2ℵ0 , we deduce from Corollary 3.7 that H ′
is open in G. Since G is compact, this implies that, in fact, [G : H ′] is finite, and
so is Y/E. Using this and the fact that E is type-definable, compactness gives us
that all classes of EY are relatively definable, and so is EY . 
Note that if Y is relatively definable in p(C), then in (II) of the last theorem,
if EY has less than 2ℵ0 classes, we have that in fact Ep(C) is relatively definable
(because it has a relatively definable class and we can use Remark 1.11), but
otherwise this need not be true (e.g. if Y is a single EKP -class and E = EKP , then
trivially Y/E is a singleton, but EKP need not be relatively definable on a single
type).
Notice also that the assumption that Aut(C/{Y }) acts transitively on Y/E is
essential in (II), which can be seen in the following example.
Example 5.6. Consider T = Th(2ω, En)n∈ω, where En is equality on the n-th
coordinate. In the monster model, we consider the relation E which is the inter-
section of all the relations En.
Then there is only one type in S1(∅), and C/E is naturally homeomorphic to
2ω. We can find an E-saturated set Y such that Y/E corresponds to a subset of
2ω consisting of a convergent sequence of pairwise distinct elements along with its
limit, which is the only limit point of the set of elements of this sequence. Then Y
is type-definable and Y/E is of cardinality ℵ0, which clearly implies that EY is not
relatively definable. Hence, Y does not satisfy the conclusion of Theorem 5.1 (II).
Notice that Theorem 5.1 gives us an alternative proof of Corollary 1.28.
Proof of Corollary 1.28. If E is Fσ, it can be obtained from type-definable sets by
the Souslin operation (trivially, with Kη = Kη(0) depending only on the first term
of any given η ∈ ω<ω), so Theorem 5.1 applies. 
5.2. Further considerations. In Theorem 5.1, we generalized Corollary 1.28.
To obtain an alternative proof or a generalization of Newelski’s theorem (i.e.
Fact 1.27), we would need to somehow recover the notion of diameter, which is
lost in the present generality. Hence the question is:
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Question 5.7. Can we somehow extend the notion of diameter of a class of an
Fσ equivalence relation in a way that would allow us to generalize Fact 1.27, or
can we at least use our techniques to give an alternative proof of Fact 1.27?
In a different direction, recall the notion of the sub-Vietoris topology introduced
in [KR16].
Definition 5.8. Suppose X is a topological space. Then by the sub-Vietoris
topology we mean the topology on P(X) (i.e. on the family of all subsets of X),
or on any subfamily of P(X), generated by subbasis of open sets of the form
{A ⊆ X | A ∩ F = ∅} for F ⊆ X closed.
This allows us to state the following conjecture. The motivation is similar to
[KMS14] and [KR16]. Namely, we would like to “generalize” Theorem 4.1 to ar-
bitrary (possibly uncountable) languages, not only in the form of a dichotomy
between type-definability of the relation in question and a big cardinality of the
set of its classes (as was done in Theorem 5.1(I)), but we would like to show that if
the relation is not type-definable, then, in some sense, E0 reduces to it. The main
difference between the conjecture and Theorem 4.1 is that we choose sets instead
of points.
Conjecture 5.9. Suppose we have E, p,X, Y as in Theorem 5.1.
Then whenever Ep(C) is not type-definable, we have that for some small model
M there is a homeomorphic embedding ψ : 2ω → P(YM) (where P(YM) is equipped
with the sub-Vietoris topology) such that for any η, η′ ∈ 2ω:
(1) ψ(η) is a nonempty closed set,
(2) if η, η′ are E0-related, then [ψ(η)]EM = [ψ(η′)]EM ,
(3) if η, η′ are distinct, then ψ(η) ∩ ψ(η′) = ∅,
(4) if η, η′ are not E0-related, then (ψ(η)× ψ(η′)) ∩ EM = ∅.
It should be noted that the conjecture, if true, immediately implies Theo-
rem 5.1(I). Furthermore, it would be (essentially) a generalization of [KR16, The-
orem 3.18] – which, in turn, is a generalization of [KMS14, Theorem 5.1] (see also
[KM14, Theorems 2.19, 3.19]).
As we will see in Proposition 5.11, the conclusion of the conjecture implies that
the relation E is not type-definable, so if Conjecture 5.9 holds, it actually gives us
an equivalent condition for type-definability, similarly to Theorem 4.1, but without
any countability assumptions.
To show this, we first prove the following topological lemma.
Lemma 5.10. Let X be a compact, Hausdorff space. Suppose E is a binary
relation on X. Write E for the relation on 2X (closed subsets of X) defined by
K1 E K2 ⇐⇒ ∃k1 ∈ K1∃k2 ∈ K2 k1 E k2
Then, if E is a closed relation, so is E (on 2X with the sub-Vietoris topology).
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Proof. Choose an arbitrary net (Ki, K
′
i)i∈I in E converging to some (K,K
′) in 2X .
We need to show that (K,K ′) ∈ E.
Let ki ∈ Ki, k′i ∈ K ′i be such that ki E k′i. By compactness, we can assume
without loss of generality that (ki, k
′
i) converges to some (k, k
′) ∈ E (as E is
closed). If k ∈ K and k′ ∈ K ′, we are done.
Let us assume towards contradiction that k /∈ K. Then, since K is closed, and
X is compact, Hausdorff (and thus regular), we can find disjoint open sets U, V
such that K ⊆ U and k ∈ V . Then we can assume without loss of generality that
all ki are in V (passing to a subnet if necessary). We see that F := X \ U is a
closed set such that F ∩K = ∅. But for all i we have ki ∈ F ∩Ki, which gives us a
(sub-Vietoris) basic open set separating K from all Ki, a contradiction; therefore,
we must have k ∈ K.
Similarly, it cannot be that k′ /∈ K ′, which completes the proof. 
(In fact, the converse is also true, because the map x 7→ {x} is a homeomorphic
embedding of X into 2X with the sub-Vietoris topology.)
Without further ado, we can prove the aforementioned proposition.
Proposition 5.11. The converse of Conjecture 5.9 holds. More precisely, if E is
a bounded, ∅-type-definable equivalence relation on an invariant set X, while Y is
a type-definable, E-saturated subset of X, then there is no function ψ as in the
conclusion of Conjecture 5.9.
Proof. Suppose towards contradiction that we have such a function ψ : 2ω →
P(YM). Denote by F the image of ψ.
Since E is type-definable, EM is closed, and since F consists of closed sets, by
Lemma 5.10, the restriction EMF is a closed relation. On the other hand, by the
properties of ψ, for any η1, η2 ∈ 2ω, η1 E0 η2 ⇐⇒ ψ(η1)EMψ(η2). Since ψ is a
homeomorphism from 2ω to F , we conclude that E0 is a closed relation which is
obviously not true. 
The proposition below is a weak variant of Conjecture 5.9: namely, we assume
that E is Fσ and, in the conclusion, we replace “for some model” with “for any
model”, and in return, we drop the property that ψ takes distinct points to disjoint
sets (which would imply that it is a homeomorphism, by Fact 5.14 below).
It should be noted that a variant of Conjecture 5.9 with the same conclusion, but
with the assumption strengthened to E being an orbital Fσ equivalence relation,
is more or less a restatement of [KR16, Theorem 3.18], so the main strength of the
next proposition lies in that we drop the “orbital” part of the assumption. More-
over, perhaps the proof could shed some light on how to prove the full conjecture.
Proposition 5.12. Suppose we have E, p,X, Y as in Theorem 5.1, and suppose
moreover that E is Fσ.
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Then whenever Ep(C) is not type-definable, we have that for any model M ,
there is a continuous function ψ : 2ω → P(YM) (where P(YM) is equipped with the
sub-Vietoris topology) such that for any η, η′ ∈ 2ω:
• ψ(η) is a nonempty closed set,
• if η, η′ are E0-related, then [ψ(η)]EM = [ψ(η′)]EM ,
• if η, η′ are not E0-related, then (ψ(η)× ψ(η′)) ∩ EM = ∅.
Before the proof we need to recall a few facts and make some observations. The
descriptive set theoretic tools which we use to prove the proposition are similar to
those from [KMS14] and [KR16].
Recall that the strong Choquet game on a topological space X is the following
two-player game in ω-rounds. In round n, player A chooses an open set Un ⊆
Vn−1 and xn ∈ Un, and player B responds by choosing an open set Vn ⊆ Un
containing xn. Player B wins when the intersection
⋂{Vn | n < ω} is nonempty.
A topological space X is a strong Choquet space if player B has a winning strategy
in the strong Choquet game on X. For more details see Sections 8.C and 8.D of
[Kec95, Chapter I]. It is easy to see that each nonempty, compact, Hausdorff space
is strong Choquet. Given a subset C of X, we say that X is strong Choquet over
C to mean that the points that player A chooses are taken from C (and player B
has a winning strategy in the modified game). Clearly, a strong Choquet space is
also strong Choquet over each of its subsets.
Given X, R ⊆ X ×X, and x ∈ X, define Rx := {y ∈ X | x R y}.
The next fact is Theorem 2.5 from [KMS14] with a slightly extended conclusion
(which is a part of the proof there). It was stated in this extended form in [KR16,
Theorem 3.14].
Fact 5.13. Suppose that X is a regular topological space, 〈Rn | n ∈ ω〉 is a sequence
of Fσ subsets of X
2, Σ is a group of homeomorphisms of X, and O ⊆ X is an
orbit of Σ with the property that for all n ∈ ω and open sets U ⊆ X intersecting
O, there are distinct x, y ∈ O ∩ U with O ∩ (Rn)x ∩ (Rn)y = ∅ . If X is strong
Choquet over O, then there is a function φ˜ : 2<ω → P(X) such that for any η ∈ 2ω
and any n ∈ ω:
• φ˜(ηn) is a nonempty open set,
• φ˜(η(n+ 1)) ⊆ φ˜(ηn)
Moreover, φ(η) =
⋂
n φ˜(ηn) =
⋂
n φ˜(ηn) is a nonempty closed Gδ set such that
for any η, η′ ∈ 2ω and n ∈ ω:
• if η E0 η′, then there is some σ ∈ Σ such that σ · φ(η) = φ(η′),
• if η(n) 6= η′(n), then (φ(η)×φ(η′))∩Rn = ∅, and if η, η′ are not E0-related,
then (φ(η)× φ(η′)) ∩⋃Rn = ∅.
Fact 5.14 ([KR16, Proposition 3.16]). Suppose X is a normal topological space
(e.g. a compact, Hausdorff space) and A is any family of pairwise disjoint,
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nonempty closed subsets of X. Then A is Hausdorff with the sub-Vietoris
topology.
Using the last two facts, we obtain a corollary reminiscent of [KR16, Theorem
3.18] (albeit topological group theoretic, and not model theoretic in nature), which
will be used in the proof of Proposition 5.12.
Corollary 5.15. Suppose G is a compact, Hausdorff group, while H ≤ G is Fσ
and not closed. Then there is a homeomorphic embedding φ : 2ω → P(G) (with the
sub-Vietoris topology) such that for any η, η′ ∈ 2ω:
• φ(η) is a nonempty closed set,
• if η E0 η′, then there is some h ∈ H such that φ(η)h = φ(η′),
• if η 6= η′, then φ(η) ∩ φ(η′) = ∅,
• if η, η′ are not E0-related, then φ(η)H ∩ φ(η′)H = ∅.
In particular, [G : H] ≥ 2ℵ0.
Proof. We can assume without loss of generality that H is dense in G (by replacing
G with H). Since H has the Baire property (as an Fσ subset of a compact space),
by Pettis theorem (i.e. Fact 1.45) it follows that H is meager in G (because H is
not closed, and so not open). Therefore, since H is Fσ and closed meager sets are
nowhere dense, there are nonempty closed, nowhere dense sets Fn ⊆ G, n ∈ ω,
such that H =
⋃
n Fn. We can assume without loss of generality that the Fn’s are
symmetric (i.e. Fn = F
−1
n and e ∈ Fn), increasing, and satisfy FnFm ⊆ Fn+m.
H acts by homeomorphisms on G (by right translations by inverses). Let us
denote by Rn the preimage of Fn by (g1, g2) 7→ g−11 g2. We intend to show that the
assumptions of Fact 5.13 are satisfied, with X := G, O = Σ := H and Rn just
defined.
Since G is compact Hausdorff, it is strong Choquet over O (even over itself) and
regular. Fix any open set U and any n ∈ ω. Then pick any h ∈ H ∩ U (which
exists by density). Then h ∈ FN for some N ∈ ω.
From the fact that H is dense and the Fm’s are closed nowhere dense, it follows
that for each m, H \Fm is dense, so we can find some h′ ∈ U ∩ (H \F2n+N). Since
the Fn’s are increasing, we see that h 6= h′. Moreover, we have
H ∩ (Rn)h ∩ (Rn)h′ = H ∩ hFn ∩ h′Fn ⊆ FNFn ∩ h′Fn.
But if this last set was nonempty, we would have h′ ∈ FNFnF−1n ⊆ F2n+N – which
would contradict the choice of h′ – so H ∩ (Rn)h∩ (Rn)h′ = ∅, and the assumptions
of Fact 5.13 are satisfied. This gives us the map φ, which satisfies all the bullets,
as well as the auxiliary map φ˜. What is left is to show that φ is a homeomorphic
embedding.
φ is clearly injective by the third bullet, and by the preceding fact, the range
of φ is a Hausdorff space, so we only need to show that it is continuous. To do
that, consider a subbasic open set U = {F | F ∩ K = ∅}, and notice that by
48 KRZYSZTOF KRUPIN´SKI, ANAND PILLAY, AND TOMASZ RZEPECKI
compactness, φ(η) ∈ U iff φ˜(ηn) ∩K = ∅ for some n, which is an open condition
about η. 
Remark 5.16. Consider a map f : X → Y between topological spaces and the
induced image and preimage maps F : P(X) → P(Y ) and G : P(Y ) → P(X).
Then:
• If f is continuous, so is F .
• If f is closed, G is continuous.
In particular, if f is continuous, Y is Hausdorff and X is compact, then both F
and G are continuous.
Proof. For the first point, consider a subbasic open set B = {A | A ∩ F = ∅} ⊆
P(Y ). Then F−1[B] = {A | f [A]∩F = ∅} = {A | A∩f−1[F ] = ∅} (this is because
any a ∈ A witnessing that A is not in one of the sets will witness the same for the
other). The third set is clearly open in P(X). The second point is analogous. 
Proof of Proposition 5.12. Choose α¯ ∈ Y (C). As usual, we can assume that
X = p(C′). Put H = ker(h¯E) and G = clτ (H), as in the proof of part (I) of
Theorem 5.1 (page 42). Since E is Fσ, we see that [tp(α¯/M)]EM is Fσ as well.
Thus, by Remark 3.4 and the equality H = j[r−1[[tp(α¯/M)]EM ] (justified in the
last paragraph of the proof of Lemma 5.5), we obtain that H is Fσ in the compact,
Hausdorff group G. Further, since Ep(C′) is not type-definable, by Theorem 2.15
and Remark 1.11, we get that H is not closed, so Corollary 5.15 applies and gives
us a function φ : 2ω → P(G) as there.
Now, we need to introduce some other functions which combined with φ will
yield the desired function ψ : 2ω → P(YM).
By Lemma 3.1, we have the continuous surjection jcl := j ◦ ζ : cl(uM) 
uM/H(uM) (explicitly given by jcl(p) = up/H(uM)) and the function
rcl : cl(uM) → XM (which is the restriction of the function rˆ : EL → XM
to cl(uM)).
We know that the following diagram commutes.
cl(uM) GalL(T )
XM X/E
fˆ
rcl gE
Since for any x ∈ cl(uM) we have fˆ(x) = fˆ(u)fˆ(x) = fˆ(ux) and (h¯E ◦ jcl)(x) =
(gE ◦ f¯ ◦ jcl)(x) = (gE ◦ f¯ ◦ j)(ux) = (gE ◦ fˆ)(ux), we see that (h¯E ◦ jcl)(x) =
(gE ◦ fˆ)(x). Hence, from the commutativity of the above diagram, we conclude
that the following diagram also commutes.
TOPOLOGICAL DYNAMICS AND THE COMPLEXITY OF STRONG TYPES 49
cl(uM) uM/H(uM)
XM X/E
jcl
rcl h¯E
ρ
Consider the function ψ : 2ω → P(XM) given by ψ(η) = rcl[j−1cl [φ(η)]]. By
Remark 5.16, it is continuous. Further, the image of ψ consists of subsets of YM
– it is a consequence of the commutativity of the diagram above, the equality
h¯E[G] = cl(α¯/E) ⊆ Y/E (which is the content of Theorem 2.15) and the fact that
Y is E-saturated. It remains to check that ψ satisfies the three bullets. This is an
easy exercise using commutativity of the above diagram, but we give the details.
• Each ψ(η) is closed and nonempty because of the surjectivity of jcl, conti-
nuity of jcl and rcl and the fact that φ(η) is closed and nonempty.
• Consider any η E0 η′. Then φ(η)h = φ(η′) for some h ∈ H. Consider any
p ∈ ψ(η). The goal is to find q ∈ ψ(η′) which is EM related to p. There is
x ∈ cl(uM) such that rcl(x) = p and jcl(x) ∈ φ(η). Then jcl(x)h ∈ φ(η′).
Since jcl is surjective, there is y ∈ cl(uM) such that jcl(y) = jcl(x)h ∈ φ(η′).
This implies that q := rcl(y) ∈ ψ(η′). It remains to show that p EM q. Since
h ∈ H = ker(h¯E), we get ρ(q) = (ρ ◦ rcl)(y) = (h¯E ◦ jcl)(y) = h¯E(jcl(x)h) =
(h¯E ◦ jcl)(x) = (ρ ◦ rcl)(x) = ρ(p), which means that p EM q.
• Consider η, η′ which are not E0 related. Then φ(η)H ∩ φ(η′)H = ∅.
Consider any p ∈ ψ(η) and q ∈ ψ(η′). The goal is to show that p is
not EM related to q. Suppose for a contradiction that p EM q. There
are x, y ∈ cl(uM) such that rcl(x) = p, rcl(y) = q, jcl(x) ∈ φ(η), and
jcl(y) ∈ φ(η′). We conclude that h¯E(jcl(x)) = (ρ ◦ rcl)(x) = ρ(p) = ρ(q) =
(ρ ◦ rcl)(y) = h¯E(jcl(y)). This implies that jcl(y)−1jcl(x) ∈ H, and so
jcl(x) ∈ φ(η) ∩ φ(η′)H, a contradiction. 
Notice that by the above proof and Lemma 5.5, if in Corollary 5.15 we were able
to weaken the assumption that H is Fσ to the one that it is only in A(CLO(G)),
then the same thing could be done in Proposition 5.12 (i.e. we could drop the
assumption that E is Fσ, leaving it simply inA(type-definable), as in Theorem 5.1).
We reiterate that if we could weaken the assumption of Proposition 5.12 as in
the last paragraph and strengthen the conclusion to have that ψ maps distinct
points to disjoint sets (for some model M), then we would obtain Conjecture 5.9 –
the only part apparently missing would be the property that ψ is a homeomorphic
embedding, which would then be an easy consequence of Fact 5.14. It is possible
that the property of mapping distinct points to disjoint sets could be attainable
just by a careful choice of the model M .
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6. Trichotomy theorem
Here, we formulate our trichotomy mentioned in the abstract (but in a more gen-
eral form), and we give a very short proof based on Theorems 4.1 and 5.1. In order
to get the trichotomy stated in the abstract, it is enough to apply Corollary 6.1 to
X = Y := p(C).
Recall that a Borel (more generally, analytic) subset of any product of sorts is
invariant by definition (see Definition 1.19 and the paragraph after Fact 1.21).
Corollary 6.1. Assume that the language is countable. Let E be a bounded, Borel
(or, more generally, analytic) equivalence relation on an invariant set X ⊇ p(C)
for a complete type p over ∅, and let Y ⊆ p(C) be type-definable (with parameters)
and E-saturated. Assume additionally that Aut(C/{Y }) acts transitively on Y/E
(e.g. Y = p(C) or Y is a KP strong type). Then exactly one of the following holds:
• EY is relatively definable (on Y ), smooth, and has finitely many classes,
• EY is not relatively definable, but it is type-definable, smooth, and has 2ℵ0
classes,
• EY is not type definable and not smooth, and has 2ℵ0 classes.
Proof. This follows from Theorem 4.1 and Theorem 5.1, after noting that since
Borel sets in Polish spaces are analytic and so can be obtained by the Souslin
operation applied to closed sets, the relation E is in A(type-definable) (by Propo-
sition 3.5).
Namely, if EY is relatively definable on Y , then it clearly has finitely many
classes. Suppose EY is not relatively definable (on Y ). Then, by Theorem 5.1(II)
and the countability of the language, EY has exactly 2ℵ0 classes. Finally, the
equivalence of type-definability and smoothness of EY is provided by Theorem 4.1.

This also immediately carries over to the definable group case.
Corollary 6.2. Assume that the language is countable. Let H be a bounded index,
Borel (or, more generally, analytic) subgroup of a ∅-definable group G, and suppose
K ≥ H is a type-definable subgroup of G. Then exactly one of the following holds:
• H is relatively definable in K and [K : H] is finite,
• H not relatively definable, but it is type-definable, [K : H] = 2ℵ0 and EH
is smooth,
• H is not type-definable, [K : H] = 2ℵ0 and EH is not smooth.
Proof. It follows from Corollaries 4.7 and 5.4. 
It should be noted that if Conjecture 5.9 holds, the trichotomy can be extended
to uncountable case as well (with the “smoothness” in the second branch of the
trichotomy replaced by the nonexistence of a function such as the one in the
conclusion of the conjecture, and with number of classes greater or equal to 2ℵ0 in
the second and third branch). This follows from Proposition 5.11.
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Appendix A. On the existence of a semigroup structure on the
type space Sc¯(C)
When considering the dynamical system of Aut(C) acting on Sc¯(C), we heavily
used the enveloping semigroup EL = EL(Sc¯(C)). In this appendix, we show
that the natural action of Aut(C) on Sc¯(C) can be extended to a left continuous
semigroup operation on Sc¯(C) (which allows us to identify the semigroups EL and
Sc¯(C)) if and only if the underlying theory is stable.
The general idea is as follows. We establish the inclusion of Aut(C) in the type
space Sc¯(C) as a universal object in a certain category. This allows us to describe
the existence of a semigroup operation on Sc¯(C) in terms of a“definability of types”
kind of statement, which in turn can be related to stability using a type counting
argument.
Proposition A.1. Consider Aut(C) ⊆ Sc¯(C) given by σ 7→ tp(σ(c¯)/C). Consider
the category C whose objects are maps Aut(C)→ K such that:
• K is a compact, zero-dimensional, Hausdorff space,
• preimages of clopen sets in K are relatively C-definable in Aut(C), i.e. for
each clopen C there is a formula ϕ(x, a) with a from C such that σ is in
the preimage of C if and only if |= ϕ(σ(c¯), a),
where morphisms are continuous maps between target spaces with the obvious com-
mutativity property. Then the inclusion of Aut(C) into the space Sc¯(C) is the initial
object of C.
Proof. Firstly, Aut(C) is dense in Sc¯(C), so the uniqueness part of the universal
property is immediate. What is left to show is that for every h : Aut(C) → K,
h ∈ C, we can find a continuous map h¯ : Sc¯(C)→ K extending h.
Choose any p ∈ Sc¯(C) and consider it as an ultrafilter on relatively C-definable
subsets of Aut(C), and then consider Kp :=
⋂{
h[D] | D ∈ p
}
⊆ K. It is the inter-
section of a centered (i.e. with the finite intersection property) family of nonempty,
closed subsets of K, so it is nonempty. In fact, it is a singleton. If not, there are
two distinct elements k1, k2 ∈ Kp. Take a clopen neighborhood U of k1 such that
k2 /∈ U . Since h ∈ C, h−1[U ] = {σ ∈ Aut(C) | |= ϕ(σ(c¯), a)} for some formula
ϕ(x¯, a). If ϕ(x¯, a) ∈ p, then Kp ⊆ h[h−1[U ]] ⊆ U = U , a contradiction as k2 /∈ U .
If ¬ϕ(x¯, a) ∈ p, then Kp ⊆ h[Aut(C) \ h−1[U ]] ⊆ K \ U = K \ U , a contradiction
as k1 /∈ K \ U . In conclusion, we can define h¯(p) to be the unique point in Kp.
We see that h¯ extends h. Moreover, h¯ is continuous, because the preimage of
a clopen set C ⊆ K is the basic open set in Sc¯(C) corresponding to the relatively
definable set h−1[C]. 
In Corollary A.4, we will establish the aforementioned “definability of types”-like
condition from the existence of a semigroup operation. For this we will need the
following definition.
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Definition A.2. Let M be a model (e.g. M = C). A type q(x) ∈ S(M) is
piecewise definable if for every type p(y) ∈ S(∅) and formula ϕ(x, y) the set of
a ∈ p(M) for which q ` ϕ(x, a) is relatively M -definable in p(M) (that is, there is
a formula δ(y, c) (with c from M) such that for any a ∈ p(M) we have q ` ϕ(x, a)
if and only if δ(a, c)).
Remark A.3. Let q(x) ∈ S(C). The following conditions are equivalent.
(1) q(x) is piecewise definable.
(2) For every type p(y) ∈ S(∅) and formula ϕ(x, y) there is a type p¯(yz) ∈ S(∅)
extending p(y) such that the set of ab |= p¯ for which q ` ϕ(x, a) is relatively
C-definable in p¯(C) (that is, there is a formula δ(yz, c) (with c from C) such
that for any ab |= p¯ we have q ` ϕ(x, a) if and only if δ(ab, c)).
(3) For every ϕ(x, y) and every a from C there is some b from C such that the
set of all a′b′ from C with a′b′ ≡ ab and q ` ϕ(x, a′) is relatively definable
over C (among all a′b′ from C equivalent to ab).
Proof. The equivalence (2) ⇔ (3) is obvious. It is also clear that (1) ⇒ (2), by
taking z and b to be empty in (2). It remains to prove (2)⇒ (1).
Take any type p(y) ∈ S(∅) and formula ϕ(x, y). By (2), there is a type p¯(yz) ∈
S(∅) extending p(y) and a formula δ(yz, c) (with c from C) such that for any ab |= p¯
we have q ` ϕ(x, a) if and only if δ(ab, c). This implies that for any a, b, b′ such that
ab |= p¯ and ab′ |= p¯ we have δ(ab, c)↔ δ(ab′, c). By compactness, there is a formula
ψ(y, z) ∈ p¯(yz) such that for any a, b, b′ with ab |= ψ(y, z) and ab′ |= ψ(y, z) we
have δ(ab, c)↔ δ(ab′, c). Put
δ′(y, c) := (∃z)(ψ(y, z) ∧ δ(yz, c)).
It remains to check that for any a |= p, q ` ϕ(x, a) if and only if δ′(a, c).
First, assume q ` ϕ(x, a) and a |= p. Take b such that ab |= p¯. Then ψ(a, b) ∧
δ(ab, c), and so δ′(a, c).
Now, assume that δ′(a, c) and a |= p. Then there is b such that ψ(a, b) and
δ(ab, c). There is also b′ with ab′ |= p¯, and then ψ(a, b′). By the choice of ψ, we
conclude that δ(ab′, c). Hence, q ` ϕ(x, a). 
Corollary A.4. The natural action Aut(C) × Sc¯(C) → Sc¯(C) extends to a left-
continuous semigroup operation on Sc¯(C) if and only if each complete type over C
is piecewise definable.
Proof. First, using Proposition A.1, we will easily deduce
Claim. The action Aut(C)×Sc¯(C)→ Sc¯(C) extends to a left-continuous semigroup
operation on Sc¯(C) if and only if for each q ∈ Sc¯(C) the mapping hq : Aut(C) →
Sc¯(C) given by σ 7→ σ(q) is in the category C (i.e. the preimages of clopen sets are
relatively C-definable).
Proof of claim. (⇒) Let ∗ be a left-continuous semigroup operation on Sc¯(C) ex-
tending the action of Aut(C). Consider any q ∈ Sc¯(C). Define h¯q : Sc¯(C) → Sc¯(C)
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by h¯q(p) := p ∗ q. Then h¯q is a continuous extension of hq. By continuity, the
preimages of clopen sets by h¯q are clopen, and therefore their intersections with
Aut(C) (which are exactly the preimages of clopen sets by the original map hq)
are relatively C-definable.
(⇐) By Proposition A.1, for any q ∈ Sc¯(C) there exists a continuous function
h¯q : Sc¯(C) → Sc¯(C) which extends hq. For p, q ∈ Sc¯(C) define p ∗ q := h¯q(p). It is
clear that ∗ (treated as a two-variable function) is left continuous and extends the
action of Aut(C) on Sc¯(C). We leave as a standard exercise on limits of nets to
check that ∗ is also associative. (claim)
By the claim and Remark A.3, the whole proof boils down to showing that for
any type q(x) ∈ Sc¯(C) we have the following equivalence: the preimage by hq of
any clopen subset of Sc¯(C) is relatively definable in Aut(C) if and only if q(x)
satisfies item (3) of Remark A.3.
Let us fix an arbitrary q(x) ∈ Sc¯(C), and any formula ϕ(x, a) for some a from
C. The preimage by hq of the clopen set [ϕ(x, a)] equals
{σ ∈ Aut(C) | σ(q) ` ϕ(x, a)} = {σ ∈ Aut(C) | q ` ϕ(x, σ−1(a))}.
Now, for (⇐), suppose there is some b from C and a formula δ(yz, c) (with c
from C) such that for any a′b′ ≡ ab we have q ` ϕ(x, a′) if and only if |= δ(a′b′, c).
Then (taking a′b′ = σ−1(ab)) we have that
q ` ϕ(x, σ−1(a)) ⇐⇒ |= δ(σ−1(ab), c) ⇐⇒ |= δ(ab, σ(c)),
and the last statement is clearly relatively C-definable about σ.
For (⇒), suppose {σ ∈ Aut(C) | q ` ϕ(x, σ−1(a))} is defined by some formula δ,
i.e. for some d, c from C, for any σ ∈ Aut(C) we have
q ` ϕ(x, σ−1(a)) ⇐⇒ |= δ(d, σ(c)) ⇐⇒ |= δ(σ−1(d), c).
We can assume without loss of generality that d = ab for some b from C (adding
dummy variables to δ if necessary). But then, for a′b′ ≡ ab there is some automor-
phism σ such that σ(a′b′) = ab, so we have
q ` ϕ(x, a′) ⇐⇒ |= δ(a′b′, c). 
This easily implies that stability is sufficient for the existence of a semigroup
structure.
Corollary A.5. If T is stable, then Sc¯(C) has a left-continuous semigroup opera-
tion extending the action of Aut(C) on Sc¯(C)
Proof. If T is stable, then every type over C is definable, so in particular it is
piecewise definable, which by Corollary A.4 implies that the semigroup structure
exists. 
For the other direction, we will use Corollary A.4 and an easy counting argument.
But before that we need to establish a transfer property for piecewise definability.
54 KRZYSZTOF KRUPIN´SKI, ANAND PILLAY, AND TOMASZ RZEPECKI
Proposition A.6. Suppose that each complete type over C is piecewise definable.
Then each complete type over any model M of cardinality less then κ (where κ is
the degree of saturation of C) is piecewise definable.
Proof. Take any q(x) ∈ S(M). Consider any type p(y) ∈ S(∅) and formula ϕ(x, y).
Take a coheir extension q¯ ∈ S(C) of q. Then q is invariant over M . By assumption,
q¯ is piecewise definable. So there is a formula δ(y, c) (with c from C) such that for
any a ∈ p(C), q¯ ` ϕ(x, a) if and only if δ(a, c). Denote by A the set of all a ∈ p(C)
satisfying these equivalent conditions; so A is a relatively definable subset of p(C).
By the invariance of q¯ over M , we see that A is invariant over M , and so, by
κ-saturation and strong κ-homogeneity of C, the subset A of p(C) is relatively
definable over M . In other words, there is a formula δ′(y,m) (with m from M)
such that for any a ∈ p(C), q¯ ` ϕ(x, a) if and only if δ′(a,m). Hence, for any
a ∈ p(M), q ` ϕ(x, a) if and only if δ′(a,m). 
Corollary A.7. Sc¯(C) has a left-continuous semigroup operation extending the
action of Aut(C) on Sc¯(C) if and only if T is stable.
Proof. The “if” part is the content of Corollary A.5.
(⇒) Assume Sc¯(C) has a left-continuous semigroup operation extending the
action of Aut(C) on Sc¯(C). Then, by Corollary A.4, all complete types over C
are piecewise definable. We will show that this implies that T is i2(|T |)-stable
(where i2(|T |) := 22|T |). Consider any M |= T of cardinality at most i2(|T |). We
need to show that |S1(M)| ≤ i2(|T |). For this it is enough to prove that for any
ϕ(x, y) (where x is a single variable) |Sϕ(M)| ≤ i2(|T |). Without loss of generality
M ≺ C. By Proposition A.6, each complete type over M is piecewise definable.
This implies that each type q ∈ Sϕ(M) is determined by a function Sy(∅)→ L(M)
which takes p(y) to δ(y, c) witnessing piecewise definability of q (or, more precisely,
of an arbitrarily chosen extension of q to a type in S1(M)) for the formula ϕ(x, y).
So |Sϕ(M)| ≤ |L(M)||Sy(∅)| ≤ (i2(|T |))2|T | = i2(|T |). 
It is well known that if T is stable, then it is 2|T |-stable. The reason why we
worked with i2(|T |) in the above proof is that this is the “degree” of stability
which we can deduce directly from piecewise definability. Then, knowing that T
is stable, we have the usual definability of types which implies 2|T |-stability.
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