In this paper a form of the Lindeberg condition appropriate for martingale differences is used to obtain asymptotic normality of statistics for regression and autoregression. The regression model is y, = Bz, + v,. The unobserved error sequence {v,} is a sequence of martingale differences with conditional covariance matrices {Z,} and satisfying supI =,,...,n 8{v;v,l(v;v,>a)
1. INTRODUCTION Regression coefficients and autoregression coefficients are often used when the random disturbances are not normally distributed, are not homoscedastic, and may not be independent over observations. In this paper we obtain the asymptotic distributions of these quantities in the multivariate case under extremely weak conditions. We base our development on a central limit theorem for martingale differences.
The classic central limit theorem is for independent identically distributed scalar random variables xi, x2, . . . . ,/% 2,s N(0, a*) as n + co if dxi = 0 and 8x: = a*; here X, = x1= i x,/n is the mean of the first n obser- as 12 + co. Here Z( .) is the indicator function. If af/ri + 0 as n --) co, then (1.1) implies (1.3); in this sense the Lindeberg [ll] condition (1.3) is minimal.
The condition of independence can be weakened to a condition of martingale differences. A very general theorem, which we shall use, has been given by Dvoretzky [S] . For justification of later theorems we state this result in terms of a triangular array of random variables (and include a normalization in the definition of the random variables).
DVORETZKY THEOREM [ 53. Let x,,, , . . . . x,, be a set of random variables and FnO c PHI c . . . c FE,, be a set of a-fields, n = 1,2, .,., such that x,,~ is (1. 6) as n --) CO, where a2 is constant, and for any given E > 0, i ~[x~jz(x~j>&) 1 R,jp,]"* 0.
(1.7)
I=1
Then f xnjA N(0, a').
(1.8)
Generalizations have been given in Section 3.2 of Hall and Heyde [6] and Section 9.5 of Chow and Teicher [4] . Further references can be found in these books. See also Helland [S] .
In this paper we consider the estimation of the matrix of regression coefftcients B in the model yt = Bz, + v,r t = 1, 2, . ..) (1.9)
where yt is an observable vector-valued dependent variable, z, is an observable vector-valued independent variable, and v, is an unobservable vector-valued martingale difference; that is, the conditional expected value of v, given earlier observed y:s and zI's is 0. The conditional second-order moments of the V~'S are finite, but not necessarily the same for all t. However, the v,'s satisfy a kind of Lindeberg condition or conditional uniform square integrability condition. The "independent" variables z, are assumed to have a sample covariance matrix that converges to a limit in probability and satisfy a kind of asymptotic negligibility condition. It is shown that the least squares estimator of B has an asymptotic distribution that is the same as in the case that the v,'s are independent and normal with mean 0 and constant covariance matrix. Thus the disturbances do not need to be homoscedastic nor do they need to be independent. The relaxed conditions are particularly important when the observed z,'s and yI's constitute a time series. In the autoregressive model, which is extensively used in time series analysis, x~=Bx~-~ +v f, t = 1, 2, . ..) (1.10) the vector z, is replaced by x,_ i. The conditions on the v,)s imply the desired conditions on the x,-~'s. In Section 4 the mixed model is considered; the right-hand side may contain both lagged "dependent" variables and independent variables. If the disturbances in the regression model are normal, independent, and homoscedastic, and the independent variables are nonstochastic, the estimator of B has a normal distribution with expected value B and covariances determined by the common covariance matrix of the disturbances; it follows that the asymptotic distribution is normal. The restriction of identical distributions was relaxed by Anderson [l] in Theorems 2.6.1 and 2.6.2 under the condition that the disturbances are uniformly square integrable (but homoscedastic) and the condition that the sample covariance matrix of the independent variables have a nonsingular limit.
Lai and Robbins [9] proved a theorem for a scalar dependent variable with independent identically distributed disturbances. Lai and Wei [lo] proved a similar theorem with martingale differences under the conditions that the moments of the disturbances of some order greater than 2 are uniformly bounded and that the conditional variances of the disturbances converge to a constant a.s. Our approach follows these papers, but the conditions have been relaxed considerably. Chan and Wei [3] have used a Lindeberg condition for a special case of the autoregressive process.
In the autoregression model the least squares estimator of B is nonlinear in the disturbances. Mann and Wald [12] showed that the asymptotic distribution of the estimator of B is normal under the condition that the disturbances are independently identically distributed and possess moments of all orders. Anderson [Z] showed that in this case only the second-order moments need to be finite. Hannan and Heyde [7] have obtained asymptotic normality in the scalar case when the disturbances are martingale differences, but their conditions are much more restrictive than ours. A detailed comparison is given after Corollary 2.
ASYMPTOTIC

DISTRIBUTIONS
OF REGRESSION COEFFTCIENTS
The first theorem concerns regression coefficients in the model (1.9) when the disturbances are martingale differences satisfying a Lindebergtype condition. 
(2.14)
Since C:= 1 (Iw,,,/(~ -% tr G for any E > 0 and the second factor on the right-hand side of (2.14) converges to 0 in probability as E + 0, we conclude that A,(6) --% 0 as n --) co for any 6 > 0. Then Theorem 1 follows from the theorem in the introduction [S] . (See, also, Corollary 3.1 of Hall and Heyde [6] or Theorem 2, Section 9.5, of Chow and Teicher [4] .) 1 THEOREM 2. Let {vt} be a sequence of random vectors and let {%I be an increasing sequence of a-fields such that v, is E-measurable, dT(v, ( A@-,) = 0 a.s., b(v,vj ( *-,) =X, a.s., An important case of (zI} is that in which D, = & I; then D,'C" 1=1 z,zj(DL)-' = (l/n) C:=, z,z:; that is, this matrix is simply the sample covariance matrix for known mean 0. For easy reference we summarize the results in a corollary. The condition (2.30) is that vet Xr and vet z,z; are asymptotically uncorrelated over t. Even if the X,'s are nonstochastic and the z, are exogenous this condition is needed to obtain X@M as the covariance matrix of (i/h) vet C:, 1 z,v:. If (2.3) is relaxed so that the limit is an arbitrary positive semidefinite matrix A, then the matrix X@C in (2.5) is replaced by A and the matrix C-'@X in (2.20) is replaced by (C-'@I)A(C-'@I).
ASYMPTOTIC DISTRIBUTIONS OF AUTOREGREWON COEFFICIENTS
We now consider the autoregressive model (1.10). The form of (1.10) is (1.9) with z, replaced by x,-1. We shall show that the least squares estimator of B based on x,,, . . . . x, has the asymptotic normal distribution of the least squares estimator in the regression case. In order to show the analogies to (2.1) and (2.2) we prove the following lemmas. If we add to (3.12) the result of multiplying (3.13) on the right by B' and the transpose of that product, we obtain t,cl n,=, x,x:-B' i x,-,x;-,B'A 72. (3.14)
Furthermore, Lemma 1 implies l(xnl12/ n P, 0. Then (3.14) is equivalent to which implies (3.7). See Problem 27 of Chapter 5 of Anderson [l] . 1 The sum on r and s on the right-hand side of (3.19) can be made arbitrarily small by making k sufficiently large. Thus (3.19) converges to 0 in probability as k + cc uniformly in n. Now 4 n 1 i=l n &CO r,s=O 5 Brvt-,-i~:-,-l(B')S 1 r+s<k P, 720 2 B"E(B')". The conditions (3.16) in autoregression replace condition (2.3) in regression; they imply (3.22) which is the analog of (2.3). The limit (3.22) is that vet Z=, and vet x,-I xi _ 1 are asymptotically uncorrelated. The condition holds identically in B; the conditions (3.16) are independent of B. The asymptotic uncorrelatedness of vet IS,, and vet x,-i xi+ follows from (3.16), which includes a condition of asymptotic uncorrelatedness of vet & and vecv,-,-,~:-~-,.
The limit (3.16) can be replaced by Z@TT,,; then I-is replaced by C,y#=, B'TJB')". However, this generality does not seem to be useful, since the T,,'s cannot be consistently estimated.
If E, + E a.s., (2.15) and (3.16) are satisfied. Theorem 4 holds under conditions that the characteristic roots of B are less than 1 in absolute value, & (v, 1 e;-r) =0 a.s., b(v,v: 1 e-1) -+ C a.s., and (2.4) ; if I-is nonsingular, (3.25) and (2.1) hold. A special case is that of dv,v: = C.
In Theorem 2 of Hannan and Heyde [7] the disturbances are martingale differences, but a common variance is assumed. Our probability limit (2.4) is weaker than their corresponding a.s. limit. Our condition (2.4) is weaker than their assumption of uniform integrability of order 4. They assume common mixed fourth-order moments and our (3.16) is replaced by a corresponding almost sure limit. Our theorem is a considerable improvement over theirs.
A higher order autoregressive process can be reduced to the first-order process. Suppose vectors Xi, X,, . . . satisfy X,=B,X,-,+ ... +B,X,-,+V,, t = 1, 2, . . . . 
