Introduction
Japan currently has a shortage of nursing home workers due to a decreasing birth rate and an increasing elderly population. As a result, communication robots are beginning to be used in private homes and nursing homes in order to give the elderly more opportunities for conversation. There have been many studies on the development of dialog systems for these communication robots, but creating robots which are capable of having natural conversation with humans remains a big challenge. The aim of this study is to estimate the emotional states of elderly persons from speech during conversation and use the resulting emotional state determinations for spoken dialog system control. If communication robots are capable of changing the topic of a conversation based on a user's emotional state, this will allow these robots to communicate in a more natural manner.
In a previous study which was not published, we developed a method for detecting joyful utterances made by elderly people during conversational speech, as well as a method of estimating the level of joyfulness of these utterances. It would be useful if automated spoken dialog systems could estimate a wider range of user emotions, in this paper we investigate the possibility of emotion estimation using acoustic features in speech, based on Russell's circumplex model of emotion categorization [1] .
Various features have been proposed for recognizing emotions from speech. Emotional state information can be derived from pitch statistics [2] , and some researchers have used pitch statistics for emotion recognition [3] . Spectral information used for speech and speaker recognition such as MFCCs [4] and LPCCs [5] have also been used for emotion recognition. Recently, open source tools such as openSMILE [6] have made it easier to use these types of features for analysis. Indeed, these features have proven to be effective for emotion recognition, although the effects of emotions on speech are not directly observable. In this paper, we propose the use of features derived from a modified two-mass physical model which directly reflect the effects of emotions on the vocal muscles, in order to evaluate whether or not such features improve emotion recognition performance.
2. Recording and labeling of emotional speech 2.1. Recording
We recorded interview in which an interviewer asked interviewees ten conversational questions topics which were prepared a priori. When the interviewer felt that it was time to change the topic, he would ask a question on another topic. All the topics are shown in Table 1 .
Manual labeling of emotional states
A human evaluator labeled each subject's emotional states manually using the GTrace tool [7] while viewing video of the conversation, using the two axes of emotion (NegativePositive and Active-Passive) from Russell's model (Fig. 1) . Many other emotion models have also been proposed, among them some which can employed using very few parameters (for example, the vector [8] and PANA [9] models). Since we needed to annotate speaker emotions manually in this study, we choose a model with a small number of parameters. Russell's circumplex model allows us to annotate two parameters independently and indicate a speaker's emotion based on the positions of these parameters in a two dimensional space. The evaluator moved a cursor on a display to continuously identify the emotional state of the speaker as she viewed the video. e., the instantaneous rates of change. Each point on the line indicates the difference between the level of emotional content as assessed by the evaluator at a given point and the point 20 seconds before it. We can observe that topic change points are located near steep changes in differential contours. Thus, it appears that sharp emotional transitions in the subject's emotional state, from positive to negative or from active to passive suggest to the interviewer a need to change the conversation topic.
Emotion recognition using acoustic features
If we can develop an automated process which can accurately discriminate between Negative and Positive emotion, and between Passive and Active emotion, this may allow us to detect natural topic changing points in conversations. To do this, we first tried to perform such discrimination using conventional acoustic features of conversational speech.
Conventional features derived from openSMILE
We extracted 1,582 dimensional acoustic features from each utterance in the speech data using openSMILE [6] , and then reduced feature dimensionality to 178 using PCA with a cumulative contribution ratio of 90%. A brief summary of these features is shown in Table 2 . Features such as MFCCs were extracted from the utterance and then some statistical information was obtained from the time sequences. See details in [6] . 
Features derived using a two-mass physical model
In a previous study [10] , in the context of detection of speech under stress, we proposed a method of modelling the vocal folds and vocal tract using a two-mass model which simulates the physical process of speech production by characterizing changes in the vocal folds and the vocal tract, based on a method proposed by Ishizaka and Flanagan [11] .
The presence of stress causes changes in the physiological conditions of a speaker's vocal structures, such as in the muscle tension of the vocal folds or the shape of the vocal tract, in reaction and adaptation to the speaker's stressed condition. These changes can result in variations in the vocal tract, the false vocal folds, the laryngeal ventricle and in the aerodynamics of the glottis. In this paper, we apply this model to the estimation of emotion because emotions other than those caused by stress are also likely to affect a speaker's physiology. Figure 7 shows a sketch of our proposed model. The aerodynamics of the vocal folds, vocal tract, laryngeal ventricle, and false vocal folds are modeled. Note that the laryngeal ventricle and false vocal folds (fvf) are not taken into consideration in the traditional two-mass model. We use P s (subglottal pressure), k 1 , k c (stiffness parameters) and A 1 , A 2 and A 3 (cross-sectional areas) for our model. We pick a vowel region from each utterance manually and derive these parameters from this region. We can obtain a sequence of values from various frames for each parameter, allowing us to calculate the average, maximum, and minimum values for each parameter.
See [10] for an explanation of how our model's parameters were estimated.
Experimental setup
To avoid feature extraction errors, we selected clean samples of speech for our experiment. Based on the manual labels applied by our human evaluator, we selected Passive/ Negative (PN), Active/Negative (AN), Active/Positive (AP), and Passive/Positive (PP) samples according to the paradigm proposed by Russell (Fig. 1) . Table 3 shows the number of samples selected for each classification. PN speech occurs much less frequently than speech in the other categories, thus the number of samples is also much smaller.
Many classifiers have been proposed for use in emotion recognition, such as HMM, SVM [12] , and DNN. In this paper, however, we focus on feature extraction and thus we used the conventional SVM (Support Vector Machine) method as the classifier, since it achieves excellent performance on this type of task.
Experiment and results
Speech samples were automatically categorized using SVMs employing the following methods: 1) conventional acoustic features (openSMILE); 2) physical features derived from the two-mass model shown in Fig. 7 ; and 3) a combination these features. The combination of features outperformed both the baseline method (conventional open-SMILE-based features) and the physical model-based method, suggesting the possible usefulness of physical modeling. When using only features derived from the physical model, we used one region of a single vowel in each utterance (that is to say, only a few hundred ms of speech was used), but the classification result was still much higher than random. Note that for the combined method, we used much longer speech segments for the classification process. Figure 8 summarizes our classification results. Fig. 8 Emotion recognition results using various methods (Blue: using only the features derived from the physical model. Orange: using only conventional features derived using openSMILE (baseline). Green: combination of these two methods).
Although our end goal is to estimate the precise intensity of a speaker's emotional states (that is, to determine an exact numerical value of the negativity, positivity, passiveness or activeness of a speaker's utterances), our classification results in this study suggest that estimating the emotional states of speakers using speech data is possible.
Conclusion
In this paper, we investigated an automated method of detecting the emotions of elderly speakers using features derived from a two-mass, four tube physical model of the vocal system. The effectiveness of the proposed method was tested by comparing it with the performance of a model using conventional acoustic features. We also tested an approach which used a combination of these methods. Performance was reasonable, and our results indicate that use of physical model-based features can improve emotion recognition performance. Our results also suggest that the continuous estimation of precise values of negativity, positivity, passiveness and activeness manifested in vocal features, is achievable.
While this study focused on the development of a dialog system for the elderly, our method is not specific to elderly people. We believe that our feature extraction technique would be effective with wide variety of users and applications, and thus could be applied to many kind of tasks such as client monitoring at call centers [13] and product testing [14] .
In the future, we will explore a method of continuous emotional value estimation and apply it to spoken dialog systems to detect topic changes.
