Abstract. In this paper we consider the approximability of the maximum induced matching problem. We prove that there is some xed constant c such that the problem of approximating a maximum induced matching in 3s-regular graphs within a factor of c is NP-hard, for each s 1. In addition we give an approximation algorithm with asymptotic performance ratio d ? 1 for the problem of nding a maximum induced matching in a d-regular graph, for each d 3.
Introduction
For a given graph G = (V; E), an induced matching M is a set M E such that (i) M is a matching in G and (ii) no two edges in M are joined by an edge of G. That is, the subgraph of G induced by V (M) is exactly the set M. Let (G) ; 0 (G) and (G) denote the size of a maximum induced matching, a maximum independent set and a minimum dominating set in G respectively. De ne MIM, MIS (Garey and Johnson (1979) problem GT20) and MDS (Garey and Johnson (1979) problem GT2) to be the problems of determining (G); 0 (G) and (G) respectively, for a given graph G. Let MIMD denote the decision version of MIM, i.e. the problem of deciding, for a given graph G and integer K, whether G admits an induced matching of size of least K. Stockmeyer and Vazirani (1982) introduced MIM as a variant of the maximum matching problem and motivated MIM as the \risk-free" marriage problem: nd the maximum number of pairs such that each married person is compatible with no married person other than the one he (or she) is married to. Induced matchings have stimulated a great induced.tex; ; ; p.1 deal of interest in the discrete mathematics community, since nding large induced matchings is a subtask of nding a strong edge-colouring in a graph (see e.g. Erd} os, 1988; Faudree et al., 1989; Hor ak et al., 1993; Steger and Yu, 1993) , a proper colouring of the edges such that no edge is adjacent to two edges of the same colour.
MIMD is NP-complete, even for bipartite graphs of maximum degree 4 (Stockmeyer and Vazirani, 1982) . Additionally Zito (1999) shows that MIMD is NP-complete for 4k-regular graphs for each k 1. Ko and Shepherd (1994) assert that there is a close relationship between the parameters and : namely (S(G)) + (G) = n for any graph G = (V; E), where n = jV j and S(G) denotes the subdivision graph of G. Thus, since MDS is NP-hard for planar cubic graphs (Kikuno et al., 1980) , an immediate corollary of Ko and Shepherd's observation is that MIMD is NP-complete for planar bipartite graphs, where each vertex in one partite set has degree 2 and each vertex in the other partite set has degree at most 3. 1 Cameron (1989) shows that MIM is solvable in polynomial time for chordal graphs, and Golumbic and Laskar (1993) give a polynomialtime algorithm for MIM in circular arc graphs. Recently Golumbic and Lewenstein (2000) have constructed polynomial-time algorithms for MIM in trapezoid graphs, interval-dimension graphs and cocomparability graphs, and have given a linear-time algorithm for MIM in interval graphs. Fricke and Laskar (1992) give a linear-time algorithm for MIM in trees. Independently, Zito (1999) , and Golumbic and Lewenstein (2000) , have given simpler linear-time algorithms for MIM in trees. Note that in Fricke and Laskar, 1992; Golumbic and Laskar, 1993 , induced matchings are referred to as as strong matchings.
Regarding the approximability of MIM, Zito (1999) has shown that for every k 1, there is a constant c > 1 such that the problem of approximating MIM within a factor of c on 4k-regular graphs is NP-hard (so that MIM is APX-complete for 4k-regular graphs). Additionally the transformation of Cameron (1989) , showing NP-completeness for MIMD in bipartite graphs, may be regarded as an L-reduction and hence gives APX-completeness for MIM in the same class of graphs. The transformation begins from MIS in arbitrary graphs; by starting from the APX-complete restriction of this problem to cubic graphs (Alimonti and Kann, 1997), the bipartite graph constructed by Cameron's reduction has vertices of degree 7. We know of no explicit hardness results in the literature regarding the approximability of MIM in graphs of maximum degree 3. However, the above-mentioned relationship between and due to Ko and Shepherd, combined with the APX-completeness of MDS in graphs of maximum degree 3 (Alimonti and Kann, 1997) gives APX-completeness for MIM in bipartite graphs of maximum degree 3. In Section 2 the resulting constant c for which it is NP-hard to approximate MIM within a factor of c in bipartite graphs of maximum degree 3 is computed.
We give an alternative transformation in Section 2 which substantially improves on this constant c, yielding a tighter bound for the nonapproximability of MIM in graphs of maximum degree 3. Additionally we extend our result to cubic graphs.
On the other hand, for d-regular graphs, MIM is approximable within d (Zito, 1999) . In Section 3 we improve this bound by presenting an approximation algorithm for MIM in d-regular graphs which has asymptotic performance ratio d ? 1, for each d 3.
Non-approximability results
We rstly demonstrate that there is some xed constant c such that the problem of approximating MIM within a factor of c is NP-hard in bipartite graphs of maximum degree 3. The proof makes use of an approximation preserving reduction. Although several notions of such reductions have been proposed (see for example Crescenzi, 1997) , the L-reduction de ned in Papadimitriou and Yannakakis, 1991 is perhaps the easiest one to use.
Let P be an optimisation problem. For every instance x of P, and every solution y of x, let c P (x; y) be the cost of the solution y. Let opt P (x) be the cost of an optimal solution. DEFINITION 2.1. Let P and Q be two optimisation problems. An L-reduction from P to Q is a four-tuple (t 1 ; t 2 ; ; ) where t 1 and t 2 are polynomial time computable functions and and are positive constants with the following properties:
(1) t 1 maps instances of P to instances of Q and for every instance x of P, opt Q (t 1 (x)) opt P (x): (2) for every instance x of P, t 2 maps pairs (t 1 (x); y 0 ) (where y 0 is a solution of t 1 (x)) to a solution y of x so that jopt P (x) ? c P (x; t 2 (t 1 (x); y 0 ))j jopt Q (t 1 (x)) ? c Q (t 1 (x); y 0 )j: PROPOSITION 2.2. For any " > 0, the problem of approximating MIM in bipartite graphs of maximum degree 3 within a factor of 9570 9569 ?" is NP-hard.
Proof. Alimonti and Kann (1997) prove that MDS is APX-complete for graphs of maximum degree 3. Their L-reduction begins from MVC (Garey and Johnson (1979) problem GT1; this is the problem of ning a minimum vertex cover in a given graph) in graphs of maximum degree 3, and has constants = 22 and = 1. As mentioned in Section 1, Ko and Shepherd (1994) prove that (S(G)) + (G) = n for any graph G = (V; E), where n = jV j. Now (G) n 1+ (G) (Haynes et al., 1998, p.50) where (G) denotes the maximum degree of G. Hence (S(G)) 3 (G), so that there is an L-reduction from MDS in graphs of maximum degree 3 to MIM in bipartite graphs of maximum degree 3, with constants = 3 and = 1. Finally Berman and Karpinski (1999) prove that, for any " > 0, the problem of approximating MVC in graphs of maximum degree 3 within a factor of 145 144 ? " is NP-hard.
Hence by combining these calculations, the result follows from Theorem 5 of Zito, 1999. For arbitrary graphs of maximum degree 3, it is possible to substantially improve on the lower bound computed in Proposition 2.2 by considering the following alternative transformation. Join all vertices in V i to form a P 8 in the order p i ,x i;1 ,w i;1 ,w i;2 ,x i;2 ,w i;3 , w i;4 ,x i;3 (let E i denote these seven edges). Let fv i;1 ; v i;2 ; v i;3 g be the set of vertices adjacent to v i in G. For each j (1 j 3), the vertex x i;j of C i is joined in G 0 to exactly one of the x r;s vertices in the vertex component C r corresponding to v i;j respectively, where v r = v i;j and 1 s 3 (call such an edge of G 0 a cross-edge of G 0 ). There is obviously a degree of freedom involved in making such attachments; however the actual choice of assignment does not a ect the remainder of the proof.
Add to E i the cross-edges of G 0 incident to vertices in C i . Let T i denote the edges fp i ; x i;1 g; fw i;2 ; x i;2 g; fw i;4 ; x i;3 g of C i , and let T =
It is clear that the graph G 0 constructed has maximum degree 3. A typical vertex component C i of G 0 is illustrated in Figure 1 . We now demonstrate that (G 0 ) = 2n + 0 (G). For, suppose that I is an independent set of G, and let k = jIj. We construct a set S as follows. For each i (1 i n), if v i 2 I then add the edges in T i to S. If v i = 2 I then add the edges fw i;1 ; w i;2 g; fw i;3 ; w i;4 g to S. It may be veri ed that S is an induced matching in G 0 , and
Conversely, let S denote the set of induced matchings in G 0 , each of size (G 0 ). Choose S to be a member of S which maximises jS \ Tj. Clearly jS \ E i j 3 for each i (1 i n), and it may be veri ed that jS \ E i j = 3 if and only if each of the vertices x i;1 ; x i;2 ; x i;3 is incident to some edge of S. In fact, by the choice of S, jS \ E i j = 3 if and only if S \ E i = T i . For otherwise, S 0 = (SnE i ) T i is an induced matching in G 0 at least as big as S, but jS 0 \Tj > jS \Tj, a contradiction. De ne I = fv i 2 V : S \ E i = T i g: We rstly claim that I is independent in G. For if fv i ; v j g 2 E, then fx i;r ; x j;s g 2 E 0 , where 1 r; s 3. If v i 2 I then x i;r is incident to some edge of T i . But S is an induced matching in G 0 , so that x j;s cannot be incident to some edge of S. Thus S \ E j 6 = T j , so that v j = 2 I as required. Now let k = jIj and suppose for a contradiction that k < 0 (G). Then (G 0 ) = jSj 3k + 2(n ? k) = 2n + k < 2n + 0 (G), a contradiction. Hence k = 0 (G) so that (G 0 ) = 2n + 0 (G) as required.
Note that any maximal independent set is a dominating set, so 0 (G) (G). Also (G) n 1+ (G) as mentioned in the proof of Proposition 2.2. Hence 0 (G) n 4 , so that (G 0 ) 9 0 (G). Thus our transformation is an L-reduction, from MIS in graphs of maximum degree 3 to MIM in the same class of graphs, with parameters = 9 and = 1. Now Berman and Karpinski (1999) prove that, for any " > 0, the problem of approximating MIS in cubic graphs within a factor of 140 139 ? " is NP-hard. Hence by combining these calculations, the result follows from Theorem 5 of Zito, 1999. induced.tex; ; ; p.5 We now extend the result of Theorem 2.3 to cubic graphs by considering suitable degree attachments. Proof. We use the same transformation as in Theorem 2.3, together with copies of the gadgets shown in Figure 2 . Let i (1 i n) be given, and consider the vertex component C i . Using the dashed edges, attach the graph G i to p i and attach the graph H i;j to w i;j (1 j 4). Then the graph G 0 so obtained is cubic. It may be veri ed that any induced matching in G 0 has at most one edge from G i and at most two edges from H i;j , for any i (1 i n) and j (1 j 4). Furthermore these upper bounds can be attained by selecting, for example, the edges fr i ; s i g; fa i;j ; b i;j g; fc i;j ; d i;j g as shown in Figure 2 . Hence we have that (G 0 ) = 13n + 0 (G), so that this revised transformation is an Lreduction with parameters = 53 and = 1. Again, using Berman and Karpinski's lower bound for MIS in cubic graphs, the result follows from Theorem 5 of Zito, 1999. COROLLARY 2.5. MIMD is NP-complete, even for planar cubic graphs.
Proof. Clearly MIMD is in NP. The reduction described by Theorem 2.3 and Corollary 2.4 preserves the planarity of the input graph G. By reducing from the NP-hard restriction of MIS to planar cubic graphs (Garey and Johnson, 1979 , problem GT20), we obtain NP-hardness for MIMD in planar cubic graphs also. Corollary 2.5 raises the question of whether MIM might be hard to approximate within a certain constant even if the input is a planar cubic graph. We remark that MIM has a polynomial-time approxima-tion scheme (PTAS) for planar cubic graphs. To demonstrate this we introduce an additional graph problem. Given a graph G = (V; E), de ne a set S V to be 2-independent if, for any two vertices u; v 2 S, d G (u; v) 3. Let M2IS denote the problem of nding a maximum 2-independent set in a given graph G, and let 2 0 (G) denote the size of such a set. Also let L(G) denote the line graph of a given graph G. Duckworth et al. (2000) observe that (G) = 2 0 (L(G)) and furthermore, that there is a 1-1 correspondence between the induced matchings of G and the 2-independent sets of L(G). Additionally, by using the method of Baker (1994) , they show that M2IS admits a PTAS for planar graphs. 
Approximation algorithm
In this section we present a greedy algorithm for approximating MIM in regular graphs. At each step of the algorithm, an edge is added to the induced matching and a number of vertices and edges are deleted in order to guarantee that the matching constructed is indeed induced. The choice of edge to be added to the induced matching is based on selecting vertices of minimum degree.
Algorithm MinGreedy shown in Figure 3 N(v) and for S V , adj(S) denotes the set of edges incident with vertices in S. We assume the input graph to be connected, otherwise the algorithm may be applied to each connected component. Then, for each step of the algorithm, after the rst and before its completion,
The rst step of the algorithm involves adding an arbitrary edge to the induced matching and deleting the appropriate edges and vertices. At each subsequent step, a vertex u is chosen from those of minimum degree and a vertex v is chosen from the vertices of minimum degree in N(u). The edge fu; vg is added to the induced matching and the appropriate edges and vertices are deleted. We now establish a lower bound on the size of the induced matching returned by Algorithm MinGreedy. Proof. Zito (1999) . In order to demonstrate this, we consider the operations performed by the algorithm (an operation being the process of selecting an edge for inclusion into the induced matching and the subsequent deletion of the necessary vertices and edges). An operation may be described using formulae that denotes its e ect on the sizes of the sets V i . For example, the operation shown in Figure 4 adds the edge Firstly we have a subgraph that will be processed by the rst step of the algorithm. Secondly the remaining part of the graph will consist of a chain of repeating subgraphs that are processed by the main body of the algorithm.
It may be veri ed that there exists an operation that may be performed as the rst step of the algorithm that destroys vertices of degree d and generates two vertices of degree d ? 1. As an example, Figure 5 shows one such operation for d = 3. Next we form a chain of k repeating components by connecting successive pairs of repeating components by an edge between the vertex labelled y in the rst of the pair to the vertex labelled x in the second of the pair (these vertices are shown in Figure 7 ). Finally we obtain a d-regular graph G d;k by connecting the subgraph for the rst step of the algorithm to the vertices labelled x and y at either end of the chain of repeating components.
In the worst case Algorithm MinGreedy would initially choose the edge given in the rst step which exposes the chain of repeating components. It would then go on to process each repeating component in turn, Ko and Shepherd (1994) also assert that MIMD is NP-complete for planar cubic graphs; however their reasoning contains an error. In Section 2 we prove this result as a corollary of establishing the APX-completeness of MIM in cubic graphs.
