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Resumen
Partiendo de los principios geométricos de Triangulación y Trilateración se presentan algunas técnicas de
estimación de ubicación como lo son ToA (Tiempo de llegada), TDoA (Diferencia en Tiempo de llegada) y
AoA (Ángulo de llegada). Para estas técnicas de estimación diferentes algoritmos son analizados incluyen-
do el método Analítico, el método por Mínimos Cuadrados y el método por Series de Taylor para ToA y
TDoA y Capon, Bartlett y MUSIC para AoA. Éste artículo pretende presentar una revisión del estado del
arte sobre algunas técnicas de estimación de ubicación y su descripción matemáticamente.
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Abstract
Based on the geometric principles of Triangulation and Trilateration some location estimation techniques
such as ToA (Time of Arrival), TDoA (Time Difference of Arrival) and AoA (Angle of Arrival) are presented.
For these estimation techniques different algorithms are analyzed including the Analytical method, Least
Squares method and Taylor Series method for ToA and TDoA, and Capon, Barttlet and MUSIC for AoA.
This article pretends to present survey of location estimation techniques and their mathematical description.
Key words: Algorithms; ToA (Time of Arrival); TDoA (Time Difference of Arrival); AoA (Angle of Arrival);
TN (Target Node); RN (Reference Node).
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1. Introducción
Cuando se mencionan temas como Multilateración,
Radiovigilancia o incluso Geolocalización, existen diver-
sas técnicas y algoritmos que giran en torno a demos-
trar y estructurar los principios de funcionamiento y de
solución al identificar un objetivo estableciendo diferen-
tes parámetros principalmente las coordenadas de ubi-
cación. En ésta oportunidad se plantean tres técnicas
de interés, a nivel de los principios básicos de
Artículo de Revisión.
Especialidad: Trilateración y Triangulación
Sub especialidad: Técnicas y Algoritmos
de estimación de ubicación
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geolocalización inalámbrica ó radiolocalización, que de-
sarrollan y establecen los principios de estimación de
ubicación entre un nodo de destino y una red de nodos
de referencia. Estas técnicas ToA (Tiempo de Llegada)
y TDoA (Diferencia en Tiempo de llegada) y AoA (Án-
gulo de Llegada) comprenden tanto las coordenadas de
referencia como las de destino y un rango de estima-
ción de error que se reduce con base en la cantidad de
nodos de referencia de acuerdo a la topología de la red.
Esto se debe a que la estimación de rango se podrá ver
afectada por el ruido y por los componentes multitrayecto,
lo que implicará que no siempre exista una intersección
en un mismo punto, que es lo que define la ubicación del
nodo de destino. Teniendo en cuenta que lo que busca
la estimación de ubicación es encontrar las coordena-
das más cercanas a la posición actual.
Así mismo, se establecen seis métodos cuyo principio
matemático conforma un algoritmo que permite esta-
blecer mediante la asignación de variables, una solu-
ción a las incógnitas establecidas y de igual forma
simular el comportamiento en cada una de las tres téc-
nicas. Estos métodos se clasifican por método Analíti-
co, método de Mínimos cuadrados, método de Series
de Taylor, CAPON, MUSIC y Bartlett.
Finalmente se analizan algunos parámetros como el
RMSE (root mean square error), el MAE (mean
absolute error) y el CDF (cumulative distribution
function) sobre las técnicas de estimación de ubica-
ción ToA y TDoA. Técnicas como éstas cuyos méto-
dos se soportan en algoritmos que establecen cierto
grado de precisión a nivel de la disminución del rango
de estimación del error, se convierten en una base fun-
damental para desarrollar e implementar nuevos
algoritmos híbridos como TDoA/DoA y algunas técni-
cas más complejas como RiMAX (Engineering, 2004).
Es por ello que en la sección 1 hacemos referencia
sobre el objetivo de las técnicas de ToA y TDoA; su
principio y operación. Más adelante, sobre la sección
2 y 3 nos enfocamos en la sustentación matemática de
cada técnica mediante algoritmos como el Analítico,
Mínimos cuadrados y Series de Taylor. Así mismo con-
cluimos ambas secciones con un análisis de desempe-
ño. Para la sección 4, nos referimos al principio y
operación que contiene la técnica de AoA recreando
una introducción hacía el principio matemático que la
establece y dando pie a las demás secciones donde se
relacionan otros algoritmos como CAPON, Bartlett y
MUSIC. Concluyendo así con la sección de conclu-
siones, referentes a cada técnica y algoritmo en torno
a un escenario donde se plantea una red de nodos de
referencia y de destino.
2. Estimación de ubicación basada en ToA Y
TDoA
2.1 Estimación de tiempo de llegada (ToA)
La estimación del tiempo de llegada ToA por sus si-
glas en inglés (Time of Arrival) es una técnica de posi-
cionamiento que permite medir la distancia,
estableciendo así la ubicación. En éste escenario se
plantean múltiples nodos de referencia (NR) que en
sincronía permiten hallar un nodo de destino (ND) vía
triangulación de acuerdo a (Vossiek, et al,. 2003). La
localización del ND es posible asumiendo que todas
las coordenadas de los nodos de referencia son cono-
cidas. Asumiendo un escenario coplanar, donde las po-
siciones de los NR son conocidas, sólo tres NR y tres
mediciones de distancias (ToA) bastarán para locali-
zar el ND. Pero al tener un escenario no-coplanar, se
requerirán de cuatro NR. Usando la medida de distan-
cia, la posición del ND se localiza dentro de una esfe-
ra de radio Ri con el receptor i en el centro de la esfera
(aquí Ri es directamente proporcional al TOA τi.
La localización del ND es posible establecerla ya sea
a través de los NR estableciendo una estación base de
referencia, o mediante el propio ND según (Zekavat,
et al,. 2012).
Sin embargo, ToA al ser una técnica robusta, posee
algunos inconvenientes según (Rappaport, et al,.1996):
· Requiere de todos los nodos (tanto los NR como
los ND) para tener una sincronización precisa.
Es decir, un pequeño error en temporización
puede generar un gran error en el cálculo de la
distancia Ri.
· La señal transmitida debe “etiquetarse” con un
“sello de tiempo” (Time stamp) con el fin de per-
mitir que los NR determinen el instante en el que
inició la señal en el ND. Éste sello de tiempo adi-
cional incrementa la complejidad de la señal trans-
mitida y puede conducir hacía una fuente adicional
de error.
Adicionalmente, con base en (ITU, 2011) otro incon-
veniente que presenta este método es que a menos
que se conozcan las características de la señal de modo
que le permita al receptor determinar con precisión el
tiempo de llegada bajo condiciones de canal pobres,
éste método requerirá de altas relaciones señal a ruido
(SRN), alta relación señal a interferencia, distorsión
multitrayecto limitada en todos los receptores. Así
mismo la exactitud del método es posible mejorarlo
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utilizando información conocida a partir de señales mo-
duladas digitalmente.
De igual forma como lo establece (Reza, 2000) la
posición del móvil, en este caso el ND, podrá deter-
minarse con precisión si existe una completa línea de
vista (LOS) entre la estación móvil o ND y las de-
más estaciones base o NRs. Sin embargo, la ocu-
rrencia de no tener línea de vista (NLOS) de
propagación generará que la señal tome un trayecto
más largo en dirección hacia el receptor del NR y el
ToA medido es generalmente mayor que el tiempo
de llegada de una señal con LOS. En la Figura 1 a
continuación se visualiza el principio de posicionamien-
to de ToA.
de referencia. En un escenario no-coplanar, las posi-
ciones de los cuatro NR y las tres mediciones TDoA
son requeridas.
A diferencia de ToA, TDoA aborda primero el incon-
veniente que se presenta, eliminando el requisito de
sincronizar el reloj del ND con relojes de los NR. En
TDoA todos los NR reciben la misma señal transmiti-
da mediante el ND. Por lo tanto, siempre y cuando los
relojes de los NR estén sincronizados, el error en el
tiempo de llegada en cada NR debido a la no-
sincronización de los relojes es el mismo. En la Figura
2 a continuación se visualiza el principio de posiciona-
miento de TDoA.
Figura 1. Principio de posicionamiento para ToA
representado por esferas.
2.2 Estimación de la diferencia en tiempo de
llegada (TDoA)
Así como lo establece (Zekavat, et al,. 2012) la esti-
mación en la Diferencia del Tiempo de Llegada re-
quiere la medición de la diferencia en el tiempo entre
las señales entrantes hacía dos NR. Al igual que en
ToA, éste método asume que las posiciones de los
NR son conocidas. Y geométricamente puede repre-
sentarse mediante hipérbolas. Una hipérbola es aquel
lugar geométrico de un punto en un plano tal que la
diferencia de las distancias de dos puntos fijos (lla-
mados focos) es una constante. Asumiendo enton-
ces un escenario coplanar, donde hay tres NR y sus
coordenadas son conocidas y dos mediciones TDoA
bastarán para localizar un ND. Teniendo en cuenta
que la estación base de referencia de toda la red de
nodos observadores, será aquella que reciba primero
la señal del ND. Ya que todas las mediciones a partir
de ésta técnica se harán respecto a la estación base
Figura 2. Principio de posicionamiento para TDoA
representado por hipérbolas.
3. Algoritmos de estimación de ubicación para
tiempo de llegada (ToA)
En ToA el punto de intersección de todas las esferas
podrá determinar la posición del nodo de destino, ya
que los centros serán las coordenadas de los nodos de
referencia y de los rangos correspondientes entre los
nodos de referencia y el nodo de destino de acuerdo a
(Shen, et al,. 2008), que a su vez serán denominados
como los radios. Los nodos de referencia podrán re-
presentarse mediante la ecuación de la esfera como
se muestra a continuación:
( x- xi )2  +( y- y )2  + ( z- zi )2 = mi2 , ( i 1,2, ...n ) (1)
Donde las variables (xi , yi , zi) son las coordenadas
conocidas para los nodos de referencia y la variable
mi (i= 1,2, ...n )  son las estimaciones de rango. El
número de nodos de referencia se establece con la
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Las ecuaciones (8), (9) y (10) conforman el segundo
grupo de ecuaciones:
Finalmente después de desarrollar las diferentes
ecuaciones en los grupos anteriores obtenemos el sis-
tema de ecuaciones lineales en (11):
En éste sistema tenemos dos ecuaciones con tres in-
cógnitas. Luego, una de las incógnitas (x’) será un
parámetro, para las otras dos variables (y’ e z’) que a
su vez estará en términos de funciones para estas dos
bajo la ecuación (12):
Luego tendremos (12) en (1) para cuando i=1, for-
mando así una ecuación cuadrática:
Considerando las ecuaciones (12) y (2) encontrare-
mos la solución a x’ como las coordenadas del nodo de
destino.
Para la ecuación (13) tenemos tres posibilidades al
resolver esta ecuación cuadrática:
· De haber una solución será posible obtener las
coordenadas del nodo de destino directamente.
· De haber dos soluciones necesitaremos un nodo
de referencia adicional para comparar la distan-
cia entre este nodo y las dos soluciones, seleccio-
nando el primero que se acerque a la distancia
medida.
· De no haber solución, esto será causado por el
error de estimación de rango.
variable n. Variables como (x, y, z) son las coordena-
das del nodo de destino.
La precisión de la estimación de rango durante la si-
mulación y la medición en campo se verá afectada por
el ruido y los componentes multitrayecto, de esta for-
ma no se garantizará que las esferas se intersecten en
un mismo punto. Con base en lo anterior el objetivo de
la estimación de ubicación será entonces encontrar la
mayor precisión de las coordenadas más cercanas a
la posición actual.
3.1 Método analítico para tiempo de llegada
Según (Caffery, et al,. 1998), (Cheung, et al,. 2004) y
(Yu, et al,. 2005) la posición del nodo de destino podrá
ser determinada al resolver las ecuaciones no lineales
directamente. El número de ecuaciones para el siste-
ma podrá ser determinado al número de nodos de re-
ferencia que se planteen en la red, i.e., si el sistema
posee solo tres nodos de referencia, el sistema tendrá
un conjunto de tres ecuaciones con tres incógnitas tal
como se muestra a continuación:
Basado en estos parámetros es posible establecer
la primera ecuación para el procedimiento matemá-
tico a partir de la ecuación (1), es decir, se tomará
la ecuación (1) como partida y se sustituirá el pri-
mer uno cuando i= 1 y así sucesivamente a partir
de éste cuando i valga 2,3,…n (i= 2,3), de esta for-
ma se irá formando la matriz a partir de un sistema
de ecuaciones lineales como se muestra en la ecua-
ción 4 a continuación:
 (4 )
Posteriormente se establecen los cambios de varia-
bles para conformar los grupos de ecuaciones que nos
llevaran a estructurar la matriz inicial bajo el modelo
de la ecuación:
Las ecuaciones (5), (6) y (7) conforman el primer gru-
po de ecuaciones para estructurar la matriz:
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3.2 Método de mínimos cuadrados para tiempo de llegada
En este método podremos obtener el mismo principio al que comprende el método analítico pero con una
situación y variables diferente.
Para la ecuación (14) cuando i=1 este será el enfoque principal para el desarrollo de las incógnitas. Basado en
la ecuación inicial en ToA será posible establecer las siguientes ecuaciones:
Una vez que se han desarrollado las ecuaciones (15), (16) y (17) conformamos la matriz de ecuaciones lineales
como se observa en (18)
Donde,
La matriz puede ser denotada como
Donde,
Nosotros tendremos una respuesta con la ecuación (18) mediante el uso del método de mínimos cuadrados.
3.3 Método series de taylor para tiempo de llegada
En primer lugar se define una función como el parámetro inicial. La variable mi es la estimación ToA en el nodo
de referencia, i y εi  es el rango de estimación de error según afirman (Yu, et al,. 2006) y (Foy, 1976).
Este escenario asumido en un sistema sobre determi-
nado con más de tres ecuaciones en (1). Para encon-
trar la ubicación estimada, podemos usar este método
(el método de combinación analítica). La idea princi-
pal es resolver las combinaciones de la ecuación in-
cluyendo tres ecuaciones. La estimación de ubicación
final se obtendrá mediante el promedio de todos los
resultados según (Shen, et al,. 2008).
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Considerando los parámetros iniciales tenemos
Las variables δx, δy, y δz son los errores de estimación de ubicación a ser determinados. Si (23) se expande en
la serie de Taylor y se retienen los primeros dos términos se produce:
Donde,
En el cual,
Reescribimos (25) como
Donde,
La estimación de peso de mínimos cuadrados de (26) es:
A partir de la posición inicial suponemos Xv, Yv, Zv y δ computada desde (27), la estimación de ubicación puede
actualizarse acorde a:
La estimación de ubicación puede ser definida continuamente mediante el procedimiento anterior.
4. Algoritmos de estimación de ubicación para diferencia en tiempo de llegada
Considerando los parámetros iniciales con ToA y de acuerdo con (Nur-a-alam, et al,. 2008) podremos medir
con respecto al primer nodo de referencia,
Donde son mi,1 (i= 2, 3, ..., n) las estimaciones de rango. La variable ri (i= 1, 2, ..., n) son los parámetros
desconocidos de las distancias reales entre el nodo de referencia y el nodo de destino. La variable n es el
número de NR. Las coordenadas conocidas serán Xi, Yi, Zi para el NR. Las coordenadas del ND estarán
determinadas como (x,y,z). Así, la ecuación (1) puede ser reescrita como:
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Donde hay cuatro incógnitas, x,y,z  y r1.
4.1. Método analítico para diferencia en tiempo de llegada
Para este método el mínimo número de NR son cuatro porque hay cuatro incógnitas, (x,y,z) y r1, en (30). Al
sustituir las ecuaciones (2) y (3) teniendo valores para (i=2,3,4) incluyendo en (30) y restando el primero
cuando i=1 y desde éste para i=2,3,4 resultará en un conjunto de ecuaciones de acuerdo al número de NR y en
forma de matriz como se visualiza en (32):
Donde;
Teniendo en cuenta el planteamiento anterior se selecciona una la de las incógnitas r1 como un parámetro, y las
otras tres como funciones de ésta. Acoplando la ecuación (33) se obtendrá una ecuación cuadrática en términos
de r1. Dicha solución conlleva a conocer las coordenadas del ND. Es posible entonces implementar este méto-
do para un sistema sobre determinado de ecuaciones con combinaciones de cuatro incógnitas como lo establece
(Sayed, 2005).
4.2 Método de mínimos cuadrados para diferencia en tiempo de llegada
En este método se conforma un sistema de ecuaciones lineales resultado de restar la primera posición i=1 de
otras ecuaciones como (30)
Las variables (X´, Y´, Z´) corresponden a las coordenadas desconocidas del ND y las variables (X´i , Y´i , Z´i )
a las coordenadas de los NR y que son definidas en (2) y (3) así como (31)
Este puede describirse mediante
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En este caso la variable mi + 11 es la estimación del (i+1)th nodo de referencia con el primer uno y εi + 11 es la
diferencia en el rango correspondiente al error de estimación con la matriz de covarianza Q.
Incluyendo (40) en Series de Taylor usando una estimación inicial Xv, Yv, Zv y reteniendo el primero de dos
términos se genera,
Cuyas variables δx, δy, y δz corresponden a los errores de estimación de ubicación que se determinan mediante,
Donde A se define en (21) y
La solución de mínimos cuadrados se genera en
Posteriormente ésta solución contendrá un parámetro r1 que formará una ecuación cuadrática. La solución de
 r1 entregará el resultado final.
4.3 Método de series de taylor para diferencia en tiempo de llegada
Al igual que en ToA el principio para este método se mantiene pero la función se define como:
Para el cual,
Es posible plantearlo como en (23) pero donde,
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Se deberá tener en cuenta que el peso del estimador
de mínimos cuadrados de éste se plantea como en (27).
Y al igual que en ToA, se computa δ  con (27) a través
de una supuesta posición inicial, actualizando la esti-
mación de ubicación acorde a (28).
4.4 Análisis de desempeño
De acuerdo con (Shen, 2012), (Guvenc, 2008) y (J.
Huang, et, al,. 2012) diferentes simulaciones han per-
mitido medir el rendimiento de los algoritmos basados
en ToA y TDoA y se ha establecido que:
- El rendimiento de los algoritmos depende de la
topología de la red y de la posición del nodo de
destino.
- El rendimiento de la estimación de ubicación pue-
de mejorarse aumentando el número de nodos de
referencia.
- El rendimiento de la estimación de ubicación es
diferente de acuerdo a la distribución de los nodos
de destino pero sigue siendo el mismo con los
nodos de referencia.
- Bajo parámetros estadísticos como la MAE
(Mean Absolute Error) y el RMSE (Root Mean
Square Error) el método analítico en ToA po-
sen una desviación estándar menor respecto a
los demás algoritmos, estableciendo rangos de
estimación menor respecto a los demás
algoritmos, permitiendo que sea un método me-
nos complejo pero no con tanta precisión. Dife-
rente a los resultados que se obtienen con
Figura 3. Matriz con M elementos con señales de llegada.
TDoA, donde el método analítico aumenta su
desviación estándar, favoreciendo la estimación
de rango.
- En evaluación de los tres algoritmos para TDoA,
el método de Series de Taylor ofrece una mayor
precisión en cuanto a estimación de rango y coor-
denadas del nodo de destino, debido a la estructu-
ra matemática que lo conforma.
5. Estimación de ángulo de llegada - AoA
Siguiendo el modelo matemático presentado en (Gross,
2005), (Trees, 2002) y (Zhou, Q., et al,. 2014); la esti-
mación de Ángulo de Llegada (Angle of Arrival - AoA)
se ha conocido también como estimación espectral, es-
timación de Dirección de Llegada (Direction of Arrival
- DoA) o Bearing Estimation. Algunas referencias rela-
cionan la estimación espectral como la habilidad para
seleccionar varios componentes de frecuencias fuera
de un conjunto de señales. Este concepto fue expandi-
do para incluir los problemas de frecuencia, número de
onda y después la estimación AoA. El “bearing
estimation” es un término más usado comúnmente en-
tre la comunidad científica, específicamente en la co-
munidad de SONAR y es estimación AoA para
aplicación en problemas de acústica.
Algunos de los algoritmos para AoA se basan en la
matriz de correlación. Cobra importancia conocer un
poco la descripción del arreglo, la señal recibida, y la
adición de ruido. En la figura 1 se puede observar la
representación de una matriz en recepción de ondas
planas incidentes desde varias direcciones.
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En la figura 1 se muestra D señales de llegada a
partir de D direcciones. Estas señales son recibidas
por una matriz de M elementos con M pesos poten-
ciales. Cada señal recibida Xm (k) incluye una adi-
Donde,
Y
Por lo tanto, cada una de las señales complejas D
llega en ángulos θi y es interceptada a partir de M
elementos de antena. Asumiendo que las señales
entrantes son monocromáticas y el número de se-
ñales que llegan D < M. Es entendible que las se-
ñales que llegan son variables en el tiempo y por lo
Donde,
La matriz arreglo de correlación  y la matriz fuente de correlación ss se encuentran a partir del valor
esperado o de los respectivos valores absoluto cuadrado (i.e.,    y  ss = ).
ción de cero ruido Gaussiano. El tiempo está repre-
sentado mediante la kth muestras de tiempo. Así, el
arreglo de salida y puede ser generado de la siguien-
te forma:
tanto los cálculos se basan en las instantáneas de
tiempo de la señal entrante. Así mismo, si los trans-
misores están en movimiento la matriz de los
vectores de dirección está cambiando con el tiem-
po y los ángulos de llegada correspondientes están
cambiando.
La matriz MxM de correlación   se relaciona bajo la siguiente estructura como:
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Cuando las señales no están correlacionadas, , ob-
viamente tiene que ser una matriz diagonal porque los
elementos fuera de la diagonal tienen no correlación.
Cuando los elementos son parcialmente
correlacionados, ss es no singular. Cuando las seña-
les son coherentes, ss  se vuelve singular porque las
filas son combinaciones lineales una a la otra según
(Stoica, et al,. 1997). La matriz de vectores de direc-
ción, , es una matriz MxD donde las columnas son
independientes según afirma (Shan, et al,.1985) y
(Minasyan, 1994). A menudo en la literatura la matriz
de correlación también se encontrará como la matriz
de covarianza. Y esto será cierto si los valores de las
señales y el ruido son cero. En dicho caso, las matri-
ces de covarianza y correlación serán idénticas. El valor
medio de la señal que llega debe ser necesariamente
cero porque las antenas no pueden recibir señales en
DC. El ruido inherente en el receptor puede o no tener
una medida de cero dependiendo de la fuente del ruido
Donde  es la matriz de arreglos no ponderado. Luego sustituyendo los pesos de la ecuación (47) en la matriz
de la figura 1, es posible que luego el pseudoespectro sea entregado por: Pc (θ) =            1              de acuerdo
con (Gross, 2005).
del receptor. Habrá mucha información útil para des-
cubrirse en el análisis propio en el arreglo de la matriz
de correlación, por lo que los detalles de la estructura
propia se describen en (Godara, 1997).
El objetivo de las técnicas de estimación de AoA es
definir una función que entregue una indicación de los
ángulos de llegada basados en máximos vs ángulos.
Ésta función es tradicionalmente llamada el
pseudoespectro P(θ) y las unidades pueden ser en
energía o en vatios (o en tiempos de energía o vatios al
cuadrado). Existen varios enfoques para definir el
pseudoespectro a través de la formación de haz
(beamforming), el arreglo de la matriz de correlación,
análisis propio,  predicción lineal, varianza mínima,
máxima probabilidad, MUSIC, root-MUSIC entre otros
que se pueden analizar más al detalle en (Trees, 2002)
y (Stoica, 1997). Es por ello que a continuación se plan-
tean algunas soluciones pseudoespectrales.
5.1 Estimación Bartlett AOA
De acuerdo a (Bartlett, 1961) y (Gross, 2005) la estimación AoA basada en ésta técnica es posible definirla como:
La estimación Bartlett AoA es la versión espacial de un periodograma programado y es una estimación
beamforming AoA. Bajo las condiciones donde  representa señales monocromáticas no correlacionadas la
ecuación (45) es el equivalente para la siguiente expresión:
El periodograma es por lo tanto equivalente a la transformada espacial finita de Fourier de todas las señales que
llegan. También es equivalente a la adición de todos los factores de la matriz para cada ángulo de llegada y
encontrar el valor cuadrado absoluto.
5.2 Estimación CAPON AOA
La estimación CAPON AoA es conocida como la res-
puesta sin distorsión de varianza mínima (minimum
variance distortionless response - MVDR). También
es alternativamente una estimación de máxima verosi-
militud de la potencia entrante a partir de una dirección
mientras todas las otras fuentes son consideradas como
interferencia. Así el objetivo se enfoque en maximizar
la relación señal-interferencia (SIR) mientras que pasa
la señal de interés no distorsionada en fase y amplitud.
Así la matriz fuente de correlación ss  se asume para
ser diagonal de acuerdo a (Capon, 1969). Esta SIR
maximizada se logra con un conjunto de pesos de la
matriz cuando  = [w1 w2... wm]τ  como se muestra en
la figura 1 donde los pesos de la matriz son dados por:
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5.3 Estimación MUSIC AOA
Así mismo en (Gross, 2005) se establece a MUSIC
como un acrónimo que relaciona Clasificación Múlti-
ple de Señales. Este enfoque fue establecido por pri-
mera vez por (Schmidt, 1986) y es un método popular
de estructura propia de alta resolución. MUSIC es un
método que promete proporcionar estimaciones impar-
ciales del número de señales, los ángulos de llegada y
los puntos fuertes de las formas de onda. El método
hace la suposición de que el ruido en cada canal no
está correlacionado y construye la matriz de correla-
ción de ruido en diagonal. Las señales incidentes pue-
den ser algo correlacionadas creando una matriz de
correlación de señal no diagonal. Sin embargo, bajo la
alta correlación de señal del algoritmo MUSIC, se rom-
pe, y otros métodos deben ser implementados para
corregir esta debilidad.
Es importante conocer de antemano el número de se-
ñales entrantes donde deberán buscarse los valores
propios para determinar el número de señales de en-
trada. Si el número de señales es D el número de va-
lores propios de señal y de vectores propios es D, y el
número de valores propios de ruido y vectores propios
es M-D (M es el número de elementos de arreglos).
Porque MUSIC explota el subespacio de un vector
propio de ruido, lo que se refiere a veces como un
método de subespacio.
Para calcular el arreglo de la matriz de correlación
asumiendo ruido sin correlación con varianzas iguales
se plantea la siguiente ecuación:
Podemos encontrar los valores propios y los vectores
propios para  . Luego se producen D vectores pro-
pios asociados con las señales y M-D vectores pro-
pios asociados con el ruido. Posteriormente
seleccionamos los vectores propios asociados con los
valores propios más pequeños. Para señales sin co-
rrelación, los valores propios más pequeños son igua-
les a la varianza del ruido. Luego podemos entonces
construir el M x (M-D) sub espacio dimensional abar-
cado a partir del ruido de los vectores propios tal como:
una y todos los ángulos de llegada θ1, θ2, ..., θD . Co-
locando así la expresión distancia en el denominador
crea picos agudos en los ángulos de llegada. El
pseudoespectro MUSIC se entrega como:
5.4. Análisis de desempeño
De acuerdo con (Redondo, et al., 2015) la técnica de
Capon posee mayor resolución que la de Bartlett, sin
embargo si las señales fuente se correlacionan, su ren-
dimiento sufrirá una degradación severa y bajo ese
escenario es preferible utilizar Bartlett. Así mismo
MUSIC es un método muy popular debido a su es-
tructura propia de alta resolución.
6. Conclusiones
Diferentes métodos y algoritmos basados en ToA,
TDoA y AoA se relacionaron en el artículo, con el
objetivo de dar a conocer como están estructurados
matemáticamente y bajo qué condiciones se establece
cada una de sus variables de acuerdo a la topología de
la red de nodos.
Se concluye a partir de los diferentes métodos que al
igual que las técnicas de AoA, los algoritmos basados
en rango como ToA y TDoA también poseen una muy
buena precisión debido a una alta resolución.
Si bien la posición del nodo de destino está determina-
da a la intersección de las esferas formadas por los
nodos de referencia, se debe tener en cuenta que esta
intersección no siempre se llevará a cabo con tal pre-
cisión, debido a que factores externos como el ruido y
los componentes multitrayecto afectarán dicha preci-
sión y las esferas no siempre se intersectarán en un
mismo punto. Lo que determina entonces que el obje-
tivo de la estimación de ubicación es encontrar las
coordenadas más cercanas a la posición actual.
De igual forma se concluye que el rendimiento de los
algoritmos dependerá en su momento, de la topología
de la red y de la posición del nodo de destino.
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