INTRODUCTION
In this paper we study rotation invariant Kähler metric with constant scalar curvature (csck for short) on C n \{0}. One of our main motivations is to understand the singularity of solutions of the scalar curvature type equation in view of existence of Calabi's extremal metric [1] . Equation of this type is very hard and was poorly understood in the literature.
To illustrate the main points, we consider a viscosity solution u(z 1 , z 2 ) = 2(1 + |z 1 | 2 )|z 2 | [6] of the equation det(u ij ) = 1 on C 2 . It is a continuous potential of a singular Kähler metric with both zero Ricci curvature and scalar curvature on C 2 . The singular locus {z 2 = 0} cannot be trapped inside a compact subset.
One might speculate that this is a common phenomenon for csck: The csck cannot have compact singularities when its potential is bounded. In fact if such an example were to exist, one would be able to construct a singular Kähler metric with both bounded scalar curvature and potential.
Here we consider a much more modest question: whether a csck on C n can have isolated singularity and what is the behavior of the metric near this singularity if it exists? To make this question accessible, we also assume that the metric is invariant under rotations.
Our results regarding rotation invariant csck on C n \{0} confirm the above speculation: The potential and the entropy of metrics of this kind cannot be bounded near the singularity if 0 ∈ C n appears as a singularity. Indeed all such singular potentials have logarithm poles.
During the preparation of this paper, Chen and Cheng [2, 3, 4] have obtained substantial progress in understanding the regularity of scalar curvature type equation on compact Kähler manifolds. They proved, for a csck, if its potential is bounded, then all higher derivatives are priori bounded by its potential bound. They also proved that if scalar curvature and the entropy are bounded, the metrics satisfying the bounds are precompact in C 1,α . With these deep estimates, they solved several substantial conjectures in the field regarding the existence of csck, including the properness conjecture and the geodesic stability conjecture [5] . Their great achievements certainly answered the problems which motivates us to consider rotation invariant csck. It should be mentioned that the method in [2, 3, 4] works essentially only for compact manifolds. We hope our findings are still interesting in its own right. Now we proceed to introduce our strategy and results. For a Kähler metric ω on C n \{0}, the constant scalar curvature condition leads to a fourth order PDE on its potential. This PDE can be reduced to an ODE if the potential is radial. By carefully examining its structure, we can transform the ODE into a system of ODEs of order 2. This system of ODEs can be solved completely in the smooth case and lower dimensional case if the scalar curvature is constant.
By solving the system of ODE in the smooth case, we can give a complete list of rotation invariant csck on C n . Theorem 1.1. Suppose n ≥ 2 is an integer.
(1) The rotation invariant Kähler metric ω with zero constant scalar curvature on C n must be a multiple of the standard Euclidean metric. ( 2) The rotation invariant Kähler metric ω with constant scalar curvature −n(n + 1) on C n must be of the form
where a > 0 is a constant. In the negative scalar curvature case, the series of smooth Kähler metrics degenerate to a metric with isolated singularity at 0 ∈ C n as a → 0. Along this degeneration, the potential and the entropy both diverge.
By solving the system of ODE in dimenson n = 2, 3, we obtain a complete list of radial Kähler potentials with zero or negative constant scalar curvature on C 2 \{0} and C 3 \{0}. 
is the smooth strictly increasing function on (0, +∞) ranging from β to +∞ determined by β log(g(s) − β) − α log(g(s) − α) = (β − α) log s + c (4) There exist constants α, c with α > 0 such that g(s) = su ′ (s) is the smooth strictly increasing function ranging from α to +∞ on (0, +∞) determined by 
There exist constants a, k with a > 0, 0 < k < 1 such that
There exist constants α, β, γ, c with
is the smooth strictly increasing function ranging from β to γ on (0, +∞) determined by
(4) There exist constants α, β, γ with 0 < β < α, α + 2β = 1 such that g(s) = su ′ (s) is the smooth strictly increasing function ranging from β to α on (0, +∞) determined by 
There exist constants α, β, γ with
is the smooth strictly increasing function ranging from γ to +∞ on (0, +∞) determined by
(4) There exist constants α, c with α < 0 such that g(s) is the smooth strictly increasing function ranging from −2α to +∞ on (0, +∞) determined by 
is the potential of a Kähler metric with constant scalar curvature R = −12 on C 3 \{0} and g(s) = su ′ (s). Then one of the following is true:
(1) There exist constants a, b with a > 0 such that
There exist constants α, β, γ, δ, c with
is the smooth strictly increasing function ranging from γ to δ on (0, +∞) determined by
is the smooth strictly increasing function ranging from α to γ on (0, +∞) determined by
is the smooth strictly increasing function ranging from α 1 to α 2 on (0, +∞) determined by
Among all these cases, potentials of the first case in Theorem 1.2, 1.3, 1.4, 1.5 correspond to the smooth Kähler metric we obtained in Theorem 1.1(Lemmma 2.2). Potentials of the other cases have a logarithmic pole and hence have nonzero Lelong number at the origin The system of ODE has no solution for n = 2, 3 if the scalar curvature is positive.
Theorem 1.6. There does not exist rotation invariant Kähler metric with positive constant scalar curvature on
We believe that Theorem 1.6 holds for all dimension. But it is beyond the method we adopted here. In fact the ODE systems mentioned above becomes very complicated for dimension n ≥ 4. It also explains why we fail to give a list of rotation invariant csck on C n \{0} in zero and negative curvature case for all dimensions. It seems that the solutions may be quite wild.
THE CONSTANT SCALAR CURVATURE EQUATION ON RADIAL KÄHLER POTENTIAL
Let u : (0, +∞) → R be a smooth function. The real (1, 1) form
is a Kähler metric on C n \{0} if and only if
Denote by G = (g jk ) the metric matrix of the Kähler metric ω. Using the fact that det(I p − M N ) = det(I q − N M ) for a p × q matrix M and a q × p matrix N ( [7] ), we obtain:
We can also compute the adjunct of G directly to obtain entries of G −1 = (g jk ):
with f = log det G. Moreover we have:
Then the scalar curvature of the Kähler metric ω
is the potential of a Kähler metric on C n \{0} with scalar curvature R if and only if the smooth function u : (0, +∞) → R satisfies the following system of ordinary differential equations:
For later convenience we introduce an auxiliary function g(s) = su ′ (s), and reformulate the equation (2.1) as
Notice that g : (0, +∞) → R satisfying the system of equation (2.2) are positive and strictly increasing. It follows that A = lim s→0+ g(s) and B = lim s→+∞ g(s) always make sense. Moreover A is finite and nonnegative, B is positive finite or +∞. These notations will be used throughout the paper.
If the scalar curvature R is constant, the system of ODEs (2.2) can be reduced to a single equation:
is the potential of a Kähler metric with constant scalar curvature R on C n \{0}, then there exist constants λ, µ ∈ R such that
Proof : Substitute the second equation in (2.2) into the third one we obtain:
It follows that there exists a constant λ such that
Differentiate the second equation in (2.2) and then multiply both sides by s we have:
Put in (2.4) and the second equation of (2.2), we obtain
Hence there exists a constant µ such that
The ODE (2.3) will be solved completely in smooth case and low dimensional cases. Some auxiliary technical issues are left to the last section.
To end this section we oberve that smooth and singular Kähler metrics coming from the equation (2.1) are distinguished by the following property:
. By a direct computation we obtain:
Then the lemma follows immediately.
ROTATION INVARIANT CSCK: SMOOTH CASE
In this section we solve the ODE (2.3) in the smooth case and give a proof of Theorem 1.1.
Proof of Theorem 1.1: Suppose that u : [0, +∞) → R is a smooth function such that u(|z| 2 ) is the potential of a Kähler metric with constant scalar curvature R on C n . It follows from Lemma 2.1 that there exist constants λ, µ such that R n(n + 1)
for s ∈ (0, +∞). Lemma 2.2 implies that µ = 0 and λ = 0. Then the equation (2.3) can be simplified as
(1) If R = 0, it follows imediately that there exist constants a, b with a > 0 such that u(s) = as + b and the Kähler form
Then we have g(s) = s s + a with a = e C 1 > 0. It follows that there exists a constant c such that u(s) = log(s + a) + c and the Kähler form
(3) We will show that the equation (3.1) has no solution if R = n(n + 1).
If R = n(n + 1), the equation (3.1) can be rewritten as
and there exists a constant C 1 such that
But then the left hand converges to a finite number while the right hand converges to +∞ as s → +∞. A contradiction.
ROTATION INVARIANT CSCK ON C 2 \{0}
In this section we solve the ordinary differential equation (2.3) for dimension n = 2 and give a proof of Theorem 1.2 and Theorem 1.3. We also prove Theorem 1.6 partially.
Proof of Theorem 1.2: It follows from Theorem 2.1 that there exist constants λ, µ such that
There exist constants a, b with a > 0 such that
Case 2 µ = 0, λ = 0. The equation (4.1) can be rewritten as
It follows from Lemma 6.2 that A = −λ. Then λ < 0 and there exists a constant C such that log(g(s) + λ) = log s + C and g(s) = as + b.
with a = e C > 0, b = −λ > 0. Hence there exists a constant c such that u(s) = as + b log s + c.
Case 3 µ = 0 and the polynomial x 2 + λx + µ has two distinct real roots α < β.
We have αβ = 0 and the equation (4.1) can be written as
It follows from Lemma 6.2 that A = β. Hence β > 0 and there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) = su ′ (s) ranging from β to +∞ on (0, +∞) satisfying (4.3) if α = 0, β > 0, α < β Case 4 µ = 0 and the polynomial x 2 + λx + µ has double real roots α.
We have α = 0 and the equation (4.1) can be rewritten as
According to Lemma 6.2, the equation (4.1) does not admit the required solution.
In general the potentials belong to the third and forth class above cannot be expressed by explicit formulas. But in some special cases, β = −α > 0 in the third class for example, one can solve that
where a = e C > 0, b = βe C > 0 and c is a constant.
Proof of Theorem 1.3: It follows from Theorem 2.1 that there exist constnts λ, µ such that
The equation 4.5 can be rewritten as
By Lemma 6.2 we have A = 0, then there exists a constant C such that log g(s) − log(1 − g(s)) = log s − C and g(s) = s s + a with a = e C > 0. Hence there exists a constant c such that u(s) = log(s + a) + c.
Case 2 µ = 0, λ = 0 and the polynomial x 2 − x − λ has two distinct real roots α < β.
Then we have αβ = 0, α + β = 1 and the equation (4.5) can be rewritten as
By Lemma 6.2 we have A = α, B = β. Hence α > 0 and there exists a constant γ such that log(g(s) − α) − log(β − g(s)
Then α+ β + γ = 1, αβγ = 0 and the equation 4.5 can be rewritten as
On the other hand, according to Lemma 6.1 there exists a unique smooth strictly increasing function g(s) = su ′ (s) ranging from β to γ on (0, +∞) satisfying (4.6) if α < β < γ, αβγ = 0, β > 0, α + β + γ = 1.
Case 5 µ = 0 and x 3 − x 2 − λx − µ has three real roots α, β, β with α = β.
Then αβ = 0, α + 2β = 1 and the equation (4.5) can be written as
It follows from Lemma 6.2 that A = β, B = α. Hence α > β > 0 and there exists a constant c such that
By Lemma 6.1 there exists a unique smooth strictly increasing function g(s) = su ′ (s) ranging from β to α on (0, +∞) satisfying (4.7) if α > β > 0, α + 2β = 1.
Case 6 µ = 0 and x 3 − x 2 − λx − µ has three real roots α, α, α or only one real root. It follows from lemma 6.2 that the equation (4.5) dose not admit the required solution. Proof : If the Kähler metric ω has constant scalar curvature 6, it follows from Theorem 2.1 that there exist constants λ, µ such that
Then one of the following is true: (1) λ = 0 (2) λ = 0 and the polynomial x 2 + x + λ has two distinct real roots; (3) λ = 0 and the polynomial x 2 + x + λ has double real roots; (4) λ = 0 and the polynomial x 2 + x + λ has no real roots. By Lemma 6.2 one can check that the equation (4.8) dose not admit the required solution in all theses cases. Case 2 µ = 0 and x 3 + x 2 + λx + µ has three distinct real roots α < β < γ.
We have α + β + γ = −1, αβγ = 0. It follows from Lemma 6.2 that A = α, B = β and 0 < α < β < γ, α + β + γ = −1 It is impossible. Case 3 µ = 0 and x 3 + x 2 + λx + µ has three real roots α, β, β with α = β.
We have α + 2β = −1, αβ = 0. It follows from Lemma 6.2 that A = α, B = β and 0 < α < β, α + 2β = −1 It is impossible. Case 4 µ = 0 and the polynomial x 3 + x 2 + λx + µ has three real roots α, α, α or only one real root. It follows from the remark following Lemma 6.2 that the equation (4.8) dose not admit the required solution.
In conclusion, the constant scalar curvature of the Kähler metric ω = i∂∂u can not be 6. 
ROTATION INVARIANT CSCK ON C 3 \{0}
In this section we solve the equation (2.3) for n = 3 and give proofs for Theorem 1.4 and Theorem 1.5. We also complete the proof of Theorem 1.6.
Proof of Theorem 1.4: It follows from theorem 2.1 that there exist constants λ, µ such that 
It follows from Lemma 6.2 that λ = −A 2 < 0 with A > 0 and there exists a constant C such that
It follows that there exists a constant c such that
Case 3 µ = 0 and x 3 + λx + µ has three distinct real roots α < β < γ. We have
Hence we have A = α. It follows from Lemma 6.2 that A = γ. The equation (5.1) can be rewritten as
Then there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) ranging from γ to +∞ on (0, +∞) satisfying (5.2) if α < 0, β = 0, γ > 0, α < β < γ, α + β + γ = 0.
Case 4 µ = 0 and x 3 + λx + µ has three real roots α, α, β with α = β.
Then 2α + β = 0, αβ = 0 and the equation (5.1) can be rewritten as 5 9 
On the other hand ,Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) ranging from α to +∞ on (0, +∞) satisfying (5.4) if α > 0. Case 5 µ = 0 and the polynomial x 3 + λx + µ has only one real root.
We have
The equation (5.1) can be rewritten as
It follows from Lemma 6.2 that A = α. Hence α > 0 and there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) ranging from α to +∞ on (0, +∞) satisfying (5.5) if
Proof of Theorem 1.5: It follows from Theorem 2.1 that there exist constants λ, µ such that
The equation 5.6 can be rewritten as
It follows from Lemma 6.2 that A = 0, B = 1. Then there exists a constant C such that log g(s) − log(1 − g(s)) = log s + C and g(s) = s s + a with a = e −C > 0. Hence there exists a constant b such that u(s) = log(s + a) + b.
Case 2 µ = 0, λ = 0 and the polynomial x 3 − x 2 − λ has three distinct real roots α < β < γ. We have
In particular α < 0 and the equation (5.6) can be rewritten as
It follows from Lemma 6.2 that A = β, B = γ. Hence β > 0 and there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) ranging from β to γ on (0, +∞) satisfying (5.7) if α < 0 < β < γ, α + β + γ = 1, αβ + βγ + γα = 0.
Case 3 µ = 0, λ = 0 and the polynomial x 3 − x 2 − λ does not have three distinct real roots. Then one of the following will be true: (1) The polynomial x 3 − x 2 − λ has three real roots α, α, β with α = β. Then α = 2 3 , β = − 1 3 ; (2) The polynomial x 3 − x 2 − λ has three real roots α, α, β; (3) The polynomial x 3 − x 2 − λ has only one real root. It follows from the remark after Lemma 6.2 that the equation (5.6) does not admit the required solution. Case 4 µ = 0 and the polynomial x 4 − x 3 − λx − µ has four distinct real roots α < β < γ < δ. We have
The equation (5.6) can be rewritten as
= 1 s α < 0 and Lemma 6.2 implies that A = γ, B = δ. Hence γ > 0 and there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increaing function g(s) ranging from γ to δ on (0, +∞) satisfying (5.8) if
Case 5 µ = 0 and the polynomial x 4 −x 3 −λx−µ has four real roots α, α, β, γ with β < γ and α, β, γ are distinct with each other. We have
and the equation (5.6) can be rewritten as
Recall that min{α, β, γ} < 0, then Lemma 6.2 and the followed remark imply that the other two elements are positive and equal to A, B respectively.
If α / ∈ {A, B}, Lemma 6.2 implies that A = β, B = γ and α < 0 < β < γ. Then there exists a constant c such that
On the other hand, Lemma 6.1 imply that there exists a unique smooth strictly increasing function g(s) ranging from β to γ on (0, +∞) satisfying (5.9) If α < 0 < β < γ, 2α + β + γ = 1, α 2 + 2αβ + 2αγ + βγ = 0.
If α ∈ {A, B}, then β < 0 and Lemma 6.2 imply that A = α, B = γ with β < 0 < α < γ. Hence there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) ranging from α to γ on (0, +∞) satisfying (5.10) if β < 0 < α < γ, 2α + β + γ = 1, α 2 + 2αβ + 2αγ + βγ = 0.
Case 6 µ = 0 and the polynomial x 4 − x 3 − λx − µ has four real roots but at most two of them are distinct. Then one of the roots is negative and the remark following Lemma 6.2 imply that the equation (5.6) dose not admit the required solution. Case 7 µ = 0 and the polynomial x 4 − x 3 − λx − µ has two real roots α 1 , α 2 with α 1 < α 2 . Then
where
It follows from Lemma 6.2 that A = α 1 , B = α 2 and α 2 > α 1 > 0. Then there exists a constant c such that
On the other hand, Lemma 6.1 implies that there exists a unique smooth strictly increasing function g(s) ranging from α 1 to α 2 on (0, +∞) satisfying (5.11) if
Case 8 µ = 0 and x 4 − x 3 − λx − µ has at most two real roots but at most one distinct one. It follows from the remark after Lemma 6.2 that the equation (5.6) dose not admit the required solution.
It not hard to check that constants satisfying the conditions in (2) − (5) in Theorem 1.5 exist. In fact we have the following data
satisfy the correspongding conditions. Proof : If R = 12, it follows from Theorem 2.1 that there exist constants λ, µ such that
It follows from the remark after Lemma 6.2 that the equation (5.12) does not admit the required solution. Case 2 µ = 0, λ = 0.
Then one of the following will be true: (1) The polynomial x 3 + x 2 + λ has three distinct real roots α < β < γ. In particular one have α < 0. (2) The polynomial x 3 + x 2 + λ has three real roots but at most two distinct ones. (3) The polynomial x 3 + x 2 + λ has only one real root. It follows from Lemma 6.2 and the following remark that the equation (5.12) does not admit the required solution. Case 3 µ = 0 and x 4 + x 3 + λx + µ has four distinct real roots α < β < γ < δ.
Then we have α < 0. It follows from Lemma 6.2 that A = β, B = γ and β > 0. But Lemma 6.3 implies that there does not exist constants α, β, γ, δ such that α < 0 < β < γ < δ, α + β + γ + δ = −1, αβ + αγ + αδ + βγ + βδ + γδ = 0.
Case 4 µ = 0 and x 4 + x 3 + λx + µ has four real roots α, α, β, γ with β < γ and α, β, γ are distinct with each other. We have 2α + β + γ = −1, α 2 + 2αβ + 2αγ + βγ = 0, αβγ = 0
Hence min{α, β, γ} < 0 and Lemma 6.2 imply that the left two elements are positive and equal to A, B respectively. If α / ∈ {A, B}, then Lemma 6.2 imply that A = β, B = γ. It follows that α < 0 < β < γ and the equation (5.12) dose not admit the required solution by Lemma 6.2 (1).
If α ∈ {A, B}, then Lemma 6.2 implies that β < 0 < γ < α and A = γ, B = α. But Lemma 6.4 implies that constants α, β, γ satisfying all theses constraints do not exist. Case 5 µ = 0 and x 4 + x 3 + λx + µ has four real roots but at most two of them are distinct. Then at least one of these roots is negative and the remark after Lemma 6.2 implies that the equation (5.12) dose not admit the required solution. Case 6 µ = 0 and the polynomial x 4 + x 3 + λx + µ has at most two real roots. Then one of the following is true: (1) The polynomial x 4 + x 3 + λx + µ has two distinct real roots; (2) The polynomial x 4 + x 3 + λx + µ has two real roots α, α; x k H(x) dx = log s 2 − log s 1 for all 0 < s 1 < s 2 .
(1) For x ∈ (A, B) we can choose s ∈ (0, +∞) such that x = g(s). Then H(x) = sg k (s)g ′ (s) > 0.
Suppose that H(A) = 0, then there exists a constant C 1 > 0 such that H(x) ≥ 1 C 1 for all x ∈ [A, g(1)]. Hence the integral g(1) g(s 1 )
is uniformly bounded for 0 < s 1 < 1. It contradicts with the identity (6.2). It follows that A is a nonnegative real root of H(x). x k H(x) dx ≤ C 2 g(s 2 )
is uniformly bounded for s 2 > 1. It contradicts with the identity (6.2). x k H(x) dx ≤ C 3 g(s 2 ) g(1)
is uniformly bounded for s 2 > 1. It contradicts with the identity (6.2). When the constant scalar curvature R = 0, the ordinary differential equation (2.3) is of type (6.1) with deg H = k + 2. Lemma 6.3. There does not exist real numbers α, β, γ, δ such that (1) α + β + γ + δ = −1; (2) αβ + αγ + αδ + βγ + βδ + γδ = 0; (3) α < 0 < β < γ < δ.
Proof : We will prove that for real numbers α, β, γ, δ satisfying (1),(3), we have J(α, β, γ, δ) = αβ + αγ + αδ + βγ + βδ + γδ < 0 In fact we have J(α, β, γ, δ) = α(β + γ + δ) + (β + γ)δ + βγ = α(−1 − α) + (β + γ)(−1 − α − β − γ) + βγ = −α 2 − (1 + β + γ)α − (1 + β + γ)(β + γ) + βγ It follows from γ < δ and (1) that α < −1 − β − 2γ < − 
