It is well-known that molecular data 'saturates' with increasing sequence divergence (thereby losing phylogenetic information) and that in addition the accumulation of misleading information due to chance similarities or to systematic bias may accompany saturation as well. Exploratory data analysis methods that can quantify the extent of signal loss or convergence for a given data set are scarce. Such methods are needed because genomics delivers very long sequence alignments spanning substantial phylogenetic depth, where site saturation may be compounded by systematic biases or other alternative signals. Here we introduce the Treeness Triangle (TT) graph, in which signals detectable by Hadamard (spectral) analysis are summed into three categories -those supporting i) external and ii) internal branches in the optimal tree, in addition to iii) the residuals (potential internal branches not present in the optimal tree). These three values are plotted in a standard ternary coordinate system. The approach is illustrated with simulated and real datasets, the latter from complete chloroplast genomes, where potential problems of paralogy or lateral gene acquisition can be excluded. The Treeness Triangle uncovers the divergence-dependent loss of phylogenetic signal as subsets of chloroplast genomes are investigated that span increasingly deeper evolutionary timescales. The rate of signal loss (or signal retention) varies with the gene and/or the method of analysis.
Introduction
Estimating phylogenies for deep divergences with sequence data is known to be a mathematically hard problem for a number of reasons. Over timescales on the order of about 600 million years (Myr) or more, the historical signal contained in sequences will be obscured by random noise (Penny et al. 2001) . The theoretical results of Mossel and Steel (2004; 2005) demonstrate that under standard Markov models, as currently employed in molecular phylogenetics, primary sequences should lose all information about divergences approaching 1 billion years in age. For example, following theorem 14.2 of Mossel and Steel (2005) , we can calculate that for four sequences of length 1000 evolving under a Jukes-Cantor model of nucleotide substitution with a mutation rate per nucleotide of about 10 -8 per year, that if all four lineages existed as far back as 1 billion years ago, the probability of correctly estimating the tree would be 1/3 plus 0.002 (where the 1/3 term is just the chance of guessing correctly). With this model and substitution rate it requires sequences of ~100,000 bp to have a 50% chance of recovering the correct tree for just four taxa. This calculation assumes ideal conditions; any sources of conflicting information would require longer sequences to compensate, hence the calculation places an upper bound on the expected result for the case of a simple, known model.
A related complication is that commonly used models of sequence evolution assume that, across the entire tree, each site is evolving in the same rate class. This includes the widely used General
Time Reversible (GTR) model and its extension to models where a distribution of rates-acrosssites (RAS) is assumed, with or without some sites being considered to be invariant. However, models assuming a gamma distribution require that each site must stay in the same rate class across all lineages (Steel, Székely, Hendy 1994) . Such RAS models are only a simplified approximation of how sequences really evolve in nature (Lockhart et al. 2000; , but for shorter time scales they provide a sufficiently good approximation to allow accurate phylogenetic estimation. We refer to such short to intermediate time periods (up to about 300 MY) as the 'comfort zone', because simulations reinforce the conclusion that phylogenetic inference is very powerful here (Penny et al. 2001) . However, over time scales of half a billion years or more, the failure to incorporate lineage-specific processes, such as changes in nucleotide composition between taxa, may have dire consequences for phylogenetic estimation (see for example, Ho, Jermiin 2004) . Simulations allow us to predict the loss of information under specific models, but for real data sets where the actual substitution process is poorly understood, we need to be able to assess quantitatively the phylogenetic information in a given dataset.
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Confidence in inferred trees is often estimated by bootstrap values or posterior probabilities.
Such values are useful when assessing whether or not sampling error may be influencing the results. However, bootstrap values do not detect systematic error, thus they do not guarantee whether or not the branch in question is correct. For example, several studies of genome-scale datasets have shown that "support" in terms of bootstrap proportions (BPs) can swing from 100% for one tree to 100% for a different tree by adjusting the model of nucleotide substitution (Phillips, Delsuc, Penny 2004; Goremykin et al. 2005 ). The bootstrap is generally not useful for assessing either loss or presence of phylogenetic signal for deep divergences because it does not take into account systematic error such as mutational bias (Lockhart et al. 1992; Lockhart, Cameron 2001; Buckley 2002) . Stated another way, the bootstrap permits statements about sitepattern frequencies, but it does not address the issue of whether or not site patterns reflect historical signal.
To determine whether systematic error is readily detectable for a given data set, tools to evaluate the goodness-of-fit of models of evolution are often employed. In present practice, goodness-offit is typically assessed using relative tests such as the likelihood ratio test or the Akaike Information Criterion (AIC) as implemented in Modeltest (Posada, Crandall 1998) , that ask whether model A fits the data significantly better than model B without, however, revealing how close model B comes to approximating the true model. Another class of tests has been used to answer questions about the absolute goodness-of fit of models to data in a phylogenetic context (Reeves 1992; Goldman 1993; Waddell 2005; Jayaswal, Jermiin, Robinson 2005; Bollback 2002 ), but failure to pass such tests does not explain what aspects within the data are causing the poor fit. The parametric bootstrap is another test and can be used to compare, for example, the observed and predicted numbers of 'singleton' sites, which basically correspond to the external branches of the tree (Goremykin et al. 2005; Waddell 2005 ).
Phylogenetic network methods also allow exploration of different, potentially conflicting, signals in the data. It is well known that there is a one-to-one correspondence between phylogenetic trees and sets of compatible splits; a binary tree with n taxa corresponds to a set of 2n -3 splits.
Network methods allow sets of incompatible splits and correspondingly more detailed graphs.
One of the first was split-decomposition (Bandelt, Dress 1992) which takes a metric (distance matrix) on n taxa and produces a set of up to n(n -1)/2 weakly-compatible weighted splits, as implemented in SplitsTree 4 (Huson, Bryant 2006) . A useful feature is that both the proportion 4/07/2007, Page 5 of the metric that is explained (graphically represented) by the split system, and the residual that is not explained (undepicted), are both calculated. NeighborNet (Bryant, Moulton 2004 ) is a more recent method that produces a set of up to n(n -1)/2 circular splits; these can always be represented on a planar graph. Other exploratory methods include spectral analysis (Hendy 1993 ), Lento plots (Lento et al. 1995) , and consensus networks (Holland, Delsuc, Moulton 2005) . These methods have proved useful for assessing conflicting signals within individual data sets (Nannya et al. 2005; Kennedy et al. 2005) . The likelihood-mapping approach of Strimmer and von Haeseler (1997) , which also uses a triangle plot, provides a useful graphical gauge of phylogenetic signal without recourse to assumptions about the underlying tree. Unfortunately, its output may be difficult to interpret: if most points fall near the centre of the diagram, it can be concluded with confidence that the data is non-treelike, but if the points cluster at corners of the triangle, the data may or may not be treelike. More importantly, there is frequently a need to compare multiple data sets, or various models on the same dataset. In such cases it is convenient to have an exploratory approach that enables rapid comparison across many data sets. While the approaches mentioned above are useful, they are also visually complex -meaning it is hard to compare results across many data sets and treatments. For example, whereas likelihoodmapping summarises a dataset with a set of points on a diagram, a treeness triangle summarises a dataset with a single point, enabling multiple datasets, or multiple analyses of a single dataset, to be compared on a single diagram. Although the dekapentagonal mapping approach of Zhaxybayeva et al. (2004) extends the quartet-based likelihood-mapping method to five-taxon datasets, with a single point per dataset, generalizing the method to n taxa appears problematic.
Building upon the concept of treeness, introduced by Andreas Dress and used in Eigen and Winkler-Oswatitisch (1981) and Eigen et al (1988) to assess how well data fit a tree, we introduce the "Treeness Triangle" (TT) method. This assorts phylogenetic signals in aligned sequences into three components: signals that correspond to internal edges ('branches') of a tree (I), signals that correspond to external edges of a tree (E), and the residual signals (R) that correspond to edges not present in the specified tree. These three values must sum to 1.0 and can therefore be plotted in a standard triangle (ternary) plot that readily reveals the relative proportion of each signal type in a given data set. We illustrate the treeness triangle with both simulated and real data -the latter from complete chloroplast ( algae, whose fossil record spans at least 1200 MY (Butterfield 2000) . It is essential to understand the extent to which sequences retain phylogenetic signal for ancient divergences, and to detect conflicting signals. For the reasons given above, this chloroplast data set is a suitable test case for evaluating the treeness triangle.
Materials and Methods

Simulated data
Random ultrametric trees were sampled from the PDA (Proportional to Distinguishable Arrangements) distribution, in which each tree topology is equally likely: the Markov model that generates these trees is in Steel and Penny (1993) . Each random ultrametric tree was produced by taking a symmetric two-taxon rooted tree and randomly adding edges. Sequences were simulated on these random trees using Seq-Gen (Rambaut, Grassly 1997) along any path from the root to a tip. One hundred random trees were produced, and for each tree and mutation rate a dataset generated with 100, 200, 400, 800, 1600, 3200 and 6400 sites.
Real data
The real dataset has 30 complete chloroplast (plastid) sequences, and is subdivided into four overlapping subsets of 12 taxa each. The first subset has 12 flowering plants (fp) and each subsequent subset contains 6 sequences from the previous dataset and 6 new ones. Thus the land plant dataset (lp) has 6 flowering plants and 6 others from conifers to bryophytes; the green plant dataset (gp) has 6 land plants and 6 green algae; and the plastid dataset (pl) has 6 from the green plant dataset and 6 other algae. The taxa in each dataset, together with GenBank accession numbers, are shown in Table 1 .
Complete annotated plastid genomes were downloaded from GenBank and annotations for the genomes were tabulated using a Perl script. A were generated using PAUP* (Swofford 2001 ) from the aligned gene datasets (all alignments are available from http://awcmee.massey.ac.nz/downloads.htm).
Hadamard transformation
Although the treeness triangle could be used directly on the frequencies of splits as observed in the data, it is usual to use it after correcting for inferred multiple changes. For mathematical reasons ) the full Hadamard transform requires either 2-state characters with a symmetric distribution, or 4-state characters for the Kimura 3ST model and its submodels, namely the Jukes-Cantor and Kimura 2ST. However, the distance Hadamard calculation can be used with more complex models, including those that are non-stationary such as the general Markov model to which the LogDet applies (Lockhart et al. 1994 ) and any form of maximum likelihood distances (Felsenstein 2003, pp 196-221) . This method is summarised in the next section. Despite it initially appearing counter-intuitive, because of the reduction of information in distances relative to sequences (Penny 1982; Huson, Steel 2004) , there are some potential advantages of the distance Hadamard method over the full Hadamard. Because the distance Hadamard only uses pairwise distances, both the variance and the bias are reduced when correcting for inferred multiple changes (Charleston, Hendy, Penny 1994; Hendy, Charleston 1993; Waddell et al. 1994; Nei 1996) . The variance and the bias on distance values both increase as the number of changes between taxa increases, and the increase in the bias is faster than linear owing to a logarithmic factor used in the correction term (Tajima 1993) . Obviously, the minimum observed length of a quartet must be larger than that for the pairs contained within it, and consequently the variance and bias of the inferred length of the quartet will be larger than for either pair. However, because of the loss of information in distances (Penny 1982; Huson, Steel 2004) we test for the effect of this loss and also use the projected Hadamard method (Waddell, Hendy 1997 ). This uses a separate Hadamard conjugation for each of the three parameters under the Kimura 3ST model. The comparison of the distance and projected Hadamard approaches is thus straightforward.
Calculation of the distance Hadamard
The Hadamard transformation requires distance values for all subsets of taxa with an even number of members; 0, 2, 4, 6, 8, … n. This is an extension from quartet methods (for example, 
where d(x,y) is the pairwise distance between taxa x and y. Again, the quartet values are from observed values, or from inferred distances. For all larger subsets having an even number m of sequences, the distance is determined by finding the combination of taxon pairs from this subset having minimum total distance. In practice it suffices to examine the sums of the distance values for each pair and the remaining m -2 taxa, which have already been calculated.
Treeness triangle
The TT uses splits, subdivisions of a set of n taxa into two disjoint subsets, thus corresponding to an edge in a tree. In general, for n taxa there are 2 n-1 splits including the null split. The analysis was carried out on software based on SpectroNet (Huber et al. 2002) . (Fig. 1B) and TT both require a tree for their calculation. In the current implementation, the tree is obtained by the closest tree method (Hendy 1991) using a standard branch and bound search (Penny, Hendy 1987 ), although we emphasize that the TT can be used with any methods for producing both a set of splits and a tree from a dataset. For example, when working with distance data, the weakly compatible set of splits output by SplitsTree 4 (Huson, Bryant 2006) could be used as an alternative to splits generated via the distance Hadamard, and a minimum evolution algorithm (Rzhetsky, Nei 1992 ) could be used to generate a tree.
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Of course, if the model used to build the tree is incorrect (model misspecification), or if there is insufficient data (sampling error), it is possible that tree used as input to the TT does not match the (usually unknown) true tree. In the case of the closest tree algorithm used in this paper, the tree recovered corresponds roughly to the tree that gives the best possible treeness values, in the sense of minimising the residual (R) component. Thus the treeness components computed for a dataset will be optimistic when a tree different from the true tree better explains the data. This does not invalidate the outcome of a TT analysis: the TT faithfully evaluates the tree-likeness of a dataset with respect to a tree-building method of the user's choice. While both sampling error
and model misspecification can be tested for (e.g. using bootstrapping and the absolute and relative tests of goodness of fit described in the introduction, respectively), this is probably not justified when using the TT simply as an exploratory data analysis tool.
In the TT, the values of all signals in the data sum to unity and the proportion of signal on the external (E) and internal (I) edges (branches) of the optimal tree are indicated by the first two of the three entries indicated at the three apices of the triangle. The sum of the residual signals (R)
is the third entry. Given a set of splits and a tree as input, these three values are computed by classifying each split in the split-set as an external edge of the tree, an internal edge of the tree, or absent from the tree, and adding the split's weight to the corresponding total: E, I or R, respectively. The final step is normalization so that the total E + I + R equals 1. The upper apex represents the star tree when there are no internal edges in the data, the lower left where the data fits entirely onto internal edges of the tree, and the lower right when all signals are of equal value (there is no support for any particular tree). For a specified tree the three classes of values (E, I
and R) are summed as described above, normally as the γ values, and these three coordinates are plotted within the TT as illustrated in Fig. 1A . This summarizes three signals in just one point, in contrast to a Lento plot (shown in Fig. 1B for the flowering plant dataset). In further contrast to a Lento plot, the treeness triangle can summarize a large number of comparisons in a single graph (see Figs 2 and 3 ). For data that perfectly fit a tree, all points would have an R component of 0 and hence would lie on the line connecting the E and I apices.
Results
Simulated data: TT using the true model
We first analyzed simulated data in order to examine the extent of the sampling error in the residuals when the model (tree plus mechanism of nucleotide change) is correct. 200, 400, 800, 1600, 3200 and 6400 sites, each dataset was analyzed for both the distance and projected Hadamard methods. Although in this case the true tree for each dataset was available, the trees used for TT analysis were recovered from the simulated data using the closest tree algorithm as is usual for real datasets, allowing for the (realistic) possibility of recovering an incorrect tree. In addition, the data within each alignment column was shuffled in order to measure the effect of complete information loss. For clarity, figure 2 only shows the results for datasets with 100, 400, 1600 and 6400 sites, and the shuffled sites of 6400 nucleotides. Figs For Fig. 2A in particular, the points representing the same sequence lengths cluster into bands, each point indexed by three signal types (I, E, R). As expected, with increasing sequence length the points approach the I-E (R=0) line. Because this data is simulated on a tree and uses the same mechanism to simulate the data and recover the tree, sampling error is the only significant factor contributing to the residual component. These results can be compared later with real data where model misspecification may be significant. As expected (see Waddell et al. 1994) , the residuals This is seen by comparing each TT plot in Figure 2D -F with the one immediately above it. This means that the distance Hadamard is still under-estimating the full values of the residual component. With the projected Hadamard there is still a significant residual component with 6400 sites for the highest rates of nucleotide change (Fig 2F) .
Real data
We first checked for each gene whether the parameters for the gamma distribution (Γ) of rates across sites and the proportion of variable sites (P var ) were reasonably constant in the four subsets of taxa (Supplementary Table S2 at an equal rate.) As expected, the proportion of invariant sites is significantly higher in the flowering plants than the other three taxa sets. This may be a bias in estimation from having more constant sites in the fp alignments than in the three more divergent taxa sets. Nevertheless, the decrease in constant sites is consistent with the prediction of a relaxed covarion model that additional sites will become variable for deeper comparisons (Gaucher et al. 2002; Lockhart et al. 2006 ). In the three most divergent taxa sets (lp, gp, pl) there is a significant positive correlation between the gamma shape parameter and the proportion of invariant sites (correlation coefficients of 0.46, 0.44, 0.48 respectively). In other words, in models where more sites are classed as invariant, rates are close to being equal across the variable sites and in models where there are few invariant sites the rate distribution is more skewed. Hadamard there is a strong tendency, as expected, for the points to move closer toward the E (external branches) apex with older divergences (fp → lp → gp → pl). For the projected Hadamard, there is a similar tendency to move towards the E apex with increasing divergence.
Compared to the distance Hadamard, the projected Hadamard yields TT points with a much larger residual value.
With progressively deeper geological divergence times from ~200 Ma to ~1.2 Ga, the points in 4A migrate towards apex E, but there is no apparent shift towards the R apex, as might have been expected for random data. To understand this effect, consider the following. As sequence length tends to infinity, we expect shuffling by columns to produce homogenous genetic distances between all pairs of taxa. In other words, all entries in the resulting distance matrix, apart from the diagonal, would become equal to some constant d, whose value is determined by the number and nature of sequence differences in the data. Such distances can be represented In Figure 3A it appears that for individual genes most phylogenetic signal, corresponding to internal edges of the optimal tree, is lost in the oldest datasets comprising green plants and algae, especially plastids. Indeed, for many genes the residual component (the distance from the I-E axis) is larger than the signal for the internal branches of the optimal tree (distance from the E-R axis). In general, the TT reveals that for each gene taken individually, most of the phylogenetic signal for deep divergences has been lost. Figure 3G shows the relationship between sequence length and the residual component of the signals. As expected from the simulation results (Fig   2) , the residuals component is generally smaller for longer genes.
For concatenated genes, however, the results for the distance Hadamard for each of the four data sets (filled circles in figure 4 ) indicate a substantial component of signal that maps to internal edges. The expected migration of points towards the E (external) apex with increasing evolutionary time is observed in the transition from the fp → lp → gp → pl datasets. Again, for each of the corresponding datasets shuffled by columns, virtually all signal on internal edges of the tree is lost. However, it is most striking that in the concatenated data the points lie close to the internal-external (I-E) axis, meaning that the signal for the 'residual' axis is both quite small and spread over many possible alternative signals. This important observation suggests that the high residual signal for individual genes differs across genes. Put another way, the residual signal from the individual genes could be stochastic, stemming from sampling effects of gene length, but also lineage-specific differences in functional constraints that might average out.
Another area where the TT allows easy comparison is across different treatments of the same data set. In Figure 5 we show the effect of different distance corrections on the position of the points within the TT for the genes atpF (5A) and petD (5B) Tamura-Nei corrected distances ; Logdet distances ; and GTR maximum likelihood distances . All genes, except for rbcL (see Supplementary) show the flowering plant, land plant, green plant, plastid progression. It is interesting that going from the uncorrected distances to any form of correction tends to increase the values of both the internal (I) and residuals components (R). This indicates that the uncorrected data underestimates the internal branches of the tree, but simultaneously that the signal not conforming to an optimal tree is amplified when distances are corrected for multiple changes.
Discussion
The tendency in current phylogenetic practice is to focus attention on those aspects of a given data set that map onto a particular tree. But the issue of how well a bifurcating tree actually describes the observed properties of the data is at least as important. What can we really assume safely about sequence evolution? For any given individual gene, it can be probably be safely assumed that all sequences that we observe in nature are in fact related by a series of tree-like lineage splits that correspond to a recurrent process of DNA duplication and mutational accumulation; the only readily imaginable exceptions to such a rule would entail intragenic recombination or gene conversion among sequence variants possessing fixed differences. If we neglect the latter two mechanisms, then our default assumption would be that gene and protein sequences are related by processes that in mathematical terms are well-described by trees.
The issues become distinctly more problematic if we entail the further assumption that all gene sequences in a particular given chromosome are related by one and the same tree. This assumption is inherent to the concept that there is a single tree of life by which all things are related, and that all we need to do is to identify its topology. But many evolutionary mechanisms that affect the evolution of genes are known that are fundamentally not depictable as strictly bifurcating trees. The four most prominent and mechanistically best understood examples of non tree-like evolutionary processes include i) hybridization events, as are common among flowering plants, ii) gene transfers from organelle genomes in the endosymbiotic origin of organelles, iii) lineage sorting, which occurs when gene trees differ from species trees because of coalescence events occurring in a different order than speciation events (as described in e.g. as any hospital that uses antibiotics can attest. Tree-like or not, all these processes do fit within the more general mechanism of descent with modification.
In the age of genomes and phylogenomics, where gene trees are produced on an industrial scale, we often find discrepancies between trees produced for a collection of genes within a particular set of chromosomes. It has become quite popular to infer a prevalence of lateral gene transfer, or other non-treelike biological process, as the cause of such differences. However, from the mathematical standpoint the issue might more readily be formulated as, "How likely is it that we will infer the same tree, or even similar trees, for two genes from the same set of organisms even if we know exactly how molecules are evolving?" Even when the true tree and the true model of sequence evolution is known, as in computer simulated data, it is very difficult to infer the true tree for moderately diverged genes (Penny et al. 2001; Nei 1996) , and only with such "perfect" data can we begin to feel how well or how poorly methods of phylogenetic inference actually perform with distantly related taxa. If our goal is to learn something about the evolutionary past from gene sequence data, we need to better understand the relationship between the data that we observe and the trees that are inferred from them. That means that there is a need to understand not only the site patterns that will fit onto a binary tree, but also those that will not (that is, conflicting data). Networks, Lento plots, and TT plots are steps in that direction.
Here we investigated both simulated data and real sequence data from chloroplast genomes. The reason for investigating the latter stems from the circumstance that, with the exception of rbcL, (which has long been known to exhibit paralogy across the red algal-green algal boundary Martin, Somerville, Loiseauxdegoer 1992) , there is every reason to assume that the sequences of proteins encoded in chloroplast genomes are all related by the same historical process of evolutionary bifurcations. This is because there are neither known cases of gene families within chloroplast genomes, nor are there duplicate copies of chloroplast genes (with the exception of those encoded in the inverted repeat, whose sequences are identical), nor are there known examples of gene replacement via lateral acquisitions (leaving rbcL aside). Therefore, for a given taxon sample, all chloroplast-encoded proteins should, in principle, produce the same tree in phylogenetic inference. The observation is, however, that they produce different trees, sometimes with very high bootstrap proportions (Lockhart et al. 2000; Goremykin, Hansmann, Martin 1997; Martin et al. 1998; Vogl et al. 2003) . The reasons underlying the inability of current molecular phylogenetic methods to extract the same tree for different chloroplast proteins The problem of distinguishing between historical and other types of signal in molecular data is hard and becomes increasingly severe for deep divergence times.
The projected Hadamard (Waddell, Hendy 1997 ) uncovers more conflict than the distance
Hadamard. There is still the option for exploring the full Hadamard on 4-state characters.
However, this requires a vector with 4 n-1 entries, rather than 2 n-1 for the distance Hadamard and 3x 2 n-1 for the projected. The number of signals in the residual component is large. For n taxa there are 2 n-1 possible splits, n of which correspond to external branches of the tree, n-3 to internal branches, and thus (omitting also the null split) there are 2 n-1 -2n -4 = 2002 splits for n = 12 taxa. In principle, both the mean and standard deviation of the support for any particular split can be calculated for the Hadamard (Waddell et al. 1994) . In practice, the large number of signals means that the variance of the splits will be relatively high, and this will contribute to the higher residual values for the projected Hadamard versus the distance Hadamard.
In this paper, we have generated Treeness Triangle points with respect to the closest tree, although the method could be used more generally. For example, to compare the effect of different distance corrections on the weakly compatible splits-systems produced by splitdecomposition (Bandelt, Dress 1992b) . thaliana, O. elata, L. corniculatus, A. belladonna, N. tabacum, P. ginseng, S. oleracea, A. trichopoda, N, alba, C. floridus, Z. mays, O. sativa (see Table 1 ). per site between the root and the tip. For each point, data was generated on a different random tree consistent with a molecular clock, and the optimal tree inferred by using the closest-tree algorithm on the recovered split vector. The values are for 100 (blue), 400 (green), 1600
(orange) and 6400 (red) nucleotide sites. Datasets created by taking 6400-site datasets and randomly shuffling nucleotides within columns are shown in grey. Note that some datasets produced split vectors that could not be analysed using the projected Hadamard directly because of the negative arguments to the log function; points for these datasets were omitted. (See also Supplementary and projected (panels B and E) Hadamard methods. Each of 35 genes from the four data sets (fp red, lp orange, gp green and pl blue) are used, together with randomised (shuffled) columns for all four datasets in grey. In 3A and 3B, each dot represents a separate gene. In 3C and 3F, six genes are identified and the arrows indicate the change in treeness triangle value in going from the flowering plant, land plant, green algae, and plastid datasets (fp → lp → gp → pl). There are three genes with > 1,500bps (atpB, psbB, and rbcL), 2 with > 500bp (psbA, petB) and one with < 150bp (psaJ). As expected, there is a decrease in signal for the internal branches on moving from the flowering plants to the plastid dataset. For the plastid dataset (blue) there is apparently little phylogenetic signal at all on the internal branches (however, see the concatenated data set in Figure 4 ). This analysis shows that much more signal is retained in the projected Hadamard than for the distance Hadamard, but much of that the additional signal does not fit onto the optimal tree. 3G is the residual component of the treeness triangle (TT) plotted against sequence length for all genes and taxa sets. 3D and 3E are equivalent to 3A and 3B, but are the result of using the global optimum tree (concatenated) instead of the closest trees calculated on each dataset individually. As expected, the residuals are marginally larger in 3D&E. divergences the values again show a progression towards the E axis (longer external and shorter internal edges). Nevertheless, the points are much closer to the I-E (Internal-External) axis than with the individual genes (Fig 3) . This is a positive result and implies that to some extent the non-phylogenetic signals observed with individual genes cancel out. In contrast, the crosses indicate that in comparison to the distance Hadamard, the projected Hadamard retains considerably more of the information in the original data, but little of the information retained corresponds to the closest tree. 
