Our starting point is an improved version of a result of D. Hajela related to a question of Komlós: we show that if f (n) is a function such that lim n→∞
Introduction
Given a pair K, D of symmetric convex bodies in R n , the parameter β(K, D) is the smallest r > 0 such that for any x 1 , . . . , x n ∈ K there exist signs ǫ 1 , . . . , ǫ n ∈ {−1, 1} for which
A general lower bound for β(K, D) was proved by Banaszczyk; in [2] he showed that if K and D are two symmetric convex bodies in R n then A well-known theorem of Spencer [20] states that β(B n ∞ , B n ∞ ) c √ n, where c > 0 is an absolute constant (the same result was proved independently by Gluskin in [10] ): there exists an absolute constant c > 0 such that for any n 1 and x 1 , . . . , x n ∈ R n with x i ∞ 1, we may find ǫ 1 , . . . , ǫ n ∈ {−1, 1} such that (1.2) ǫ 1 x 1 + · · · + ǫ n x n ∞ c √ n.
From (1.1) one readily sees that this result is optimal up to absolute constants. A well-known question of Komlós (see [21] and [22] ) asks if the sequence β(B n 2 , B n ∞ ) is bounded. Since B n ∞ ⊆ √ nB n 2 , a positive answer to this question immediately implies Spencer's bound. The best known estimate is due to Banaszczyk [3] : there exists an absolute constant c > 0 such that for any n 1 and x 1 , . . . , x n ∈ R n with x i 2 1 one may find ǫ 1 , . . . , ǫ n ∈ {−1, 1} such that (1.3) ǫ 1 x 1 + · · · + ǫ n x n ∞ c log n.
In fact, Banaszczyk proved a more general theorem: if K is a convex body in R n with Gaussian measure γ n (K) 1/2 then β(B n 2 , K) C, where C > 0 is an absolute constant; this implies (1.3) because γ n (rB n ∞ ) 1/2 for all r c √ log n. While the method of [3] is non-constructive, an algorithmic proof of the O( √ log n) bound in the above statement was recently given by Bansal, Dadush and Garg [4] .
The starting point of this note is a result of Hajela [12] in the direction of providing a negative answer to the question of Komlós. Theorem 1.1 (Hajela) . Let f (n) be a function such that lim n→∞ f (n) = ∞ and f (n) = o(n). For any 0 < λ < 1 2 there exists n 0 = n 0 (f, λ) such that for every n n 0 and any S ⊆ {−1, 1} n with cardinality |S| 2 n/f (n) one can find orthonormal vectors x 1 , . . . , x n ∈ R n that satisfy
In fact, Hajela conjectures in [12] that the question of Komlós has a negative answer and that the estimate (1.3) that was later obtained by Banaszczyk should be optimal. Our first result is an improved version of Theorem 1.1. Theorem 1.2. There exists an absolute constant c ∈ (0, 1) such that the following holds true: For every n 1 and 1 n < δ < 1, and for any S ⊆ {−1, 1} n with |S| 2 δn , there exist orthonormal vectors
for all (ǫ 1 , . . . , ǫ n ) ∈ S. Theorem 1.2 implies a stronger version of Hajela's theorem. Let f (n) be a function such that lim
1 n < δ < 1 for large enough n, resulting to the lower bound
which improves upon the estimate of Theorem 1.1. In the proof of Theorem 1.2, presented in Section 2 below, initially we follow the idea of Hajela: the vectors x 1 , . . . , x n are obtained from a random rotation of the standard basis e 1 , . . . , e n of R n . The improvement on the estimates is due to Lemma 2.1 which provides a stronger small-ball probability estimate for the · ∞ -norm on the sphere.
The above method to lower-bound the ℓ ∞ -norm of a signed sum of vectors has obvious limitations. Namely, one should consider a subset S ⊆ {−1, 1} n of cardinality 2 o(n) for Theorem 1.2 to obtain a lower bound of order greater than the one in (1.1). Thus, this line of thinking by itself does not seem adequate to provide a negative answer to the question of Komlós. Nevertheless, we find the link between small ball probability estimates and the norm of signed sums of vectors interesting in its own right, so in Section 3 we further explore this phenomenon in several aspects. Initially, the vectors x 1 , . . . x n are assumed to satisfy a lower bound of the form
√ n for all choices of signs ǫ i = ±1, and the ℓ n ∞ -norm is replaced by an arbitrary norm on R n . In particular, given a symmetric convex body D in R n , we will prove that for x 1 , . . . x n as above and for any "big" subset S ⊆ {−1, 1} n , the D-norm of n i=1 ǫ i U x i is "large" for every (ǫ 1 , . . . , ǫ n ) ∈ S, with overwhelming probability with respect to U ∈ O(n). This "largeness" is determined by the Gaussian measure of dilates of D; to make this more precise, we give the following definition. Definition 1.3. Given a symmetric convex body D in R n , and δ ∈ (0, 1), let
where m(D) is the median of · D with respect to the standard Gaussian measure γ n on R n . In the case that D is the unit ball B n p of some ℓ n p , p ∈ [1, ∞], we abbreviate t p,δ := t B n p ,δ . Note that, for any symmetric convex body D in R n and δ ∈ (0, 1), t D,δ satisfies the bounds
for some absolute constant c 1 > 0 (for completeness, we provide a short justification of (1.4) in Section 3.1). Although the definition of t D,δ might seem somewhat artificial at first sight, we trust that the idea behind it will become clear in the sequel (see the comments after Theorem 1.5).
Using the notation introduced above, our first result is the following statement.
Theorem 1.4. Let D be a symmetric convex body in R n and δ ∈ (0, 1). For any τ > 0, any n-tuple of vectors x 1 , . . . , x n with min ǫi=±1 n i=1 ǫ i x i 2 τ √ n and any S ⊆ {−1, 1} n with |S| 2 δn , there is some
holds for all ǫ = (ǫ 1 , . . . , ǫ n ) ∈ S.
We then consider the case where x 1 , . . . , x n are points in an arbitrary convex body K in R n . We observe that an alternative proof of (1.1) can be deduced from a more general result of Gluskin and V. Milman in [11] . Given a star body D in R n with 0 ∈ int(D) and some measurable subsets V 1 , . . . , V m of R n , we denote for the rest of this article by P the probability taken with respect to the product of the uniform probability measures µ i (A) = |A∩Vi| |Vi| . Using this notation, the aforementioned result of Gluskin and V. Milman can be stated as follows: Let V 1 , . . . , V m , D be as above, and such that |D| = |V 1 | = · · · = |V m |. Then for any λ 1 , . . . , λ m ∈ R and any 0 < t < 1 one has
The proof of this estimate in [11] is based on (the sharp form of) the multivariate Young inequality, see [7] and [8] .
As a next step, using Theorem 1.4 we obtain the following variant of the result of Gluskin and Milman, in the case that V i = B n 2 for all i. Theorem 1.5. Let δ ∈ (0, 1), D be a symmetric convex body in R n and S ⊆ {−1, 1} n with |S| 2 δn . Then
This theorem may be viewed as an extension of Hajela's result: the ℓ n ∞ -norm is replaced by an arbitrary norm on R n and the statement holds for a random choice of vectors in the Euclidean unit ball. In this context, the role of the parameter t D,δ in the statement of our results becomes now more transparent: Since,
1 (this is a simple consequence of Hölder's inequality), we see that Theorem 1.5 provides information stronger than the one from (1.1) provided that M (D)vrad(D) ≫ 1 and/or t D,δ ≃ 1. This is the case for the · ∞ -norm and it would be interesting to provide further examples with sharp estimates.
The function t → γ n (2t · m(D)D) that appears in the definition of t D,δ above has been studied in [13] , [14] and [18] and elsewhere. A sample of estimates is the following:
• In [13] it is proved that for every 0 < t < 
(see [18, Theorem 3.1] for this exact formulation of the result).
• In [14] it is proved that if γ n (D) • In [18] it is proved that for every 0 < t < 1 2 one has γ n ({x :
, where
and c > 0 is an absolute constant.
In this note we discuss the estimates that can be derived from the above in special instances, as for example when D is an ℓ n p ball. Finally, the argument in the proof of Theorem 1.5 can be further generalized to the case where x 1 , . . . , x n are independent random points chosen uniformly from any symmetric convex body. 
An improved version of Hajela's result
In this section we present the proof of Theorem 1.2. In what follows, e 1 , . . . , e n is the standard basis of R n . We denote by S n−1 the Euclidean sphere in R n , and by σ the unique rotationally invariant probability measure on S n−1 . Recall that σ can be defined via the Haar probability measure ν n on the orthogonal group O(n) as follows: For every measurable A ⊆ S n−1 we have
for an arbitrary x ∈ S n−1 . We need a small ball probability estimate for the ℓ n ∞ -norm, which is given in the next lemma. It provides a bound whose behaviour for small values of t will play a crucial role in the sequel; in the case of · ∞ this type of behaviour has been observed in various works (see e.g. [23] and [17] ). We provide a direct and short proof of the exact statement that we need. 
Proof. We use the fact (see [13] for its simple proof) that if A is a symmetric convex body in R n then 
It follows that
Proof of Theorem 1.2. The idea of the proof is the same as in Hajela's paper. We consider orthonormal systems obtained as random rotations of the standard basis e 1 , . . . , e n of R n . Let δ ∈ (n −1 , 1/4). Since,
, by the definition of the measure σ on S n−1 it follows, taking α = c log(e/δ) where c is the constant in Lemma 2.1, that
Applying Lemma 2.1 we get
This shows that
Now let S ⊆ {−1, 1} n with S 2 δn . Then, by the union bound and (2.2),
We thus deduce that there exists some U 0 ∈ O(n) such that, if we set
for any ǫ = (ǫ 1 , . . . , ǫ n ) ∈ S, given that 1/n < δ < 1/4. Finally, note that in the case δ ∈ (1/4, 1) the wanted result holds trivially, since for any U ∈ O(n) and every ǫ ∈ {−1, 1} n ,
is valid, for a suitable absolute constant c > 0.
Signed sums of random vectors from a convex body
The argument used for the proof of Theorem 1.2 motivates us to consider a more general setting. As a first step, we let the ℓ n ∞ norm be replaced by an arbitrary norm in R n and relax our assumptions on the choice of the vectors x 1 , . . . , x n ∈ B n 2 . As a second step, we will consider a further generalization, letting x 1 , . . . , x n be chosen uniformly and independently from B n 2 , or any convex body K.
Norms of signed sums of vectors
Let D be a symmetric convex body in R n . We consider the median m(D) of Z D where Z ∼ N (0, I n ) is a standard Gaussian random vector in R n . Repeating the argument of the previous section we can show the following.
Proposition 3.1. Let D be a symmetric convex body in R
n and τ > 0. Assume that the vectors
for all ζ i = ±1. Then, for any S ⊆ {−1, 1} n with
Proof. Let x 1 , . . . , x n ∈ R n be as in the statement above, and fix ǫ 1 , . . . , ǫ n . Normalizing by n i=1 ǫ i x i 2 and using the fact that the latter is greater than τ √ n, we get
where in the last step, we make use of (2.1). Therefore,
This proves the claim of the proposition. 
for every U ∈ U and all (ǫ 1 , . . . , ǫ n ) ∈ S, which is the statement of the theorem.
Before we proceed, let us briefly explain at this point the general bounds on the parameter t D,δ , stated in the introduction. holds for every η > 0. We can relate the latter to the Gaussian measure; using the same argument as in the proof of [13, Lemma 2.1], one can prove that for any a 1,
Proof of (1.4). For the upper bound, it is straightforward by the definition of the median that
We can bound the second term using, e.g. [6, Proposition 2.2], to get γ n
Note that, for η = log(4e) we have 2e
−n for any δ ∈ (0, 1), so it suffices to have
which is satisfied if a is large enough (a = 20 will do). Now, since γ n 1 80e
−n for every δ ∈ (0, 1), the definition of t D,δ implies that
for some absolute constant c 1 > 0.
Random points from convex bodies
We will see now that, suitably normalized, the hypothesis on the norm of the sum ζ 1 x 1 + · · · + ζ n x n in the statement of Proposition 3.1 is satisfied with overwhelming probability when the x i 's are chosen uniformly and independently at random from the interior of a general symmetric convex body K. The required lower bound, which actually holds for any norm in R n in place of the Euclidean norm, will be deduced as a corollary of the following result of Gluskin and V. Milman [11] : For any λ 1 , . . . , λ m ∈ R and any 0 < t < 1 one has
Below, we will make use of the following special instance of Proposition 3.2, which also provides an alternative proof of Banaszczyk's general lower bound (1.1) for β(K, D). Corollary 3.3. Let K and D be symmetric convex bodies in R n , and let x 1 , . . . , x n be random points chosen uniformly from K. The inequality
is then valid for any choice of ǫ 1 , . . . , ǫ n ∈ {−1, 1}, with probability greater than 1 − e −n with respect to
Proof. Let t > 0 and assume first that |K| = |D|. We have
Now if we apply Proposition 3.2 for m := n, V i := K and λ i := 1 √ n ǫ i for every i, and t such that 2te
(1−t 2 )/2 < e −1 (say t = 1/10) we get
We deduce that, with probability greater than 1 − e −n with respect to (x 1 , . . . , x n ), we have
for every choice of ǫ 1 , . . . , ǫ n ∈ {−1, 1}. For a general pair of symmetric convex bodies K, D, set a = (|D|/|K|) 1/n andK = aK. Then we can apply the above for the pairK, D to deduce that for every choice of ǫ 1 , . . . , ǫ n ∈ {−1, 1},
holds with probability greater than 1 − e −n with respect to (x 1 , . . . , x n ).
Remark 3.4. Note that Corollary 3.3 immediately implies Banaszczyk's lower bound on β(K, D):
Points from the ball
First we deal with the situation where the vectors x 1 , . . . , x n are chosen independently and uniformly at random from B 
Proof. Let A ⊆ (B n 2 ) n be the set
By Corollary 3.3, applied for K = D = B n 2 , we have that P(A c ) < e −n . This fact, combined with the same reasoning as in the proof of Proposition 3.1 gives
as claimed.
Application: the case of ℓ n p . As an application let us consider the case D = B n p , 1 p ∞. We remark that, although the estimate β(B √ n seems to be well-known (a proof of this can be found in 
√ n, then one can write 
For D = B n p , β(D) has been computed in [19] : one has β(B 
Points from a symmetric convex body
Finally, we study the case where x 1 , . . . , x n are chosen uniformly and independently from an arbitrary symmetric convex body K in R n . We shall prove the following generalization of Theorem 3.5, which in turn, for t := ct D,δ will give the claim in Theorem 1.6. Then, we may find U ⊆ O(n) with ν n (U) > 1 − 3e −n/2 such that, for all U ∈ U,
, for some ǫ ∈ S e −n/2 .
Proof. Let
1/n √ n, for every ǫ 1 , . . . , ǫ n ∈ {−1, 1} .
By Corollary 3.3, applied for D = B n 2 , we have that P(A c ) < e −n . Using Proposition 3.1 we write Applying Markov's inequality we may find U ⊆ O(n) with ν n (U) > 1 − 3e −n/2 such that
This proves the theorem.
Remark 3.9. Theorem 3.8 illustrates once more the main idea behind the improvement upon Hajela's result, Theorem 1.2, as well as the rest of the results in this note; small ball probability estimates for the Gaussian measure of convex bodies can be linked to the deduction of lower bounds for variants of the quantity β(K, D), where the D-norm of the signed sum of a random n-tuple of vectors can be lower bounded for every choice of signs in any appropriately large subset of {−1, 1} n .
