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内容梗概
近年，Real Estate Tech (ReTech)と呼ばれる，不動産分野に情報技術を適用していく
動きが盛んである．情報技術を適用できる例として不動産の検索サイトがあげられる．不
動産の検索サイトには，物件のメタデータと，その物件を撮影した画像が通常掲載される．
物件画像は，各不動産会社が各自で撮影したものであり，その撮影の方法やノウハウは会
社ごとに異なる．そこで本稿では不動産の外観画像に対して，その物件の反響予測，嗜好
予測の 2つのタスクに取り組んだ．
反響予測の研究では，同一物件で撮影された不動産外観画像のペアに対して，どちらの
不動産画像が物件検索サイト上で反響を獲得するかの予測するタスクを行なった．その結
果チャンスレートの精度しか出すことができず，画像のみからその反響を予測するのは難
しいという結論となった．またクラウドソーシングを用いて画像のみを見てどちらの物件
が住みたいと思うかを聞いたところ，この結果と物件検索サイト上の反響の相関はないこ
とを示した．
また，嗜好予測の研究では，同一物件で撮影された不動産外観画像のペアに対して，そ
のどちらの画像が人々にとって住みやすいと感じる魅力的な画像であるかを予測するタス
クを行なった．魅力度に差があるペア，差がないペアを両方考慮する，ランキングの学習
と同時にスコアの回帰を学習させるという 2つの工夫を同時に行なった．その結果 2枚の
画像のうちどちらの画像が魅力的かを当てるタスクにおいて，既存手法を上回る 68.8%の
精度を出すことに成功した．また，画像のペアの得票数差に応じて精度は上昇し，最も魅
力度の差のある 10票対 0票のペアでは 85%以上の精度を出すことに成功した．
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第 1章
序論
1.1 背景
近年，Real Estate Tech (ReTech) と呼ばれる，不動産分野に情報技術を適用してい
く動きが盛んである．学術分野でも ReTech は盛り上がりを見せており，例えば人工知
能学会や，　情報科学技術フォーラム (FIT)，International Conference on Multimedia
Retrieval (ICMR) などで不動産に関する特別セッションやワークショップが開催されて
いる．情報技術を適用できる例として不動産の検索サイトがあげられる．不動産の検索サ
イトには，物件のメタデータと，その物件を撮影した画像が通常掲載される．物件画像は，
各不動産会社が各自で撮影したものであり，その撮影の方法やノウハウは会社ごとに異な
る．検索サイトに掲載する画像はユーザーがその物件に住みたいと思うようなものにする
のが良いが，その指標を定量的に評価するのは難しく，また人手でチェックするにもコス
トがかかる．そのため物件画像から，その物件の住みやすさを定量的に評価することは重
要であると考えられる．
1.2 目的
本稿の目的は不動産の物件画像に対して，その魅力度を定量的に評価することである．
ここで，魅力度とはその物件画像を見た時にどれくらいその物件に住みたいと思うかとす
る．図 1.1に不動産物件検索サイトの例を示す．図 1.1を見ると，物件の家賃などのメタ
情報は同じであるが，物件の画像のみが異なることがわかる．このように画像のみが違う
場合でもその物件情報の反響数は大きく異なることがある．そこで，本稿では次の 2つの
タスクに取り組んだ．1 つ目は，同一物件で撮影された 2 枚の不動産外観画像を用いて，
そのどちらの物件の反響が反響が多いかを予測するタスクである．2つ目は，同一物件で
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図 1.1: 不動産検索サイトの例 [1]
撮影された 2枚の不動産外観画像を用いて，そのどちらの不動産外観画像が魅力的かを予
測するタスクである．これらの結果を用いて魅力的に見える不動産外観画像はどのような
ものなのかが定量的に示すことを目指す．
1.3 論文構成
本稿の構成を以下に示す．1 章では本研究の背景や目的について述べた．2 章では，本
研究に関連する研究について述べる．3 章では本研究で作成したデータセットについて述
べる．4 章では，不動産外観画像の反響予測について述べる．5 章では，不動産外観画像
の嗜好予測について述べる．6 章では，本稿のまとめと今後の展望について述べる．
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第 2章
関連研究
2.1 不動産の画像
不動産の画像を用いることで，物件の価値評価の精度を上げる研究はこれまでなされ
てきている．Poursaeed ら [33] は，不動産の外観，内観画像を用いて不動産価格の予測
の精度を上げる研究を行なった．彼らの使用したネットワークを図 2.1 に示す．まず，
Densenet [13]を用いて，物件の画像がどの部屋かを 7クラスに分類する．その各クラス
に対してその豪華さを学習させている．豪華さの ground truth としては，人手でラベリ
ングしたものを用いている．このように学習したモデルを用いて，物件の内部画像を分類
後その豪華さを予測する．その予測結果と物件のメタデータを合わせて不動産価格の回帰
を行う．その結果大手不動産サイトである Zillows [43]の不動産価格推定システムである
Zestimateを上回る精度で予測に成功している．
また，加藤ら [15]は，画像を用いてユーザーと物件のマッチングのタスクで，従来より
高い精度で不動産の推薦に成功している．我々 [36]が提案した間取り図の深層特徴量を抽
出するモデルを改良したものを用いて間取り図画像からその深層特徴量を抽出している．
抽出した深層特徴を物件，ユーザーのメタデータと合わせて多層パーセプトロンを用いて
ユーザーが入力とした物件を気にいるかどうかを予測するモデルを作成した．その結果画
像を用いない場合より高い精度で予測に成功している．
Zeppelzauerら [39]は，不動産物件の外観画像からその築年数を当てるタスクに取り組
んでいる．彼らの手法の概要を図 2.2に示す．まず，入力の外観画像をからパッチを切り
出し，その中からコントラストが高いもの，他のパッチとの差分が多いものを選択する．
そのパッチに対してそのパッチに写っているものが何かを判定する学習を行うことで，物
件の画像が写っているパッチのみを選択する．物件の画像が写っているパッチに対してそ
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図 2.1: [33]で提案されたネットワーク
図 2.2: [39]の手法の概要
の物件が何年代に建てられたかの分類を行う．各パッチごとの予測を合わせることで，最
終的な築年代の予測をしている．その結果，物件の築年代を 1960年代，1970年代，1980
年代，1990年代，2000年代，2010年代，の 6クラスに分類するタスクにおいて人間より
かなり高い精度を出している．
一方，不動産画像そのものを対象とした研究も存在する．Bappyら [2]は，不動産画像
に対して，寝室，台所，リビング，庭の 4クラスの分類を行った．提案手法の概要を図 2.3
に示す．まず入力画像に対して，Contrast Limited Adaptive Histogram Equalization
(CLAHE)[32] と呼ばれる手法を用いて画像を強調する．強調した画像に対して，Long
short-term memory (LSTM)[11]を垂直方向と水平方向の 2方向に適用することで画像の
分類を行った．その結果従来手法より高い精度での分類に成功している．
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図 2.3: [2]の手法の概要
2.2 ランキングの学習
本章では，深層学習によるランキング学習に関する研究を取り上げる．深層学習による
ランキング学習には，Bromleyら [3]が提唱した Simamese Networkが使われている．手
法の概要を図 2.4に示す．2枚の画像を同一のネットワークに入力し，それぞれ特徴量を
抽出する．その 2つの特徴量間の距離を計算する．2枚の画像が同一のクラスならば，特
徴量間の距離が近づくように，別のクラスであれば特徴量間の距離が遠ざかるように学習
を行うというものである．
また，Elad ら [12] は入力画像として 3 つ組の画像を用いる triplet 学習を提案してい
る．手法の概要を図 2.5に示す．アンカーとなる画像 xに対し，アンカー画像と同じクラ
スである画像 x+ と，別のクラスである画像 x− を用意し，3つ組を作成する．これらの画
像を同一のネットワークに通して，その出力間の距離 ||x+ − x||2 と，||x− − x||2 をそれ
ぞれ計算する．前者の同一クラスの画像の出力同士の距離を近づけて，後者の違うクラス
同士の出力距離を遠ざけるように学習を行う．その結果 Siamese networkより高い精度を
出すことに成功している．
また，Weifeng ら [8] は triplet の改善を提案している．triplet 学習ではデータセット
の画像が N 枚あった時，3つ組を O(N3) 通り考えることができるため，学習に有用な組
み合わせを考えるのは難しい．また局所最適解にはまってしまう可能性も存在する．これ
らの問題を克服するため彼らは図 2.6に示す，hierarchical treeを導入した．ネットワー
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クから出力される特徴量同士の距離を計算することで，クラス同士の距離を計算する．そ
してアンカーとなる画像 xに対し，同一クラスからポジティブ画像 x+ を持ってきて，類
似したクラスからネガティブ画像 x− を持ってくる．類似したクラスをネガティブ画像に
持ってくることで効率よく学習を行うとともに，その 2クラスが hierarchical　 tree上で
どれだけ離れているかを用いてアンカー画像とネガティブ画像の出力値を離すかを決定し
ている．さらに，学習結果を用いて逐次的に hierarchical treeを更新することで局所最適
解にはまらないようにしている．
Doughty ら [7] は静止画ではなく，動画に対してその skill を判定しその動画がプロの
ものなのか素人のものなのかを判定する研究を行なった．彼らの手法の概要を図 2.7に示
す．Temporal segment network [37]の手法を元に，2本の入力動画を分割した後，その
分割した各動画から画像と flow frameを選択する．2本の入力動画のレベルに差がある場
合は，良い動画から選択された画像の出力値を上げて，悪い動画から選択された画像の出
力値を下げるように学習する．一方 2本の入力動画のレベルに差がない場合は，2本の動
画から選択された画像の出力値が近づくように学習を行う．このような学習を行うことで
従来より高い精度でランキングを予想することに成功している．
Zhao ら [40] は，ポスターのデータセットに対してそのポスターが Artistic や cute な
どのある特性を持っているかを当てるタスクを行なった．彼らの手法の概要を図 2.8に示
す．まず，ある属性に対して，それを持つ画像と持たない画像を入力する，画像とその属
性を入力しそれぞれスコアを算出し，そのスコアがその属性を持つ画像の方が高くなるよ
うに学習を行う．その結果 ranking SVM [14]や属性のマルチラベル分類として解くより
も高い精度を出している．また，画像の 1部を隠してそのスコアの変動を見ることで画像
のどの部分が影響するかを調べている．図 2.9に各属性に対して，画像のどの部分が影響
しているかと，スコアに大きく影響を与えた画像パッチの例を示す．
2.3 画像の審美度
本章では画像の審美度に関する研究を取り上げる．まず審美度画像データセットに関す
る研究を述べる．Murrayら [29]は審美度データセットである Aesthetic Visual Analysis
dataset (AVA dataset)の作成を行なった．このデータセットはオンライン上で開催され
た画像のコンペテションに出品された画像とその採点結果を集めたものである．各画像
には 1-10 点の 10 点満点で評価が各画像に対して平均およそ 200 人分ついており，画像
数は全部で約 250,000枚である．このデータセットの既存のデータセット Photo.net [6]，
CUHK [16]，CUHKPQ [24]，ImageCLEF [27]と比べて次のような利点があると述べて
- 6 -
第 2 章 関連研究
図 2.4: [3]の手法の概要
いる．画像枚数が多く，審美度スコアの点数分布がついており，アノテーションデータが
豊富で，semanticなラベルや styleに関するラベルもついている点を挙げている．
Kong ら [18] は，新しい審美度データセット Aesthetics and Attributes Database 　
(AADB)を作成している．写真のプロによる加工がされていない自然な画像であること，
アトリビュートがつけられていること，投票のアノテーションをした人の IDが分かるの
でそれを用いた比較ができることがこのデータセットの利点であると述べている．また彼
らは，ランキングの学習を用いて画像の審美度を当てるタスクについて取り組んでいる．
彼らの提案する手法を図 2.10に示す．審美度のスコアの回帰させると同時に次の 3つの
要素を同時に学習している．1つ目はランキング学習である．2枚の画像の出力値を比較
して審美度が高い画像の方が，低い画像よりある一定の値以上高くなるように学習させて
いる．2つ目はアトリビュートの学習である．データセットの画像には，審美度のスコア
の他に，balance enhancement， colorharmonyなどと言った画像の審美度に影響を与え
うる要素に対して positive もしくは negative なタグがつけられている．これらのタグの
情報を同時に学習させている．3つ目はコンテントの学習である．画像の内容によってど
のような画像が審美的になるのかが変わると考えられるため，最初にその画像のコンテン
トを予測させてから学習を行うというものである．これらの 3つの学習を同時に行うこと
で，単純に審美度のスコアを回帰させるよりも高い精度が出ることを示している．
次に画像の審美度の予測に関する研究を述べる．初期に提案された手法は画像の hand
crafted な特徴量を用いるといったものである．一方で画像の一般的な特徴量を用いる手
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図 2.5: [12]の手法の概要
図 2.6: [8]が提案した hierarchical　 tree
法も存在する．Marchesottiら [25]は SIFT特徴量 [21]や，Fisher vector [30] [31]など
の画像特徴量を用いて審美度の classificationを行なった．これらに加え CNNを用いる手
法もでてきている．
Lu ら [22] は，画像の大域的な特徴と 局所的な特徴量を同時に学習するために 2 つの
CNNを同時に学習させた．また，styleと semanticな attributeも情報に加えて学習を行
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図 2.7: [7] の手法の概要
図 2.8: [40]の手法の概要
うことで従来より高い精度で審美度の classificationに成功している．
Murray ら [28] は AVAdataset を用いてその得点の分布を当てるタスクに取り組ん
だ．ResNet [10] と spatial pyramid pooling [9] を用いて 1 点から 10 点をとる分布を
学習させることで，既存手法より高い精度を出している．また，同じモデルで審美度の
classification,審美度の regressionでも精度を更新している．
また，Luら [23]は，画像を CNNに入力する際，通常はランダムクロップを 1回だけ
行うが，複数回ランダムクロップを行いそれぞれの出力を合成するという手法を行うこと
で，通常の CNNを用いる手法よりも高い精度を出している．
また，Zhouら [42]は，画像から抽出された特徴量と，その画像に付けられたコメント
から抽出された特徴量を同時に学習させることで画像の審美度の予測を行なっている．画
像からの特徴量の抽出には VGG-16 [34]を用いている．コメントからの特徴量抽出には，
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図 2.9: 画像のどの部分が影響しているかの可視化 [40]
ナイーブベイズ SVM を用いている．これらの 2 つの特徴量に対して Multimodal Deep
Boltzmann Machine [35]を用いて学習をさせている．その結果，既存手法を上回る良い
特徴量を作成できており，コメントからの特徴量抽出では，recurrent neueal network [26]
やWord2Vec [19]を上回る精度を出している．
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図 2.10: [18]で提案されたネットワーク
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第 3章
データセット
本章では本稿で使用したデータセットについて述べる．不動産物件の反響のデータセッ
トと，不動産外観画像の魅力度データセットの 2種類である．
3.1 不動産物件の反響データセットの作成
本章では不動産の反響データセットの作成について述べる．ここで，反響の定義につい
て述べる．今回データとして使用した株式会社アットホーム [1]の物件検索サイトを図 3.1
に示す．検索して出てきた物件に対して，その物件興味を持った場合その物件をクリック
をすることで物件の詳細ページに遷移することができる．その物件詳細ページをクリック
された回数を，反響と定義した．反響はその物件が不動産サイトに公開された時期や機関
によって異なると考えられる．そのため，ある一ヶ月間の間ずっと公開されていた物件に
対して，その一ヶ月間のクリック回数の合計を反響と定義した．今回対象とした物件は東
京 23 区と，横浜市の物件である．このような反響をついた物件に対して，住所と部屋番
号が同じ物件を同一の物件とみなして，同一物件で撮影された不動産画像のペアを作成し
た．このように作成されたペアは全部で東京 23区の物件で 24,636 ペア，横浜市の物件で
8,911 ペアである．図 3.2に今回作成したペアの例を示す．画像の下の数字はその物件画
像が掲載された物件の１ヶ月間の反響数を表す．
3.2 不動産外観画像の魅力度データセットの作成
3.1 章では不動産物件の反響データセットを作成した．物件の情報が同じであるが，掲
載されている画像が異なる場合その画像によって反響が変わる可能性があることは先に述
べた．しかし，物件の反響が変わる要因は掲載される画像以外にもあると考えられる．例
第 3 章 データセット
図 3.1: 物件検索サイトのフロー [1]
23 13
16 11
図 3.2: 横浜市の同一物件で撮影された画像の反響の例
えば，その物件が掲載された時期や掲載された順番などである．これらの影響を取り除く
ためには純粋に画像のみを比較するためのデータセットが必要である．そこで本章では不
動産の外観画像の魅力度データセットを作成した．作成したのは以下の 2 種類のデータ
セットである．
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3.2.1 横浜市のデータセット
不動産外観画像の魅力度のデータセットを作成するために，まず同じ物件の不動産外観
画像のペアを作成した．不動産画像には株式会社アットホーム [1]より提供を受けた画像
を用いた．同じ物件かどうかの判定には物件の住所，建物名，部屋番号名が一致している
かを用いた．これを用いて物件のペアを作成した後重複している画像を取り除いた．重複
しているかどうかの基準には [5]の手法を用いた．2枚の画像のサイズが同じ時，画素値を
0から 1に正規化したのち，画素ごとの値の差を計算しその平均 2乗誤差を計算する．そ
れが 0.06未満の時 2枚の画像が重複していると判断し，データセットから取り除いた．こ
れらを取り除いた結果同じ物件の画像のペアは全部で 5,740ペアとなった．これらのペア
に対して Yahoo!クラウドソーシング [38]を用いてアノテーションを行なった．ユーザー
に対して以下の図 3.3に示すように，2枚の同一物件の画像に対してどちらが魅力的に見
えるかについて質問した．1つのペアについて 10人に同様の質問を行った．集めた結果の
例を図 3.4 に示す．画像の下の数字はその画像の方が魅力的だと回答した人数を示す．1
つのペアに対して回答結果が 10人分あるので，2枚の画像それぞれに何票の投票が入った
かについては，5-5，6-4，7-3，8-2，9-1，10-0の 6通り考えられる．その 6通りの分布を
図 3.5に示す．横軸がそれぞれの投票パターン，縦軸がその結果になった物件のペア数を
示す．このグラフから 6票対 4票で分かれた物件のペアが最も多く，得票差が広がるにつ
れて物件のペア数が減っていくことがわかる．
次に今回の投票結果と反響の関係について考察する．今回株式会社アットホーム [1]よ
り提供を受けたデータには，画像の他にその画像が何件の反響を獲得したかのデータが存
在する．その反響データを用いて，2枚の画像のうち反響が多い方の画像がクラウドソー
シングによる投票で何票獲得したかを確認した．その結果を図 3.6に示す．横軸が反響が
多い方の画像がクラウドソーシングで 10票中何票獲得したか，縦軸がその票を獲得した
物件数を示す．このグラフから得票数が半分の 5票を中心に山型の分布になっていること
がわかる．仮に反響が多い画像の魅力度が高い場合，このグラフは右に偏った分布になる
ことが推測されるが，このグラフは左右ほぼ対称の分布をしている．このことから物件の
反響は，単に画像の魅力度のみで決まっているのではなく様々な要因が合わさって決定さ
れていることが推測される．
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図 3.3: クラウドソーシングの画面
6 4
9 1
図 3.4: 投票結果の例
3.2.2 文京区，渋谷区 のデータセット
これら 2つの地区に対して，それぞれ同様に同じ物件の不動産外観画像のペアを作成し
た．不動産画像には株式会社アットホーム [1]より提供を受けた画像を用いた．同じ物件
かどうかの判定は，横浜市のデータセットとは異なり部屋番号名が一致していなくても同
一の物件とみなした．これは，不動産の外観画像は建物が一致していれば部屋番号によら
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図 3.5: 横浜市の物件の投票内訳の分布
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図 3.6: 反響が多い画像の得票数の分布
ず同じ物件を撮影したものになると考えたからである．その一方，これらのデータは物件
の反響データとは紐づいていない．3.2.1 章と同様に重複画像を取り除いた結果，文京区
の物件は 10,424ペア，渋谷区の物件は 9,557ペアとなった．これらのペアについて同様に
クラウドソーシングでどちらの画像が魅力的か各ペアについて 10人に聞いた．その結果
を図 3.7，図 3.8に示す．これらの分布は，図 3.5と同様の傾向を示している．
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図 3.7: 文京区の物件の投票内訳の分布
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図 3.8: 渋谷区の物件の投票内訳の分布
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第 4章
不動産物件の反響予測
4.1 はじめに
本章では，同一物件で撮影された不動産物件画像のペアに対してそのどちらの反響数が
多いかを当てるタスクについて取り組む．1 章で述べた通り，不動産物件検索サイトでは，
同一物件を複数の会社が取り扱っているケースが多くあり，その場合物件の基本情報が同
じで物件画像のみが異なる物件情報が複数できることがある．その時の反響の多寡を 3 章
で作成した不動産物件の反響データセットを用いて予測する．
4.2 手法
本実験で用いたアーキテクチャを図 4.1 に示す．作成した不動産物件のペアをそれぞ
れ同一のネットワークに入力する．それぞれの出力値に対して，次の式 (4.1)で表される
lossを計算する．
l = max(0,m− fg + fb) (4.1)
ここで，fg は 2枚の画像ペアのうち反響数が多い方の画像の出力値，fb は反響数が少ない
方の画像の出力値，mは 2つの値をどれくらい離すかを決めるパラメータである．すなわ
ち，反響数が多い画像の出力値を上げ，少ない画像の出力値を下げるように学習をすると
いうものである．本手法の CNNには，ResNet-50[10]を用いた．
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図 4.1: 反響予測に用いたアーキテクチャ
4.3 実験
4.2 章で述べた手法の有用性を確かめるために以下の実験を行なった．まず，3.1 章で作
成したデータセットのうち，東京都の 20 区のデータを train 用，東京都の 3 区のデータ
を validation用，横浜市のデータを test用に用いた．本手法を用いるには反響に差がある
ペアを用いる必要がある．図 4.2に train用データの pvの差の分布は，ここでいう”差”
とは，反響数が多い方の画像が，少ない方の画像の何倍あるかを意味している．例えば，”
1.5-2”とは反響数の差が 1.5 倍以上 2 倍未満であることを示している．本実験では，pv
の差が 2倍以上ある画像のペアを差があるとみなした．その結果，train用に 4,859 ペア，
validation用に 816 ペアとなった．これらのペアを用いた学習を行った．この手法で学習
させた後，次の方法でテストを行った．test用の画像 2枚を同一のネットワークに通して
それぞれの出力値を出す．その出力値が高い方を反響が多い画像と予測しそれが，実際の
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図 4.2: trainデータの pvの差の分布
反響数の多寡と一致していれば正解である．2枚の画像のうちどちらの反響が高いかを当
てるタスクなのでチャンスレートは 50パーセントである．
この手法を次の 2つの手法と比較を行った．1つ目は AVAdataset [29]を用いたランキ
ング学習である．AVAdatasetの Architecureのタグの画像を用いてランダムにペアを作
成する．そのペアを用いて画像の得点が高い画像の出力値が上がるように，得点が低い画
像の出力値が下がるように学習を行う．テストは同様に 2 枚の物件画像を学習したネッ
トワークに通すことで行う．1 つ目は AVAdataset [29] を用いた回帰ある．AVAdataset
の Architecureのタグの画像を用いて，その画像の得点の回帰の学習を行う．テストは同
様に 2 枚の物件画像を学習したネットワークに通しその出力値の大小を比較することで
行う．
4.4 結果
表 4.1 に結果を示す．チャンスレートが 50% であることを考えると全ての手法があま
り上手くいっていないことが分かる．この原因について考察する．図 4.3に詳細な結果を
示す．このグラフは，テスト画像とした 2舞の物件画像に対して，反響が多い方が少ない
方の何倍の反響があるかと正しく予測できた割合の関係を示している．例えば”2-3”は反
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表 4.1: 不動産の反響予測の accuracyの比較
rank ava rank ava reg
accuracy 0.503 0.527 0.501
0
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rank ava_rank ava_reg
図 4.3: 不動産の反響予測の反響差ごとの accuracy
響差が 2倍から 3倍の間であることを示す．このグラフを見ると反響の差の大小によらず
accuracyは 50%前後になっていることが分かる．もし，反響の差が画像でのみ決まるの
であれば，反響の差が大きくなれば大きくなるほどその予測が簡単になるので，このグラ
フは右肩上がりになると推測される．しかし，このグラフでは反響数の差が大きくなって
も accuracy は殆ど変わっておらず，ほぼチャンスレートである．このことから反響は画
像だけによらず，不動産検索サイトに表示される順番など複合的な要因で決まっており，
画像のみから予測するのは難しいと考えられる．
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第 5章
不動産画像の嗜好予測
5.1 はじめに
4 章では同一物件で撮影された不動産外観画像のペアに対して，どちらの不動産画像が
物件検索サイト上で反響を獲得するかの予測するタスクを扱った．その結果チャンスレー
ト程度でしか予測ができなかった．この原因として反響にはその物件がサイトに掲載され
た時期や順番など画像以外の要素が要因となりうることを挙げた．そこで，本章では画像
のみで完結するタスクである，同一物件で撮影された不動産外観画像のペアに対して，そ
のどちらの画像が人々にとって住みやすいと感じる魅力的な画像であるかを予測するタス
クに取り組む．
5.2 不動産画像の嗜好の 2対比較
5.2.1 提案手法
今回提案する手法は以下の手法である．まず，同一物件で撮影された画像のペアをそ
れぞれ同一のネットワークに入力する．今回使用したネットワークのアーキテクチャ
を図 5.1 に示す．このネットワークは，近年，画像処理分野で高い精度を上げている
ResNet[10] をベースとしてそれに全結合層 2 層を繋げたものである．2 枚の画像ペアを
同一のネットワークに入力する．これらのネットワークに対し以下の 2 種類の loss を考
える．
1つ目の lossは rankingによる lossである．2枚の画像を入力した際，その魅力度の高
い画像の方が最終的なネットワークの出力値が多くなるように学習をしたい．ランキング
の学習をする際，差があるペアだけでなく，似ているペアも考慮すると精度が向上する [7]
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図 5.1: 提案手法のアーキテクチャ
ため，2枚の画像の魅力度に差がある場合，差がない場合の 2通りを考慮した．それぞれ
の lossは以下のようになる．2つの画像の魅力度に差がある場合の lossは次の式 (5.1)で
表される．
lrank = max(0,m− fg + fb) (5.1)
ここで，fg は 2枚の画像ペアのうち魅力度が高い方の画像の出力値，fb は魅力度が低い
方の画像の出力値，mは 2つの値をどれくらい離すかを決めるパラメータである．すなわ
ち，2枚の画像ペアの魅力度に差がある場合は良い方の画像の出力値が，悪い方の画像の
出力値より，ある一定の値m以上離れるように学習を行うということである．
2つの画像の魅力度に差がない場合の lossは次の式 (5.2)で表される．
lrank = max(0, |fa − fb| −m) (5.2)
ここで，fa，fb は 2枚の画像ペアの出力値，mは 2つの値をどれくらい近付けるかを決め
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るパラメータである．すなわち，2枚の画像ペアの魅力度に差がない場合は 2枚の画像の
出力値の差がある一定の値m以下に近付くように学習を行うということである．
2つ目の lossは regressionによる lossである．ランキングの学習の際に，そのスコアの
回帰も同時に学習させることで精度が上がる [18]ため，魅力度の回帰も同時に行った．入
力画像の 2枚の画像に対して，その魅力度の優劣に加えてその魅力度が定量的に分かって
いる時，出力値が魅力度に近付くように学習をさせれば良い．この時 lossは次の式 (5.3)
で表される．
lreg = ||fa − va||2 (5.3)
ここで，fa はネットワークの出力値，va は魅力度の正解となる値である．
これらの 2種類の lossを用いてネットワーク全体の lossは以下の式 (5.4)で表される．
wr はこの 2種類の lossの重み付けを決めるパラメータである．
L = lossreg + wrlossrank (5.4)
5.2.2 予備実験
本章ではランキング学習の有用性を確かめるため，AVA dataset[29]を用いた予備実験
を行なった．AVA dataset には，画像の属性を示すタグがついている．図 5.2 にデータ
セット内の画像のタグの分布を示す．このデータセットの中から建物画像が含まれている
と考えられる，Architecture のタグがついた画像のみを抽出した．その結果画像は全部で
12,026枚となった．それらの画像に対してユーザーが投票した得点の平均点を審美度とし
て用いた．図 5.3にデータセット内の画像の例を示す．画像の下の数字は審美度して用い
た得点の平均点である．このデータセットを用いて 2枚の入力画像に対して，そのどちら
の審美度が高いかを当てるタスクを行った．次の 3つの手法を比較を行なった．
1つ目の手法は，似ているペアと似ていないペアを両方考慮して学習させるものである．
入力とする 2枚の画像ペアに対して，2枚の審美度に差がある場合は，式 (5.1)に示した
ようにその差が広がるように，2枚の審美度に差がない場合は，式 (5.2)に示したようにそ
の差が縮まるように学習を行う．本手法では，2枚の画像の審美度に 1点以上ある場合差
がある，それ未満の時は差がないとした．
2つ目の手法は，ランキングのみを学習させるものである．この手法は入力とする全て
の 2枚の画像ペアに対して，式 (5.1)に示した通りその点差に関わらず審美度が高い方の
画像が，低い方の画像よりも出力値が高くなるように学習させるというものである．
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図 5.2: AVA datasetの画像のタグの分布 [29]
3 つ目の手法は，回帰を用いるものである．画像の審美度の回帰の学習を行うもので
ある．
本実験で用いた画像は train 8000枚，validation 2026枚，test 2000枚である．各画像
群からランダムにペアを作成し，train 10000ペア，validation 5000ペア，test 5000ペア
を作成して本実験に用いた．結果を表 5.1に示す．この結果について考察する．まず，似
ているペアと似ていないペアを両方考慮した方が，ランキングの学習を行うよりも精度が
高くなっている．このことから，ランキングの学習を行う際は入力の画像ペアの差の大き
さを考慮することが重要であることがわかる．また，regressionの手法が最も精度が高く
なっている．これは，最初の 2つの手法では学習時にどちらの審美度が大きいか，またそ
れは差があるとみなせるかどうか，といった情報しか学習に用いることができず審美度自
体は学習させていない一方，regressionの学習では審美度自体を学習に用いることができ
ているため使っている情報量が多いためと考えられる．次に詳細な結果を図 5.4 に示す．
横軸が，テスト画像として用いた 2 枚の画像ペアの審美度の点数差を示しており，例え
ば，”0.5”は点差が 0.5以上 1.0未満であることを示す．縦軸は審美度が高い方の画像を正
しく審美度が高いと判定できた割合を示している．全ての点数帯で regressionを用いたも
のが一番精度が高いことがわかる．また，グラフが全体に右肩上がりになっていることか
ら，点差が離れているほどより正しく審美度の大小を判定しやすいことがわかる．
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4.856.86
図 5.3: AVA dataset の Architecute 画像
表 5.1: 予備実験の accuracyの比較
similar+dissimilar rank regression
accuracy 0.624 0.609 0.669
5.2.3 実験
提案手法の優位性を確かめるため以下の実験を行なった．まず 3.2.1で作成した不動産
外観画像の魅力度データセットを train 用，validation 用，test 用に分割した．train に
は文京区の物件データ全 10,424 ペア，validationには横浜市の物件データ全 5,740 ペア，
testには渋谷区の物件データ全 9,557 ペアを用いた．このように都市ごとにデータを分割
したのは train データと test データに確実に同じ物件が混ざらないようにするためであ
る．2枚の画像ペアの投票結果の分布は，5-5,6-4,7-3, 8-2,9-1,10-0の 6通りある．そのう
ち，5-5,6-4,7-3の結果に分かれたものは似ているペア，8-2,9-1,10-0の結果に分かれたも
のは投票数が多い方を魅力的な画像として差があるペアとした．
魅力度の回帰を行うには魅力度を定量的に表す必要がある．ナイーブな手法としては獲
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図 5.4: テスト画像の審美度の点差ごとの accuracy
得した得票数を用いることが考えられるが，この手法では比較として上げられた画像の魅
力度の多寡によってその画像の魅力度が大きく上下してしまう可能性が考えられる．その
ため今回は魅力度の定量的な指標としてその画像の平均得票数を用いた．今回作成した
データセットでは，同じ物件を撮影した画像が 3枚以上ある場合が存在する．図 5.5に文
京区のデータの場合の 1つの物件を撮影した画像枚数とその物件数の関係を示す．横軸が
画像の枚数，縦軸が物件の数を示している．このように，3枚以上の画像がある物件は多
数存在するが，本データセットでは同じ物件を撮影した画像が 3枚以上存在する場合，そ
の考えられる全てのペアに対して総当たりの投票結果がついている．これらの獲得票数の
平均が，その画像の平均得票数となる．同じ物件を撮影した画像が 2 枚しかない場合は，
先に述べた平均獲得票数の概念を用いることができないため，trainingのデータセットか
ら取り除いた．取り除いた結果，データは全部で 10,074 ペアとなった．その結果平均得
票数の分布を図 5.6示す．横軸は平均得票数を示しており，例えば，4のカラムは平均得
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図 5.5: 文京区の同一物件を撮影した画像の枚数
票数が 4票以上 4.5未満であることを示している．縦軸は物件数を示している．図 5.7に
同一物件の画像の平均得票数の一例を示す．画像の下の数字がその物件の平均獲得票数で
ある．この図から平均得票数が下がるとその画像の魅力度が下がる傾向にあることがわか
る．本実験では，出力値を 0から 1の範囲に納めるために平均獲得票数を 10で割ったも
のを正解の魅力度とした．
本実験には深層学習用のフレームワークの一つである chainer[4] を用いた．ネット
ワークに画像を入力する際前処理として，元画像を 256*256 に resize した後ランダムで
224*224 に crop した．訓練時の batchsize は 32，epoch 数は 100 で，最適化手法には
Adam[17]を用いた．またモデルのパラメータとしてm = 0.15, wr = 1.0を用いた．これ
は実験的に決定したものである．
これらの方法で訓練を行った後，以下の方法でテストを行った．テスト用データセット
の画像のペア 2枚をそれぞれ学習済みネットワークに通し出力値を出す．その出力値が高
い方の画像を，魅力度が高い画像と判定する．魅力度が高いと判定された画像がクラウド
ソーシングによる投票で過半数の票を獲得していた場合正解とみなす．2枚の画像のうち
どちらが魅力的かを当てるタスクなのでチャンスレートは 50パーセントである．
提案手法に対して，次の 4つの手法と比較を行った．1つ目は regressionのみを用いる
手法である．これは，2対比較による学習をせず，物件の平均得票数を回帰のみを行う．2
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図 5.6: 文京区の物件画像の平均獲得票数
2.422.797.58 6.37
図 5.7: 同一物件の画像の平均得票数の例
つ目の手法は rankingによる学習のみを行う手法である．その際，2つの物件の魅力度に
差があるペアのみを用いた．3 つ目は [7] の手法のみを取り入れたものである．具体的に
は，学習時に魅力度が似ているペアと魅力度に差があるペアの両方を用いるが，ranking
による lossのみを学習に用いて regressionの学習を行わないものである．4つ目は [18]の
手法のみを取り入れたものである．具体的には，rankingと regressionの学習を同時に行
うが，魅力度に差があるペアのみを学習に用いるというのものである．
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表 5.2: 提案手法と他の手法の accuracyの比較
regression rank similar reg+rank proposed
accuracy 0.652 0.682 0.663 0.679 0.688
5.2.4 結果
提案手法と，比較する 4つの手法の精度を表 5.2に示す．Accuracyは入力となる 2枚
の物件画像ペアに対して正しく得票数が高い方の画像を魅力的であると判定できた割合を
示す．このことから以下のことが考察できる．まず提案手法が他の手法に比べて高い精度
を示している．このことから提案手法の優位性が示される．次にそれぞれの手法に注目す
る．Regressionのみを学習に用いたものより，ランキングのみを学習をしたものの方が精
度が高くなっている．これは 5.2.2で示した結果と異なるものとなっている．その原因に
ついて考察する．ランキングの学習では，入力となる画像の投票数を直接学習に用いてい
ない．しかし，ペアの選び方に違いがある．AVAdatasetを用いた学習の際は，ペアを選
択する際ランダムに 2枚の画像を選択したが，不動産の審美度データセットでは同一物件
で撮影された図 3.3に示すようにユーザーに同時に呈示した画像である．これにより投票
数の大小関係が，ランダムにペアを選択した時に比べて有益な情報になっていることが考
えられる．さらに，regressionで用いた画像の平均得票数が，比較対象の画像の魅力度に
も影響されるので，画像の魅力度を表すのに用いる手法として十分ではなかったと考えら
れる．
次に魅力度に差があるペアのみで学習を行ったランキングによる手法と，魅力度に差が
ないペアと差があるペア両方で学習を行った [7]の手法を比較すると前者の方が精度が高
い．このことから，今回のタスクにおいて [7]の手法は単独ではあまり上手く働かなかっ
たと考えられる．5.2.2 では魅力度に差がないペアと差があるペアを両方考慮した方が精
度が上がったが，これは魅力度に差があるペアの作り方の違いに起因すると考えられる．
5.2.2の実験では魅力度の差の多寡に関わらず全てのペアを差があるとみなしているが，不
動産の審美度データセットを用いた実験では得票数に差があったペアのみを魅力度に差が
あるとみなしている．このことから，適切に魅力度に差があるペアのみを用いることが重
要であると考えられる．
次に詳細な結果を図 5.8に示す．このグラフは，accuracyをテスト画像となったペアの
得票数ごとに分析したものである．例えば，一番左の”6-4”は，テスト画像の 2枚のペアの
各得票数が 6票対 4票だった場合，正しく 6票獲得した画像の方を魅力的な画像であると
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言えた割合を示している．このグラフから以下のことが推測できる．まず提案手法が全て
の得票数で他の手法と比べて高い水準の値を出している．このことから提案手法の有用性
が示される．まず，グラフが全体的に右肩上がりになっている．これは，テスト画像のペ
アの得票数の差が大きくなるとその魅力度の差も大きくなり，結果としてどちらの画像が
魅力的かの判定も容易になるためと考えられる．これは学習に得票数を直接用いていない
場合にも言えることがわかる．5つの手法のうち rankと similarの手法はテスト画像のペ
アの得票数の差が大きくなった時の魅力度の差の上昇が鈍くなっている．これは，得票数
を直接学習していないため得票数の差が大きい場合でもそれを学習できていないためと考
えられる．
ここで，図 5.1に示した今回使用したネットワークの出力値について考える．regression
を学習させている場合 GTとして平均得票数を用いているので，出力値は平均得票数に近
づくことと考えられる．一方ランキングのみの学習では，GTとして何かを与えている訳
ではないのでこの出力値が何を表すかは非自明である．それを調べるために以下のことを
行なった．今回の実験ではテスト画像の 2枚の画像ペアをそれぞれネットワークに通しそ
の出力値が大きい方の画像を魅力的だとみなしている．これに対して 2枚の画像を通した
時のネットワークの出力値の差と，その画像ペアについている得票数の関係を調べた．結
果は，図 5.9のようになった．横のラベルは得票数が高い方の画像の出力値から，得票数
が低い方の画像の出力値を引いたものであり，例えば”0.2”の行は引いた値が 0.2以上 0.3
未満であることを示している．この値が正の場合は正解，負の場合は不正解であることを
示す．縦のラベルはテスト画像の 2 枚の画像ペアの得票数を示している．図中の数字は，
各行に対して全体を 100パーセントとした時の割合を示しており値が高いほど赤く，値が
低いほど青くなる．図 5.9の赤い部分に注目すると赤いピークの部分が上に行くほどに右
側に移動していることがわかる．このことから得票数の差が大きくなるとネットワークか
ら出力される値の差も大きくなることが読み取れる．
5.3 不動産画像の嗜好の原因の可視化
5.2 では，2 枚の不動産画像に対してそのどちらが魅力的であるかを予測するタスクを
扱った．これらの手法で，不動産画像の魅力度はある程度予測できることを示したが，そ
の魅力度と予測された原因は示していない．そこで本章ではその原因の可視化を試みる．
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図 5.8: 提案手法と他の手法の得票数ごとの accuracy
図 5.9: 得票数ごとの出力値の差
5.3.1 手法
本手法には，Zhouら [41]が提唱した Class Activation Mapping(CAM)を用いた．そ
の概要を図 5.10 に示す．画像を CNN に入力し，その convolution の最終層の各チャン
ネルに対して Linら [20]が提唱した Global Average Poolingを適用し，n次元の全結合
層とした．nはチャンネルの数を示し，これは各チャンネルの画素値の平均を取る操作で
ある．この全結合層の重みを用いることで画像のどの部分がそのクラスと判断するのに役
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図 5.10: CAMの概要 [41]
立ったかが可視化されるというものである．
この手法を適用するには，タスクをクラス分類の課題にする必要がある．そのため入力
の不動産画像に対して，その画像の魅力的か (Good)魅力的でないか (Bad)を判定する 2
クラス分類とし，Good，BadクラスのCAMをそれぞれ考えることで画像のどの部分が魅
力的であるか，魅力的でないかを可視化した．本手法のネットワークには，ResNet-50[10]
を用い，その fc3層の後ろに GAPを行う層と，2クラス分類を行う出力層を繋げた．
5.3.2 実験
この手法を用いて次のような実験を行なった．まず，不動産画像が魅力的かどうかの 2
クラス分類を行うためには，その基準を定める必要がある．そこで本実験では，その不動
産画像の平均得票数が 7票以上の時は Goodクラス， 3票以下の時は Badクラスとした．
図 5.6に示す通り，これらは不動産画像のそれぞれ上位約 10%，下位約 10%の魅力度と
なっている画像である．この 2 クラス分類を学習させる．テストの際は入力画像に対し
て，2クラスの分類を行い，出力されたクラスの CAMを出力した．つまり，Goodと判
断された時は Goodクラスの CAM，Badと判断された場合は BADクラスの CAMを出
力した．
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表 5.3: 魅力度の 2クラス分類の結果
predict
good bad
truth
good 392 64
bad 281 236
5.3.3 結果
Good，Bad の 2class 分類の結果を表 5.3 に示す．accuracy は 64.5% である．チャン
スレートは 50% であるため，ある程度魅力度の分類を予測できていることがわかる．次
に出力された CAMの結果の例を図 5.11，図 5.12に示す．この例は同一物件で撮影され
た画像で，Goodクラスと正しく判断された画像，Badクラスと正しく判断された画像の
CAMを比較したものである．これの例について考察する．Goodクラスの CAMを見る
と，木の部分や空の部分が影響していることが考えられる．これらは建物の部分ではない
のでうまく CAMで不動産の物件の魅力度を判定できていないと考えられる．このような
結果になった原因を考察する．Goodクラスの画像を見ると物件全体が写っている画像が
多く含まれている一方，Badクラスの画像は物件が切れている画像が多く含まれている．
そのことから，木の部分や空の物件が写っていることは物件の周囲まで写っていることを
示しているから Goodクラスと判断したと考えられる．
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Good
Bad
図 5.11: 出力された CAMの例
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Good
Bad
図 5.12: 出力された CAMの例
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表 5.4: AADBの attribute
attribute attribute
balancing element object emphasis
content rule of thirds
color harmony vividcolor
depth of field repetition
lighting symmetry
motion blur
5.4 AADBを用いた嗜好予測
本章では，AADBの attributeデータ [18]を用いて学習を行い，それを不動産画像の嗜
好予測に用いた．
5.4.1 予備実験
AADBの attributeデータの有用性を示すために以下の実験を行なった．まず，AADB
の attributeデータについて説明する．図 5.13に AADBデータセットの例を示す．この
図に示すように各画像に対してその魅力度評価だけでなく 11 種類の attribute の情報が
付加されていることがわかる．表 5.4 に 11 種類の attribute を示す．このように画像の
魅力度を予測するのに有効であると考えられる attribute に対してその要素が positive，
negative，neutralの情報が付加されている．この attribute情報が魅力度の予測に有効か
どうかを確かめるため，以下の予備実験を行なった．
本手法の概要を以下の図 5.14 に示す．入力画像を ResNet に通してその最終層の出力
からその画像と魅力度と attributeをそれぞれ学習させるマルチタスク学習となっている．
魅力度の lossは以下の式 (5.5)で表される．fs は出力された魅力度の値，vs は正解の魅力
度の値である．
lscore = ||fs − vs||2 (5.5)
Attributeの lossは以下の式 (5.6)で表される．N は attributeの数，faiは出力された i
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図 5.13: AADBの例 [18]
番目の attributeの値，vaiは正解の i番目の attributeの値である．
latt =
1
N
N∑
i
||fai − vai||2 (5.6)
これらの 2 種類の loss を用いてネットワーク全体の loss は以下の式 (5.7) で表される．
wa はこの 2種類の lossの重み付けを決めるパラメータである．
L = lossscore + walossatt (5.7)
本手法を用いて以下の実験を行なった．AADB から train 8,458 枚，validation 500
枚，test 1,000枚選択し学習を行なった．test画像から予測された魅力度の値と正解の魅
力度の値の相関係数を計算した．ここで，魅力度の正解データは各アノテーターが画像
につけた 1-5 の魅力度の平均値を [0,1] に正規化したものである．また，attribute の正
解データは各アノテーターが画像につけたデータに対し，positive を 1，negative を-1，
neutralを 0としてその平均をとった [-1,-1]の値をとるものである．ただし，”repetition”
と”symmetry”に関しては negative なラベルがないので [0,1] の値をとる．この手法を画
像の魅力度のみを学習させるモデルを比較した．その結果相関係数は次の表 5.5 のよう
になった．これを見ると attributeを用いた方が精度良く魅力度を予測できていることが
わかる．このことから，attribute を用いることは魅力度の予測に有用であることが示さ
れる．
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FC
(1)ResNet50
image
FC
(11)
魅力度
の学習
Attribute
の学習
0.45
0.2
-0.4
…
0.5
0.3
协
卐
図 5.14: 本手法に用いたアーキテクチャ
表 5.5: AADBの魅力度の予測と正解の相関係数
魅力度 魅力度 +attribute
相関係数 0.507 0.565
5.4.2 不動産画像への適用
5.4.1 章では attributeの学習が魅力度の予測に有用であることを示した．そこで，本章
では不動産画像への適用を試みる．
まず最初の実験として 5.4.1 章で学習したモデルに不動産画像を入力し，その魅力度の
予測を行なった．評価手法は 5.2 章と同様に，テスト画像となる 2枚の画像ペアをネット
ワークに入力し，それぞれ値が出力される．その値が高い方の画像を魅力度の高い画像と
みなし，それが実際についているラベルと一致していた場合，正解とみなすというものあ
る．結果は表 5.6のようになった．これを見ると attributeを用いた学習の方が accuracy
が高いものの 55%前後と 5.2 章で出た accuracyとは大きく乖離がある．このことから，
attribute の情報は不動産画像の魅力度の予測にもある程度有用であるものの，他データ
セットで学習したモデルをそのまま適用しても精度に問題があることがわかる．
次の実験として，5.4.1 章で学習したモデルに不動産画像を入力し，その attributeの推
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表 5.6: AADBで学習したモデルの不動産画像での accuracy
魅力度 魅力度 +attribute
accuracy 0.545 0.554
lighting
best worst
図 5.15: Attributeの予測例
定を行う．本稿で使用した不動産画像のデータセットには，魅力度のデータはついている
が，AADB についているような attribute のデータは付随していない．そこで，AADB
で学習したモデルに不動産画像を入力することで attributeの推定ができると考えられる．
そこで，不動産画像を入力とし，各 attributeに対してその推定値がどうなるかを確かめ
た．図 5.15，図 5.16に結果の一例を示す．この図はある attributeの値を予測させ，その
予測値がデータセットの中で上位だったものと下位だったものを抽出したものである．こ
れを見ると不動産の画像ではなく AADBの画像で学習を行なったのにも関わらずある程
度 attributeの推定ができていると考えられる．
5.4.3 Attributeを用いた不動産画像での学習
5.4.2 章では不動産画像の attributeの推定が AADBの画像で学習を行なったモデルで
ある程度可能であることを示した．そこで本章では attributeの推定結果を用いて不動産
画像の魅力度の予測を行うことを考える．提案手法を 5.17に示す．まず，5.4.1 章で学習
したネットワークにあらかじめ不動産画像を入力し，その推定された attributeを事前に
取得しておく．そして魅力度の予測を行うときその画像から得られる特徴量だけでなく，
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vivid color
best worst
図 5.16: Attributeの予測例
表 5.7: Attributeを用いた手法と他の手法の比較
reg reg+rank reg+rank+att
accuracy 0.652 0.688 0.678
その推定された attributeも入力として用いて学習を行うというものである．用いる loss
は 5.2 章で提案したものと同様である．この attribute を用いた学習の結果を表 5.7 に
示す．テストの方法は 5.2 章の手法と同様である．これを見ると attributeを用いた学習
は，ベースラインとした regressionのみを用いた手法には優っているものの，regression
と rank学習のみを用いる手法より劣っていることがわかる．また，図 5.18に詳細の結果
を示す．このグラフからも全体的に提案した attributeを用いる手法が regressionと rank
学習のみに劣っていることがわかる．このことから AADBで学習したモデルを用いて推
定される attributeを用いた提案手法はあまり有用ではないと言える．
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図 5.17: Attributeを用いた学習の提案手法
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
6-4 7-3 8-2 9-1 10-0
ac
cu
ra
cy
得票数
rank rank+reg rank+reg+att
図 5.18: Attributeを用いた学習の得票数ごとの accuracy
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第 6章
まとめと展望
6.1 本研究の成果
本研究では，不動産外観画像に対して，その物件の反響の予測と嗜好の予測というタス
クの 2つのタスクに取り組んだ．
反響予測の研究では，同一物件で撮影された不動産外観画像のペアに対して，どちらの
不動産画像が物件検索サイト上で反響を獲得するかの予測するタスクを行なった．その結
果チャンスレートの精度しか出すことができず，画像のみからその反響を予測するのは難
しいという結論となった．またクラウドソーシングを用いて画像のみを見てどちらの物件
が住みたいと思うかを聞いたところ，この結果と物件検索サイト上の反響の相関はないこ
とを示した．
また，嗜好予測の研究では，同一物件で撮影された不動産外観画像のペアに対して，そ
のどちらの画像が人々にとって住みやすいと感じる魅力的な画像であるかを予測するタス
クを行なった．魅力度に差があるペア，差がないペアを両方考慮する，ランキングの学習
と同時にスコアの回帰を学習させるという 2つの工夫を同時に行なった．その結果 2枚の
画像のうちどちらの画像が魅力的かを当てるタスクにおいて，既存手法を上回る 68.8%の
精度を出すことに成功した．また，画像のペアの得票数差に応じて精度は上昇し，最も魅
力度の差のある 10票対 0票のペアでは 85%以上の精度を出すことに成功した．
6.2 今後の展望
まず反響予測の研究に関する展望について述べる．まず反響の定義を代える必要がある
と考えられる．今回データとして使用した反響の定義にはクリックされた回数であり，そ
のページが閲覧された回数は考慮できていない．そのため，代わりに Click Through Rate
第 6 章 まとめと展望
(CTR)を使うことを考えている．また，不動産サイトには画像以外にもその物件への推薦
コメントが存在する場合もあるのでその利用も考えていきたい．
次に嗜好予測の研究に関する展望について述べる．本研究では AADB に対して at-
tribute を活用することで単に魅力度を予測するよりも高い精度で予測できることを示し
たが，この学習モデルから attributeを推定して学習するのは上手くいかなかった．この
ことから，不動産画像に対しても AADBのような attributeをつける必要があると考えら
れる．また，これを用いれば入力された不動産画像に対して推定される attributeを用い
た改善支援などもできると考えられる．
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