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We introduce and analyze d dimensional Coulomb gases with random charge distribution and
general external confining potential. We show that these gases satisfy a large deviations principle.
The analysis of the minima of the rate function (which is the leading term of the energy) reveals
that at equilibrium, the particle distribution is a generalized circular law (i.e. with spherical support
but non-necessarily uniform distribution). In the classical electrostatic external potential, there are
infinitely many minimizers of the rate function. The most likely macroscopic configuration is a
disordered distribution in which particles are uniformly distributed (for d = 2, the circular law),
and charges are independent of the positions of the particles. General charge-dependent confining
potentials unfold this degenerate situation: in contrast, the particle density is not uniform, and
particles spontaneously organize according to their charge. In that picture the classical electrostatic
potential appears as a transition at which order is lost. Sub-leading terms of the energy are derived:
we show that these are related to an operator, generalizing the Coulomb renormalized energy, which
incorporates the heterogeneous nature of the charges. This heterogeneous renormalized energy
informs us about the microscopic arrangements of the particles, which are non-standard, strongly
depending on the charges, and include progressive and irregular lattices.
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I. INTRODUCTION
Coulomb gases and log-gases have a vast repertoire of applications (e.g. superconductivity and superfluidity
[5, 21], plasma physics [23], string theory [19], random matrices [13, 15] and interpolation [26] to name a
few). Many mathematical studies analyze gases of particles with identical charges (henceforth referred to as
homogeneous gases) [8–10, 24, 25, 27]. Heterogeneous multicomponent Coulomb gases consisting of mixtures
of positive and negative charges have also been studied as a canonical model of phase transitions (two classical
papers are [6, 11]). In stark contrast with these, fewer works have been devoted to heterogeneous gases of non-
identical positive charges. Such gases with logarithmic interactions and confined to the circle or the real line
were introduced as a means to interpolate between related classical families of random matrices [14, 15, 22, 29].
The partition functions of these gases were derived at specific temperatures [19, 30]. The characterization of
the stationary states of general heterogeneous gases with singular repulsive interaction in arbitrary dimensions
remains an open problem. In this work, we introduce such a system and describe and analyze its stationary
states with an emphasis on the Coulomb gas. Our contributions are twofold. (i) First, we unveil a novel
3transition such gases undergo, in the ordering of particles with respect to their charges. (ii) Second, we derive
an expansion of the gas energy to the first two leading orders when the number of particles goes to infinity.
This expansion provides precise information about macroscopic and microscopic gas organizations. At the core
of the mathematical analyses of these phenomena are the statement and proof of a large deviations principle,
together with the relationship of the fluctuations with a renormalized energy for the heterogeneous gas. The
scope of these theorems goes beyond the example considered and shall extend to the statistical physics of large
heterogeneous particle systems with singular interactions.
Analogous questions where investigated for homogeneous Coulomb gases. Characterization of equilibrium
distributions were undertook in [16]. Large deviations principles with speed N2 of the N -particles empirical
distribution were demonstrated for 1 dimensional and 2 dimensional homogeneous gases in the context of
random matrix theory [8, 9], and were recently extended to d-dimensional homogeneous gases with general
singular repulsive interaction potentials [10].
The characterization of the microscopic structure of the stationary distributions entails going beyond the
order N2 terms and finding the next leading order terms of the energy function. A series of papers, [25, 27]
have expressed these corrections in terms of a renormalized energy inspired from Ginzburg-Landau theory for
1 dimensional, 2 dimensional and d-dimensional homogeneous Coulomb gases. One of their main conjectures
pertaining to the microscopic structure is that the Abrikosov (regular triangular) lattice is the minimizer of the
renormalized energy in 2 dimensions, partially proved in [27] under the assumption that the minimizer is indeed
a lattice. We generalize these results and conjectures to heterogeneous Coulomb gases.
In the remainder of this section, we clarify the above statements by providing an overview of our results.
Namely, we first introduce the model and present numerical examples of stationary distributions and their
transitions. This is followed by the review of our theoretical contributions. The precise statements of the
theoretical results and their proofs are developed in sections II and III. The implications of these results for the
gas are presented in section IV. While our main results are for the Coulomb gas, in the appendix we discuss
their extension to disordered gases with more general potentials (appendix A) and on manifolds (appendix B)
and present numerical evidence of the transition phenomenon in such gases.
I.1. The gas model
We consider an N -particle gas with Hamiltonian:
HN = H(q1, . . . , qN , x1, . . . , xN ) = N
N∑
i=1
qig(qi)V (xi)−
N∑
i=1
∑
j 6=i
qiqjW (|xi − xj |). (1)
where {xi}1≤i≤N in Rd with d ≥ 2 and {qi}1≤i≤N denote the positions and charges of the particles. The
charges take values sampled from a probability distribution ν ∈ M1(Q) with Q = [qmin, qmax] and qmin > 0.
V (x) is an external confining potential and W is a singular repulsion kernel, i.e. W ′(x) > 0 for x > 0 and
limx→0+ W (x) = +∞ satisfying additional regularity assumptions (see section 1). The weight function g allows
taking into account general external forces including in particular charge-independent confinements (g(q) = 1/q).
It plays an important role in our study, and will generally be assumed either constant or a monotonic positive
function of q. These gases constitute a very rich family, as will be further discussed in detail in section IV.4.
The classical Coulomb gas corresponds to the special choice of a quadratic confining potential V (x) = |x|2,
constant weight function g and Coulomb interaction kernel which is the Green function of the Laplace operator
∆W = kdδ0, i.e.
{
W (x) = − 1|x|d−2 d ≥ 3
W (x) = log |x| d = 2 (2)
with kd = cd|Sd−1| and c2 = 1 and cd = d − 2 for d ≥ 3 (|Sd−1| is the volume of the unit sphere of dimension
d− 1). In all the text V and W will be assumed to have the forms given above (except otherwise stated).
4I.2. Stationary distributions and transition
One of the main results of this paper is to show that heterogeneous gases show substantially different phe-
nomenology compared to homogeneous gases. To highlight this point, we present here numerical explorations of
the stationary distributions of the two-dimensional heterogeneous Coulomb gas and three choices of g (decreas-
ing, constant and increasing). We have selected these situations as, on the one hand, they are representative
of the general case, and on the other hand, they provide the best situation for comparison with homogeneous
gases.
The asymptotic distribution, as well as microscopic arrangements of homogeneous gases reflect the inter-
changeability of particles within the gas. In the limit of infinite number of particles, the stationary distribution
of a homogeneous Coulomb gas in the plane is the uniform distribution on a disc with regular microscopic
arrangements at zero temperature (conjectured to be Abrikosov triangular lattices, [27]).
Heterogeneous gases do not have this interchangeability property. Particles with distinct charges experience
different confinements and interact with the other particles in a different way. The phenomenology is, in that
sense, richer than the homogeneous gases. Figure 1 displays numerical simulations of stationary distributions
for different two-dimensional gases and will be used as the basis for the description of the phenomena. Panels
in the left, center and right correspond respectively to g increasing, constant and decreasing. The colors encode
for the charge of the particles, so that mixed colors indicate disorder whereas separated ones correspond to
“charge ordering”. These panels illustrate three key observations that are listed below and are at the heart of
our study.
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FIG. 1: Scatter plot of the N -particle two-dimensional Coulomb for several choices of g(q). Each point
represents a particle’s position and the color corresponds to its charge. N = 1000, ν(q) uniform in Q = [1, 2].
Generalized circular law: at the macroscopic level, irrespective of the choice of g, the support of the sta-
tionary distributions is a disk. However, unlike the standard circular law which further implies that,
asymptotically, the particles are uniformly distributed on the disk, in the heterogeneous gas this is not
always so. The shapes of radially symmetric distributions for monotonic g tend to be denser at the origin
than in the periphery.
Charge ordering: at the macroscopic level, the distribution of charges when g is constant is highly disordered.
There seems to be no correlation between the values of nearby charges. However, when g is monotonic,
we have “charge ordering”. The system organizes into a highly ordered distribution in which particles
are located according to their charge. The signature of this phenomenon is the difference between the
rainbow like coloring of the left and right panels of Fig. 1 in contrast with the middle one. Another key
observation is that the coloring is reversed between the left and right panels. In other words, the ordering
of the charges depends on whether g is increasing or decreasing: while in one case, larger charges take on
the outer layers of the gas, in the other case, it is the opposite. The standard Coulomb gas with constant
g appears thus as a transition between these two ordered cases.
5Irregular and progressive lattices: at the microscopic level, the particles within gases with g monotonic
are organized in a regular structure reminiscent of a triangular Abrikosov structure, whose mesh size
progressively varies as one moves from the center of the disk to the border. The gases at constant g show
an irregular lattice because each particle is surrounded by particles of unrelated charges.
Remark 1. Heuristically, the minima of the energy (1) correspond to stationary states of a system of particles
evolving in the potential (1). A similar energy and the associated particle system can be defined in one dimension.
However in that case particles cannot cross each other, and therefore the stationary state depends on the initial
charge distribution. For this reason we will address here the case of gases in dimension d ≥ 2.
I.3. Overview of theoretical results
We analyze the phenomena reported in the previous section in the regime where N → ∞. To this end, we
shall characterize both the asymptotic ground state (macroscopic distribution of the gas) as well as the Gibbs
state (microscopic configurations). Both distributions can be obtained by precise derivation of the asymptotic
properties of the total energy (1) in the thermodynamic limit. To this end we introduce the double-layer
empirical measure µˆN , the particle density ρ
N (x) (indicating the distribution of the positions of the particles
regardless of their charge) and the averaged charge density ρNq (x) at location x:
µˆN =
1
N
N∑
i=1
δ(qi,xi) , (3)
ρN (x) =
∫
Q
µˆN (q, x) dq , (4)
ρNq (x) =
∫
Q
q µˆN (q, x) dq . (5)
With these notations we rewrite the N -particles energy as HN = N
2h(µˆN ) where h is an intensive energy
independent of N given by:
h(µ) =
∫
Q×Rd
qg(q)V (x)dµ(q, x)−
∫ ∫
(Q×Rd)×(Q×Rd)\D
qq′W (|x− x′|)dµ(q, x)dµˆ(q′, x′),
where D = {(x, x), x ∈ Rd}. The main mathematical result of the present manuscript is the following expansion
for the ground state of HN :
N2h(µ?ν)−
1
2
N logN〈q2〉+N
(
α2
2pi
〈q〉
q0
− 〈q
2〉
2
∫
R2
log
(
ρνq (x)
µ0 q0
)
ρνq (x)
µ0 q0
dx
)
+ o(N) d = 2
N2h(µ?ν) +N
2−2/dαd
kd
∫
Rd
(
ρνq (x)
µ0q0
)2−2/d
dx+ o(N2−2/d) d ≥ 3
(6)
where µ?ν is a distribution minimizing the intensive energy, µ0 is the inverse unit length, q0 the unit charge
and ρνq (x) =
∫
Q
qµ?ν(q, x)dq and 〈ϕ(q)〉 =
∫
Q
ϕ(q)ν(q)dq is the mean charge. The coefficients αd are universal
constants depending on the dimension, that will be explained below.
The leading term of the energy is derived from a large-deviations principle on the double-layer empirical
distribution stated and proved in section II, together with the existence of the minimizing distribution µ?ν . This
principle further ensures that the empirical macroscopic distribution converges to the set of minima of the rate
function. From the computation of µ?ν we shall derive the limiting continuous charge distributions and hence
provide theoretical grounding for the first and second observations listed above, namely the generalized circular
law and the charge ordering and its transition (see section IV).
The sub-leading term is obtained through an expansion of the energy (splitting formula) in terms of a
functional called the heterogeneous renormalized energy, and will be rigorously demonstrated in section III.
6In the same way that minimizers of h give the macroscopic organization of the gas, the minimizers of the
renormalized energy depict its microscopic structure. From this we derive theoretical support for the third
observation listed above, namely the presence of progressive triangular lattices for g monotonic and disordered
lattices centered on a regular triangular lattice for g constant (see section IV).
II. LARGE DEVIATIONS PRINCIPLE FOR HETEROGENEOUS GASES
We now prove the asymptotic properties of heterogeneous gases. We consider a gas at non-zero tempera-
ture T = 1/β. The canonical partition function and Boltzmann-Gibbs probability measure on (Rd)N with a
prescribed empirical charge distribution νˆN =
1
N
∑N
j=1 δqj read:{
Z νˆNN =
∫
(Rd)N e
−βHNdx1 · · · dxN ,
PνˆNN (x1, . . . , xN ) =
1
Z
νˆN
N
e−βHN . (7)
We prove that the double layer empirical measure µˆN (q, x) satisfies a large-deviations principle. This problem
is reminiscent of large deviation principles for interacting diffusions with disorder developed in the context
of smooth Hamiltonian dynamics in random media [12] or for spin glasses [7]. However these large devia-
tions principles do not apply to singular interaction potentials or infinite time limits. Similar problems for
homogeneous systems with singular repulsion were addressed in the context of the eigenvalues of random ma-
trices [8–10, 18]. We extend these techniques to our case. The main contribution in this proof is precisely to
handle the heterogeneity of the charges, and specifically to ensure that the marginal distribution of charges∫
Rd µ(x, q ∈ A) dx = ν(A) for all A ⊂ Q a measurable set.
We denote byM1(Q×Rd) the set of probability measures on Q×Rd and equip the space with the Vasserstein
distance. We introduce the rate function restricted to the space Mν of probability measures on M1(Q × Rd)
with marginal charge density ν:
Iν :
{
Mν 7→ R
µ 7→ ∫ qg(q)V (x)dµ(q, x)− ∫ ∫ qq′W (|x− x′|)dµ(q, x)dµ(q′, x′)−Kν (8)
where Kν is the minimal value of the intensive energy h on Mν .
Let us consider a sequence of double-layer empirical measures µˆN , with a marginal charge distribution denoted
νˆN (atoms are a sample of size N drawn according to ν). The charge distribution νˆN converges weakly to ν. The
sequence (µˆN ) is not necessarily contained in Mν and therefore, it does not satisfy a large-deviation principle
in Mν . However, for any sequence of empirical measures of charges {νˆN}N∈N∗ in M1(Q) such that νˆN ⇀ ν
when N → ∞, we will show that the set of double-layer empirical measures conditioned on having a marginal
charge density νˆN :
MνˆN = {µ ∈M1(Q× Rd) :
∫
µ(q, x)dx = νˆN (q)}
do satisfy logarithmic upper and lower bounds similar to the classical large-deviation principles with speed N2
for homogeneous gases, allowing to show convergence estimates along arbitrary sequences {νˆN (q)}N∈N∗ . These
properties imply that the system of heterogeneous particles converges, as N → ∞, towards the minimizers of
the rate function computed section IV.
The scheme of the proof is the same in all dimensions and for any type of interaction. The upper bound
is proven by direct evaluation of the probability density. The lower bound is slightly more complex. In [8],
the authors propose an elegant construction of a particular set of points on the real line, from which they
construct a measure whose probability compares to the rate function and lower-bounds the probability we aim
at controlling. This construction was generalized in [9] where the points now belong to the positive half-plane
H and very recently in [10] to points living in Rd (basis of the proofs proposed in section 1). In our case of
double-layer distributions, one can use these constructions in order to approximate the particle density ρ and
then attribute a charge to each particle.
7We expose the proof fully in the case of the two-dimensional Coulomb gas and outline the main differences
of the extensions to other dimensions or interaction kernels in appendix A.
Lemma 1. For Coulomb gases in dimension 2, the map Iν is a good rate function, i.e.:
(i). it is lower semi-continuous;
(ii). it has compact level sets in Mν ;
(iii). Iν is convex on Mν .
This implies that Iν is a well-defined good rate function.
Proof. Let us first prove some general results, valid in arbitrary dimension, on the intensive energy. We introduce
the linear map:
ϕ :
{M1(Q× Rd) 7→ M(Rd)2
µ 7→
( ∫
Q
qg(q)dµ(q, x) ,
∫
Q
qdµ(q, x)
) .
The components of this vector are not probability measures: these are positive measures with total mass
(
∫
Q×Rd qg(q)dµ(q, x),
∫
Q×Rd qdµ(q, x)). In particular, onMν , the image of ϕ is the spaceM〈qg〉(Rd)×M〈q〉(Rd)
where Ma(Rd) is the set of positive measures with mass a and 〈χ(q)〉 =
∫
Q
χ(q)dν(q). The intensive energy h
is the combination of the map h˜ and ϕ, where h˜ is defined as:
h˜ :
{
M(Rd)2 7→ R
(ρqg, ρq) 7→
∫
Rd V (x)dρqg(x)−
∫
Rd×Rd\DW (|x− x′|)dρq(x)dρq(x′)
.
The first term is linear. The second term is quadratic, and identical to the one involved in large-deviations
principles of d-dimensional homogeneous Coulomb gases. For d = 2, it was shown in [8, 9] that the map
ρ ∈M1(R2) 7→
∫
R2
|x|2dρ(x)−
∫
R2×R2\D
W (|x− x′|)dρ(x)dρ(x′)
is a good convex rate function, i.e. lower semi-continuous with compact level sets. Therefore the map
ρq ∈M〈q〉(R2) 7→ −
∫
R2×R2\D
W (|x− x′|)dρq(x)dρq(x′),
is convex and h˜ is a good rate function.
Since the map ϕ is continuous, the intensive energy is therefore lower semi-continuous and lowerbounded.
Convexity of Iν stems from the convexity of h˜ and the linearity of ϕ. Compactness of the level sets arises from
the fact the map ϕ is a bounded operator for the Wasserstein distance.
Remark 2. The rate function of homogeneous gases is actually strictly convex, and has a unique minimum.
Here, this is not necessarily the case. Indeed, the rate function at µ ∈M1(Q×R2) only depends on ϕ(µ), it is
therefore constant on the sets
Mρ1,ρ2 =
{
µ ∈M1(Q× Rd) ;
∫
Q
qg(q)dµ(q, x) = ρ1(x) and
∫
Q
qdµ(q, x) = ρ2(x)
}
.
These may be reduced to a single point: we will show that this is the case for Coulomb gases with strictly
monotonic g.
8Theorem 1. For any µ ∈Mν , we have:
lim
δ↘0
lim sup
N→∞
1
βN2
logP[µˆN ∈MνˆN ∩B(µ, δ)] ≤ −Iν(µ)
lim
δ↘0
lim inf
N→∞
1
βN2
logP[µˆN ∈MνˆN ∩B(µ, δ)] ≥ −Iν(µ) .
where B(µ, δ) is the Le´vy ball of radius δ centered at µ. This implies that
lim
N→∞
d(µˆN ,Λ?ν) = 0
where Λ?ν is the set of distributions µ
?
ν of Mν minimizing Iν .
Proof. The first inequality (upper bound) is proved directly by considering the joint eigenvalue density:
PνˆNN (B(µ, δ) ∩MνˆN ) ≤
1
Z νˆNN
∫
(Rd)N
dx1 · · · dxN1B(µ,δ)∩MνˆN exp(−βN
2hA(µˆN ))
where hA(µˆN ) = min (A, h(µˆN )), µˆN is defined as in (3). We hence have:
PνˆNN (B(µ, δ) ∩MνˆN ) ≤
1
Z νˆNN
∫
(Rd)N
dx1 · · · dxN1B(µ,δ)∩MνˆN exp
(
− inf
µˆN∈B(µ,δ)∩MνˆN
βN2hA(µˆN )
)
taking the log and dividing by βN2 we obtain:
1
βN2
log(PνˆNN (B(µ, δ) ∩MνˆN )) ≤ −
log(Z νˆNN )
βN2
− inf
µˆN∈B(µ,δ)∩MνˆN
hA(µˆN ) + o(1).
Asymptotically, when N → ∞, the first term is bounded by Kν := minµ∈Mν h(µ). Actually, log(Z νˆNN )/βN2
converges to Kν , as shown in [9] and which can be seen through a saddle-point argument. The right hand side
of the inequality still depends on the choice of the sequence νˆN . We note that hA is continuous for the weak
topology (see [9, lemma 2.4]). Therefore, under our assumption that νˆN (q) ⇀ ν we can conclude that:
lim sup
N→∞
1
βN2
log(PνˆNN (B(µ, δ) ∩MνˆN )) ≤ Kν − inf
µ∗∈B(µ,δ)∩Mν
hA(µ
∗)
and using the lower semi-continuity property,
lim
δ↘0
lim sup
N→∞
1
βN2
log(PνˆNN (B(µ, δ) ∩MνˆN )) ≤ Kν − hA(µ).
The upperbound follows by letting A to infinity and using the monotone convergence theorem.
The particle distribution ρ is approximated by an empirical distribution as was done in the case of homo-
geneous gases in [9, lemma 2.5]. Indeed, using the same arguments, we may assume that the particle density
ρ on Rd is absolutely continuous with respect to Lebesgue’s measure with a bounded and everywhere positive
density. This is possible since any distribution ρ can be approximated by such a smooth distribution ρε, and the
rate function on these approximations Iν(ρε) converges to Iν(ρ), see [9, lemma 2.2.]. We can therefore define
a square C in R2 containing at least (1 − 1/N) of the particles. The ensemble C can be decomposed into D
disjoint squares {Bl}l∈{1,...,D} of length proportional to 1/
√
N , in each of which are placed a number of points
al based on the density ρ in each of these squares. Such a construction yields an empirical measure whose mass
is smaller that one. This is completed by adding points outside C. We therefore constructed a set of N points
(X˜1, · · · , X˜N ) ∈ (R2)N , which moreover satisfy the important properties:
(i). the number of points X˜j is related to the mass contained in the square they are contained in,
9(ii). the distance to the boundary of the square, as well as distances between two points, are lower-bounded
by C/
√
N for some constant C.
The thus constructed empirical distribution is close from ρ, in the sense that the distance (in total variation)
between these two measures is arbitrarily small as soon as sufficiently fine partitions of C are considered.
Based on this construction, we derive a set of double-layer empirical measure by attributing charges according
to νˆN . There are at most N ! possible distributions corresponding to the charges.
For sufficiently small ε > 0 we can define small non-overlapping balls centered at X˜i with radius ε/N . The
union of these balls is denoted Dε. From this construction, following exactly the same algebra as in [9], we obtain:
PνˆNN (B(µ, δ) ∩MνˆN ) ≥
∑
σ∈SN
BN
Z νˆNN
exp
(
− βN
N∑
i=1
qσ(i)g(qσ(i))V (X˜i)
+ β
N∑
i=1
∑
j 6=i
qσ(i)qσ(j)W (|X˜i − X˜j |)− β log(1− 2ε
C
)
)
where C denotes a constant independent ofN (possibly depending on the parameter ε), BN a constant depending
on all parameters such that log(BN ) = o(N). We noted SN the set of permutations of {1 · · ·N}, which is of
size N !. We therefore have:
PνˆNN (B(µ, δ) ∩MνˆN ) ≥ N !
BN
Z νˆNN
exp
(− βN2h(µ) +R(ε,N)),
where R(ε,N) tends to zero when ε→ 0, and is negligible compared to N as N →∞. This term can be obtained
explicitly using the same techniques as in [9], and bounded taking into account the fact that the charges belong
to a bounded interval Q. From this expression, one can now see that:
1
βN2
log(PνˆNN (B(µ, δ) ∩MνˆN )) ≥ −
log(Z νˆNN )
βN2
− h(µ) + log(N !)
βN2
+ o(1)
and therefore in the limit N →∞, then ε→ 0, we conclude that:
lim
δ↘0
lim inf
N→∞
1
βN2
log(PνˆNN (B(µ, δ) ∩MνˆN )) ≥ Kν − h(µ)
which ends the proof of upper and lower bounds.
In particular these inequalities imply that for any A ⊂Mν ,
− inf
µ∈A˚
Iν(µ) ≤ lim
δ↘0
lim inf
N→∞
1
βN2
logP[µˆN ∈MνˆN ∩ Aδ]
≤ lim
δ↘0
lim sup
N→∞
1
βN2
logP[µˆN ∈MνˆN ∩ Aδ] ≤ − inf
µ∈A¯
Iν(µ)
where Aδ = {µ ∈M1(Q×Rd), d(µ,A) ≤ δ} where d is the Wasserstein distance, and A˚ (respectively A¯) denote
the interior (resp, the closure) of A in Mν . The convergence result is a classical consequence of these bounds
together with the Borel Cantelli lemma.
Remark 3. If there is uniqueness of the minimizer, then the system is self-averaging, i.e. that for any sequence
νˆN , the equilibrium distribution of the gas is identical and is the unique minimizer of Iν . This means that we
have a quenched convergence theorem, i.e. that for almost all realization of the charges, the system converges
towards the same distribution.
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III. THE HETEROGENEOUS RENORMALIZED ENERGY
The large deviation principle provides the leading term of the energy, which is of order N2. Minimization
of the leading term of the energy generally yields macroscopic distributions, and large particle systems sample
these distributions in densely packed particle ensembles. There are several ways to organize microscopically
so that, in the thermodynamic limit, one obtains a given macroscopic distribution. In order to characterize
the microscopic properties, the method proposed in [25, 27, 28] consists in computing next to leading order
terms in the N -particles energy. These are related to the renormalized energy through the so-called splitting
formula and take into account the effect of local and self interactions. These interactions are due to the fact
that the particles are actualy punctual which has no impact on the macroscopic scale. Equilibrium microscopic
configurations at vanishing temperature are minimizers of these additional terms [1].
One fundamental distinction between homogeneous and heterogeneous gases is that heterogeneity breaks the
particle exchange symmetry so that the location of the particles is, in the very definition of the energy, entangled
with the value of their charge. We will here introduce the definition of the heterogeneous renormalized energy
in arbitrary dimension and show the splitting formula relating the N -particles energy to the heterogeneous
renormalized energy functional. We distinguish two situations: (i) the case where g is monotonic, in which case
we have a unique minimum of the rate function as shown in section IV, and (ii) the case where g is constant, in
which case we have infinitely many minima of the rate function, all satisfying the fact that ρq is a circular law.
As in previous sections, these results apply to the Coulomb gas. Generalizations are outlined in appendix A.
III.1. Strictly monotonic g
We start by defining the N -particles heterogeneous renormalized energy for systems with finite N and later
we will show its relation to the N order terms of the energy through the splitting formula.
Definition 1 (N -particles Heterogeneous Renormalized Energy). Let m ∈ M1(Q × Rd) be a double-layer
probability measure such that
∫
f(q)dm(q, x) ∈ C0(Rd) for all continuous function f . Let E be the vector field
given by
∇ · E(x) =
∫
Q
qkd(dµΛ(q, x)− dm(q, x)) ∇× E = 0
with µΛ =
∑
(q,x)∈Λ δ(q,x) and Λ is a discrete set of points of Q× Rd.
For χ : Rd 7→ R a continuous function, the N -particles heterogeneous renormalized energy of the vector field
E is defined as:
E(E,χ) = lim
η→0
1
2
∫
Rd\∪(q,x)∈ΛB(x,η)
χ(y)|E(y)|2 dy − kdW (η)
∑
(q,x)∈Λ
χ(x)q2
 .
When the system is homogeneous and all particles have charge q = 1, this functional corresponds to the
N -particles renormalized energy in [27, 28].
Proposition 1. This quantity is indeed well defined.
Proof. Thanks to the properties of the Coulomb gas and Laplace operators, for (q, x) ∈ Λ, we can write the
vector field E in the neighborhood of x as E(y) = q(∇yW (y − x) + f(y)) where f has no singularity at x (it is
C1 at x), therefore the added term precisely compensates the divergence of the integral. The definition of the
limit follows (see also the proof of theorem 2).
For heterogeneous gases, in the case where there exists a unique minimizer of the rate function (or when the
system converges towards a uniquely defined measure µ?ν), the N -particles energy satisfies the following splitting
formula:
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Theorem 2 (Splitting formula). The N -particles energy satisfies the following decomposition, for µ˜N = NµˆN .
HN = H(µ˜N ) = N
2I(µ?ν) + 2N
∫
ζ(q, x)dµ˜N (q, x) +
1
kd
E(∇EN ,1Rd) (9)
where
ζ(q, x) =
g(q)
2
V (x) + q
∫
Q×Rd
q′W (|x− x′|)dµ?ν(q′, x′) (10)
and
EN (x) = −kd
∫
Q
q∆−1x (µ˜N −Nµ?ν) =
∫
Q×Rd
qW (|x− x′|)d(µ˜N −Nµ?ν)(q, x′).
Proof. This theorem is proved by thoroughly evaluating the N particles energy around its limit µ?ν . Let us
denote D ⊂ Rd × Rd the diagonal {(x, x);x ∈ Rd}. We have:
HN := H(q1, · · · , qN , x1, · · · , xN ) = N
∫
Q×Rd
qg(q)V (x)dµ˜N (q, x)
−
∫
Q×Rd
∫
Q×Rd
qq′W (|x− x′|)dµ˜N (q, x)dµ˜N (q′, x′)
and by defining δN = (µ˜N −Nµ?ν), we obtain:
HN = N
2I(µ?ν) + 2N
∫
Q×Rd
ζ(q, x)dδN (q, x)−
∫
Q×Q×Dc
qq′W (|x− x′|)dδN (q, x)dδN (q′, x′) (11)
with ζ given by equation (10). We remark that:{
ζ(q, x) = 0 x ∈ supp(µ?ν)
∆ζ(q, x) = g(q)2 ∆V (x) x /∈ supp(µ?ν)
.
The vanishing of ζ within the support in Rd of µ?ν stems from the evaluation of the forces at equilibrium
performed in section IV. The second term thus corresponds precisely to that of the splitting formula (9). It
only remains to show that the last term can be written in terms of the renormalized energy.
First of all, since µ˜N and Nµ
?
ν have the same mass and compact support, EN (x) = O(1/|x|) and ∇EN (x) =
O(1/|x|2) at infinity. Therefore we first approximate the integral term in definition 1 by an integral over a finite
domain and use the Green formula:∫
B(0,R)\∪Ni=1B(xi,η)
|∇EN (x)|2dx =
∫
∂BR
EN (x)∇EN (x) · e+
N∑
i=1
∫
∂B(xi,η)
EN∇EN · e
−
∫
B(0,R)\∪Ni=1B(xi,η)
EN (x)∆EN (x) dx
where e generically denotes the outer unit normal vector of the surface considered. The first term vanishes when
R→∞ from the decay properties of EN . The last term is precisely equal to
−kd
∫
Q
∫
B(0,R)\∪Ni=1B(xi,η)
qEN (x)dδN (q, x) = Nkd
∫
Q
∫
B(0,R)\∪Ni=1B(xi,η)
qEN (x)dµ
?
ν(q, x)
because the integral is taken outside of the support of µ˜N . The integral on the contour of the balls around
the singularities can be computed by splitting the function EN (x) into a singular and a regular part in the
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neighborhood of each particle. In detail, we define the vector field EiN (x) = EN (x)− qiW (|x− xi|) which is C1
at xi, hence, as η → 0, we have,∫
∂B(xi,η)
EN (x)∇EN · e = kdqi(qiW (η) + EiN (xi)) + o(1),
and hence,
∫
B(0,R)\∪Ni=1B(xi,η)
|∇EN (x)|2dx = kdW (η)
N∑
i=1
q2i + kd
N∑
i=1
qiE
i
N (xi)
−Nkd
∫
Q
∫
B(0,R)\∪Ni=1B(xi,η)
qEN (x)dµ
?
ν(q, x) + o(1) . (12)
Letting R→∞ and η → 0, we have, by definition:
E(∇EN ,1R2) = kd
N∑
i=1
qiE
i
N (xi)−Nkd
∫
Q
∫
Rd
qEN (x)dµ
?
ν(q, x) . (13)
Moreover, since EiN (x) =
∫
Q×Rd qW (|x− x′|)d[δN (x)− δ(qi,xi)], we have:∫
Q×Rd\{xi}
qW (|xi − x|)dδN (q, x) = EiN (xi),
and at non-singular points for µ˜N :∫
Q×Rd\{x}
qW (|xi − x|)dδN (q, x) = EN (x).
All together, we have:∫
Q×Q×Dc
qq′W (|x− y|)dδN (q, x)dδN (q′, y) =
N∑
i=1
qiE
i
N (xi)−N
∫
Q×Rd
qEN (x)dµ
?
ν(q, x),
which, together with equation (13), finishes the proof.
Here, in order to deal with the singularities in W we truncate the interaction potential inside the balls of
radius η centered on the position of the particles similarly to [27, 28]. In [25] an alternative definition of the
N -particles renormailzed energy is used where instead of truncating the interaction potential they use smeared
charges. In that case the proof of the splitting formula is slightly different but it could also be adapted for
heterogeneous gases. In [25] the authors analyze the advantages and disadvantages of using either definition.
In order to evaluate the impact of local interactions on these energy terms we have to blow up the system, i.e.
rescale the particles position to a scale where they are not densely packed. Defining x′i = N
1/dxi the rescaled
version of (9) yields formulae similar to those of the homogeneous gas.
Corollary 1 (Scaling properties). Defining E′N (x) =
∫
Q×Rd qW (|x− x′|)
(∑N
i=1 δ(qi,x′i) − µ?ν(q,N−1/dx′)
)
, we
have:
HN =

N2I(µ?ν) + 2N
∫
ζ(q, x)dµ˜N (q, x) +
1
kd
E(∇E′N ,1Rd)−
logN
2
N∑
i=1
q2i d = 2
N2I(µ?ν) + 2N
∫
ζ(q, x)dµ˜N (q, x) +
N1−2/d
kd
E(∇E′N ,1Rd) d ≥ 3
(14)
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Proof. Indeed, by the change of variable formula, we have:∫
Rd\∪Ni=1B(xi,η)
|∇EN (x)|2dx = N1−2/d
∫
Rd\∪Ni=1B(x′i,N1/dη)
|∇E′N (x′)|2dx′.
Moreover, by definition, we have:
W (η) =

W (η
√
N) + 12 log(N) d = 2
N1−2/dW (ηN1/d) d ≥ 3
Therefore, by definition of the renormalized energy, we obtain:
E(|∇EN |,1Rd) =

E(|∇E′N |,1Rd)−
1
2
logN
N∑
i=1
q2i d = 2
N1−2/dE(|∇E′N |,1Rd) d ≥ 3.
Using the result of theorem 2 ends the proof.
These results provide first-order corrections to the N -particles energy. The evaluation of the N →∞ limit of
this quantity presents several difficulties and has to be carried out carefully. The first problem one encounters
is that the integral (12) has a singularity when R = |xi|. Since in the N →∞ limit particles are spread all over
Rd the R→∞ limit of this integral is not well defined. To deal with this problem one uses a continuous cutoff
function χR with support in BR and equal to 1 on BR−1 [2].
Furthermore, E scales as N , so in order to have a bounded quantity we use an energy density. In detail, we
now consider measures µ such that{
µ =
∑
(q,x)∈Λ δ(q,x)where Λ is a discrete (possibly infinite) subset of Q× Rd
µ(Q×BR)
|BR| is bounded by a constant independent of R > 1.
(15)
Under this assumption, the renormalized energy E(µ, χR) diverges as |BR|. One may then define an Averaged
Renormalized Energy as in [25, 27, 28]:
Definition 2 (Averaged Heterogeneous Renormalized Energy).
E∞(E) = lim sup
R→∞
E(E,χR)
|BR| .
Let us now fix m(x) a continuous density function in Rd and define Am(x) the set of vector fields E such that:
∇ · E(x) = kd
(∫
Q
qµ(q, x)dq −m(x) q0µ0
)
, ∇× E = 0
with µ a distribution of charge satisfying hypotheses (15). Similarly to what is proved for homogeneous Coulomb
gases in [25, 27], the next-to-leading order term in the N -particles heterogeneous gas energy is equivalent to N
times the averaged heterogeneous renormalized energy, and its minimum on the set of vector fields Am(x) can
be expressed as
min
Am(x)
E∞(|∇E|) =
{
m(x) α2 + 〈q2〉µm(x)2 logm(x) d = 2
m(x)2−2/dαd d ≥ 3.
(16)
with αd the minimum of the renormalized energy density on A1 (we recall that q0 > 0 the charge unit and µ0
the unit density).
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It is not in the scope of this work to give a formal proof of this statement that shall follow the steps of the
general theory developed for homogeneous gases. We nevertheless outline the main ideas behind it, and the
interested reader is referred to [25, 28] for more details. In order to demonstrate these properties, one can start
by noting that the scaling property used in the proof of corollary 1 allows showing that, if E ∈ Am with m > 0
constant, then the vector field E′(x) = 1
m1−1/dE(
x
m1/d
) (belonging to A1) satisfies the relationship:
E∞(|∇E|) =
{
m E∞(|∇E′|) + 〈q2〉µm
2
log(m) d = 2
m2−2/dE∞(|∇E′|) d ≥ 3.
Thanks to this one-to-one correspondence between elements of Am and elements of A1, if a minimum of the
averaged renormalized energy on A1 exists, then a minimum exists on all Am and relationship (16) is valid.
Proving these results therefore amounts to showing that (i) the next-to-leading order term in expansion of
the energy is N times the averaged heterogeneous renormalized energy, (ii) there exists a minimum of the
renormalized energy on A1 and (iii) the latter scaling relationship extends to non uniform measures. A rigorous
proof would require upperbounding and lowerbounding the N →∞ limit of the N -particles renormailzed energy.
This is performed by introducing a group of translations that involve the averaged renormalized energy and
applying specific results of ergodic theory proved in [28]. Physically, (iii) relies on the fact that the renormalized
energy is a very local quantity depending only on the environment of the charges at a distance of order N−1/d.
The result follows from averaging over the possible charges in a small open set around location x ∈ Rd, at which
scale the averaged background charge density is essentially uniform equal to ρq(x) =
∫
Q
µ?ν(x, q)dq.
Let us emphasize that the limit expression is understood in an annealed sense: it depends on the average charge
at a specific location. Therefore, for one given realization of the gas, it may not directly relate to the microscopic
arrangements. This will however be the case when the value of the charge at equilibrium at a specific location is
deterministic. Besides the trivial case of homogeneous gases, we will demonstrate in section IV that this is the
case for g monotonic. In that situation, the particles at equilibrium arrange deterministically according to their
charges, and the equilibrium distribution splits as µ?ν(q, x) = δq(x)ρ(x). Therefore, microscopic arrangements
minimize the renormalized energy (6).
III.2. Constant g
When g is constant, the energy can be written only in terms of the charge density ρ˜Nq (x) = Nρ
N
q (x) =∑N
j=1 qjδxj (x):
HN = N
∫
Rd
V (x)dρ˜Nq (x)−
∫ ∫
Rd×Rd\D
W (|x− x′|)dρ˜Nq (x)dρ˜Nq (x′)
Moreover, we note (see also the remark in the proof of lemma 1) that the good rate function in the situation
g constant only depends on ρq. We will demonstrate in section IV that the minimization of this energy yields
an equilibrium distribution ρq which is a circular law. This scenario can be seen, in that view, as a particular
case of the work developed for homogeneous gases. The works of [25, 27] ensure that the ground state of the N
particles energy enjoys the expansion:
N2h(ρνq )−
〈q2〉
2
N logN +N
(
α2
2pi
〈q〉 − 1
2
∫
R2
log
(
ρνq (x)
)
ρνq (x)dx
)
+ o(N) d = 2
N2h(ρνq ) +N
2−2/dαd
kd
∫
Rd
(ρνq (x))
2−2/ddx+ o(N2−2/d) d ≥ 3
(17)
where we denoted h(ρνq ) the common value of the energy for any double-layer distribution with charge distri-
bution ρνq . This is again, exactly formula (6). But in that case, the averaging over charges involved in the
calculation of the renormalized energy is non-trivial, since, as we will see in section IV, at equilibrium, there is
no correlation between the charge and the position of a particle. The averaged result does not directly provide
information on the microscopic arrangements for a given realization (see section IV.2).
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IV. ENERGY MINIMIZERS
After establishing the mathematical results of the paper in sections II and III, in this section we show how
the properties of the stationary distribution of the heterogeneous gas are derived from the evaluation of the
terms in the expansion of the energy (6).
IV.1. Intensive energy minimizers and the equilibrium of forces
Due to the large deviation principles (see section II), the stationary distribution of the gas in the thermody-
namic limit is obtained through the minimization of the leading term of the energy. In other words, equilibrium
distributions are measures that minimize the rate function Iν and hence enjoy the following property:
Proposition 2. The minimizer µ?ν of the rate function Iν is such that each particle is at a classical equilibrium,
i.e. the forces acting on each particle cancel out.
Proof. This is a consequence of the fact that the rate function is proportional to the energy. The minimizer of
the rate function µ?ν(q, x) satisfies
dIν(µ)
dµ
∣∣∣∣
µ=µ?ν
(ϕ) =
∫
q′
(
g(q′)V (x′)− 2
∫
qW (|x′ − x|)dµ?ν(q, x)
)
dϕ(q′, x′) = 0
for any ϕ a signed measure on Q × Rd such that ∫ ϕ = 0. Therefore, there exists a constant C independent
of x′ and q′ such that g(q′)V (x′) − 2 ∫ qW (|x′ − x|)dµ?ν(q, x) = C. Taking the gradient with respect to x′ one
obtains
g(q′)∇V (x′)− 2
∫
q∇x′W (|x′ − x|)dµ?ν(q, x) = 0 . (18)
On the other hand, for an empirical distribution µ(q, x) the total force acting on particle with charge qi at
position xi is
Fi(µ(q, x)) = −∇xiH(µ(q, x)) = −N2 qi
(
g(qi)∇V (xi)− 2
∫
q∇xiW (|xi − x|)dµ(q, x)
)
(19)
and therefore Fi(µ
?
ν(q, x)) = 0 for all i.
This simple and intuitive property provides a convenient method to evaluate the minimizer of the rate function
through the analysis of the forces acting on the particles. This equation yields complete characterization of the
macroscopic stationary distribution.
The analysis of sub-leading terms of the energy provides further information on the asymptotic distributions
of the heterogeneous gas. Specifically, it allows characterizing the microscopic configurations of the gas at
equilibrium. However, this holds in an averaged sense (annealed): the closed-form formulae of the energy hold
for the distribution ρq(x) =
∫
Q
qµ?ν(q, x). We discuss here the annealed and quenched microscopic arrangements
of the particles: we will show that though the averaged lattice in the situation g = 1 is a regular Abrikosov
lattice, quenched configurations are disordered. In the cases where g is strictly monotonic, quenched and
annealed arrangements are identical, and correspond to what will call pseudo-regular progressive lattices.
We distinguish three cases: (i) constant g, (ii) strictly monotonic g for multi-component gases (gases whose
charges belong to a finite set), and (iii) strictly monotonic g for gases with continuous charge distributions.
IV.2. Constant g: Multiple equilibria, disordered gases and disordered lattices
We consider in this section that g is constant. We start by characterizing the macroscopic properties of the
gas before characterizing the microscopic arrangements of the charges
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Equilibria of the rate function
In this case, formula (19) ensures that a particle with charge q will be at equilibrium anywhere on the support
of the measure: the rate function does not constrain the position of the particles depending on their charge.
Actually, from (18) we have:
ρνq (x) =
1
kd
∆V (x), (20)
which ensures that ρq(x) is has uniform density d/kd on its support. The support of this distribution is hence
the ball of radius
R =
(
kd〈q〉
d|Bd|
) 1
d
.
Moreover, all double layer measures µ with charge distribution given by (20) have the same value of the intensive
energy, since for g constant, this quantity can be written as:
h(µ) =
∫
Rd
V (x)dρq(x)−
∫ ∫
Rd×Rd\D
W (|x− x′|)dρq(x)dρq(x′).
In this situation the rate function does not have a unique minimum. Depending on the initial distribution of
the charges, the system may converge to different equilibria that have the same macroscopic energy. Moreover,
they also have the same renormalized energy, since formula (11) only depends on ρq.
Among the minimizers, some are perfectly ordered (the values of the charge are monotonic with respect
to the radius), some are partially ordered. A unique distribution corresponds to a disordered case in which
charge and position are independent. This is given by the distribution ν(q) ⊗ ρ?(x) where ρ? is the circular
law of radius R. This distribution is of maximal entropy since the it maximizes the possible microscopic
configurations compared to any distribution with a correlation between charge and position. Actually, the
number of microscopic configurations in the disordered case is overwhelming compared to any other ordered or
partially ordered configuration. If the initial configuration is disordered or the temperature is larger than zero,
the system will randomly wander on the space of minima (and surroundings) and disordered configurations will
be more likely than ordered ones. This is what we observed in the middle plot of Fig. 1.
The disordered lattice
Since at equilibrium the charge is not a deterministic function of the position, the renormalized energy does
not provide information about the microscopic arrangements for one given realization of a heterogeneous gas [3]
as discussed in section III.1.
Actually, the microscopic arrangement for one given realization (termed quenched arrangement) depends on
the specific shape of the minimizer. In the, most likely, disordered case, charge and position of the particles
are independent and the density of the gas is ν(q)⊗ ρ(x) where ρ is a circular law. In that case, the quenched
microscopic arrangement of the particles will not be regular since the interactions that govern these arrangements
are heterogeneous in space due to the charges heterogeneity. The quenched lattice obtained is therefore irregular,
and the precise spacing between the particles is correlated to the charges of the particles. This is visible in a
simple case when considering the statistics of the minimal distances between charges at zero temperature for
gas made of two different charges q1 < q2 (Fig. 2). We clearly observe three typical distances emerging: the
typical distance between two particles of charges q1 (small distances), that between particles of charge q2 (large
distances), and that between particles of charges q1 and q2 (intermediate distances). The relative representation
of these distances vary as a function of the proportion of particles of each charge q1. The disorder in the
microscopic configurations is also visible from the analysis of the local two-points correlation functions G(r0, r)
of the blow-up configuration (see Fig. 7). This quantity provides the probability density of finding a particle
at a distance r away from a particle at x0 with |x0| = r0. The obtained local correlations functions for g = 1
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FIG. 2: The disordered lattice: (a) scatter plot of a two-components gas (90% of particles with charge q1 = 1,
10% with q2 = 3) with g(q) = 1 and N = 1000. We observe the disorder in the microscopic organization of the
charges. (b) Distribution of the distance to the nearest neighbor for the same two-components gas (N = 500, 8
independent realizations) and different proportions of each type. For a majority of charges q1 (resp. q2) the
histogram peaks at a small (resp. large) distance, while for equal proportions the peak arises at the
intermediate distance.
show two phenomena: (i) the function does not depend on r0 and (ii) the spatial scale of the damping of the
correlations is small (much smaller than that of the homogeneous gas), illustrating the fact that the microscopic
arrangements for a given realization are much less correlated, or in other words, much more disordered.
IV.3. Multicomponent gases and monotonic g
Macroscopic Equilibrium
When the map g is strictly monotonic, the sign of the force acting on the particle i depends on qi and hence
so does the equilibrium position. This dependence induces strong correlations between the charge and the
position of the particles. Indeed, for g strictly increasing, if a particle of charge q is at equilibrium on the sphere
of radius r, particles with larger charge will experience stronger confinement and will be pulled towards the
origin, while particles with smaller charge will be pushed away from the origin. The converse happens when g
is strictly decreasing. As a consequence, at equilibrium, the particles are ordered with respect to their charges,
and particles on the surface of a given sphere have all the same charge value.
The precise shape of the particle and charge densities depends strongly on ν. If the charges take discrete values
q1 < · · · < qm with distinct proportions (νi, i = 1 · · ·m), i.e. for a charge distribution equal to ν(q) =
∑m
i=1 νiδqi ,
the particles can be classified into a finite number m of populations according to their charge. Because of the
spherical symmetry of the problem, the different populations form concentric spherical shells of increasing
(decreasing) charge for g strictly decreasing (resp. increasing). Because of the properties of the confinement
and interaction potentials in Coulomb gases, the shell associated to population i has a uniform particle density
d g(qi)
kdqi
. Indeed, using (2) and (18) one obtains:
g(qi)d = kd
∫
Q
qµ(q, x)dq = kd qi ρ(x).
In order to completely describe the charge distribution, we only need to compute the radii of the shells corre-
sponding to each population. Using the fact that charges are ordered, the inner radius of the shell for population
i, noted r−i , can be readily found using equation (19). The outer radius, noted r
+
i , is found using the fact that
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the fraction of particles of charge qi is equal to νi. We obtain the following expressions:
r−i =
 cd
g(qi)
∑
j∈J
qjνj
 1d , r+i = ((r−i )d + qi νi kdd g(qi) |Bd|
) 1
d
(21)
where J = {i+1, . . . ,m} for g increasing, and J = {1, . . . , i−1} for g decreasing. Interestingly, the charges are
strictly segregated by empty shells. Indeed, for j = i+ 1 (j = i− 1) for g strictly decreasing (resp. increasing):
(r+i )
d − (r−j )d = (r−i )d
(
1− g(qi)
g(qj)
)
+
νi qi
g(qj)
(
kd
d |Bd| − cd
g(qi)
g(qj)
)
< 0
because (i) g(qi)g(qj) > 1 hence the first term is strictly negative and (ii) the geometric constants are such that
kd
d |Bd| = cd
|Sd−1|
d|Bd| = cd.
Figure 3 shows that numerical simulations of the stationary distribution of a finite-sized multicomponent gas
clearly display the concentric separated shell structure predicted theoretically with borders that are in good
quantitative agreement with the analytic expressions.
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FIG. 3: Scatter plot of the stationary distribution obtained from the simulation of a two dimensional Coulomb
gas with N = 600 particles, where 1/3 of the particles have unit charge (blue), 1/3 have charge two (green)
and 1/3 have charge three (red). The particles separate into three disjoint shells according to their charge.
The black lines are the theoretical values of the borders r− and r+ for each shell for an infinite gas (see text
for the expressions).
Microscopic arrangements
Since particles arrange into disjoint shells on which the distribution is uniform and charge is constant, the
minimized energy in each shell is analogous to that of homogeneous Coulomb gases with charge given by the
charge of the shell. In detail, for quantified charges (qj , j ∈ J ), the distribution being equal to:
µ?ν(q, x) =
∑
j∈J
δqjνj1r−j ≤|x|≤r+j ,
the order N term of the energy (expressed through the renormalized energy functional) is the sum over all
shells of the renormalized energy in each shell, as visible by injecting the above formula into (6). Therefore,
the microscopic configuration corresponds to arrangements that minimize the renormalized energy in each shell,
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conjectured to be the Abrikosov triangular lattice in the two-dimensional Coulomb gas. The spacing between
particles however depends on the charge of the shell considered, and progressively changes with the radius.
Multi-component two-dimensional Coulomb gases therefore produce disjoint mixtures of Abrikosov lattices. In
higher dimensions, the arrangement is also identical to that of an homogeneous gas in each shell, conjectured
to be a regular lattice.
IV.4. Continuous charge distributions
Macroscopic distributions
We now consider a gas with a charge distribution ν absolutely continuous with respect to Lebesgue’s measure
(with no atoms), with a continuous support [4]. This case can be heuristically seen as a continuous limit of
the multicomponent gas. In that limit, the shells become increasingly fine and close to each other, yielding a
continuous particle and charge distribution, and a smooth dependence of the charge with respect to the radius.
In particular, spherical symmetry and the properties of Coulomb interaction allow to compute the force (19)
and obtain the following implicit equation describing the equilibrium of a particle with charge qi at position ri:
ri =
(
cd
g(qi)
∫ ri
0
ρνq (r)r
d−1dr
)1/d
. (22)
Moreover, the charge of the particles at location r, q(r), is a continuous and strictly monotonic map, therefore
invertible. We denote by r(q) its inverse. This allows to solve analytically the implicit equation (22). First of all,
using the change of variables formula, the particle density can be expressed in terms of the charge distribution
ν(q) and q(r) as
ρ(r)rd−1dr = ν(q(r))|q′(r)|dr . (23)
The radial charge density expresses simply as:
ρq(r) = q(r)ρ(r) .
Using equation (22) together with these two relationships, we obtain the explicit expression for r(q) as a function
of the parameters of the model:
r(q) =
(
cd
g(q)
∫ q+
q−
uν(u)du
)1/d
(24)
where [q−, q+] is the interval [qmin, q] for g strictly decreasing, and [q, qmax] for g strictly increasing. This map
is therefore strictly monotonic in both cases, and one can recover q(r), therefore compute ρ(r) and ρq(r). These
expressions of the density are valid only in a ball of finite radius R which is given by
R =
(
cd
g(q?)
〈q〉
)1/d
where g(q?) = min(g(qmin), g(qmax)). Outside of the ball thei are both equal to 0.
This analytical result is illustrated by numerical simulations (Fig. 4), performed with a uniform charge
distribution ν(q) over the interval [qmin, qmax], both in the case of increasing functions (g(q) = q) and a decreasing
function (g(q) = 1/
√
q). In the case of g(q) = q, these formulae greatly simply, and denoting δq = qmax − qmin
one obtains: 
r(q) =
(
cd(q
2
max − q2)
2 qδq
)1/d
R =
(
cd(qmax + qmin)
2 qmin
)1/d
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and the expressions of the charge and particle densities, as well as the map q(r), are given by:
q(r) = −r
d δq
cd
+
√(
rd δq
cd
)2
+ q2max
ρ(r) =
−d
kd
+
d δq rd
kd cd
√(
rdδq
cd
)2
+ q2max
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FIG. 4: Particle and charge distributions for a 2 dimensional Coulomb gas for several choices of g(q). The
solid lines are the theoretical predictions, the points correspond to the average of 100 simulations of the gas.
Standard errors are smaller than the points. N = 1000 and ν(q) uniform in Q = [1, 2].
Universality of Heterogeneous Coulomb gases
We now show that heterogeneous Coulomb gases are universal, in the sense that its equilibrium distribution
span over a wide range of radially symmetric distributions:
Theorem 3. Let g : R+ 7→ R+ be a monotonic map.
• For any radially symmetric probability distribution on Rd with bounded support and decreasing density f
along the radial axis, there exists a distribution of charge ν absolutely continuous with respect to Lebesgue’s
measure such that f is the equilibrium distribution of the heterogeneous gas with weight function g and
charge distribution ν.
• the density ν can be constructed from the analysis of a planar dynamical system.
Proof. Let g a fixed monotonic function (to fix ideas, we will assume g strictly decreasing, the same proof applies
for g increasing) and consider a radially symmetric measure with radial density f(r). We construct a charge
density ν(q) such that the empirical measure of the heterogeneous gas with charges distributed as ν converges
to f(r).
Equation (24) can be rewritten in the form:
ξ(q) :=
(
r(q)
)d
=
cd
g(q)
∫ q
qmin
uν(u)du (25)
and we have shown that this relation is invertible. We denote with a slight abuse of notations q(ξ) its inverse
and f(ξ) the composed function f(ξ(r)).
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Possible charge densities ν yielding a particle distribution f satisfy the relationship:
ν(q(ξ)) = |Sd−1|f(ξ)rd−1
∣∣∣∣drdq
∣∣∣∣ = |Sd−1|d f(ξ)
∣∣∣∣dξdq
∣∣∣∣ (26)
and using equation (25), we obtain the necessary condition
dq =
1− a(q)f(ξ)
−b(q)ξ dξ
where a(q) = |Sd−1|d
q
g(q) and b(q) =
g′(q)
g(q) . This provides an ordinary differential equation on ξ(q), with complex
dynamics. However, trajectories can be found as the solutions in the phase plane of the two-dimensional
dynamical system: {
dq
dt = F (q, ξ) = 1− a(q)f(ξ)
dξ
dt = G(q, ξ) = −b(q)ξ .
(27)
Solutions to this equation provide a set of maps ξ(q). Since we assumed g decreasing, we need to have ξ(q)
increasing, which is possible only when f is decreasing. The thus defined dynamical system has a unique fixed
point at ξ = 0 and q = qmin defined by f(0)a(qmin) = 1 (uniqueness comes from the fact that fixed points
in q are defined by the intersection of the identify and the map g(q)/f(0) which is decreasing). Left panel of
Figure 5 shows a representation of the phase plane of the system.
00
FIG. 5: Schematic represention of the phase plane of (27). Arrows indicate the direction of the vector field,
and red curve is the q-nullcline f(ξ)a(q) = 1. (Left) f decreasing. Dashed blue: non-increasing solution. Solid
blue: unstable manifold of the saddle, providing the acceptable solution ξ(q) (see proof of theorem 3). (Right)
f increasing. All solutions are non-increasing (see corollary 2).
The second point is shown as follows. The Jacobian matrix at the unique fixed point (qmin, 0) reads:( −b(qmin) 0
f ′(0)/f(0) −a′(qmin)f(0)
)
.
Since we have b(q) < 0 and a′(q) > 0, the fixed point is a saddle. Its stable manifold is the line ξ = 0 (hence
any initial condition with ξ = 0 yield trajectories such that ξ(t) = 0 for all times and q converges to qmin).
The unstable manifold of the fixed point is a solution of the problem. It is the only solution, since any solution
with initial condition ξ > 0 not on the unstable manifold either diverge or become negative for the backward
integration, before reaching ξ = 0. This ends the proof of the second point.
We eventally notice that qmax is determined by the value of q on the boundary of the support of f , and that
normalization of ν is naturally satisfied thanks to relationship (26).
The proof of the theorem is constructive. One can implement numerically the construction of the unstable
manifold of the fixed point from which closed form formulae yield the charge distribution (see Fig. 6).
As a side result of the demonstration, we can show the following general result on the distribution of particles
in heterogeneous gases:
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particle distribution of the generated heterogeneous gas. Each point is an average over 100 realizations.
(Center) Charge density ν(q). (Right) Scatter plot of one realization of the gas.
Corollary 2. The particle distribution of heterogeneous gases is a decreasing function.
Proof. The proof of theorem 3 provides a characterization of the map q(r) as a function of the particle distri-
bution f(r). When f is strictly increasing and g is decreasing (resp. increasing), the map q(r) is not increasing
(resp. decreasing) violating the charge ordering of heterogeneous gases (see right panel of Fig. 5).
Microscopic configurations and the progressive lattice
For continuous charge distributions and g monotonic, heterogeneous gases have a unique equilibrium in
which the particles are spatially arranged according to their charge. The equilibrium distribution splits as
µ?ν(q, x) = δq(x)ρ(x), where q(x) is a monotonic function of |x|. Therefore, as noted in section III.2, the
charge at equilibrium is a deterministic function of the position, and microscopic arrangements minimize our
heterogeneous renormalized energy. The monotonicity of the map q(x) will generally yield non-regular lattices,
since, heuristically, one necessary condition in order to obtain a regular lattice is the interchangeability between
particles, and in particular the local homogeneity of the charges. Indeed, in order for the particles to organize in
a perfect equilateral triangular lattice (or perfectly regular lattice in higher dimensions), the pairwise repulsion
between charges has to be identical.
Here, the charge of the particles progressively changes with the radius on Rd and therefore both confinement
and repulsion continuously vary in space. This will produce arrangements that progressively vary as a function
of space. This can be also seen from the fact that gases with continuous charge distribution are heuristically the
continuum limit of the multi-component gas. The microscopic arrangement produces what we call progressive
lattices, in the sense that charges keep forming a triangular lattice, but these are no more equilateral: the edge
of the triangle varies as a function of the radius of the position of the particle, it increases with the radius
both in the case where g increases or decreases, as visible in the scatter plots of Figure 1 and in the decreasing
shape of the density. This property is further illustrated by the computation of the local two-points correlation
function G(r0, r), presenting a peak at a position r that increases continuously as a function of the radius r0 of
the shell around which the statistics are computed (Fig. 7). This indicates that the typical distance between
particles increases as their location becomes increasingly remote from the origin.
Remark 4. We fully investigated here the cases of constant and strictly monotonic g. These cases have the
interest to unfold the degenerate state corresponding to constant g into a unique equilibrium, which in addition
shows a regular ordering in space of the particles with respect to their charges and relatively regular lattices. The
case of a general map g can be treated along the same lines. The analysis of the forces (19) provides, for a given
position x in space, a unique value of g(q) at equilibrium. When g is not invertible, this yields a set of values of
the charge for which a particle will be at equilibrium at location x (for g monotonic, a unique value, and for g
constant, any value). Therefore the equilibrium distribution will not be unique anymore and the maximal entropy
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FIG. 7: Local two-points correlation function G(r0, r) for heterogeneous two-dimensional Coulomb gases for
different choices of g at different positions r0. Statistics computed over 100 realization of a N = 1000 Coulomb
gas with ν(q) uniform in Q = [1, 5]. Gray solid line corresponds to the correlation function of an homogeneous
Coulomb gas (with charge 〈q〉) for reference.
solution will display a certain level of disorder. Microscopic distributions are also more complex: similarly to
the constant g case, they display disorder (since particle with distinct charges co-exist locally), but similarly to
strictly monotonic g cases, present a progressive evolution of the mean lattice spacing (the averaged lattice is
not regular anymore). An example of such gas is displayed in Fig. 8.
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FIG. 8: Gas with non-monotonic g. (Left) the map g chosen, g(q) = 2 + sin(piq/3): in the gray box, two values
of q correspond to the same g(q). The function g is not one on one. Well selected values q and q′ on either side
of its mean satisfy g(q) = g(q′). (Center) Multi-Component gas with N = 500 and uniform charge in
{2, · · · , 6}, (Right) Continuous-charge distribution with N = 500 and ν(q) uniform in Q = [2, 6]. Charges
corresponding to q < 3 are only found at one specific location (in the center). In other shells (radii) there is a
mixture of two distinct charges (corresponding to the same value of g(q)). Note that the lattices are irregular
in these shells, contrasting with the monotonic g case, and related to the mixture between particles with
clearly distinct charges.
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Appendix A: General heterogeneous gases in Rd
In this appendix we discuss the generalization of the results demonstrated in this paper to gases with non-
Coulomb interaction in Rd. Section B explores the case of gases on manifolds. In the main text, we showed
that heterogeneous Coulomb gases display very different behaviors depending on the properties of the map
g(q): if the map is constant, the particles are distributed according to the circular law and are disordered with
respect to their charges, but as soon as g(q) is monotonic the charge and position of the particles is strongly
correlated and the particles distribution is no more uniform. This phenomenon, demonstrated analytically for
Coulomb gases, is much more general. In fact, as we show here, it is also valid in arbitrary dimension, and
for more general interaction potentials. In order to analyze general interactions we consider potentials defined
by ∇W (r) ∝ r−d+1−η for η a real parameter. These correspond either to stronger (super-Coulomb, η > 0) or
weaker (sub-Coulomb η < 0) repulsion at small scales. Most of the mathematical results proved in the frame
of Coulomb gases are valid in these generalized contexts. We start by discussing Large Deviations Principles
for such heterogeneous gases and next-to-leading order correction terms of the energy, before discussing their
asymptotic behaviors.
1. Large-deviations principles for general heterogeneous gases
We consider gases in Rd with general confining and interaction potentials satisfying the following assumptions
(identical to [10]):
(H1). The map W : Rd × Rd 7→ (−∞,+∞] is continuous in Rd × Rd, symmetric, takes finite values on Rd ×
Rd \ {(x, x);x ∈ Rd} and satisfies the following integrability condition: for all compact subset K ⊂ Rd,
the function
z ∈ Rd 7→ sup{W (x, y); |x− y| ≥ |z|, x, y ∈ K}
is locally Lebesgue-integrable on Rd.
(H2). The function V : Rd 7→ R is continuous and such that lim|x|→∞V (x) = +∞ and∫
Rd
exp(−V (x))dx <∞ .
(H3). There exist constants c ∈ R and ε0 ∈ (0, 1) such that for every x, y ∈ Rd,
W (x, y) ≥ c− ε0(V (x) + V (y)).
Remark 5. These properties are clearly satisfied for sub-Coulomb and Coulomb interactions. They are also valid
for super-Coulomb interactions provided that η > −(d+ 2).
An additional property is necessary to demonstrate the large-deviation principle for general gases:
(H4). For all µ ∈ M1(Q × Rd) such that h(µ) < ∞, there exists a sequence of probability measures µn, with
marginal particle distribution absolutely continuous with respect to Lebesgue’s measure on Rd, such that
µn ⇀ µ and h(µn)→ h(µ).
This property is valid for sub-Coulomb interactions, as shown in [10], as these fall in the class of Riesz gases.
Under these assumptions, large-deviations principle can be proved in the case of homogeneous gases, and can
be extended to heterogeneous gases conditioned on the marginal charge distribution:
Corollary 3 (of Theorem 1). Under assumptions (H1)- (H3), we have:
(i). The function h is lower semicontinuous, has compact level sets and infM1(Q×Rd) h > −∞.
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(ii). Moreover, under assumption (H4), we have:
lim supN→∞
1
βN2 logP[µˆN ∈MνˆN ∩BFM (µ, δ)] ≤ −Iν(µ)
lim
δ↘0
lim inf
N→∞
1
βN2
logP[µˆN ∈MνˆN ∩BFM (µ, δ)] ≥ −Iν(µ) .
where BFM (µ, δ) is the Fortet-Mourier ball of radius δ centered at µ and MνˆN . In particular, denoting
Iminν = {µ ∈Mν , Iν(µ) = minMν Iν}, we have:
lim
N→∞
dFM (µˆ
N , Iminν ) = 0.
(iii). For sub-Coulomb gases, assumption (H4) is naturally satisfied, and moreover the map h is strictly convex.
There exists therefore a unique minimizer of Iν , denoted µ∗ν , and we have the almost sure convergence:
lim
N→∞
dFM (µˆ
N , µ∗ν) = 0.
In contrast with the 2 dimensional Coulomb gas (and with the usual Sanov theorem), this result is proved
when the space of probability measures is metrized by the Fortet-Mourier distance:
dFM (µ, µ˜) = sup
|f |∞,|f |Lip<1
{∫
fdµ−
∫
fdµ˜
}
,
which is compatible with the weak topology. It remains an open problem to show that the large-deviations
principles for general gases is valid in the stronger Wasserstein topology.
Whether assumption (H4) holds or if the rate function is convex for a given interaction potential remains
an open problem. Tools from potential theory [10, 20] are useful in order to show that these properties hold
for certain interaction kernels. Even if the rate function is strictly convex in the homogeneous gas case, this is
not necessarily the case of heterogeneous gases. In particular, it is clear that here again, the rate function is
constant on the space of probability measures:
Mρ1,ρ2 =
{
µ ∈M1(Q× Rd) ;
∫
Q
qg(q)dµ(q, x) = ρ1(x),
∫
Q
qdµ(q, x) = ρ2(x)
}
.
2. The splitting formula for general gases
The methods developed in order to find next-to-leading order terms of the N -particles energy and their
relationship with the heterogeneous renormalized energy function strongly rely on the fact that the interaction
kernel, in Coulomb gases, is the Green function of the Laplace operator. While this is valid in any dimension,
such simplification will not occur in the case of sub- or super-Coulomb interactions. The characterization of the
next-to-leading order terms can nevertheless be performed through a generalized splitting formula, demonstrated
for Coulomb gases in theorem 2:
Corollary 4 (Sub-leading terms for generalized gases). For general gases, sub-leading corrections of the N
particles energy can be expressed as a function of the empirical measure, and one obtains:
HN = N
2I(µ?ν) + 2N
∫
Q×Rd
ζ(q, x)dδN (q, x)−
∫
Q×Q×Dc
qq′W (|x− x′|)dδN (q, x)dδN (q′, x′)
with
ζ(q, x) =
qg(q)
2
V (x)−
∫
Q×Rd
qq′W (|x− x′|)dµ?ν(q, x)
which vanishes on the support of µ?ν .
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Proof. This is nothing else than the formula (11) obtained as a side result in the proof of theorem 2. There was
no use of the specific properties of Coulomb gases up to this point.
Note that for specific interaction kernels, for instance when W is the Green function of an operator (e.g.,
Riesz gases for which the interaction kernel is the Green function of the fractional Laplace operator), further
simplifications may lead to the introduction of a specific generalized functional, in the form of the renormalized
energy.
3. Macroscopic and microscopic distributions of charges
The characterization of the minima of the rate function for Coulomb gases was performed using a classical
mechanics argument based on the equilibrium of forces. Coulomb interactions allow great simplification of the
total force resulting from the repulsion of all charges on a given particle which allowed to uncover closed-form
expressions for the equilibrium distributions. No similar simplification arises for general gases. However, we
can demonstrate the same ordering transition for general gases (see Fig. 9).
Proposition 3. General gases in Rd undergo the following ordering transition:
(i). for g strictly monotonic, particles are ordered with respect to their charge, and the ordering depends on
the sense of variation of g
(ii). for constant g, infinitely many distributions minimize the rate function, among which the disordered dis-
tribution ν(q)⊗ ρ(x) where ρ is the equilibrium distribution of the homogeneous gas with charge 〈q〉.
Proof. Proposition 2 is valid for general gases, and characterize the equilibrium distributions. In particular,
formula (19) ensures that if a particle with charge q is at equilibrium at location x, every particle with a distinct
charge can not be at equilibrium at x. If g is increasing (resp. decreasing), larger charges will be pushed towards
(resp. pulled away from) the origin, proving point (i).
In the case where g is constant, we observe that the force experienced by a particle at location x is independent
of the charge. Actually, for constant g, the rate function only constrains the value of ρq. This charge distribution
will belong to the minima of the rate function of a virtual homogeneous gas with charge 〈q〉, and any double-layer
distribution µ with charge distribution ρq minimizes the rate function. In particular, the disordered distribution
does minimize the rate function.
Appendix B: General heterogeneous gases on manifolds
We discuss here the distributions of heterogeneous gases on smooth manifolds Γ of dimension k ≥ 2 in Rd. The
homogeneous case was analyzed in [17, 26]. In these cases, the ordering transition also occurs, and can be proved
exactly in the same fashion as done for general gases (proposition 3). In detail, denoting (e1(x), · · · , ek(x)) a
basis of the tangent space of the manifold at x ∈ Γ, a particle of charge q is at equilibrium at location x if and
only if: (
g(q)∇V (x)− 2
∫
q′∇xW (|x− y|)dµ(q′, y)
)
· ep(x) = 0 ∀p ∈ {1, · · · , k}
(i). for g constant, it is clear that this condition is independent of q and therefore several configurations are
at equilibrium, including disordered distributions.
(ii). if for all i ∈ {1, · · · , k} and all x ∈ Γ, ∇V (x) · ei(x) 6= 0, then at a specific location x, only particles of
a specific charge are at equilibrium. Depending on the specific choice of manifold and potential, we may
therefore obtain ordered configurations depending on the monotonicity of g.
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FIG. 9: The ordering transition in general gases. Each column corresponds to one different choice of g
(decreasing, constant and increasing). Top two lines correspond to super-Coulomb (η = 0.5) and sub-Coulomb
(η = −0.5) interactions with a quadratic potential V (z) = |z|2. Bottom line corresponds to Coulomb
interactions (η = 0) and non-quadratic potential V (z) = 12 (x
4 + y4)− |z|2. In all cases N = 1000, ν(q) uniform
in Q = [1, 2].
Three examples of gases on two-dimensional manifolds in R3 are presented in Fig. 10. The first two examples
correspond to gases on the sphere, with logarithmic interactions and distinct external potentials, and the last
example consists of a gas on the two-dimensional torus with logarithmic interactions. All exhibit the ordering
transition.
[1] These configurations do not exactly minimize the renormalized energy, but except with exponentially small proba-
bility, the averaged renormalized energy converges to the minimum of E at vanishing temperature.
[2] In [27, 28] the authors use cubic domains [−R,R]d instead of balls, but they show that the value of the limit does
not depend on the shape of the cutoff function.
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FIG. 10: Ordering transition in heterogeneous gases on two-dimensional manifolds. Each column corresponds
to one different choice of g (decreasing, constant and increasing). First and second row correspond to gases on
the unit sphere S2 with a potential V (x, y, z) = z2 (first row) or V (x, y, z) = 12 (x
4 + y4 + z4)− (x2 + y2 + z2)
(second row). The third row corresponds to a gas on the torus
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+ z2 =
(
1
2
)2
with potential
V (x, y, z) = y2. In all cases N = 1000, ν(q) uniform in Q = [1, 2].
[3] We recall that the averaged renormalized energy corresponds exactly to that of an homogeneous gas with charge q,
which in homogeneous gases allows to characterize microscopic arrangements of particles as done in [25, 27].
[4] For a measure with a non-connected support, a combination of the arguments of multicomponent gases with the
continuous support case can be applied.
[5] Alexei Alexeyevich Abrikosov. On the magnetic properties of superconductors of the second type. Sov. Phys. JETP,
5:1174–1182, 1957.
[6] D. J. Amit, Y. Y. Goldschmidt, and S. Grinstein. Renormalisation group analysis of the phase transition in the
2D Coulomb gas, Sine-Gordon theory and XY-model . Journal of Physics A: Mathematical and Theoretical, 13(2),
1980.
[7] G Ben Arous and A Guionnet. Large deviations for Langevin spin glass dynamics. Probability Theory and Related
Fields, 102(4):455–509, 1995.
[8] G. Ben Arous and A. Guionnet. Large deviations for Wigner’s law and Voiculescu’s non-commutative entropy .
Probability Theory and Related Fields, 108:517–542, 1997.
[9] G. Ben Arous and O. Zeitouni. Large Deviations from the circular law. ESAIM: Probability and Statistics, 2:123–134,
November - December 1998.
[10] Djalil Chafa¨ı, Nathanae¨l Gozlan, and Pierre-Andre´ Zitt. First order global asymptotics for confined particles with
singular pair repulsion. 2013.
[11] S. T. Chui and J. D. Weeks. Phase transition in the two-dimensional Coulomb gas, and the interfacial roughening
transition. Physical Review B, 14(11), December 76.
29
[12] Paolo Dai Pra and Frank den Hollander. McKean-Vlasov limit for interacting random processes in random media.
Journal of statistical physics, 84(3-4):735–772, 1996.
[13] F. J. Dyson. A Brownian-Motion Model for the Eigenvalues of a Random Matrix. Journal of Mathematical Physics,
3(6):1191–1198, November - December 1962.
[14] P. J. Forrester. Exact results for correlations in a two-component log-gas. Journal of statistical physics, 59(1/2),
1989.
[15] P. J. Forrester. Log-Gases and Random Matrices. London Mathematical Society Monographs. Princeton University
Press, 2010.
[16] Otto Frostman. Potentiel de´quilibre et capacite´ des ensembles. PhD thesis, Lunds University, 1935.
[17] DP Hardin and EB Saff. Minimal Riesz Energy Point Configurations for Rectifiable d-Dimensional Manifolds.
Advances in Mathematics, 193(1):255–264, 2005.
[18] Adrien Hardy. A note on large deviations for 2D Coulomb gas with weakly confining potential. Electron. Commun.
Probab, 17(19):12, 2012.
[19] N. Jokela, M. Jarvinen, and E. Keski-Vakkuri. The partition function of a multi-component Coulomb gas on a circle
. Journal of Physics A: Mathematical and Theoretical, 41, 2008.
[20] NS Landkof. Foundations of Modern Potential Theory. 1972.
[21] P. Minnhagen. The two-dimensional Coulomb gas, vortex unbinding, and superfluid-superconducting films. Reviews
of Modern Physics, 54(4), October 1987.
[22] Brian Rider, Christopher D Sinclair, and Yuan Xu. A solvable mixed charge ensemble on the line: global results.
Probability Theory and Related Fields, 155(1-2):127–164, 2013.
[23] F. J. Rogers and H. E. DeWitt. Statistical Mechanics of Reacting Coulomb Gases . Physical Review A, 8(2), August
1973.
[24] L.C.G. Rogers and Z. Shi. Interacting Brownian particles and the Wigner law. Probability Theory and Related
Fields, 95:555–570, 1993.
[25] Nicolas Rougerie and Sylvia Serfaty. Higher dimensional Coulomb gases and renormalized energy functionals. arXiv
preprint arXiv:1307.2805, 2013.
[26] E.B. Saff and V. Totik. Logarithmic Potentials with External Fields. Grundlehren der mathematischen Wis-
senschaften. Springer-Verlag, Heidelberg, 1997.
[27] Etienne Sandier and Sylvia Serfaty. 2D Coulomb gases and the renormalized energy. arXiv preprint arXiv:1201.3503,
2012.
[28] Etienne Sandier and Sylvia Serfaty. 1D Log gases and the renormalized energy: crystallization at vanishing temper-
ature. arXiv preprint arXiv:1303.2968, 2013.
[29] Christopher Shum and Christopher D Sinclair. A solvable two-charge ensemble on the circle. arXiv preprint
arXiv:1404.5290, 2014.
[30] C. Sinclair. The partition function of multicomponent log-gases . Journal of Physics A: Mathematical and Theoretical,
45, 2012.
