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1. Introduction
COVID-19 has compelled people to wear face mask all 
over the world (Chavez, Long, Koyfman & Liang, 2020) 
and it has also dropped down the economic growth of the 
country (Yu, Zhu, Zhang & Han, 2020). People nowadays 
have been bounded by certain set of enforced protocols 
to wear face masks in public areas. Even researchers 
have proved that wearing a face mask can protect the 
transmission of this virus. The research department has 
stated the difference in the effectiveness of N95 and 
surgical masks i.e., 91% and 68% respectively (Feng, Shen, 
Xia, Song, Fan & Cowling, 2020). However, potency to 
prevent the transmission of this disease has lessened due 
to improper usage of face masks in public areas (Cowling 
et al., 2009). It is essential to automate the process of 
detection of wearing facemask in public areas which will 
provide protection to the individual and prevent the local 
pandemic. 
Machine Learning is one of the most exciting sub-set 
of artificial intelligence in which machines are trained for 
new data independently by iterations. It is trained multiple 
number of times till the desired output is determined. 
Typically, machine learning can be used in image processing, 
real-time ads, spam filtering techniques etc. 
Deep learning is a part of machine learning methods 
based on ANN (Sandler, Howard, Zhu, Zhmoginov & 
Liang-Chieh, 2018) which is made to learn abstractions 
in data using hierarchal architecture. Deep learning is 
comprised of various neural networks which uses the cores 
of a processor to manage the neural networks (Militante, 
2019). It is an emerging approach which is widely being 
used in artificial intelligence domains, computer vision is 
one of those domains.
The Convolutional Neural Network (CNN) is 
a significant deep learning approach which performs 
training in a robust manner (LeCun, Bottou, Bengio & 
Haffner, 1998).  In this research, we have used CNN i.e., 
MobileNetV2 (Bengio, Courville & Vincent, 2013) and 
VGG16 for comparison of accuracy between the two, with 
some popular libraries i.e.,TensorFlow, Keras, Imutils, 
OpenCV. The system has been balanced with limited dataset 
and good recognition accuracy.
The proposed system is a real-time application based 
on automation of the process of screening performed in 
the public areas to enforce the people to wear masks and to 
contribute in combatting with this virus. This system can be 
used on real-time video surveillance cameras, drones, or any 
mobility cameras to monitor public places to detect people 
that are without mask.
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2. Literature Review
Militante & Dionisio (2020) 0have presented their research 
paper in which dataset of 25,000 images is being used with 
pixel resolution of 224×224 and have achieved accuracy 
rate of 96%. They have used ANN i.e., Artificial Neural 
Network to replicate the stimulation of human brain. In 
their research, raspberry pi is being used for alarming in 
public area if someone is entering without mask.
Loey, Manogaran, Taha & Khalifa (2021a) presented 
their research paper for medical face mask detection. In 
this research, they have used 2 datasets to find the accuracy 
between the two. They calculated average precision of 
both datasets, in addition to this they believe that using 
YOLO-v2 in combination with ResNet-50 model can help 
to achieve high average precision. The experimental results 
of this research are based on validation accuracy and loss on 
each epoch, iteration and variable learning rate. 
Guillermo et al. (2020) presented their research paper 
which has been used for face mask detection. In this research 
paper, they have implemented this model to create an 
artificial dataset by their own. They have used around 600 
raw without mask images and have obtained an artificial 
dataset by putting mask on the face by coordinates gathered 
using machine learning algorithms.
Boyko, Basystiuk & Shakhovska (2018) 0have 
presented their research paper using Dlib and OpenCV 
library. This research is based on hog method for searching 
and subsequent recognition to compare the performance of 
these two most popular computer vision libraries. OpenFace 
library has been used to get the coordinates of face boundary. 
They have used 128 facial feature extraction to divide the 
facial features into groups which will lead them with better 
accuracy.
Loey,  Manogaran, Taha & Khalifa (2021) have 
presented his research paper in which they have proposed to 
use 3 datasets to differentiate the accuracy of those datasets by 
passing them through the set of same algorithms. The three 
datasets that they have used are RMFD, SMFD, LFW. In 
this research, they have employed deep transferring learning 
(ResNet50) with some classical machine learning (SVM) 
and they believe that ResNet-50 achieves better results 
when used as feature extractor. So, ResNet-50 is used as a 
feature extractor while the SVM (Support Virtual Machine) 
is used in training, validation and testing phase. Using these 
technologies, the research achieved the accuracy of 99.64%, 
99.49%, 100% in RMFD, SMFD, LFW respectively.
Mohan, Paul & Chirania (2021) have presented their 
research paper which is used to detect a face mask using 
a microcontroller i.e., ARM-Cortex M7 which has been 
clocked at 480MHz with 496kb framebuffer. They proposed 
this model for 138kb post-quantization to run at inference 
speed of 30fps and have deployed 3 datasets, 2 from Kaggle 
with 12,232 images and 3rd dataset with 1979 was generated 
by the author through OpenMV cam H7 controller camera. 
In this research, the dataset has been augmented to 1,31,055 
and then resized all images to 32×32 pixels as is the optimal 
size for the set frame buffer of the microcontroller i.e., 
496kb. At last, it turned out with 99.79% accuracy and was 
best fit model for RAM constraint microcontrollers.
Lin et al. (2020) have presented their research paper 
in which they have proposed a framework which is able 
to detect faces correctly and precisely segmenting each 
face from each image. Lin et al. named this framework as 
G-Mask; ResNet-101 is being used as a feature extractor they 
believed that it works more precisely than other bounding 
box algorithms. In this research, they have adopted Keras 
framework to train the G-Mask model with 5115 samples 
of images with 3000 steps_per_epoch, 0.001 as the learning 
rate of the model. The dataset images have been resized to 
1024×800 by height and width resp. 
Pandiyan (2020) has presented this research paper 
in which Pandiyan has implemented SMS alert system 
for non-mask wearers which are being screened through 
the CCTV cameras at the public places. In this research, 
CNN layers are being used for the detection of mask and 
to capture the images of people not wearing mask and AWS 
(Amazon Web Services) is being used to keep the captured 
images on-the-fly. Twilio messaging i.e., is an API to send 
and receive SMS that is being used to send an SMS alert to 
the person whose image has been captured and is residing in 
the AWS database. 
Chen et al. (2020) have presented their research paper 
in which they have proposed to identify whether he/she is 
wearing the face mask. This research is an amalgamation 
of deep learning and machine learning techniques. They 
have concluded this model with 7 steps that are: input 
face mask dataset, Train the dataset with python libraries, 
rearrange the dataset to disk, load dataset from disk, detect 
faces from image/video stream, determine with or without 
mask and output the result. They believe that this particular 
model could also be utilized as a utilization case for edge 
examination.
Das, Ansari & Basak (2020) have presented their 
research paper in which they have deployed 2 datasets 
to compare the accuracy and loss results between the 2 
datasets. This research is based on OpenCV, TensorFlow, 
Keras libraries to get the result. Das et al. have defined their 
own dataset with people facing in front with total 1376 
images, 690 with white mask and 686 without mask; 2nd 
dataset is from Kaggle with total of 853 images which has 
been classified to two classes i.e., with mask and without 
mask. They have trained their model with 20 epochs and 
with test_split of 90% training and 10% validation data 
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which concluded them to get an accuracy rate of 95.77%, 
94.58% of dataset1 and dataset2 respectively.
Salihbasic & Orehovacki (2020) have presented their 
research paper in which they have used OpenCV to detect 
face from an image and detect the gender from the features 
of the face. For feature classification, Salihbašić et al.  have 
used LBPH model which detects the features and it inputs 
it to the 3 CNN layers. The first layer of CNN holds 96 
filters, the second holds 256 filters and the last layer holds 
384 filters. But the accuracy of their model concluded to 
be very less if the face of the person is illuminated, pose is 
different, camera features of the mobile phone and also the 
performance of the mobile phone.
Kalas (2019) has presented this research paper in which 
the author has worked on detecting the face of a person from 
a video stream. In this research, 3 technologies are being 
used for face detection i.e., adaboost, haar like algorithm 
and OpenCV. According to the research paper, OpenCV is 
being used for object-detection, Adaboost is being used for 
the training of the sample images as adaboost doesn’t overfit 
the model, and Haar-like Algorithm are being used to extract 
out the bounding coordinates of the face by visualizing the 
features of the face. 
3. Methodology
The process of Face Mask Detection in real-time involves 
2 phases i.e., Training and then Detection. Further, these 2 
phases involve sub-phases that are described below:
Phase 1: Training
Load Dataset
For training the model, we have the deployed dataset from 
Kaggle (Chakraborty, 2020) which contains around total 
3833 images, i.e., 1918 with mask and 1915 without mask 
as shown in Figure 1 and Figure 2. We have employed 
this dataset as it contained horizontal and vertical tilted 
images. 
Figure 1: Dataset(with mask).
Figure 2: Dataset (without mask).
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b. Pre-Processing Image
For better accuracy in the model, pre-processing the image 
is important step before the actual training. As in this paper, 
we have used Convolutional Neural Networks, so we have 
resized the dataset images to 224×224-pixel resolution as 
shown in Figure 3. After resizing the images, they have been 
pixelized (i.e., converted into array) with OpenCV library 
functions. After they have been pixelized, the images are 
labelled as ‘with_mask’ or ‘without_mask’ with TensorFlow 
and Keras library functions. A master array containing all 
pixelized images with labels has been generated for training.
Figure 3: Diagram to depict Resizing Image.
c. Training the Model
The final step of training the model is using the 
Convolutional Neural Network as shown in  Figure 4 i.e., 
MobileNetV2 and VGG16. Both the models have been 
passed with same parameters for training as shown in Figure 
4. We have divided the dataset into 2 proportions: 80% for 
training and 20% for validation. For validation of the data, 
accuracy metrics is used for both models as it tests the model 
after each epoch. In this research, we have used images 
with batch size of 32 and the input size of the images to be 
224×224 as width and height resp. for the CNN model. 
The parameters for ADAM optimizer were fixed according 
to the accuracy after testing, which turned out to be best at 
20 epochs, with learning rate of 1e-4. Consequently, Image 
Data Generator is applied to increase the dataset by simply 
rotating, rescaling, zooming, flipping the actual images. As 
when the features are extracted the image resolutions are 
reduced, so to avoid over fitting of the model the dropout 
rate is fixed at 50 for both models.
Figure 4: Diagram for Depiction of CNN.
Phase 2: Detection
a. Loading Trained Model from Disk
Training will eventually lead to generating a model extension 
file, which will contain trained model classifier. This trained 
will help in detection of mask from detected faces.
b. Detect Faces in Video Stream
When an object(person) passes by the real-time camera, that 
frame is captured and processed, and the processing of the 
frame will lead to detection and extraction of faces from it 
as shown in Figure 5. 
Figure 5: Detecting and Cropping Face.
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c. Feature Extraction from Each Face
In this step, the features are extracted from the cropped 
face image which has been detected by the camera. These 
features help in building up the accuracy rate of mask 
detection.
d. Output (With/Without Mask)
The final step is compiling all results from face extraction to 
detection, whether he/she is wearing a mask. 
4. Results
The validation accuracy achieved during the training of this 
model after 20 epochs and with batch size of 32 is 99.2% and 
98.6% for MobileNetV2 and VGG16 resp. In this research, 
we have trained this model with 5, 10, 15, 20 epochs and 
the validation accuracy has been illustrated in Table 1.
Table 1: Comparison table for MobileNetV2 vs VGG16.
Epochs MobileNetV2 VGG16
Accuracy on 5 epochs 89.57% 95.83%
Accuracy on 10 epochs 89% 98%
Accuracy on 15 epochs 90.74% 98.5%
Accuracy on 20 epochs 99.2% 98.6%
The model’s output as shown in 
Table 1 at 20 epochs is nearly equal but as shown in Figure 6 
the training and validation loss is much more when trained 
by VGG16. Due to this, the accuracy of detecting the mask 
is being affected in VGG16.
Figure 6: Training Accuracy/Loss Plot Graph of MobileNetV2 vs VGG16.
Therefore, Figure 8 displays the result of model trained 
with VGG16, the accuracy attained in Figure 8 is less than 
the accuracy attained in Figure 7 which displays the result 
of model trained with MobileNetV2.
Figure 7: Result Accuracy with MobileNetV2 (with/without mask).
Figure 8: Result accuracy with VGG16(with/without mask).
Conclusions
This paper manuscript is a comparison study of two 
Convolutional Neural Networks i.e., MobileNetV2 and 
VGG16 on mask detection. The study clearly represents 
that MobileNetV2 was able to attain maximum accuracy, 
minimum loss with less dataset and less epochs. VGG16 
can also get maximum accuracy if trained the same model 
with 70-80 epochs. Moreover, this trained model can be 
implemented in public areas with the help of IP cameras to 
detect if he/she is wearing a mask or not and it is a useful 
tool in combatting with COVID-19 virus.
For further research, we can use another dataset with 
much more images and can be trained with VGG16 with 
more epochs. We can integrate this model with alarming 
system, social distancing system, SMS alert system. Also, 
this model can be tested with other optimizers, and can use 
adaptive learning techniques.
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