Abstract: 8 An accurate and timely prediction of river flow flooding can provide time for the 9 authorities to take pertinent flood-protection measures such as evacuation. Various data-10 derived models including LR (linear regression), NNM (the nearest-neighbor method) ANN 11 (artificial neural network) and SVR (support vector regression), have been successfully 12 applied to water level prediction. Of them, SVR is particularly highly valued, because it has 13 the advantage over many data-derived models in overcoming overfitting of training data. 14 However, SVR is computationally time-consuming when used to solve large-size problems. 15
Introduction

29
As one of a number of nonstructural flood protection measures, an accurate and 30 timely prediction of water levels in the station of interest is of great importance in helping the 31 authorities determine whether to take measures and if do which measures would best mitigate 32 potential flood damage. In the last two decades, with the development of software technology, 33 many approaches affiliated to 'black box' techniques including NNM (nearest neighbor 34 method), ANN (artificial neural network), and SVR (support vector regression) have been 35 widely applied to flood prediction. 36 NNM has been reported in the literature to analyze rainfall-runoff and 37 runoff/discharge processes and has been compared with ARX (autoregressive model with 38 exogenous inputs), or ARMAX (autoregressive moving average model with exogenous 39 inputs). NNM yielded satisfactory results (Yakowitz, 1987; Karlsson and Yakowitz, 1987; 40 Galeati, 1990) 
. The technique was extended to NNLPW (nearest neighbor linear perturbation 41
This is the Pre-Published Version. model) for rainfall-runoff prediction (Shamseldin and O'Connor, 1996) . Feature selection is 42 one of the most important aspects of pattern recognition, as used in the nearest neighbor 43 method. In the context of univariate time series such as discharge, the feature vector can 44 consist of several previous values (Karlsson and Yakowitz, 1987; Galeati, 1990) . 45 Since the renaissance of ANNs in the late of 1980s, they have become the preferred 46 prediction approach for many researchers and have been applied to a variety of issues. While 47 some researchers in the literature employed ANNs alone for river flow forecasts (Prochazka, 48 1997; Thirumalaiah and Deo, 1998; Sheta and El-Sherif, 1999 performs structural risk minimization (SRM) that aims at minimizing a bound on the 63 generalization error (Kecman, 2001) . In this way, it creates a model with a minimized VC-64 dimension (named after the authors, Vapnik and Chervonenkis), which means good 65 generalization. Since SVR generalization performance does not depend on the dimensionality 66 of input space, it can be used with small data sets. However, ANN is data intensive, and has 67 to cover as many patterns as possible in order to perform well, and the generality of ANN is 68 difficult to control as a result of implementing the empirical risk minimization (ERM) 69 principle. Recently, some applications of SVR have been seen in the prediction of rainfall-70 runoff process, rainfall, and river flow. For example, Sivapragasam et al. (2001) performed 71 one-lead-day rainfall forecasting and runoff forecasting using SVR, in which the input data 72 are pre-processed by singular spectrum analysis, resulting in a high-dimensional input space. 73 Yu et al. (2004) proposed a scheme that combined chaos theory and SVM to forecast daily 74 runoff. Bray and Han (2004) applied SVM to forecast runoff, focusing on the identification 75 of an appropriate model structure and relevant parameters. Sivapragasam and Liong (2004) 76 used the sequential elimination approach to identify the optimal training data set and then 77 performed SVR to forecast the water level. Sivapragasam and Liong (2005) of response was employed to identify lags of inputs and a two-step grid search method was 84 used for finding optimal parameters. 85
However, a major drawback of SVR is that training time tends to increase 86 exponentially with the number of training samples. For example, according to the algorithm 87 presented in this paper below, the time required is about two days for a magnitude of 1000 88 training data whereas it is only 40 minutes for a magnitude of 100 training data. Moreover, 89 using a single model to learn large-size data may well lead to mismatch as there are different 90 noise levels in different input regions (Cheng et al., 2006b) , which is a normal scenario for 91 those rivers characterized by seasonal flooding. 92
This paper mainly aims at developing a distributed SVR (D-SVR) model with a two-93 step GA parameter optimization method to carry out a prediction of river flow. In order to 94 evaluate the performance of D-SVR, prediction is also arrived at via linear regression (LR), 95 NNM, and ANN-GA (genetic algorithm-based ANN). As an extension of the previous study 96 , some of the background on LR and ANN-GA will be set aside in the 97 present paper. Thus, the paper is constructed as follows: firstly, the principle of SVR and D-98 SVR is introduced and following this NNM is briefly described. Secondly, in the section on 99 construction of models, an emphasis is placed to input selection, and parameter k in NNM 100 and parameters ( , , 
The training data are i.i.d. samples 119 generated according to some (unknown) joint probability density function 120
The unknown function in (1) is the mean of the output conditional probability (aka regression 122 function) 123 
It is known that the regression function (3) is the one minimizing prediction risk (4) with the 132 familiar squared loss function loss: 133
Note that the set of functions ) ,
supported by a learning method may or may not 135 contain the regression function (3). Thus, the problem of regression estimation is the problem 136 of finding the best approximation function that minimizes the prediction risk function 137 (Vapnik 1995 (Vapnik , 1998 . The theory of uniform convergence in probability provides 152 bounds on the deviation of the empirical risk from the expected risk. This theory shows that 153 it is crucial to restrict the class of functions that the learning machine can implement to one 154 with a capacity that is suitable for the amount of available training data. 155
The SRM principle theoretically minimizes the expected risk based on the 156 simultaneous minimization of both the empirical risk and the confidence interval Ω . 157 Therefore, SRM can maintain a trade off between the accuracy of the training data and the 158 capacity of the learning machine so as to improve generalization of the model. 159
For
and N h > , a typical uniform VC bound on the expected risk (also called 160 generalization bound R ), which holds with probability η − 1 , has the following form (Vapnik, 161 1995 (Vapnik, 161 , 1998 :
The parameter h is called the VC-dimension, and it describes the capacity of a set of 165 functions to represent the data set. The VC dimension is a measure of the model complexity 166 and is often proportional to the number of free parameters in the function chosen by the training procedure. The objective here is to find that subset of the chosen set of 175 functions, such that the risk bound for that subset is minimized. This is done by introducing a 176 "structure" by dividing the entire class of functions into nested subsets (Fig. 1) . SRM then 177
consists of finding that subset of functions which minimizes the bound on the actual risk. 178 This is done by simply training a series of machines, one for each subset, where for a given 179 subset the goal of training is simply to minimize the empirical risk. One then takes that 180 trained machine in the series whose sum of empirical risk and VC confidence is minimal 181 (Burges, 1998) . 182
Fig. 1 should be put here 183
Nonlinear support vector regression 184
In the real hydrological world, most issues of interest tend to be nonlinear. A linear 185 SVR is extremely limited. In order to deal with the nonlinearity, the input data, X , in input 186 space is mapped to a high dimensional feature space via a nonlinear mapping function,
Hence, the underlying function becomes 188
Therefore, the objective of the SVR is to find optimal ω , b and some parameters in kernel 
where y represents observed value. represented as (Gunn, 1998) :
There is no fixed guideline how to select an appropriate nonlinear function
Furthermore, the computation of ( )
in the feature space may be too complex to 210
perform. An advantage of SVR is that the nonlinear function ( ) X φ need not be used. The 211 computation in input space can be performed using a ''kernel'' function 212
to yield inner products in feature space, avoiding having to 213 perform a mapping ( ) X φ . In utilizing kernel functions, the key issue is to select admissible 214 kernel functions. The admissible kernel function should be any symmetric function in input 215 space which can represent a scalar product in feature space. The Mercer kernel functions 216 belonging to a set of reproducing kernels (Vapnik, 1999; Kecman, 2001 ) can be proven 217 admissible. Therefore, any functions that satisfy Mercer's theorem can be used as a kernel. A 218 couple of commonly used kernels in SVR include: (1) linear function is 223 The standard quadratic optimization problem for an ε -insensitive function can be 231 expressed in matrix notation as (Gunn, 1998; Kecman, 2001 )
where, H is Hessian matrix, x stands for Lagrangian Multipliers. They are expressed as 234
, and
with constraints 236
for a linear regression, and
above, is a badly conditioned matrix and we rather use
In the case of the nonlinear regression, the learning problem is again formulated as the 242 maximization of a dual Lagrangian (15). A similar matrix notation as Eq. (15) is expressed. 243
However, H here is with the changed Grammian matrix G that is now given as 244
where the entries ( ) ( ) ( )( ), , 1, , . Based on the above matrix  246 form, a SVR programming is easy to make. 247 D-SVR Configuration 248 
be generated by the D-SVR model and are associated with L degrees of membership 258
Degree of membership can be determined via the inverse of Square Euclidean 259
Distance between the new input X and i C which is the center of i -th subset. Calculation is 260 formulated as follows: 261
where,
achieved, the combined output Y is 265
However, we found experimentally that there are some drawbacks in this D-SVR: 267 when training data is partitioned into several independent subsets without any overlapping, a 268 large prediction error occurs. Generally, the error is larger than that obtained by using a SVR 269 model alone. Analysis also found that the SVR is weak at extrapolation. When an input is far 270 from its clustering center, the SVR will generate a weird prediction, usually quite large 271 although associated with a small degree of membership. In view of this, we attempted to 272 make the following improvement. We set the nearest neighboring two training subsets to 273 overlap one input region by one in the entire input space, thus the number of training data in 274 all sub models will be twice that of the original training data. Furthermore, only two 275 maximum degrees of membership are activated to contribute to the combined output Y . 276
Therefore, the third box in 
Nearest-Neighbor Method (NNM)
281
The following is a brief review of the NN method (Galeati, 1990; Shamseldin and 282 O'Connor, 1996) 
be a set of rainfall measurements or parameters related 283 to the forecasting process being studied (e.g., temperature, soil saturation, etc.) expressed as 284
where P stands for feature information (various hydro-285 meteorological factors affecting runoff prediction (Galeati, 1990; Yakowitz, 1987) , m is the 286 number of feature information contributing to feature vector or the vector dimension and 287 . Then, an optimal k has to be determined by calibration. 322
Generally, the data set is divided into two parts: one is used to construct the NN-predictors 323 (constructing patterns); the other is used to calibrate parameters. Objective function 324 optimizing k is set up as
value. 326 Fig. 4 should be put here 327
Construction of Models
328
Study Area
329
The channel reach studied is in the middle stream of the Yangtze River, which is the 330 largest river in China. It passes through Wuhan City, which is the capital of the Hubei 331
Province (see Fig. 5 ). validation. While 75% of the data are used for training, 25% are used for validation. The 359 training data are further divided into 2/3 for the training set and 1/3 for the testing set. 360
In the present study we extract 1,448 input-output data pairs of the following format 361 from the data record: 362 [X(t-4),X(t-2),X(t),Y(t+1)] 363 which shows that the water level of Y at Han-Kou for the next day can be mapped by water 364 levels of X at Luo-Shan at the present day, two-day ahead and four-day ahead. A detailed 365 description for the mapping format can be found in the section on inputs selection. It was 366 ensured that the data used for training, testing, and validation represents the same population 367 so there is no need to extrapolate beyond the range of their training data. Table 1 shows the  368 statistical parameters, including the mean, standard deviation, minimum, maximum, and 369 range, for the training, testing, and validation sets. 370 Table 1 should be put here 371 Generally, original data for different variables span different ranges. In order to 372 ensure that all variables receive equal attention during the training process, they should be 373 normalized. In this regard, it is not true for this case as shown in Table 1 . However, due to 374 restricted domain of independent variables of transfer functions in ANN and kernel functions 375 in SVR, the raw data normalization is required. Additionally, normalization will improve the 376 condition number of the Hessian in the optimization problem (Gunn, 1998) . All data are 377 scaled to the interval 0.1-0.9. The advantage of using [0.1, 0.9] rather than [0, 1] is that 378 extreme (high and low) water levels, occurring outside the range of the calibration data, may 379 be accommodated (Hsu et al., 1995) . 
Inputs Selection
387
In model development the selection of appropriate input variables is important since it 388 provides the basic information about the system being modeled. However, determining 389 appropriate inputs is not an easy task. Generally, input determination can be divided into two 390 broad stages (Bowden et al., 2005) . In the first stage, the objective is to reduce the 391 dimensionality of the original set of inputs, resulting in a set of independent inputs, which are 392 not necessarily related to the model output. As a matter of fact, the addition of unnecessary 393 variables would create a more complex model than is required. Moreover, the complex 394 model is susceptible to overfitting of training data. Therefore, it is imperative that variables 395 are independent of each other as system inputs. This subset of inputs can then be used in the 396 second stage to determine which of these inputs are related in some way to the output. 397 Bowden et al. (2005) presented a comprehensive review of approaches on input 398 determination in the water resources and those approaches are broadly classified into five 399 groups. In the present paper, a mixed approach is employed to find optimal inputs. 400
Usually, the number of input variables is not known a priori. A firm understanding of 401 the hydrologic system under consideration plays an important role in the successful 402 implementation of the model. For the present case, the travel time of flood between Luo-403 Shan and Han-Kou is determined to be about 24 hrs using the Muskingum method. In other 404 words, the flood at Han-Kou has a phase lag of approximately one day with that at Luo-Shan. 405 So X(t) as an input is reasonable. In order to reduce the dimensionality of inputs, an 406 autocorrelation analysis on water levels on Luo-Shan was performed and is shown in Fig. 6 . 407
An extreme good autocorrelation exists in water level series and any one input at least in the 408 first ten lags cannot be deleted according to this chart. A linear relation on water levels exists 409 between Luo-Shan and Han-Kou. A stepwise linear model analysis on inputs (Luo-Shan 410 water levels) and output (Han-Kou water level) can help determine optimal inputs from a 411 viewpoint of the linear relationship. Fig. 7 is the result of a stepwise linear model. The 412 optimal linear mapping format between two hydrology stations is with three inputs X 10 , X 8 , 413
and X 6 (corresponding to X (t), X (t-2), and X (t-4)) and one output Y (t+1 respectively to initial linear model based on X 6 , X 8 , and X 10 , several models are generated. 430
The performances of these models are listed in Table 2 . From the perspective of AIC and 431 RMSE from LR and ANN-GA, choosing X 6 , X 8 , and X 10 , i.e. X (t), X (t-2), and X (t-4), as 432 the optimal inputs is tenable. Finally, the optimal linear regression (LR) model is 433 Y(t+1) 1.18X(t) 0.398X(t 2) 0.229X(t 4) 5.08 
Parameters Tuning Strategy of D-SVM
438
Obtaining optimal i α and * i α in Eq. (13) depends heavily on these parameters that 439 dominate the nonlinear SVR including the cost constant C , the radius of the insensitive 440 tube ε , and the kernel parameters. In the present study, the Gaussian RBF is employed as 441 kernel function. So these parameters consist of a triplet ( , , C ε σ ), whose components are 442 mutually dependent, and so changing the value of one parameter changes other parameters. 443 Therefore, a simultaneous or global optimization scheme such as GA can be helpful (Cheng 444 et al., 2006a) . Due to lack of any a priori knowledge for their bounds, a two-step GA search 445 algorithm is recommended here, which is inspired by a two-step grid search method (Hsu et 446 al., 2003) . First, a coarse range search was used to achieve the best region of these three-447 dimensional grids. In the present study, coarse range partitions for C are [10 . There are 4 3 grids, and one of them is selected as intervals of parameters for 451 the next step. Then, in the second step a further GA search for the triplets ( , , C ε σ ) will be 452 carried out in the selected intervals. 453
In order to avoid overfitting of training data, testing data and training data were 454 evaluated at the same time according to GA's fitting degree function (i.e., RMSE), and 455 weighted average of their fitting degrees was used as the fitting degree of each population in 456 the process of GA operation. 457 1999) have reported that the index E is a rather crude index, being overly sensitive to 483 extreme values, because of the square differences in the definition, while being insensitive to 484 additive and proportional differences between model predictions and observations. This 485 feature will lead to the increasing influence of large floods on the calibrated parameter values 486 and thereby enhance the forecast accuracy of the larger floods. In the present study, however, 487 parameter calibration is not based on E , but rather on RMSE. 488
Evaluation of Performance
N i i i RMSE Y Y N = = − ∑(26)
Results and Discussion
489
Results from NNM 490
The nearest-neighbor method belongs to typical pattern prediction. A good prediction 491 can be achieved when testing or validation patterns are as similar as possible to those of the 492 training data. In other words, a salient limitation of the NNM is that in no case can a value 493 higher than the historical discharges be predicted. This is a deficiency which would severely 494 limit the generality or even the plausibility of the NNM when used in real time forecasting 495 (Karlsson and Yakowitz, 1987) . However, for daily management purpose in which the 496 interest is not centered on extreme values, it is viable. Therefore, it is viable for daily water 497 level prediction in the present study. 498
According to the principle of NNM, a key step is to find the optimal k (the number 499 of the nearest neighbors) based on the training data. An optimization process on k is graphed 500
in Fig. 8 . The optimal k is 7 with RMSE_tst of 0.234m and RMSE_vali of 0.242m. 501 Fig. 8 should be put here 502 Fig. 9 should be put here 503
The upper pane in Fig. 8 displays 362 validation samples and comparison of absolute 504 errors between LR and NNW prediction models is exhibited in the lower pane of Fig. 9 . As a 505 whole, error curves from LR and NNW show the same trend. However, compared with LR, 506 the NNM exhibits larger error amplification at some particular points where local extremum 507 appear on the water level curve. Obviously, the performance of NNM is slightly poorer than 508 that of LR, which seems to be discrepant with the recognized fact that NNM can be superior 509
to some linear models. Two potential aspects can contribute to the present phenomenon: first, 510 the prediction series are highly linear; second, training data is not enough for NNM which 511 make it not be able to efficiently capture these patterns reflecting local extremum points. 512
Results from ANN-GA 513
In the present study, the ANN-GA model played dual roles both as a counterpart 514 model and as helping determine inputs for all models. Table 3 shows the process determining 515 optimal architecture of ANN based on a three-layer network assumption. So the main task of 516 this experiment was to find the optimal number of hidden nodes and number of training 517 epochs. Here, a testing set was employed to avoid overfitting of the training set based on the 518 early stop method. These values highlighted by bold and italic typeface in 'Test' column 519 exhibit optimal training epochs for different hidden nodes. Configuration of ANN 520 corresponding to the minimum of them may be relatively optimal. Obviously, the minimum 521 is 0.2285 corresponding to M =3 and epoch=7000. Further, based on the selected 522 parameters M and epoch, inputs analysis can be performed as shown in the previous section 523 of input selection. Finally, the determined architecture of ANN for the present case is 3-3-1 524 with optimal training epoch of 7000. Corresponding RMSE for training, testing and 525 validation set are 0.213m, 0.223m, and 0.237m as shown in Table 6 . 526 Table 3 should be put here 527 While ANN-GA does not exhibit a good capturing capacity for local extremum points on the 530 curve of validation samples, it seems to exhibit a better capacity for capturing other points 531 than the LR model. Other than the small size of training samples, an unsteady prediction 532 result can contribute to the poor performance due to the unstable parameter optimization 533 method inherent in ANN although GA can lead to a relatively stable initial weights and 534 biases. In other words, the present ANN may still not an optimal ANN for this case. 535
Results from D-SVR and Conventional SVR 536
According to previous partition of original data set, samples in training, testing and 537 validation sets are, respectively, 724, 362, and 362. Experiment showed that computation 538 time may vary from about a couple of seconds to nearly half an hour when the number of 539 samples ranges from 50 up to about 300. The optimization process for , , C ε σ based on GA 540 will have to run hundreds of times, which is extremely time-consuming for large-size training 541 samples. Therefore, the present training data was partitioned into eight subsets with an 542 average size of 181 (724/4=181) samples due to the overlapping between two nearest subsets. 543
When adding testing data to the training set, the sample number employed in using GA to 544 optimize parameters ( , , C ε σ ) for D-SVRs is 2172 in all, i.e., two times as the number of 545 training and testing samples (2172=2×(724+362)). On the other hand, for conventional SVR 546 model, GA is also employed to find optimal triplets ( , , C ε σ ) for training set with the help of 547 testing set to control overfitting. Table 4 displays clustering centers and the size of training 548
and testing data associated with each subset for D-SVR model. 549 Table 4 should be put here 550
Based on the two-step GA search approach, the optimal values of triplet parameter 551 ( , , C ε σ ) for each subset are obtained as shown in Table 5 . The composite training error 552 (RMSE) is 0.21m with a training time of about 2hrs, and support vectors are 68.5%. Further, 553 the testing error and validation error are 0.209m and 0.211m, as shown in Table 6 . As a 554 comparison, the training, testing and validation errors from conventional SVR are 555 respectively 0.213m, 0.216m, and 0.236m, which are larger than those from D-SVR, in 556 particular for the validation error. Meanwhile, the training time in conventional SVR is far 557 larger than that in D-SVR, which is unaccepted for the current one-day-ahead prediction. 558
In addition, Fig. 11 displays the comparison of absolute errors between LR and D-559 SVR models. Their error curves exhibit similar trend, but D-SVR shows evident better 560 prediction capacity than LR in terms of absolute errors although predictions on local 561 extremum points are still not very good, which may be due to the property of the local 562 approximation performed by D-SVR model. 563 Table 5 should be put here 564 Fig. 11 should be put here 565
Comparison among Models and Discussion 566 Table 6 summarizes performance of different models from RMSE, E of validation 567 data, and training time. In view of its unacceptable training time, conventional SVR model 568 will be put aside in the discussion. Three nonlinear models, NNM, ANN-GA, and D-SVM, 569
show a better performance than that of LR in terms of RMSE of training and testing. 570
However, only D-SVR exhibits a better generalization than LR in terms of RMSE of 571 validation data. The value of E also proves that D-SVR's efficiency is the best. A drawback 572 of D-SVR is computationally time-consuming due to hundreds of times parameters 573 optimization via GA. 574
In order to display the performance from nonlinear models, absolute error curves of 575 them were graphed in Fig. 12 . Errors from these curves are with a very similar trend that 576 predictions are underestimated at some points whereas predictions are overestimated at other 577 points such as from 230 to 290 at the X-axis. 578
Although NNM, ANN-GA, and D-SVM are all nonlinear models, they are different 579 in essence. NNM and ANN are generally called nonlinear and non-parameter models unlike 580 LR with its fixed formula form. Therefore, their performance is related to many aspects 581 including raw data quality, suitable data preprocessing, and even the ability of modelers, in 582 particular for ANN. However, different from NNM and ANN-GA, D-SVR does not depend 583 on pattern identification to carry out prediction. To certain extent, it may be called a 584 parameter model or semi-parameter model which can be uniquely achieved under the SRM 585 principle when the triplet parameters are selected. On the other hand, a fixed prediction result 586 is never expected for ANN model due to the random starting conditions. Moreover, the 587 principle of ERM tends to make ANN and NNM be weak in the aspect of generalization. 588
The D-SVR model performed a nonlinear approximation for each subset. Obviously, 589 a local nonlinear fitting from D-SVR should be better than an empirically global fitting from 590 LR. Therefore, if over-fitting is carefully avoided, it is inevitable that the D-SVR achieves a 591 better prediction in comparison with LR. 592 
