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Abstract
We present a new bivariate subdivision scheme based on two generators of a four-directional spline space. In par-
ticular, we are dealing with piecewise linear, continuous splines, and with piecewise cubic, continuously dierentiable
splines. The subdivision schemes rely on a matrix mask of small support. In addition, we present some results on re-
lated quasi-interpolating operators, and on approximation order of the underlying shift-invariant spaces. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Subdivision methods are an ecient algorithmic means to create curves and surfaces. In this paper
we will discuss a new method for spline surfaces where the splines live on a uniform triangulation
of the x{y plane called the four-directional mesh (see [3, Chapter 3]). This mesh , say, is generated
by the lines x = k; y = ‘, with k; ‘ 2 Z, when adding both diagonals to each square. Spline spaces
living on this mesh are usually characterized by their local polynomial degree m and their global
smoothness  in the way to create the spline spaces Sm:=S

m(); thus s 2 Sm if and only if s is
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of dierentiability class C everywhere, and the restriction of s to each cell of  is a bivariate
polynomial of degree at most m.
While most of the literature on subdivision methods is devoted to univariate scalar methods or
straightforward extensions of these (such as the univariate vector-valued case or the multivariate
tensor product case), recent interest in the so-called multivariate renable function systems makes
it worthwhile to look at ecient subdivision schemes following these new and interesting ideas.
There have been around a few bivariate methods, however, and some basic ideas of multivariate
nontensor subdivision. Here, we would like to mention the monograph [2] and the survey article
[5] for a basic introduction into subdivision methods and, in particular, the papers [4,6] concerning
multivariate aspects. Subdivision was discussed also in connection with box splines (see [1, Chapter
VII]). Interpolatory subdivision based on three-directional box splines was discussed in [13], and as
a particular useful example of a four-directional box spline we mention the famous Zwart{Powell
element; the latter case was again recently discussed in [11, Example 4:2] where its properties were
connected to recent issues in multivariate wavelet theory.
For the four-directional mesh it has been well known for some time that box splines show
various disadvantages for numerical purposes, mainly due to the instability of the corresponding
box spline series representation. It is also known that the Z2-translates of just one spline do not
yield enough freedom in order to handle certain properties we would like to derive, such as, e.g.,
good approximation order. In this paper we therefore start with two (nonbox-spline) generators,
and we will show that at least for the S01 and the S
1
3 case we get a very ecient nontensor prod-
uct subdivision scheme converging to a corresponding spline surface. The method could be ex-
tended to various cases of higher polynomial degree and higher order of dierentiability, but here
the support of the masks would become larger thus making the schemes less tractable and less
ecient.
Here is some basic notation which we will use in the sequel. A function vector
=

1
2

: R2 ! R2 (1.1)
of compactly supported continuous functions is said to be renable with respect to the dilation matrix
2 0
0 2

if it satises a matrix renement equation
=
X
2Z2
A(2  −): (1.2)
Here, the renement matrix mask A=(A)2Z2 is a bi-innite matrix with the ‘coecients’ A being
real (2  2)-matrices. We allow only masks of nite support, i.e., A = 0 except for nitely many
2Z2.
With any such matrix mask comes an associated subdivision scheme. To this end let ‘(Z2)
and ‘1(Z2) denote the linear space of all sequences on Z2 and the subspace of all bounded
sequences, respectively. Following recent notation in the literature { see, e.g., the recent survey
C. Conti, K. Jetter / Journal of Computational and Applied Mathematics 119 (2000) 81{96 83
[8, Section 3:4] { the (vector-valued) subdivision operator associated with A is given by
SA : (‘(Z2))2 ! (‘(Z2))2;
(SA ):=
X
2Z2
AT−2;  2 Z2: (1.3)
Note that the ‘coecients’ A enter the formula as transposed matrices. The complete (stationary)
subdivision scheme consists in looking at the iterates of SA, namely:
For a given initial vector sequence  2 (‘(Z2))2
Put 0:= and
Compute m:=SAm−1; m= 1; 2; : : : : (1.4)
Following [2, Section 2:4] we say that the subdivision scheme converges for  2 (‘1(Z2))2 if there
exists a continuous function
f : R2 ! R
such that
lim
m!1
f  2m

e − m

1
= 0 for e =

1
1

: (1.5)
Here, jj  jj1 denotes the sup-norm of a vector sequence =

1
2

given by
 12

1
:=
2X
i=1
jjijj1:=
2X
i=1
sup
2Z2
jjijj;
and f(=2m) is short for the scalar-valued sequence (f(=2m))2Z2 .
In this paper we will consider two renable function vectors  and , where the rst one consists
of two pyramidal hat functions 1 and 2 of square support, and the second one is generated by
convolving these functions with the characteristic function of the unit square C=[0; 1]2. This method
to create basic splines on uniform meshes is not new, (see, e.g., [14,7]), but the renability property
was not systematically used so far. In both cases, we will present the matrix mask showing that one
can implement the corresponding subdivision schemes in a very ecient way. Moreover, the schemes
converge to an S01 - and an S
1
3 -surface, respectively. These results will be developed in Sections 2
and 3 (see Theorems 2.2 and 3.2).
Section 4 is devoted to aspects and properties of the underlying shift-invariant spaces. Here, we
will present a quasi-interpolant operator (which is a special case of the more general class of operators
in [9, Section 4]), and we will compare its approximation order with the approximation power of
the shift-invariant space. In this context, we would like to point the reader to an abundance of recent
developments concerning approximation order (see, e.g., [9,10,12,15] and the references therein).
2. The piecewise linear case
Piecewise linear spline functions on the uniform four-directional mesh are spanned by the Z2-translates
of two pyramidal hat functions, namely
1 : R2 ! R;
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the pyramidal hat function with lozenge-shaped support given by the convex hull of the four unit
vectors 

1
0

and 

0
1

, and
2 : R2 ! R; 2(x; y) = 1(x + y − 1; x − y):
Thus, 2 is the pyramidal hat function with square support [0; 1]
2, and we note that
2 = 1(M ( − 12e)) (2.1)
with
M :=

1 1
1 −1

;
and the column vector e:=

1
1

as above.
It is not hard to see that both functions can be recovered from translations of their dilated versions
1(2) and 2(2), i.e., the function vector  =

1
2

is renable satisfying a matrix renement
equation of type (1.2). Here the renement matrix mask is given by0BBBBBBBBBBBBBBBBBBBBBB@
...
...
...
...
...
   0 0 0 0 0   
   0 0
 
1
2 0
0 12
!  
0 0
1 12
!
0   
   0
 
1
2
1
2
0 0
!  
1 12
0 12
!  
1
2 0
0 12
!
0   
   0
 
0 12
0 0
!  
1
2
1
2
0 0
!
0 0   
   0 0 0 0 0   
...
...
...
...
...
1CCCCCCCCCCCCCCCCCCCCCCA
 2 = 0;
"
1 = 0
where the position of the (2  2)-matrices A within the bi-innite matrix A refers to the index
= (1; 2) 2 Z2, with 1 increasing from left to right and 2 increasing as going upwards.
The following theorem can be proved along the same lines as for the scalar case (see [5, Theorem
2:7]).
Theorem 2.1. Let 	=( 1;  2)T be a vector of continuous; compactly supported functions satisfying
the renement equation
	 =
X
2Z2
A	(2  −);
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where (A)2Z2 is a nitely supported matrix mask satisfying
C
X
2Z2
A−2 = C;  2 Z2 for C:=(1; 1): (2.2)
If the integer translates of 	 satisfy the L1-stability condition; i.e.; if there exist constants
0<c16c2<1 such that
c1jjjj16

X
2Z2
T	( − )


1
6c2jjjj1 for all  2 (‘1(Z2))2; (2.3)
then the subdivision scheme associated with the matrix mask is convergent for all  2 (‘1(Z2))2;
and the limit function is given by
f =
X
2Z2
T	( − ): (2.4)
It is clear that condition (2.2) needs to be checked only for  being any representative of Z2=2Z2.
In doing this when taking the vertices  =  of the square [0; 1]2, we nd for the renable vector
	 =:
= (0; 0))
X
2Z2
A−2 = A(0;0) =
 
1 12
0 12
!
;
= (1; 0))
X
2Z2
A−2 = (A(1;0) + A(−1;0)) =
 
1 12
0 12
!
;
= (0; 1))
X
2Z2
A−2 = (A(0;1) + A(0;−1)) =
 
1 12
0 12
!
;
= (1; 1))
X
2Z2
A−2 = (A(1;1) + A(−1;−1)) =
 
0 12
1 12
!
and either of these matrices has C as a left eigenvector for the eigenvalue 1. This veries condition
(2.2). The stability condition (2.3) holds true, since
P
2Z2 
T
( − ) is a piecewise linear function
on the four-directional mesh whose values on Z2 and Z2 + 12e are given by the components of .
This proves
Theorem 2.2. Let (A)2Z2 be the matrix mask for the renable vector . Then the associated
subdivision scheme is convergent for all =

1
2

2 (‘1(Z2))2; and the limit function is given by
the piecewise linear four-directional spline
f =
X
2Z2
1 1( − ) +
X
2Z2
2 2( − ):
It is clear that we can generate any bounded spline s 2 S01 this way.
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3. The piecewise cubic C 1 case
In order to improve the smoothness of the resulting spline surface, we convolve the pyramidal
hat functions of Section 1 with the characteristic function of the square C:=[0; 1]2:
1 = 1  C;
2 = 2  C:
(3.1)
The support and the graph of these functions are given in Figs. 1 and 2. Both functions are of type
S13 ; function 1 is Guillet’s [7] function 0.
Since C is renable as well it turns out that the vector =
 
1
2
!
also satises a matrix renement
equation with its mask being determined through a convolution process. This observation is based
on the following
Theorem 3.1. Suppose that
A= (A)2Z2 and b= (b)2Z2
are a nitely supported matrix mask and a nitely supported scalar mask; respectively. Suppose in
addition that the associated subdivision schemes are convergent for all  2 (l1(Z2))2 and for all
 2 l1(Z2); respectively. Let A and b be the corresponding solutions to the renement equations
A =
X
2Z2
AA(2  −); b =
X
2Z2
bb(2  −): (3.2)
Fig. 1. Support and graph of the function 1.
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Fig. 2. Support and graph of the function 2.
If we put
C:=
1
4
X
2Z2
Ab− =
1
4
X
2Z2
A−b (3.3)
and
C = A  b (3.4)
with the convolution  operating on each component of the vector; then the subdivision scheme
associated with the matrix mask C = (C)2Z2 is convergent with limit function
f =
X
2Z2
TC( − ): (3.5)
Moreover; C satises the renement equation
C =
X
2Z2
CC( − ): (3.6)
The proof of this result is along the same lines as the proof of [2, Proposition 2:5] where the
case of convolving two scalar-valued multivariate masks is considered.
In this theorem, we have given the formulation assuming that both A and b are continuous.
However, the result is still valid for b=C , the characteristic function of the square C. This function
satises the renement equation with mask
b(0;0) = b(1;0) = b(0;1) = b(1;1) = 1;
b = 0 otherwise (3.7)
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and the associated scalar subdivision scheme is apparently convergent (e.g., by the scalar-valued
version of Theorem 2.1). We thus arrive at the renement equation (3.6) for C=  with the matrix
mask
C =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
...
...
...
...
...
...
...
: : : 0 0 0 0 0 0 0 : : :
: : : 0 0 0
 1
8 0
0 18
  1
8 0
1
4
1
4
 
0 0
1
4
1
8

0 : : :
: : : 0 0
 1
8
1
8
0 0
  1
2
1
4
0 14
  1
2
1
8
1
4
1
2
  1
8 0
1
4
1
4

0 : : :
: : : 0 0
 1
8
1
4
0 0
  1
2
1
2
0 18
  1
2
1
4
0 14
  1
8 0
0 18

0 : : :
: : : 0 0

0 18
0 0
  1
8
1
4
0 0
  1
8
1
8
0 0

0 0 : : :
: : : 0 0 0 0 0 0 0 : : :
: : : 0 0 0 0 0 0 0 : : :
...
...
...
...
...
...
...
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
:
Here, the indexing of the ‘coecients’ is such that 1
2
1
2
0 18
!
is at position =(0; 0). The corresponding subdivision scheme is given by formulas (1.3) and (1.4)
when replacing A by C . It might be noted that all entries in the scheme are powers of 12 , whence
it is possible to implement this scheme in a very ecient way using just shifts of mantissas.
Theorem 3.1 also provides the convergence result:
Theorem 3.2. The subdivision scheme associated with the matrix mask C is convergent for all
 =

1
2

2 (‘1(Z2))2; and the limit function is given by the piecewise cubic four-directional
C1-spline
f =
X
2Z2
1 1( − ) +
X
2Z2
2 2( − ): (3.8)
4. Quasi-interpolants and approximation
Given the function vector  =

1
2

of continuous compactly supported functions, we consider
the linear spaces S(),
s 2 S() :, s=
X
2Z2
T ( − );  2 (‘(Z2))2
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and
S:=S() \ L2(R2):
The latter space is the L2(R2)-closure of the linear span of the Z2-translates of 1 and 2. As in [9]
we consider the quasi-interpolant operator
Q : f !
X
2Z2
f()1( − ) +
X
2Z2
f

+
1
2
e

2( − ) (4.1)
with f any continuous function. We will show that scaled versions of this operator
Q;h : f ! fQ(fh)g
 
h

with fh(x):=f(hx)
and 0<h 2 R the scale parameter, have L2-approximation power 2, for f in the Sobolev space
W 22 (R2), i.e.,
jjf − Q;h(f)jj26const h2jfj2;2:
This will be compared with the approximation power of the space S, where the operator Q
is replaced by (scaled versions of) the orthogonal projector P : L2(R2) ! S. Concerning our
notations, we refer to the literature, e.g., [8,9]. However, since we will frequently use the Fourier
transform, we would like to mention that in this paper we take the following normalization of the
transform:
f^() =
Z
R2
f(x)e−2ix dx:
4.1. The piecewise linear case
Here, the Fourier transform of the two hat functions is given by
^1() =
−1
2(21 − 22)

sin 21
21
− sin 22
22

and
^2() =
1
2
e−i(1+2)^1

(1 + 2)
2
;
(1 − 2)
2

: (4.2)
Taking the Fourier transform version of the renement equation (1.2), we nd
^= H
 
2

^
 
2

with H a (22)-matrix of bivariate trigonometric polynomials, called the renement mask symbol:
H() :=
1
4
X
2Z2
A e−2i
=
0BBB@
1 + cos(21) + cos(22)
4
1 + e+2i1 + e+2i2 + e+2i(1+2)
8
e−2i(1+2)
4
1 + e−2i1 + e−2i2 + e−2i(1+2)
8
1CCCA : (4.3)
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After these preliminary facts we are ready to show
Theorem 4.1. (i) The space S has L2-approximation order 1; for f 2 W 12 (R2); and L2-approximation
order 2; for f 2 W 22 (R2).
(ii) The quasi-interpolant Q has L2-approximation order 2; for f 2 W 22 (R2).
Proof. Since the reproduction property for linear polynomials is obvious, (ii) follows from [9,
Proposition 4:4], while (i) follows from Jia’s result [10, Theorem 2:4] due to the fact that the two
sequences (^1())2Z2 and (^2())2Z2 are linearly independent.
For later reference, we would like to mention that the results of Jetter and Zhou [9, Section 4:3]
provide the following conditions:
j1− ^1()− ei(1+2)^2()j2 = O(jj4)
and X
06=2Z2
j^1(+ ) + ei(1+2)^2(+ )j2 = O(jj4) (4.4)
as ! 0; note that due to our dierent normalization of the Fourier transform the condition [9, Eq.
(4:14)] had to be adapted.
The above proof of Theorem 4.1(i) relies on the assumption of linear independence as noted above;
this property is no longer valid in the piecewise cubic case. Therefore, it might be worthwhile to
give a second proof which is solely based on properties of the mask symbol H.
Following Jetter and Plonka [8, Section 3] we say that a row vector C= (~1; ~2) of trigonometric
polynomials satises the spectral condition on H at the origin if
C(0)^(0) 6= 0 and C(0)H(0) = C(0): (4.5)
If this property holds, and if in addition
D

C()H^
 
2


= 0 for jj<m and  2 f(1; 0); (0; 1); (1; 1)g (4.6)
for some m 2 N, then H is said to satisfy property (Zm). Jetter and Plonka [8, Theorem 3:2:8.(i)]
then tell that condition (Zm) implies that S has L2-approximation order m, for f 2 Wm2 (R2),
subject to ^(0) 6= (00).
In the present case, we may choose
C():=

1;
1
4
(1 + e2i1 + e2i2 + e2i(1+2))

(4.7)
in order to check condition (Zm) for m= 2, and this proves Theorem 4.1(i) without refering to the
linear independence property. The details are tedious, but straightforward.
This method of proof also shows us how to construct a compactly supported function  2 S
satisfying the Strang{Fix condition of order 2, hence S has the same approximation order, for
f 2 W 22 (R2), as S. We just take
 ^ :=C^:
For completeness, we formulate this as a separate result.
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Fig. 3. Support and graph of the function  .
Theorem 4.2. Let
 :=1 + 14 [2 + 2(+ e1) + 2(+ e2) + 2(+ e)] (4.8)
with e1 = (10); e2 = (
0
1) and e= (
1
1). Then  satises the following Strang{Fix conditions of order
2:
D ^ () = 00 for all  2 Z2 and jj< 2:
Here, D,  = (1; 2), denotes the dierential operator @1+2=@
1
1 @
2
2 , and  is the Kronecker
symbol. The support and the graph of the ‘superfunction’  , obtained by means of the subdivision
algorithm, is given in Fig. 3.
4.2. The piecewise cubic C1 case
Concerning the spaces S( ) and S , we refer to the generators 1 and 2 dened in (3.1), hence
cj() = ^j()1− e−2i12i1 1− e
−2i2
2i2
; j = 1; 2:
It is easy to extend the quasi-interpolant Q to the new system. Since
f =
X
2Z2
f()1( − ) +
X
2Z2
f

+
1
2
e

2( − )
for linear polynomials, convolution of both sides with C yields
f

 − 1
2
e

=
X
2Z2
f() 1( − ) +
X
2Z2
f

+
1
2
e

2( − )
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for linear polynomials as well. This leads to the quasi-interpolant
Q  : f !
X
2Z2
f

+
1
2
e

1( − ) +
X
2Z2
f(+ e) 2( − ): (4.9)
Theorem 4.3. The quasi-interpolant Q  reproduces linear polynomials; and has approximation or-
der 2; for f 2 W 22 (R2).
Proof. The reproduction property was established already. In order to verify the order result we note
that (4.4) implies
j1− ei(1+2)c1()− ei2(1+2)c2()j2
=j1− sin 11
sin 2
2
f^1() + ei(1+2)^2()gj2 = O(jj4)
and X
06=2Z2
jei(1+2)c1(+ ) + ei2(1+2)c2(+ )j2
=
X
06=2Z2
sin (1 + 1)(1 + 1) sin (2 + 2)(2 + 2)
2 j^1(+ ) + ei(1+2)^2(+ )j2
=O(jj4)
as ! 0. The result now follows again from Jetter and Zhou [9, Section 4:3].
In order to derive the approximation power of the space S  we mention that the matrix renement
equation for  now refers to the mask symbol
H  =
1
4
X
2Z2
Ce−2i =
1
4

a11() a12()
a21() a22()

with
a11() = 18f(1 + e−2i1)(e+2i2 + 4 + 4e−2i2 + e−4i2) + (1 + e−2i2)(e+2i1 + e−4i1)g;
a12() = 18f(e+2i1 + e−2i1 + 2) + (e+2i2 + e−2i2 + 2)g;
a21() = 14(1 + e
−2i1)(1 + e−2i2)e−2i(1+2)
and
a22() = 18(1 + 2e
−2i1 + e−4i1)(1 + 2e−2i2 + e−4i2);
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in particular,
H (0) =
1
4
X
2Z2
C =
1
4

3 2
1 2

= H(0):
Furthermore, ^(0) =
 
2
3
1
3
!
= ^(0), and altogether this implies that the row vector C = (1; 1) still
satises the spectral condition on H  at the origin, guaranteeing that S  has at least approximation
order one, for f 2 W 12 (R2).
Theorem 4.4. The space S  has L2-approximation order m=2; for f 2 W 22 (R2); and approximation
order m= 3; for f 2 W 32 (R2).
Proof. The rst result follows from the quasi-interpolant of Theorem 4.3; here, in the denition of
Q  the function f 2 W 22 (R2) should be replaced by its continuous representative.
For the second result we use [8, Theorem 3:2:8] again, i.e., we check condition (Z3) for a general
vector
C(1; 2) =
 X
j
c(1)j e
2i(aj; 11+bj; 12);
X
j
c(2)j e
2i(aj; 21+bj; 22)
!
of trigonometric polynomials. Since C(0)= (
P
j c
(1)
j ;
P
j c
(2)
j ), the spectral condition is satised if and
only ifX
j
c(1)j =
X
j
c(2)j 6= 0: (4.10)
It is therefore sucient to check
D

C()H 
 
2


= 0 for  2 f(1; 0); (0; 1); (1; 1)g (4.11)
as long as jj< 3. This will result in conditions on the parameters of C.
Now, computing the matrices
H 


2

=

0 0
0 0

; DH 
 
2


for  2 f(1; 0); (0; 1); (1; 1)g;
it is easy to show that for jj = 0 and for jj = 1 we do not get any additional condition on the
coecients of C.
For jj= 2 we get
−2
X
j
aj;1c
(1)
j + 2
X
j
aj;2c
(2)
j =
X
j
c(1)j ;
−2
X
j
bj;1c
(1)
j + 2
X
j
bj;2c
(2)
j =
X
j
c(1)j :
These conditions together with (4.10) are satised, e.g., by the C vector dened in (4.7), and this
proves the result.
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Fig. 4. Support and graph of the function  .
Remark. If we check (4.11) for jj= 3, we obtain these equations:
2
X
j
(aj;1)2c
(1)
j − 2
X
j
(aj;2)2c
(2)
j −
X
j
aj;1c
(1)
j + 3
X
j
aj;2c
(2)
j =
3
2
X
j
c(1)j ;
2
X
j
(bj;1)2c
(1)
j − 2
X
j
(bj;2)2c
(2)
j −
X
j
bj;1c
(1)
j + 3
X
j
bj;2c
(2)
j =
3
2
X
j
c(1)j ;
4
X
j
aj;1bj;1c
(1)
j − 4
X
j
aj;2bj;2c
(2)
j −
X
j
aj;1c
(1)
j + 3
X
j
aj;2c
(2)
j
−
X
j
bj;1c
(1)
j + 3
X
j
aj;2c
(2)
j = 2
X
j
c(1)j ;
2
X
jn
(aj;1)2c
(1)
j − 2
X
j
(aj;2)2c
(2)
j −
X
j
aj;1c
(1)
j + 3
X
j
aj;2c
(2)
j =
1
2
X
j
c(1)j ;
2
X
j
(bj;1)2c
(1)
j − 2
X
j
(bj;2)2c
(2)
j −
X
j
bj;1c
(1)
j + 3
X
j
bj;2c
(2)
j =
1
2
X
j
c(1)j :
They cannot hold simultaneously. In conclusion, condition (Z4) can never hold true. However, since
the condition on the Gramian in [8, Theorem 3:2:8] is not satised, we cannot conclude from this
that S  does not have approximation order 4, for f 2 W 42 (R2). Of course, an even higher order of
approximation is impossible, since higher order polynomials are not in the space S( ).
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We conclude by formulating a ‘superfunction result’ on the basis of the  -function of Theorem
4.2.
Theorem 4.5. The function
 := 1 +
1
4
[ 2 + 2(+ e1) + 2(+ e2) + 2(+ e)] =   C (4.12)
satises the following Strang{Fix conditions of order 3:
^ (0) = 1 and D ^ () = 0
for all  2 Z2 n f0g and jj< 3. Hence; S   S  has L2-approximation order 3; for f 2 W 32 (R2).
The support and the graph of this function are given in Fig. 4.
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