Abstract. In this short note, the author shows that the gap problem of k-CSP with no negations and the support of its predicate the ground of a uniformly positive correlated distribution can be solved by Hast's Algorithm in polynomial time, when k is sufficiently large, the support of its predicate is combined by the grounds of three truncated biased pairwise independent distributions and the three biases satisfy certain conditions. To conclude, the author refutes Unique Game Conjecture, assuming P = N P .
Introduction
Max k-CSP is the task of satisfying the maximum fraction of constraints when each constraint involves k variables, and each constraint accepts the same collection C ⊆ G k of local assignments. A challenging question is to identify constraint satisfaction problems (CSPs) that are extremely hard to approximate, so much so that they are NP-hard to approximate better than just outputting a random assignment. Such CSPs are called approximation resistant; famous examples include Max 3-SAT and Max 3-XOR [7] . A lot is known about such CSPs of arity at most four, but for CSPs of higher arity, results have been scattered.
To make progress, conditional results are obtained assuming the Unique Game Conjecture (UGC) of [8] . Under UGC, [2] shows that a CSP is approximation resistant if the support of its predicate is the ground of a balanced pairwise independent distribution. In a recent work [4] , Chan shows hardness for CSPs whose domain is an Abelian group G, and the support of its predicate C ⊆ G k is a subgroup and the ground of a balanced pairwise independent distribution.
Traditionally negations are allowed free in definition of k-CSP. In [1] , the authors investigate k-CSP with no negations and prove such k-CSP with the support of its predicate the ground of a uniformly positive correlated distribution is approximation resistant under Unique Game Conjecture (Theorem 6.3 in [1] 
In this short note, the author shows that the gap problem of this type of k-CSP can be solved by Hast's Algorithm in polynomial time, when k is sufficiently large, the support of its predicate is combined by the grounds of three truncated biased pairwise independent distributions and the three biases satisfy certain conditions. To conclude, the author refutes Unique Game Conjecture, assuming P = N P . Hast's Algorithm is defined as running both his Lin Algorithm and BiLin Algorithm and returning the better solution in [6] , the latter calls Charikar and Wirth's SDP Algorithm [5] .
Theorem 2. Unique Game Conjecture does not hold true, assuming P = N P .
This work has an origin that conditionally strengthens the previous known hardness for approximating Min 2-Lin-2 and Min Bisection, assuming a claim that refuting Unbalanced Max 3-XOR under biased assignments is hard on average [3] . In this paper, the author defines "bias" to be a parameter of pairwise independent distribution, while he defines "bias" to be the fraction of variables assigned to value 1 in [3] . The author notices that biased pairwise independent distribution is defined in [2, 1] and uniformly positively correlated distribution is defined in [1] .
As usual, let [q] = {1, · · · , q}, and [q 1 , q 2 ] = {q 1 , · · · , q 2 }. For two positive integer l and k, let l%k denote the integer in [k] such that it congruent to l modulo k. Let G = {1, −1}, here 1 represent "0/false" and -1 represent "1/true" in standard Boolean algebra. For an integer k, define the two k-tuples 1 ⊕k
Let ϕ be a distribution over G k , the ground of ϕ is defined as 
, and ϕ be the distribution over
We say ϕ l 's are disguised by ψ to ϕ.
Proof of Theorem 2
We show the availability of a biased pairwise independent distribution and its truncated distribution.
Assume k = 2p, where p ≥ 5 is a prime. Let G m denote the subset of G k including all k-tuples with exactly m 1. For each l ∈ [3] , suppose γ l is a constant satisfying 0 < γ l < 1 and γ l k is an integer and ρ l 's are constants such that
and
For every coordinate i ∈ [k],
, and for every two distinct coordinates i, j ∈ [k],
where z is a random element drawn by ϕ ′ l . We can prove the following lemma. (Section 3)
, then there are three constants ρ 1 , ρ 2 and ρ 3 satisfying 0 < ρ 1 < ρ 3 and 0 < ρ 2 , a constant λ > 0 dependent on k, and a distribution ψ over [3] such that:
1. φ l 's are disguised by ψ to a uniformly positive correlated distribution.
λP
(1) (y) + P (2) (y) ≥ ι for any y ∈ C, where ι = Ω(
By Theorem 2, given an instance P + of Max C as in the statement of Lemma 1, for arbitrarily small constant ε, it is NP-hard to distinguish the following two cases: val(P ) ≥ 1 − ε; val(P ) ≤ |C| 2 k + ε, under Unique Game Conjecture. On the other hand, given an instance P + of Max C with val(P ) ≥ 1 − ε, Hast's Algorithm returns a solution of P + with value at least |C| 2 k + κ, where Lemma 5 , Theorem 2 and Theorem 3 in [6] . The author notices Hast's Algorithm can be derandomized without noteworthy loss of guarantee. The details are omitted in this note.
Therefore, Unique Game Conjecture does not hold true, assuming P = N P . The proof of Theorem 2 is accomplished.
Proof of Lemma 1
Let m = 3, consider the linear equations with the three probabilities
which reduces to
For 0 < ρ 1 < ρ 3 , and 0 < ρ 2 , ψ l > 0 if and only if ρ 1 ρ 2 < On the other hand, let P (1) (y) and P (2) (y) be the sum of linear terms and bi-linear terms in the Fourier spectra of C respectively, where y ∈ C. Then P (1) (y) = k i=1 a i y i , and a i = 2 −k y∈C y i , and P (2) (y) = {i,j}⊆[k] a ij y i y j ,
where sgn(1) = sgn(3) = 1, and sgn(2) = −1. Provided that ρ 2 = ρ 3 , and ρ 2 ρ 3 > 1 2 , we have λ > 0. When k is sufficiently large, we can determine ρ l satisfying , and 1 < γ l k < k − 1 are integers such that φ l can be disguised by ψ to a uniformly positive correlated distribution and for some constant λ > 0, λP (1) (y) + P (2) (y) ≥ ι = Ω( 
