On the spectrum of a Leslie matrix with a near-periodic fecundity pattern  by Kirkland, Steve
On the Spectrum of a Leslie Matrix 
With a Near-Periodic Fecundity Pattern* 
Steve Kirkland 
Department of Mathematics and Statistics 
Queen’s University 
Kingston, Ontario, Canada, K7L 3N6 
Submitted by Richard A. Brualcli 
ABSTRACT 
Leslie matrices are square and nonnegative, and arise in the classical discrete, 
age-dependent model of population growth. Their eigenvalues are important in 
determining the asymptotic behavior of the age distributions in the model. Denoting 
the top row of the Leslie matrix by [ml m2 ... m,], it is well known that if 
d = gcd(iJm, > 0) > 2 (which corresponds to a periodic fecundity pattern), then the 
matrix has d eigenvalues with moduli equal to its spectral radius. In this paper, we 
consider Leslie matrices with a near-periodic fecundity pattern (roughly speaking, 
mi > 0 only if i is close to a multiple of some d # 1) and show that such matrices 
have at least two nonreal eigenvalues with moduli close to the spectral radius. We 
discuss a specific example of such a Leslie matrix which appears in the demographic 
literature, and give a numerical example to show that the age distributions in the 
model can also exhibit near-periodic behavior. 
I. INTRODUCTION 
The Leslie model for population growth is a discrete time, one sex, 
age-dependent model which has been studied extensively by both demogra- 
phers and mathematicians. We will assume some familiarity with the Leslie 
model; background material on it can be found in the expositions of Leslie 
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[S], Keyfitz [4], and Pollard [ll]. Recall that the centerpiece of the model is 
the Leslie matrix, which has the following form: 
L= 
ml m2 m3 *-- m,_l m, 
Pl 0 0 *-- 0 0 
0 PZ 0 . . . 0 0 
0 0 p, *.. 0 0 
. . 
0 0 0 .a*. p.ll 0 
(1.1) 
where pi > 0, i = 1,. . . , n - 1, and m, > 0, i = 1,. . . , n, with at least one 
mi > 0 (to avoid the uninteresting case of a nilpotent Leslie matrix). The pi’s 
are age-specific survival probabilities and the m,‘s are age-specific fecundity 
rates for the population being modeled. 
The model supposes that the initial population is represented as an 
n-vector x0, whose ith entry is the number of individuals in the ith age group 
in the initial population. This vector is projected forward by the Leslie matrix 
appropriate to the population, L say, so that at each time r = 1,2, . the 
population vector is given by x, = L’x,, where the ith entry of x, is the 
number of individuals in the ith age group at time T. Related to the x,‘s are 
the age distributions, (l/l’x,)x,, where 1 is the all ones vector. [For 
compactness of notation, we will let ( y) = l/I’y for any vector y whose 
entries do not sum to zero.] Evidently, if we want to study the asymptotic 
behavior of the successive age distributions ( xi), ( x, >, . . , we need to look 
at the eigenvalues of L. 
It is a frequently documented fact (see, for example [4, 111) that L has 
exactly one positive eigenvalue, p say, with a corresponding eigenvector v,,, 
all of whose entries are positive. Further, denoting the other eigenvalues of L 
by Ai and their corresponding eigenvectors by vi for i = 1,. . . , n - 1, it is 
also known that when d(L) = gcd(i]m, > 0} is equal to 1, then ) Aj( < p, 
i=l . > n - 1. If the Ai’s are distinct (this assumption is for simplicity of 
exposition only-the asymptotic properties of the age distributions still hold 
if L has multiple eigenvalues), we see that x0 = C~~~civi for some collec- 
tion of constants ci, i = 0,. . , n - 1 with (it turns out) c0 > 0. Thus the age 
distribution vectors satisfy 
(1.2) 
so that when d(L) = 1, the age distributions converge to the stable age 
distribution, (v,), regardless of what the initial distribution is. Evidently, the 
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rate of convergence depends on how quickly or slowly ]h,/p17 converges to 
zero as r --f M for each i = 1,. . . , n - 1. 
The condition d(L) = 1 is satisfied for many populations; for example, a 
number of species are fecund for at least two successive age groups, so that 
for some i, mj and mifl are both positive. However, the question of what 
happens when d(L) > 1 arises even in the earliest studies of the Leslie 
model. Both Bemardelli [l] and Leslie [8] cite a (hypothetical) population of 
beetles with just one nonzero m,, namely ms. The corresponding Leslie 
matrix has d = n = 3, and in this case, the age distributions do not converge, 
but cycle with period 3. Similarly, if more than one m, is nonzero, but still 
d > 1, one finds that the age distributions are asymptotically cyclic with 
period d, in general (see Cull and Vogt [2, 31 for a discussion). 
This cycling phenomenon arises from the following general property of 
Leslie matrices. If L is an n X n Leslie matrix such that 1 < d(L) = d Q n 
(in which case the fecundity pattern is periodic, since mi > 0 only if i is a 
multiple of d), then the eigenvalues of L consist of p exp@ria/d), a = 
0, . , d - 1, along with n - d eigenvalues with modulus strictly less than p 
(recall that p is the positive eigenvalue of L). Referring to (1.2), we see that 
when this is the case, the age distributions will not converge. Instead, there 
are vectors wa , w 1, . . , wd_ 1 (each depending on x0> such that as T + ~0, 
( x(~~+~) 4 (wi) for each i = 0,. . . , d - 1. As a result, the age distributions 
are asymptotically cycling with period d. In the special case d = n (as with 
the beetle population mentioned above) the age distributions cycle from the 
start-i.e., ( xdr+i ) = ( wi ) for each r = 1,2 . . and each i = 0, . . . , d - 1. 
So from a mathematical viewpoint, when d(L) = d > 1, the asymptotic 
cycling of the age distributions arises from the fact that L has p exp@ria/d), 
a = o,... , d - 1, among its eigenvalues. However, there is an intuitive 
appeal to the notion that when reproduction is a “periodic event with respect 
to age,” as Lopez phrased it in [IO]-that is, when the ith age group is 
fecund only if i is a multiple of d( L)-th en the age distributions will reflect 
this periodicity by asymptotically cycling with period d(L). This raises the 
question as to what the behavior of the age distributions will be if reproduc- 
tion is a “near-periodic” event (we will need to make this idea precise, of 
course). For example, if the top row of our Leslie matrix L is [O 0 1.. 0 m, 
ml0 0 0 10. 0 m,, mzol with ms, m,,, ml,, m,, > 0, we have d(L) = 
gcd{9, 10,19,20) = 1, so that the age distributions in the population model 
will converge. But at an intuitive level, the fecundity pattern appears to be 
“nearly periodic” with period 10, and we might expect that the near-periodic 
nature of this fecundity pattern will be reflected in the spectrum of L and, 
consequently, in the behavior of the age distributions in the corresponding 
population model. Our goal in this paper is to quantify this intuitive notion. 
In Section 2, we define what we mean by a near-periodic fecundity 
pattern, and consider a class of Leslie matrices whose fecundity rates fall into 
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such a pattern. Applying some geometric techniques to the characteristic 
equation, we partially localize the spectrum of these matrices, showing that 
matrices in this class have at least two (and possibly more) nonreal eigenval- 
ues whose moduli are close to that of the positive eigenvalue. Thus, for such 
matrices, the age distributions in the corresponding population model will be 
slow to converge, in general. In Section 3, we look at two examples. The first 
concerns a Leslie matrix which appears in the demographic literature; it has a 
near-periodic fecundity pattern, and we discuss its spectrum. The second 
example gives a numerical illustration of how near-periodic behavior of the 
age distributions can be observed when a population vector is projected by a 
Leslie matrix with a near-periodic fecundity pattern. 
2. NEAR-PERIODIC FECUNDITY PATTERNS AND THEIR 
SPECTRAL CONSEQUENCES 
Since we want to study the spectrum of Leslie matrices with “near-peri- 
odic” fecundity patterns, we will consider the class of Leslie matrices whose 
top row, [ml m2 **. m,] has the following property: 
forsome k>,l,d>l,andO<s<d-1, 
m,>O onlyif q=jd-i forsome l<j<kandO<i<s. (2.1) 
(Note in particular that these intervals for 9 are not centered at the jd’s, but 
instead have the jd’s as right end points.) In other words, the top row can 
have positive entries only in positions d - s, d - s + 1, . . . , d, 2d - s, 
2d - s + 1,. . . ,2d,. . . , kd - s, kd - s + 1,. . . , kd. If s = 0 and d > 2, 
then such a matrix has a periodic fecundity pattern, since m,,, > 0 only if 9 is 
a multiple of d. The eigenvalues of such a matrix will include p exp(&mia/d), 
a = l,..., d - 1, where p is the positive eigenvalue. On the other hand, if 
s > 1, such a matrix may or may not have a periodic fecundity pattern, 
depending on which mj, _ i’s are positive. 
Intuitively, we suspect that if s is “small” compared to d, then a Leslie 
matrix with the property (2.1) will have a fecundity pattern which is “near- 
periodic,” since the fecund age groups are all clustered near multiples of d. 
Consequently, we will restrict ourselves to values of k, d, and s such that 
(2.2) 
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(the mathematical necessity of this condition will be apparent later on>. We 
will say that a Leslie matrix satisfying (2.1) and (2.2) has a near-periodic 
fecundity pattern of type (k, d, s). Occasionally we will refer to such a matrix 
as a near-periodic Leslie mutrix when the context is clear. 
As we saw in Section 1, the convergence (or asymptotic cycling) of the 
successive age distributions in the Leslie model depends on the quantities 
A/p, where A is an eigenvalue of our Leslie matrix L and p is its positive 
eigenvalue. In order to facilitate the study of these h/p, instead of consider- 
ing the Leslie matrix L in (l.l), we will look at the related matrix 
1 a, a, a3 *.. a,_, a, 1 0 0 **. 0 0 i= 0 1 0 *** 
0 0 I . . . 0 0, 
. . . 
. . 
0 (j (j 
I0 0 
..: ; (j 
(2.3) 
where a, = m, and aj = p, p, *.. pj_lmi/pi, i = 2,. . , n. Such an i is 
called a row-stochastic Leslie matrix, since each of its rows sums to one (see 
[5], for ezample). Further, 2 = <l/p)D-‘LD, where D is a diagonal matrix, 
so that (Al A is an eigenvalue of L} = {A/pi A is an eigenvalue of L). Since we 
are interested in the A/p’s, we will look at the eigenvalues of 2 instead of 
those of L. Clearly any matrix of the form (2.3) is a row-stochastic Leslie 
matrix as long as the ai’s are nonnegative and sum to one; a straightforward 
calculation shows that the characteristic equation of such a matrix is A” - 
Cy= raiAnPi = 0. Thus if A is an eigenvalue of such a matrix, then A” is a 
convex combination of A”-‘, i = 1,. . . , n. Most of the arguments which 
follow will concern row-stochastic Leslie matrices, since their structure makes 
them easier to work with. 
For any k, d and s satisfying (2.2), let 
1 
l(d - WW if 2ksld - s, 
(k,d.s) = (d - s - 2ks)/2ks if 2ksld - s, 
and note that I(,, rl, sj > 1, since s < d/(2k + 1). We will show that for each 
m = l,... , I(,, d,sj, any row-stochastic Leslie matrix with a near-periodic 
fecundity pattern of type (k, d, s) has a pair of eigenvalues, t-e ’ “, such that 
8 E [Zrrm/d,2rm/(d - s>] and 1 > r 2 Fm:,(O>, where ?m( 0) is the solu- 
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tion to 
r7n Id-’ sin(kd0) - ;k” sin[(d - s)0] = sin{[(k - 1)d + s]0}, i, > 0. 
(2.4) 
Henceforth we will take k, d, and s satisfying (2.2) and we will abbreviate 
1 Ck,dsj to 1. We will also take 1 < m < 1 [note that this implies that m < (d - 
s)/2 ks]. We will frequently suppress the dependence of Pm(O) on m. 
Our methods will be primarily geometric, following the general approach 
of [5]. In particular, we note that if A is a nonzero eigenvalue of a 
row-stochastic Leslie matrix with a near-periodic fecundity pattern of type 
(k,d, s), then for some collection of nonne ative coefficients u.~_ , p = 
0 ..1 s, j = 1,. . .) k, which sum to one, fd _ A - &C” =()~jd_;&‘)d+p. 
TLs if A is a nonzero eigenvalue of such a matrix, t h &noting the convex en 
hull of a set S by ti S, we have Akd Eti{Ajd+p( p = 0,. . , s, j = 
0 ,...1 k - 1). 
Several lemmas will be required in order to prove the main result; the 
first of these establishes the existence of ?(0> when 0 is in the interval 
[27rm/d, 27rm/(d - s>l. 
LEMMA 1. For 8 E [2rrm/d, 2rrm/(d - s)], there is a continuous, 
positive valued function F(0) which is a solution to jdSs sin(kde) - 
jkd sin[(d - s>6] = sin{[(k - l)d + s]e} for each such 8. 
Proof. Since 2rm/d Q 8 < 2rrm/(d - s), we have 2?rmk < kde < 
27rmk + 27rmks/(d - s) < (2mk + l)n, the last member following from 
the fact that m < (d - s)/2ks. Similarly, (2m - 1)7~ < 2rrm - 27rm.s/(d 
- s> < Cd - ~113 < 2rrm and 2nm(k - 1) < 2rm(k - 1) + 2rrms/d < 
[(k - l)d + s]e < 2Tm(k - 1) + 2rrmks/(d - s) < 2mm(k - 1) + n. 
Thus sin(kd0) >, 0, sin[(d - s)e] < 0, and sin{[(k - l)d + s]e} > 0 for any 
such 8. Let g(r, 13) = rd-’ sin(kd6) - rkd sin[(d - s>e]. For any 8 E 
[2rrm/d, 2rrm/(d - s)], we have g(O,e> = 0 and g(1, 13) = sin(kd8) - 
sin[(d - s)e] > sin{[(k - l)d + ~16). H ence there is an F(Q) > 0 such that 
g(;(@>, 0) = sin([(k - l)d + s]e}. Further, since ag/ar > 0 for any 1 > r 
> 0, the implicit function theorem implies that ?(0) is a continuous function 
for 8 E [2am/d, Srrm/(d - s)]. n 
REMARK 2.1. If 8 E [2rm/d, 2rm/(d - s)], ?(0> satisfies (2.4), and 
r E R, we find that r > ?(e> [respectively, = ?( 0), < ;( @I] if and only if 
-rkd sin( kde) _,_(k-l)d+s sin{[( k - l)d + s] 6) 
1 - rkd cos(kd6) < 1 - T(~-‘)‘+~ cos{[(k - l)d + s]e) 
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[respectively, = , >]. That is, r > ?(0> [respectively = , <I if and only if 
the slope of the line joining (reiejkd to 1 is less than [respectively, equal to, 
greater than] the slope of the line joining (reie)(k-l)“s to 1. 
To simplify the exposition in the sequel, we introduce the following 
notation. For each r E R,, 0 E [0,2rr], and integer p, let M, e(p) = 
(-VP sin pO)/(l - T-P cos pO>, whenever the latter is well defined.’ That is, 
M,, e(p) is the slope of the line joining 1 to (reie)p whenever the real part of 
the latter is not equal to 1. 
REMARK 2.2. It follows from Lemma 3 in [51 that for each 8 E 
[27rm/d, .Zvm/(d - s>], there is an (Y E IO,11 such that F(B)eie is a root of 
the polynomial Ak” - CYXA(~-‘)~+~ - (1 - a). Thus i(8)eie is an eigenvalue 
of a row-stochastic near-periodic Leslie matrix whose top row has an CY in the 
d - sth position and a 1 - CY in the kdth position. From Equation (2.41, we 
find that i(2n-m/d) = i(2n-m/(d - s)) = 1, so that the curve i(8)eiB 
interpolates the roots of unity exp@rrmi/d) and exp[2Tmi/(d - s)] as 8 
runs between .Zn-m/d and 2rrm/(d - s). 
REMARK 2.3. As noted above, if A is a nonzero eigenvalue of a row-sto- 
chastic near-periodic matrix, then Akri E U(Aj”+p( p = 0, . , s, j= 
0, . , k - 1). The aim of much of the sequel is to establish some of the 
geometric structure of this convex hull when arg A E [Znm/d, 27rm/(d - 
s)]. In particular, note that if A = r-e”, then each Ajrlip, 0 < p 6 s and 
0 -<j ,< k - 1, is a point on the logarithmic spiral _Y= {(rt cos to, 
rt sin te>lt > 0). If 0 E [2mm/d, 2vm/(d - s)], then for each 0 < p Q s 
and O<j<k--1, we have 2rrmj < (jd + p)e < 2?rmj + 2rrm(js -t 
p)/(d - s) < 2rrmj i- Snmks/(d - s) < (2mj + l)~, the last member fol- 
lowing from the fact that m < (d - s)/2 ks. Thus if arg A E 
[2rrm/d, 2nm/(d - s)], then each Ajd’p, 0 < p Q s, 0 <j < k - 1, is in 
the upper half plane, and hence so is the resulting convex hull. Further, if 
argh = 2nm/d, then each A-i” 1s a positive real number, while each Ajd+l’, 
1 < p < s, 0 <j < k - 1, is in the open upper half plane. So for such a A, if 
we have Akd E&!Z#{Ajd+rJ p = 0, . . , s, j = 0, . , k - l}, then Akd must 
be a convex combination of Ajd, j = 0, . . , k - 1, from which it follows that 
IAl = 1. In p rt’ 1 a ICU ar, we see that if A is an eigenvalue of a near-periodic 
Leslie matrix and arg A = 271-m/d, then A = exp(2n-im/d). 
The following notion will be useful in each of the remaining lemmas. 
Given three distinct, noncollinear complex numbers x1, z2, and ~a, consider 
the triangle T whose vertices are the .zi’s. We will say that z3 is to the left of 
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the directed segment z1 - z2 if the traversal of T from zr to zs to zs and 
back to zr leads one in a counterclockwise direction. Note that if zs is to the 
left of the directed segment .zi - zs, then yz, is to the left of the directed 
segment y.2, - yz, for any nonzero complex number 7. 
Our next lemma concerns the slopes of the lines joining 1 to (reie)jd, 
j = 1,. . , k. 
LEMMA 2. Suppose that 0 < r < 1, 8 E (27rm/d,Bnm/(d - s)], and 
k z 2. Then M,,,(jd) < M,,,((j + 1)d) firj = 1,. . . , k - 1. 
Proof. We will use induction on j. If j = 1, a straightforward calculation 
shows that M,,,(2d) > M,,,(d). Figu re 1 illustrates this situation; note that 
in particular, (reeie)2d 1s to the left of the directed segment 1 - (reie)“. 
Next suppose that M,, B (jd) > M,, ,((j - l)d) for some k - 1 > j > 2; 
we need to show that 
Mr,eUj + W) ’ M,,eW). (2.5) 
If r = 1, then (2.5) follows from the fact that sin(jd0) + sin(d 0) > sin[(j + 
l)de]. Suppose that the left and right sides of (2.5) are equal for some 
0 < r < 1. Then 1, (reis)jrl , and (reie)(j+l)d are collinear by Remark 2.1. 
Writing 8 as 2rm/d + E, we see that arg[(reis)(j+l)dl = (j + l)de mod2rr 
= (j + l)ds >jdc =jd0 mod2m = arg[(re@)jd]. Thus (reis)jd must be a 
convex combination of 1 and (re”‘)(j+ ‘jd. R e erring to Figure 2, we see that if f 
0 1 
FIG. 1. 
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0 
FIG. 2. 
this is the case, then M,,,((j - l)d) > M,,,(jd) because (reie)(j+l)d is to 
the left of the directed segment (re”‘)(j- ‘jd-( reie)jd. This contradicts the 
induction hypothesis, so that (2.5) must hold for every 0 < r Q 1. n 
We will now establish the analogous fact concerning the lines joining 1 to 
(7-e if3 Id+s )’ ,j=O ,..., k-l. 
LEMMA 3. Suppose that 0 < r Q 1, 0 E (2rrm/d,2rrm/(d - s)l, and 
k 2 2. Then M,, ,(jd + s) < M,,,((j + l)d + S) forj = 0,. . . , k - 1. 
Proof. We will use induction on j. If j = 0, then sin SO + sin de > 
sin[(d + s)0] yields the inequality for r = 1. If 0 < r < 1, then writing 
8 = 2mm/d + E, we have arg[(reie)d+S] = 27rms/d + (d + S)E 2 
2rrms/d + SE = arg[(re”>‘]. We also note that since 0 < s0 Q 27rm.s/(d - 
s) < 7r, (reie)’ is on the outermost arc of the logarithmic spiral 
_Y= ((r” cos to, rt sin t0)lt > O}, 
while (reie)d+s is on the inner arc of the spiral, since (d + s)CJ > 2rrn (see 
Figure 3). Thus 1, (reie)’ and (re.e’e)d+s cannot be collinear for any 0 < r < 1, 
so that M, @(d + s) > M,,,(s) for any 0 < r Q 1. 
If M,, ,(jd + s) > M,, O((j - l)d + s) holds for some k - 1 > j > 1, 
we must show that 
X,0(0 + l)d + S> > M,,e(jd + ~1. (2.6) 
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As with the case j = 0, (2.6) h o Id s when r = 1. Suppose that for some 
0 < r < 1, the left and right sides of (2.6) are equal. Then 1, (re’ele)(j+l)d+s, 
and (reie)jd+s must be collinear. Since arg[(reie)(j+‘)d+S] > arg[(re”B)@+S], 
we see that (reie)jd+s must be a convex combination of (reie)(j+l)d+s and 1. 
Referring to Figure 4, we see that if this is the case, then M,, O((j - l)d + s> 
> M, ,(jd + s), because (re”e)(j+l)d+s 
(reiO)ij-l)d+s_(reiO)jd+s 
is to the left of the directed segment 
. This contradicts the induction hypothesis, so that 
(2.6) holds for any 0 < r < 1, which completes the proof. W 
Our final lemma will tell us about the slopes of the lines joining 1 to 
(reie)jd+p for p = 0 ,...,s. 
LEMMA 4. Fix j between 1 and k - 1, 8 E @mm/d, Srrm/(d - s>l, 
and 0 < r < 1. Thenforany 1 < p < s - 1, M,,,(jd + p) < m&M,, ,(jd), 
M,, e(jd + ~11. 
Proof. First, we note that each (reie)p, p = 0, . . . , s, is on the outer 
half arc & of the logarithmic spiral, where 
M = (( rt cos to, rt sin t0)JO < t =g 5-/f)}. 
As is well known, ~2 is a convex curve. It follows that (reieY is to the left of 
the directed segment 1-(re”)p whenever 1 < p < s - 1. As a result, 
(r-e’ 1’ Ee Id+’ is to the left of the directed segment (reie)jd-(reie)jd+p whenever 
l,<p<s-1. 
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If, for such a p, we have it4,., ,(jd -t- p> 3 M,, Btjd), then (nPYdip is to 
the left of the directed segment I-(4@)@. Since the argument of (&B)jd+S 
is larger than that of (reieYd+p, we see that (r~+~)j~+~ is to the IeEt of the 
directed segment 04~’ > ” jdtp It now follows that, as illustrated in Figure 5, . 
we must have M,, ,(jd f p) < M,, @(Jo? + s). This yields the result. u 
FIG. 5 
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Now we are ready to put the preceding lemmas together in order to 
establish a result concerning the eigenvalues of a row-stochastic near-periodic 
Leslie matrix. 
THEOREM 1. Fix m between 1 and I, and 0 E [2rrm/d,2vm/(d - s)]. 
Let F(0) be the solution to (2.4). Zf r > 0 and reie is an eigenvalue of a 
row-stochastic Leslie matrix with a near-periodic fecundity pattern of type 
(k,d, s), then F(0) < r < 1. 
reie is an eigenvalue 
then r is at 1. If 8 = 2rm/d the result follows from Remark 
2.3. Consequently we will take 8 E (27rm/d, 2mm/(d - s)] in what follows. 
If k = 1, each of (reie>p, p = 0,. . , s, is on the (convex) outer half arc 
H of the logarithmic spiral, as was remarked in the proof of Lemma 4. It 
follows from this that each (re”>P, p = 0, . . . , s, is a vertex ofti{(re’e)pl p 
=o,..., s}. If r < F(e), then by Remark 2.1, the slope of the line joining 1 
to (reie)d is strictly 
Consequently (t-e”) P 
reater than the slope of the line joining 1 to (re”)‘. 
PZZ&‘{(re”)P(p = 0,. . . , s} (see Figure 6), so reie 
cannot be an eigenvalue of any row-stochastic near-periodic Leslie matrix. 
If k >, 2 and r < ;(e>, then by Remark 2.1, M,., ,(kd) > M,, ,((k - 1)d 
+ s). It follows from Lemma 4 that for each j = 0,. . . , k - 1 and p = 
0 . . , s with (p, j) z (0, 0) we have M, ,(jd + p) f p = 
u&{M, ,(jd), M, O(jd + s)}. Applying Lemmas 2 and 3, we see that k < 
max{M,,‘,((k - l>h, M,, ,((k - l)d + s)l. But both M,, ,((k - 1)d) and 
FIG. 6. 
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M,,,((k - I)d + s) are strictly less than M,,,(kd) [the former by Lemma 2 
and the latter because r < 2( 011. Thus for any j = 0, . . . , k - 1 and p = 
0,. . , s with (p, j) # (0, O), we have M, ,(jd + p> < M,, ,(kd). In other 
words the slope of the line joining I to (ie”‘Jkd is strictly greater than the 
slope of the line joining 1 to (reie)jd + P fo r any such p and j. It follows that 
(~cz”‘)~” EZ=ZZ{(reiB)jd+Plj = 0,. . . , k - 1, p = 0,. . , s) (the situa- 
tion is similar to that depicted in Figure 61, so that reie cannot be an 
eigenvalue of any row-stochastic near-periodic Leslie matrix. 
Thus we see that if reie is an eigenvalue of such a matrix when 
B E [2~rm/d,2r,m/(d - s)], then ?(0> < r ,< I. n 
We will use the information given in Theorem 1 to prove an even stronger 
result in Theorem 2, as soon as we make a supplementary remark. 
REMARK 2.4. Note that if 0 = 2rm/d - E, where E > 0 is sufficiently 
small, then (jd + p)8 mod2rr = 27rmp/d - (jd + p)~ for each j = 
0, . , k - 1 and p = 0,. . . , s, so that for any 0 < r < 1, each (reis)jd+p is 
in the (convex) sector of the complex plane consisting of those elements 
whose arguments are between -(k - l)dE and 2mms/d - SE. Since 
kde moderr = -kdc, we see that (reieIkd is not in this sector. Thus we find 
that (reiOlkd PAZ&‘{(reie)jd+p(j = 0,. . , k - 1, p = 0,. . . , s}. 
Similarly, if 8 = 2rrm/(d - s> + E and 0 < T < 1 (again E > 0 is small), 
then (jd + p>e modem = 27rm(js + p)/(d - s> + yd + p)e for each j 
= 0,. . , k - 1 and p = 0,. . , s. Thus each (reie)l +P is in the (convex) 
sector of the complex plane consisting of those elements whose arguments 
are between 0 and 27rmks/(d - s) + [(k - l)d + S]E. But kdtJ mod2rr = 
2z-mks/(d - s> + kd E, so we see that (rzie)kd is not in this sector, and so 
once again (reiejkd ~AZ&{(reie)jd+Plj = 0,. . . , k - 1, p = 0,. . , s}. 
Thus we see that for each E > 0 which is sufficiently small, no row-sto- 
chastic near-periodic Leslie matrix can have an eigenvalue with argument 
equal to either 2rm/d - F or 2rrm/(d - s> + E. 
THEOREM 2. Suppose that A is a row-stochastic Leslie matrix with a 
near-periodic fecundity pattern of type (k, d, s). Then for each m = 1, . . . , 1, 
A has exactly one eigenvalue reie such that 8 E [2rm/d, 2n-m/(d - s)] and 
q(0) < r ,< 1, where ;(0) solves (2.4). 
Proof. Fix an m between 1 and 1, and consider the region in the 
complex plane LZm = {teie(6 E [Zrrm/d, 2 z-m/Cd - s)], F(0) < t < 1). For 1 
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an E > 0 sufficiently small, let r, be the Jordan contour given by 
Figure 7 illustrates. 
Let B be the row-stochastic Leslie matrix with a near-periodic fecundity 
pattern of type (k, d, s) whose top row is all zeros except for a 1 in the Zcdth 
position and whose order is the same as that of A. For each 0 G (Y < 1, note 
that (Y A + (1 - a > B is a row-stochastic near-periodic Leslie matrix, and let 
f(z, a) = det[zZ - CYA - (1 - a>B]. Then f(z., a) is continuous in (Y, is 
0. 
FIG. 7. 
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analytic in z, and, by Theorem 1 and Remark 2.4, has no zeros on I’,. Thus 
the number of zeros of f(z, (Y) inside r, (including multiplicities) is 
1 1 
N(a)=- - 
df(Z> a) 
27ri ,f( z, a) dz dz’ $ 
Since the integrand is continuous for z E I’, and (Y E [0,1], it is uniformly 
continuous on F, X [O, 11. Thus N( ) o is continuous for o E [0, 11; since it is 
integer valued, N must be constant. But B has exactly one eigenvalue inside 
F,, namely expC2vim/d), so N(O) = 1 and hence N(1) = 1. Thus A has 
exactly one eigenvalue inside F,; since any eigenvalue of A inside F, must be 
inside .9,,,, the result follows. n 
COROLLARY 2.1. Suppose that B is a Leslie matrix with a near-periodic 
fecundity pattern of type (k, d, s>. Let the positive eigenvalue of B be p. Then 
for each m = 1,. . . ,I, B has exactly one eigenvalue pre”’ such that 0 E 
[2rm/d,2mm/(d - s)] and F(6) < r < 1, where F(0) solves (2.4). 
Proof. From our discussion at the beginning of this section, (l/p)B is 
diagonally similar to a row-stochastic Leslie matrix with a near-periodic 
fecundity pattern of type (k, d, s>, so the result follows from Theorem 2. n 
Corollary 2.1 partially localizes the spectrum of Leslie matrices B which 
have near-periodic fecundity patterns. It asserts that if such a B has positive 
eigenvalue p, then it also has exactly one eigenvalue in the region @‘,,, for 
each 1 < m < 1, and hence one eigenvalue in each of the corresponding 
conjugate regions. Note that the result depends only on the zero-nonzero 
pattern of the entries in the top row of B and not on the relative magnitudes 
of the entries in B. So even in situations where precise fecundity rates may 
not be known, but where it is known that their zero-nonzero pattern satisfies 
(2.1) and (2.2>, Corollary 2.1 still provides some general information about 
the spectrum of the matrix, and hence about the nature of the convergence of 
the age distributions in the corresponding population model. 
Finally, we remark that Theorems 1 and 2 as well as Corollary 2.1 can be 
extended (using the techniques of Chapter 6 in [6]) to similar results 
concerning Lotka’s model, which is the continuous time analogue of the 
Leslie model. 
3. EXAMPLES 
In this section, we present two examples to illustrate the ideas of Section 
2. 
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EXAMPLE 3.1. A Leslie matrix satisfying (2.1) and (2.2) which appears in 
a demographic context is found in Lefiovitch [7]. He considers the species 
Lasiodermu serricorne (the cigarette beetle) and states that the characteristic 
polynomial of a Leslie matrix (based on a time unit of one day) for Lasio- 
dermu serricorne is 
A45 - 0.240h" - 1.774h” - 3.917A1’ - 2.269Ag - 2.336A’ - 1.663A’ 
-0.682A” - 0.239A5 - 0.081A4 - 0.012A3 
-0.002A’ - 0.00003A - 0.00001. 
This corresponds to a Leslie matrix which satisfies (2.1) for k = 1, d = 45, 
and s = 12, so that 1 = 1. Its positive eigenvalue is p = 1.07438, and its 
eigenvalue in ~9, is A, = 1.07325exp(O.l7511i), so that ]A,l/p = 0.99895. 
In view of Corollary 2.1, it is perhags not surprising that ]h,]/p is close to 1; 
however, it turns out that A, and A, are the eigenvalues of the matrix which 
have next largest modulus after p, a fact not anticipated by the corollary. 
Further, this matrix has several nonpositive eigenvalues with moduli close to 
p. Of the 44 nonpositive eigenvalues of the matrix, there are 6 with moduli 
between p and 0.99p, 16 with moduli between 0.99p and 0.95p, and 12 with 
mod& between 0.95p and 0.93p, while the remaining 10 eigenvalues have 
smaller moduli. So while Corollary 2.1 suggests that one pair of eigenvalues 
will have large moduli, this example shows that there can be several such 
pairs. 
EXAMPLE 3.2. We have seen that a near-periodic Leslie matrix will give 
rise to age distributions which are slow to converge, in general. But apart 
from slow convergence, we might also expect to see a near-periodic pattern 
reflected in the age distributions which arise from projection by a near-peri- 
odic Leslie matrix. While we will not discuss the phenomenon in any detail, 
we will give an example which illustrates it. Consider the row-stochastic 
Leslie matrix A whose top row is 
I 0 0 0 0 0 0 0 0 + f $1; 
evidently A has a near-periodic fecundity pattern of type (Ill, 2). Its 
positive eigenvalue is 1, and its nonpositive eigenvalues of largest modulus are 
0.99exp(+O.l999ri); indeed, these are the eigenvalues of A which are in 
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the region S’r (which was described in Theorem 2) and its conjugate region. 
While Theorem 2 anticipates the fact that these eigenvalues have large 
moduli, the fact that their arguments are so close to f27r/lO is a fortuitous 
consequence of this particular example which w-ill allow the near-periodicity 
of the age distributions to show a little more clearly. 
Taking the initial age distribution vector 
0.1618 
0.1320 
0.0827 
0.0325 
0.0007 
xg = 0.0000 ) 
0.0313 
0.0830 
0.1361 
0.1691 
0.1707 
we looked at the successive age distributions u, = ( A'r,) for each r; it is 
reasonable to expect a near-periodic pattern in the u,‘s, after a few projec- 
tions have gone by. Table 1 exhibits u1a7 for 1 < T < 10. 
We see from the table that while u1a7 bears some resemblance to u10C7_11 
for 1 < T < 4, the transient effects due to the eigenvalues of smaller modulus 
are apparent, especially in the 5th and 6th entries. The near-periodic pattern 
becomes clearer later on; indeed, in the last three columns we see that uro7 is 
much closer to uroC7_ r) than to the stable age distribution, w = Al. Specifi- 
_. 
UlOO -_20= 
0.0272 
0.0151 
- 0.0042 
- 0.0235 
- 0.0353 
- 0.0349 
- 0.0222 
- 0.0019 
0.0184 
0.0309 
0.0305 
while uloo - us0 = 
- 0.0028 
- 0.0016 
0.0003 
0.0023 
0.0036 
0.0036 
0.0024 
0.0003 
-0.0018 
- 0.0031 
- 0.0031 
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TABLE 1 
UlO %O u30 u40 1*50 
0.1556 0.1498 0.1445 0.1396 0.1352 
0.1282 0.1248 0.1216 0.1187 0.1160 
0.0832 0.0837 0.0841 0.0845 0.0849 
0.0374 0.0420 0.0462 0.0500 0.0536 
0.0086 0.0158 0.0224 0.0285 0.0341 
0.0081 0.0155 0.0223 0.0285 0.0342 
0.0367 0.0417 0.0463 0.0505 0.0543 
0.0841 0.0849 0.0857 0.0864 0.0870 
0.1322 0.1288 0.1256 0.1227 0.1199 
0.1627 0.1564 0.1506 0.1453 0.1405 
0.1632 0.1568 0.1508 0.1454 0.1404 
%O 
0.1311 
0.1136 
0.0853 
0.0568 
0.0392 
0.0394 
0.0577 
0.0875 
0.1174 
0.1360 
0.1359 
u70 
0.1274 
0.1115 
0.0857 
0.0598 
0.0438 
0.0441 
0.0609 
0.0880 
0.1152 
0.1320 
0.1317 
US0 u90 UlOO 
0.1240 0.1210 0.1182 
0.1095 0.1077 0.1060 
0.0860 0.0864 0.0867 
0.0626 0.0651 0.0674 
0.0481 0.0520 0.0556 
0.0484 0.0524 0.0560 
0.0637 0.0663 0.0687 
0.0884 0.0887 0.0890 
0.1130 0.1111 0.1093 
0.1283 0.1249 0.1218 
0.1280 0.1245 0.1212 
so that the comnonents of the former have magnitude roughly ten times that 
of latter. Further, 
UlOO - UlOl = 
- 0.0007 
- 0.0125 
- 0.0196 
- 0.0196 
- 0.0120 
0.0002 
0.0125 
0.0201 
0.0201 
0.0122 
- 0.0007 
even after 100 projections, the age distribution vector is far from being a 
stable vector for A. Thus we find that while the u,‘s do converge to w as 
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T -+ w, the convergence is slow, and after some initial effects have worn off, 
the u,‘s are close to being periodic with period 10. 
So in addition to slow convergence, age distributions resulting from 
projection by a near-periodic Leslie matrix may also exhibit near-periodic 
behavior. This extends to near-periodic Leslie matrices the idea that popula- 
tions in which reproduction is a “periodic event” will give rise to age 
distributions which are also periodic. 
The author is grateful to Professor D. Gregory, who, with the aid of a 
computer, found the 45 roots of the polynomial in Example 3.1, and to 
Heather Cameron, who assisted with the preparation of the diagrams. The 
author also thanks the referee, who suggested a number of improvements to 
this paper. 
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