Abstract. We consider symmetric Markov chains on Z d where we do not assume that the conductance between two points must be zero if the points are far apart. Under a uniform second moment condition on the conductances, we obtain upper bounds on the transition probabilities, estimates for exit time probabilities, and certain lower bounds on the transition probabilities. We show that a uniform Harnack inequality holds if an additional assumption is made, but that without this assumption such an inequality need not hold. We establish a central limit theorem giving conditions for a sequence of normalized symmetric Markov chains to converge to a diffusion on R d corresponding to an elliptic operator in divergence form.
Introduction
Let X n be a symmetric Markov chain on Z d . We say that X n has bounded range if there exists K > 0 such that P(X n+1 = y | X n = x) = 0 whenever |y − x| ≥ K. The range is unbounded if for every K there exists x and y (depending on K) with |x − y| > K such that P(X n+1 = y | X n = x) > 0. There is a great deal known about Markov chains on graphs when the chains have bounded range. The purpose of this paper is to obtain results for Markov chains on Z d that have unbounded range.
Suppose C xy is the conductance between x and y. We impose a condition on C xy (see (A3) below) which essentially says that the C xy satisfy a uniform second moment condition. Let Y t be the continuous time Markov chain on Z d determined by the C xy , while X n is the discrete time Markov chain determined by these conductances. The transition probabilities for the Markov chain X are defined by
while the process Y t is the Markov chain that has the same jumps as X but where the times between jumps are independent exponential random variables. When (A3) holds, together with two very mild regularity conditions, we obtain upper bounds on the transition probabilities of the form
and some corresponding lower bounds when x and y are not too far apart. Unlike the case of bounded range, reasonable universal bounds of Gaussian type need not hold when the range is unbounded. We also obtain bounds on the exit probabilities P(sup s≤t |Y s − x| > λt 1/2 ). We say a uniform Harnack inequality holds for X if whenever h is nonnegative and harmonic for the Markov chain X in the ball B(x 0 , R) of radius R > 1 about a point x 0 , then
where C is independent of R. Even when X n is a random walk, i.e., the increments X n −X n−1 form an independent identically distributed sequence, a uniform Harnack inequality need not hold. However, if we impose an additional strong assumption (see (A4)) on the conductances, then we can prove such a Harnack inequality. We prove that if we have Markov chains X (n) on Z d satisfying assumption (A3) uniformly in n, the sequence of processes X (n) t = X [n 2 t] /n is tight in the space D[0, ∞) of right continuous, left limit functions, and all subsequential limit points are continuous processes. Under an additional condition on the conductances (A5) (different than the one needed for the Harnack inequality), we then show that the X (n) · converge weakly as processes to the law of the diffusion corresponding to an elliptic operator
in divergence form. The exact statement is given by Theorem 6.1. In the case of bounded range Markov chains on Z d some of our estimates have been obtained by [SZ] , and we obviously owe a debt to that paper. Not all of their methods extend to the unbounded case, however. In particular,
(1) New techniques were needed to obtain the exit probability estimates.
(2) A new method was needed to obtain lower bounds for the process killed on exiting a ball. This method should apply in many other instances, and is of interest in itself. (3) Harnack inequalities in the case of unbounded range are quite a bit more subtle, and this section is all new. (4) In the proof of the central limit theorem, new methods were needed to handle the case of unbounded range. Moreover, even in the bounded range case our result covers more general situations. There are many versions of central limit theorems that investigate the asymptotic behavior of n i=1 f (X i ) when X n is a symmetric Markov chain on a graph. These are quite different from the central limit theorem of this paper. Our formulation has much more in common with the work of Stroock and Varadhan [SV] , Chapter 11. There they consider certain nonsymmetric chains and show convergence to the law of a diffusion corresponding to an operator in nondivergence form:
Our result is the analogue for symmetric chains and operators in divergence form. The next section sets up the notation and framework and states the assumptions we need. Section 3 has the exit time and hitting time estimates, Section 4 has the License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
lower bounds, and Section 5 discusses the Harnack inequality. Our central limit theorem is proved in Section 6. The letter c with or without subscripts and primes will denote finite positive constants whose exact value is unimportant and which may change from line to line.
Framework
We let | · | be the Euclidean norm and B(x, r) := {y ∈ Z d : |x − y| < r}. We sometimes write |A| for the cardinality of a set A ⊂ Z d . For each x, y ∈ Z d with x = y, let C xy ∈ [0, ∞) be such that C xy = C yx . We call C xy the conductance between x and y. Throughout the paper, we assume the following:
(A1) There exist c 1 , c 2 > 0 such that
(A2) There exist M 0 ≥ 1, δ > 0 such that the following holds: for any x, y ∈ Z d with |x − y| = 1, there exist N ≥ 2 and
Note that (A1) and (A2) are very mild regularity conditions. (A1) prevents degeneracies, while (A2) says, roughly speaking, that the chain is locally irreducible in a uniform way. (A3) is the substantive assumption and says that the C xy satisfy a uniform finite second moment condition. In fact, (A3) implies the following: there exists C 0 > 0 such that (2.1) sup
To see this,
, where (A3) is used in the last inequality. Define a symmetric Markov chain by (y, x) . By (A1), the ratio of p n (x, y) top n (x, y) is bounded above and below by positive constants.
It is easy to check (E, F) is a regular Dirichlet form on L 2 (Z d , µ) and the generator is
d } be an independent sequence of exponential random variables, where the parameter for U x i is ν x , and that is independent of X n , and
; it is well known that the laws of Y and Y are the same, and hence Y is a realization of the continuous time Markov chain corresponding to (a time change of) X n . Note that by (A1), the mean exponential holding time at each point for Y can be controlled uniformly from above and below by a positive constant. Let p(t, x, y) be the transition density for Y t with respect to µ.
We now introduce several processes related to
We can easily show that the Dirichlet form corresponding to V t is
and the infinitesimal generator of V t is
For λ ≥ 1, let W λ t be a process on S with the large jumps of V t removed. More precisely, W λ t is a process whose Dirichlet form and infinitesimal generator are
3. Heat kernel estimates
which is the Dirichlet form for the simple symmetric random walk in Z d . We will prove the following Nash inequality.
2) is a crude estimate for small t. However, we will continue to use it since we are mainly interested in the large time asymptotics.
Proof. Note that the equivalence of (3.1) and (3.2) is a well-known fact (see [CKS] ).
The Markov chain corresponding to E NN is a (continuous time) simple random walk; let r t be its transition probabilities. Since, as is well known, we have r t (x, x) ≤ ct −d/2 , then by [CKS] we have
See also [SZ] . By (A2), there exists c 2 > 0 such that
Using these facts and (2.3), we have the desired result.
3.2. Exit time probability estimates. In this subsection, we will obtain some exit time estimates. The argument presented here was first established in [BL1] and then extended and simplified in [CK] , [HK] .
Lemma 3.3. There exists c 1 > 0 such that
, and by a scaling argument we have
Thus by Theorem (3.25) of [CKS] , we have
for all t ≤ 1 and x, y ∈ S, where
and Γ λ is defined by
for all ξ ∈ S where (2.1) is used in the last inequality. We have the same bound when ψ is replaced by
2 |x−y|, we see that (3.4) follows from (3.5).
We now prove the following exit time estimate for the process.
Proposition 3.4. For A > 0 and 0 < B < 1, there exist
Proof. It follows from Lemma 3.3 that for t ∈ [1/4, 1] and r > 0,
Then by (3.9) and the strong Markov property of W λ at time σ r ,
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Here in the second and the last inequalities, we used (3.9). By the strong Markov property of W λ , for every r > 0,
The constants c 1 , c 2 , c 3 > 0 above are independent of D ≥ 1, x ∈ S and λ ≥ M 2 0 . Now, define B λ to be the infinitesimal generator of V t with small jumps removed: 
(see, for example, Theorem 2.2 in [Le] ). Note that the series in (3.12) defines a bounded linear operator on L ∞ (S, µ D ) for each t > 0; this can be seen as follows. First, by (2.2) and a simple calculation, we have (3.14)
Using this, we see that there exists c 7 > 0 independent of λ such that
and so the series above is bounded from
for each t > 0. We will apply the above with λ = M 2 0 . By (3.15), for any bounded function f on S, we have
Applying this with f equal to the indicator of (B(ξ, r)) c , it follows that there is a constant c 10 > 0 that is independent of D ≥ 1 such that for every ξ ∈ S and every t ≤ 1,
Applying the same argument we used in deriving (3.10), we conclude there are positive constants c 11 , c 12 such that for ξ ∈ S,
e −c 12 r + c 11 t for every r > 0 and t ≤ 1.
This implies that for every
−c 12 r + c 11 t for every r > 0 and t ≤ 1.
For A > 0 and B ∈ (0, 1), we choose r 0 and t 0 so that c 11 e −c 12 r 0 + c 11 t 0 < B and take D = r 0 D /A. Then, by (3.18),
where U 1 is an exponential random variable with parameter 1. By (A1), the left hand side of (3.19) is greater than 1 − B if γ 1 is taken to be small. Thus, (3.7) is proved. Now (3.8) can be proved in the same way as Theorem 2.8 in [BL1] .
Lower bounds and regularity for the heat kernel
We now introduce the space-time process Z s := (U s , V s ), where U s = U 0 + s. The filtration generated by Z satisfying the usual conditions will be denoted by { F s ; s ≥ 0}. The law of the space-time process s → Z s starting from (t, x) will be denoted as P (t,x) . We say that a nonnegative Borel measurable function
We denote by γ := γ(1/2, 1/2) < 1 the constant in (3.7) corresponding to A = B = 1/2. For t ≥ 0 and r > 0, we define
where B(x, r) = {y ∈ R d : |x − y| ≤ r}. It is easy to see the following (see, for example, Lemma 4.5 in [CK] for the proof).
The next proposition provides a lower bound for the heat kernel and is the key step for the proof of the Hölder continuity of p D (t, x, y) .
To prove this we first need some preliminary propositions. A version of the following weighted Poincaré inequality can be found in Lemma 1.19 of [SZ] ; we give an alternate proof.
where c 1 is determined by the equation
where
and e i is the element of Z d whose j-th component is 1 if j = i and 0 otherwise.
Proof. A scaling argument shows that it suffices to consider only the D = 1 case. Because of the product structure, it is enough to consider the case when d = 1. The weighted Poincaré inequality restricted to integers in [−10, 10], i.e., where the sums are restricted to being over {−10, . . . , 10}, follows easily from the usual Poincaré inequality. We will prove our weighted Poincaré inequality for positive k and the same argument works for negative k. These facts together with the weighted Poincaré inequality on [−10, 10] and standard techniques as in [Je] give us the weighted Poincaré inequality for all of Z. So we restrict our attention to nonnegative k. Therefore all our sums below are over nonnegative integers.
Let
, and define
We see that
This implies
The proof of the following lemma is similar to that of (1.16) in [SZ] , but since we need some modifications, we will give the proof.
Lemma 4.4.
There is an ε > 0 such that
Proof. First, note that it is enough to prove the following: there is an ε > 0 such that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 
Thus, by Jensen's inequality, (4.2) gives
By a simple scaling argument, this gives (4.1). So we will prove (4.2). Set
By Jensen's inequality, we see that G(t) ≤ 0. Further,
Next, note that the following elementary inequality holds (see (1.23) of [SZ] for the proof):
Hence
where the last inequality is due to (A2) and the definition of g D (here recall that e i is in the element of Z d whose j-th component is 1 if j = i and 0 otherwise). Note
where we used (A3) in the last inequality. Note also min 1≤i≤d g D (l + e i ) ≥ c 5 g D (l). Combining these, we have
where we used Lemma 4.3 in the last inequality.
for the positive and negative parts of f , we have for each σ > 0,
where we used the elementary inequality (A + B)
where we let
On the other hand, by (3.7) and scaling, we can find r 0 > 2 such that
Thus by taking σ = log(4r d 0 ) and using (3.3), we obtain I t,σ ≥ cβ. Combining this with (4.3), there exists 0 < δ < 1 such that
Now, by (4.4) and the mean value theorem,
We may assume G(1/2) ≤ −5/(2δ), since otherwise (4.2) is clear. Then, by (4.5)
But this means that 
Proof. By the strong Markov property we have
In Proposition 3.4 let us choose A = 1 and B = δ/(4c 1 2 d/2 ). If we take κ > (2γ 1 ) −1/2 , then Proposition 3.4 tells us that
and then
. If the first hitting time of C occurs between time t/2 and time t, then the last hitting time of C before time t happens after time t/2. So if
We claim that by time reversal,
To see this, observe by the symmetry of the heat kernel p, we have that if
If we sum over z k ∈ C and z k+1 , . . . , z n−1 / ∈ C, we have
If we sum over k, this yields
Arguing as in the first part of the proof,
and combining with (4.6) proves the proposition.
Proof of Proposition 4.2. We have from Lemma 4.4 that there exists ε such that
if |x − y| ≤ 2t 1/2 . If we take δ = ε/2 in Lemma 4.5, then provided r > (κ + 1)t 1/2 , we have
Subtracting,
if |x − y| ≤ t 1/2 , which is equivalent to what we want.
As a corollary of Proposition 4.2 we have Corollary 4.6. For each 0 < ε < 1, there exists θ = θ(ε) ∈ (0, 1) with the following property:
. Now, using this fact and Corollary 4.6 (with ε = δ/4), we have
which completes the proof.
We will also use the following Lévy system formula for Y (cf. Lemma 4.7 in [CK] ). 
Now we prove that the heat kernel p
, where γ := γ(1/2, 1/2) ∧ γ 1/3 < 1. Here γ(1/2, 1/2) is the constant in (3.7) corresponding to A = B = 1/2 and γ 1/3 is the constant in Lemma 4.7 corresponding to δ = 1/3.
The following theorem can be proved similarly to Theorem 4.1 in [BL2] and Theorem 4.14 in [CK] . We will write down the proof for completeness. 
In particular, for the transition density function p
Proof. Recall that Z s = (U s , V s ) is the space-time process of V , where U s = U 0 + s.
In the following, we suppress the superscript D from Q D (·, ·, ·). Without loss of generality, assume that 0
≤ q(z) ≤ q ∞,R = 1 for z ∈ [0, γ (4R) 2 ] ×
S. By Lemma 4.7, there is a constant c 1 > 0 such that if x ∈ S, 0 < r < 1 and A ⊂ Q(t, x, r/2) with
where τ r := τ Q (t,x,r) . By Lemma 4.8 with f (s, y, z) = 1 B(x,r) (y) 1 S\B(x,s) (z) and T = τ r , there is a constant c 2 > 0 such that if s ≥ 2r, (4.13)
The first inequality of (4.13) is due to the following computation:
where (A3) is used in the last inequality. The last inequality of (4.13) is due to the fact 
(a).) Let
η = 1 − c 1 4 and ρ = 1 2 ∧ η 2 1/2 ∧ c 1 η 8 c 2 1/2 .
Note that for every (t, x) ∈ Q(0, x 0 , R), q is parabolic in Q(t, x, R) ⊂ Q(0, x 0 , 2R).
We will show that (4.14) sup
For notational convenience, we write Q i for Q(t, x, ρ i R) and τ i for τ Q(t,x,ρ i R) . Define
We may suppose
Then by (4.12)-(4.14),
Since ε is arbitrary, we have b k+1 − a k+1 ≤ η k+1 , and this proves (4.14). For z = (s, x) and w = (t, y) in Q(0, x 0 , R) with s ≤ t, let k be the largest integer such that |z − w| :
This proves (4.10) with β = log η/ log ρ. By (3.2) and Lemma 4.1, for every 0 < t 0 < 1, T 0 ≥ 2 and y ∈ S, q(t, 
2 ) × S. Applying (4.10) to the parabolic function q(t, x) with (T 0 − s, x 1 ), (T 0 − t, x 2 ) and Q(T 0 − s, x 1 , R) in place of (s, x), (t, y) and Q(0, x 0 , R) there respectively, we have
By (3.3), the inequality (4.16) is true when (4.15) does not hold. So (4.16) holds for every t, s ∈ [t 0 , T 0 ] and x 1 , x 2 ∈ S for all T 0 ≥ 2. Inequality (4.11) now follows from (4.16) by the symmetry of p(t, x, y) in x and y.
Harnack inequality
Because the Markov chain may not have bounded range, h must be defined on all of Z d . In order to avoid h possibly being infinite in A, we will assume that h is bounded on Z d , but in what follows, the constants do not depend at all on the L ∞ bound on h. We say h is harmonic with respect to
It is not hard to see that a function is harmonic for X if and only if it is harmonic for Y , since the hitting probabilities of X and Y are the same. Also, because the state space is discrete, it is routine to see that a function is harmonic in a domain A if and only if E(h, f ) = 0 for all bounded f supported in A; we will not use this latter fact.
In this section we first give an example of a symmetric random walk, i.e., where {X n+1 − X n } are symmetric i.i.d. random variables, for which a uniform Harnack inequality fails. Note that the Harnack inequality does hold for each ball of radius n, but not with a constant independent of n. Our example is similar to one in [LP] . Let e j be the unit vector in the x j direction, j = 1, . . . , d. Let b n = n n n (or any other quickly growing sequence), and let a n be a sequence of positive numbers tending to 0, subject only to a n ≤ 1/32 and n a n b 2 n < ∞. Let ε = 2 a n . Let ξ i be an i.i.d. sequence of random vectors on Z d with
Each h n is a harmonic function in B n . If a uniform Harnack inequality were to hold, there would exist C not depending on n such that
Since δb n b n−1 for n large, the only way X τ n can equal z n is if the random walk jumps from 0 to z n . So for y n ∈ B n , y n = 0,
But we claim that if y n ∼ r n /4, then P y n (T 0 < τ n ) will tend to 0 when n → ∞, and then h n (0)/h n (y n ) → ∞. So no uniform Harnack inequality exists.
The claim is true in all dimensions greater than or equal to 2, but is easier to prove when d ≥ 3, so we concentrate on this case. We have
The first term on the last line goes to 0 by Doob's inequality (applied to each (X i , e j ), j = 1, . . . , d). By Spitzer [Sp] , p. 75, the sum above is bounded by
which goes to 0 as n → ∞. Note that by taking a n tending to 0 fast enough, ξ 1 can be made to be subGaussian, or have even better tails.
As this example shows, a uniform Harnack inequality need not hold when the range is unbounded, so an additional assumption is needed to handle this case. The assumption is modeled after [BK] and the proof is similar to the one in [BL2] . We assume (A4) There exists a constant c 1 such that C xy ≤ c 1 C xy whenever |y − y | ≤ |x − y|/3.
Lawler [Law] proved that the Harnack inequality holds for a class of symmetric random walks with bounded range and also for a class of Markov chains with bounded range which are in general not reversible. See also [LP] for some results concerning random walks with unbounded range. Theorem 5.1 says that the Harnack inequality continues to be true for symmetric Markov chains with bounded range and for symmetric Markov chains satisfying (A4). 
Before proving Theorem 5.1 we prove a lemma. Note that (A4) is not needed for this lemma.
Lemma 5.2. (a)
Proof. If p(t, x, y) denotes the transition densities for Y t , we know
So if we take t = c 5 r 2 for large enough c 5 , then
This implies
. By the Markov property, for m a positive integer
and (a) follows. We also know by Proposition 4.2 that there exists κ > 1 such that
which proves (b).
Proof of Theorem 5.1. Let κ and θ be as in Lemma 5.2. Since we have (A1) and (A2), it is easy to check that a Harnack inequality holds for each finite R, provided R ≤ 32M 0 /θ. So it suffices to assume R > 32M 0 /θ. If the Markov chain has bounded range, choose L so that C xy = 0 whenever |x − y| ≥ L and assume
First of all, if z 1 ∈ Z d and w / ∈ B(z 1 , 2r), by the Lévy system formula,
Letting t → ∞, we have r) . So the right hand side is bounded above by the quantity c 3 C z 1 w E x τ B(z 1 ,r) and below by the quantity (z 1 ,r) ), x,y∈ B(z 1 , θr).
Taking linear combinations, if H is a bounded function supported in
If, on the other hand, the Markov chain has bounded range and r ≥ L, then (5.2) again holds because both sides are zero. In the bounded range case set
θr).
Summing over A ⊂ B(z 1 , θr) , we see that
In particular, note that if C ⊂ B(z 1 , θr) and |C|/|B(z 1 , θr)| ≥ 1/3, then
Next suppose x, y ∈ B(z 1 , θr 0 ). In view of (A2)
By optional stopping,
By looking at a constant multiple of h, we may assume inf B(x 0 ,θR/2) h = 1. Choose z 0 ∈ B(x 0 , θR/2) such that h(z 0 ) = 1. We want to show that h is bounded above in B(x 0 , θR/2) by a constant not depending on h. This will show
Once we have (5.5) a standard chain of balls argument yields our theorem. Let
Now suppose there exists x ∈ B(x 0 , θR/2) with h(x) = K for some K large. Let r be chosen so that
Note this implies
Without loss of generality we may assume K is large enough that r ≤ θR/4. Let
By (5.3) and optional stopping,
Let C be a set contained in B(x, θr) \ A such that
and by (5.2), for all y ∈ B(x, θr),
contradicting (5.11) and the definition of A.
Let N = sup B(x,2r) h(z). We then have (x,r) ) .
Using (5.4) there exists
Now suppose there exists x 1 ∈ B(x 0 , θR/2) with h(x 1 ) = K 1 . Define r 1 and A 1 in terms of K 1 analogously to (5.7) and (5.9). Using the above argument (with x 1 replacing x and x 2 replacing x ), there exists x 2 ∈ B(x 1 , 2r 1 ) with h(x 2 ) = K 2 ≥ (1 + β)K 1 . We continue and obtain r 2 and A 2 and then x 3 , K 3 , r 3 , A 3 , etc. Note x i+1 ∈ B(x i , 2r i ) and
R, there will be a first integer i for which r i < 2r 0 . But for all y ∈ B( 
whenever |y − y | ≤ |y|/3. Then there exists c 2 and R 0 such that for all R larger than R 0 and any w / ∈ B(x 0 , R),
Proof. We let C xy = P(ξ 1 = y − x). Since the ξ i are symmetric, then the X n form a symmetric Markov chain, and it is easy to see that (A1)-(A4) are satisfied. We then apply Theorem 5.1 to h(x) = P x (Y τ B(x 0 ,R) = w).
Central limit theorem
Suppose we have a sequence C n xy of conductances satisfying (A1), (A2), and (A3) with constants and ϕ independent of n. Let Y (n) t be the corresponding continuous time Markov chains on Z d and set
n 2 t /n. As noted previously, the Dirichlet form corresponding to the process Z (n) is (6.1)
We will also need to discuss the form 
If g is defined on n −1 Z d , we next define an extension of g to R d . The one we use is defined as follows. For k ∈ Z d , let
When d = 1, we define the extension, E n (g), to be linear in each Q n (k) and to agree with g on the endpoints of each interval Q n (k). For d > 1 we define E n (g) inductively. We use the definition in the (d − 1)-dimensional case to define E n (g) on each face of each Q n (k). We define E n (g) in the interior of a Q n (k) so that if L is any line segment contained in the Q n (k) that is parallel to one of the coordinate axes, then E n (g) is linear on L. For example, when d = 2, n = 1, and k = (0, 0), then
Recall that e j is the unit vector in the x j direction and let (x, y) denote the inner product in 
contains the line segment from z to z + n −1 e i }.
limit a(x) will be constant in x. This means that the limit is a linear transformation of d-dimensional Brownian motion, as one would expect. For another example, suppose the X (n) are nearest neighbor Markov chains, i.e., C n xy = 0 if |x − y| = 1. Then in this case the result of [SZ] is included in our Corollary 6.5 and 6.7.
Third, suppose C n xy = C xy does not depend on n. Unless C xy is a function only of y − x, then (2.6) of [SZ] (which is (6.29) below) will not be satisfied, and this situation is covered by Theorem 6.1 but not by the results of [SZ] . To be fair, the goal of [SZ] was not to obtain a general central limit theorem, but instead to come up with a way of approximating diffusions by Markov chains. Condition (A5) is restrictive. For this C n xy = C xy case, if we further assume that C xy = 0 for |x − y| > 1, then a(x) is always a constant matrix. Indeed, in this case the expression in (6.3) is equal to 2C nx,nx+e i δ ij , which converges to (a(x)) ij uniformly on compacts as n → ∞ by (A5). So, for any m ∈ N, the limit of a n (x/m) is equal to a(x), i.e., a(x/m) = a(x). Since a is continuous, we conclude a(x) = a(0) for all x ∈ R d . Before we prove Theorem 6.1, we prove a proposition showing tightness of the laws of Z (n) . Proof. Let t 0 > 0 and η > 0. Let τ n be stopping times bounded by t 0 and let δ n → 0. Then by Proposition 3.4 and the strong Markov property,
Proposition 6.2. Suppose {n j } is a subsequence. Then there exists a further subsequence {n
This, Proposition 3.4, and [A] imply that the laws of the
Fix t 0 and η > 0. Z (n) will have a jump of size larger than η before time t 0
t− | ≥ ηn for some t ≤ n 2 t 0 . By the Lévy system formula, the probability of this is bounded by
which tends to 0 by dominated convergence as n → ∞. Since this is true for each t 0 and η > 0 we conclude that any subsequential limit point of the sequence Z (n) will have continuous paths.
From this point on the argument is fairly standard. We give a sketch, leaving the details to the reader. Take a countable dense subset {t i } of [0, ∞) and a countable dense subset {f m } of the C ∞ functions on R d with compact support. Let P n t be the semigroup for Z (n) . In view of Theorem 4.9, E n j (P n j t i (R n j (f m ))) will be equicontinuous. By a diagonalization argument, we can find a subsequence {n j k } of {n j } such that for each i and m, as n j k → ∞, these functions converge uniformly on compact sets. Call the limit P t i f m . Using the equicontinuity, we can define P t f m by continuity for all t, and because the norm of each P t is bounded by 1, we can also define P t f by continuity for f continuous with compact support. Using the equicontinuity yet again, it is easy to see that the P t satisfy the semigroup property and that P t maps continuous functions with compact support into continuous functions. One can thus construct a strong Markov process that has P t as its semigroup. The symmetry of P (n) t leads to the symmetry of P t . For each x, the P [x] n j laws of {Z (n j ) t ; 0 ≤ t ≤ t 0 } are tight. Fix x, let {n } be any subsequence of {n j k } along which the P [x] n converge weakly, and let P be the weak limit of the subsequence
, where the g i are continuous with compact support and 0
Thus the one-dimensional distributions of a subsequential limit point of the P [x] n j k do not depend on the subsequence {n }. Using the Markov property of Z (n) and the equicontinuity, a similar argument shows that the same is true of the L-dimensional distributions. Therefore there must be weak convergence along the subsequence {n j k }. As proved above, the weak limit is concentrated on the set of continuous paths.
Proof of Theorem 6.1. We denote the Dirichlet form for the process
We write P n t for the semigroup for Z (n) . Using Proposition 6.2, we need to show that if we have a subsequential limit point of the P n t in the sense of that proposition, then the limiting process corresponds to the Dirichlet form E a . Let {n } be a subsequence of {n} for which the subsequence converges in the sense of Proposition 6.2, and let U λ be the λ-resolvent of the limiting process.
where we let ( 
this will show that the λ-resolvent for the limiting process is the same as the λ-resolvent for the process corresponding to E a , and the proof will be complete; we also use (h 1 , h 2 ) to denote h 1 (x)h 2 (x) dx when h 1 , h 2 are functions defined on
that is, the L 2 norm of F n is bounded in n. We see that
is the space of L 2 functions whose gradient is square integrable. Since H n converges on compacts to H, it follows that H n converges in L 2 to H. We also note that by (6.5)
is uniformly bounded in n. We need to know that (6.9) |E R n (F n , R n (g)) − E a n (H n , g)| → 0 as n → ∞. The proof of this is a bit lengthy and we defer it to Lemma 6.3 below.
We also need to show that (6.10) |E n (F n , R n (g)) − E R n (F n , R n (g))| → 0 as n → ∞. This follows because by Cauchy-Schwarz, we have which will be less than ε 2 if n is large. Using (6.5), (6.6), (6.9), and (6.10), we see that it suffices to show (6.11) E a n (H n , g) → E a (H, g).
Now
(6.12) |E a n (H n , g) − E a (H n , g)| = ∇H n · (a n − a)∇g .
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Since ∇g is bounded with compact support and |∇H n | is bounded in L 2 , then (A5) and the Cauchy-Schwarz inequality tell us that the right hand side of (6.12) tends to 0 as n → ∞. Therefore we need to show (6.13) E a (H n , g) → E a (H, g).
But if ∇h is bounded with compact support, then (6.14) (∇H n ) h = − H n ∇h → − H ∇h = (∇H) h.
If we take the supremum over such h that also have L 2 norm bounded by 1, then Fatou's lemma and the Cauchy-Schwarz inequality show that ∇H is in L 2 . If h is bounded with compact support, let ε > 0 and approximate h by a C 1 functionh with compact support such that h −h 2 ≤ ε. Since |∇H n | is bounded in L 2 , then | ∇H n (h −h)| ≤ c 1 ε and | ∇H(h −h)| ≤ c 1 ε. So by (6.14) lim sup n →∞
Because ε is arbitrary, we have (6.15)
∇H n h → ∇H h.
If we apply (6.15) with h = a∇g, we obtain (6.13).
To complete the proof we have Lemma 6.3. With the notation of the above proof, |E R n (F n , R n (g)) − E a n (H n , g)| → 0 as n → ∞.
Proof. Step 1. Let ε, η 1 , η 2 , δ > 0 and let {S m } be a collection of cubes with disjoint interiors whose union contains the support of g and such that the oscillation of a on each S m is less than η 1 and the oscillation of ∇g on each S m is less than η 2 . One way to construct such a collection is to take a cube large enough to contain the support of g, divide it into 2 d equal subcubes, and then divide each of the subcubes and so on until the oscillation restrictions are satisfied.
Step 2. Let S m be the cube with the same center as S m but side length (1 − 2δ) times as long. Let A = m (S m − S m ). We claim it suffices to show that
nx,ny (R n (g)(y) − R n (g)(x)) → 0 (6.16) as n → ∞. To see this, note first that by Cauchy-Schwarz and (6.7)
A ∇H n (x) · a n (x)∇g(x) dx ≤ E a n (H n , H n ) So by Cauchy-Schwarz and (6.8)
nx,ny (R n (g)(y) − R n (g)(x)) 17) which will be less than ε if δ is taken small enough and n is large.
Step 3. Let x m be the center of S m . Define g by requiring g to be linear on each S m and satisfying g(x m ) = g(x m ), ∇g(x m ) = ∇g(x m ). We claim it suffices to show that ∇H n (x) · a n (x)∇g(x) dx ≤ E a n (H n , H n )
≤ cE a n (H n , H n ) 1/2 η 2 , which will be less than ε if η 2 is chosen small enough. A similar argument shows that the difference between the second term in (6.18) and the corresponding term with g replaced by g is small; cf.
Step 2.
Step 4. Let C n xy = C n,δ/2 xy and define a n (x) by (a n (x)) ij = (y,k)∈L i x C n ny,n(y+k) nk j sgn k i .
We claim it suffices to show that (6.19) 
