Abstract. The paper is devoted to establishing the foundations of the theory of quasiregular mappings f : M → N between two equiregular subRiemannian manifolds of homogenuous dimension Q ≥ 2. In particular, we generalize the notion of P -differentiability of Pansu [50] and to the setting of mappings between general subRiemannian manifolds and establish a corresponding Stepanov-type differentiability result. As a consequence, we show that a quasiregular mapping between two equiregular subRiemannian manifolds of homogenuous dimension Q ≥ 2 are P -differentiable a.e., satisfies Condition N and Condition N −1 , and the branch set has zero Hausdorff Q-measure. Our method does not rely on the results of Margulis-Mostow [40] .
and l f (x, r) = inf |f (x) − f (y)| : |x − y| = r .
The mapping f is said to be metrically K-quasiregular if H f (x) = lim sup r→0 H f (x, r) < ∞ for all x ∈ Ω and H f (x) ≤ K for a.e. x ∈ Ω.
The metric definition is easy to state, but not easy to use since the definition is a local, infinitesimal condition. The following anaytic definition is more convenient to use. Recall that a continuous f : Ω → R n is analytically K-quasiregular, if f ∈ W 1,n loc (Ω, R n ) and if |Df (x)| n := sup h∈R n :|h|≤1
|Df (x)h| n ≤ KJ f (x) for a.e.x ∈ Ω, where Df (x) is the differential matrix of f at x and J f (x) is the determinant of Df (x). Many early definitions for quasiconformality/quasiregularity used some modulus inequalities between curve families. A branched cover f is said to be geometrically K ′ -quasiregular if it satisfies the following K O -inequality
for every open set D ⊂ Ω, every curve family Γ in D and every admissible function ρ for f (Γ); see Section 2 below for the definition of n-modulus. Apparently, the metric definition is of infinitesimal flavor, the analytic definition is a point-wise condition, and the geometric definition is more of global feature. It is a deep fact that all the three definitions of quasiregularity are equivalent 1 , quantitatively. The interplay of all three aspects of quasiconformality/quasiregularity is an important feature of the theory; see [5, 33, 54, 55, 60] for more on the Euclidean theory of these mappings.
The study of quasiconformal mappings beyond Riemannian spaces was first appeared in the celebrated work of Mostow [47] on strong rigidity of locally symmetric spaces. The boundary of rank-one symmetric spaces can be identified as certain Carnot groups of step two, and Mostow has developed the basic (metric) quasiconformal theory in these groups. Inspired by Mostow's work, Pansu [50] used the theory of quasiconformal mappings to study quasi-isometries of rank-one symmetric spaces. In particular, he has shown that the metric quasiconformal mappings are absolutely continuous on almost every lines. The systematic study of (metric) quasiconformal mappings on the Heisenberg group was later done by Korányi and Reimann [36, 37] . Margulis and Mostow [40] studies the absolute continuity of quasiconformal mappings along horizontal lines in the equiregular subRiemannian case and proved that quasiconformal mappings between two equiregular subRiemannian manifolds are P -differentiable almost everywhere. By the break-through work of Heinonen and Koskela [27] , a full-fledged (metric) quasiconformal theory exists in rather general metric measure spaces. This theory has subsequently been applied to new rigidity studies in geometric group theory, geometric topology and geometric paratrization of metric spaces; see for instance [7, 8, 30, 24, 53] and the references therein. This theory also initiated a new way of looking at weakly differentiable maps between non-smooth spaces. In [28] , the Sobolev class of Banach space valued mappings was studied and several characterizations of quasiconformal mappings between metric spaces of locally bounded geometry were established. In particular, the equivalence of all the three definitions of quasiconformality was proved in their setting; see also [58, 59] .
From then on, the study of quasiconformal/quasiregular mappings in non-smooth settings has received increasing interests. Heinonen and Rickman [30] studies the socalled mappings of bounded length distortion (BLD), which form a proper subclass of quasiregular mappings, between generalized manifolds of certain type. Onninen and Rajala [49] have developed a basic theory of quasiregular maps from Euclidean domains to generalized manifolds with restricted topology and locally controlled geometry; see also [1, 12, 18, 19, 61, 62, 63, 64] for the latest development of the theory in various non-smooth settings. In particular, Williams [64] proved the equivalence of all the three definitions of quasiregularity in the setting of metric spaces of locally bounded geometry. Let us point out that Riemannian manifolds and Carnot groups are typical examples of spaces of locally bounded geometry.
In this paper, we aim at developing the foundations of the theory of quasregular mappings between equiregular subRiemannian manifolds. It should be noticed that subRiemannian manifolds serve as a natural class of singular spaces that lie between Riemannian manifolds and general metric measure spaces. In particular, the geometry of a subRiemannian manifold is meaningful: the tangent cone at each point admits a natural group structure that makes it into the so-called Carnot group and a well-known differential theory of mappings exists for mappings between such groups. So it is not a big surprise that the theory of quasiregular mappings can be developed from a differentiable point of view. On the other hand, there is no differential theory for mappings, other than quasiconformal mappings, at hand. Moreover, the differentiability theory developed by Margulis-Mostow [40] (for quasiconformal mappings) does not work for Lipschitz/quasiregular mappings. Indeed, this is a real obstacle and a different approach is necessary. We acheive this by proving a version of the Stepanov's theorem for mappings between equiregular subRiemannian manifolds via a careful blow-up argument. The definition of P -differential is given in Section 4 and it is a natural extension of the notion introduced by Pansu [50] and Margulis-Mostow [40] . It should be noticed that one cannot use the standard techniques as the Euclidean setting to prove Theorem A, since it is not always possible to extend a Lipschitz mapping f : A → N from a closed subset A of M as a global Lipschitz mappingf : M → N.
On the other hand, even with such a nice differentiability theory at hand, one can not establish the whole theory as in the Euclidean setting [55] . We also take the advantage of the recent development of the theory of quasiregular mappings on metric measure spaces [28, 63, 64] . Indeed, our approach is based on both the differentiability theory and the metric point of view of quasiregular mappings.
Theorem B. Let f : M → N be a weak metric quasiregular mapping between two equiregular subRiemannian manifolds of homogeneous dimension Q ≥ 2. Then 1). f satisifes Condition N, i.e. Vol N (f (E)) = 0 if Vol M (E) = 0; 2). The area formula holds, namely, for all measurable function h : N → [0, ∞] and every measurable set A ⊂ M,
where N(y, f, A) = card f −1 (y) ∩ A is the multiplicity function of f on A.
, and Pdifferentiable a.e. and the Jacobian J f > 0 a.e. in M.
4). Lip f is the minimal Q-weak upper gradient of f ; 5). Vol M (B f ) = 0, where B f is the branch set of f , i.e. the set of all x ∈ M such that f fails to be a local homeomorphism at x;
As the previous overview indicates, to establish the theory of metric quasiregular mappings between general metric measure spaces, the right conditions imposing on the underlying spaces are that the metric measure spaces have locally bounded geometry. Theorem B seems to suggest that when our underlying metric spaces have nice geometry so that a (geometric) differentiability theory for mappings exists, then the basic properties of metric quasiregular mappings remain valid. It is then an interesting problem to investigate to what extent the differentiability theory helps in establishing the more advanced properties of quasiregular mappings; see Section 6 for those natural open problems. This paper is organized as follows. Section 2 contains preliminaries on Sobolev spaces on metric measure spaces. In Section 3, we introduce the basic results on the geometry of subRiemannian manifolds. In Section 4, we generalize the notion of P -differentiability of Pansu [50] and Margulis-Mostow [40] to the setting of mappings between general subRiemannian manifolds and prove Theorem A. Section 5 contains a detailed study of quasiregular mappings between equiregular subRiemannian manifolds. In particular, we investigate all the basic analytic properties of a quasiregular mapping from the differentiable point of view and prove Theorem B. The final section, Section 6, contains a list of interesting open questions for further research.
Sobolev spaces on metric measure spaces
In this section, we will briefly introduce the Sobolev spaces on metric measure spaces based on an upper gradient approach. For detailed description of this approach, see the monograph [29] .
2.1. Metric measure spaces. Definition 2.1. A metric measure space is defined to be a triple (X, d, µ), where (X, d) is a separable metric space and µ is a nontrivial locally finite Borel regular measure on X. Definition 2.2. A Borel regular measure µ on a metric space (X, d) is called a doubling measure if every ball in X has positive and finite measure and there exists a constant C µ ≥ 1 such that
for each x ∈ X and r > 0. We call the triple (X, d, µ) a doubling metric measure space if µ is a doubling measure on X. We call (X, d, µ) an Ahlfors Q-regular space if there exists a constant C ≥ 1 such that
for all balls B(x, r) ⊂ X of radius r < diam X.
2.2.
Modulus of a curve family. Let (X, d) be a metric space. A curve in X is a continuous map γ : I → X, where I ⊂ R is an interval. We call γ compact, open, or half-open, depending on the type of the interval I. Given a compact curve γ : [a, b] → X, its length is the supremum of the numbers
where the numbers t i run over all finite sequences of points of the form
If γ is not compact, its length is defined to be the supremum of the lengths of the compact subcurves of γ. Thus, every curve has a well defined length in the extended nonnegative reals, and we denote it by l(γ).
A curve is said to be rectifiable if its length l(γ) is finite, and locally rectifiable if each of its compact subcurves is rectifiable. For any rectifiable curve γ there are its associated length function s γ : I → [0, l(γ)] and a unique 1-Lipschitz map γ s : [0, l(γ)] → X such that γ = γ s • s γ . The curve γ s is the arc length parametrization of γ.
When γ is rectifiable, and parametrized by arclength on the interval [a, b] , the integral of a Borel function ρ :
Similarly, the line integral of a Borel function ρ : X → [0, ∞] over a locally rectifiable curve γ is defined to be the supremum of the integral of ρ over all compact subcurves of γ.
Let X = (X, d, µ) be a metric measure space as defined in (2.1). Let Γ a family of curves in X. A Borel function ρ : X → [0, ∞] is admissible for Γ if for every locally rectifiable curves γ ∈ Γ, (2.4)
The p-modulus of Γ is defined as
2.3. Sobolev spaces based on upper gradients. Let X = (X, d, µ) be a metric measure space and Z = (Z, d Z ) be a metric space.
If inequality (2.5) merely holds for p-almost every compact curve, then g is called a p-weak upper gradient for f . When the exponent p is clear, we omit it.
The concept of upper gradient were introduced in [27] . It was initially called "very weak gradient", but the befitting term "upper gradient" was soon suggested. Functions with p-integrable p-weak upper gradients were subsequently studied in [38] , while the theory of Sobolev spaces based on upper gradient was systematically developed in [57] and [10] .
By [29, Lemma 5.2.3] , f has a p-weak upper gradient in L p loc (X) if and only if it has an actual upper gradient in L p loc (X). A p-weak upper gradient g of f is minimal if for every p-weak upper gradientg of f , g ≥ g µ-almost everywhere. If f has an upper gradient in L p loc (X), then f has a unique (up to sets of µ-measure zero) minimal p-weak upper gradient by the following result from [29, Theorem 5.3.23] . In this situation, we denote the minimal upper gradient by g f . Proposition 2.4. The collection of all p-integrable p-weak upper gradients of a map u : X → Z is a closed convex lattice inside L p (X) and, if nonempty, contains a unique element of smallest L p -norm. In particular, if a map has a p-integrable p-weak upper gradient, then it has a minimal p-weak upper gradient.
In view of the above result, the minimal p-weak upper gradient ρ u should be thought of as a substitute for |∇u|, or the length of a gradient, for functions defined in metric measure spaces.
where g u is the minimal p-weak upper gradient of u guaranteed by Proposition 2.4. We obtain a normed space N 1,p (X, Z) by passing to equivalence classes of functions inÑ 1,p (X, Z), where u 1 ∼ u 2 if and only if u 1 − u 2 Ñ 1,p (X,Z) = 0. Thus
loc (X, Z) be the vector space of functions u : X → Z with the property that every point x ∈ X has a neighborhood U x in X such that u ∈Ñ 1,p (U x , Z). Two functions u 1 and u 2 inÑ 1,p loc (X, Z) are said to be equivalent if every point x ∈ X has a neighborhood U x in X such that the restrictions u 1 | Ux and u 2 | Ux determine the same element iñ 
for all open balls B in X, for every function u : X → R that is integrable on balls and for every upper gradient ρ of u in X. 
for every non-degenerate compact connected sets E, F ⊂ X, where
By [27, Theorem 3.6] , if X is Ahlfors Q-regular, and Q-Loewner, then
when ζ(E, F ) is large enough with C depends only on the data of X. By [27, Corollary 5.13], a complete (or equivalently proper) Ahlfors Q-regular metric measure space that supports a (1, Q)-Poincaré inequality is Q-Loewner.
Following [28] , we introduce the notion of metric spaces of locally bounded geometry.
Definition 2.8. A metric measure space (X, d, µ) is said to be of locally Q-bounded geometry, Q ≥ 1, if X is separable, pathwise connected, locally compact, and if there exist constants C 0 ≥ 1, 0 < λ ≤ 1, and a decreasing function ψ : (0, ∞) → (0, ∞) such that each point x ∈ X has a neighborhood U (with compact closure in X) so that
whenever B R ⊂ U is a ball of radius R > 0 and E and F are two disjoint, non-degenerate compact connected sets in B λR with
In other words, a pathwise connected, locally compact space is of locally Q-bounded geometry if and only if it is locally uniformly Ahlfors Q-regular and locally uniformly QLoewner. In terms of Poincaré inequality, a pathwise connected, locally compact space is of locally Q-bounded geometry if and only if it is locally uniformly Ahlfors Q-regular and supports a local uniform (1, Q)-Poincaré inequality. Here by saying locally uniformly Ahlfors Q-regular we mean that there exists a constant C 0 > 0 such that for each x ∈ M, there is a radius r x > 0 so that (2.2) holds for all 0 < r < r x with the constant C 0 , and by saying supporting a local uniform (1, Q)-Poincaré inequality, we mean that there exists a constant C > 0 such that for each x, there exists a ball B centered at x (with radius depending on x) such that the Poincaré inequality (2.8) with exponent p = Q holds with the constant C.
As a particular case, let us point out that every Riemannian n-manifold is of locally n-bounded geometry. More exotic examples can be found in [27, Section 6].
Geometry of equiregular subRiemannian manifolds
Let M be a differentiable manifold of dimension n and fix a subbundle H ⊂ T M of rank r. Define the following flag of distributions inductively for k ∈ N:
where Γ(H) is the set of all smooth sections of H and for any set S of vector field,
is the set of linear combinations of elements of S with coefficients in C ∞ (M), which is the ring of smooth functions M → R. By definition we have
For any point p ∈ M we have a pointwise flag
To such a flag we associate some functions M → N ∪ {+∞}:
weight: for i ∈ {1, . . . , n}:
The subbundle H is said to be equiregular if r k (hence n k and s) are constant. It is said to be bracket generating if s < ∞.
Definition 3.1 (subRiemannian manifold). An equiregular subRiemannian manifold is a triple (M, H, g) where M is a smooth and connected manifold, H ⊂ T M is a bracket generating and equiregular subbundle, and g : H × H → [0, +∞) is a smooth function whose restriction to each fiber H p is a scalar product.
Definition 3.2 (subRiemannian distance). An absolutely continuous curve
We finally define the subRiemannian distance:
γ is a horizontal curve joining p to q} .
A subRiemannian manifold can be endowed in a canonical way with a smooth volume Vol that is called Popp measure. The construction can be found in [3] . The non-holonomic order of f at o is defined as the maximum of k ∈ N such that for all i < k and for any choice of horizontal vector fields X 1 , . . . , X i ∈ H
(1) it holds
A system of coordinates (x 1 , . . . , x n ) : U → R n centered at o is a system of privileged coordinates if the function x i has non-holonomic order w i .
Privileged coordinates exists at all points of M. See [4, 46] for an insight in this argument.
3.1. Ball-Box Theorem. For each p ∈ M and X ∈ Γ(T M), we denote by exp p (X) the value of γ(1) at time 1 of the integral curve of the vector field X starting at p, i.e., the solution ofγ (t) = X γ(t) and γ(0) = p.
For p ∈ M, we define the exponential coordinates as
Notice that such map might be defined only on a neighborhood of 0 ∈ R n . The box with respect to X 1 , . . . , X n is defined as
where d j , j ∈ {1, . . . , n}, is the degree of X j .
The following well-known comparison theorem is due to Mitchell, Gershkovich, NagelStein-Wainger and is called the Ball-Box Theorem since compare the boxes Box(r) in R n with the balls B(p, r) with repsect to the cc-distance.
Theorem 3.5 (Ball-Box Theorem). Let M be an equiregular subRiemannian n-manifold of metric dimension Q ≥ 2 and let Φ be some exponential coordinate map from a point p ∈ M constructured with respect to some equiregular basis X 1 , · · · , X n . Then there exist a constant C > 0 and a radius r p > 0 such that
for all r ∈ (0, r p ).
Recall that a metric space X is said to be linearly locally connected (LLC) if there exists θ ≥ 1 such that for each x ∈ X and all 0 < r ≤ diam X, (i)(θ-LLC-1) every two points a, b ∈ B(x, r) can be joined in B(x, θr), and (ii)(θ-LLC-2) every two points a, b ∈ X\B(x, r) can be joined in X\B(x, θ −1 r). Here, by joining a and b in B we mean that there exists a path γ :
As a particular consequence of Theorem 3.5, we point out that an equiregular subRiemannian manifold M is locally LLC and locally Ahlfors Q-regular,i.e. for each x ∈ M, there exists a radius r x > 0 such that the metric space B(x, r), d (d is the induced metric from M) is LLC and Ahlfors Q-regular (note that the constants associated to the LLC condition and the Ahlfors regularity condition (2.2) depend on the point x).
By the results from [34] , an equiregular subRiemannian manifolds locally supports a (1, 1)-Poincaré inequality (with the constant associated to the Poincaré inequality depending on the locality).
Differentiability of Lipschitz mappings
This section devoted to prove Stepanov's Theorem A.
Since the results of this section are local, we can assume that H is generated by r smooth vector fields X 1 , . . . , X r ∈ Γ(T M) that are linearly independent at every point.
We assume that at each point o ∈ M a system of privileged coordinates is chosen. Let δ 
uniformly on compact sets. Up to shrinking the set U o 1 , we can assume the convergence to be uniform on
) is isometric to a neighborhood of the origin in the tangent cone of (M, d) at o.
We will always write d . This is a finite dimensional, nilpotent, stratified Lie algebra, whose first layer is the span of X
Recall that a Lie algebra g is stratified of step s and rank
When we speak of a stratified Lie algebra g we mean that the stratification
is a morphism of stratified Lie algebras if it commutes with Lie brackets and
Since a stratified Lie algebra is nilpotent, the Baker-Campbell-Hausdorff formula is a finite sum and it defines a map * : g × g → g that makes (g, * ) into a Lie group. More precisely, (g, * ) is the unique simply connected Lie group whose Lie algebra is g. With this identification between Lie algebra and Lie group, any Lie algebra morphism is a Lie group morphism as well.
The group G = (g, * ) becomes a Carnot group if V 1 is endowed by a scalar product and G is endowed with the induced left-invariant subRiemannian metric.
In the case of g o ⊂ Γ(T U 
. Moreover, by [11] , we may start with some special privileged coordinates on U o 1 so that they correspond to exponential coordinates of the group G o . Therefore, ifō is another point on another subRiemannian manifolds, and A : g o → gō is a Lie algebra morphism, then we can see A as a map U o 1 → Uō 1 that is linear in these coordinates.
4.2. P -differentiability. LetM be a smooth manifold. We have onM all the same objects as on M, and we distinguish them by putting a bar on the ones forM . Let
Definition 4.1 (P -Differential). We say that f is P -differentiable at o if there exists a morphism of graded Lie algebras A :
where · is any homogeneous semi-norm on g o . When f is P -differentiable at o, we write Df (o) instead of A for the P -differential. 
An easy way to prove the existence of such φ andφ is the following. First of all, notice that in this section we will prove the Rademacher's theorem without assuming any independence on the choice of coordinates. Therefore, we can apply this result to the identity map Id : M → M at a point o ∈ M, but using different coordinates in the domain and in the target. The P -differential of the Identity map gives the isomorphism of graded Lie algebras φ :
With a slight abuse of notation, in privileged coordinates the P -differential is a linear map
or, in other words,
Indeed, privileged coordinates identify a neighborhood of a point o with a neighborhood of the origin 0 in the Carnot group tangent to M at o endowed with exponential coordinates.
Remark 4.2. If both M andM are Carnot groups, then our Definition 4.1 of Pdifferential is the same as the classical Pansu differential. Indeed, suppose for sake of simplicity that o andō are the neutral elements of M andM respectively. Then we can identify g o = G o = M and gō = Gō =M as sets through the exponential maps. As a homogeneous norm on g o , we can choose X := d(o, X). Therefore, cleaning up the notation in Definition 4.1, we have
which is the usual definition of Pansu differential.
Remark 4.3. Our Definition 4.1 of P -differential is still valid for subRiemannian manifolds that are not equiregular. We will not deal with that case, but we want to remark that our results are still valid in the non-equiregular case. The only point where one needs to be careful is that the P -differential may not be unique anymore.
As an example, let M = R with X 1 = ∂ t , andM = R 3 with
Notice that δ λ (x, y, z) = (λx, λy, λ 2 z) are dilations ofM , i.e., the tangent cone ofM at (0, 0, 0) isM itself. In particular,
Then it is easy to see that the mappings A a : span{∂ t } →ḡ (0,0,0) defined by
are all P -differentials of the map f : M →M , f (t) := (t, 0, 0) at (0, 0, 0).
4.3.
A variant of the Lebesgue differentiation theorem. The aim of this section is show the following differentiation theorem, which will be used in our later proof of the Stepanov's theorem.
We will use a version of the Lebesgue differentiation theorem due to Federer [13, Theorem 2.9.8, Page 156-165]. Proof. We do this using [13 
By definition we have
and we have to prove
Thanks to the Ball-Box theorem 3.5 we have
where Q is the homogeneous dimension of M at o. Finally, since δ o ǫ has determinant equal to ǫ Q in one coordinate system, we have
which leads to (4.5).
Then for a.e. p ∈ M we have
Proof. Applying the Lebesgue differentiation theorem to the function t → h(φ t q) for any q ∈ M, we obtain that for almost all (q, t)
which implies (4.6) holds for p = φ t q. Since the map (q, t) → φ t q is Lipschitz and surjective, it maps a set of full measure into a set of full measure, therefore for a.e. p ∈ M (4.6) holds.
Proof. Since V , defined in (4.3), is a Vitali relation, the claim follows by applying the Lebesgue differentiation theorem to the characteristic function χ F of F .
Proof of Proposition 4.4. We need to show that for almost all o ∈ M (4.8) lim
Thanks to Egorov Theorem, for every η > 0 there is F ⊂ M such that |M \ F | ≤ η and R ǫ converge uniformly to 0 on F . Since η is arbitrary, it suffices to show that (4.8) holds for almost all o ∈ F .
Since V , defined in (4.3), is a Vitali family, by Lemma 4.7, we deduce that for a.e. o ∈ F (4.7) holds and
|h(p) − h(o)| dp = 0.
For such an o we have
where part B converges to 0 as ǫ → 0 because of (4.9). For part A, we have
where C > 0 is some constant that bounds R ǫ , which exists because h is locally integrable. It is now clear that A converges to 0 as ǫ → 0. Thanks to the next Lemma 4.8, we may assume that f o,ǫ is well defined on
Define with these B p
. Lemma 4.5 implies that V is a Vitali relation, and hence a.e. o ∈ E is a V -density point of E.
Thanks to Lemma 4.14, we have a sort of equicontinuity of f o,ǫ at almost every point of E. Our main step is to show that for a.e. o ∈ E all accumulation points of f o,ǫ coincide and the rest of the section is dedicated to the proof of these facts. 
Proof. Fix o ∈ E and choose r > 0 such that Bdō
Hence a sufficient condition for the existence of δō 1
We introduce the following type of convergence, adapted to the fact that f p,ǫ is not defined in a neighborhood of p.
Definition 4.9. Let ǫ k → 0 be a sequence. We say that f p,ǫ k → g uniformly on B p if
where d H is the Hausdorff distance between sets, and
One of the features of this definition is the following property:
Lemma 4.10. If f p,ǫ k → g uniformly on B p and iff : M → N is any continuous extension of f outside E, thenf p,ǫ k converges uniformly to g on B p .
Proof. On one side,f p,ǫ k already converge on δ
On the other hand,f p,ǫ k are uniformly continuous on B p and therefore the hypothesis d H δ
Proof. Assume that the thesis is false. Then, up to passing to a subsequence, there is a > 0 such that for every k ∈ N there is x k ∈ B p with
i.e., p is not a V -density point of E. 
The Arzelà-Ascoli theorem holds for this notion of equicontinuity as well. The proof traces the proof of the usual Arzelà-Ascoli theorem, see for example [56] .
On the other hand, since f o,ǫ are L-Lipschitz with respect to d ǫ for all ǫ, it follows easily thatd
. Together, these two facts give the proof of (4.10).
Finally, we have the following lemma that will be used later 
Then f is P-differentiable at o and Df (o) = A.
Proof. Let · be a homogeneous norm on g o . Then any vector of norm ǫ can be written as δ ǫ X with X = 1. Moreover
Since both d o ǫ and f o,ǫ converge uniformly, we get
and the limit is uniform in X.
4.5.
Blow-up of horizontal vector fields. Let W = r j=1 w j X j be a horizontal vector field and let (p, t) → φ t p be its flow.
Set
F is locallyL-Lipschitz, whereL depends only on the Lipschitz constant of f and the Lipschitz constant of φ on a compact set.
4.5.1. Extension of F on M × R. We seek an extension of F on M × R such that (1) F (p, t + s) = F (φ t p, s) for all p ∈ M and all s, t ∈ R such that φ t p exists and (2) for each p ∈ M the curve t → F (p, t) is Lipschitz.
We first extend F on E × R in such a way that each curve t → F (p, t) isL-Lipschitz. More precisely: for p ∈ E define I p := {t ∈ R : φ t p ∈ E} ⊂ R. Since E is closed, I p is closed as well. Lett ∈ R \ I p . Then there are two cases. First, there are t 1 , t 2 ∈ I p witĥ t ∈ (t 1 , t 2 ) ⊂ R \ I p . Then
Therefore there is a geodesic γ : [t 1 , t 2 ] →M joining f (φ t 1 p) to f (φ t 2 p) with constant velocity, i.e.L-Lipschitz. In this case, we define F (p, t) = γ(t) for t ∈ (t 1 , t 2 ).
In the second case it happens that there is t 1 ∈ I p such thatt ∈ (−∞,
Finally, on the set {p : there exists t such that φ t p ∈ E}, we may extend F using the rule F (p, t + s) = F (φ t p, s). For p outside of this set, we simply define F (p, t) =p for some fixed pointp ∈M.
Blow up of F .
There are h j : M × R → R, j ∈ {1, . . . ,r} such that for a.e. (p, t)
Notice that h j are locally bounded and that
whenever φ t p makes sense. This implies that for a.e. p ∈ M there exists the derivative
The aim of this section is to blow-up both manifolds M andM keeping track of the map F . The result is, in some sense, the flow of a left-invariant vector field onM ; See Proposition 4.17.
For o ∈ M and ǫ ∈ (0, 1] we have the vector fields For o ∈ M,ō := F (o, 0) and ǫ > 0, set
Lemma 4.16. For all o ∈ E and all t ∈ R (4.11)
, if both sides are well defined. Moreover
Proof. Fix p and set γ(t) = φ t p. Then γ(0) = p and γ
, which gives (4.11). Regarding (4.12), we have
Proposition 4.17. Let o ∈ E be a V -density point of E and a V -Lebesgue point of h j for all j. Let ǫ k → 0 be a sequence such that f o,ǫ k converge uniformly to g :
Since our notation is getting heavier and heavier, we will drop the subscript k in ǫ k and write just ǫ.
where w j ∈ C ∞ (M) are the components of W with respect to X 1 , . . . , X r . Now considering everything in coordinates, the curve
is well defined for all p. Notice that γ p (0) = g(p) and γ , t) ), but in coordinates, it is not assumed that γ
Our aim is to show that actually
For this, we will prove that there exists a neighborhood K of o such that for t sufficiently small,
| dp = 0 and (4.14) lim
The proof of (4.13) is given in Lemma 4.19 below and we next prove (4.14).
Notice that thanks to (4.12) we have , s) ) ds dp , s) ) ds dp s) )| ds dp , s) ) ds dp.
(c)
So we next estimate the three parts. The proof of (a) → 0 as k → ∞ is given in Lemma 4.18 below. To estimate part (b), notice that |X
may use a change of variable and Proposition 4.4 to infer that
| ds dp → 0 Similar, to estmiate part (c), we notice that |h j | ≤ C and hence , s) ) ds dp s) ) dp ds , s) ) dp ds. 
for a function ρ(ǫ), independent on F o,ǫ (p, s), with the property that ρ(ǫ k ) → 0 as k → ∞. This implies that the first term in (4.15) tends to zero as k → ∞. , s) ) dp ds
from which (4.14) follows.
Proof. Since F (B o , 0) is bounded inM and since o is a V -density point of E, we have
| dp Bo |F o,ǫ (p, t) − G(p, t)| dp = 0.
More precisely
Therefore,
where (4.16) converges to 0 as ǫ k → 0.
4.6.
Stepanov's theorem.
Proposition 4.20 (Rademacher's Theorem). Let E ⊂ M be a Borel set and f : E →M a Lipschitz map. Then f is P -differentiable a.e. in E.
Notice that we cannot deduce the differentiability of Lipschitz functions f : E →M from the differentiability of global Lipschitz functions f : M →M , because in subRiemannian geometry we cannot extend Lipschitz functions.
Proof. For k ∈ {1, . . . , r} and j ∈ {1, . . . ,r}, let h kj (p, t) be such that, setting
Let o ∈ E be a V -density point of E and a V -Lebesgue point for all h kj . Almost all o ∈ E have this properties. Setō = f (o). We want to define a morphism of Lie algebras A : Since the right hand side does not depend on the sequence ǫ k → 0, g is unique, i.e. f o,ǫ → g uniformly as ǫ → 0. Moreover, since we can choose ξ 1 , . . . , ξ ℓ depending smoothly on V , g is smooth.
On the other side, now A can be extended to a map have the same action on the image of g, in particular they are the same atō, hence they are the same everywhere.
By construction, this extension of A is a Lie algebra morphism and by Lemma 4.15 it is the P -differential of f at o.
We are now ready to prove Stepanov's Theorem:
Proof of Theorem A. It follows directly from the previous Rademacher type result by decomposing the set L(f ) into countable union
Moreover the differential of f | E i at a V -density point of E i coincides with the differential of f , thanks to Lemma 4.10 and Lemma 4.15.
Quasiregular mappings

Definition of a quasiregular mapping.
Recall that a map f : M → N is said to be a branched cover if it is continuous, discrete and open. Recall also that a mapping f : X → Y between topological spaces is discrete if each fiber is a discrete set in X, i.e. for all y ∈ Y , f −1 (y) is a discrete set in X, and is open if it maps open set in X onto open set in Y . For a branched cover f : M → N, the linear dilatation of f at x ∈ M is defined to be
where
We also set
,
d(x, y) = r . Definition 5.1 (Metric quasiregular mappings I). Let M and N be two equiregular subRiemannian manifolds. A branched cover f : M → N is said to be metrically Kquasiregular (of type 1) if it satisfies i). H f (x) < ∞ for all x ∈ M; ii). H f (x) ≤ K for almost every x ∈ M. We say that f : M → N is metrically quasiregular (of type 1) if it is metrically Kquasiregular (of type 1) for some 1 ≤ K < ∞.
Definition 5.2 (Metric quasiregular mappings II). Let
We say that f : M → N is metrically quasiregular (of type 2) if it is metrically Kquasiregular (of type 2) for some 1 ≤ K < ∞.
Remark 5.3. We would like to point out that for a continuous and open mapping, the condition H ′ f (x) < ∞ for all x ∈ M implies that f is discrete. Indeed, since f is open and non-constant, L ′ f (x, r) > 0 for all x ∈ M and r > 0 such that B(x, r) is compact. On the other hand, if f is not dicrete, then for some y ∈ N, f −1 (y) would contain an accumulation point x, i.e. there is a sequence {x i } i∈N ⊂ f −1 (y) such that x i → x. By continuity of f , f (x i ) → f (x). Since f (x i ) = y for all i, it is necessarily true that y = f (x).
Consider the point x and denote by
We thus obtain
contradicting the fact that H ′ f < ∞ everywhere. It is clear from the definition that f is metrically K-quasiregular of type 2 whenever it is metrically K-quasiregular of type 1. Indeed, the converse is also true and we will prove in Proposition 5.22 below that a branched cover f : M → N is metrically K-quasiregular of type 1 if and only if it is metrically K-quasiregular of type 2.
We next introduce the so-called weak (metrically) quasiregular mappings. For this, set h f (x) = lim inf r→0 H f (x, r). 
We say that f : M → N is weakly metrically quasiregular if it is weakly metrically K-regular for some 1 ≤ K < ∞.
We list some non-trivial examples of quasiregular mappings in the subRiemannian setting.
Example 5.5. i).(Example 6.23, [23] ) Let H 1 be the first Heisenberg group and let X, Y, T be the associated vector field. The mapping f : H 1 → H 1 defined as (r, ϕ, t) → (r/2, 2ϕ, t) in cylindrical coordinates is a quasiregular mapping with non-empty branch set. This mapping is a counterpart of the winding mapping in the Euclidean setting [55] and the branch set of f is the t-axis.
ii).(Theorem 3.5, [12] ) The sphere S 2n+1 ⊂ C n+1 admits a natural subRiemannian structure. Namely, one obtains the horizontal subbundle by taking a maximal complex subspace of T S 2n+1 :
then restricts to HS 2n+1 as a subRiemannian metric tensor g and the corresponding norm | · |.
For a ∈ Z, consider the multi-twist mapping of S 2n+1 given by
Then F a : S 2n+1 → S 2n+1 is (metrically) |a|-quasiregular. iii). (Lemma 3.11, [12] ) Let p > 1 be an integer and q 1 , . . . , q n+1 ∈ N relatively prime to p. Set q = (q 1 , . . . , q n+1 ), and define
The associated lens space L p,q is set to be the quotient space S 2n+1 / R p,q . Moreover, L p,q admits a natural subRimannian structure; see for instance [12, Proposition 3.1] .
For each a ∈ pZ for some positive integer p, the mult-twist mapping F a from ii) induces a well-defined mapping on the lens space, namely
Then f a is a quasiregular mapping. Moreover, if we denote by π : S 2n+1 → L p,q the usual projection, then the mult-twist mapping π • f a : L p,q → L p,q of the lens spaces is quasiregular as well.
If f : M → N is a continuous map, y ∈ N and A ⊂ M, we use the notation
for the multiplicity function.
Definition 5.6 (Analytic quasiregular mappings). A branched cover
The "Jacobian" above is given by
where the pull-back f * Vol N is defined as
We pointed out an useful observation by the third named author [64] that the Jacobian J f (x) from (5.2) can be alternately described by
for a.e. z ∈ M; see also [18, Section 4.3] for a simple proof of this fact. 
The following result is a special case of the more general results obtained by the third named author [64] .
Theorem 5.8. Let f : M → N be a branched cover between two equiregular subRiemannian manifolds of locally Q-bounded geometry. Then the following conditions are quantitatively equivalent: i). f is metrically K-quasiregular; ii). f is weakly metrically K-quasiregular; iii). f is analytically K ′ -quasiregular; iv). f is geometrically K ′ -quasiregular. More precisely, the constants K and K ′ depend only on each other and on the data associated to M and N.
We believe that Theorem 5.8 remains valid even if M and N are not assumed to be of locally Q-bounded geometry. But we do not seek for this in the current paper and Theorem 5.8 will not be used in any of our following proofs.
Analytic properties of quasiregular mappings.
Recall that for a continuous mapping f : X → Y between two metric spaces, the upper Lipschitz constant Lip f (x) of f at x ∈ X is defined as
Similarly, the lower Lipschitz constant lip f (x) of f at x ∈ X is defined as
The following simple lemma follows from the fact that an equiregular subRiemannian manifold N is locally LLC.
Lemma 5.9. Let f : M → N be a continuous, discrete and open mapping. Then for each x ∈ M, there exist a constant C ≥ 1 and a radius r x > 0 such that for each 0 < r ≤ r x ,
Proof. We only prove the first inclusion since the proof of the second one is similar. Fix a point x ∈ M. Since M is locally compact, there exists r x > 0 such that B(x, r x ) is compact. Since N is equiregular, it is locally LLC and thus we may further assume that there exist a constant C ≥ 1 and a radius r x > 0 such that each two points a, b ∈ B f (x),
can be joined in B(f (x), l f (x, r)) whenever 0 < r < r x . For 0 < r < r x , we claim that
For if not, there exists a point b ∈ B f (x),
\f B(x, r) . By the preceding assumption, we may find a path γ in B f (x), l f (x, r) that joins f (x) and b. Now f B(x, r) is open, γ ∩ f (B(x, r)) = ∅ and γ ∩ N\f (B(x, r)) = ∅, and so it follows that γ ∩ ∂f (B(x, r)) = ∅.
Since f is open and B(x, r) is compact, ∂f (B(x, r)) ⊂ f (∂B(x, r)), and so γ ∩ f ∂B(x, r) = ∅. Choose y ∈ ∂B(x, r) so that
and d(x, y) = r, which contradicts the definition of l f (x, r) and so our claim holds.
Remark 5.10. i). Note that a direct consequence of Lemma 5.9 is that if f : M → N is a metrically quasiregular mapping of type 2, then it is a locally metrically quasiregular mapping of type 1. Indeed, by Lemma 5.9, for each x ∈ M, there exist a constant C > 0 and a radius r x > 0 such that f (B(x, r)) ⊂ B(f (x), CL ′ f (x, r)) for all 0 < r < r x . This implies that for 0 < r < r x , L f (x, r) ≤ CL ′ f (x, r) and so
. ii). Since an equiregular subRiemannian manifold is locally geodesic and so in particular, it is 1-LLC-1 and thus the first inclusion in Lemma 5.9 holds with C = 1.
We next establish the Sobolev regularity of a quasiregular mapping f : M → N, which was conjectured to be true in [12 However, the proof there directly works for discrete and open mappings since the homeomorphism assumption was only used to deduce the local L 1 -integrablity of the Jacobian. On such a curve, either γ lip f ds = ∞, which means that lip f is an upper gradient of f along γ, or we may apply [65, Lemma 3.6 ] to deduce that lip f is an upper gradient of f along γ. This means that lip f is a Q-weak upper gradient of f . To establish the desired Sobolev regularity for f , we only need to show that lip f ∈ L Q loc (M). By Remark 5.10 ii), for each B(x, r) ⊂⊂ M, B(x, l f (x, r)) ⊂ f (B(x, r)) and so it follows from Lemma 5.9 that
where the constant c depends on x, Q and K but it is bounded on compact subset of M (due to the Ball-Box Theorem). On the other hand, for a.e. x ∈ M,
from which we conclude that lip f ∈ L Q loc (M). This completes our proof. As a corollary of the well-known area formula for Lipschtiz mappings [39, Theorem 1] and Lemma 5.11, we thus obtain the area formula for quasiregular mapping between equiregular subRiemannian manifolds. Proof. Note that by the proof of Lemma 5.11, for any x ∈ M, there exists a neighborhood
a.e. in U x , where C allows to depend on x as well. On the other hand, since by the proof of Lemma 5.11 lip f is an upper gradient of f , the preceding inequality implies that f is locally analytically C-quasiregular according to the definition of [18] . Since the issue is local, we may assume that U x and f (U x ) each supports a (1, 1) [49] works directly in our situation; see also [64] for a proof of this fact in more general metric spaces.
We next prove that the Jacobian of a quasiregular mapping coincides with the Jacobian of the P -differential a.e. Recall that if f is P -differentiable at x 0 , then the Jacobian of the P -differential Df (x 0 ) is defined as
Let g be the subRiemannian metric tensor of M. Let δ ε be the dilations associated to the privileged coordinates. Notice that (δ ε ) * g is isometric via δ ε to 1 ε g and g ε → g 0 as ε → 0, which is a subRiemannian metric. Mitchell's theorem [45] can be restated as the fact that (R n , g 0 ) is the tangent Carnot group G p . As pointed out in Section 4, the maps δ −1 ε • f • δ ε converges uniformly, as ε → 0, on compact sets to the map Df (p). Moreover, by the functoriality of the constructure of the Popp measure, we have that Vol gε → Vol g 0 , in the sense that if η ε is the smooth function such that Vol gε = η ε L, then η ε → η 0 uniformly on compact sets; see also [3] for these facts about Popp measures.
Proof. Denote by B gε r the ball centered at 0 with radius r with respect to the metric g ε . We have
5.3. Differentiability of quasiregular mappings. In this section, we show that weak metric quasiregular mappings are P -differentiable a.e. in M. 
Proof. This is a simple consequence of Theorem A and [28, Theorem 7.2] . Indeed, the openness of f implies that f is locally pseudomonotone (see for instance [18, Lemma 3.3] ). A locally pseudomonotone mapping in N 1,Q loc (M, N) satisfies the so-called RadoReichelderfer condition, namely, for each x ∈ M, there exists a radius r x > 0 such that
As a consequence of the Lebesgue differentiation theorem, we obtain that Lip f (x) < ∞ for a.e. x ∈ M and thus the claim follows from Theorem A.
Theorem 5.17. Let f : M → N be a weak metric quasiregular mapping. Then f is P -differentiable a.e. in M. Moreover, for a.e. x 0 ∈ M, the P -differential Df (x 0 ) is a Carnot group isomorphism that commutes with group dilations.
Proof. The a.e. differentiability follows immediately from Lemma 5.11 and Proposition 5.16. Regarding the second claim, notice that by Proposition 5.13, the Jacobian of f is positive a.e. in M. On the other hand, by Proposition 5.15, for a.e. x 0 ∈ M, the Jacobian J f (x 0 ) coincides with the determinant of the P -differential Df (x 0 ) and so Df (x 0 ) is a group isomorphism.
5.4.
The minimal upper gradient and Jacobian. Let f : M → N be a mapping. If f is P -differentiable at x 0 ∈ M, then the maximal norm of the differential Df (x 0 ) is defined as
Similarly, the minimal norm of the differential Df (x 0 ) is defined as We may choose y 0 ∈ ∂B 0, (1 − ε)(1 − O(r))r realizing Df (0) to deduce that
This leads to (1 − ε) Df (0) ≤ lip f (0). Letting ε → 0 gives
We are ready to show that Lip f is the minimal Q-weak upper gradient of a quasiregular mapping f . Note that Lip f is always a Q-weak upper gradient of f and we need to show the minimality, namely if g is any other Q-weak upper gradient of f , then g(x) ≥ Lip f (x) for a.e. x ∈ M.
To this end, let D be the set of C 1 -functions F : N → R such that |∇ H F | = 1 on N and D 0 ⊂ D a countable dense subset in the sense that for each y ∈ N, {∇ H F (y) : F ∈ D 0 } is dense in the horizontal unit sphere {v ∈ V 1 : |v| = 1}. Notice that if g is a Q-weak upper gradient of f , then for each F ∈ D 0 it is also a Q-weak upper gradient of F • f .
Since F • f : M → R is a real-valued function, by the result of Cheeger [10] , Lip(F • f ) is the minimal Q-weak upper gradient of F • f . From this, we infer that
a.e. in M. On the other hand, by [20, Section 11.2] 
. Note that if x is a differentiable point of f , then the set {∇ H F (f (x)) : F ∈ D 0 } is dense in the horizontal unit sphere {v ∈ V 1 : |v| = 1}, and so at such a point x ∈ M,
where in the last equality we have used the standard fact that for a linear map L : V → W between two Hilbert spaces V and W , L = L * . Therefore, it follows from the above estimate and Lemma 5.19 that
a.e. in M. This completes the proof of Proposition 5.20.
Remark 5.21. It is already well-known that for a quasiregular mapping f : M → N between two equiregular subRiemannian manifolds of homogenuous dimension Q ≥ 2, Lip f is always locally comparable with the minimal Q-upper gradient of f (with a constant depending on the locality) (cf. [62, Section 5] ). However, the exact coincidenece of these two functions is a highly non-trivial fact and indeed plays an important role in the identification of the different notions of 1-quasiconformality (or conformality) in the under-going work [9] . Proof. Note first that by Remark 5.10, for each x ∈ M, there exists a constant Remark 5.23. In principle, one could also define two types of weak metric quasiregular mappings as the metric quasiregular case. As an immediate consequence of the proof of Proposition 5.22, we conclude that the two types of definitions of weak quasiregularity will be equivalent.
5.6.
Size of the branch set. In this section, we prove that the branch set of a quasiregular mapping has measure zero, which was expected to be true in [12, Remark 1.2] . This fact was indeed a corollary of the more general results obtained recently in [19] . We prefer presenting the alternative approach here since it is more elementary and the basic idea behind the proof is similar to the one used in the Euclidean case.
Recall that for each p ∈ M and r small enough (depending on p), the exponential mapping exp p : U → B(p, r) is a homeomorphism and satisifies for all q ∈ B(p, r). Here, L is a constant depending on the local information around p. Proof. Since f satisfies Condition N, we only need to prove that B f has measure zero. We will prove that if p ∈ M is a point such that f is P -differentiable at p and J f (p) > 0, then p / ∈ B f . Before turning to the detailed proof, let us briefly indicate the idea: for a point p ∈ M as above, the P -differential Df (p) of f at p is a group isomorphism of the corresponding tangent Carnot groups and we may approximate f in a neighborhood of p by the Pdifferential composed with the exponential mapping. Locally, the exponential mapping is a homeomorphism that satisfies (5.14) . This implies that f is close to a homeomorphism in a neighborhood of p and so we may use the standard homotopy argument to show that the local index of f at p is ±1. This means p / ∈ B f . Since all such points have full measure in M, B f must have measure zero. See [30] for the definition of local index of a continuous mapping between manifolds and its homotopy invariance.
In the smooth setting, there is another well-known approach to establish the theory of quasiregular mappings based on the non-linear potential theory, see for instance [25] . This approach was used by Heinonen and Holopainen [23] in the study of quasiregular mappings between Carnot groups. It is natural to ask the following question.
Question 6.1. Is it possible to establish the theory of quasiregular mappings between equiregular subRiemannian manifolds via the non-linear potential theory?
Note that the study of (sub-)Q-harmonic equation is necessary in order to handle Question 6.1, which might be of independent interest.
A deep theorem of Reshetnyak [54] says that non-constant analytic quasiregular mappings between Euclidean spaces are indeed both discrete and open. This result was further generalized by Heinonen and Holopainen [23] to the setting of certain Carnot groups, namely, non-constant analytic quasiregular mappings between Carnot groups of Heisenberg type are both discrete and open. It is natural to inquire whether this is a general fact for quasiregular mappings between equiregular subRiemannian manifolds. A first attempt to Question 6.2 would be the study the case when M and N are Carnot groups.
Another interesting result from [23] says that quasiregular mappings between certain Carnot groups are in fact conformal. Thus, we could ask the following question. The well-known global homeomorphism theorem of Gromov and Zorich states that a locally homeomorphic quasiregular mapping f : M → N from a n-dimensional Riemannian manifold M into a simply connected n-dimensional Riemannian manifold N is a homeomorphism onto its image, provided n ≥ 3. Moreover, the exceptional set N\f (M) has zero n-capacity; see for instance [32, 17] . Question 6.4. Does the global homeomorphism theorem hold for locally homeomorphic quasiregular mappings between equiregular subRiemannian manifolds?
A classical result of Martio, Rickman and Väisälä [44] states that there exists a constant ε(n) > 0 such that every non-constant K-quasiregular mapping in dimension n ≥ 3 is locally homeomorphic when n ≥ 3; see also [51] for a quantitative estimate of ε(n).
Question 6.5. Is there an ε > 0, depending only on the data of the equiregular subRiemannian manifolds, such that every (1+ε)-quasiregular mapping between two equiregular subRiemannian manifolds of homogeneous dimension Q ≥ 3 is locally homeomorphic? Question 6.6. Does the Picard type results from [55] and [6] and Bloch's Theorem from [52] hold for quasiregular mappings between equiregular subRiemannian manifolds?
