~ = xTj,~ql -fJ,Jqs, j = 1... n,
where we write X' for El, i. Equation (I) may be written
where q is the column vector whose entries are ql ..... q, and Fis the matrix given by = ~ fi,j" if i#j Fi,i -fs,s if i=j.
t.
2 is an eigenvalue of Eq. 2 just if det(F-21) = 0. Thus 2 = 0 is an eigenvalue just if det(F) = 0. What do we mean by a trap ? We mean a subsystem with no output (to things outside itself). Suppose T_~ S and renumbering compartments need be, T = C,, ..... C,(m <~ n). T is a trap if and only iffi,i = 0 for all (i,j) such thatj ~> m and i < m (including i = 0).
In stating the above it was convenient to renumber the compartments ,of S. What does this do to the matrix F? Renumbering amounts to applying some permutation P to the subscripts of C1 ..... C,. The new matrix Copyright © 1972 by American Elsevier Publishing Company, Inc.
representing the new system is obtained by applying P to both the rows and the columns of the old matrix [1] . This is easy to see irt case P merely switches the names of two compartments. Since any permutation can be written as a series of switches the result follows. "a" corresponds to the case T = S and "b" to the case T c S.
THEOREM

Proof
The following are all equivalent. 
THEOREM 2 S has a trap if and only if zero is an eigenvalue of Eq. (2).
Proof
Recall that zero is an eigenvalue of Eq. 2 if and only if det(F) = 0. Suppose S has a trap T. If T = S then from theorem 1 each column of F sums to zero so det(F) = 0. If T c S permute F to get it in the form mentioned in theorem 1 part b. Each column of R sums to zero so det(R) = 0. Hence the columns of R are linearly dependent. So are the columns of F which pass through R since 0 consists of zeros only. Hence det(F) = 0.
Suppose det(F) = 0. From Eq. 3 and the definition offij we see that
We will show that a matrix with the above three properties must satisfy "a" or "b" of theorem 1 and this will complete the proof. The lemma is a restatement of a result given by O. 
and since all lxjl are equal We will now use the above theorem to prove an approximate result which will say that under broad conditions det(F) is approximately zero if and only if F has an eigenvalue which is approximately zero and this happens if and only if S has a subsystem which is approximately a trap. In order to state and prove such a result we will need to introduce some additional notation.
For a given set C1 ..... C, we can consider 5 P, the set of all compartmental systems on C1 ..... C,, and ~, the set of all matrices of such systems. Since a choice of particular system S ~ 5: is equivalent to a choice of a set of fractional transfer coefficients there is an obvious one to one correspondence between 50 and ~. In ~ we will say as usual that a sequence of matrices Fj converges to a given matrix F0 (F: ~ Fo) if and only if each entry of Fj converges to the corresponding entry of Fo. The determinant is then a continuous function from ~-to the real numbers R.
S ~ 50 has an approximate trap if it has a subsystem whose total output is small. More formally let T ___ {C1 ..... A set of matrices is said to be bounded if the set of all the entries in all the matrices is a bounded set of numbers. It is a standard result that any closed bounded set of n x n matrices is compact. 
el'oof
Suppose the contrary. By compactness we can choose a convergent subsequence with the same property. This contradicts theorem 3.
Finally, we should point out that for F bounded, det(F) is approximately zero if and only if F has an eigenvalue which is approximately zero. To see this let A; be the set of eigenvalues of Fj. The product of all the 2's in Aj is det(Ffl so at least one 2 in Aj is no bigger than ldet(Ffll 1/". On the other hand if M is the bound on the entries of the matrices it is easy to see that each 2 in Aj must satisfy 121 ~ nM. If Z is in Aj we have Idet(ffll ~< (nM) n-12. Thus det(Ffl --* 0 if and only if min{[2] such that 2 e A j} ~ 0. This is the result we were after except for the requirement that the sequence be bounded. The following example shows that the boundedness condition cannot simply be dropped.
Let Sj be given by (-j 1/j o -1/j/
