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Abstract: The generative adversarial imitation learning (GAIL) has provided an adversarial learning framework for imitating expert
policy from demonstrations in high-dimensional continuous tasks. However, almost all GAIL and its extensions only design a kind
of reward function of logarithmic form in the adversarial training strategy with the Jensen-Shannon (JS) divergence for all complex
environments. The fixed logarithmic type of reward function may be difficult to solve all complex tasks, and the vanishing gradi-
ents problem caused by the JS divergence will harm the adversarial learning process. In this paper, we propose a new algorithm
named Wasserstein Distance guided Adversarial Imitation Learning (WDAIL) for promoting the performance of imitation learning
(IL). There are three improvements in our method: (a) introducing the Wasserstein distance to obtain more appropriate measure in
adversarial training process, (b) using proximal policy optimization (PPO) in the reinforcement learning stage which is much sim-
pler to implement and makes the algorithm more efficient, and (c) exploring different reward function shapes to suit different tasks
for improving the performance. The experiment results show that the learning procedure remains remarkably stable, and achieves
significant performance in the complex continuous control tasks of MuJoCo1.
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1 Introduction
Reinforcement learning (RL) has been widely used in con-
trol problems of complex environments and it has made great
breakthroughs in recent years [1, 2]. The essential of RL is
the Markov decision process (MDP) which aims at maximiz-
ing the cumulative rewards from the environment. The reward
function is carefully hand-designed by the related expert be-
fore the agent learning the policy to solve the control task, and
it is completely clear about the purpose of the control mis-
sion when the reward function is determined. However, when
it comes to real-world applications, it will be quite difficult
and time-consuming to design a reward function reasonable
by hand. Imitation learning (IL) has the potential to overcome
this challenge by learning how to perform tasks directly from
expert state-action demonstrations. In general, imitation learn-
ing can be typically divided into two categories: behavioral
cloning (BC) and inverse reinforcement learning (IRL). BC[3]
is the simplest method that casts the problem of imitation as
supervised learning without environment interactions during
training, and it is the first choice when enough demonstrations
are available.
However, BC often fails to imitate the expert behavior in
real-world high-dimensional environments. In contrast, IRL
[4] focuses on searching for a reward function that could best
explain the demonstrated behavior. Yet the function search
∗M. Zhang and Y. Wang contribute equally to this work.
† L. Xia and J. Yang are the corresponding authors.
1 Our code is available at https://github.com/mingzhangPHD/Adversarial-
Imitation-Learning.
is ill-posed as the demonstration behavior may correspond to
multiply reward functions, and the IRL methods inevitably suf-
fer from the intensive computation which limits their efficiency
in high-dimensional scenarios.
Generative adversarial imitation learning (GAIL) [5] has
become a very popular model-free imitation learning frame-
work for directly extracting policy from the expert demonstra-
tions, which takes advantage of Generative Adversarial Net-
work (GAN) [6] and outperforms the BC and IRL in many
complex applications.
Nevertheless, there are still several limitations in GAIL
which are much needed to be improved: (1) due to the problem
of gradients vanishing incurred by the mathematical property
of JS divergence in GAN, the reward signal from discriminator
may be unstable [7], (2) the sample efficiency in terms of envi-
ronment interactions and the learning speed during training are
still not satisfactory [5, 8], and (3) the reward function based
on the discriminator is biased, which may lead to sub-optimal
behaviors in some complex continuous environments [9].
In order to promote the existing limitations in GAIL, we pro-
pose a novel algorithm, called WDAIL: Wasserstein Distance
guided Adversarial Imitation Learning. For the unstable prob-
lem in the adversarial learning process, we replace the origin
JS divergence with the Wasserstein distance which has more
reasonable mathematical property. Then, the PPO algorithm is
used at the RL phase for making our method own better learn-
ing speed and sample efficiency and more easily to realize.
Motivated by the bias problem in reward function discussed
by Kostrikov et al. [9], we explore different reward function
shapes for reaching the high performance in different contin-
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uous control tasks. To the best of our knowledge, we are the
first to take the different shapes of reward function into consid-
eration in algorithms based on adversarial imitation learning.
Regardless of the reward shapes, we prefer the reward function
that can provide correct guidelines for policy improvement. In
other words, we find that the reward shape does not have to be
rigid in fixed logarithmic forms and their combinations. Sev-
eral other sorts of reward function have been proved to achieve
comparable or even better performance than GAIL’s. The ex-
perimental results are introduced in detail in Section 4.
2 Related Work
Recently, some imitation learning algorithms combining
with GAN have been proposed[5, 10]. In these methods,
the Generative Adversarial Imitation Learning (GAIL) has
achieved the state-of-art performance in many typical appli-
cations [11, 12].
However, it may be unstable and sample-inefficient when
training GAIL.The training procedure of GAIL can be unsta-
ble because balancing the interplay between the discriminator
and the generator is difficult. To solve this problem, some re-
searchers proposed the alternative loss function with regularize
items or added constraint condition on the discriminator [13–
15]. The previous work[11] has integrated WGAN into their
InfoGAIL framework. However, they simply took WGAN as
a trick without rigorous theoretical analysis and the task they
concentrated on differs from ours as well. GAIL demands nu-
merous interactions with the environment to reduce the vari-
ance of the Monte Carlo estimate of the state value, which
extremely increases the sample complexity. Therefore, some
recent attempts [8, 9] have been made to decrease the interac-
tions.
Another attractive research field is exploring the reward
function shape that generalizes better across all the RL tasks.
Reward shapes used in previous methods are unstable or bi-
ased [7, 9]. The Adversarial Inverse Reinforcement Learn-
ing (AIRL) algorithm[16] uses the reward function: r (s, a) =
log (D (s, a)− log (1−D (s, a)) , which can assign both pos-
itive and negative rewards for each time step. But this kind of
reward function may finish an episode earlier instead of trying
to imitate the expert and lead to sub-optimal policies in envi-
ronments with a survival bonus [9]. Kostrikov et al. tried to
solve the bias problem by redefining absorbing state reward.
However, the results they demonstrated in their paper could
not be completely reproduced by other researchers [17]. Our
work comes in such a situation to push forward studying the
impact of reward function in adversarial learning.
3 Proposed Method
In this section, we detail the novel Wasserstein Distance
guided Adversarial Imitation Learning(WDAIL) algorithm to
solve the imitation learning problem in the high-dimensional
continuous control tasks.
3.1 Adversarial Imitation Learning with Wasserstein
Distance
The adversarial imitation learning algorithms are derived
from the apprenticeship learning [18] which simply aims at
matching occupancy measures with the distribution of expert
demonstrations. These algorithms may be suitable for the
small-scale problems, but has limited applicability.
In these approaches, people often carefully design the re-
ward function space R for deriving the model more effec-
tive and robust. The early methods mainly conducted the lin-
ear hand-engineered reward function [18, 19],and deep mod-
els are applied to learn the non-linear function in recent
approaches[5, 7, 9].
The apprenticeship learning approach through IRL aims
at imitating a policy pi closing to the unknown expert pol-
icy piE while corresponding to occupancy measure condition
ρpi := ρpiE . The optimization problem formulation of such an
algorithm is defined as follows:
argmin
pi∈Π
{
−H(pi) + sup
c∈R
EpiE [c(s, a)]− E[c(s, a)]
}
. (1)
The Generative Adversarial Imitation Learning (GAIL) algo-
rithm has been proposed for adapting the complex environ-
ment, the optimization problem in equation (1) is relaxed into
the following form:
min
pi∈Π
{ψ (ρpi − ρpiE )−H(pi)} , (2)
where the ψ(ρpi − ρpiE ) denotes the distribution discrepancy
of the occupancy measures between the distribution of policy
and expert trajectories. In GAIL, the choice of ψ is inspired by
the Generative adversarial networks (GAN) [6], which is the
following fact:
ψ(ρpi − ρpiE ) = max
D∈(0,1)S×A
{Epi[log(D(s, a))]
+EpiE [log(1−D(s, a))]} .
(3)
The equation presents the maximum term of the GAN which
is an optimization problem of binary classification, the purpose
of this form is to distinguish that the state-action pairs come
from policy pi or expert policy piE . Based on the theoretical
analysis of the GAN, such an objective function is the JS di-
vergence between two different distributions:
DJS (ρpi, ρpiE ) = DKL(ρpi ‖ (ρpi + ρE)/2)
+DKL(ρpiE ‖ (ρpi + ρE)/2).
(4)
With the policy causal entropy item H(pi), the final GAIL al-
gorithm is developed as follows:
min
pi∈Π
{DJS (ρpi, ρpiE )−H(pi)} . (5)
From the formulation, the KL divergence is regarded as the
occupancy measure and the JS divergence is responsible for
measuring the true metric between the distributions of the pol-
icy and expert demonstrations.
Based on the discussion above, we consider that the distribu-
tion measure function ψ can be replaced by theL1-Wasserstein
distance. L1-Wasserstein distance is a reasonable way to de-
fine a proper distance metric between two distributions, and it
is continuous and differentiable almost everywhere. For any
two probability measures P and Q on M , the Wasserstein dis-
tance of order p is defined as follows:
Wp(P,Q) =
(
inf
pi∈Π(P,Q)
∫
M
ρ(x, y)pdpi(x, y)
) 1
p
, (6)
where ρ(x, y) is a distance function; x and y are the samples
from set S;
∏
(P,Q) is the set of all probability measures on
S × S with marginals P and Q. The L1-Wasserstein distance
is more flexible and easier to bound and it has strong implica-
tions in functional analysis. The Kantorovich-Rubinstein du-
ality tells us that, the L1-Wasserstein distance (Earth-Mover
distance) could be expressed as follows:
W1(P,Q) = sup
‖f‖≤1
{Ex∼P [f(x)]− Ex∼Q[f(x)]} , (7)
where the Lipschitz semi-norm is ‖f‖ = sup|f(x) −
f(y)|/ρ(x, y).
In this paper, we take L1-Wassertain distance into the adver-
sarial imitation learning procedure. According to equation (7),
the objective of Wasserstein Distance guild Adversarial Imita-
tion Learning (WDAIL) can be formulated as follows:
min
pi∈Π
{−H(pi) +W d1 (ρpi, ρE)} , (8)
where W d1 is the L1-Wasserstein distance between the occu-
pancy measure ρpi and ρE drawing from the policy and expert,
and d is a valid distance metric defined in the state-action space
S×A. In this formulation, it will be appropriate for large-scale
environments through the gradient optimization approach. The
Wasserstein distance W d1 in equation (8) can be interpreted in
the following form:
W d1 (ρpi − ρpiE ) = max‖d‖L≤1 {EpiE [d(s, a)]− Epi[d(s, a)]} ,
(9)
where the measure function d(s, a) should be restrained by the
1-Lipschitz condition. In practice, the weight clipping [13]
and gradient penalty [14] are the effective methods for enforc-
ing the L1-Wasserstein distance satisfying the 1-Lipschitz con-
straint.
3.2 Policy Optimization
We take advantage of the proximal policy optimization
(PPO) algorithm [20] in our WDAIL instead of the trust re-
gion policy optimization (TRPO) [21] used in GAIL, which is
much easier to implement, more general, and has better sample
complexity. The loss objective of the PPO algorithm is the sur-
rogate item with a little change to the typical policy gradient
(GP) algorithms. The implementation of the objective function
is to construct the loss LCLIPt or L
KLPEN to substitute LPG,
and then perform multiple steps of stochastic gradient ascent
on this objective. In this work, we make use of the clipped
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Fig. 1: Different shapes of reward function.
version of objective LCLIP which performs best in the com-
parison results [20]. The objective is expressed as follows:
LCLIP (θ) = Eˆ
[
min
(
rt(θ)Aˆt, clip (rt(θ), 1− , 1 + ) Aˆt
)]
,
(10)
where rt(θ) denotes the probability ratio rt(θ) =
piθ(at|st)
piθold (at|st)
;
 is a hyperparameter and Aˆt denotes the advantage estimate.
With the clipping constraint, the policy will promote or decline
into a certain boundary, this can make the optimization of pol-
icy performance more stable and reliable.
3.3 Reward Shaping
In the GAIL framework, the bias problem in the reward
function has been paid attention to. The positive reward pro-
vides the survival bonus in each step in MDP, which motivates
the agent to live longer. On the contrary, the negative form of
reward will be the penalty in each step for a certain task. In-
tuitively, we can combine the positive and the negative reward
in some formulation to reach a certain balance, what has been
done in AIRL [16]. However, in the reproducibility of DAC
[17], the unbiased reward function shape maybe not applicable
to all MuJoCo environments. Through these ideas, we con-
sider the shape of reward may be another critical component
for learning the policy in the adversarial imitation learning al-
gorithm. Therefore, we designed different shapes of the reward
function, which are presented in Fig. 1. The input x of these
equations denotes the output of the discriminator D(s, a), the
σ(x) = 11+e−x is the sigmoid function. The direct output of
discriminator x is the linear reward shape, which is equal to
the unbiased reward formulation log(σ(x)) − log(1 − σ(x))
proposed in [9]. Then the x is clipped by the sigmoid func-
tion and a positive reward function σ(x) is obtained. Based on
these two reward shapes, we combine them with exponential
and logarithmic functions to create other reward functions, in-
cluding the positive reward shapes ex and−log(1−σ(x)) and
the negative reward shapes −e−x and log(σ(x)).
3.4 Algorithm and Training Strategy
In this work, we try to utilize the Wasserstein distance to
substitute the JS divergence in GAIL, which is continuous and
differentiable almost everywhere. The Wasserstein distance
(a) Hopper (b) Walker2d (c) HalfCheetah
Fig. 2: Performances of learned policies using WDAIL with different reward shapes. The x-axis represents the sizes of expert
trajectories.
(a) Hopper (b) Walker2d (c) HalfCheetah
Fig. 3: Training curves of WDAIL with different reward shapes for different sizes of expert trajectories. The x-axis represents the
times of interaction with the environment.
between the policy distribution Pτpi and expert distribution PτE
can be defined in the following equation with the discriminator
network D:
Lwd =
∑
(s,a)E∈τE
D((s, a)E)−
∑
(s,a)pi∈τpi
D((s, a)pi), (11)
where (s, a)pi and (s, a)E are the state-action pairs draw-
ing from policy transitions buffer Bτpi and expert transitions
dataset BτE , respectively. For satisfying the Lipschitz con-
straint condition of Wasserstein distance, Gulrajani et al. [14]
proposed a more rational approach to add the constraint on the
gradient of the discriminator network. The gradient penalty
Lgp((sˆ, aˆ)) can be expressed as follows:
Lgp =
(∥∥∥∇(sˆ,aˆ)∈P(s,aˆ)D((sˆ, aˆ))∥∥∥
2
− 1
)2
, (12)
where (sˆ, aˆ) are the random samples from P(sˆ,aˆ), which are
sampled uniformly along straight lines between pairs of points
drawing from the policy and expert trajectories distribution.
During the imitation learning process, the policy is pro-
moted guided by Wasserstain distance through adversarial
training strategy. Firstly, we train the discriminator by maxi-
mizing the Wasserstein distance between policy and expert tra-
jectories and then minimize the Wasserstein distance through
promoting the policy with the parameter fixed discriminator.
The adversarial imitation learning strategy can be defined as a
minimax game:
min
θ
max
w
Lwdail(θ, w) = Lwd − λLgp, (13)
where λ is the penalty coefficient, θ andw represent the param-
eters of policy and discriminator network, respectively. After
the adversarial iteration, the optimal policy owning the ability
to generate the most similar trajectories with expert trajectories
will be ready, when the Wasserstein distance closes to zero.
The algorithm of our method is summarized in Algorithm 1.
4 Experiment
In this section, we evaluate the WDAIL approach based
on the high-dimensional continuous control tasks of MuJoCo
[22]. Our Algorithm 1 has been implemented by PyTorch and
we use the PPO algorithm with advantage estimate for improv-
ing the policy during the adversarial imitation process.
In our WDAIL method of all complex tasks, we use the neu-
ral network framework as the policy estimator which has two
hidden layers of 64 units with an activation function of tanh,
and the discriminator network has 100 units with the same ac-
tivation function. We choose Adam optimizer for the policy
and discriminator networks.
To explore effective reward shapes, we conducted experi-
ments of different reward shapes (6 kinds of reward shapes
among 3 different control tasks). Besides, 3 variants of
our WDAIL were compared with the popular acknowledged
benchmark algorithms (BC and GAIL) and a random policy
for validating the ability of imitating skills. The results of
all methods are normalized in [0,1] with respect to the per-
formance of random and expert policy in the following com-
parative experiments.
(a) Hopper (b) Walker2d (c) HalfCheetah
Fig. 4: Performances of learned policies using different algorithms. The x-axis represents the sizes of expert trajectories.
(a) Hopper (b) Walker2d (c) HalfCheetah
Fig. 5: Training curves of different algorithms for different sizes of expert trajectories. The x-axis represents the times of interac-
tion with the environment.
4.1 Comparison of Reward Shapes
First, we compare different reward shapes of the WDAIL
approach. The reward function is mentioned in section 3.3,
we consider the output of the discriminator d(s, a) as the input
of the reward function. As you can see in the Fig. 1, there
are two kinds of input form, which are d(s, a) and σ(d(s, a)),
and six different reward shapes have been constructed. The
reason why we explore these kind of different reward shapes
is to investigate whether the logarithmic form with sigmoid
is the only reward shape effective in the adversarial imitation
learning algorithm or not. In this experiment, we evaluate the
imitation performance with different 1, 5, 10, 50 trajectories
and seed 0, 1, 2, 3, respectively.
The performances of WDAIL with different reward shapes
and sizes of trajectories are shown in Fig. 2.
• ex, σ(x) and − log(1− σ(x))
It is obvious that these three positive shapes of reward
function are extremely effective for all the three tasks,
such forms perform well for not only fewer trajectories
but also more trajectories, which indicates that they also
have great robustness.
• −e−x
This kind of negative function has imitated the expert data
well when there is one expert trajectory, but can not per-
form good enough when more trajectories are provided
in the experiment of HalfCheetah. In the other two en-
vironments, this shape of reward function can not imitate
expert behavior at all.
• x and log(σ(x))
The unbiased reward function x (i.e. log(σ(x))− log(1−
σ(x))) has nice performance as the three positive reward
functions behave in HalfCheetah. However, it can only
achieve the poor imitation performance that random ac-
tions obtain in the other environments. Another negative
reward function log(σ(x)) performs entirely the same as
the unbiased function x does in all these three experi-
ments.
The training curves of this experiment are presented in
Fig. 3. These results show that our method with positive re-
ward function may converge under 1 million interactions with
the environment, which means that it has a good sample effi-
ciency, and the learning process is stable.
All these results in this test demonstrate that we can exactly
imitate the expert policy based on the positive reward of sur-
vival bonus for all three complex continuous control tasks, the
unbiased reward form is suitable for two of the three tasks, but
it is certain that the reward shape doesn’t have to be fixed on
logarithmic forms.
4.2 Comparison with Other Algorithms
Next, we compare our algorithm with the positive rewards to
the two baseline approaches: behavior cloning (BC) and gener-
ative adversarial imitation learning (GAIL). BC and GAIL are
now recognized as prevailing benchmarks of imitation learn-
ing. For GAIL, there is a little difference with WDAIL in pol-
icy network which has 100 nodes in each hidden layer, but the
discriminator network is the same. There are also three high-
dimensional complex environments in this experiment, and the
expert demonstrations can be easily found in the baseline/gail
Algorithm 1 Wasserstein Distance guided Adversarial Imita-
tion Learning
Parameter: w and θ
1: for episode = 1, 2, ... do
2: for t = 1, 2, ..., T do
3: Select action at ∼ piθold according to the old policy and
current state st
4: Act at in environment and obtain next state st+1
5: Store transition (st, at) in transitions buffer Bpi
6: end for
7: Update the discriminator parameters
8: for j = 1, ..., J do
9: Sample {(s(i), a(i))pi}mi=1 and {(s(i), a(i))E}mi=1 from pol-
icy transitions buffer Bpi and expert transitions BE
10: Generate a random number  ∼ U [0, 1]
11: (sˆ, aˆ)← (s, a)pi + (1− )(s, a)E
12: w ← w − αd∇wLwdail
13: end for
14: Generate reward rt based on discriminator Dw((st, at)) and
reward function frew:
15: for t = 1, ..., T do
16: rt = frew(Dw((st, at)))
17: Store rt in policy transitions buffer Bpi (st, at, rt)
18: end for
19: Compute advantage Aˆ and store in buffer Bpi (s, a, r, Aˆ)
20: for k = 1, ...,K do
21: Sample mini-batch {(si, ai, ri, Ai)pi}mi=1 from policy tran-
sitions buffer Bpi
22: θ ← θ − αp∇θLCLIPt
23: θold← θ
24: end for
25: end for
of the OpenAI [23]. For all the tasks, the policy of imitator
has been optimized with 1, 5, 10, 50 trajectories, where each
trajectory owns at most 1024 state-action pairs, and seed 0, 1,
2, 3, respectively.
As we can see in Fig. 4, WDAIL performs equally well un-
der varying sizes of expert trajectories for almost all the envi-
ronments. It is verified that BC tends to nicely imitate expert
behavior when there is enough data, and GAIL presents bet-
ter results than BC for most of the tasks. The learning curves
in Fig. 5 displays that WDAIL acquires good performance in
a small iteration for all the continuous tasks, and the learning
process is smooth.
For HalfCheetah, it is obvious that the performance has di-
versity for both WDAIL and GAIL providing different sizes
of expert trajectories. We consider that it may be incurred by
the inferior expert capability with high variance comparing to
the performance of true reward in the experiment of HalfChee-
tah. The agent may get confused when meeting more than one
inferior trajectories.
5 Conclusion
In this paper, we propose a new algorithm WDAIL based
on the Wasserstein distance and PPO algorithm to promote
the performance and sample efficiency for imitation learn-
ing. The reward shapes have been developed for making
our WDAIL suitable for different high-dimensional continu-
ous control tasks. Based on the experiment in the comparison
of reward shapes, it has been verified that the logarithmic form
of the reward function used in GAIL and its extensions are not
the only reward shape that can make the adversarial imitation
learning method work well. This property may be profit from
the minimax game theory in the optimization procedure, and
we believe that there is some certain interrelation and it will be
explored in our future work. The results of the experiment on
the comparison with other algorithms validate the superiority
of our method and demonstrate that WDAIL performs great in
almost all high-dimensional continuous control tasks and the
training process is much more stable. However, WDAIL may
not imitate well when there are more trajectories of inferior
performance with high variance in expert demonstrations, and
this will be improved in our future work.
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