Abstract: In this paper the multi-input sliding mode methodology for uncertain nonlinear system affine in the control is generalized to the case in which the matrix pre-multiplying the control in the state equation is uncertain, non constant and state-dependent. This property is inherited by the matrix multiplying the control in the sliding output dynamics, which is the nonlinear version of the well known High Frequency Gain Matrix. The considered problem appears to be at the same time of practical interest and not sufficiently emphasized in the literature. The proposed solution is applicable to matrices, the eigenvalues of which, for any time and state, are positive and is based on the combination of the unit vector discontinuous control strategy with the recently introduced integral sliding mode method.
INTRODUCTION
Let us consider nonlinear uncertain systems affine in the control law (or made affine after the introduction of integrators in the input channel, Bartolini et al. [2009] ) x = A (x) + B (x) u, x ∈ R n , u ∈ R m , t ≥ 0 (1) and a sliding output s = C (t, x) , s ∈ R m (2) chosen so that a system motion, constrained in finite time by the condition s (t, x) = 0 (3) fulfills any prescribed control aim. The constraint (3) is often referred as the sliding manifold.
We assume that the relative degree of the sliding output with respect to the control u is uniformly one. More precisely:
If det (s x B (x)) = 0 (4) can be rewritten aṡ
where G (t, x) = s x B (x), G ∈ R m×m , and Φ (t, x) = G (t, x) −1 [s t + s x A (x)], Φ ∈ R m . It is clear that, if G is perfectly known and the norm Φ (t, x) is upper bounded by a known function of the same arguments, classical sliding mode method can solve easily the control problem. Indeed if the control is chosen, for example: is the i-th row of the matrix G −1 and F (t, x) ≥ Φ (t, x) , then it suffices to guarantee the standard condition s ′ s ≤ −k 2 s and s is steered to zero in finite time. While uncertainties in the drift term Φ (t, x) can be easily managed by suitable upper-bounds, uncertainties in the matrix G often make the problem formidable even for sliding mode control approach. Uncertainties on A, B, hence on G and Φ, are considered so that the values of A (x), B (x) are not exactly known, however some qualitative properties and bounds are assumed to be known to the controller.
We note that even in the simpler case of scalar u and s a control gain with unknown sign a non trivial theoretical effort has been spent to circumvent such additional obstacle both in the adaptive control and in sliding mode control literature. Simplicity and robustness are the main advantages of the latter approach with respect to the more sophisticated methods proposed by adaptive control theorists.
The generalization to multi-input systems is a challenging goal, extremely important from the practical point of view. In the sequel we present a brief summary of results concerning various form of uncertainties in the matrix G.
In recent years further steps for more general cases of uncertainties of the matrix G have been performed. We refer to Ryan [1993] in which the eigenvalues of the uncertain matrix G are assumed to be arbitrarily located in the complex plane except on the immaginary axis. The method is based on the knowledge of a suitable set of matrices, the so called unmixing set, Martensson [1991] . It was proven that this set has a finite number of elements and features the property that for any square invertible matrix G there exists at least one element S G of the set such that the product −GS G is Hurwitz. As a consequence, if we chose u = S G v, the situation, with respect to the new control v, can be managed by standard Lyapunov like methods, Utkin [1992] .
Since G is not known, a time-varying estimate of S G is used which is attained as a time-varying convex combination of the elements of the unmixing set. An adaptation mechanism for the coefficients Ryan [1993] provides a facility for cycling through the elements of the set dwelling on each element for a progressively longer time intervals. As a result the control aim is achieved asymptotically. Similar approach based on the knowledge of an unmixing set has been recently proposed in the area of sliding mode control Oliveira et al. [2009] in which the sliding manifold is reached in a finite number of trial (in the worst case equal to the cardinality of the unmixing set). The proposed learning procedure reveals to be simpler and more effective than that developed in the area of adaptive control.
Nevertheless all these methods, independently of the nature of the control algorithm, suffer of the same drawbacks which are: the high increment of the cardinality of the finite unmixing spectrum set as a function of the input dimension m and the assumption of constant matrix G which is unrealistic in many practical situations.
In this paper we consider matrices G (t, x) which cannot be represented as the sum of constant unknown invertible matrices plus time and state perturbations satisfying some norm constraint.It is highly unlikely that the approach dealing with matrices with arbitrarily located eigenvalues, Ryan [1993] , Yan et al. [2008] , Oliveira et al. [2009] , can be extended to time and state varying matrices with the same property for any fixed (t, x) ∈ R × R n . Therefore we must come back to considering the generalization to this new environment of the cases (a), (b), (c) above.
In particular we will consider time and state dependent matrices which are invertible and characterized by the property (c) that is matrices, the eigenvalues of which belong to the positive complex half-plane for which properties (a) and (b) do not hold for any fixed (t, x) ∈ R × R n . It will be proved that in general the standard approach is effective only if the sliding output norm is sufficiently small at the initial time instant.
PROBLEM STATEMENT
Let us consider system (1) with sliding output vector (2), the time derivative of which is expressed by (5).
Let D be an open subset of R n and suppose that
We make the following assumptions. Assumption 1. Let λ i (G), i = 1, . . . , m, be the real parts of the eigenvalues of the matrix G (t, x), t ≥ 0 and x ∈ D. There exist two continuous functions α and ω such that for all t and
and there exist three continuous functions k 0 , k 1 , k 2 such that for every t and x one has
According to Assumption 1 for any (t, x) there exists a unique solution P (t, x) > 0 to the Lyapunov equation
Moreover P (t, x) is symmetric and positive definite since, for any (t, x), it can be expressed as
From this integral representation it follows that
Moreover, by Assumptions 1 and 2, for every t and x there exists a continuous function c = c (t, x) such that
We now try to follow the standard Lyapunov approach choosing as Lyapunov function candidate
and a control strategy of the unit vector type
which is discontinuous on s (t, x) = 0.
We assume that every state vector corresponding in the Filippov sense to the control (9) exists on the whole [0, +∞). The following computations can be shown, by standard means (see e.g. Bartolini et al. [2009] ) to give the correct results when (1), (2), (9) are interpreted in the Filippov sense.
By using (5) and (8) 
dP(t,x) dt
can be written as the sum of two terms
where
Note that while the matrix H 1 is a function of the time and the state only, the matrix H 2 depends also on the control, but in an affine way and it makes sense to state the following proposition. Proposition 1. Let Assumptions 1 and 2 hold. There exists a continuous scalar γ 1 (t, x) such that
and a positive scalar γ 2 (t, x) such that
for every t, x, u, s.
Sketch of Proof of Proposition
Q 1 and Q 2 are not necessarily positive definite but their norms are bounded by
In conclusion, for any t ≥ 0 and x ∈ D we have (14) with
and (15) with
We are now in position to state a result (Theorem 1 below) according to which any sliding output, in a suitable neighborhood of the origin of the sliding output space, is forced to zero in finite time, provided an unit vector control (9) is used with a suitable amplitude.
Denote by λ min = λ min (t, x), λ max = λ max (t, x) the minimum and maximum eigenvalue of P (t, x). In order to state Theorem 1 we consider, for any ε > 0 and some t * > 0,
Theorem 1. Consider system (1) with sliding output (2) under Assumptions 1 and 2. Suppose Φ * (t, x) is known such that for every t and x we have
Then for every ε > 0 there exists a neighborhood of the origin of the sliding output space, given by
for some t * > 0, such that an unit vector control (9) with amplitude
forces any corresponding sliding output to zero in finite time.
The proof of Theorem 1 requires the following lemma, the proof of which is omitted. Lemma 1. Let V (t) be absolutely continuous on every interval
where p and q are nonnegative integrable functions on every [0, T ], T > 0. Then V (t) = 0 for every t sufficiently large provided
for some t * > 0, where
Proof of Theorem 1. According to Proposition 1, (10) implies
γ 1 and γ 2 given by (16) and (17).
By virtue of the unit vector control (9) and the Lyapunov equation (6), (22) implies
By (18) we can write
(24) For any ε > 0, within the ball s < 1 2γ 2 , if ρ fulfills (19), then
Taking into account (8), (25) implies that
Then the conclusion follows by applying Lemma 1. 2 Comment 1. The sole constraint s ≤ 1 2γ 2 does not guarantee even the local convergence of the system trajectories to the sliding manifold, further constraints derive from the analysis of the time evolution of the Lyapunov function candidate V (t).
THE INTEGRAL SLIDING MODE CONTROL
The previous results can be synthesized by stating that for systems affine in the control law, the matrix G (t, x) of which satisfies the above conditions, there exists a neighborhood of the origin of the sliding output space, the size of which is unknown, such that the origin of this space is reached in finite time by the use of a suitably tuned unit vector type control. The existence of such an unknown neighborhood is a weak result as far as the solution of a real control problems is concerned. Even in the case when some a priori evaluation of the quantities involved in the proposed method no reasonable use of the knowledge of the measurable sliding output s (t, x) is suggested when the initial conditions do not fit with the attained results.
In this section it will be introduced the so called Integral Sliding Mode Control method, Utkin and Shi [1996] , Utkin et al. [1999] , Posznyak et al. [2004] , with the aim of making arbitrarily large the convergence domain of the sliding output s (t, x).
Consider a vector x 0 (t, x) such thaṫ
that is
and a new sliding output σ (t, x) = cx 0 (t, x) + s (t, x) with c an arbitrary positive constant. If the condition σ (t, x) = 0 is identically fulfilled from a time instant t 0 on the original sliding output s (t, x) vanishes arbitrarily exponentially fast since by (26)
The dynamics of the new system iṡ
the new sliding output dynamics iṡ
The procedure regarding the choice of the Lyapunov function and the evaluation of its time derivative is almost the same of the previous section since the matrix G (t, x) is the same. Let V (t, x) = σ ′ (t, x) P (t, x) σ (t, x) and the unit vector control
By computing similarly as in the previous section, we obtain dV dt
and fix a constant ε > 0. Then if
Hence σ = 0 in finite time by Lemma 1.
One could wonder what has been changed with respect to the previous section since all the quantities involved, except σ in place of s, are exactly the same and therefore their existence is simply postulated and cannot be used to choose the amplitude ρ (t, x) of the control law. The reason why the proposed modification is the solution to the seemingly formidable problem is due to the introduction of the artificial integrator (27). By adding a step of arbitrary size to the output of the integrators it is possible to modify arbitrarily the initial condition x 0 (0, x (0)) and therefore arbitrarily constrain the initial condition of σ (t, x) to zero. Indeed
and therefore if c (x 0 (0, x (0))) = −s (0, x (0)), the initial value of σ , σ (0, x (0)), is zero whichever the initial value of s (t, x).
The main consequences of this fact are that in an arbitrarily small neighborhood of the origin of the sliding output σ space the term (1 − γ 1 σ ) is arbitrarily close to 1 and the quadratic term γ 0 (t, x) σ 2 is arbitrarily close to zero.
To illustrate the rationale of the proposed approach we consider as an example the following nonlinear system with two inputṡ
where The considered sliding manifold is x 1 = 0 and x 2 = 0.
Note that with u = 0 the system is unstable.
It appears that G (x 1 , x 2 ) has the following properties:
• −G is Hurwitz;
• the symmetric part (G + G ′ ) is undefined;
• the orthogonal polar factor has roots with positive real
The simulations show that, starting from the same initial conditions, while the standard sliding mode approach gives raise to an unacceptable oscillatory behavior (Figures 1 and 2) , the application of the integral sliding mode method succeeds in obtaining the desired behavior (Figure 3 ) and forcing the sliding output to zero (Figure 4 ). The inputs designed according to the integral sliding mode are presented in Figure 5 . 
CONCLUSIONS
The application of the integral sliding mode control method to the case of systems with uncertain matrix pre multiplying the control in the sliding output dynamics is considered. The matrix in question is assumed in general time and state dependent but invertible and such that for any fixed (t, x) the corresponding eigenvalues are in the positive complex half plane.
The stabilization of such kind of uncertain system has been considered in the framework of standard sliding mode control. As a result only local stability conditions have been found, strongly worsened by the fact that the domain of attraction is of unknown size and no strategy is readily available to enlarge its. The introduction of integrators in the output channel (the so called Integral Sliding Modes), at the prices of arbitrarily slight modification of the control objective, guarantees an extra degree of freedom, the exploitation of which ensures the global solution of the control problems in such very hard uncertainty context.
