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I .  INTRODUCTION AND REVIEW OF LITERATURE 
Some attention has been paid in the past thirty or so years to the 
problem of sequential ly choosing from among several possible sources of 
information. General ly, work in this area can be categorized in two 
ways: f i rst,  by whether the work is concerned with non-asymptotic 
Bayesian considerations or asymptotic non-Bayesian ones; second, by 
whether the cr i terion in accordance with which procedures are judged is 
of "decision-theoretic" type, with decision and sampling losses, or of 
"two-armed-bandit" type, where i t  is a matter of the magnitudes of 
generated sums. We thus can speak in short hand of "Bayesian decision-
theoretic", "Bayesian two-armed-bandit",  "asymptotic decision-theoretic", 
and "asymptotic two-armed-bandit" problems, which, for ease of reference, 
we shal l  simply denote below as being of the f i rst,  second, third and 
fourth type. This thesis is concerned with problems of the f i rst type. 
The earl iest work in this general area was that of Robbins (28), 
which was of the fourth type. This was fol lowed by Isbel l  (17), by 
Vogel (32,33), and by Robbins and Siegmund (29). The latter paper 
actual ly has elements of the third type, since the cr i terion there I  s 
taken to be not only that the source generating small  values be sampled 
often, but also that the decision which of the two sources does generate 
small  values be made in an eff icient way. A similar theme, except per­
taining to variances rather than means, is taken up by Werner (38). 
Work wholly devoted to the third type of problem was ini t iated by 
Chernoff (8), and was extended, among others, by Albert (1) and Kiefer 
and Sacks (18). 
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The papers of Bradt, Johnson and Karl in (6) on the one hand, and of 
Bradt and Karl in (7) and also Borwanker, David and Ingwell  (4) on the 
other hand, are respectively of second and f i rst type. Al l  three have 
as their main concern the fol lowing question: Under what condit ions is 
a "myopic Bayesian", ( that is, a Bayesian acting as i f  his current act ion 
were his last),  an "optimal Bayesian". A version of this, in i ts type-
one sett ing, is in fact one of the issues addressed below. This and 
other areas treated in this thesis are outl ined below. General ly the 
method of attack has been to extend and adapt methodology developed in 
(3) for the one-source case, to f i t  the two-source problems of interest 
to us. 
In Chapter I I  we present a general structure for "type-F" problems 
which involve a f ini te number of states of nature, a f ini te number of 
actions, and a f ini te number of possible sources, with possibly dif ferent 
costs. Addit ional ingredients required in the framework of "sequential 
design of experiments" are added, such as a measure of bel ief in terms 
of a "prior probabil i ty distr ibution" over the state-of-nature space, 
the l ikel ihoods corresponding to types of sources and states of nature, 
and also the loss function. Since we are going to be Bayesians, i t  is 
required to deal with prior and posterior probabil i ty distr ibutions; 
hence, formulations for computing the posterior probabil i ty distr ibutions 
corresponding to a single observation or a set of observations also are 
given. We then define a sequential decision pol icy 6 in terms of a 
sequence of decision cr i teria 6^ for both "bounded" and "unrestr icted" 
sequential decision problems, where t  is decision t ime. A part icular 
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class of pol icies 5, namely "Bayes-l ike" sequential decision pol icies, 
is mentioned. Reasons for considering only this class throughout this 
thesis are given. We also categorize the above class into two subclasses: 
"non-stat ionary" and "stat ionary" Bayes-l ike classes, the former being 
important for bounded sequential decision problems, and the latter for 
unrestr icted problems. We note that we may think of the space of prior 
and posterior probabil i ty distr ibutions for problems of type-F as a 
simplex in Eucl idean space, and we point out in Section N.B. that a 
sequential decision pol icy may be described in terms of a sequence of 
part i t ions of that simplex. We note as well  that r isks of Bayes-l ike 
pol icies obey i terat ive schemes, of which the stat ionary ones are dis­
cussed in Section I I .B., and the non-stat ionary ones in Section 111.A. 
Much of the discussion in Chapter I I I  concerns the issue of problem 
truncation in the case of one source of information. In Section I I I .A., 
the introduction of the chapter, the concepts of "effect ively N-
truncated" and "effect ively non-truncated" are discussed. The main 
concerns of Section I I I .B. are to explore condit ions for a problem to 
be effect ively non-truncated. Theorem I  I  1.1 gives the main result of 
the section, pertaining to the continuous case. This theorem involves 
the notion of "generation" of a posterior probabil i ty distr ibution by a 
prior probabil i ty distr ibution, and the requirement that there exist a 
part icular prior probabil i ty distr ibution such that the set of posteriors 
generatable by that prior in fact comprises the set of al l  possible 
priors. This actual ly is the only place in this dissertat ion where the 
fact that the set of al l  evolving posterior may not in fact comprise 
4  
the set of al l  possible priors is of importance. A modif ication of the 
condit ions of Theorem 11 1.1 is needed to cover the discrete case. An 
example is given involving the normal case. Condit ions for a problem to 
be effect ively truncated are discussed in Section I I I .C; Lemma I  I  I .3 
concerns O-truncation, and Lemma I  I  1.4 concerns the special ized 0-L 
terminal decision loss. A binomial example is discussed in detai l ,  in 
the context of effect ive O-truncation and effect ive 1-truncation (cf.  
Lemma I  11.5). 
Chapter IV is devoted to a discussion of the concepts of source 
selection and source expendabi1ity in the case of two sources of informa­
t ion and two states of nature. A general set-up for problems under con­
sideration is presented in Section IV.A. We lean here on the prior 
2 
result that the Bayes r isk V (ç) of the optimal Bayes pol icy of unre­
str icted sequential decision problems with two sources of information 
satisf ies the functional equation: 
V^(Ç) = mîn{V^(ç), V2(S), 
2 2 
where V^(c) 'S the optimal Bayes r isk of the no-data pol icy, V^(C) 's the 
optimal Bayes r isk for taking X f i rst and then pursuing the optimal 
2 2 pol icy corresponding to V ( ç) thereafter, and similarly for V^(ç). Then 
the definit ions of source selection and source expendabil i ty are given 
2 2 in terms of comparisons between the magnitudes of V (ç) and V (  ç) for 
X  y  
those Ç such that V^(c) & min{V^(ç), V^Cç)}. Section IV.B. is reserved 
for a development of distr ibution functions of the l ikel ihood rat ios for 
both source X and source Y. In Section iV.C certain condit ions are 
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imposed on these distr ibution functions so that each source gives us the 
same amount of information for deciding which state of nature obtains, 
making the source with higher sampling cost expendable. This section 
also contains more detai led information on source expendabi1ity for the 
binomial case. Section IV.D. contains the extension to the sequential 
case of the result of Bradt and Karl in mentioned earl ier. Chapter IV 
closes with Section IV.E,, devoted to i l lustrat ing by example that 
sampling cost is less decisive, compared to wrong-decision loss, in the 
short run than in the long run. The discussion here is related to the 
prior work of third type. 
Chapter V is devoted to a discussion of symmetry. I t  contains con­
dit ions insuring symmetry of the r isk function in special cases, as well  
as two examples. 
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11. GENERAL FEATURES OF BAYESIAN SEQUENTIAL DECISION PROBLEMS 
A. Prior and Posterior Probabil i t ies 
In general, sequential decision theory (3,8,16,23,27,28,36,40) has 
to do with what act ions to take and/or when and how to take data in the 
face of uncertainty; for instance, uncertainty about a populat ion param­
eter of interest which may have one of a number of possible values. 
Being Bayesian, we would admit a measure of bel ief about such a parameter, 
in terms of a "prior probabil i ty distr ibution". There is also typical ly 
uncertainty regarding the values of data to be generated, measured in 
terms of l ikel ihood w.r.t .  (with respect to) part icular populat ion param­
eter values. A variety of problems involve as well  the choices of data 
attainable from one of a number of possible sources. Decision models of 
this type may be structured with a f ini te number of actions, pertaining 
both to whether and how to sample and what terminal decision to take, a 
f ini te number of populat ion parameters (or states of nature), a f ini te 
number of independent sources of information (or experiments) with pos­
sibly dif ferent sampling costs, and decision losses depending on whether 
or not one has made the r ight decision. The stat ist ician's options are 
typical ly described by sequential decision pol icies 6 (36) which denote 
a sequence of decision cr i teria {6^}, where 6^ is a rule for choosing 
actions at decision period t  = 0,1,2, . . . .  We shal l  designate 6 by 6™ 
N 
when the sequence {6^} is inf inite and by Ô when the sequence {5^} is 
f ini te; that is, 
a" = .  
where the superscripts of both sequences carry the information about 
whether we are dealing with a "non-truncated" or "truncated" decision 
problems. A stat ist ician's computations regarding a sequential decision 
problem simply concern taking a part icular 6 and computing the expected 
loss under 6, where the expectation is w.r.t .  the prior probabil i ty 
distr ibution and the l ikel ihoods. Our general desire is to look for a 
pol icy 5^, "the Bayes pol icy", which has the smallest Bayes r isk within 
a class of pol icies â. Throughout this dissertat ion, i t  is of interest 
to consider only A's that are classes of "Bayes-l ike" pol icies 6 whose 
cr i teria 5^ are functions of the "current" prior or posterior probabil i ty 
distr ibution. The reasons for this are as fol low: ( l)  for the "trun­
cated" situations of Chapter I I I ,  i t  is readily veri f ied that there is 
always a Bayes-l ike Bayes pol icy; (2) there is no problem known to the 
author for which there is not a Bayes-l ike Bayes pol icy; (3) i t  wil l  be 
evident that, for the special case of two states of nature and one 
information source, our Bayes-l ike pol icies are just "general ized 
sequential probabil i ty rat io tests" (19) and these form a complete class 
in that special case. 
As indicated above, we shal l  special ize in this dissertat ion to 
sequential decision problems of type F ;  that is, sequential decision 
problems involving: 
(a) a f ini te space of actions: A = {a^,a2, —, a^}, (2.1) 
(b) a f ini te space of states of nature: H = {0^,02, .  . ,  6^^, 
( 2 . 2 )  
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and 
(c) a f ini te space of experiments: E = {6^,62» .  e^}. (2.3) 
The elements of H and E determine stochastic processes over a sample 
space of elements s e S, which, for our purposes, wi l l  be special ized to 
an inf inite col lect ion of independent random variables with probabil i ty 
densit ies (w.r.t .  a suitable a-f inite joint ly dominating measure u) 
f(s.|e.,e.) = f . j  (Sj) (2.4) 
on S X  E X  H, where s is made to carry the subscript of the experiment 
that generates i t .  
Addit ional ingredients of Bayesian sequential decision problems 
are: 
(a) a loss L(a,9) defined on A x H, which may be sampling cost 
or decision loss, 
(b) a prior probabil i ty distr ibution: _^ = ,  E^), (2.5) 
where 
(c) Çj = P|,{6j is the true state of nature} > 0, (2.6) 
and 
m 
I  5; = 1 .  (2.7) 
j=1 J 
Suppose that _£ is a given prior probabil i ty distr ibution over H 
and s. is an output of source of information e.;  then the prior proba­
bi l i ty distr ibution determines a posterior probabil i ty distr ibution 
T(ç,s.) = (T^(^,s.),  Tgfj^s.) ,  . . . ,  T^(_Ç,s.)) ,  (2.8) 
where 
Ç.f. .  (s.) 
T^ . U.S.) = -jpî  ^ . (2.9) 
V u  ( S ; )  
I t  is equally true that several outputs from several possibly dif ferent 
sources can be used to update a prior probabil i ty distr ibution to a 
current posterior probabil i ty distr ibution. To be specif ic, let 
s"" = {s.^^j,  s.^2), •••» ^;(r)^ be a set of r  outcomes, with subscripts 
indicating the respective experiments performed; then the posterior 
probabil i ty distr ibution is given by 
T^.s") = (7,(5,5^), T^U.s*"), . . . ,  T^U.s^)) ,  (2.10) 
where 
Tj( i .s^) = • (2.11) 
j l l  ^ k=i 
B. Bayes-Like Policies 
We have already specif ied in Section I  I .A. certain basic components 
of the Bayesian sequential decision problems to be discussed in this 
thesis. The present section is devoted to a more detai led discussion 
of those components and also to the Introduction of certain classes of 
decision pol icies such as Bayes-l ike, stat ionary and truncated. The 
development of the fol lowing formulations is aimed at the discussion of 
specif ic problems in later chapters. 
1 0  
As we have already mentioned in Section I  I .A., our sequential 
decision problems are concerned with pol icies 6 which cal l  for either 
sampling one of the avai lable sources of information of stopping and 
taking a terminal decision. We f ind i t  useful in this connection to 
part i t ion the f ini te space of actions A (cf.  (2.1)) into two subspaces 
of actions; that is, 
A = {A^,A.J.} , 
where 
Ap {a ,  a ,  . . . ,  a r ,  
" ®1 ®2 ®n 
Aj "  ^2' ^m^ m + n = 2 
a = action cal l ing for taking one observation from source 
i  
of information e. ;  i  = 1,2, . . . ,  n ,  
and 
a. = action cal l ing for stopping taking any further observa­
t ion, and accepting 0^; j  = 1,2, . . .  m 
Note that the loss L(a,6) in Section I  I .A. is now special ized to sampling 
cost i f  a e A^, and to decision loss i f  a e A^, as fol lows: 
L(a ,  6.) = c. (>0) for j  = 1,2, . . . ,  m .  (2.12) 
e .  J  1  
L(a., 6.) = L (>0) for j  ^  k (2.13) 
J ^ 
= 0 for j  = k; j ,k = 1,2, . . . ,  m .  (2.14) 
1 1  
That is, L(a ,  9.) i  s a sampling cost per experiment e. and L(a., 0.) 
e. J '  J  k 
is a decision loss due to accepting 0. when 9. is in fact the true state 
J K 
of nature. 
Défini t ion 11.1 
A decision loss function defined on Ay x H is of the form 0 -  L i f  
L(a., 0.) satisf ies both (2.13) and (2.14). 
J 
In the sequential decision problem we must make successive decisions. 
At decision period t  = 0,1,2, . . . ,  an action in A must be chosen by 6^. 
When we fol low a pol icy 6 an action a^ c A^ either is chosen, so 
that the decision process is terminated and we incur a decision loss 
L(a., 8^), or, on the other hand, an action a e A^ is chosen and we 
J Sf 
must pay a sampling cost c. and observe the data value s..  The cr i teria 
6^ in general wi l l  depend on the ini t ial  prior distr ibution and the 
entire sample history (by which we mean the total col lect ion of data 
already obtained thus far) and may in fact depend on these only through 
the current posterior probabil i ty distr ibution and t .  As indicated in 
Section I  I .A., i t  is natural for us to restr ict ourselves to 6's com­
posed of the latter type of 6^ (henceforth cal led "Bayes-l ike" ô's), 
and then to look for a good pol icy within this class. 
Defi  ni  t ion 11.2 
A pol icy 5 = {0^} is said to be Bayes-l ike i f  i ts cri teria 6^ are 
non-randomized and only depend on the current posterior probabil i ty 
distr ibution and decision period t .  
1 2  
Défini t ion 11.3 
5 is stat ionary Bayes-l ike i f  i t  is Bayes-l ike and 5^ is constant 
w.r. t .  t .  
We note that the sequential decision problem discussed in this 
section can be considered as a Markov process with absorbing states, 
where absorption corresponds to the sequential decision process termi­
nating when Ô cal ls for an act ion in Ay. 
Let 
m 
I =  ( 1 =  ( 5 i ,  S g ,  5 ;  ^  0 ,  I =  1 }  ( 2 . 1 5 )  
•> j=1 ^ 
be a space of prior probabil i ty distr ibution over H = 6^}, 
and 6 = {5^} be a Bayes-l ike pol icy; then, for t  = 0,1,2, define: 
_ 5 
-  =  { Ç e - :  5  ( 0  =  a  } ;  i  =  1 , 2 ,  . . . ,  n  ,  ( 2 . 1 6 )  
— e. — — t  — e. I  I  
and 
_ 6, 
2  =  2 /  5  ( ç )  =  a . } ;  j  =  1 , 2 ,  . . . ,  m  .  ( 2 . 1 7 )  
j  
We now consider the descript ion of a Bayes-l ike pol icy 6, denoted 
_ 5^ 
by D(ô), in terms of the continuation region 2 and stopping regions 
-  ^  2 ;  that is, 
J 
_  6 .  _  6 .  _  5 .  _  Ô .  
D(ô) = { -  ,  - ,  .. . ,  -  ;  - ,  . . . ,  -  } .  (2 .18 )  
- *1 -  *2 -®n -  1 
For convenience, we shal l  denote the R.H.S. (r ight hand side) of (2.18) 
1 3  
_ 5 _ 6 
by {{ -  };  { -  }} and write 
— e. — 
I  J 
_ 5. _ 5 
D(ô) = {{ -  gt};  { -  :}} (2.19) 
'  j  
with the t  sub-superscript and outside brackets removed when 6  is 
stat ionary. The Bayes r isk of a stat ionary Bayes-l ike ô, denoted by 
R.(ç), with respect to the prior Ç = (ç Ç ) and the descript ion 
6 -  ^ _ 6 -  1 2 m 
{{  f  2 is given by (10) 
'  j  
m 
R.(Ç) = L % (1 -  C.) ]  5 
> 1  i i j )  
^ J, ^ I  
R. (T( C,s.) f .  (s.)dy (s.)] l  6 S Ô -  . .  I  '  }  
— e. I  
(2 .20)  
where 1^ ^ is the indicator function of the subset { .} ,  u is the 
dominating measure w.r.t .  which the f .^ 's are densit ies, 
T(^,s .)  is as defined in (2.8) and (2.9), 
and 
-  1 m 
f .  (s ) = I  Ç. f . .  (s.) .  (2.21) 
'  j=i  J 'J '  
1 4  
I I I .  TRUNCATION IN THE CASE OF ONE SOURCE OF INFORMATION 
A. Truncated and Non-truncated Problems 
in any practical si tuation there are certain factors, such as a 
deadline or a budget, which play important roles in l imit ing ourselves 
to considering a part icular class of pol icies cal l ing for bounded 
sample size. This class is common1 y cal led the class of "truncated" 
pol i  ci  es. 
Consider a Bayesian sequential decision problem of type F, as 
defined in Section I  I .A., and a Bayes-l ike pol icy 5 = )  with descrip-
_ 6  _ 6  _  6  
t ion 0(5) = f f  -  >;(- )! ,  where the -  's are as defined in (2. l6) 
— e. — .  — 
'  J J 
and (2.17). For our purposes, we require 6^ to be defined on each point 
^ of 2 ;  that is, 
_ n __5 m _ 5 
2 = ( U 2 A ) U ( U 2 ).  Vt .  (3.1) 
i=l i  j=l j  
Defi ni t ion 111.1 
A pol icy 5 = {6^} is said to be N-truncated, denoted by 5*^, i f  there 
n _ 
is an M such that U 2 is empty, and N is the smallest such M. 
i=1 ®i 
I t  is clear that, i f  a pol icy is N-truncated, then the decision 
cr i teria 5^, n > N, carry no meaning; hence an N-truncated pol icy 
N N 
admits the abbreviated structure; al luded to in Section I  I.A. t  L —U 
Défini t ion I  I  1.2 
A pol icy 6 = {6^} is said to be non-truncated, denoted by 
6 = i f  i t  is not N-truncated for any N. 
1 5  
We note that we shal l  sometimes write 6 = {6^^ with no superscript 
and no specif ic domain of t  to mean that 6 can be either non-truncated 
or truncated. 
Définit ion 11 1.3 
Let N 2 M be two non-negative integers; the pol icy 5^ is said to be 
a cover of 6^ i f ,  for any 0in<N,0<m<M such that N -  n = M -  m, 
5^(5) assigns the same action in A as ô'^(ç), VÇ. 
n — m — — 
In view of (2.19), i t  is equivalent to say that 5^ is a cover of 
5^, N > M, i f  the "tai l  sequence" of the descript ion, consist ing of 
M + 1 part i t ion of 2 ,  corresponding to 6^ is identical to the entire 
H 
sequence describing 5 .  
Défini t ion I  I  1.4 
k ® 
A sequence of truncated pol icies {5 is said to be ordered i f  
N M 6 is a cover of 6 for al l  N, M with N > M; a corresponding definit ion 
holds for a f ini te col lect ion 
k N Consider an ordered sequence of truncated pol icies {6 }|^_q and let 
RgW be the Bayes r isk of 5^ w.r.t .  the prior £, k = 0,1, . . . ,  N. 
Then, in analogy to (2.20) and expression (2) of the proof of Theorem 
9-3.1 in Reference (3) for the optimal Bayes pol icy in the case of one 
k 
source of information, the Bayes r isk of 6 satisf ies the fol lowing 
functional equation: 
1 6  
+ j , [ ' i  L V' <=i' ]  - '^o ,  • 
l  = |L • ' S o  -" {  -  } 
— e. I  
(3.2) 
k = 0,1,2, . . . ,  N, where 1^ j  is the indicator function. 
Défini t ien I  I  I.5 
The pol icy 6 is said to be (uniformly) optimal within the class 
"N 
of N-truncated Bayes-l ike pol icies i f  5 E and 
^ = min R (0 t  V (S), VS .  (3-3) 
6 .N ,  g" 
c e A^ 
The above definit ion holds as well  for the non-truncated class A^; 
that is, the pol icy 5 is said to be (uniformly) optimal within the 
"OO 
class of non-truncated pol icies A i f  ô e A and 
00 00 
R .u^(l) = min R „( i )  A V(Ç), Vj, .  (3.4) 
® e 4, ^ 
Note n I • 1 
An algorithm for f inding the optimal pol icy 6 is given by 
Blackwell  and Girshick (3) for the sequential decision problem with two 
states of nature, one source of information with f ixed sampling cost 
and 0 -  L decision loss, and i t  is essential ly shown (3) that 6 ^ i  s 
"M then a cover of 5 for every N > M. 
1 7  
Note I  I  I .2 
In view of Definit ion 111.4 and Note 111.1, the sequence {6 
is ordered. 
Défini t ion I  I  1.6 
Ic A sequence of truncated pol icies {6 is uniformly effect ively 
N-truncated w.r.t .  a given problem i f  the sequence is ordered and 
R ^ N+J ( i )  • VÇand J > 0 
5 6 
rtote I  I  1.3 
The concept of effect ively N-truncated is equally meaningful 
k 00 
whether or not the order property of {6 }|^_q pertains. However, effec­
t ively N-truncated seems an especial ly natural concept in the presence 
of order, in the f i rst instance because of Note 111.2 and secondly 
because order seems a way of specifying that al l  k-truncated 
pol icies of a given sequence refer to the same substantive problem. 
In a given Bayesian sequential decision problem we may either attempt 
"N to f ind the optimal Bayes-l ike pol icy o within the class of N-truncated 
pol icies or we may attempt to f ind the optimal Bayes-l ike pol icy Ô 
without restr ict ion on the total number of observations. I t  might turn 
out in some cases that, even Tf we are al lowed an inf inite number of 
observations, we do no better than i f  we had only been al lowed a f ini te 
number (cf.  (3)).  For this reason, the notion of truncation is important 
in Bayesian sequential decision theory. Before defining what is meant 
by a Bayesian sequential problem being effect ively truncated, we shal l  
1 8  
f i rst draw on several results in (3) for the case of one source of 
information and arbitrary decision loss. 
To begin with, (Ç^) and V(O satisfy the fol lowing functional 
equations :  
V^U) = min {V^(Ç), c + E[V^_^(TU,X))]} .  (3.5) 
VU) = min {V^U), c + E[V(TU,X))]} ,  (3.6) 
where T(^,X) is as defined in (2.8) and (2.9), and both expectations are 
w.r.t .  
m 
L(X) = I  S. f.(X) .  (3.7) 
i  j=l J J 
In view of (3.3) and (3.4), we have 
> V(sj ,  Vj, 
! t  is also true (3) that 
l im V^(ç) = VU) ,  .  (3.8) 
N  - >  œ  
I t  is Straightforward that (3.5) implies that 
V (Ç) < V (C) ,  VÇ .  (3.9) J — o — — 
I t  fol lows as well ,  by (3.5), (3-9), and f ini te induction, that 
• (3-10) 
1 9  
Défi ni t ion 111.7 
A Bayesian sequential decision problem is said to be effect ively 
N-truncated i f  the corresponding sequence of the optimal pol icies 
*1  ^ 00 {6 is uniformly effect ively N-truncated. 
Note 11 I .A 
In view of (3.10) and Definit ion 111.7, a Bayesian sequential 
decision problem is effect ively N-truncated i f  N is the smallest integer 
such that 
,  V£ and J > 0 .  (3.11) 
Definit ion 111.8 
A Bayesian sequential decision problem is said to be effect ively 
non-truncated i f ,  for any N > M > 0, 
s V„U) ,  ,  (3.12) 
and 
V^(^) < ,  for some Ç. • (3.13) 
Note 111.5 
A Bayesian sequential decision problem is effect ively non-truncated 
i f  i t  is not effect ively N-truncated for any N. 
Note I  I  1.6 
We may note that in (3) there is a somewhat more str ingent defini­
t ion of problem N-truncation: that no unrestr icted Bayes pol icy 
2 0  
requires more than N observations. I t  is readily veri f ied that, i f  a 
Bayesian sequential decision problem is N-truncated in this sense, then 
i t  is effect ively N-truncated. 
We now special ize to the case of two states of nature, f ixed 
sampling cost c and 0 -  L decision loss, for which case we substi tute 
^ E 2 -  (0,1) for the vector Then relat ions (3-5) and (3.6) become 
V^(Ç) = min {V^(Ç), c + E[V^_^(T(Ç.X))]} ,  (3.14) 
and 
v(ç) = min {V^(c), c + E[V(T(Ç,X))]} .  (3.15) 
Lemma I  I  1.1 V^(s) is a concave function of Ç on ^ ,  VN. 
Proof (cf.  (3))-
I t  further fol lows from the development in (3) that, for a f ixed 
N, the monotonie!ty and concavity of V^(s) (cf.  (3.10) and Lemma 11 1.1) 
imply that, at any decision period 0 < t  < N, there exist 
0 < < 1 such that 
i f  ] . : ; • "  >  
and 
2 1  
_ g*N _ g*N _ g*N 
where 2.-J .  %_ 2 Z. g are as defined in (2.16) and (2.17) (with 
a carrying no subscript since we are in the case of one source of 
information). An algorithm is also given in (3) for obtaining and 
t  = 0,1, . . . ,  N. I t  is shown there as well ,  referr ing to Lemma 
I  I  1.1 (concavity of V^(%)) and relat ion (3.10) (monotonie!ty of V^(g)) 
that 
_ _ 0,N _ ],N _ N,N 
2 = 2 e = 2 = = 2e = * .  (3.16) 
where * is the nul l  set. 
As mentioned earl ier, the concept of effect ive truncation of a 
sequential decision problem natural ly leads to the issue of source 
expendabi1ity. The rest of this chapter explores condit ions on the 
parameters of a sequential decision problem of type F :  sampling cost, 
decision loss, and probabil i ty distr ibutions of the data involved, which 
al low conclusions concerning problem truncation. 
B. A Condit ion for Effective Non-truncation 
The fol lowing prel iminary materials are useful for some of the 
results in this section. 
Défini t ion I I  1.9 
Let V and y be two measures defined on a measurable space (X,g). 
The measure v is said to be absolutely continuous w.r.t .  the measure p, 
denoted by v « Y ,  i f  V(A) = 0 for every set A e g for which Y(A) = 0. 
2 2  
Définit îon 111.10 
The measure v is equivalent to the measure u, denoted by v~v ,  i f  
V << y and u « V. 
Lemma I  I  1.2 Let a probabil i ty measure y be defined on the l ine 
.  I f  g(x) is a non-negative continuous function of x c r '  and m « y, 
m is a Lebesgue measure, then 
[  g(x) d'4 (x) = 0 (3.17) 
implies that g(x) = 0 for al l  x e r \  
Proof Suppose that there existed x e such that g(x ) = 
e > 0. Then U = g ^({ y ,  ^  )) would be non-nul l ,  and also open, 
since g is continuous and the interval (  y ,  ^  ) is open. But (31), a 
non-nul l  open set of the l ine is the union of a countable non-nul l  
col lect ion of disjoint open intervals, so that m(U) > 0, and therefore 
u(U) > 0, since m « p. Thus we would have 
g(x) du(x) > 
. 1  
g(x) dp(x) 
U 
i  y V  ( U )  > 0  ,  
which would contradict (3.17). 
We are now in posit ion to give our condit ion for effect ive non-
truncation, in Theorem M 1.1 below. Consider a problem of type F with 
one source of information, two states of nature (8^,82), sampling cost 
c, 0 -  L decision loss, and densit ies f^(x), f2(x) under 0^, 8^, 
2 3  
respectively, with respect to a common a-f inite measure y. Define, with 
5  =  P ( 6 , ) ,  
R(Ç,c) = Bayes r isk of the optimal f ixed sample Bayes pol icy 
based on a single observation of cost c. 
Then (7) 
d p ( x )  .  ( 3 - 1 8 )  R ( C , c )  =  c  +  S L  f ^ ( x )  d p ( x )  +  ( 1  -  ç ) L  
f g f x )  C  f g C x )  Ç  
f^W^ F? f^KT- W 
For the special case under consideration, V^(ç), as defined in ( 3 . 3 ) ,  
becomes 
V^(Ç) = min {ÇL, ( l-£;)L} .  ( 3 - 1 9 )  
We note as well  that R(ç,c) can be writ ten in terms of as :  
R(ç,c) = c + j  V^(T(ç,x)) f^(x) du(x) ,  (3-20) 
where 
M 
T(S'X) = Cf,(x) + (I-Sjfgtx) 
f ç ( x )  =  Ç f ^ ( x )  +  ( 1  -  ( j f g f x )  .  ( 3 . 2 2 )  
In view of (3-5) and (3-20), we can also write 
V , ( E )  = min {V^(Ç), R(ç,c)} ,  ( 3 - 2 3 )  
where V, (ç) is as defined in (3.3). 
2 k  
We next require 
Defini t ion 111.11 
O  "  ~  O  O  ' '  Let Ç ,  Ç G 2. '  say that Ç generates ^ ,  denoted by Ç 
i f  there exists x° E S such that T(ç°,x°) = Ç ,  where T(ç,x) is as 
def ined in (3.21).  
Theorem I  11.1 
Suppose, for a Bayesian sequential  decision problem of type F with 
two states of nature and one information source, 
1. m~Uj, where m is Lebesgue measure and p. the probabi l i ty 
measure corresponding to f . ,  I  = 1,2. 
— 0 1 — 2. -  '  contains an interval ! , !<=-.  
— e — 
3. There exists e — e'^ such that generates the open interval 
(0,1);  that is,  
(0,1) = = T(ç°,x):  X G S} ,  
where T(ç,x) is as def ined in (3-21).  
4. T(ç°,x) is cont inuous w.r. t .  x.  
Then that problem is effect ively non-truncated. 
Proof The method of proof is to show that,  i f  the problem is 
not effect ively N-truncated, then the problem is not ef fect ively 
(N+l)- truncated, N > 0. No more is needed since condit ion 2 of  this 
theorem ensures that the problem is not effect ively 0-truncated. 
Suppose that the problem is not ef fect ively N-truncated; then, by 
def ini t ion, there exist  Ç (?^0, l)  such that 
25 
VN+1(S") < VN(S") (3.24) 
Take the Ç of  condit ion 3 that generates Ç .  Since V^(()  is monotone 
non - increasing w.r. t .  N (cf .  (3.10)),  i t  fol lows that -  is nested 
— e 
w.r. t .  N in the sense that 2 ^ 2 for al l  M < N (cf .  (3.16) and 
Note I  11. l)  .  Since e ^  g'^ by conrf i  t ion 3, i t  fol  lows that 




^N+l(^°) = c + j" V|^(T(ç°,x)) fç(x) du(x) 
^N+2^^ )  = c + VN+l(T(G '*))  dw(x) 
I t  fol lows, by the above two relat ions, that 
^ N + 1 ^  "  ^ N + 2 ^ ^  )  (V^(T(s°,x)) -  V^^^(T(ç°,x)) 
fç(x) dp(x) 
g(x) fç(x) du(x) 
Now g(x) > 0 by monotonici ty of  V^(ç) w.r. t .  N (cf .  (3.10)),  and 
g(x) is cont inuous since T(Ç°,x) is cont inuous by condit ion h, and 
Vj^(ç) is cont inuous w.r. t .  Ç in (0,1),  being concave and bounded there 
(c. f .  Lemma 111.1 and (3.5)).  In addit ion, in view of condit ion 1, the 
measure y with corresponding density f^(.)  clearly dominates Lebesgue 
measure (y »  m). Hence, in view of Lemma I  I f .2,  since g(x°) > 0 by 
26 
(3.24),  we conclude that > 0, so that,  indeed, the 
problem is not effect ively (N+1)-truncated. 
To i l lustrate the results of Theorem I  I  1.1, we shal l  consider the 
fol lowing example: 
Example 111.1 Let x be a normal random variable with densit ies 
under -9 and 6 given by 
1 1 2  f .  (x) = exp (  -  y (x + e) )  -®<X<+œ ,  
/2^ 
1 12 f- (x) = exp (  -  y (x -  8) )  -oo<x<+œ 
where 0 > 0 is known. We have 
1. Lebesgue measure m~y.,  where y.  is the probabi l i ty measure 
corresponding to f . ,  i  = 1,2. 
(x) 
"  Sf,(xJ + (1-Ç)f2.(x) 
= 1-1 f  (X) 
^ ~  f^ (x) 
1 + exp (2x6) 
I t  is clear that,  for any f ixed Ç, T(ç,x) above is cont inuous w.r. t .  x.  
27 
T( y ,  x) = ]  + exp (2x6) '  9'ven Ç' e (0,1),  
there exists x° = ^  In ^ such that T( ^  ^  In ) = Ç'.  
The Bayes r isk R(ç,c) as def ined in (3-18) may now be wri t ten as: 
R(ç,c) = c + L f^(x) dx + ( l -Ç)L f2(x) dx 
f g f x )  5  f g f x )  5  
7:1; fjlTT " 7:1: 
f A x )  2  2  
We have In -r—t—r distr ibuted as normal with mean -26 ,  variance 46 
under 6, = -8 and In t—?—r distr ibuted as normal with mean 20 ,  variance 1 r  (x) 
2 1 46 under 9^ = 9. Hence, at  5 = y ,  
R( Y '  c) = c + 2L <?(-6) 
where 
1  , 1 2 ,  
/2;  '  2 
<?(t)  = J exp (  -  y X )dx 
Problems such that 
R( J  ,  c) = c + 2L *(-8) < Y (3.25) 
are such that 2 g'  contains a non-nul l  interval,  since R(ç,c) is con­
cave w.r. t .  Ç, and also the point 5° ~ y » v iew of (3.25)) where, 
as we have already shown, does generate (0,1).  The general con­




> 1 0 
Hence, by Theorem I I I . l ,  this sequential  decision problem is effect ively 
non-truncated. 
C. A Condit ion for Effect ive Truncat ion 
Consider a problem with one source of information, two states of 
nature, sampling cost c,  and arbi trary decision loss L(a.,e. ) ;  j ,k = 1,2. 
J  
Lemma 111.3 
i f  R ( ^ , C )  > V^(ç),  Vç, then the sequential  decision problem is 
effect ively 0-truncated. 
Proof Since (ç) = min {V^(ç),  R(ç,c)} (cf .  (3.23)) and 
R(ç,c) > V^fg),  Vç (assumption),  i t  fol lows that 
V,(s) = V^(s) ,  VÇ .  (3.26) 
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For N = 2, (cf .  (3.4)),  
f 
= min {V^(Ç), c + J V^(T(C,x)) f^(x) du (x)}  
V (T(C,x)) f  (x) dy(x) 
S °  ^ 
= min tV^(C), c + 
= V^(Ç) 
= V^(ç) ,  VC 
The second equal i ty fol lows by (ç) = V^(ç) impl ies V^(T(Ç,x)) = 
V^(T(Ç,X)),  VÇ, VX ,  the third equal i ty fol lows by the fact that the 
R.H.S. of  the second equal i ty is in fact equal to V^(ç),  and 
the last equal i ty fol lows by (3.26).  
By f in i te induct ion, i t  is true that,  i f  V^fs) = V^(c),  VÇ, then 
V^^(ç) = V^(ç),  VÇ; hence, the sequential  decision problem is effec­
t ively 0-truncated. 
Lemma I  I  1.4 
A problem with 0 -  L decision loss such that R( y ,  c) s is 
effect ively 0-truncated. 
Proof Since R(0,c) = R(l ,c) = c and R( ^  > c) -  y .  and since 
R(ç,c) is a concave funct ion w.r. t .  Ç (3),  i t  fol lows that R(ç,c) does 
not l ie below min { l . | (ç),  12(5)},  where l^(ç) is a l ine connect ing 
(0,c) and (  y ,  j  ), and Igfc) is a l ine connect ing (  ,  y ) and 
( l ,c).  By relat ion (3.19),  = min {ÇL, (1-ç)L}.  Hence,R(ç,c) > 
V^(ç),  VÇ; therefore, by Lemma I  I  1.3, the sequential  decision problem 
is effect ively 0-truncated. 
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In view of Lemma I  I  1.4, i f  R(y, c) < y ,  then the problem is not 
ef fect ively 0-truncated and i t  is equal ly true that there exists Ç 
such that R(Ç ,C)  is str ict ly less than ) .  Then i t  fol lows, by 
concavity of  R(ç,c),  that 2 g ' \  as def ined in Sect ion 11.C.,  contains 
a non-nul l  interval.  
Example I  11.2 
Let X  be a Bernoul l i  random variable which takes the values 0 or 1 
with densit ies under 8^, 8^ given by 
X  
0 1 
0, :  p q 
02* q P 
The sampling cost is c,  and the terminal decision loss is 0 -  L. With­
out loss of general i ty,  we shal l  let  p < 0.5. We can ver i fy that the 
r isk R(Ç,C)  as def ined in (3-18) is as fol lows: 
R(ç,c) = c + ÇL for 0 < Ç < p 
= c + pL for p < Ç < 1 -  p 
= c + (1-OL for 1-p < Ç < 1 
The Bayes r isk of the opt imal no-data Bayes pol icy is 
Vg(s) = ÇL for 0 < S < 0.5 
= (1-Ç)L for 0.5 < Ç s 1 
Hence, V^(ç),  as def ined in (3-23),  is given by 
V,(c) = ÇL 
= C + pL 
=  ( 1 - 5 ) L  
A general conf igurat ion for V^(ç),  
31 
for 0 < Ç < p + ^  ,  
for p + ^ < Ç^l  - (p+^) 
for 1 -  (p + ^  ) < Ç < 1 
R(Ç,C) and (Ç) is as fol lows: 
R(G,c) 
à  M A O  
0 
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The above problem such that R(0.5»c) = c + pL < y is not effec­
t ively 0-truncated; otherwise, by Lemma 11 1.4, the problem is effect ively 
0-truncated-
Suppose that the problem is such that c + pL < ^  ;  then we have 
^  = (p + ^  ,  q -  .  An important character ist ic of such I .  is 
o  —  0  1  " — 0 1  
that i f  there is no Ç c 2 g'  that can generate a point Ç ^ ^ 
then the problem is effect ively 1-truncated. 
Consider at  Ç = p + ^ .  We know that the cont inuat ion region 
—• 0 2 ^*2 — 0 1 
'  of pol icy 6 contains the cont inuat ion region -  '  of 6 .  Then 
— e — e 
"2 c 6 cal ls for sampling at Ç = p + -^ • Hence 
Vztp + Y ) = c + V^(T(p + ^  ,  0))p(X = 0) 
+ V^(T(p + Y ,  l ))p(X  =  1) 
For X = 0, the poster ior T(p + ^ ,  0) wi l l  move to the lef t  of 
c Ç = p + - j-and hence,wi l l  be in the stopping region of 5 .  Hence, 
V^{T(p + Y ,  0)) = V^(T(p + ^  ,  0)) 
For X = 1, the poster ior T(p + ^ ,  1) may move into ei ther the cont inua­
t ion or stopping region. i f  we should impose some condit ions so that 
T(p + Y ,  1) wi l l  be in the stopping region, then Vgfp + ^  ,  1) may be 
wri t ten in the same format as (p + ^  ).  
Now T(p + ^ ,  1) is in the stopping region whenever T(p + ^ ,  1) > 
c q - -j- , or, since 
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T(p + Y '  1) = 
(p + ^ )q 
(p + ^  )q + (q -  )p 
whenever 
(p  +  f  )q  C  
> q -  -  i f f  
(p + ^  )q + (q -  Y )p L 
(p ^  )q ^ (q ~ )  (p + -^ )q + (q -  ^ ) f f  
2 2 
( p + - j - ) q - ( q - - ^ ) p  5  0  i f f  
(p + p) 
(q -  Y ) 
Solving for c,  we have 
c > LF —^ - p 
L /p + i/q" ] 
I f  c > L 
/p + /q" 
-  P then 
Vztp + Y ) = c + Vg(T(p + Y ,  0))p(X = 0) + V^(T(p + ^ ,  1))p(X 
= V-j  (p + ^  ) 
in fact, the condit ion c à LF ^ p i  impl i  L /F + /q- J es that for any 
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have both T(ç,0) and T(Ç,l)  are in the stopping 
"1 
region of 6 .  Hence, 
Vgfs) = v,(s) ,  p + £ < Ç < q -  £ 
Therefore 
M ^ U )  = V^(C) ,  VÇ 
By induct ion, we can ver i fy that 
V^(Ç) = V^(Ç) ,  VN ,  VÇ 
Hence,the problem is effect ively 1-truncated. Thus, we may state that 
the fol lowing lemma with proof has already been given in the above 
discussion. 
Lemma 111.5 
For the problem set-up in Example I  11.2, i f  
1. c + pL < Y 
and 
2 .  
Then the problem is effect ively 1-truncated. 
35 
IV. SOURCE SELECTION AND EXPENDABILITY IN THE CASE 
OF TWO SOURCES OF INFORMATION 
A. Introduct ion 
I t  may frequently happen (3) that a stat ist ic ian f inds that there 
are two experiments or sources of information avai lable to him which he 
might perform to guide him in reaching decisions. Thus, he is faced with 
a prel iminary decision regarding which experiment to perform. I f  he 
admits the possibi l i ty of performing more than one, then the quest ion 
ar ises of how many and which experiments to perform, and in what order.  
On the other hand, he may ask himself  i f  he real ly needs two di f ferent 
kinds of experiments. I f  the answer is negative, then the problem is 
simpl i f ied, fal l ing into the domain of  the subject matter of the pre­
vious chapter,  s ince he is then deal ing with just one source of informa­
t ion. The quest ion of whether two di f ferent kinds of experiments are 
needed comes under the topic of source expendabi1i ty;  the quest ion of 
when and which one of the two experiments to perform comes under the 
topic of source select ion, and we shal l  focus on the former. 
Let X, Y be two real-valued random variables, associated with two 
sources of information, whose two sample spaces S coincide, and sup­
pose that the sampling cost of  X (resp. Y) is c^ (resp. c^).  Suppose 
that X and Y have densit ies, with respect to a common a-f ini te measure 
p,  under two states of nature (8^,82) as shown by 
X Y 
8^ :  f^fx) g^(y) 
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d ^ :  fgfx) 92(y) 
where 
f , (s),  f2(s),  g^(s),  ggfs) >0 ,  s e S .  (A.I)  
Define 
Çf,(x) 
"  Ç , f ^ ( x )  +  ( 1  -  O f g t x )  '  ( ^ ^ 2 )  
^9•^ (y) 
"  Cg , (y )  +  d  -  Oggty )  '  
fç(x) = çf^(x) + (1-Ç)f2(x) ,  (4.4) 
g^(y) = Sg^fy) + ( i -  Sjggfy) • (4.5) 
Assuming 0 -  L terminal decision loss, i t  is one of our interests 
to f ind condit ions to be imposed on the f . 's,  q. 's,  c ,  c and L in I  =1 X y 
order to draw the conclusion that a part icular source out of  the two is 
"expendable",  the precise def ini t ion of this term being given in 
Defini t ion IV.2 below. 
2 Let V i t )  be the Bayes r isk of the opt imal unrestr icted Bayes 
2 pol icy, and let  ^^(c) be the Bayes r isk of the opt imal no-data Bayes 
pol icy, where the superscr ipt "2" indicates that we are deal ing with 
2 the case of two sources of information. We also let  V^(5) (resp. 
2 Vy(s)) be the Bayes r isk for sampling X (resp. Y) f i rst  and then pur-
2 
suing the opt imal Bayes pol icy corresponding to V (ç) thereafter.  As 
shown in (10),  in analogy to the case of one source of information, i t  
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2 is readi ly ver i f ied that V (ç) sat isf ies the fol lowing funct ional 
equation: 
V^(Ç) = min {V^(ç),  + 
c + y 
V^(T (Ç,s)) f . (s) dy(s),  
S  *  ^  
V^(Ty(s,s)) g^(s) di j (s)}  ,  (4.6) 
2 We note that V^(ç) 'S in fact equal to \ /^(ç),  as def ined In the case of 
2 
one source of information, whenever V^(ç) and are computed for 
the same f inal  decision loss L. The reason for keeping the notat ion 
2 V^(ç) is to make the relat ion (4.6) refer consistent ly to the avai l ­
abi l i ty of two sources. I t  is clear that 
= c^ + V^(T^(ç,s)) f^(s) dy(s) ,  (4.7) 
and 
Vy(() = Cy + V^(T (ç,s)) i  (s) dw(s) .  (4.8) 
S ^ ^ 
In view of (4.7) and (4.8),  the relat ion (4.6) may be wri t ten as 
V^(C) = min {V^(Ç), v2(s),  %%(%)} .  (4.9) 
Def ini t ion IV. j  
The cont inuat ion region 2  ^  's def ined to be 
2 g = {5 E :  V^(Ç) = min { \ /^(ç),  V^(ç)}}  .  (4.10) 
38 
Defini t ion IV.2 
In a Bayesian sequential  decision problem of type F with two 
sources of information with constant sampling costs, two states of nature 
and arbi trary f inal  decision loss, source Y is said to be expendable i f  
y ^ U )  < Vy(G) ,  5 G 2  ^  ,  (4.11) 
where 2  ^  is as def ined in (4.10).  
Note IV.1 
In view of (4.6) and (4.9),  i f  source Y is expendable then 
V^(ç) = min {V^(ç),  c^ + V^(T (C,s)) f  (s) du(s)} 
S  T  
which is analogous to (3.15),  since T {Ç,x) is simply T(ç,x) for the one 
X  
2 
source case, and V (ç) is simply V (ç).  
o o 
Note IV.2 
2 Suppose we are only given a recipe of the opt imal Bayes r isk V (ç),  
VÇ, without knowing the opt imal Bayes pol icy, and we are able to compute 
2 2 
V^(Ç), Vy(C), VÇ. I f  i t  is the case that source Y is expendable by 
Def ini t ion IV.2, then, in view of Note I  V.I ,  we know that the given 
V (C) is ident ical  to the opt imal Bayes r isk of the pol icy using only X. 
The topic of this chapter,  as indicated by the heading, concerns 
the idea of source expendabi1i ty;  we discuss this idea, in part icular,  
in the context of the normal and binomial case in Sect ion IV.C. 
Sect ion IV.D. is devoted to showing that a natural  expendabi1i ty con­
di t ion in the non-sequential  case (7) is extendable to a special  
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sequential  case. Sect ion IV.E. wi l l  cover a discussion of the truncated 
sequential  case. 
B. Likel ihood Ratios 
For the model ing of the f i rst  of two information sources under two 
states of nature, consider two probabi l i ty spaces (S,6,u^) and (S.g.Ug), 
where S is a measurable subspace of the real l ine, 6 a a-f ield of sub­
sets of S, and are probabi l i ty measures. I t  wi l l  be useful  below 
to be able to deal with densit ies corresponding to u^.  Hence, 
consider the dominat ing measure 
^12 = + *2 
and, by means of  the Radon-Nikodym theorem, def ine two densit ies f^ and 
fg,  respect ively of and ,  with respect to 
We shal l  require as wel l  that and be equivalent,  i .e. ,  that 
Wgfx: = 0, f ] (x) > 0} = 0 
U^{x: f^(x) = 0, f^Cx) > 0} = 0 ,  
f^ (x) 
from which i t  fol lows that —7—r is f ini te-valued with probabi l i ty 1 
fgCx) ^21*) 
under 3nd ^ is f ini te-valued with probabi l i ty 1 under 
Under these condit ions i t  is possible to speak of  the distr ibut ion func-
f^(x) 
t ion F._(t)  of r  / \  under y.  and the distr ibut ion funct ion F_,(t)  of 
fgfx) ^ 21 
under Note that,  i f  and are absolutely cont inuous with 
respect to a third measure y,  such as Lebesgue measure or count ing 
measure, the Radon-Nikodym derivat ives and g^ of y^ and y^ with 
respect to y may be subst i tuted for f^ and f^ in the above rat ios. 
f ,  (x) 
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I t  is useful  for the analysis in the next sect ion and the rest of 
the chapter,  in order to model a second source of information under two 
states of nature, to introduce another random variable Y and i ts corre­
sponding probabi l i ty spaces (S,6,T^) and A simi lar develop­
ment in terms of introducing def ining densit ies g^ and 
g_ respect ively of x,  and with respect to t , . ,  distr ibut ion funct ion 
^ g,(y) '  ^ g,(y) 
G^2(u) of  g under and distr ibut ion funct ion C^^fu) of  ^ 
under may be carr ied out.  I t  may happen, as in Example IV.1 and 
Example IV.2 below, that in certain Bayesian sequential  decision 
problems F^2(u) = and F^^tu) = G2^(u),Vu. 
Example IV.1 
Suppose that X and Y have binomial distr ibut ions under both states 
of nature with parameters given by 
X Y 
e^: p q 
q P ,  p + q = 1 
I t  is clear in this case that 
= Gjgtu) 
and 
= G2](u) ,  Vu 
41 
Example IV.2 
Suppose that X and Y have normal distr ibut ions under both states 
of nature with parameters given by 
X Y 
6^: N(-y,a^) N(-n,v^) 
e^: N(w,o^) N(n,v^) ,  
where the f i rst  component in the parentheses stands for mean and the 
second one stands for variance. I t  is true that F^2(u) = and 
^21(u) = (u),  Vu, provided that ~ ~ • 
Def ini t ion IV.3 
(Condit ion A) The densit ies f^,  f^ of X and ,  g^ of Y are said 
to sat isfy the condit ion A i f  
F]2(u) = G]2(u) and ~ ,  Vu 
A related condit ion, ar is ing in connect ion with the sort  of  
symmetry analyzed in Chapter V, is given in 
Defini t ion IV.A 
(Condit ion B) The densit ies f^,  f^ are said to sat isfy condit ion 
B i f  Fjgfu) = (u),  Vu. 
We note that Def ini t ion IV.3 appl ies to four densit ies whi le 
Defini t ion IV.4 appl ies to only two. 
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C. Source Expendabi1i ty 
In this sect ion,we shal l  special ize the Bayesian sequential  decision 
problem to the case of two states of nature, two sources of information 
X, Y, sampling costs c ,  c ,  and f inal  decision loss 0 -  L. Suppose 
X y  
that X and Y have the same sample space and densit ies with respect to a 
common o-f ini te measure y given by 
6^: f^(x) g^(y) 
Gg: fgfx) 92(y) 
We assume as wel l  condit ion (4.1).  
Condit ions for part icular sources to be expendable are now 
explored in the context of  relat ion (4.10).  Consider:  
v'(T^(ç,s)) fç(s) di i {s) 
which can be rewri t ten as 
C X  +  S  
+ (1 -  c) 
1 + 
1-Ç f ,(s) ]^1 (s) du(s) 
5 f^(s) 
1 + —-A-r Ç f^TsT 
,e,[  "'«n "J ' 
f  1 (x) 





.( t)  = -  ^ 
Simi lar ly,  
Vy(() = Cy + V^(Ty(5 , s ) )  gç ( s )  du( s )  
A 2 9?(s) 
= S  + ^ , e ,  < iTTIT »  
-  (i-c)E^_,^ ))  .  (-. .12) 
The R.H.S. of  relat ions (4.11) and (4.12) indicate that we may be able 
to impose condit ion on the distr ibut ion funct ion of the l ikel ihood 
rat ios and sampling costs so that a part icular source is expendable. 
Lemma IV.1 
I f  X and Y are such that condit ion A is sat isf ied, then c 5c 
X y 
impl ies that Y is expendable. 




In view of (4.11),  (4.12),  (4.13) and s c^, we have 
V^(Ç) < V^(Ç) ,  VÇ A y 
so that Y is expendable. 
Note that both Example IV.1 and IV.1 sat isfy that part  (condit ion 
A) of  the given of Lemma IV.1 not referr ing to sampling costs. 
I t  has been proved (3,23,30) in the case of one source of informa­
t ion with a f in i te number of  states of nature that the opt imal Bayes 
r isk is concave w.r. t .  I t  is also true (cf .  (10)) in the case of two 
2 
sources of information that the opt imal Bayes r isk V (%), as def ined in 
(4.6),  is concave w.r. t .  Ç. This fact is used in the remainder of  this 
sect ion, which treats the case where X and Y both are distr ibuted as 
binomial random variables sat isfying condit ion B with densit ies given by 
X Y 
0 0 
q u v 
p V  u 
We note that X and Y sat isfying condit ion B insure that al l  V 
funct ions wi l l  be symmetr ic in Ç about the point ^  .  This symmetry is 
appealed to repeatedly in the remainder of  this sect ion. 
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2 Consider V^(ç),  as def ined in (4.7),  which may be wri t ten now as 
V^S) = c* + %:( (p + l(SP + <'- ;)«) 
+ "^1 (q 4. (^c)p "Si + .  (4-14) 
2 
and V^(ç),  as def ined in (4.8),  which may be wri t ten now as 
Vy(S) = c,  + ;u* lU)v )(("  + ( l - ; )v) 
+ gv + ( ]- ;)u + ( i - ; )u) .  (1|.15) 
We shal l  let  1 ( t)  denote the straight l ine joining 
^ Çp + (1-Ç)q '  ^  ^ CP + U-Ç)q ^ Çq + (1-Ç)p '  ^  ^ Çq + 0-Ç)p 
and analogously for ^( t) ,  replacing p by u and q by v.  I t  fol lows, 
let t ing t  = that 
Vç(5 )  =  " - (  o - ; )q  ' ( (P  +  
* (q + ( l -{)p *  <'- ;)p) .  (k- lS) 
and 
Vc'f  =  ; u . ( W v ) ( ( " + ( ' - « ) v )  
+ v2( ^ )(ev •> ( l -g)u) .  («.17) 
Lemma IV.2 
Let X and Y be two random variables. Suppose that a < c < d < b 
and 
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P(X = a) = 1 -  P(X = b) = a 
P ( Y  =  C )  =  1  -  P ( Y  = d ) = 6  ,  0 < a ,  B < 1  
For any concave funct ion h(t) ,  i f  
E(X) = E(Y) = k ,  (4.18) 
then 
E(h(X)) < E(h(Y)) 
Proof Let 1^/t)  be the straight l ine joining (a, h(a)) and 
(b, h(b)),  and also let  be the straight l ine joining (c, h(c)) 
and (d, h(d)).  Since h is concave and a <c<d <b, i t  fol lows that 
h(c) > l^Xc) and h(d) > so that 
1 ( t )  < 1 ( t)  ,  t  e [c,d] .  (4.19) X y 
The condit ion (4.17) now impl ies that 
c < E(X) < d .  (4.20) 
Since l^( t) ,  1y(t)  are l inear,  we have now that 




= 6h(c) + (1-6)h(d) 
= E(h(Y)) 
The f i rst  equal i ty fol lows by def ini t ion, the second equal i ty fol lows 
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by h(a) = h(b) = and l inear,  the f i rst  inequal i ty 
fol lows by (4.19) and (4.18),  the third equal i ty fol lows by (4.17),  the 
fourth equal i ty fol lows by h(c) = 1^(c),  h(d) = 1y(d) and l^f t )  
l inear,  and, f inal ly,  the f i f th equal i ty fol lows by def ini t ion. 
By consult ing (4.6),  (4.14),  (4.15),  (4.16),  (4.17),  and Lemma 
IV.2, the proof of the next lemma is clear and is thus omitted. 
Lemma IV.3 
I f  c =  c  and 0 < p < u < y then y is expendable. 
X y / 
The fol lowing lemma is drawn from Borwanker, David and Ingwel l  (4).  
Lemma IV.4 
I f  
1. p < and ei  ther 
2. c 4- uL > 4" or y 2 
( l -2u)L -  20^ < Cy -  Lv -  (c^ -  Lq),  
then Y is expendable. 
The next lemma gives condit ions analogous but al ternat ive to 
those of Lemma IV for Y to be expendable. 
Lemma IV.5 
I f  
1. c < c 
X y 
2. u, p < Y 
and 
c c 
3 .  c + min {c^[ "  + ( 1  " )v],  c u} 
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+  m m  in {c^[ V + (1 -  )u],  c V ,  (L -  c )u} 
> c + LP 
X  
then Y is expendable. 
Proof Let V^(C), V^(ç) and V^(ç) be as def ined in (4.6),  X  y  
(4.7) and (4.8) respect ively.  Since X and Y sat isfy condit ion B and 
2 2 therefore lead to symmetr ic V funct ions, i .e. ,  V (Ç) = V ( l -Ç),  
V^(€) = V^(l-ç) and V^(ç) = V^(l-Ç),  we may consider their  propert ies XX y y 
just on [0, j ] .  
Let C be the greatest lower bound of Ç's such that the opt imal 
Bayes pol icy cal ls for sampling from Y; then, in view of the concavity 
2 "  
of V (ç),  i t  is true that Ç s .  We assume, without loss of general 
^ c 1 c 
i ty,  that - |^ < y .  At Ç = -p ,  we have 
Vy(-f)  = Cy + [Ty( ,  0)](  ^  u + (1 -  ^  )v) 
+ [Ty( -{^ ,  !) ](  ^v + (1 -  )u) 
c  
Consider two possible cases concerning T (  ,  0):  
c ^ 
1. I f  T^( - j^ ,  0) l ies in the cont inuat ion region, then, by 
relat ion (4.6) and c^ ^ c^, V^[T^( ~ ,  0)] > c^. 
c 
2. I f  Ty( ,  0) l ies in the terminat ion region, then 
, c -T  ^ u 
V |Ty( i f .  0)] -  :  —E I- •  
U  +  ( L  )v 
A9 
1 
since both and u are less than ^  so that 
, •  •  —  <  —  
u  +  ( 1  — ) v  2  
c 
Simi lar ly,  consider three possible cases concerning T^( - j^ ,  1);  
c 
1. I f  Ty( - j^ ,  1) l ies in the cont inuat ion region then 
V ^ [ T  (  ^  ,  1 ) ]  s  c .  
X  
c 
2. i f  T ( ,  l )  l ies in the terminat ion region then there are 
^ c 1 c 1 
two possibi  l i  t ies. Ei ther T^( ,  1) < y or T^( ^  ,  1) > y .  
c l  c c 
2.1. I f  Ty( ,  1) < Y ;  that is,  "J^v < (1 —j^)u, then 
2 S fv 
v ' t T ( - j i .  1)]  = -
- j ^ v + ( l  — )  u  
c l  c c 
2.2. i f  T^( ,  1) > Y ;  that is,  V > (1 —^ )u, then 
2, .  ,  S .  (' 1" 
V [T (  ,  1)]  = 
^  V  + (1 -  ^  ) u  
Combining a l l  possible cases, we have 
y  c  c c 
V (  -^ ) > c + min {c^( "  + ( ]  -  )v),  e u} 
c 
+ min {c^( -j^ V + (1 
c 
-  - j^ )u),  CyV, (L -  Cy)u} 
(4. 
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I t  is clear that 
V^( J  ) ^ c^, + Lp .  (4.21) 
Hence 
Vy( - i^ )  s i  ) ,  (4.22) 
by (4.20),  (4.21) and condit ion 3 of  the lemma. 
We know that the set of  Ç's, i f  any, such that the opt imal Bayes 
pol icy cal ls for sampling Y f i rst  is a subset of  the interval 
c c 2 
[  ,  1 -  ] .  In view of (4.22) and concavity of V we have shown 
that,  for any Ç e [  ,  1 -  ] ,  
v2(0 < V^(0 
Therefore,Y is expendable-
The next lemma concerns i tsel f  with condit ions for non-expendabi1i ty 
of  a source which are part ly related to previous condit ions for 
expendabi1i ty of  a source. 
Lemma IV.6 
I f  u < p < Y and c^ + pL < c^ + uL < J  ,  then the opt imal Bayes 
pol icy is to sample X f i rst  at g = y .  
Proof I t  is clear that 
and 
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Vy( )  = Cy + V^(U) 
Therefore, 
V^( y ) -  Vy( 1 ) = C; -  Cy + V^(p) -  V^(u) 
< c -  c + (p -  u)L 
A y 
< 0 
2 1 The f i rst inequali ty comes from the concavity of V (ç) and u < p < y ,  
the second inequali ty comes from the condit ion c + pL < c + uL. X y 
We close this section by noting that the condit ion u < p < y of 
Lemma IV.6 is essential.  I f  p < u < y ,  then the condit ion c^ + pL < 
c + uL ref lects that there is a possibi l i ty that c > c and we may y '  X y 
have a case where X is expendable, by reasoning that the higher-cost 
source is less desirable in the long run, compared with wrong-decision 
loss, than in the short run. An example is given for the above dis­
cussion in Section IV.E. 
D. Uniform Risk Inequali t ies 
Consider the situation of Section IV.C., with L = 1. Let R^(ç,c^) 
be the r isk of the f ixed-sample-size Bayes pol icy, w.r.t .  the prior Ç, 
using one observation from source Z, Z = X or Y. The Bayes r isk (28), 
w.r.t .  Ç, using one costless X (c^ = 0) is given by 
= S f ,(x) dy(x) + (1 -  Ç) f ,(x) dp(x) ,  (4.23) 
I  ^ 
where 
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fgfx) 5 f . fx) C 
*  = 771^--R-'  
and similarly for Y. 
Definit ion IV.5 
Source X is said to be at least as informative as source Y i f  
R (Ç,0) < R (Ç,0), VÇ, which we denote below by R < R .  
X y X y 
Bradt and Karl in (7) give general condit ions for R < R ,  some of 
X y 
which are related to those obtained by Blackwell  (2). They point out 
as well  that source X is to be used consistently whenever R < R ,  in 
X y 
order to have the least Bayes r isk in the case when a f ixed number of 
total observations is specif ied and the X and Y are costless, a state 
of affairs closely related to the notion of expandabil i ty introduced in 
Section IV.C. We now indicate why < R^ does ful f i l l  this role. Let 
R iO be Bayes r isk using two observations Z, Z = X or Y, with z .  
the f i rst observation and the second observation, when sampling cost 
i  s zero (c = c = 0). 
x y 
Lemma IV.7 
I f  R < R then X y 
«x.x' f  ^ «x,y = ^ '  
Proof I t  is clear that R (g) = R (ç). Vç. Consider now x ,y  y  
"x.x'S) Kx.y'S): 
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x(S) = I  [T^(S,s) f^(t)du(t) + (1-T^(ç,s)) f2 (t)dy (t)  ] f  ç(s)dv (s) ,  
fgft) Tx(C,s) fgft) ^ T^(5,s) 
T[TtT  ^ i-T (^Ç.s) f^ Ttr - i-T (^s,s) 
(4.24) 
R^yfC) = gi(t :)du(t) + (1 -T^(ç,s)) |g2(t)dy (t)] fç(s)du(s) ,  
92(t) Tx(S,s) 92(t) Tx(s,s) 
9 ^ ^  i -Tx(5,s) g7[tT -  wTTcnr 
(4.25) 
where T is as defined in Section IV.A. The term in the parentheses [ . ]  
of (4.24) is uniformly less than that of (4.25) w.r.t .  s; hence 
x(S) -  v(S)'  Similarly, we have R (ç) < R (ç) ,  VÇ. 
^9^ A,y  7 9^  7 97  
Therefore, 
K x . x ( ( )  s  s  R y _ y ( ( )  .  n  .  
Arguments analogous to those of Lemma IV.7 enable us to say that 
i f  < Ry then, for any specif ied f ixed number of total observations, 
consistent use of X gives the least Bayes r isk. 
Since i t  is almost impossible in a real-world problem to experiment 
at no cost, i t  seems useful to introduce sampling costs into the 
analysis. I t  is tr ivial to veri fy that the results in Bradt and Karl in 
(7) remain true whenever the sampling costs of both sources are equal. 
I t  is our main interest in this section to point out that the uniform 
inequali ty of Bayes r isk R ^ R for any binomial problem does not only X y 
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imply that source Y need not be used in the f ixed-sample-size case but 
also implies the expendabi1ity of source Y in the sequential case when 
sampling costs are equal and the f inal decision loss is 0 -  L. 
Consider the fol lowing binomial si tuation: 
X Y 
0 1 0 1 
8^: P q p'  q'  
82: u V u'  v '  ,  
c = c = c, and loss is 0 -  L. X y 
Without loss of general i ty, suppose that L = 1, u ^ p, u'  ^ p' ,  
^ < 1 < ^ ,  and ^  < 1 < ^  . As defined in (4.23), we have 
R (Ç.O) = Ç T f  (x) + (1 -  G) I  f (x) 
^ A '  B ^ 
where 
f A x )  
A = '  ^ B = 
and similarly for Y. By varying the values of ,  i t  can be veri f ied 
that 
R^(5.0) = 5 for 0 ^ i  
= Çq + ( l-ç)u for ^ < J— < ^ y (4.26) 
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Similarly, 
Ry(Ç,0) = Ç for 0 ^ ^  1-Ç p'  
C 
= Çq' + ( l-ç)u' for ^  P I -  ^  
= 1 -  Ç 
r? (4.27) 
We note that both R^(ç,0) and Ry(ç,0) are continuous w.r.t .  Ç and con­
sist of three piecewise l inear functions (cf.  (A.26) and (4.27)). The 
fol lowing is useful for the later development. 
Lemma IV.8 
A suff icient condit ion for 
—  <  ^  <  1  < ^ < -
P P q q (4.28) 
is R < R .  
X y 
Proof The general behavior of R^(ç,0) and Ry(%,0) in the 
binomial case, when R < R ,  is as fol lows 
X y 
Çq'+(1-Ç)u' 
Cq + (1-Ç)u 
k  Ry(C,0) 
^  1 A R^(ç,0) 
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I t  is clear that, unless R (ç,0) = R (ç,0), Vç, in which case 
X y 
* 1 i  nequa l i t ies obtain in (4.28), there is a Ç <^or a Ç > ^ such that 
\U") < R„(ç'" ')  - (4.29) A y 
Without loss of general i ty assume the former, in which case, in view of 
(4.27), (4.29) holds as well  for Ç such that 
(4.30) 
1 -  ç" p'  
But (4.29), (4.26) and (4.27) imply that 
ç"q + (1 -  ç")u < ç" 
or 
— < —^—=- ,  which implies — < ^  by (4.30) 
p 1 -  Ç" "  " 
Similarly, we can show that ^  ^ .  
Theorem IV.1 
I f  R  < R , c  =  c  = c ,  l o s s  i s  0  -  L ,  a n d  b o t h  X  a n d  Y  a r e  
X y' X y '  
binomial, then Y is expendable in the unrestr icted sequential sense. 
Proof Suppose, without loss of general i ty, that the densit ies 
of X and Y are described in terms of p, q, u, v and p' ,  q' ,  u' ,  v ' ,  
respectively, and also — < 1 < — ,  ^  < 1 < ^  . 
P q P q 
The condit ion R < R and Lemma IV.8 imply that 
X y 
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Since the posterior probabil i ty distr ibution in favor of 8. is 
'2 . I 
monotone non-increasing in terms of l ikel ihood rat ios and — ,  
1 9] 
inequali t ies among the posterior probabil i ty distr ibutions corresponding 
2 to the above four l ikel ihood rat ios are reversed. Now consider V^(ç) 
and V^(ç): 
v^(ç)  =  C  + v ' {  ) (çp  +  ( i -ç ) u )  
"'(TTÏin) 
p 
(Çq + (1-Ç)v) 
( , + 1:1 "1 ) Vy(S) = c + V^( 1—^ )(çp' + ( i-ç)u') 
^ P' 
iTg-ÇT )(sq' + ( l-C)v') 
^  •  Ç  q -
Let 1^ ç(t) be the straight l ine joining (T^{Ç,0), V^(T^(Ç,0))) and 
(T^(ç,1))),  Z = X or Y, By showing that 
1 
1 + lis. 2 ' 
T j  : — ^ ^  =  i q  +  ( l - c ) v  
1 + IZi iL 1 + iz i  V Ç p  5  q  
and 
^ -
1 + ^ 
^ = Çp + ( l-C)u 
1 +1^2 1 Ç p  C q  
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i t  i  S  c l e a r  t h a t  
1 ,U) = V^(Ç) -  c .  (A.32) 
X y ^ A 
Similarly, we have 
1 rU) = V^U) -  c .  (4.33) y > S y 
The relat ions (4.32) and (4.33) may be interpreted by the statement 
that the weighted average of the r isks computed at the two possible 
posterior points corresponding to given prior 5 is exactly the l inear 
interpolat ion at Ç between the two possible (posterior, r isk) points 
corresponding to the two possible sampling outcomes. 






1 5 q  
1 Ç p 
2 Since (4.31) holds, then we have a < c < d < b. V (ç) is concave so 
2 that we may consider V (ç) as h in Lemma IV.2, and also consider 
Çq + ( l-ç)v and Çq' + ( l-ç)v'  respectively as a and 6, so that 
aa + 0-a)b and gc + ( l -S)d correspond to E(X) and E (Y) of Lemma IV.2, 
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with k = Ç. Hence, in view of Lemma IV.2, 
'x.ç' î '  "  • 14-34) 
In view of (A.32), (4.33) and (4.34), we have 
mI U )  ^  vj(ç) .  VÇ A y 
E. Source Expendabi] i ty in Truncated Sequential Problems 
In this section we shal l  discuss a concept of source expendabi1ity 
in the context of truncated sequential problems which is, of course, 
sl ightly dif ferent from the analogous concept in the context of unre­
str icted ones. We shal l  f i rst define what we mean by "source M-
expendabi1ity" in the context of a truncated sequential problem. The 
discussion in this section then goes on to show how the work in Bradt 
and Karl in (7) and the development in Section IV.D, are modif ied when 
truncated sequential problems are introduced. Further, we quanti fy by 
example the reasonably obvious proposit ion that sampling cost is less 
decisive, compared to wrong-decision loss, in the short run (N-truncation) 
than in the long run (non-truncation). 
2 Let V^(g) be defined analogously to the definit ion of V|^(^) in 
(3-5), with two sources considered now instead of one and two states of 
nature instead of an arbitrary f ini te number. Consider a sequence 
{V^(ç)}J^_Q of optimal Bayes r isk functions for a given problem with two 
— N M 
sources of information. Let {  2  ^  be the corresponding sequence 
2 
of continuation regions. We also let V 1 < N < M, be the Bayes 
Z ,  N  
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r isk of the pol icy taking f i rst observation Z, Z = X or Y, and then 
2 pursuing the optimal pol icy corresponding to thereafter. 
Definit ion IV.6 
Source Y is said to be M-expendable i f  i t  is true, for al l  1 < N < M, 
that 
^ ^ -  c • (^-35) 
In view of the above definit ion, even though the condit ion R < R 
X y 
refers to the case of sampling precisely once, and 1-expendabi1ity 
refers to sampling either once or not at al l ,  i t  is nevertheless clear 
that < Ry implies source Y is 1-expendable in the case of equal 
sampling cost. I t  is obvious that the reverse of the above statement 
is not general ly true i f  we have a continuous random variable X (e.g., 
normal) and a discrete random variable Y (e.g., binomial).  
I t  is obviously true, by Definit ion IV.2, (10) and Definit ion 
IV.6, that, i f  source Y is N-expendable, VN, then source Y is expendable. 
I t  Is the main purpose of this section to point out that the reverse of 
the above proposit ion is not true; that is, we are able to construct a 
counter-example such that a part icular source out of the two sources is 
expendable ( in the long run) but i t  Is not N-expendable ( in the short 
run) for some N. 
The counter-example Involves the fol lowing binomial si tuation: 
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X Y 
0 1 0 1 
9 ^ :  0 . 9 9  0 . 0 1  0 . 8 9  0 . 1 1  
Gg: 0.01 0.99 0.11 0.89 
L = l , c  =  0 . 1 ,  c  = 0 . 0 1 .  X y  
We have ^ i f f  Ç < ,  a, b > 0; then (cf.  (4.26), (4.27) 
with q = u = 0.01, q'  = u' = 0.11) we have 
R (S,0) = Ç for Ç < 0.01 
X 
= 0.01 for 0.01 < (  < 0.99 }  (4.36) 
= 1 -  5 
and 
for Ç > 0.99 J 
Ry(5,0) = Ç for S < 0.11 
= 0.11 for 0.11 < Ç < 0.89 ^ (4.37) 
= 1 -  Ç for Ç > 0.89 
Also recal l  that 
V* = c* + Rx(S,0) ,  (4.38) 
= Cy + Ry(5,0) ,  (4.39) 
and, in analogy to (3-5) and (4.6), 
V,(S) = min {V^(ç). c^ + R^(Ç,0), Cy + Ry(ç.O)} .  (4.40) 
In view of (4.36), (4.37), (4.38), (4.39) and (4.40), we then have 
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V^(Ç)  = Ç for 0 < Ç <  o .n  
=  0 .11 for O.n < Ç <  0 .89 (4 .41)  
= 1 - 5  for 0.89 ^  S <  1  
I t  is clear (cf.  (4.41) ) that the continuation region is (0.11, 0.89) 
2 2 
and V .(ç) < V ,(ç) for al l  Ç in this region; hence Y is 1-expendable. 
X ,  I  y ,  I  
We must st i l l  show that i t  is not true that Y is expendable. This 
wi l l  be done by constructing the optimal Bayes r isk function V*(ç) for 
using only X, and then showing that the pol icy using f i rst y and thence­
forth only X has a Bayes r isk at Ç = 0.22 less than V*(0.11). Suppose 
then that Y is expendable; then we may show that the optimal Bayes r isk 
V*(s) for using only X is given by 
S for 5 < 0.11 
0.11 for 0.11 < 5 < 0.89 ,  (4.42) 
1 -  Ç for 5 > 0.89 
2 
which is exactly (ç). To show the pol icy corresponding to the r isk 
described by (4.42) is indeed the optimal Bayes pol icy using only X we 
must show (Theorem 10.2.3 of (3)) that 
1 




V*(0.89) = 0.10 + I  V*(T^(0.89, t))  f .  Rq(t) .  (4.44) 
t=0 ^  
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By virtue of (4.42), the computations involving R.H.S. terms of (4.43) 
and (4.44) reveal that the relat ions (4.43) and (4.44) are indeed true. 
Let V*^^(ç) be the Bayes r isk of the pol icy taking f i rst Y and 
then pursuing the optiral Bayes pol icy using only X. Then, at 5= 0.11, 
we have 
V*ly(0.1l) = 0.01 + I  V*(T (0.11), t))  ig (t) 
t=0 
2 
= 0.01 + =- (0.11^ + 0.89^) 
o . n  +  0 . 8 9  
+ v  0 . 1 1 ( 0 . 8 9 )  +  0 . 8 9  (0 .11 )  ( 0 . 1 1 ( 0 . 8 9 )  +  0 . 8 9 (0 . 1 1 ) )  .  
=  0 . 0 1  +  v * ( 0 . 0 1 5 0 5 ) ( 0 . 8 0 4 2 )  +  V * ( 0 . 5 ) ( 0 . 1 9 5 8 )  
=  0 . 0 1  +  ( 0 . 0 1 5 0 5 ) ( 0 . 8 0 4 2 )  +  ( 0 . 1 1 ) ( 0 . 1 9 5 8 )  
=  0 . 0 4 3 6 4  
which is obviously less than 0.11, the value of V*(0.11). Therefore 
source Y is not expendable. 
We can in fact show that X is expendable. Consider the pol icy 
2 
using only Y with i ts corresponding continuation region ^^ , 
0 ggZ o.n^ + 0.89^ 
^ s- ,  and let E.(N) be ASN (average sample nunver) at prior Ç 
0.11 +  0 .89 '  
where the expectation is w.r.t .  the density g.;  i  = 1, 2, and also let 
Ë^iN) be ASN at prior Ç w.r. t .  g^ = Çg^ + (1-Ç)g2. Then i t  is clear 
that 
Ë^(N) = CEf(N)  +  (1-C)  E | (N) .  (4.45)  
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Ingwell  (16) has given an algorithm for computing E.(N) for various Ç 
with respect to a given continuation region, which yields here 
E°"^(N) = 1 + 0.89 E°'®^(N) + 0.11 E°'TT(N) 
E°- '^(N) = 1 + 0.89 E°'^(N) 
E°'G9(N) = 1 + O.n E°*^(N) 
Solving the above system of three l inear equations, we have 
E°-^(N) = 2.4870 
E°' 'T(N) = 3-2134 y (4.46) 
E°'®^(N) = 1.2736 
Similarly, we have 
E°-^(N) = 2.4870 
E^'^^CN) = 1.2736 > (4.47) 
E^'^^CN) = 3.2134 
In view of (4.45), (4.46) and (4.47), we then have 
i°-^(N) = 2.4870 
Ë°-^^(N) = 1.4870 > (4.48) 
Ë°'G9(N) = 1.4870 
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Let <t> be the pol icy using only y corresponding to the boundaries 
2 2 
( 5" ,  =- )  .  Then the r isk of * at Ç = 0.5 is 
0 . 1 1  +  0 . 8 9  0 . 1 1  +  0 . 3 9  
given by 
V*(0.5) = Cy Ê°'5(N) + 3 
where a is the expected terminal decision loss. Hence 
2 
V*(0.5) = 0.01(2.4870)+ ^  =-
0 . 1 1  +  0 . 8 9  
=  0 . 0 3 9 9  
Since we have V^(0.5) $ V^(0.5), where is the optimal Bayes r isk 
using only Y, we then have 
V ^ C O . S )  <  V * ( 0 . 5 )  =  0 . 3 9 9 9  <  c  =  0 . 1 0  
and the concavity and symmetry of ensure that X is expendable. 
We sunmarize the main conclusion drawn from the above example: 
there is a case such that, i f  we are al lowed only a f ini te number of 
observations, then a part icular inexpensive source e may be expendable 
in the sense of N-expendabi1ity. But using only source e for a suff i­
ciently long period of t ime may nevertheless uniformly improve on the 
optimal Bayes pol icy restr icted to not using e. That is, the sampling 
cost may be less decisive, compared to wrong-decision loss, in the short 
run than in the long run. 
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V. SYMMETRIC RISK FUNCTIONS 
We may recal l  that several examples (cf.  Example IV.1, Example 
IV.2) are set up for the sake of simplici ty in terms of "symmetric" 
r isk functions; the reason being not only that computation t ime is 
thereby reduced, but also that points to be made are more easi ly under­
stood this way. We are thereby motivated to formalize this idea, and 
to give condit ions for the symmetry of the optimal r isk for several 
cases. I t  turns out that al l  of these cases essential ly are special 
cases of the case of three states of nature and two sources of informa­
t ion, which we proceed now to analyze. 
Let 
3  
- = U= (Ci'Gg.Sg): 5; s 0, = 1} 
be the class of prior probabil i ty distr ibutions on a parameter tr iple 
(6^,62,82), where the i - th component of is P(6.).  We define Tr(ç) 
to be a permutation of 
Definit ion V.l  
V^(^) is said to be symmetric on 2 i f  
V^ {eJ = V^ (tt  (£) )  ,  VTT ,  E 2 
Lemma V. 1 
Let -  be the S-dimensional Eucl idean simplex and let {f . , :  -  -v R} 
— N — 
be a sequence of real-valued functions symmetric on 2 « I f  f  = l im f  ,  
_ N-X» 
then f  is also symmetric on 2 -
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Proof Suppose that f  = l im f  exists and is defined at C, then, 
for any permutation TT ,  we have 
i  f  (£) -  f  (tt  U ) ) j = I f  ( 0 - f^ (0 - f  (i t  (  0 ) + f^ (% (£) )  
i  |f( i)  -  f^U)! + | f(^( i)  -  fN^U))! 
The R.H.S. of the above inequali ty is arbitrary srna 11 for large enough 
N.  
Let X and Y be independent real-valued random variables, and let 
f .  and g. be densit ies of X and Y, respectively, under 9.,  i  = 1,2,3, 
with respect to a suitable common a-f inite measure u, where u can be 
thought of either as the product measure of Lebesgue measures or the 
product measure of counting measures. The latter is singled out below 
for detai led attention, but modif ications of the argument to cover the 
former are required. 
Definit ion V.2 
A set { fof densit ies on S with respect to counting 
measure is said to be pairwise symmetric i f  for any ( i , j ) ,  i , j  = 1,2,3, 
i  # j ,  there exists a one-to-one transformation t ' -* from S onto S such 
that 
f .  (s) = f j (T' j(s)) 
f j (s) = f .(T'J(s)) ,  
and 
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f^fs) = (s)) ,  i  j  k ;  i , j ,k = 1,2,3 
Note that in the case of Lebesgue measure, the addit ional require­
ment is needed that the Jacobians of the transformations T ' - '  a l l  are 
unity. 
Theorem V.1 
Consider a Bayesian sequential decision problem with three states 
of nature, two sources of information and 0 -  L decision loss. i f  both 
{ f a n d  { 9 ^ , 9 2 , 0 2 ^  a r e  p a i r w i s e  s y r n m e t r i c ,  t h e n  t h e  o p t i m a l  B a y e s  
2 
r isk V (ç) is symmetric on ^ • 
Proof (For the case of counting measure.) The optimal Bayes 
r isk evaluated at 'S given by 
= min {V^(£), V^(^)} 
where 
2 (^) i  s now g i  ven by 
V^(£) = min ( l-SgiL, 
2 2 
and V (^) and V (^) have structures analogous to (4.7) and (4.8), 
X y 
respectively. 
2 2 I t  is obvious that V^(^) = V^t^fç)),  V?, V^. Thus we need only 
show that V^(^) = (? (^) )  and V^(^) = V^(Tr(^)),  V t t ,  V^. In fact any XX y y 
permutation can be writ ten as a product of pairwise permutations; 
therefore, i t  is suff icient to show that 
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,  VÇ .  (5.1) 
The method of proof is outl ined as fol lows: 
2 1. Define Vj^ ,  the otpimal N-truncated Bayes r isk, condit ional 
on sampli ng x f i  rst.  
2 
2. By induction show that is symmetric. 
2 3- By induction show that V|^(£) is symmetric. 
4. Apply Lemma V.I.  
2 1. Let V|^ x^—^ the Bayes r isk of pol icy taking x f i rst and 
2 thereafter fol lowing the optimal pol icy corresponding to (_Ç), and 
2 
similarly for V„ (£). Consider: 
=  = x +  p N  ( T / j . x ) , Y x )  ,  ( 5 . 2 )  
and 
V,,,("(!)) = I  *2 {T,(,(; ;) .x)f^(^,(x) .  (5.3) 
2 ::  2. Now suppose that is symmetric on ^ ,  and let TT be pair-
wise permutation between components ^nd of ^ , that 
is Since {f^.fg.f^} is pairwise symmetric, 
23 23 then there exists! ,  where the subscript "x" of T indicates that we 
X  X  
are dealing with X, such that 
f ](x) = f i(Tx^(x)) 
fgfx) = f^CT^SCx)) ,  (5.4) 
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and 
fgtx) = '  X E S 
By definit ion, we have 
fç(x) = Ç^f^(x) + + Cgfgfx) ,  (5.5) 
5]f i(x) + 5^f2(x) + • (5.6) 
In view of (5.4) and (5.6), 
= C,f,CT^^W) -  Î3f2(TfW) -  C2f3(T^2(x)) 
= S]f](x) + Sgfgfx) + .  (5.7) 
The second equali ty comes from (5.6). I t  is equally true that 
(T^^(x)) = f^(x) ,  X E  S .  (5 .8 )  
Consider: 
T (ç,x) = ^— (ç^f.(x), Ç-f_(x), Ç,f-(x)) ,  (5 .9 )  
X -  f (x) ^ ^ 3 3 
and 
T ( t  (^),x) = (ç,f-(x), Ç-f-(x), I j fAx)) .  (5.10) 
V(^)(x) 32 ^3 
Hence, 
•n (T ( ir  (Ç_),x) = (gif . fx), Ç-f,(x), Ç,f-(x)) .  (5.11) 
V(i)W ^ ' 
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In view of (5.4), (5.8), (5.9) and (5.11), we have 
Tr"(T^(/(_£), T^^(x))) = T(Ç,x) ,  x e S .  (5.12) 
2 By symmetry of (^), i t  fol lows that 
(£), x)) = V^(TI"(T^(TT"U ) ,  x))) .  (5.13) 
Taking TT = TT in (5.3), then 
= c, + I  Vw'Tx 
= Cx + I  x))) 
= Cx + Ï  "^(.-(T^U-d), T^^(x)))) ,(T^2(x)) 
5 — 
= + % v2(T^(j^x)) f  (x) 
S — i 
= 4l,x 'i' • 
The f i rst equali ty of the above is by definit ion, the second equali ty by 
2 23 
symmetry of (^), the third equali ty by applying T^ on S, the fourth 
equali ty by (5.8), (5.12) and (5.13), and, f inal ly, the f i f th equali ty 
also by definit ion. By an analogous argument, we are able to show that 
^L,,xW '  "ll .x* ' ' !»- %-
3. Similarly «(so that (c) is 
symmetric on -  .  
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4. Since i t  is true that 
V^(ç) = min !%:(().  V^ yU)) .  VH ,  
2 
we have that is bounded below and non-increasing, and hence that 
2 2 2 V (ç) = l im V.,(ç) exists. Therefore V (ç) is symmetric on -  ,  since 
2 - * -V^(ç) is symmetric on - ,  by Lemma V.I.  N — — 
As an i l lustrat ion, consider the fol lowing tr inomial si tuation 

















I t  is clear that both and {g^,g2.g2^ of the above table 
are pairwise symmetric. The above i l lustrat ion gives an indication how 
one can also construct densit ies for X and Y with respect to Lebesgue 
2 
measure that lead to symmetry of V in a similar fashion; that is, one 
is able to construct tr i-modal densit ies with respect to Lebesgue 
measure such that one of these modes represents "b" and the other two 
represent "a" as i l lustrated in the above table, and In such a way that 
the mode "b" occur at symmetrical ly posit ion points of sample space for 
the three dif ferent states of nature. I t  is also true that there are 
blvariate random variables with densit ies with respect to product of 
Lebesgue measure, leading to symmetry. As an example, consider blvariate 
normal random variable with densit ies under states of nature given by 
73 
e^: N ( (q ) ,  0^1) 
Gg: N ( ( Q ),  a^l) 
dy. N ( ( / j ) .  0^1) ,  > 0, I  is identi ty matrix ,  
and consider 
X. + /3x_ -  1 /3x. -  x_ + /T 
t '3(X,,X2) = J j-2 . ' 2 ' 
which we can veri fy that 
f^(T^^(x^,X2)) = f](X],X2) 
and 
f2(T^3(x^,x2)) = 
A f inal remark concerning Theorem V.I is that the resulc holds as 
well  for the case of one source of information, which is obtained as a 
special case by assigning prohibit ive cost to one of the two sources, 
and also for the case of two states of nature, which is obtained as a 
special case by assigning a prior probabil i ty distr ibution degenerate 
with respect to one of the three states of nature. 
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