Abstract. Spatial image registration of deformable body parts such as thorax and abdomen has important medical applications, but at the same time, it represents an important computational challenge. In this work we propose an automatic algorithm to perform non-rigid registration of tomographic images using a non-rigid model based on Fourier transforms. As a measure of similarity, we use the correlation coefficient, finding that the optimal order of the transformation is n=3 (36 parameters). We apply this method to a digital phantom and to 7 pairs of patient images corresponding to clinical CT scans. The preliminary results indicate a fairly good agreement according to medical experts, with an average registration error of 2 mm for the case of clinical images. For 2D images (dimensions 512×512), the average running time for the algorithm is 15 seconds using a standard personal computer. Summarizing, we find that intra-modality registration of the abdomen can be achieved with acceptable accuracy for slight deformations and can be extended to 3D with a reasonable execution time.
Introduction
In the wide field of applications of medical image registration, it is particularly interesting to achieve spatial alignment of two or more volume data sets from a region of the body in the same patient, acquired with the same modality (e.g. Computed Tomography or CT) at different times. In a general classification scheme, we are in an intra-patient, intra-modality situation [1] [2] [3] . The time elapsed between patient scans can go from a few seconds to several months; for instance, when follow-up studies are performed for a given subject. In any case, if the patient moves or if he/she is relocated between sessions, their anatomical orientation -and probably their organ distribution-will change with respect to the scanner coordinate system. For some regions of the body, such as the head and portions of extremities, a rigid model for spatial transformations will suffice. However, if we are dealing with thorax and abdominal regions, such models will only provide a rough approximation, because organs and other tissues of interest are prone to deformation when the patient is relocated between acquisitions or because of involuntary movement (e.g. respiration). Even if an acceptable repositioning of the body is achieved, shape and location of the organs and tissues may vary from one session to another because of normal physiological functions. In many cases, it is important to take into account these changes, for instance in the treatment of prostate cancer [4] [5] [6] . 2 To whom any correspondence should be addressed. In order to solve this problem automatically, a great variety of approaches have been proposed for non-rigid registration [1] [7] [8], as it is an active field of research in image processing, given its complexity and wide field of applications. In contrast with rigid registration, the validation of nonrigid methods is particularly difficult for several reasons, but specifically, because the solution could be non-unique or have no physical meaning [9] .
Most of the algorithms that use non-rigid transformations firstly attempt to do a rigid or affine approximation, and then apply a more general transformation; for example, one based on splines (when fiducial markers are available) or based on physical models (e.g. elastic deformations, viscous fluids). Among those methods, we base our approach on those that use basis functions that have the possibility of being restricted to low spatial frequency, particularly Fourier functions [10] [12] In this work we present the application and evaluation of the non-rigid registration of tomographical images using Fourier transform, applying a sub-volume scheme As a measure of similarity, we compare the correlation coefficient for different orders of the transformation. In addition, we study the robustness of the method with respect to correlated noise. In this first stage, we apply these models to a set of pairs of CT abdominal slices. Each pair of slices corresponds to scans on a same patient, at the same (or closest) anatomical position in the z-direction, but taken on different days. This way, we have the cases of different body positions and probably different respiratory phases. In order to evaluate the performance of the method, we also registered images from a digital phantom, where a set of known deformations were applied. This work is organized as follows: in the next section we describe the algorithm and its theoretical grounds; then, we present its application for clinical and synthetic images, including error estimation. Finally, we discuss the results so far obtained and outline future work.
Materials and Methods

Theoretical framework and algorithm
The purpose of the algorithm is to find the set of parameters of the transformation T :(x,y) → (x',y') that maps each point of the floating image F into another point of the reference image R. In a general affine 3D model, there are 12 degrees of freedom (3 rotations, 3 translations, 3 scalings and 3 shears), representing the matrix of transformation with twelve parameters. In this work we are dealing with 2D images, where the number of parameters is smaller, although the principle is the same. We adopt the following algorithm:
• 1 We apply an affine transformation FöR maximizing the correlation coefficient • 2 Image F is divided into k rectangular sections with equal size F r
• 3 We apply rigid and non-rigid transformations T r to each portion F r that maximizes the correlation coefficient.
•
.» T k ) is obtained by joining and smoothing the transformations T r
In order to represent the non-rigid transformation, we use the Fourier expansion up to order n along each direction: 
are the parameters we have to find by maximizing the similarity function (that in our case will be the correlation coefficient (CC)) . The dimensions of the images are N x µN y pixels. If Fourier transforms up to order n are used, the total number of parameters is 4n 2 .
Synthetic data
We extracted a slice of a simulated MRI brain volume generated with the Brainweb project [13] and selected it as the reference image. As the floating image, we took the same brain slice after deformation with TPS (Thin-Plate Splines) and B-splines.
Clinical images
For the clinical case, we selected 7 pairs of abdominal CT slices. Each image pair corresponds to the same patient at the same location in the axial direction (z) -as close as possible-, but acquired on different days. In this way we increase the chance for image differences due to repositioning of the patient, taking one of the slices as reference image and the other as floating. The CT scans were performed at Fundación Escuela de Medicina Nuclear de Mendoza with an Helical HiSpeed CT scanner (General Electric, Milwaukee, WI, USA). Matrix dimensions were 512 x 512, voxel size 0.78 x 0.78 x 7 mm 3 . The algorithm was programmed in C++ and run on a PC-Windows platform with Intel Pentium D ® -3 GHz processor.
Results
Optimization of the correlation coefficient
As a similar measure appropriate to the case of intra-modal registration (where the reference image and the floating image belong to the same diagnostic modality), we chose the correlation coefficient (CC):
where R( x ) is the intensity of the reference image at point x (with coordinates (x,y)) and ) (x F T in the intensity of the floating image at the same point after transformation T was applied to the reference image. R and F are the mean values of each image.
The behavior of CC was studied by registering images from the digital phantom. In order to have several floating test images, we applied several different TPS and B-spline deformations to the digital phantom. This kind of deformations are usually applied in registration methods and as a base to generate phantoms that simulate movements generated by the patient.
In figure 1 we show CC as a function of the order of the transformation for 7 different image pairs and without applying the subdivision scheme. In figure 2 we show the value of CC as a function of the number of sub-divisions in each dimension of the image for the same data set. We denote the initial rigid registration with order 0.5. In this way we can identify the optimal order of the transformation and the optimal number of subdivisions. Our results indicate that that this is n=3, because introducing more parameters does not lead to an improvement of the similarity function but Left column, top to bottom: reference image, floating image and registered image. Right column, top to bottom: absolute value of floating minus reference image, absolute value after applying a rigid transformation, absolute value after non-rigid transformation (order n=3).
Effect of correlated noise
In a tomographic study the results are affected by the presence of random noise. This noise depends on several parameters of the acquisition. Even if at the level of the detectors it is uncorrelated, after the reconstruction process it becomes correlated. This affects the quality of the images, and in the case of registration, it is important to know how the noise affects the registration process. We analyzed the effect of Poisson noise on the floating image of the digital phantom using several levels of noise and correlation. The correlation is generated by convolving uncorrelated Poisson noise with a Gaussian filter with width σ (equation 4). We intend to see if by increasing the number of parameters in the transformation, the registration process begins to fit part of the noise. The correlated noise that has to be added to the floating image at point x will be given by
where p is a parameter that characterizes the strength of the noise, f g is a Gaussian function: Figure 4 shows CC as a function of the order of the transformation for three cases of registration with different levels of noise and correlation. We also show CC as a function of the order for images without noise, and where the deformation was obtained in using a registration with noise. For the three cases, we find that the deformations obtained in the cases with noise are essentially the same as the ones obtained without noise. In figure 5 , we show the images obtained from the registration of the digital phantom for the optimal order of the deformation n=3 with noise. In general, we find that even for the highest levels of noise and correlation the image is not affected. 
Registration of clinical images
For the clinical images, we took 12 pairs of points strategically located in the reference image and in the floating image, taking as data real images from Helicoidal Tomography. The result corresponding to patient number 7 is shown in figure 6 . In average, the execution time for the registration of the phantom and of the real images was 7 and 15 seconds respectively. 
Validation and error estimation
Besides evaluating the absolute difference before and after the transformation, we located fiducial markers, identifying equivalent anatomical regions in the reference and floating image. In order to obtain the registration error, we evaluated the average Target Registration Error (TRE) (4) where i p and i q are the coordinates of the N markers in the floating image and reference image, respectively. In Table I , we show the <TRE> obtained for each clinical case (average of 12 markers) and the maximal TRE. 
Discussion and Conclusions
In this work, we introduced an algorithm for non-rigid registration of medical images under the same modality. The algorithm uses as base functions low order harmonic functions to reproduce the physical deformations generated in reality. We analysed CC as a function of the order of the transformation in order to determine the maximum relevant order. According to figure 1, in most of the cases, for orders larger than 3 (36 adjustable parameters) CC does not increase further. For that reason, we set n=3 for subvolume deformations T r . We also analysed CC as a function of the number of subdivisions on the image axis (figure 2) to evaluate the convenience of the subdivision process as in other approaches [14] [15] . In general, we see that CC increases up to 4 subdivisions on each axis. For larger numbers there is no additional increase. Regarding the dependence of the execution time with respect to the number of subdivisions, we found that, for more than 4 o more subdivisions, the time is practically the same, varying between 7 and 8.5 seconds for the digital phantom and 12 seconds for the registration without subdivision. In this way, we determine that the optimal parameters are order n=3 in equation (1) and a division of the image in 16 parts. The study of the effect of correlated noise shows that the method is robust with respect to high values of noise and correlation. We found that in the registrations performed in the images with noise, CC is lower than in the images without noise, but the qualitative behavior is the same. This was corroborated by applying the field of deformation obtained from the images with noise to the images without noise. It was found that the final value of CC is practically the same to the one obtained in a registration without noise.
As for the phantom images, the algorithm performs fairly well to correct for slight deformations. This can be verified by looking at the difference image. For the cases of real images, in all cases we found an increase in CC and a visual improvement from floating image to registered image, as can be seen in figure 6 for patient # 7. We must keep in mind that these data represent 2D slices from regions where displacements on z (axial direction) may also be present. For that reason, one slice can show parts of organs that do not completely show on its counterpart. As future work, we plan to extend and apply this algorithm to fully 3D data sets.
