Abstract. In this paper we establish the C 1,β regularity of the regular part of the free boundary in the Signorini problem for elliptic operators with variable Lipschitz coefficients. This work is a continuation of the recent paper [GSVG14], where two of us established the interior optimal regularity of the solution. Two of the central results of the present work are a new monotonicity formula and a new epiperimetric inequality.
1. Introduction 1.1. Statement of the problem and main assumptions. The purpose of the present paper is to establish the C 1,β regularity of the free boundary near so-called regular points in the Signorini problem for elliptic operators with variable Lipschitz coefficients. Although this work represents a continuation of the recent paper [GSVG14] , where two of us established the interior optimal regularity of the solution, proving the regularity of the free boundary has posed some major new challenges. Two of the central results of the present work are a new monotonicity formula (Theorem 4.3) and a new epiperimetric inequality (Theorem 6.3). Both of these results have been inspired by those originally obtained by Weiss in [Wei99] for the classical obstacle problem, but the adaptation to the Signorini problem has required a substantial amount of new ideas.
The lower-dimensional (or thin) obstacle problem consists of minimizing the (generalized) Dirichlet energy (1.1) min
u∈K Ω
A(x)∇u, ∇u dx, where u ranges in the closed convex set
Here, Ω ⊂ R n is a given bounded open set, M is a codimension one manifold which separates Ω into two parts, g is a boundary datum and the function ϕ : M → R represents the lower-dimensional, or thin, obstacle. The functions g and ϕ are required to satisfy the standard compatibility condition g ≥ ϕ on ∂Ω ∩ M. This problem is known also as (scalar) Signorini problem, as the minimizers satisfy Signorini conditions on M (see (1.7)-(1.9) below in the case of flat M).
Our assumptions on the matrix-valued function x → A(x) = [a ij (x)] in (1.1) are that A(x) is symmetric, uniformly elliptic, and Lipschitz continuous (in short A ∈ C 0,1 ). Namely:
(1.2) a ij (x) = a ji (x) for i, j = 1, . . . , n, and every x ∈ Ω;
there exists λ > 0 such that for every x ∈ Ω and ξ ∈ R n , one has
there exists Q ≥ 0 such that (1.4) |a ij (x) − a ij (y)| ≤ Q|x − y|, x, y ∈ Ω.
By standard methods in the calculus of variations it is known that, under appropriate assumptions on the data, the minimization problem (1.1) admits a unique solution u ∈ K, see e.g. [Fri88] , or also [Tro87] . The set Λ ϕ (u) = {x ∈ M ∩ Ω | u(x) = ϕ(x)} is known as the coincidence set, and its boundary (in the relative topology of M)
is known as the free boundary. In this paper we are interested in the local regularity properties of Γ ϕ (u). When ϕ = 0, we will write Λ(u) and Γ(u), instead of Λ 0 (u) and Γ 0 (u).
We also note that since we work with Lipschitz coefficients, it is not restrictive to consider the situation in which the thin manifold is flat, which we take to be M = {x n = 0}. We thus consider the Signorini problem (1.1) when the thin obstacle ϕ is defined on
which we call the thin ball in B 1 . In this case we will also impose the following conditions on the coefficients (1.5) a in (x ′ , 0) = 0 in B ′ 1 , for i < n, which essentially means that the conormal directions A(x ′ , 0)ν ± are the same as normal directions ν ± = ∓e n . We stress here that the condition (1.5) is not restrictive as it can be satisfied by means of a C 1,1 transformation of variables, as proved in Appendix B of [GSVG14] .
We assume that ϕ ∈ C 1,1 (B ′ 1 ) and denote by u the unique solution to the minimization problem (1.1). (Notice that, by lettingφ(x ′ , x n ) = ϕ(x ′ ), we can think of ϕ ∈ C 1,1 (B 1 ), although we will not make such distinction explicitly.) Such u satisfies Lu = div(A∇u) = 0 in B The conditions (1.7)-(1.9) are known as Signorini or complementarity conditions. It has been recently shown in [GSVG14] that, under the assumptions above, the unique solution of (1.6)-(1.9) is in C 1,1/2 (B ± 1 ∪ B ′ 1 ). This regularity is optimal since the function u(x) = ℜ(x 1 + i|x n |) 3/2 solves the Signorini problem for the Laplacian and with thin obstacle ϕ ≡ 0.
Henceforth, we assume that 0 is a free boundary point, i.e., 0 ∈ Γ ϕ (u), and we suppose without restriction that A(0) = I. Under these hypothesis, we consider the following normalization of u (1.10)
v(x) = u(x) − ϕ(x ′ ) + bx n , b = ∂ ν + u(0).
Note that ∂ ν + u(0) + ∂ ν − u(0) = 0, which follows from (1.9), by taking a limit from inside the set {(x ′ , 0) ∈ B ′ 1 | u(x ′ , 0) > ϕ(x ′ )}, and from the hypothesis A(0) = I. This implies that (1.11) v(0) = |∇v(0)| = 0.
Next, note that, in view of (1.4) above and of the assumption ϕ ∈ C 1,1 (B 1 ), we have
Hence, we can rewrite (1.6)-(1.9) in terms of v as follows: We will write Γ ϕ (u) = Γ 0 (v) = Γ(v), and thus 0 ∈ Γ(v) now and (1.11) holds.
Main result.
To state the main result of this paper, we need to further classify the free boundary points. This is achieved by means of the truncated frequency function
1−δ 2 d dr log max 1 σ(r)r n−2 Sr v 2 µ, r 3+δ .
Here, µ(x) = A(x)x, x /|x| 2 is a conformal factor, σ(r) is an auxiliary function with the property that σ(r)/r → α > 0 as r → 0, 0 < δ < 1, and K ′ is a universal constant (see Section 2 for exact definitions and properties). This function was introduced in [GSVG14] , and represents a version of Almgren's celebrated frequency function (see [Alm79] ), adjusted for the solutions of (1.12)-(1.15). By Theorem 2.4 in [GSVG14] , N (r) is monotone increasing and hence the limit
exists. The remarkable fact is that eitherÑ (0+) = 3/2, orÑ (0+) ≥ (3 + δ)/2, see Lemma 2.5 below. This leads to the following definition.
Definition 1.1. We say that 0 ∈ Γ(v) is a regular point iffÑ (0+) = 3/2. Shifting the origin to x 0 ∈ Γ(v), and denoting the corresponding frequency function byÑ x 0 , we define
the set of all regular free boundary points, also known as the regular set.
The remaining part of the free boundary is divided into the sets Γ κ (v), according to the corresponding value ofÑ (0+) def = κ. We note that the range of possible values for κ can be further refined, provided more regularity is known for the coefficients A(x). This can be achieved by replacing the truncation function r 3+δ in the formula for N (r) with higher powers of r, similarly to what was done in [GP09] in the case of the Laplacian. This will provide more information on the set of possible values ofÑ (0+) which will serve as a classification parameter.
The following theorem is the central result of this paper. Theorem 1.2. Let v be a solution of (1.12)-(1.15) with x 0 ∈ Γ 3/2 (v). Then, there exists η 0 > 0, depending on x 0 , such that, after a possible rotation of coordinate axes in R n−1 , one has
This result is known and well-understood in the case L = ∆, see [ACS08] or Chapter 9 in [PSU12] . However, the existing proofs are based on differentiating the equation for v in tangential directions e ∈ R n−1 and establishing the nonnegativity of ∂ e v in a cone of directions, near regular free boundary points (directional monotonicity). This implies the Lipschitz regularity of Γ 3/2 (v), which can be pushed to C 1,β with the help of the boundary Harnack principle. The idea of the directional monotonicity goes back at least to the paper [Alt77] , while the application of the boundary Harnack principle originated in [AC85] ; see also [Caf98] and the book [PSU12] . In the case L = ∆, we also want to mention two recent papers that prove the smoothness of the regular set: Koch, the second author, and Shi [KPS14] establish the real analyticity of Γ 3/2 by using hodograph-type transformation and subelliptic estimates, and De Silva and Savin [DSS14b] prove C ∞ regularity of Γ 3/2 by higher-order boundary Harnack principle in slit domains.
Taking directional derivatives, however, does not work well for the problem studied in this paper, particularly so since we are working with solutions of the non-homogeneous equation (1.12), which corresponds to nonzero thin obstacle ϕ. In contrast, the methods in this paper are purely energy based, and they are new even in the case of the thin obstacle problem for the Laplacian. They are inspired by the homogeneity improvement approach of Weiss [Wei99] in the classical obstacle problem. The latter consists of a combination of a monotonicity formula and an epiperimetric inequality. In this connection we mention that recently in [FGS13] , Focardi, Gelli, and Spadaro extended Weiss' method to the classical obstacle problem for operators with Lipschitz coefficients. We also mention a recent preprint by Koch, Rüland, and Shi [KRS15a] in which they use Carleman estimates to establish the almost optimal interior regularity of the solution in the variable coefficient Signorini problem, when the coefficient matrix is W 1,p , with p > n+1. In a personal communication [KRS15b] these authors have informed us of work in progress on the optimal interior regularity as well as the C 1,β regularity of the regular set for W 1,p coefficients with p > 2(n + 1). Their preprint was not available to us when the present paper was completed.
We next describe our proof of Theorem 1.2 above. The first main ingredient consists of the "almost monotonicity" of the Weiss-type functional
for solutions of (1.12)-(1.15). In Theorem 4.3 below we prove that W L (v, r) + Cr 1/2 is nondecreasing for a universal constant C. Here, we were inspired by [Wei99] and [Wei98] , where Weiss introduced related monotonicity formulas in the classical obstacle problem. In [GP09] two of us also proved a similar monotonicity formula in the Signorini setting, in the case of the Laplacian.
In the present paper we use the machinery established in [GSVG14] to treat the case of variable Lipschitz coefficients. We mention that the geometric meaning of the functional W L above is that it measures the closeness of the solution v to the prototypical homogeneous solutions of degree 3/2, i.e., the functions
The second central ingredient in the proof is the epiperimetric inequality for the functional
which states that if a (3/2)-homogeneous function w, nonnegative on B ′ 1 , is close to the solution h(x) = ℜ(x 1 + i|x n |) 3/2 in W 1,2 (B 1 )-norm, then there exists ζ in B 1 with ζ = w on ∂B 1 such that
for a universal 0 < κ < 1, see Theorem 6.3 below.
The combination of Theorems 4.3 and Theorem 6.3 provides us with a powerful tool for establishing the following geometric rate of decay for the Weiss functional:
for a universal γ > 0. In turn, this ultimately implies that
for properly defined homogeneous blowups vx ,0 and vȳ ,0 atx,ȳ ∈ Γ 3/2 (v). This finally implies the C 1,β regularity of Γ 3/2 (v) in a more or less standard fashion.
1.3. Structure of the paper. The paper is organized as follows.
• In Section 2 we recall those definitions and results from [GSVG14] which constitute the background results of this paper.
• In Section 3 we give a more in depth look at regular free boundary points and prove some preliminary but important properties such as the relative openness of the regular set Γ 3/2 (v) in Γ(v) and the local uniform convergence of the truncated frequency functionÑx(r) → 3/2 on Γ 3/2 (v). We also introduce Almgren type scalings for the solutions, see (3.2), which play an important role in Section 7.
• In Section 4 we establish the first main technical tool of this paper, the Weiss-type monotonicity formula discussed above (Theorem 4.3). This result is instrumental to studying the homogeneous blowups of our function, which we do in Section 5.
• Section 6 is devoted to proving the second main technical result of this paper, the epiperimetric inequality (Theorem 6.3) which we have discussed above.
• Finally, in Section 7 we combine the monotonicity formula and the epiperimetric inequality to prove the main result of this paper, the C 1,β -regularity of the regular set Γ 3/2 (v) (Theorem 1.2).
Notation and preliminaries
2.1. Basic notation. Throughout the paper we use following notation. We work in the Euclidean space R n , n ≥ 2. We write the points of R n as x = (x ′ , x n ), where x ′ = (x 1 , . . . , x n−1 ) ∈ R n−1 . Very often, we identify the points (x ′ , 0) with x ′ , thus identifying the "thin" space R n−1 × {0} with R n−1 . For x ∈ R n , x ′ ∈ R n−1 and r > 0, we define the "solid" and "thin" balls
as well as the corresponding spheres
We typically do not indicate the center, if it is the origin. Thus, B r = B r (0), S r = S r (0), etc. We also denote
For a given direction e, we denote the corresponding directional derivative by
whenever it makes sense. For the standard coordinate directions e = e i , i = 1, . . . , n, we also abbreviate
In the situation when a domain Ω ⊂ R n is divided by a manifold M into two subdomains Ω + and Ω − , ν + and ν − stand for the exterior unit normal for Ω + and Ω − on M. Moreover, we always understand ∂ ν + u (∂ ν − u) on M as the limit from within Ω + (Ω − ). Thus, when Ω ± = B ± r , we have
In integrals, we often do not indicate the measure of integration if it is the Lebesgue measure on subdomains of R n , or the Hausdorff H k measure on manifolds of dimension k.
Hereafter, when we say that a constant is universal, we mean that it depends exclusively on n, on the ellipticity bound λ on A(x), and on the Lipschitz bound Q on the coefficients a ij (x). Likewise, we will say that O(1), O(r), etc, are universal if |O(1)| ≤ C, |O(r)| ≤ Cr, etc, with C ≥ 0 universal.
2.2. Summary of known results. For the convenience of the reader, in this section we briefly recall the definitions and results proved in [GSVG14] which will be used in this paper.
As stated in Section 1, we work under the nonrestrictive situation in which the thin manifold M is flat. More specifically, we consider the Signorini problem (1.1) when the thin obstacle ϕ is defined on B
We assume that ϕ ∈ C 1,1 (B ′ 1 ) and denote by u the unique solution to the minimization problem (1.1), which then satisfies (1.6)-(1.9). We assume that 0 is a free boundary point, i.e., 0 ∈ Γ ϕ (u), and that A(0) = I, and we consider the normalization of u as in (1.10), i.e.,
As remarked on Section 1, v satisfies (1.12)-(1.15) with
, and has the additional property that v(0) = |∇v(0)| = 0, see (1.11) above.
We then recall the following definitions from [GSVG14] . The Dirichlet integral of v in B r is defined by
and the height function of v in S r is given by
where µ is the conformal factor
We notice that, when A(x) ≡ I, then µ ≡ 1. We also define the generalized energy of v in B r (2.2)
where ν indicates the outer unit normal to S r . The following result is Lemma 4.4 in [GSVG14] .
Lemma 2.1. The function H(r) is absolutely continuous, and for a.e. r ∈ (0, 1) one has
As it was explained in [GSVG14] , the second term in the right-hand side of (2.3) above represents a serious difficulty to overcome if one wants to establish the monotonicity of the generalized frequency. To bypass this obstacle, one of the main ideas in [GSVG14] was the introduction of the following auxiliary functions, defined for v satisfying (1.12)-(1.15) and 0 < r < 1:
When L = ∆, it is easy to see that ψ(r) = r n−1 and that σ(r) = r. We have the following simple and useful lemma which summarizes the most relevant properties of ψ(r) and σ(r).
Lemma 2.2. There exists a universal constant β ≥ 0 such that
and one has (2.6) e −β(1−r) r n−1 ≤ ψ(r) ≤ e β(1−r) r n−1 , 0 < r < 1.
This implies, in particular, ψ(0+) = 0. In terms of the function σ(r) = ψ(r)/r n−2 we have
In particular, σ(0+) = 0.
The next result is essentially Lemma 5.6 from [GSVG14] .
Lemma 2.3. There exist α > 0 such that
for β as in Lemma 2.2. In particular,
Moreover, we also have that e −β ≤ α ≤ e β .
With ψ as in (2.4), we now define
The next relevant formulas are those of
where the vector field Z is given by (2.13)
We also recall that (5.26) in [GSVG14] gives (2.14)
The central result in [GSVG14] is the following monotonicity formula. 
is monotone non-decreasing on (0, r 0 ).
We call N (r) the truncated frequency function, by analogy with Almgren's frequency function [Alm79] (see [GSVG14, GP09, CSS08] for more insights on this kind of formulas).
We then define a modification of N as follows:
We notice that by Theorem 2.4 the limit N (0+) exists. Combining that with Lemma 2.3 above, which states that lim r→0+ σ(r) r = α > 0, we see thatÑ (0+) also exists. The following lemma provides a summary of estimates which are crucial for our further study. The lower bound onÑ (0+) is proved in Lemma 6.3 in [GSVG14] (whose proof contains also that of the gap on the possible values ofÑ (0+)), the bound on |v(x)| is Lemma 6.6 and the bound on |∇v(x)| is proved in Theorem 6.7 there. Moreover, there exists a universal C depending also on δ, H(r 0 ) and
Corollary 2.6. With r 0 as in Theorem 2.4, one has
Proof. It is enough to use (2.16) in definitions (2.1) and (2.2) above.
The results of this section have been stated when the free boundary point in question is the origin. However, given any x 0 ∈ Γ(v), we can move x 0 to the origin by letting
(Note that, by the C 1,
) Then, by construction we have the normalizations A x 0 (0) = I n , µ x 0 (0) = 1. We also know that 0 ∈ Γ(v x 0 ), and that
Thus, all results stated above for v are also applicable to v x 0 .
We thus also have the versions of the quantities defined in this sections, such as M L , N L , etc, centered at x 0 (if we replace L with L x 0 ). But instead of using the overly bulky notations M Lx 0 , N Lx 0 , etc, we will use M x 0 , N x 0 , etc.
Regular free boundary points
Using Theorem 2.4, in this section we explore in more detail the notion of regular free boundary points and establish some preliminary properties of the regular set. We begin by recalling the following definition from Section 1.
Definition 3.1. We say that x 0 ∈ Γ(v) is regular iffÑ x 0 (v x 0 , 0+) = 3 2 and let Γ 3/2 (v) be the set of all regular free boundary points. Γ 3/2 (v) is also called the regular set.
In Lemma 3.3 below we prove that Γ 3/2 (v) is a relatively open subset of the free boundary Γ(v). To accomplish this we prove thatÑx(0+) = 3/2 forx in a small neighborhood of x 0 ∈ Γ 3/2 (v). Since the definition ofÑ(r) involves a truncation of M (r), we first need to establish the following auxiliary result.
In particular, for every ε > 0 there exists r ε > 0 and C ε > 0 such that
Proof. We first claim that since 0 ∈ Γ 3/2 (v), then M (r) ≥ r 3+δ for r > 0 small. Indeed, if there was a sequence
which is a contradiction. Hence, for r small we havẽ
Since e K ′ r 1−δ 2 → 1 as r → 0 andÑ (0+) = 3/2, we obtain the first part of the lemma. Hence, for every ε > 0 there exists a small r ε > 0 such that
Integrating from r to r ε , this gives
, from which we conclude, with
and, moreover, the convergencẽ
Proof. Fix 0 < ε < δ/8, where δ > 0 is fixed as in the definition (2.15) of the frequency N x 0 (r). Then, by Lemma 3.2, there exist
We then want to show that similar inequalities will hold if we replace x 0 withx ∈ B ′ ηε (x 0 ) for a sufficiently small η ε . We will write Lx = div(Ax∇·). To track the dependence onx, we write, using the differentiation formulas in [GSVG14] , that
This implies that for fixed r > 0, the mappingx → M ′ x (r)/Mx(r) is continuous. Thus, if ρ ε < r ε , we can find a small η ε > 0 such that
On the other hand, since
the continuity of the mappingx → Mx(r) is not so clear. However, having that c 0 ≤
for a universal constant c 0 > 0, we can write that
ηε (x 0 ), if we take η ε and ρ ε sufficiently small. The latter inequality implies that we can explicitly computẽ Nx(ρ ε ) byÑx
again if ρ ε is small enough. Hence, by the monotonicity of Nx(r) = (σx(r)/r)Ñx(r), we obtaiñ
Using now the estimates in Lemma 2.3, we have σx(r) r − αx ≤ C 0 r and αx ≥ c 0 , therefore we can guarantee that
But then, by the gap of values ofÑx(0+) between 3/2 and (3 + δ)/2, we conclude that
ηε (x 0 ). To prove the second part of the lemma, we note that for any fixedx ∈ B ′ ηε (x 0 ), the mapping r → e βrÑx (r) 0 < r < ρ ε is monotone increasing for a universal constant β > 0, which follows from the inequality
the monotonicity of r → Nx(r) = σx(r) rÑx (r), as well as the nonnegativity ofÑx(r). Now, for each fixed 0 < r < ρ ε , the mappinḡ
by the classical theorem of Dini, we have that the convergence e βrÑx (r) → 3/2 as r → 0+ will be uniform on Γ(v) ∩ B ′ ηε/2 (x 0 ), implying also the uniform convergenceÑx(r) → 3/2. In the remaining part of this section we study Almgren type scalings
. This is slightly different from what was done in [GSVG14] , but more suited for the study of the free boundary. Notice that we have the following normalization:
Now, ifx ∈ Γ 3/2 (v), then the results of [GSVG14] imply that over subsequences r = r j → 0, we have the convergencẽ
for some e ′ ∈ R n−1 with |e ′ | = 1 and a > 0. Since we also have the convergence
see Lemma 2.3, we obtain that
The normalization S 1ṽ 2 x,r µx ,r = 1 then implies that there exists a dimensional constant c n > 0 (independent ofx), such that, on a subsequence,
Moreover, we can actually prove the following result.
Proof. Suppose the contrary. Then, there exists a sequencex j → x 0 and r j → 0 such that
Now, we claim that the scalingsṽx j ,r j are uniformly bounded in C 1,1/2 (B ± R ∪ B ′ R ) for any R > 0. Indeed, by Lemma 3.3, given ε > 0 small, we have that
Let R ≥ 1 and Rr < ρ ε . Integrating the above inequality from t = r to Rr, we obtain that
Changing Mx to Hx we therefore have, using (2.6), that
The latter can we written in the form
Thus, the uniform boundedness ofṽx j ,r j in L 2 (B R ), and consequently in C 1,1/2 (B ± R/2 ∪ B ′ R/2 ), follows. Hence, we can assume without loss of generality thatṽx j ,r j → v 0 in C 1,α loc (R n ± ∪ R n−1 ). It is immediate to see that v 0 will solve the Signorini problem for the Laplacian in the entire R n . Besides, by Lemma 3.3, we will have thatÑx j (ρr j ) → 3/2. On the other hand, passing to the limit in (3.3), we obtain that
, for any ρ > 0. Therefore, v 0 is 3/2 homogeneous global solution of the Signorini problem and thus has the form v 0 (x) = c n ℜ( x ′ , e ′ 0 + i|x n |) 3/2 . Hence, for large j we will have
) < θ, contradictory to our assumption. The proof is complete.
A Weiss type monotonicity formula
In this section we establish a monotonicity formula which is reminiscent of that established by Weiss in [Wei99] for the classical obstacle problem, and which is one of the two main ingredients in our proof of the C 1,β regularity of the regular set. We consider the solution u to the Signorini problem (1.6)-(1.9) above, and we set v as in (1.10).
Definition 4.1. Let r 0 > 0 be as in Theorem 2.4. For r ∈ (0, r 0 ) we define the 3 2 -th generalized Weiss-type functional as follows
, and unless we want to stress the dependence on v, we will write
In this section we will show that there exists C > 0 such that r → W L (v, r) + Cr 1/2 is monotone nondecreasing, that the limit lim r→0 W L (v, r) exists and is zero, and that
Proof. Indeed, from Corollary 2.6 we have
The functional W L (r) in (4.1) is tailor-made to the study of regular free boundary points of solutions of the Signorini problem (1.12)-(1.15). The following "almost monotonicity" property of W L plays a crucial role in our further study. Theorem 4.3 (Weiss type monotonicity formula). Let v satisfy (1.12)-(1.15) and let 0 ∈ Γ 3/2 (v). Then, there exist universal constant C, r 0 > 0, depending also on f L ∞ (B 1 ) , such that for every 0 < r < r 0 one has
In particular, there exists C > 0 such that function r → W L (v, r) + Cr 1/2 is monotone nondecreasing, and therefore the limit
Proof. We have from Definition 4.1 above,
Using (2.12) and (2.14) above, we thus find
By (2.5) in Lemma 2.2 above, we see that
We thus obtain from the latter chain of equalities
By the definitions (2.1) and (2.2) of H(r) and I(r) we have
Since σ(r) = r 2−n ψ(r), we conclude that
Returning to (4.4) and making use of (2.17), we conclude that
The proof of the estimate (4.3) will be completed if we can show that there exists a universal constant C > 0 such that
From the expression of the vector field Z = A(x)x µ , see (2.13) above, we have |Z| ≤ Cr for |x| ≤ r. Since f ∈ L ∞ , we obtain from the second inequality in (2.16) From Theorem 4.3 we obtain that
In the next lemma we prove that this limit must actually be zero.
Proof. Recall from (4.1) that one has
where in the last equality we have used (2.14) and (2.11) above. The proof now follows from the boundedness of 
Proof. This follows directly by combining Theorem 4.3 with Lemma 4.4.
Homogeneous blowups
In this section we analyze the uniform limits of some appropriate scalings of a solution v to the Signorini problem (1.12)-(1.15) by making essential use of the monotonicity formula in Theorem 4.3 above. These scalings, together with the Almgren type ones defined in (3.2), will be instrumental in Section 7.
Let v satisfy (1.12)-(1.15) and let 0 ∈ Γ 3/2 (v). We consider the following homogeneous scalings of v Moreover, as proved in
Given r j ց 0, by a standard diagonal process we obtain convergence in C 1,α loc (R n ± ∪ R n−1 ), for any α ∈ (0, 1/2), of a subsequence of the functions v r j to a function v 0 . Passing to the limit in (5.2) we conclude that v 0 is a global solution to the Signorini problem with zero thin obstacle. The fact (important for our later purposes) that the right-hand side f is also zero, follows again from (5.2) since we obtain Proof. In what follows we denote with µ r (x) = µ(rx). Furthermore, recall that the scaled functions in (5.1) are given by v r (x) = r −3/2 v(rx). Let r j ց 0 and denote by v 0 a corresponding blowup as in Lemma 5.2. Let 0 < r < R. We integrate (4.3) over the interval (r, R) obtaining
Since W L (v, 0+) exists, the left-hand side goes to zero as j → ∞. Since A(0) = I, µ(0) = 1 and we have C This inequality, and the arbitrariness of 0 < r < R, imply that v 0 is homogeneous of degree 3/2.
Definition 5.5. We call such v 0 a homogeneous blowup.
An epiperimetric inequality for the Signorini problem
In this section we establish in the context of the Signorini problem a basic generalization of the epiperimetric inequality obtained by Weiss for the classical obstacle problem. Our main result, which is Theorem 6.3 below, is tailor made for analyzing regular free boundary points in the Signorini problem, being the second main tool we use to reach our goal -the C 1,β regularity of the regular set.
Definition 6.1. Given v ∈ W 1,2 (B 1 ), we define the boundary adjusted energy as the Weiss type functional defined in (4.1) for the Laplacian operator with r = 1 and zero thin obstacle, i.e.,
Remark 6.2. We observe explicitly that if S 1 v 2 = 0, then we can write
It follows that if v is a solution to the Signorini for the Laplacian in R n , with zero thin obstacle, and which is homogeneous of degree We now consider the function h(x) = ℜ(x 1 + i|x n |) 3 2 , which is a 3 2 -homogeneous global solution of the Signorini problem for the Laplacian with zero thin obstacle, and introduce the set
of all multiples and rotations of the function h. The following is the central result of this section.
Theorem 6.3 (Epiperimetric inequality).
There exists κ ∈ (0, 1) and θ ∈ (0, 1) such that if w ∈ W 1,2 (B 1 ) is a homogeneous function of degree 3 2 such that w ≥ 0 on B ′ 1 and w−h W 1,2 (B 1 ) ≤ θ, then there exists ζ ∈ W 1,2 (B 1 ) such that ζ = w on S 1 , ζ ≥ 0 on B ′ 1 and
Proof. We argue by contradiction and assume that the result does not hold. Then, there exist sequences of real numbers κ m → 0 and θ m → 0, and functions w m ∈ W 1,2 (B 1 ), homogeneous of degree 3 2 , such that w m ≥ 0 on B ′ 1 and (6.1)
but such that for every ζ ∈ W 1,2 (B 1 ) with ζ ≥ 0 on B ′ 1 , and for which ζ = w m on S 1 , one has (6.2)
With such assumption in place we start by observing that there exists g m = a m ℜ( x ′ , ν m + i|x n |) 3/2 ∈ H which achieves the minimum distance from w m to H:
Indeed, this follows from the simple fact that the set H is locally compact. Combining this inequality with (6.1) we deduce that g m − h W 1,2 (B 1 ) ≤ 2θ m . As a consequence, we must have that ν m → e 1 and a m → 1. Hence,
If we rename wm am w m and θm am θ m , and rotate R n−1 to send ν m to e 1 , the renamed functions w m will be homogeneous of degree 3 2 , nonnegative on B ′ 1 , and will satisfy (6.3) inf
Moreover, (6.2) will still hold for the renamed w m , because of the scaling property W (tw) = t 2 W (w) and the invariance of W (w) under rotations in R n−1 . We note explicitly that (6.2) implies in particular that w m = h for every m ∈ N, as W (h) = 0 (see Remark 6.2 above). Thus we may also set
for the rest of the proof. We next want to rewrite (6.2) in a slightly different way, using the properties of function h. Given φ ∈ W 1,2 (B 1 ), consider the first variation of W at h in the direction of φ
where the boundary integrals in (6.5) and thereafter must be interpreted in the sense of traces. To compute δW (h)(φ) we write the first integral in the right-hand side of (6.5) as B 1 2 ∇h, ∇φ = 1 we have ν ± = ∓e n , we find
Since h is even in x n , so that
If now ζ ∈ W 1,2 (B 1 ) is a function with ζ ≥ 0 on B ′ 1 and such that ζ = w m on S 1 , by plugging in φ = ζ − h into (6.5) and (6.6), we obtain that
where we have used that W (h) = 0 and h∂ + n h = 0 on B ′ 1 . By using a similar identity for W (w m ), we can rewrite (6.2) as (6.7) (1 − κ m )
Inequality (6.7) will play a key role in the completion of the proof and will be used repeatedly. Let us introduce the normalized functionŝ
By (6.4) we have ŵ m W 1,2 (B 1 ) = 1 for every m ∈ N.
By the weak compactness of the unit sphere in W 1,2 (B 1 ) we may assume that w m →ŵ weakly in W 1,2 (B 1 ).
Besides, by the compactness of the Sobolev embedding and traces operator from W 1,2 (B 1 ) into
, and L 2 (S 1 ).
We then make the following
Note that (ii) will give us a contradiction since, by construction ŵ m W 1,2 (B 1 ) = 1. Hence, the theorem will follow once we prove the claim.
In what follows we will denote Λ = Λ(h), the coincidence set of h.
Step 1. We start by showing that there is a constant C > 0 such that
To this end, we pick a function η ∈ W 1,∞ 0 (B 1 ) such that 0 < η ≤ 1, and define ζ = (1 − η)w m + ηh. Then, ζ = w m on S 1 and ζ ≥ 0 on B ′ 1 . Furthermore, ζ − h = (1 − η)(w m − h). We can thus apply (6.7) to such a ζ, obtaining
Dividing by θ 2 m , rearranging terms and using the fact that ŵ m W 1,2 (B 1 ) = 1 and that ∂ + n h ≤ 0 on Λ, we obtain
where C > 0 is independent of m ∈ N. At this point we choose η(x) =η(|x|), and let
(r)r n dr.
Since κ m → 0 as m → ∞, possibly passing to a subsequence we can assume that κ m ≤ ε 2 (n + 1) for every m ∈ N. With such choice we have
Using the fact that w m and h are homogeneous of degree 3 2 , we thus obtain
which, again by the homogeneity of w m and h, and the fact that w m ≥ 0 on B ′ 1 , proves (6.8).
Step 2. We next show that (6.9) ∆ŵ = 0, in B 1 \ Λ.
To establish (6.9) it will suffice to show that for any ball B, such that its concentric double 2B ⋐ B 1 \ Λ, and for any function φ ∈ W 1,2 (B) such that φ −ŵ ∈ W 1,2 0 (B), one has
To begin, we fix a function φ ∈ L ∞ (B 1 ) ∩ W 1,2 (B), and we consider
where η ∈ C ∞ 0 (B 1 \ Λ), 0 ≤ η ≤ 1. Notice that on S 1 , ζ = w m , and, since φ ∈ L ∞ (B 1 ) and η ∈ C ∞ 0 (B 1 \ Λ), for m large enough we have ζ ≥ 0 on B ′ 1 . For such sufficiently large m's, we can thus use the function ζ in (6.7), obtaining
Dividing by θ 2 m and recalling that h∂ + n h = 0 in B ′ 1 , we obtain
Passing to the limit m → ∞ we obtain (6.10)
Notice that
hence (6.10) gives us,
By approximation we can drop the condition φ ∈ L ∞ (B 1 ) and by considering open balls B ⋐ B 1 \Λ we may choose η = 1 in B and φ =ŵ outside B. This will give
which proves the harmonicity ofŵ in B.
Step 3. We next want to prove that (6.11)ŵ = 0 H n−1 -a.e. in Λ.
We note that for the function h we have ∂ + n h(x ′ , 0) = 0 for every (x ′ , 0) ∈ Λ • (interior of Λ in R n−1 ). Therefore, given ω ⋐ Λ • , there exists a constant C ω > 0 such that |∂ + n h(x ′ , 0)| ≥ C ω for every (x ′ , 0) ∈ ω. At points (x ′ , 0) ∈ Λ • , we can thus writê
where in the last inequality we have used (6.8) in
Step 1 above. Since θ m → 0, we conclude that ŵ m L 1 (ω) → 0 as m → ∞. By the arbitrariness of ω ⋐ Λ • we infer that, in particular, we must have
which proves (6.11).
Step 4 (Proof of (i)). We next show that Once we know thatŵ ∈ C γ (B 1 ), together with (i)-(iii) above, we can apply a theorem of De Silva and Savin on an expansion of harmonic functions in slit domains, see Theorem 3.3 in [DSS14a] (and also Theorem 4.5 in the same paper) which implies that there are constants a 1 , a 2 , . . . , a n−1 , b, and c such that, for some α ∈ (0, 1),
where
Sinceŵ is 3/2-homogeneous, we must have c = 0 and thuŝ
Now, a direct computation shows that suchŵ will be harmonic in B 1 \ Λ only if
which implies the representation
We next show that all constants a j = 0, j = 1, . . . , n − 1. To simplify the notation we will write · = · W 1,2 (B 1 ) . We then use the fact that
Recalling thatŵ m = wm−h θm , we can write this as
Therefore,
Applying this to g = (1 + θ 2 m )h, we obtain
Letting m → ∞ we arrive at
This implies that a 1 ≤ 0. Using the same argument for g = (1 − θ 2 m )h allows us to conclude that also −a 1 ≤ 0, and therefore a 1 = 0. Further, rewriting (6.14) as
and taking for j = 2, . . . , n − 1
in such inequality, by letting m → ∞ we obtain that 3 2 ŵ,
(We note here that x i U 0 , x j U 0 = 0 for i, j = 2, . . . , n − 1, i = j and that
as θ → 0, strongly in W 1,2 (B 1 ).) Hence a j ≤ 0. Replacing x j with −x j in the above argument, we also obtain −a j ≤ 0. Thus, a j = 0 for all j = 1, . . . , n − 1, which impliesŵ = 0 and completes the proof of (6.13).
Step 5 (Proof of (ii)): Finally, we claim that, on a subsequence,
Since we already have the strong convergenceŵ m →ŵ = 0 in L 2 (B 1 ), we are left with proving
To this end, we pick η ∈ C 0,1 0 (B 1 ), 0 ≤ η ≤ 1, and consider ζ = (1 − η)w m + ηh. Clearly, ζ = w m on S 1 , ζ ≥ 0 on B ′ 1 , and ζ − h = (1 − η)(w m − h). Applying (6.7) with this choice of ζ we obtain
Dividing by θ 2 m , and recalling thatŵ m = wm−h θm , we obtain
This gives
If in this inequality we use the fact that ∇ŵ m L 2 (B 1 ) ≤ ŵ m W 1,2 (B 1 ) = 1, and that
, a fact which we have proved in (6.8) of
Step 1, we obtain (6.17)
We now make the choice in (6.17) of
since η, w m ≥ 0 and ∂ + n h ≤ 0. We thus conclude that (6.18)
We now observe that, sinceŵ m is homogeneous of degree 3/2, and thus ∇ŵ m is homogeneous of degree 1/2, we have
Using this identity in (6.18) we conclude that
To complete the proof of (6.15), and consequently of Theorem 6.3, all we need to do at this point is to observe that, on a subsequence, the right-hand side of the latter inequality converges to 0 as m → ∞. This follows from the facts that
This completes the proof of the claim and that of the theorem.
7. C 1,β regularity of the regular part of the free boundary
In this final section we combine Theorems 4.3 and 6.3 to establish the C 1,β regularity of the regular part of the free boundary. We will consider two types of scalings: the Almgren one, defined in (3.2), and the homogeneous scalings defined in (5.1), which are suited for the study of regular free boundary points, i.e.,
Throughout this section we continue to use the notation h(x) = ℜ(x 1 + i|x n |) 3 2 adopted in Section 6. The symbol θ > 0 will be used to exclusively denote the constant in the epiperimetric inequality of Theorem 6.3 above.
In Lemma 4.2 above we showed that our Weiss type functional W L (v, r) is bounded, when v is the solution to the problem (1.12)-(1.15). In the course of the proof of the next lemma we establish the much more precise statement that W L (v, r) ≤ Cr γ , for appropriate constants C, γ > 0. This gain is possible because of the assumption, in Lemma 7.1 below, that the scalings v r have the epiperimetric property, i.e., the conclusion of the epiperimetric inequality holds for their extensions as 3/2-homogeneous functions in B 1 .
Lemma 7.1. Let v be the solution of the thin obstacle problem (1.12)-(1.15), and suppose that 0 ∈ Γ 3/2 (v). Assume the existence of radii 0 ≤ s 0 < r 0 < 1 such that for every s 0 ≤ r ≤ r 0 , if we extend v r S 1 as a 3/2-homogeneous function in B 1 , call it w r , then there exists a function
where κ is the constant in the epiperimetric inequality. Then, there exist universal constants C, γ > 0 such that for every s 0 ≤ s ≤ t ≤ r 0 one has
Proof. As before, we let L = div(A∇·). The main idea of the proof of (7.2) is to relate S 1 |v t − v s | with the Weiss type functional W L (v, r) defined in (4.1) above, and then control the latter in the following way:
More specifically, combining equations (7.11) and (7.12) proved below, we obtain the following (7.4)
After using Hölder's inequality in the right-hand side of (7.4) we obtain
where we have used (7.3), and we have estimated −W L (v, s) ≤ Cs 1/2 using Corollary 4.5. With this estimate in hands we now use a dyadic argument. Assume that s ∈ [2 −ℓ , 2 −ℓ+1 ), t ∈ [2 −h , 2 −h+1 ) with h ≤ ℓ and apply the estimate above iteratively. We obtain
which yields the sought for conclusion (7.2). In order to complete the proof of the lemma we are thus left with proving (7.3) and (7.4). Our first step will be to prove (7.3) since the computations leading to such estimate also give (7.4), as we will show below. We will establish (7.3) by proving (see (7.10) below) the following estimate
where κ is the constant in the epiperimetric inequality. With this objective in mind, we recall that
H L (v, r) r n+2 , see (4.2). To simplify the notation we write I = I L and H = H L . We start by observing that combining Lemma 2.1 with the observation that L|x| = div(A(x)∇r) = n−1 |x| (1 + O(|x|)) (see Lemma 4.1 in [GSVG14] ), we obtain the following estimate for H ′ (r):
In the computations that follow we will estimate d dr W L (v, r) using formula (7.5), estimates (2.16), (2.17), as well as the identity I(r) = D(r) + Br vf , which gives I ′ (r) = Sr A∇v, ∇v + Sr vf . We thus have
where using (2.16) we have estimated CH(r) ≤ Cr n+2 , | Sr vf | ≤ Cr we will have W (ζ r , 1) ≤ W (v r , 1). Next,
If we now letζ = ζ r (x/r)r 3/2 , then on S r we have thatζ = v r (x/r)r 3/2 = v(x), and Combining the inequalities above, we have (7.8)
Combining (7.7) and (7.8) we obtain
Therefore, from (7.6) and (7.9) we conclude that
, see Corollary 4.5, then from the above inequality we will have
Integrating in (t, r 0 ), for t ≥ s 0 , we obtain
This implies, in particular,
which establishes (7.3). We now prove (7.4). For a fixed x, define g(r) =
By (7.6) and (7.9), (7.12)
where we have used again Corollary 4.5, that gives W L (v, r) ≥ −Cr 1/2 . This proves (7.4) and completes the proof.
The next important step after Lemma 7.1 is contained in Proposition 7.2 below. It proves that the regular set is a relatively open set of the free boundary, and that if x 0 ∈ Γ 3/2 (v), then for r small enough andx ∈ Γ(v) in a small neighborhood of x 0 we can apply Lemma 7.1 to the homogeneous scalings
which in turn proves the uniqueness of the blowup limits. 
where C and γ > 0 are universal constants. In particular, the blowup limit vx ,0 is unique.
Proof. Let r 0 and η 0 be as in Lemma 3.4. Then, forx ∈ B ′ η 0 (x 0 ) ∩ Γ(v) ⊂ Γ 3/2 (v) and 0 < r < r 0 consider two scalings, the homogeneous and Almgren types:
By Lemma 3.4, the Almgren scaling
has the epiperimetric property in the sense that if we extend it as a 3/2-homogeneous function in B 1 , call it w r , then Lemma 3.4 allows us to apply the epiperimetric inequality to conclude that there exists ζ r ∈ W 1,2 (B 1 ) such that ζ r = 1 cnṽx ,r on S 1 , ζ r ≥ 0 in B ′ 1 and W (ζ r ) ≤ (1 − κ)W (w r ). We next observe that if a certain function on S 1 has the epiperimetric property then so does any of its multiples. In particular, vx ,r S 1 = cndx,r r 3/2 1 cnṽx ,r has the epiperimetric property for anȳ x ∈ B ′ η 0 (x 0 ) ∩ Γ(v) and r < r 0 . Thus, we can apply Lemma 7.1 to conclude that
for universal C and γ > 0. Now, if over some sequence vx ,s j → vx ,0 (see Lemma 5.2), we will obtain that S 1 |vx ,r − vx ,0 | ≤ Cr γ , for 0 < r < r 0 .
We notice explicitly that up to this point we have not excluded the possibility that the blowup vx ,0 ≡ 0. This is done in the following proposition. Proof. Assume to the contrary that vx ,0 = 0. Then, from Proposition 7.2 we have that
But then, (7.13)
On the other hand, by Lemma 3.2 for every ε > 0 there exists r ε > 0 such that dx ,r = 1 r n−1 Hx(r) ≥ cMx(r) 1/2 ≥ cr (3+ε)/2 , for 0 < r < r ε
If we choose ε < 2γ, we then obtain as r → 0+
Since there exists e ′ ∈ R n−1 , and a subsequence r = r j → 0+ such thatṽx ,r → c n ℜ( x ′ , e ′ +i|x n |) 3/2 , this is clearly a contradiction.
In what follows we denote by
the unique homogeneous blowup atx.
Proposition 7.4. Let v be a solution of (1.12)-(1.15) with x 0 ∈ Γ 3/2 (v). Then, there exists η 0 > 0 depending on x 0 such that
where C and β > 0 are universal constants.
Proof. Let η 0 and r 0 be as in Proposition 7.2. Then, we will have
|vx ,r − vȳ ,r | for any r < r 0 andx,ȳ ∈ B η 0 ∩ Γ(v). In this inequality we will chose r = |x −ȳ| σ with 0 < σ < 1 to be specified below. We then estimate the integral on the right-hand side of the above inequality. First we notice that
by using property (1.5) of the coefficient matrix A. Therefore, denoting
we will have
where for the last term we have used the orthogonality [sx + (1 − s)ȳ], e n = 0. This gives
Using the above estimate we then obtain
if we choose r = |x −ȳ| σ with 0 < σ < 1.
Going back to the beginning of the proof, we conclude
with 2β = γ/(1 + 2γ) if we choose σ = 1/(1 + 2γ). It remains to show that we can change the integration over (n − 1)-dimensional sphere S 1 to (n − 2)-dimensional S ′ 1 . To this end, we note that both vx ,0 and vȳ ,0 are solutions of the Signorini problem for the Laplacian with zero thin obstacle and therefore
Thus by the energy inequality we obtain that (Recall that vz ,0 are 3/2-homogeneous functions with uniform C 1,1/2 estimates). Then, using the trace inequality, we obtain that |νx − νȳ| ≤ C 0 |x −ȳ| β , (7.15) forx,ȳ ∈ B ′ η 0 (x 0 ) ∩ Γ(v). Proof. The first inequality follows from the observation that
with the same dimensional constant C n and therefore
which establishes (7.14). To prove (7.15), we first note that by (7.14)
ax z, νx (Here we have used that by (7.14) we may assume that aȳ > a x 0 /2 if η 0 is small). * Short proof: the only nontrivial place to verify the subharmonicity of (vx,0 − vȳ,0)+ is at points z ∈ R n−1 with vx,0(z) > 0 and vȳ,0(z) = 0; but near such z, ∆vx,0 = 0 and ∆vȳ,0 ≤ 0 by the Signorini conditions on R n−1 .
On the other hand, it is easy to see from geometric considerations † that z, νx for g ∈ C 1,β (R n−2 ) with a universal exponent β ∈ (0, 1), after a possible rotation of coordinate axes in R n−1 .
Proof. We subdivide the proof into several steps.
Step 1. Let η 0 be as Proposition 7.2. We then claim that for any ε > 0 there is r ε > 0 such that
, r < r ε . Indeed, arguing by contradiction, we will have a sequence of pointsx j ∈ B ′ η 0 /2 (x 0 ) ∩ Γ(v) and radii r j → 0 such that vx j ,r j − vx j ,0 C 1 (B ± 1 ∪B ′ 1 ) ≥ ε 0 for some ε 0 > 0. Clearly, we may assume thatx j →x 0 ∈ B ′ η 0 /2 (x 0 ) ∩ Γ(v). Now, the scalings vx j ,r j are uniformly bounded in C 1,1/2 (B ± R ∪ B ′ R ) for any R > 0 and thus we may assume that vx j ,r j → w in C 1 loc ((R n ) ± ∪ R n−1 }.
We claim that actually w = vx 0 ,0 . Indeed, by integrating the inequality in Proposition 7.2, we will have vx ,r − vx ,0 L 1 (B R ) ≤ C R r γ , forx ∈ B ′ η 0 (x 0 ) ∩ Γ(v), r < r 0 /R, which will immediately imply that vx j ,0 → w in L 1 (B R ). On the other hand, Lemma 7.5 implies that vx j ,0 → vx 0 ,0 in C 1 (B ± R ∪ B ′ R ). Hence w = vx 0 ,0 . Moreover, we get that both vx j ,r j and vx j ,0 converge in C 1 (B ± 1 ∪ B ′ 1 ) to the same function vx 0 ,0 and therefore vx j ,r j − vx j ,0 C 1 (B ± 1 ∪B ′ 1 ) → 0 contrary to our assumption.
Step 2. For a given ε > 0 and a unit vector ν ∈ R n−1 define the cone
We then claim that for any ε > 0 there exists r ε such that for anyx ∈ B ′ η 0 /2 (x 0 ) ∩ Γ(v) we have C ε (νx) ∩ B ′ rε ⊂ {vx(·, 0) > 0}. Indeed, consider a cutout from the sphere S ′ 1/2 by the cone C ε (ν) K ε (ν) = C ε (ν) ∩ S for some universal c ε > 0. Without loss of generality, by Lemma 7.5, we may assume that ax ≥ a 0 /2 forx ∈ B ′ η 0 (x 0 ) ∩ Γ(v). Then, applying
Step 1 above, we can find r ε > 0 such that vx ,r (·, 0) > 0 on K ε (νx), for all r < r ε
Scaling back by r, we have vx(·, 0) > 0 on rK ε (νx) = C ε (ν) ∩ S ′ r/2 , r < r ε Taking the union over all r < r ε , we obtain C ε (ν) ∩ B ′ rε/2 ⊂ {vx(·, 0) > 0}.
Step 3. We next claim that for any ε > 0 there exists r ε such that for anyx ∈ B ′ η 0 /2 (x 0 ) ∩ Γ(v) we have −C ε (νx) ∩ B Step 1, we will have the existence of r ε > 0 such that Ax(rx)∇vx ,r (x), e − n + Ax(rx)∇vx ,r (x), e + n > 0 on − K ε (νx), for all r < r ε . Thus, from the complementarity conditions, we will have vx ,r (·, 0) = 0 on − K ε (νx), for all r < r ε .
Arguing as in the end of Step 2, we conclude that −C ε (ν) ∩ B ′ rε/2 ⊂ {vx(·, 0) = 0}.
Step 4. Here without loss of generality we will assume that A(x 0 ) = I and ν x 0 = e n−1 . Changing from function vx to v, we may rewrite the result of Steps 2 and 3 as Step 5. Using the normalization A(x 0 ) = I and ν x 0 = e n−1 as in Step 4 and letting ε → 0 we see that Γ(v) is differentiable at x 0 with normal ν 0 . Recentering at anyx ∈ B ′ ηε 0 (x 0 ) ∩ Γ(v), we see that Γ(v) has a normal A(x) −1/2 νx atx. Finally noting that by Lemma 7.5 the mappingx → A(x) −1/2 νx is C β , we obtain that the function g in Step 4 is C 1,β . The proof is complete.
