Abstract-Use of internet has recently reached a very high level. As a result, issues such as development in the service quality, efficient use of network and the availability of different service packets have gained more importance. In order to perform traffic management effectively, the classification of traffic data flowing over the internet -especially providing the security on major networks-has become more important. This information is required to be known by the network administrators to manage the network properly because the internet traffic and variety in applications has rapidly increased. Port, payload and statistical information have been commonly used for the classification. Because there are a limited number of options in the classification made according to the port and payload based approaches, the supervised machine learning algorithms have started to be frequently used in the internet traffic classification. Support vector machine (SVM) and Neural networks (NN) based classifiers were used so many times in the previous studies. In the performed study, extreme learning machine (ELM) algorithm has been used instead of traditional classifying techniques; and the success of the classification made with ELM has been found to be higher than the others.
I. INTRODUCTION
Recently, the internet traffic classification has been frequently used in order to improve service quality in enterprise networks, use the network effectively, develop new service packets, share the bandwidth source and perform traffic analysis.
Generally, port, payload and statistics based classification methods are used for the network traffic classification.
Port based classification is performed by comparing the port information retrieved from flow data with the port numbers of protocols determined by Internet Assigned Numbers Authority (IANA) [1] .
Port based classification methods work so fast but they are not enough to perform an accurate classification because of certain reasons such as there are different applications which can use the same port and it is possible to redirect ports [2, 3] . A number of recently developed applications try not to be detected by the firewall by hiding or dynamically changing the port numbers, which also demonstrates the inadequacy of Manuscript Another method which is used to classify the packets flowing on the network is payload based classification method. With this method, not only information like port and IP address but also application layer information of the packets are analyzed. The aim of this technology -also named deep packet inspection (DPI) is to identify the application and protocols corresponding to the signatures in the packet payload. This method is hard to perform especially with the encrypted applications. Followings are some issues which cause problems with the classification made by using this method: The signature of protocols can change over time, protocol information may not be reported very well and there is a necessity for a high computing power to process signature search. Due to the problems encountered in port and payload based approaches, statistics-based approaches are commonly used in recent years. With this approach, features like average packet size, packets arrival time between the server and client and IP Flags on the flow are tried to be determined. Machine learning algorithms are used for the statistical based classification.
Generally, machine learning based methods consists of three steps: to identify feature vector, to estimate statistical distribution of feature vector and to define the example [4, 5] . There are various software that can record the traffic information on the network to identify feature vector. Flow information can be obtained by monitoring the network traffic via software like Wireshark and tcpdump. In addition, there are software that are used to determine features through this flow information [6] . Supervised, unsupervised and semisupervised methods are used for learning.
The most commonly used learning method is the supervised machine learning. In order to use this method, classes belonging to the flows have to be known. Commonly used supervised machine methods are support vector machine, decision trees, random forest, k-NN naive bayes, neural networks, relevance vector machine. Semi-Supervised learning is the learning method where data whose classes are known and data whose classes are not known coexists together. Unsupervised learning is the learning method that is used when classes are not known. K-means, AutoClass, expectation maximization, dbscan are the clustering algorithms that is used for unsupervised learning [7] [8] [9] [10] [11] .
A relatively new and developing learning machine is the extreme learning machine. Speed of the feedforward neural networks are generally slow and this slowness causes a disadvantage [12] . ELM randomly determines the output weight and selects hidden nodes for single-hidden layer feedforward neural networks (SLFNs) [13] . There are studies where a successful classification is performed by using ELM [14] [15] [16] .
II. RELATED WORK
Internet traffic classification techniques using known port numbers were preferred in times when these methods were firstly used [17, 18] . Although the success rate of classification made by pairing port numbers were initially high, the increase in point-to-point applications and dynamically changing ports reduced the success of this kind of classification [19, 20] . Another classification method for the internet classification is to classify the packets on the network by capturing them and controlling their content [19, 20] . Studies about the content of packet payload shows that there are some inadequacies [19] [20] [21] [22] . In this approach which does a classification by pairing the signatures in the packet, especially it is not possible to have a result in case of a packet whose content is new or unknown. Considering the high possibility of internet attacking, it won't be possible to classify that packet as an attack if its signature is not known. Another classification option is the classification methods which use machine learning (ML) algorithms.
Machine learning can be categorized as supervised and unsupervised. In supervised methods, classes are not known. This method is also known as clustering; here, similar features are clustered [22, 7] . The classification methods which are performed according to supervised learning, try to understand whether classes learned from the test data have been estimated by analyzing the learning data [6, [23] [24] [25] . In order to choose which method to apply, we have two important issue: the accuracy of the estimated value and the estimation time.
One of the initial important works in this area is the study done by Moore and Zuev [6] . Moore and Zuev did a network traffic classification by applying the supervised naive bayes technique on the flow statistical features. Moore, Zuev and Crogan did a classification by analyzing a packet capture file via a software and determining 248 features [26] in their study. Later, traffic classification have been done with algorithms such as bayesian neural networks and support vector machine [21, 27] . In the study conducted by Erman, Mahanti, Arlitt and Willamson, unicast statistical feature was suggested to be used in order to facilitate traffic classification [22] . Teja, Cagnazzo and Castro tried to classify network traffic by using machine learning methods together in their study [28] . Williams, Zander and Armitage compared and evaluated those five algorithms: naive bayes with discretization, naive bayes with kernel density estimation, C4.5 decision tree and Bayesian network [29] . There are also some other studies in which different ML algorithms were compared and classified [7, 22, [29] [30] [31] . In recent studies, application flow has been assumed to be two-way between server and client; and statistical features have been calculated backward and forward separately [8, 9, 29, [32] [33] [34] [35] [36] .
III. EXTREME LEARNING MACHINE Extreme Learning Machine was proposed in G.-B.Huang, Q.-Y. Zhu and C.-K. Siew [13] . ELM used from 2004 onwards for training the Single-hidden Layer Feedforward Neural Networks (SLFNs) [12] [13] [14] . Different from the common understanding of training SLFNs, ELM employs randomize computational nodes in the hidden layer and computes its output weights analytically by solving a general linear system equation. Later, ELM theory was extended to the "generalized" SLFNs, where the hidden nodes need not be neuron alike [37, 38] . Figure-1 shows the generic architecture SLFNs. 
If the SLFNs can approximate all the N samples with zero error, that is 0 || ||
There exist pairs of and such that:
The above N equations can also be equivalently expressed in the compact matrix form
H is called the hidden-layer output matrix of the SLFN.
 is represents the output weight matrix. T is the matrix that consists of output labels for the N data samples. To train a SLFNs as mentioned in (2), it is equivalent to finding the least-square solution of linear system (5), that is:
In the case that the number of hidden nodes is equal to the number of distinct training samples N , it is possible to find a ˆsuch that the training error reaches zero. The hidden layer output H is an invertible square matrix. Hence the solution of the linear system can be given as:
In the case that the number of hidden nodes is less than the number of distinct training samples N , to achieve the smallest training error IV. DATA SET Data taken from university campus network was used to form the data set. For this purpose, Flow was recorded as an information backbone port mirroring on the switch.
The system is illustrated in Figure 2 . A host server computer was established on IBM Blade Chassis in order to obtain the data. The hardware of the computer is: 96 GB Ram and Intel Xeon X5577 CPU 2.93 GHz 8 cores 2 sockets. The software Matlab R2014b was used to process data. Tcpdump and wireshark software were used to obtain data. Data flowing through the port was recorded via these noncommercial software. The fullstats software, which Moore, Zuev and Crogan used in their study, was used to analyze the recorded data file and define its features [26] . 12 features were chosen from output data. The chosen features and their explanations are illustrated in Table I . Among the classes belonging to the flows, 7 most commonly used ones were chosen; and 1000 learning processes and 750 tests were applied to each classes. Totally, 7000 classes were chosen for the learning process and 5250 for the test. Chosen classes are illustrated in Table II. 
V. EXPERIMENTAL STUDIES
Different activation functions and ELM versions were used for the ELM classification with different learning and test data. Basic ELM with randomly generated hidden nodes and random neurons, ELM with kernels and Online Sequential ELM (OS-ELM) were chosen to use.
The accuracy rate and learn time are illustrated in Table III  (here number of hidden neurons is 20) .
Among all chosen activation functions, the highest accuracy rate was reached with tangent sigmoid and radial basis activation functions.
With tangent sigmoid function, it was observed that the accuracy rate increases in direct proportion to the increase in the number of hidden neurons. Figure -4, 5, 6, 7, 8, 9 is also used as activation function (sinusoidal, hard limit, tangent sigmoid, sigmoid, triangular basis and radial basis) and shows the number of hidden neuron (20, 40, 80, 160, 320, 640 and 1280) . The accuracy rate and learn time of different numbers of hidden neurons are illustrated in Table IV (here only tangent sigmoid and radial basis function was used). The accuracy percentage and learn time of other ELM versions are illustrated in Table V . It was observed that results of basic ELM is higher than the others. 
VI. CONCLUSIONS
Both traditional classification methods like NN and SVM; and relatively recent methods like ELM were used for the classification of data which was obtained from the network traffic information of the campus network; and they were compared. The classification made according to the extreme learning machine algorithms instead of traditional classification methods was observed to be very successful.
ELM versions were tested and compared with each other according to ELM algorithms like Basic ELM, ELM with kernels and OS-ELM methods. The success rate of basic ELM was found to be higher than the traditional methods. Activation functions used in Basic ELM were also compared with each other. The success rate of radial basis and tangent sigmoid functions were observed to be higher than the others. A comparison was applied to ELM method, which radial basis and tangent sigmoid activation functions were used in; here the number of hidden neurons was changed. When the number of hidden neurons increased, an increase in the success rate was also observed. The number of hidden neurons started from 20 and increased by two times at every turn (20, 40, 80, 160, 320 and 640, 1280) . It was observed that after the number of hidden neurons was 640, the accuracy rate did not change so much and remained nearly at the same value. The classification algorithms were performed 10 times and the average value were calculated during the analysis of data. As a result, a high success rate were achieved together with Basic ELM method, radial basis and tangent sigmoid activation functions and a high number of hidden neurons.
