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Abstract 
In this thesis we have computationally studied two types of reduction processes 
which can be classified as asymmetric hydrogenation of ketones and reduction of imines. 
Density functional theory has been applied throughout the thesis. 
The reduction of acetophenone to phenylethanol catalysed by the trans-
Ru(II)H2(diphosphine)(diamine) has been studied with an emphasis on the effect of the 
structure of the diphosphine and diamine ligands. The computed reaction pathways of the 
Ru(II)H2(diphosphine)[(S,S)-DPEN] catalysed reactions with different (S)-diphosphine 
ligands (XylBINAP, TolBINAP and BINAP) shows that the presence of two methyl 
groups in the meta position is critical to obtaining a high difference in activation energy for 
the reaction pathways associated with the (R)- and (S)-alcohols, and consequently high 
enantioselectivity. The effect of the diamine structure, while keeping the TolBINAP and 
XylBINAP fixed, has also been analysed. To enhance the enantioselectivity of the 
TolBINAP system, the addition of two methyl groups and the removal of a phenyl group 
on the diamine (DMAPEN) create the necessary steric interactions. We conclude this 
section by reporting a correlation between the enantiomeric excess and the difference in 
the computed activation energies along the two most favourable (S)- and (R)-reaction 
pathways, which shows that the computational procedure adopted could be used to predict 
the enantiomeric excess of ketone hydrogenation reactions catalysed by Noyori-type 
catalysts, and assist in the choice of ligands when optimising the enantiomeric excess. 
Calculations yield new insights into the structural, electronic and catalytic properties 
of the hydrogenation of ketones catalysed by the simplified Fe(II)H2(PH3)2(en) and real 
Fe(II)H2(diphosphine)(diamine) complexes. Calculations conducted using several different 
functionals on the trans- and cis-isomers of Fe(II)H2[(S)-XylBINAP][(S,S)-DPEN] 
complexes show that, as with the Ru(II)H2(diphosphine)(diamine) complexes, the trans-
[Fe(II)H2(diphosphine)(diamine)] complex is the more stable isomer. Analysis of the spin 
states of the trans-[Fe(II)H2(diphosphine)(diamine)] complexes also shows that the singlet 
state is significantly more stable than the triplet and quintet states, as with the 
Ru(II)H2(diphosphine)(diamine) complexes. Calculations on the catalytic cycle for the 
hydrogenation of ketones using the two simplified trans-[M(II)H2(PH3)2(en)] catalysts, 
where M is either Ru or Fe, show that the mechanism of reactions as well as the activation 
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energies are very similar, in particular: (a) the ketone/alcohol hydrogen transfer reaction 
occurs through the metal–ligand bifunctional mechanism, with energy barriers of  
3.4 kcal/mol and 3.2 kcal/mol for the ruthenium- and iron-catalysed reactions respectively; 
(b) the heterolytic splitting reactions of H2 across the M=N bond for the regeneration of 
the ruthenium and iron catalysts have activation barriers of 13.8 kcal/mol and  
12.8 kcal/mol respectively, and the heterolytic splitting steps are expected to be the rate-
determining steps for both catalytic systems. The reduction of acetophenone by the trans-
[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] complexes along the two competitive reaction 
pathways shows that the intermediates for the iron catalytic system are similar to those 
responsible for a high enantioselectivity of (R)-alcohol in the trans-[Ru(II)H2{(S)-
XylBINAP}{(S,S)-DPEN}] catalysed acetophenone hydrogenation reaction. Thus, the 
high enantiomeric excess in the hydrogenation of acetophenone could, in principle, be 
achieved using iron catalysts. 
In experimental work, Xiao and co-workers discovered cyclometalated iridium 
complexes in imine reduction with an unusually broad substrate scope, which shows that 
the more positive hydricity of iridium hydride affords a higher activity. To study these 
systems computationally, we initially tested parameters, including exchange-correlation 
functionals, basis sets and pseudopotentials, subsequently studying the charge and 
molecular orbital properties of isolated iridium(III) catalysts with different electron-
donating and withdrawing functional groups, and investigating their mechanistic details. 
Three possible reaction pathways in the hydride formation step and six possible reaction 
pathways in the hydride transfer step have been suggested to locate transition states in both 
the gas phase and methanol solution. Our results show that hydride formation is the rate-
determining step and with explicit methanol included in the reaction, the activation 
energies in the hydride formation and hydride transfer steps drop by ca. 10 and 4 kcal/mol 
respectively, compared with those computed in the gas phase. 
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Chapter 1 General Introduction 
1.1 Overview and Aims 
The aim of chemical synthesis is the production of compounds in an economical, 
energy-efficient, environmentally-friendly and sustainable way. Moreover, health care 
requires the development of efficient and effective pharmaceuticals with minimal side 
effects. These concerns have increased the demand for chemical processes with a higher 
selectivity, a minimum amount of waste and high purity products.  
H2 is the simplest stable molecule; hydrogen gas is a clean and abundant resource, 
therefore hydrogenation is a core process in chemical synthesis1. In the pharmaceutical 
industry, one of the key steps in a reaction is the catalytic hydrogenation of polar bonds, 
such as C=O and C=N, and their asymmetric counterparts. Over the past 40 years, 
ruthenium complexes have been one of the successful catalysts applied in homogeneous 
hydrogenation2 and have achieved a high reactivity and selectivity1a,3. It has been found that 
certain ruthenium complexes with amine ligands are much more active than other metal 
complexes for the H2-hydrogenation of ketones3. A major breakthrough in chiral-catalysed 
hydrogenation was made by Noyori and co-workers who were awarded the Nobel Prize in 
20013a. However, developing new catalysts that can be applied to a wider range of 
substrates is still challenging; it is therefore important to develop a technique by which 
chemists can rapidly evaluate the selectivity of proposed new catalysts. The work in this 
thesis is based on Noyori’s findings and uses computational techniques to firstly investigate 
the asymmetric hydrogenation of ketones catalysed by ruthenium(II) diphosphine diamine 
complexes to correlate the enantioselectivity and activation energy. Secondly, we examine 
the possibility of replacing ruthenium with iron in this type of catalytic process. Thirdly, we 
turn to the reduction of imino bonds, which is a practically useful reaction, but is still an 
under-developed process where there are challenges to be overcome. Here, in collaboration 
with Xiao, at the University of Liverpool, we have investigated imine reduction, an 
intermediate step in reductive amination by a cyclometalated iridium(III) complex, in order 
to develop an asymmetric transfer hydrogenation with a high activity and selectivity. In 
particular, we have studied the mechanistic details of imine reduction catalysed by achiral 
cyclometalated iridium(III) complexes.  
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1.2 Structure of the thesis 
The results in this thesis are divided into two main parts. Part I (Chapters 4 and 5) 
concerns the asymmetric hydrogenation of ketones catalysed by the ruthenium(II)-based 
and iron(II)-based Noyori-type complexes. Part II (Chapter 6) concerns imine reduction 
catalysed by the cyclometalated iridium(III) complexes. The main objective of Part I is 
firstly to examine the correlation between the difference in activation energy and 
enantioselectivity and secondly to search for a sustainable catalyst. The goal of Part II is to 
understand the mechanism operative in the novel iridium-based catalysis. 
The following two chapters provide the necessary background to the results 
reported later. Chapter 2 delineates the experimental and computational background 
relevant to the field. Chapter 3 is devoted to the computational theories and methodology; 
the subsequent three chapters focus on the three systems: the asymmetric hydrogenation of 
acetophenone catalysed by the trans-[RuH2(diphosphine)(diamine)] complexes (Chapter 4); 
the exploration of acetophenone hydrogenation reactions using the proposed trans-
[FeH2(diphosphine)(diamine)] catalysts (Chapter 5); imine reduction catalysed by the 
cyclometalated iridium(III) complexes (Chapter 6). These are followed in Chapter 7 by 
conclusions and possible future work. 
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Chapter 2 Asymmetric Synthesis and  
Imine Reduction: Background 
2.1 The importance of asymmetric synthesis 
A molecule is “chiral” when it cannot be superimposed on its mirror image. The 
two molecules are enantiomers and are said to be enantiomeric with each other. 
Enantiomers have the same chemical and physical properties when they interact in a non-
chiral environment. When they interact with another chiral object, differences are apparent. 
Many macromolecules in living systems occur in only one enantiomeric form. Only 
biological compounds with the correct chirality can interact with its receptor site in a chiral 
manner, hence it can be deduced that enantiomers may interact differently with the 
receptor, accounting for different effects4. In practice, two-thirds of prescription drugs are 
chiral compounds, and often the interest is focused on one of the two enantiomers5. For 
example, in pharmaceuticals and pesticides, usually only one of the enantiomers has the 
desired biological activity, while the other can be inactive or can have damaging, fatal or 
undesired effects. The use of agrochemicals of the correct chirality may reduce the impact 
on the environment. Clearly, the optimal properties of chiral compounds can only be 
obtained when they are processed in a pure single enantiomeric form and indeed some 
enantiomers are harmful6. The rising public awareness of health requires the development 
of drugs with higher selectivity; legal and regulatory issues also require the pharmaceutical 
industry to prepare and commercialise their products as single enantiomers7. 
Optically-active compounds are prepared mainly by asymmetric synthesis. A search 
for the keywords “asymmetric synthesis” and “asymmetric and enantioselective” on the ISI 
Web of Knowledge (Figure 2.1) demonstrates the rapid growth of this field. Amongst all of 
the procedures for obtaining single-enantiomerical compounds, asymmetric catalysis is 
probably the most economical, efficient and environmentally-friendly method8.  
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Figure 2.1:  Number of publications containing the keywords “asymmetric synthesis” and 
“asymmetric AND enantioselective” in their title versus year of publication. Data are 
extracted from the ISI Web of Knowledge. 
2.2 Asymmetric hydrogenation 
Asymmetric hydrogenation is a reaction involving hydrogen transfer from a 
hydrogen donor to a hydrogen acceptor. It may be the most attractive approach in 
asymmetric catalysis in view of the economic advantage and environmentally-benign nature 
of the processes, yielding by-products without waste and free from hazard as well as being 
operationally simple. Therefore, asymmetric hydrogenation has been increasingly 
significant in practical organic synthesis. In particular, the hydrogenation of prochiral 
compounds to enantiomerically-pure alcohols is one of the most widely-applied processes  
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in organic chemistry due to the demand for optically-active secondary alcohols for both 
pharmaceuticals and advanced materials. Moreover, this type of asymmetric catalysis can 
benefit not only the development of pharmaceuticals, agrochemicals, and pesticides, but 
also flavours, fragrances, fungicides and pheromones8a,8b. In the late 1960s, the first 
asymmetric hydrogenation emerged with the rhodium-based catalysts developed by 
Knowles, which could convert a non-chiral substrate to a chiral product9. In 1971, Izumi 
revealed a reduction of methyl acetoacetate to methyl-hydroxybutyrate using Raney nickel 
modified with tartaric acid, which affords an enantiomeric excess (ee) of up to 80%10. The 
first industrial application of Knowles’s method was in Monsanto’s production of L-
DOPA (a drug used in the treatment of Parkinson’s Disease)11. 
 
Scheme 2.1:  Asymmetric hydrogenation of Monsanto’s production of L-DOPA. 
 
In 1981, it was shown by Bianchi et al. that ruthenium-based complexes could effect the 
asymmetric transfer reduction of a prochiral ketone using i-PrOH12. Further progress was 
made in 1996 when Noyori et al. reported a chiral ruthenium(II) complex system consisting 
of diphosphine and 1,2-diamine ligands, which when dissolved in the presence of a base 
and 2-propanol enabled the enantioselective reaction of aromatic ketones with high 
efficiency at room temperature13. 
Transition metals play a fundamental role in asymmetric hydrogenation catalysis. In 
particular, the later transition metals, such as ruthenium (Ru), rhodium (Rh), palladium (Pd),  
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iridium (Ir) and platinum (Pt) perform well in homogeneous catalysed reactions. In this 
thesis, the focus has been on ruthenium- and iridium-based catalysts, but with an 
exploration of the possibility of developing iron-based catalysts. 
2.3 Prediction of enantiomeric excess (ee) 
Figure 2.2 shows the reaction coordinate diagram of an asymmetric reaction 
generating equal amounts of (R)- and (S)- configurations in products that are racemate with 
an ee of 0%. Figure 2.3 shows the reaction coordinate diagram of an asymmetric reaction 
generating different amounts of (R)- and (S)-configurations of enantiomers, in which the 
activation energy favours the (S)-product. 
Enantioselectivity is the preferential formation of molecules of one chirality 
(enantiomer) over the other and is usually measured as the enantiomeric excess (ee): 
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%,                                                     2.1 
where R and S are stereochemical descriptors defined in the Cahn-Ingold-Prelog (CIP) 
system14; [R] denotes the number of moles of one enantiomer and [S] indicates that of the 
other enantiomer. 
Enantioselective reactions are usually under kinetic control at a certain temperature and 
therefore the final [S]/[R] ratio is given as follows: 
/[ ]
[ ]
S R A BG N k TS e
R
−
−ΔΔ
=     ,                                             2.2 
where ΔΔG is the difference in free energies of activation for the (S)- and (R)-products 
respectively; NA is the Avogadro constant; kB is. the Boltzmann constant. 
The Curtin-Hammett principle15 postulates that in a reaction having a pair of 
reactive intermediates which interconvert rapidly, with each going irreversibly to a different 
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Figure 2.2:  A typical asymmetric reaction generating (R)- and (S)- configuration of 
products ― racemic mixture16. 
 
                      
Figure 2.3:  A typical asymmetric reaction generating (R)- and (S)- configuration of 
products ― non-racemic mixture16. 
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product, the product ratio will depend only on the difference in the free energy of the 
transition state associated with each product, and will be independent of the difference in 
the free energy of the intermediates. Thus, once we have obtained the free energy, we can 
predict the value of the ee based as follows: 
( )
/
/
1% 100
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S R A B
G N k T
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e
−
−
−ΔΔ
−ΔΔ
−ΔΔ = ×
+
.                               2.3 
However, in the large Noyori-type catalysts, it is very difficult to evaluate 
vibrational contributions to the entropies which are needed to obtain free energies at the 
DFT level of theory. The free energies can be expected to be dominated by the electronic 
energy, as shown in the recent work of Harvey et al.17; therefore the difference in free 
activation energies (ΔΔG) may be approximated by the difference in activation energies 
(ΔEa). 
2.4 Asymmetric reduction of C=O bonds using ruthenium complexes 
with BINAP  
In organometallic asymmetric catalysis, an appropriate combination of a metal 
species and chiral ligands is crucial to synthesising high-performance catalysts for 
asymmetric hydrogenation. The electron-donating organic ligands enhance the hydride-
donating ability of the catalyst. In addition, the stereochemical control of attractive or 
repulsive interactions has a crucial influence on attaining a high catalytic activity. 
Noyori and co-workers pioneered the development of the ruthenium-based 
diphosphine-diamine complexes as effective and efficient catalysts for the selective 
hydrogenation of ketones18. The most commonly-used diphosphine and diamine ligands of 
the Noyori-type catalysts are BINAP [(S or R)-2,2'-bis(diphenylphosphino)-1,1'-
binaphthyl]19, DPEN [(S,S or R,R)-1,2-diphenylethylenediamine] and their derivatives18a,20. 
BINAP is a fully aromatic, axially dissymmetric C2-chiral diphosphane which has strong 
steric and electronic effects, resulting from well-designed phosphine ligands, on transition-
metal complexes. The structures of (S)-BINAP and (R)-BINAP are displayed in Scheme 
2.2.  
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The chiral diphosphine and diamine ligands act in a cooperative manner to improve 
activity and control enantioselectivity21, and their modification allows the generation of 
efficient and tuneable hydrogenation catalysts8a. For example, in Scheme 2.3, when using 
identical (S,S)-DPEN diamine, [1a/2a] (S-XylBINAP/S,S-DPEN) is able to reduce 
acetophenone (ACP) to (R)-phenylethanol with an enantiomeric excess (ee) of 99%22, 
whereas when the reaction is catalysed by either [1b/2a] (S-TolBINAP/S,S-DPEN) or 
[1c/2a] (S-BINAP/S,S-DPEN), the ee decreases to 82%23 and 83%24 respectively, the 
ligands differing only in the position of the methyl group on the aryl rings. However, upon 
alteration of the diamine by fixing (S)-TolBINAP, the reaction catalysed by [1b/2b] (S-
TolBINAP/S,S-DMDPEN) affords the (R)-phenylethanol in only 22% ee25, whilst the 
reactions catalysed by [1b/2c] (S-TolBINAP/S-DMAPEN) and [1b/2d] (S-TolBINAP/ 
R-DMAPEN) generate (S)-phenylethanol in 43% and 91% ee respectively25. As with 
[1b/2d], but on extending alkyl groups on R4, [1b/2e] and [1b/2f] generate 
(R)-phenylethanol in 31% and 26% ee respectively25. Replacing the hydrogen in the position 
X of RuH2[(R)-BINAP][(R)-DPEN] (Scheme 2.3) in 1c with Cl (3b), Me (3c), Br (3d) and 
P(O)(OH)2 (3e), generates (S)-phenylethanol in 83%, 86%, 90%, 89% and 97% ee 
respectively. 
 
 
 
Scheme 2.2:  Illustration of (S)-BINAP and (R)-BINAP. 
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Scheme 2.3:  Asymmetric hydrogenation of acetophenone catalysed by trans-
[RuH2(diphosphine)(diamine)] complexes. 
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2.4.1 Mechanisms 
The mechanism of this type of hydrogenation has been well characterised by 
several research groups using methods that include kinetics of product formation26, 
deuterium exchange studies27, computational studies17,28 and stoichiometric reactions of 
intermediates and model compounds29. Among all of the possible mechanisms reported in 
the hydride transfer step, the metal-ligand bifunctional mechanism I in an outer-sphere 
fashion35,37,44,51-53 ― proposed by Noyori and co-workers ― is widely accepted to be 
responsible for the high enantioselectivity in the hydrogenation of prochiral ketones 
catalysed by the RuH2(diphosphine)(diamine) complexes
30. Specifically, this mechanism 
(Scheme 2.4) shows that the ketone coordinates to the outer coordination sphere of the 
dihydride metal complex, and the nucleophilic metal-bound hydride and the protic 
hydrogen on the nitrogen are transferred simultaneously to the carbon and oxygen of the 
ketone respectively, via a six-membered pericyclic transition state (TS), although we note 
that some recent studies considered the possibility of forming a partial Ru-O bond in the 
hydride transfer for a transition state (Mechanism II in Scheme 2.4)29a. The 18-electron 
hydride-amino metal complex consequently becomes a 16-electron hydrido-amido metal 
species, which then undergoes a rate-determining heterolytic splitting of dihydrogen 
directly over the Ru-amido bond along three possible transition states: a four-membered 
pericyclic transition state (Mechanism i in Scheme 2.4)26d,30d,31, a proton shuttle involving 
the alcohol solvent (Mechanism ii in Scheme 2.4)26d, or deprotonation of a cationic 
dihydrogen complex by the alcohol solvent (Mechanism iii in Scheme 2.4). Regarding the 
effect of the solvent, it has been shown in previous computational studies32 that solvent 
molecules could be involved in the proton transfer step between the N and O(=C) atoms, 
suggesting that the hydride and proton transfers in the metal-ligand bifunctional 
mechanism may not be entirely concerted. However, there is no evidence of the direct 
involvement of solvent molecules during the hydride transfer between Ru(-H) and C(=O) 
atoms. A previous study has shown that the hydride-transfer between Ru(-H) and C(=O) 
atoms occurs first; therefore it is the hydride-transfer step that controls the 
enantioselectivity in the ketone hydrogenation reactions28a. Following previous 
computational work28a28c, in the present study we focus on Mechanisms I and i.  
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Scheme 2.4:  Possible mechanisms for the hydrogenation of ketones using the trans-
[Ru(II)H2(diphosphine)(diamine)] complexes. 
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The aforementioned mechanisms occur in a neutral environment. Okuma 
proposed a catalytic cycle of hydrogenation of ketones using the Ru(II)H2(TolBINAP)  
(1,2-diamine) complex25, shown in Scheme 2.5. The catalyst precursor 
RuXY(TolBINAP)(DPEN) A (X, Y = Cl, Cl or η1-BH4, H) is converted to 
[RuH(TolBINAP)(DPEN)]+ B in 2-propanol with or without alkaline base. B and H2 
reversibly form a cationic complex C, followed by deprotonation resulting in the active 
complex D. A ketone is rapidly reduced by D to generate the alcohol and a 16-electron 
amide species E in the presence of an alcoholic solvent and then regenerates species B, 
while E partially returns to D by the reaction with H2. The reaction is expected to proceed 
through a transition state F from D to E using the same metal-ligand bifunctional 
mechanism with a six-membered pericyclic ring. 
                   
Scheme 2.5:  A catalytic cycle for the hydrogenation of ketones catalysed by the trans-
Ru(II)H2(TolBINAP)(1,2-diamine) complex
25 (X and Y can both be Cl or η1-BH4 and H; 
P-P is (S)-TolBINAP; NH2-NR2 is 1,2-diamine and R is H[(S,S)-DPEN] or CH3[(R)-
DMAPEN]). 
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2.4.2 Earlier computational studies 
The aforementioned examples show that the ee varies significantly even with minor 
changes on the ligands. Therefore, it is desirable to establish an in silico method to 
understand and predict the most suitable choice of ligands for such an important 
asymmetric hydrogenation. Computational approaches have previously proved to be a 
powerful tool for investigation of the mechanism and origin of enantioselectivity in 
asymmetric reactions without using vibrational calculations1617,33. These studies used 
density functional theory (DFT) of the type which will be employed in the thesis.  
A simplified model has been used for investigating the metal-ligand bifunctional 
mechanism in the asymmetric H2 hydrogenation or hydrogen transfer, using Noyori-type 
catalyts at different levels of theory30d,30f,34. However, different theoretical methods afford 
different calculated activation energies. For example, as reported by Yamakawa et al. for the 
hydrogenation transfer reaction between formaldehyde and methanol, catalysed by the 
RuH(NH2CH2CH2Y)(η6-benzene) (Y = O or NH), the calculated activation energy (Ea) at 
the MP4 level (15.8 kcal/mol) is approximately 11 kcal/mol higher than the Ea at the 
B3LYP level (4.7 kcal/mol)30f. For the same reaction, a pseudopotential/plane-wave DFT 
study by Handgraaf et al. gives the Ea as 2.0 kcal/mol at the BLYP level of theory
33b. 
Likewise, for the hydrogen transfer in the formaldehyde/methanol reaction catalysed by 
the Ru-arene complexes, the Ea calculated at the MP4 (6.9 kcal/mol) and B3LYP  
(1.5 kcal/mol) levels are obviously different. These inconsistencies imply a sensitivity of the 
activation energy to the level of theory used. To enhance the degree of reliablility of 
computational investigation and predictions in the asymmetric hydrogenation using 
Noyori-type catalysts, it is necessary to make a careful choice of the most appropriate 
computational technique.  
Di Tommaso et al. presented a systematic and comparative DFT study on a 
simplified Ru(diphosphine)(diamine)-catalysed hydrogen transfer ketone/alcohol reaction, 
employing a selected set of generalized-gradient-corrected (GGA), hybrid meta-GGA and 
hybrid DFT (HDFT) exchange-correlation functionals — a detailed discussion of these 
approaches is given in Chapter 3. The results show that all of these methods agree in 
predicting that the forward hydrogen transfer acetone/i-Propyl alcohol reaction via the 
metal-ligand bifunctional mechanism has a low energy barrier (≤4 kcal/mol). The DFT 
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results also agree with higher level MP2 calculations. For the hydride transfer step, the 
results show that the transition states are sensitive to the exchange-correlation functional 
and basis set employed, in particular, the (Ru-)H···C(=O) internuclear distance. 
Balancing computing time and accuracy, this work concluded that, for this catalytic 
system [ketone + RuH2(diphosphine)(diamine)], the calculated activation energy in the 
hydrogen transfer step in the acetone/i-propyl alcohol reaction catalysed by the trans-
RuH2(PH3)2(en) complex at the PBE/DNP level (at 2.15 kcal/mol) is sufficiently reliable, 
giving a result that is similar to the activation energy at the B3LYP/6-311++G(2df,2pd) 
and LANL2/(4s,4p,3d,1f) levels (at 2.55 kcal/mol). 
One of the very important contributions from the previous work is the 
establishment of four possible reaction pathways (Q1, Q2, Q3 and Q4) based on the metal-
ligand bifunctional mechanism (Scheme 2.6), which can have different stereochemical 
consequences. This mechanism suggests that the carbonyl carbon of the ketone interacts 
with the hydride bonded to the central metal and the oxygen of the ketone interacts with 
the proton bonded to the nitrogen. As the ketone approaches the complex, there are four 
proposed pathways. (Figures 2.4 and 2.5 illustrate the Q1 and Q2 pathways, and the Q3 
and Q4 pathways respectively with the subsequent stereochemical configurations of the 
alcohol product, phenylethanol.) 
 
         
 
Scheme 2.6:  Definition of four possible reaction pathways with the subsequent 
stereochemical (R)- or (S)-configurations of the alcohol product in ketone hydrogenation 
using the Noyori-type catalysts, based on the metal-ligand bifunctional mechanism28a,28b. 
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Figure 2.4:  Definition of two of the possible reaction pathways, Q1 and Q2, with the 
subsequent stereochemical (R)- or (S)-configurations of the alcohol product, 
phenylethanol. 
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Figure 2.5:  Definition of two of the possible reaction pathways, Q3 and Q4, with the 
subsequent stereochemical (R)- or (S)-configurations of the alcohol product, 
phenylethanol. 
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In addition, a specific reaction with a very high ee (99%) in enantioselective 
hydrogenation of acetophenone (ACP) catalysed by RuH2[(S)-XylBINAP)][(S,S)-DPEN] 
was selected to explore the factors controlling enantioselectivity. Based on the metal-ligand 
bifunctional mechanism, the ketone should approach the complex along the Q1, Q2, Q3 
and Q4 pathways, and their energy profiles were computed28a,28b. These are shown in 
Figure 2.628a, which illustrates the variation in the calculated energy of system [ACP +  
{(S)-XylBINAP}{(S,S)-DPEN}] with respect to the pseudo reaction coordinate  
(Ru-)H···C(=O) distance. The energies of the transition states relative to that at a                
(Ru-)H···C(=O) distance of 9 Å are –7.61 kJ/mol for Q1, 9.58 kJ/mol for Q2, 25.70 
kJ/mol for Q3 and 35.36 kJ/mol for Q4. The four pathways reveal very different energetic 
trends. Because the reaction must proceed along the lowest energy saddle point, it is 
evident that Q1, producing the (R)-alcohol, is the most favourable pathway, which is in 
agreement with experiment. For the Q3 and Q4 pathways, the energies of transition states 
are much higher than those along Q1 and Q2; moreover, no obvious energy minima along 
the reaction coordinates are observed. In contrast, two distinct minima at 3.75 Å and 2.5 Å 
are observed in the case of Q1 and a single minimum at 3.75 Å is observed in the case of 
Q2. A rationalisation of the differences in ee in the hydrogenation of ACP catalysed by the 
RuH2(diphosphine)(diamine) complexes has been proposed in terms of steric repulsion, 
electronic effects and CH/π and NH/π interactions17,28a,28b. These interations will be 
discussed in more detail in Chapter 4.  
These earlier computational studies focused only on the effect of diphosphine on 
enantioselectivity, whilst the present study systematically investigates the effect of structural 
changes in both the diphosphine and diamine ligands. We aim to establish a relationship 
between enantioselectivity and calculated activation energy on the basis of the metal-ligand 
bifunctional mechanism in the asymmetric hydrogenation catalysed by the ruthenium 
complexes with varying substituents on either the phosphine or amine ligand. We will also 
attempt to clarify the origin of the first peak before the occurrence of the transition state 
along Q1 shown in Figure 2.5; this aspect will be discussed in Section 4.3.2. 
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Figure 2.6:  Reaction coordinate diagram of system [ACP + RuH2{(S)-XylBINAP}{(S,S)-
DPEN}] along the pseudo coordinate (Ru-)H···C(=O) internuclear distance for each 
possible pathway (Q1, Q2, Q3 and Q4), computed at the DFT-PBE level of theory28a,28b. 
2.5 Asymmetric Reduction of C=N Bonds 
We now turn to discuss the asymmetric reduction of C=N bonds. Chiral amines 
are very important and useful intermediates in synthesising new pharmaceuticals,  some of 
which are illustrated in Scheme 2.7, but this field has not been as intensively studied as 
asymmetric reduction of C=O bonds and there are still many challenges to overcome. In 
this study, we only focus on the mechanistic aspects of producing achiral amine products. 
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Scheme 2.7:  Examples of chiral amine pharmaceutical drugs35. 
 
2.5.1 Reductive Amination 
To produce amines, reductive amination36 ― the conversion of carbonyl groups, i.e., 
ketones or aldehydes, to amines via an imine with a reductant in a one-pot fashion (Scheme 
2.8) ― is one of the most practical green syntheses applied widely in biotechnology, 
materials science, agrochemicals, and pharmaceuticals1b,37.  
 
Scheme 2.8:  Reductive amination. 
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In classical syntheses, reductive amination usually involves heterogeneous 
hydrogenation reactions using toxic hydrogen sources, such as NaBH3CN, and involving 
the generation of excessive waste36,38. The asymmetric reductive amination, although a very 
important reaction, is still under-developed. Even the reduction of the imine intermediate 
by transfer hydrogenation is still rare. Over the past decade, only a small number of 
homogeneous catalysts and enzymes that allow for enantioselective reductive amination 
have been developed and these can only be applied to limited substrates39.  
2.5.2 Iridium(III) cyclometalated complexes applied to reductive 
amination 
The asymmetric transfer hydrogenation of imines has begun to attract attention. 
However, until now, only a few combinations of ligands with the catalyst perform well for 
the asymmetric transfer hydrogenation of C=N double bonds. Cyclic imines can be 
reduced by M-TsDPEN-type complexes with high ees40. In contrast, the methods of 
producing acyclic imines seem to be more challenging in transition metal catalysis and most 
acyclic ketimines are difficult to synthesise, which therefore enhances the attraction of 
reductive amination.  
In 2011, Xiao and co-workers developed a set of air-stable cyclometalated imido 
Ir(III) complexes which are capable of catalysing transfer hydrogenative, reductive 
amination with safe and inexpensive formate, affording a high chemoselectivity and activity 
when applied to a broad range of substrates1b. Data relating to the reduction of aliphatic 
ketimines using the cyclometalated iridium complexes and [Cp*IrCl2]2 are shown in    
Figure 2.7. Reactions were conducted on a 1 mmol scale at S/C=4000 with 1 mL F/T in 3 
mL CF3CH2OH1b. These results reveal that complex 1 affords a conversion of greater than  
99% in 30 mins in trifluoroethanol, providing a turnover frequency of 1.9 × 104 h-1 ― the 
highest activity ever reported in the transfer hydrogenation of imine. The more electron-
rich complex 2 shows a slightly lower activity. In contrast, complex 3, derived from a 
saturated amine, displays the lowest activity. These results demonstrate a clear relationship 
between the efficiency of the conversion and the nature of the different electron-donating 
and withdrawing functionals groups on the iridium(III) cyclometalated complexes. The 
proposed mechanisms of this catalysis will be discussed in detail in Chapter 6.  
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Figure 2.7:  Reduction of aliphatic ketimine (above) with the cyclometalated iridium 
complexes and [Cp*IrCl2]2. Reactions were conducted on a 1 mmol scale at S/C=4000 with 
1 mL F/T in 3 mL CF3CH2OH1b. 
2.6  Summary 
It is clear that the fields of asymmetric hydrogenation by ruthenium-based catalysts 
and reductive amination by iridium complexes pose considerable mechanistic challenges. 
The main aim of this thesis is to explore these mechanisms using the computational 
techniques which are discussed in the next chapter.  
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Chapter 3 Computational Methodology 
By fusing chemical, physical and mathematical principles, computational modelling 
is capable of characterising, interpreting and predicting the structures and properties of 
molecules and materials at the atomic level, and has become an important and commonly-
used tool in contemporary scientific research. In this thesis, density functional theory (DFT) 
has been applied in order to understand the mechanisms of organometallic hydrogenations 
catalysed by ruthenium-, iron- and iridium-based catalysts. In this chapter, basic electronic 
structure theory is summarised briefly before introducing DFT, exchange-correlation 
functionals, pseudopotential methods, techniques for geometry optimisation and locating 
transition state structures, and details of the computational recipe. 
3.1 Electronic structure theory 
Electronic structure theory describes electrons in atoms and molecules in terms of 
quantum mechanics, which postulates that the physical and chemical properties of a system 
may be obtained by solving the Schrödinger equation. Quantum mechanics explains the 
wave-particle duality of matter; solution of the Schrödinger equation yields the 
wavefunction of a system, Ψ. The particle probability density is given by Ψ*( xG )Ψ( xG ) at 
coordinate xG . The time-dependent Schrödinger equation ݅԰ డఅడ௧ ൌ ĤΨ  gives the time 
evolution behaviour of the wavefunction. Ignoring relativistic effects, the theory is exact. In 
most applications, including those in the thesis, the time-independent Schrödinger equation 
is used: 
ĤΨ = EΨ,                                                             3.1 
where Ĥ is the Hamiltonian operator corresponding to the kinetic and potential energies, 
and E is the total energy of the system. 
For a polyatomic system constituting Nn nuclei and Ne electrons, the many-body 
time-independent Schrödinger equation in the non-relativistic regime can be written as: 
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1 2 1 2 1 2 1 2
ˆ ( , ,..., , , ,..., ) ( , ,..., , , ,..., )Ne Nn Ne NnH r r r R R R E r r r R R RΨ = Ψ
G G G G G GG G G G G G
,            3.2 
where ir
G
 stands for the coordinate of the ith electron and iR
G
stands for that of the ith 
nucleus. The non-relativistic Hamiltonian operator is the sum of the kinetic and potential 
operators of all the particles in the system and can be expressed as follows: 
 
ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( , )e ee n nn enT r V r T R V R V r R= + + + +
G G GG G G
.                          3.3 
The first two terms correspond to the electronic kinetic energy and potential energy 
operators for electron-electron repulsion. The third and fourth terms represent the same 
physical quantities for the nuclei. The fifth term is the potential energy operator for the 
electron-nuclear attraction, which couples the dynamics of the nuclear and electronic 
systems. However, the Schrödinger equation can only be solved exactly for hydrogen 
atoms and other one-electron systems, while for larger systems, approximations are needed.  
3.1.1 The Born-Oppenheimer approximation 
The Born-Oppenheimer approximation exploits the fact that the mass of a nucleus 
is ca. 103 times larger than that of an electron, which allows us to address the dynamics of 
the electronic system separately from that of the nuclear system by viewing the latter as 
static. As a result, electrons adjust to positions of nuclei instantaneously after any change in 
nuclear positions. The Hamiltonian for the system composed of both nuclei and electrons 
is thus simplified as below: 
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ˆ ˆ ˆ( ) ( ) ( , )e ee enT r V r V r R= + +
GG G G
                                             3.4 
This gives an electronic Schrödinger equation: 
ˆ ( ) ( , ) ( ) ( , )ee e eH R r R E R r RΨ = Ψ
G G G GG G
,                                 3.5 
where R
G
 and r
G
 are the coordinates of the nucleus and electron respectively. Ee is the 
electronic energy in the field of the nuclei and Ψe is the corresponding electronic wave 
function.  
The above equation shows that both the motion and the energy of the electrons 
depend on the nuclear coordinates. In determining the lowest energy conformation of the 
system, the differential of the energy with respect to nuclei coordinates (the force) is used 
to propagate the nuclei to their new positions. The nuclei are fixed and the electronic 
problem solved again. This optimisation is carried out iteratively until certain convergence 
thresholds are reached. As discussed later, second derivatives may also be used in the 
optimisation process.  
Although the Born-Oppenheimer approximation reduces the complexity of the 
Schrödinger equation, the electron-electron interaction term is complicated. As noted, for 
most electron systems, there are no analytic solutions. Moreover, the motion of electrons is 
correlated. According to the Pauli exclusion principle, electrons with parallel spin repel 
each other more than can be accounted for by Coulomb repulsion. The Hartree-Fock 
approach seeks to simplify this by introducing a mean field approximation where an 
external field replaces the effects of all the other electrons. DFT also reduces the 
dimensionality of the problem by treating the many-body problem in terms of the electron 
density. 
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3.2 The Hartree and Hartree-Fock Approximations 
In the Hartree equation, the Hamiltonian of a system constituting N particles is the 
sum of one-particle Hamiltonians and the total wavefunction is the product of the 
wavefunctions of all particles41: 
ˆˆ ( )
N
i
H h i=∑  ,                                                     3.6 
1 1 2 2 1 1 2 2( , ,..., ) ( ) ( )... ( )N N N Nrs r s r s rs r s r sΨ = Ψ Ψ Ψ
G G G G G G
,                         3.7 
where hˆ is the one-particle Hamiltonian and si is the spin of the ith electron. Hence, the 
Schrödinger equation for one particle can be written as below: 
21( ) ( ) ( )
2 r
V r s E r s− ∇ + Ψ = ΨG G G .                                       3.8 
The Hartree approximation has a major shortcoming ― the many-particle 
wavefunction of the electrons does not obey the Pauli principle, which prohibits two 
electrons from occupying the same quantum state. By ignoring this principle, the Hartree 
approximation in general underestimates the average distance between electrons whilst 
overestimating the average repulsion between them, thus overestimating the total energy. 
To obey the Pauli principle, the many-particle wavefunction must be antisymmetric with 
respect to the exchange of electrons with the same spin; this can be formulated using the 
Slater Determinant. This approach was proposed by V. Fock, and is known as the Hartree-
Fock approximation42.  
As noted, the electron-electron interaction is described using a mean field theory. 
The Hartree-Fock theory provides an inadequate treatment of the correlation between the 
motions of the electrons within a molecular system, particularly interactions arising 
between electrons of opposite spin. The major correlation effects arise from pairs of 
electrons with the same spin, which is termed the exchange interaction, but the motion of 
electrons of opposite spin remains uncorrelated under the Hartree-Fock theory. Any 
method which goes beyond the Hartree-Fock theory in attempting to treat this 
phenomenon properly is known as an electron correlation method or a post-Hartree-Fock 
method, e.g., the Configuration Interaction (CI)43, the Møller-Plesset (MP) perturbation 
theory44 and the Coupled-Cluster (CC) method45. 
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3.3 Density functional theory (DFT) 
3.3.1 Thomas-Fermi theory 
DFT is a method based on the concept of using electron density instead of the 
wavefunction to determine properties of the system. In the late 1920s46, the Hartree 
approximation was reformulated in terms of electron density, proposed independently by 
Thomas and Fermi, and named Thomas-Fermi theory90,91, which was the first primitive 
quantum mechanical approach applied to many-body electronic structure calculations of 
molecular and condensed matter systems. In this theory, the kinetic energy is locally 
approximated by that of a non-interacting homogeneous electron gas with the same density. 
Later, using the same approximation, Dirac introduced the exchange term into this model47. 
However, a breakthrough was made by P. Hohenberg and W. Kohn in 196448, who 
showed that the ground-state energy and all other ground-state electronic properties were 
uniquely defined by the electron density. Basing the energy on the total electron density 
means that there are fewer degrees of freedom to consider in the DFT method. This 
approach has become popular because of the favourable compromise between accuracy 
and computational cost, allowing the treatment of large many-electron systems. 
3.3.2 Hohenberg-Kohn theorems 
In 1964, Hohenberg and Kohn proposed two theorems that used the density as the 
basic variable in determining the total energy of an interacting many-body system49. The 
first theorem demonstrated a one-to-one correspondence between the many-body 
wavefunction ( )rΨ G  in the ground state and the electron density ( )rρ G in the ground state. 
The total energy of a system can be written as a functional of electron density,
 ( )rρ
G : 
[ ( )] ( ) ( ) [ ( )]extE r V r r dr F rρ ρ ρ= +∫G G G G .                                    3.9 
The first term, ( ) ( )extV r r drρ∫ G G , arises from the interaction of the electrons with an 
external potential. In the Born-Oppenheimer approximation, ( )extV r
G  represents the 
Coulomb interaction between the electrons and nuclei. The second term, [ ( )]F rρ G , is the 
sum of the kinetic energy of the electrons and the potential energy of the electron-electron 
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interactions. However, the exact form is unknown. Because the expression for the Hartree 
energy as a functional of the density is known, [ ( )]F rρ G  then could be written as: 
[ ( )] [ ( )] [ ( )]H unknownF r E r E rρ ρ ρ= +
G G G
,                                          3.10 
where [ ( )]HE rρ
G
 is the Hartree energy and [ ( )]unknownE rρ
G
 is an unknown universal function 
of the density independent of the external potential. The total energy can be re-written as: 
[ ( )] ( ) ( ) [ ( )] [ ( )]ext H unknow nE r V r r dr E r E rρ ρ ρ ρ= + +∫G G G G G .              3.11 
The second Hohenberg-Kohn theorem proved that the exact ground-state energy of the 
electronic system corresponds to the global minimum of [ ( )]E rρ G , and the electron density
( )rρ G  which minimises this functional is the exact ground-state electron density 0 ( )rρ G .  
3.3.3 Kohn-Sham equations 
The second landmark in the development of DFT was by W. Kohn and L. J. Sham 
(1965)50, who suggested a practical method to obtain the ground-state electron density. 
Kohn and Sham suggested that [ ( )]F rρ G  can be recast as the sum of the three terms: 
[ ( )] [ ( )] [ ( )] [ ( )]KE H XCF r E r E r E rρ ρ ρ ρ= + +
G G G G
,                            3.12 
where [ ( )]KEE rρ
G is the kinetic energy, [ ( )]HE rρ
G is the electron-electron Coulomb energy 
and [ ( )]XCE rρ
G is the sum of the contributions from the exchange and correlation 
interactions. The ground-state electron density ( )rρ G  is given by: 
( ) ( ) 2
1
rnr i
n
i
i
GG ϕρ ∑
=
=
,                                                     3.13
 
where ni is the occupation number of the ith state and ( )i rϕ G  is a Kohn-Sham orbital. 
The first term in equation 3.12, [ ( )]KEE rρ
G , is defined as the kinetic energy of a system of 
non-interacting electrons with the same density as the real system: 
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2
[ ( )] ( )( ) ( )
2
N
KE i i
i l
E r r r drνρ ψ ψ
=
= −∑∫
GG G G
,                                  3.14
 
where iν
G
 is the velocity of the ith electron. 
The second term, [ ( )]HE rρ
G , is the Hartree energy. In the Hartree approach, this electronic 
energy arises from the classical interactions between two charge densities when summed 
over all possible pairwise interactions, giving: 
1 2
1 2
1 2
( ) ( )1[ ( )]
2 | |H
r rE r dr dr
r r
ρ ρρ =
−
∫∫
G GG G G
                                   3.15
 
The last term [ ( )]XCE rρ
G  has contributions from not only exchange and correlation, but 
also from the difference between the true kinetic energy of the interacting system and the 
kinetic energy of the non-interacting system. The following section will introduce some 
commonly used exchange-correlation functionals. 
3.4 Exchange-correlation functionals 
In the earlier section we introduced the Kohn-Sham equations which in principle 
allow an exact treatment of the total electronic energy of an atomic or molecular system. 
Our ignorance of the exact exchange and correlation contributions is expressed in the 
exchange-correlation term, [ ( )]XCE rρ
G . Appropriate approximations for [ ( )]XCE rρ
G  have 
been the subject of intense study and development. Indeed, there are now many different 
types of functionals available that are more or less appropriate for particular systems. In 
this thesis, we discuss the local density approximation (LDA), the generalised gradient 
approximation (GGA) and hybrid exchange correlation functionals. 
3.4.1 Local Density Approximation (LDA) 
The LDA is based on the known exchange-correlation energy of a uniform electron 
gas. The LDA functional is dependent only on the value of the density ( )rρ G  at a specific 
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point in space rG , emphasising the local nature of this approach. In the LDA, the 
exchange-correlation potential Vxc can be separated into exchange and correlation parts.  
The exchange contribution to εX can be obtained analytically95, giving: 
1/33 3( )
4X
n
ε ρ
π
⎛ ⎞
= ⎜ ⎟⎝ ⎠   ,                                                 3.16 
while the correlation contribution is obtained through analytic interpolation of accurate 
values obtained using quantum Monte Carlo calculations by Ceperley and Alder in 198051. 
The correlation term of the LDA functionals used at the present depends on the 
parameterisation of these results, one of the most commonly-used of which was proposed 
by Perdew and Zunger in 198150, and will be discussed later.  
The LDA is strictly applicable to the homogeneous electron gas, but may be useful 
in solid systems, although the LDA functional usually leads to the underestimation of bond 
lengths and results in a significant error in the cohesive energy under most circumstances. 
To improve the accuracy for inhomogeneous systems we consider the gradient of the 
electron density at each point as well as the density; this approach is called the generalised 
gradient approximation (GGA). 
3.4.2 Generalised Gradient Approximation (GGA) 
As noted, the GGA adds a dependence on the gradient of the density52. The 
exchange-correlation energy is now written as: 
( ) ( ) ( )( ) ,GGAXC XCE r r r r drρ ρ ε ρ ρ= ∇⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∫G G G G .                                 3.17 
One of the most commonly-used non-empirical GGA functionals is the PBE (Perdew-
Burke-Ernzerhof)53 functional. When using the GGA, many computed properties are 
improved compared with LDA, such as geometries and the ground-state energy of 
molecules5354.  
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3.4.3 Hybrid Functionals 
Hybrid functionals include a proportion of exact exchange from the Hartree-Fock 
theory. The exact exchange energy functional is expressed in terms of the Kohn-Sham 
orbitals instead of the electron density. Two of the most commonly-used hybrid 
functionals are B3LYP (Becke, 3-parameter, Lee-Yang-Parr)55 and PBE056. 
The B3LYP hybrid exchange-correlation functional is shown below: 
3
0 ( ) ( ) ( )
B LYP LDA HF LDA GGA LDA GGA LDA
x c c cX X X XXC XCE E a E E a E E a E E= + − + − + − ,      3.18 
where the three empirical parameters 0a =0.20, xa =0.72 and ca =0.81 are determined by 
fitting to a set of measured atomisation energies55b. HFXE is the Hartree-Fock exact 
exchange energy. G G AXE and 
GGA
cE are the exchange functional of Becke 88
57 and the 
correlation functional of Lee, Yang and Parr55c respectively. LDAcE  is the correlation 
functional of the VWN local-density approximation58.  
In 1996, Adamo56a modified the pure Perdew-Burke-Ernzerhof functional with 25% 
Hartree-Fock exchange and 75% PBE exchange, which is known as PBE0, given below: 
0 1
4
( )PBE GGA HF GGAX XXC XCE E E E= + − .
                                  3.19 
PBE0 affords good accuracy for molecular structures and properties as well as 
energies56a. 
3.5 Dispersion corrected density functional theory (DFT-D) 
DFT is now a very widely-used method for electronic structure calculations in 
quantum chemistry. However, a general shortcoming of common GGA and hybrid 
functionals, is that they cannot describe long-range electron correlations that are 
responsible for van der Waals (vdW) or dispersion forces. DFT-D techniques allow for an 
effective description of dispersion forces within the framework of DFT by adding a semi-
empirical correction term into Kohn-Sham equations59. In this model, the long range 
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dispersion interaction is proportional to C6/R6. Further improvement can be achieved by 
introducing a scaling parameter to fit the contribution of dispersion with the exchange 
repulsion of the Kohn-Sham term. A damping function is also employed to exclude the 
correction at short distances where interactions are well-described by DFT. The equation is 
shown below:  
                                            DFT D DFT dispE E E− = +  
,                   3.20 
where ijr
G  is the atom-atom distance vector, S6 is a functional-dependent scaling parameter, 
d is a parameter which tunes the steepness of the damping function and C6 represents a 
semi-empirical parameter.  
3.6 Basis sets 
Although there is no exact analytical solution to the time-independent Schrödinger 
(equation 3.2) for systems containing more than one electron, approximate solutions can be 
obtained using standard numerical techniques ― building the total wavefunction from a 
basis set of mathematical functions capable of reproducing critical properties of the system. 
An individual molecular orbital can be expressed as60: 
,                                                           3.21 
where (r)μχ are the basis functions and the cμi are the molecular orbital coefficients. 
Molecular orbitals are therefore expressed as linear combinations of a pre-defined set of 
one-electron functions commonly centred on the atomic nuclei so they bear some 
resemblance to atomic orbitals. The basis set can be interpreted as restricting each electron 
to a particular region of space. Larger basis sets impose fewer restrictions on electrons and 
more accurately approximate exact molecular orbitals, but more computational resources 
are required. 
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3.6.1 Slater-type and Gaussian-type functions 
There are two types of basis functions commonly used in electronic structure 
calculations currently: Slater-type functions and Gaussian-type functions, which are introduced in 
the following sections. The Slater-type functional form is expressed as61: 
1
, , , ,( , , ) ( , ) n rn l m l mr N r eY ζζ θ ϕχ θ ϕ − −= ,                          3.22 
where N is a normalisation constant, Yl,m(θ,φ) are spherical harmonic functions, r is the 
distance of the electron from the atomic nucleus, n is the principal quantum number and ζ 
is a constant associated with the effective charge of the nucleus. When considering a very 
small set of functions per atom, Slater-type functions can give superior energies. However, 
when the number of functions per atom increases, the time to evaluate molecular integrals 
is costly. Nowadays, most polyatomic calculations are conducted by using Gaussian-type 
functions, which can be expressed in terms of polar or Cartesian coordinates:  
22 2
, , , ,( , , ) ( , ) n l rn l m l mr N r eY ζζ θ ϕχ θ ϕ − − −=  
    
2
, , , ( , , ) yx zx y z
ll l r
l l l x y z N x y z e ζζχ −= .                               3.23 
The sum of lx, ly and lz determines the type of orbital. The r2 dependence in the exponential 
makes the Gaussian-type functions inferior to the Slater-type functions in two aspects: 
firstly, at the nucleus, a Gaussian-type function has a zero slope but a Slater-type function 
has a cusp; therefore Gaussian-type function cannot describe the behaviour of electrons 
near the nucleus. Secondly, Gaussian-type functions fall too rapidly as the distance from 
the nucleus increases; therefore the tail of the wavefunction is a worse approximation. 
However, increasing the number of Gaussian basis functions can achieve a reasonable 
accuracy to evaluate integrals within an acceptable time; thus Gaussian basis functions are 
more widely used in electronic structure calculations. Standard basis sets are usually 
classified as discussed below62. 
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3.6.2 Classification of basis sets 
A minimal basis set contains the minimum number of basis functions needed to 
describe all of the electrons in a neutral atom. For example, a single s-function (1s) would 
be required for hydrogen and helium; two s-functions (1s and 2s) and one set of p-function 
(2px, 2py and 2pz) would be required for the first-row elements in the periodic table. 
Lithium and beryllium only require two s-functions, but a set of p-functions is usually 
included. Three s-functions (1s, 2s and 3s) and two sets of p-functions (2p and 3p) would 
be required for the second-row elements. Minimal basis sets are usually used to give a quick 
and rough result in the first place since they are much cheaper than larger basis sets. The 
most common minimal basis set is STO-nG63 in which a linear combination of n Gaussian-
type functions is used to represent each orbital. It has been shown that at least three 
Gaussian-type functions are needed to properly represent one Slater-type function. In 
general, the results obtained when using STO-3G are only slightly different from those 
using the larger minimal basis sets with more Gaussian-type functions, although for 
hydrogen-bonded complexes, STO-4G can perform considerably better.  
The next level of accuracy can be achieved by doubling the number of basis 
functions; this results in the Double Zeta (DZ) type basis64. (The term “zeta” is derived from 
the exponent of the Slater-type basis functions.) A DZ basis uses two s-functions (1s and 
1s) for hydrogen; four s-functions (1s, 1s′, 2s and 2s′) and two sets of p-functions (2p and 
2p′) for the first-row elements; six s-functions (1s, 1s′, 2s, 2s′, 3s and 3s′) and four sets of p-
functions (2p, 2p′, 3p and 3p′) for the second-row elements. The DZ basis is superior 
because it better accounts for the anisotropy of the electron distribution. 
Chemical bonding occurs between valence orbitals and rarely involves the core 
orbitals. As such, the double zeta approach can be improved by doubling the number of 
functions used to describe the valence orbitals but keeping a single function for the core 
orbitals; this is called split valence basis65, and is abbreviated as VDZ (valence double zeta).  
Simply increasing the number of functions, such as triple zeta (TZ),64a,66 does not 
always enhance the level of accuracy. In particular, when atoms are close together, their 
charge distribution leads to a polarisation effect, in which s-orbitals tend to have the 
characteristics of p-orbitals and p-orbitals tend to have the characteristics of d-orbitals. 
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Consequently, for molecules with a strongly non-isotropic charge distribution, triple zeta or 
quadruple zeta can still yield incorrect results. The most common solution to this charge 
distribution problem is to incorporate polarisation functions, which have a higher angular 
quantum number corresponding to p-orbitals for hydrogen and d-orbitals for the first- and 
second-row elements. 
However, the aforementioned basis sets cannot cope with an atom in anionic or 
excited states, or molecules consisting of lone pairs, which have an increased amount of 
electron density away from the nuclear centre. In order to describe the tail of the 
wavefunction, diffuse functions62b,67 with spatially extended s- and p-functions are required. 
3.6.3 Numerical basis sets  
Here, the basis functions use numerical orbitals and each function corresponds to 
an atomic orbital. The angular component of each function is the spherical harmonic
, ( , )l mY θ ϕ , and the radial component is obtained by solving the atomic DFT equations 
numerically. Atomic basis sets are restricted within a cutoff value, which balances accuracy 
and computing time. A reasonable level of accuracy, in general, can be achieved by using 
about 300 radial points from the nucleus to an outer distance of 10 bohr (5.3 Å). The 
numerical basis set employed in this thesis is DNP (double numerical polarisation). 
Polarising d-functions are added to all non-hydrogen atoms and a polarising p-function to 
all hydrogen atoms. 
3.6.4 Plane-wave basis sets 
Plane-wave basis sets provide an alternative way to represent atomic orbital in 
periodic systems. They are non-local, meaning that plane-waves in a simulation box are not 
bound to a specific atom but to the entire unit cell. The number of plane-wave functions 
employed does not depend on the component atoms but on the size of the unit cell. A 
finite number of plane-wave functions is used by choosing a specific cutoff energy. 
Furthermore, plane-wave basis sets are usually applied alongside an effective core potential 
or pseudopotential, which will be discussed in the following section. 
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3.7 Pseudopotentials 
Pseudopotentials, as used in the Hartree-Fock and Kohn-Sham methods, are 
effective potentials which act upon the valence electrons, and are constructed to represent 
the potential of the core electrons and nuclei. The idea is derived from the fact that only 
the valence electrons are involved in the chemical bonding of a system. We are therefore 
able to simplify the description of the system: the contributions from the nucleus and the 
core electrons are replaced with an angular dependent pseudopotential formed from the 
free atom of the corresponding element68, meaning that only the valence states are 
considered explicitly, reducing computing costs significantly. Inside the core region, the 
pseudopotential is designed to be much softer than the ionic one. Outside the core region, 
it is required that the corresponding pseudo wavefunction is close to its all-electron 
counterpart to maintain the correct behaviour over a broad range of chemical 
environments.  
3.7.1 Pseudopotentials applied in this thesis 
There are several ways to treat the core electrons. In this thesis, we employed the 
following: 
DSPP (The Density functional Semi-core PseudoPotentials)69: This approach belongs 
to the hardness-conserving semilocal family of pseudopotentials, which is based on a 
minimisation of errors with the norm-conserving conditions ― the normalisation of 
valence wave functions must be preserved upon introducing all pseudopotentials. The 
errors can be kept at almost the same low level as for a single functional. Since these 
pseudopotentials are generally designed for use with local orbital methods, semi-core 
functions may be treated as valence functions, assisting in increasing the accuracy and 
portability. To further improve portability and numerical stability with GGAs, a nonlinear 
core correction is used. Furthermore, relativistic corrections to atomic scattering properties 
can easily be incorporated into this pseudopotential. It has been found that the DSPP 
performs well compared with expensive all-electron calculations69b. This type of 
pseudopotential is used in the DMol3 code, described later. 
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LANL (Los Alamos National Laboratory) ECPs: This type of pseudopotential is 
available for a variety of elements together with the appropriate double zeta valence basis 
set. The combination of ECP and a valence basis set is thus referred to as LANL2DZ 
basis70. LANL2 ECPs have not been defined for elements H – Ne; the all-electron valence 
double zeta basis sets developed by Dunning (D95V) are used for these elements instead. 
The ECP parameters for elements Na – Kr have been derived from atomic wavefunctions 
obtained in all-electron non-relativistic Hartree-Fock calculations, while relativistic Hartree-
Fock calculations have been used for the heavier elements Rb – Bi. This type of 
pseudopotential is used in the Gaussian code. 
GTH (Goedecker, Teter and Hutter): This type is a separable norm-conserving dual-
space Gaussian-type pseudopotential. It can be used in both Gaussian-type and plane-wave 
basis set codes. It separates into local and non-local parts to reduce the computing time71 
and is used in the CP2K code, discussed later. 
3.8 Optimisation 
3.8.1 Potential energy surfaces  
In accordance with the Born-Oppenheimer approximation mentioned in      
Section 3.1.1, the energy of a system in its ground electronic state can be regarded as a 
function of the nuclear coordinates. Thus, changes in the energy of a system can be 
considered as the movement of species on a multi-dimensional function called the potential 
energy surface (PES). Optimisation refers to finding stationary points of a function, where the 
first derivative (gradient) is zero. At a minimum, the first derivative of the energy function 
with respect to all nuclear coordinates is zero and the second derivative is always positive. 
At a maximum, the first derivative of the energy function with respect to all nuclear 
coordinates is zero and the second derivative is always negative. A global minimum is the 
lowest point on the potential energy surface. Figure 3.1 illustrates a two-dimensional 
potential energy surface, on which each point corresponds to a state of the system. In many 
cases, we wish to identify the global minimum. A local minimum is the lowest point in 
some limited region of the potential energy surface and can also be of interest. Global 
minima correspond to equilibrium structures of a system. First-order saddle points occur 
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where the second derivative is negative in one direction and positive in all other directions. 
They correspond to transition states, (e.g., C in Figure 3.2) linking two equilibrium 
structures (A and B in Figure 3.2); such saddle points are crucial in determining the 
reaction mechanism. 
Minima and maxima can also be located by employing either analytical or numerical 
methods that involve gradually changing the coordinates of the systems to produce 
configurations with lower energies until the minimum is obtained and vice versa for a 
maximum. An optimiser can be used to search for the ground-state structure as well as 
locate transition structures corresponding to saddle points; these can also be found by 
doing a frequency calculation. When only one imaginary frequency is found, the system can 
be in a transition state. Locating a desired transition state can be challenging; below, we 
introduce minimisation and some methods of locating transition states used in this thesis. 
 
 
Figure 3.1:  Illustration of a two-dimensional potential energy surface. (Taken and 
modified from reference 168.) 
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Figure 3.2:  One-dimensional reaction coordinate from a simple reaction of reactant A to 
product B via a transition state TS. 
3.8.2 Minimisation 
Optimisations of structures to their minimum energies are also called minimisations. 
These methods fall into two categories: (a) first-derivative methods such as the steepest 
descent72, giving a quick but rough estimated result, and the conjugate gradients methods73, 
which converge more rapidly than the former; (b) second- derivative methods such as the 
Newton-Raphson and the quasi-Newton approaches74. In addition to the gradient, the 
curvature of the function is also considered. The second derivative is stored in the Hessian 
matrix. These methods are generally used when the potential energy surface is harmonic 
close to the extrema; thus the minimum will be located in a single step using a pure 
quadratic interpolating function; in more complicated real systems, more steps are required. 
Both the Newton-Raphson and quasi-Newton approaches require the inverse of the 
Hessian matrix. The quasi-Newton approach builds up the inverse Hessian in successive 
geometry steps whereas the Newton-Raphson approach requires the inverse Hessian at 
every point in a geometry search and therefore consumes more computing time. 
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3.8.3 Methods of locating transition state structures 
Constrained optimisation (CO) method 
The constrained optimisation (CO) is one of the simplest and most widely-used 
methods to search for transition states. Reaction pathways and transition states are located 
with a constrained minimisation technique. We select a pseudo reaction coordinate and fix 
the distance between the two reactants and minimise the total energy with respect to all 
remaining degrees of freedom28b. Through a series of such constrained structure 
optimisations, with a different reactant separation in each case, we obtain a reaction 
coordinate diagram. Since the only constraint is the distance between the reactants, the 
reactants are free to rotate and translate subject to the above constraint. The transition state 
is identified when the forces on the atoms vanish and the energy is a maximum along the 
reaction coordinate but a minimum with respect to all remaining degrees of freedom. 
Synchronous transit-guided quasi-Newton (STQN) method 
When searching for transition states, a very accurate estimate of the inverse Hessian 
is necessary at each step because the potential energy surface around the transition state is 
usually flatter than it is around a minimum. The synchronous transit-guided quasi-Newton 
(STQN)75 method uses a linear (LST) or quadratic synchronous transit (QST) approach to 
locate the quadratic region of the transition states and then uses a quasi-Newton or 
eigenvalue-following algorithm to complete the optimisation. For the LST approach, the 
highest point is located by drawing a line between the reactant and product minima on the 
potential energy surface. The QST approach refines this method by starting at the LST 
maximum and minimising the energy perpendicular to the LST line. In Gaussian 03, using 
the QST2 option, we require one optimised reactant and one optimised product, followed 
by the generation of a guess for the transition state which is midway between the reactant 
and product in terms of redundant internal coordinates. For more complicated systems, 
one would provide the reactant, the product and a guess for the transition state and use the 
QST3 option in Gaussian 03 to perform a transition state optimisation. 
Nudged elastic band (NEB) method 
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The nudged elastic band (NEB) method is used to search for reaction pathways 
when both the initial and final states are known. The NEB algorithm then generates a 
succession of “images” or a “chain of replicas” along the “band” connecting the initial and 
final states. The energy of this string of images is then minimised to search for a minimum 
energy path (MEP) as shown in Figure 3.376. 
 
 
Figure 3.3:  Illustration of nudged elastic band method77. 
3.9 Modelling Solvation 
Modelling solvation is one of the most challenging issues in computational 
chemistry. There are several methods currently used78; in this thesis we use the PCM 
(polarisable continuum model) and COSMO (conductor-like screening model) approaches. 
For the asymmetric hydrogenation of ketones, 1-propanol is used as the solvent and for the 
reduction of imines, methanol is used. 
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3.9.1 COSMO Solvation Model 
COSMO stands for “COnductor-like Screening MOdel”79, a continuum solvation 
model80 for treating the solvation of molecules by calculating the dielectric screening 
charges and energies on a van der Waals-like molecular surface in the approximation of a 
conductor81. The dielectric screening calculation can be embedded in self consistent field 
molecular orbital calculations based on either Hartree-Fock theory or DFT, which is a 
major strength of this approach.  
The COSMO method creates a cavity occupied by the solute. Because of the 
charge distribution in the solute, a screening charge is generated in the dielectric continuum 
of permittivity ε. This ideal screening charge is computed in the approximation of an ideal 
conductor. In such ideal conditions, the total potential on the surface is zero.  
In many applications, COSMO has yielded satisfactory results78,81. Specifically, this 
model has proven to calculate solvation energies within 2 kcal/mol of the experimental 
results for neutral solvent molecules82. 
3.9.2 The Polarisable Continuum Model (PCM) 
The PCM, proposed by Tomasi et al.83, is one of the most widely used models to 
compute a system in a non-aqueous solution, and belongs to the class of self-consistent 
reaction field (SCRF) methods. These methods all model the solvent as a continuum of 
uniform dielectric constant ε. The PCM solvation model is available for calculating energies 
and gradients at the Hartree-Fock and DFT levels of theory. Solvation models based on 
polarisable continuum dielectrics have been demonstrated to be flexible and accurate, 
particularly when the solute is situated in a cavity of realistic molecular shape84. 
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3.10 Computational details 
In this thesis, density functional theory calculations were carried out using the 
DMol384, Gaussian 0385 and CP2K86 codes. 
In DMol3, the electronic wave function is expanded in a localised atom-centred 
basis set with each basis function defined numerically on a dense radial grid. In this study, 
we employ the double-numeric-polarised (DNP) basis set, which is comparable to the 6-
31G** basis set. However, this numerical basis set is more accurate than 6-31G**84b. Due 
to the high quality of these orbitals, basis set superposition effects are minimised87. 
Furthermore, the numerical basis set is more spatially extended than 6-31G** and is 
therefore better equipped for describing the tail of the wavefunction caused by long-range 
interactions. Indeed, it has been shown that the DNP basis set gives values of energies of 
reaction that are very close to those obtained using the aug-cc-pVTZ basis set88. Each basis 
function was restricted to within a cutoff radius of 4.7 Å. The electron density was 
approximated using a multipolar expansion up to octupole. For total energies and geometry 
optimisations, the gradient-corrected PBE exchange-correlation functional was applied53. 
The inner core–electrons for ruthenium were represented using a DFT semi-local 
pseudopotential, which was generated by fitting all-electron relativistic DFT results, and 
specifically developed to improve the accuracy of DMol3 calculations. This methodology 
employing DMol3/PBE/DNP has been thoroughly tested by Di Tommaso et al.28c for the 
case of H2-hydrogenation of ketones catalysed by the Ru(diphosphine)(diamine) hydride 
complexes, by comparing the structures, energies of reaction and activation energies 
computed at the PBE/DNP level with the results obtained using several other exchange-
correlation functionals (BLYP55c,57, B3LYP55,58,89, B97-290, BB1K57,91), MP2 calculations 
and different basis sets — 6-31G(d,p), 6-31++G(d,p), 6-311++G(d,p), 6-311++G(2d,2p) 
and 6-311++G(2df,2pd)28c. In the optimisation procedure, the geometry was considered to 
be converged when the energy change was less than 10-5 Hartree and the gradient was less 
than 2 × 10-3 Hartree Å-1, or when a tighter gradient convergence criterion was required,     
2 ×10-4 Hartree Å-1. 
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In Gaussian 03, the hybrid exchange-correlation functionals PBE056a, B3LYP55,89,92, 
and MPW1PW9193 were employed. We also compared different basis sets — 6-31G(d,p), 
6-311G(d,p), 6-31+G(d,p), 6-311+G(d,p), 6-31++G(d,p) and 6-311++G(d,p) — for 
hydrogen, carbon, nitrogen and oxygen; for ruthenium, iron and iridium, we used the SDD 
and LANL2DZ basis sets coupled with the SDD94 and LANL270 pseudopotentials 
respectively.  
In CP2K, the PBE exchange functional was employed, together with the TZV2P-
MOLOPT-GTH basis set95 which was applied on the hydrogen, carbon, nitrogen and 
oxygen, and the DZVP-MOLOPT-SR-GTH basis set95 together with the Goedecker, Teter, 
and Hutter (GTH) pseudopotentials for the heavier iridium. 
Different codes offer different methods to locate transition states. In this study, the 
constrained optimisation method in DMol3, the synchronous transit-guided quasi-Newton 
(STQN)75 method in Gaussian 03 and the nudged elastic band (NEB)76a,76b,76d,96 method in 
CP2K were employed.  
We have also considered solvent effects with COSMO81 via DMol3 and PCM97 via 
Gaussian 03.  
The semi-empirical dispersion correction to density functional theory (DFT-D)59 
was applied using Grimme’s D3 method without and with the C9 three-body term 
(DFT_D359a and DFT_D3_C959a) at the PBE and PBE0 level of theory using the CP2K 
code. 
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Chapter 4 Effects of Ligand Variation on 
Enantioselective Hydrogenation Catalysed by 
Noyori-Type Ruthenium Complexes 
4.1 Introduction 
In this chapter, we investigate the effects of changing the diphosphine and diamine 
ligands on the enantiomeric excess (ee) in the hydrogenation of acetophenone (ACP) and 
aim at establishing a relationship between the ee and activation energy. The reactions 
considered in the present study are summarised in Scheme 4.1. From experimental results 
mentioned in Chapter 2, we recall that [1a/2a] is able to reduce ACP to (R)-phenylethanol 
with an ee of 99%22b, whereas when the reaction is catalysed by either [1b/2a] or [1c/2a] 
the ee decreases to 82%23 and 83%24 respectively, the ligands differing only in the position 
of the methyl group on the aryl rings. However, upon alteration of the diamine, the 
reaction catalysed by [1b/2b] affords the (R)-phenylethanol an ee of only 22%25, whilst the 
reaction catalysed by [1b/2c] and [1b/2d] generates (S)-phenylethanol in 43% and 91% ee 
respectively25. We also recall from Chapter 2 that the metal-ligand bifunctional 
mechanism is widely accepted to be responsible for the high enantioselectivity in the 
hydrogenation of prochiral ketones catalysed by the trans-[RuH2(diphosphine)(diamine)] 
complexes30a30e. 
The previously mentioned examples show that the ee varies significantly even 
with minor changes to the ligands as discussed in Chapter 2. A rationalisation of the 
differences in ee in the hydrogenation of ACP catalysed by the trans-
[RuH2(diphosphine)(diamine)] complexes has been proposed in terms of steric and 
electronic effects17,28a,28b. 
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Scheme 4.1:  Asymmetric hydrogenation of acetophenone catalysed by the trans-
[RuH2(diphosphine)(diamine)] complexes considered in the present study. 
 
However, these computational studies only focused on the effect of 
diphosphine on the enantioselectivity. In this chapter, we systematically investigate the 
effect of structural changes in both the diphosphine and diamine ligands. We aim to 
establish a relationship between enantioselectivity and energy profiles based on the 
metal-ligand bifunctional mechanism in asymmetric hydrogenation catalysed by 
catalysts with varying substituents on either the phosphine or amine ligand. 
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4.2 Methodology 
The computational techniques employed in this chapter were discussed in detail in 
Chapter 3. The DFT calculations were carried out using the DMol3 code. The PBE 
exchange-correlation functional, DNP basis set and semi-local pseudopotential were 
applied. Each basis function was restricted to within a cutoff radius of 4.7 Å.  
With respect to the DFT-D calculations, the CP2K and Quantum-Espresso codes 
were applied. In CP2K, the PBE exchange functionals were employed, together with the 
TZV2P-MOLOPT-GTH basis set in the case of the hydrogen, carbon, nitrogen and 
oxygen atoms, and the DZVP-MOLOPT-SR-GTH basis set with the GTH 
pseudopotentials in the case of the heavier ruthenium atom. In order to locate transition 
states, the constrained optimisation method in DMol3 and the nudged elastic band (NEB) 
method in CP2K were employed.  
To treat solvent effects, we have considered the propanol solvent using the 
COSMO polarisable solvation model81, which provides a simple but useful estimate of 
solvation energies. However, the differences between the activation energies of competitive 
pathways computed in the COSMO solvent model and in the gas phase were only  
ca.1 kcal/mol. Therefore, in this study, we will present the results obtained from gas-phase 
calculations. 
4.3 Results and Discussion 
Acetophenone (ACP), the simplest aromatic ketone, has been selected as the 
substrate in this study to investigate the performance of the ruthenium catalysts with 
different substituents on the diphosphine and 1,2-diamine ligands. We first explore the 
intrinsic aspects of the reactivity in terms of the four possible pathways, discussed in 
Chapter 2, for ACP approaching the active sites of the catalysts based on the metal-ligand 
bifunctional mechanism in Section 4.3.1. Next, in Section 4.3.2, we explain the origin of the 
sharp peak occurring before the transition state along the most favourable pathway (Q1), as 
shown in Figure 2.6 (page 41)28a. We then investigate the effect of changing the 
substituents on both diphosphine (Section 4.3.3) and diamine ligands (Sections 4.3.4 and 
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4.3.5) and correlate the ee with the differences in activation energies and the structural 
changes in the supporting ligands of the ruthenium catalysts (Section 4.3.6). Finally, we 
briefly discuss the results of including the effect of the dispersion correction in Section 
4.3.7, details of which are given in the Appendix. 
4.3.1 Determination of favourable pathways in the hydrogenation of 
acetophenone using RuH2[(S)-XylBINAP][(S,S)-DPEN]  
Scheme 4.1 summarises the hydrogenation of ACP catalysed by the trans-
[RuH2(diphosphine)(diamine)] complexes. Based on the metal-ligand bifunctional 
mechanism, the active sites (Ru-H, N-H) restrict the pathway of the substrate as it 
approaches the ruthenium catalyst. The four possible pathways discussed previously in 
Chapter 2 are illustrated in Scheme 4.2. The Q1 and Q4 pathways give the (R)-product and 
Q2 and Q3 give the (S)-product. Regarding the energetic variation, in this study we only 
consider the electronic energy without taking account of thermal and entropic effects. In 
this respect, we note that a computational study of the reaction of acetophenone with 
RuH2[(S)-BINAP][(S,S)-CYDN] has shown that the difference in the calculated energies of 
activation is similar to the difference in the free energies of activation17. Figure 4.1 shows 
the reaction coordinate diagram of system [ACP + 1a/2a] along the four possible pathways 
(mentioned in Section 2.4), which reveals two things. Firstly, the energy of the intermediate 
(INT) in Q1 (–5.49 kcal/mol) is lower than that in Q2 (–4.18 kcal/mol), Q3 (–3.60 
kcal/mol), and Q4 (–1.97 kcal/mol). Secondly, the activation energies (TS-INT) along 
different pathways are 3.68 kcal/mol for Q1, 6.47 kcal/mol for Q2, 8.48 kcal/mol for Q3, 
and 10.28 kcal/mol for Q4, implying that Q1 is the most favourable pathway and the 
difference in activation energies between Q1 and Q2, Q3, as well as Q4, leads to the 
substrate interacting with the ruthenium catalyst predominantly along Q1, resulting in high 
enantioselectivity. Figures 4.2 (A) and 4.2 (B) shows the configurations when ACP 
approaches the ruthenium catalyst in the two intermediates (Pre-INT and INT, discussed 
later), transition state (TS) and PRO (Phenylethanol + 16e– species) along the four 
pathways. There are two intermediates along the Q1 and Q3 pathways. 
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Scheme 4.2:  Possible pathways with the subsequent stereochemical configurations of the 
phenylethanol product. 
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Figure 4.1:  Reaction coordinate diagram for the hydrogenation of acetophenone catalysed 
by RuH2[(S)-XylBINAP][(S,S)-DPEN] along each possible pathway (Q1, Q2, Q3 and Q4). 
(PRO is Phenylethanol + 16e– species.)  
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Figure 4.2 (A):  Illustration for the asymmetric hydrogenation of acetophenone catalysed 
by the RuH2[(S)-XylBINAP][(S,S)-DPEN] along the Q1, Q2, Q3, and Q4 pathways.
 Q1-(R) Q2-(S) Q3-(S) Q4-(R) 
Pre-
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Figure 4.2 (B):  Illustration for the asymmetric hydrogenation of acetophenone catalysed 
by the RuH2[(S)-XylBINAP][(S,S)-DPEN] along the Q1, Q2, Q3, and Q4 pathways.
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Q1 is the most favourable reaction pathway.  There is no steric hindrance between 
the intermediate and the transition state to stop ACP from rotating and entering into the 
“pocket” made by the bulky groups. In addition, the approach of ACP towards the catalyst 
is driven by an attractive XH (X= N and C)/π hydrogen bond interaction when the XH 
hydrogen-donor and the aromatic π moiety hydrogen-acceptor come into close contact. In 
contrast, along Q2, the phenyl group of ACP rotates and becomes upright before forming 
the intermediates, being stabilised by steric repulsions between one of the aryl rings and the 
naphthyl groups on the diphosphine, increasing the energy of the whole system. From the 
intermediate to the transition state, there is no hindering preventing the ACP from entering 
the pocket. For Q3, in both intermediates, ACP is repelled by the m-xylyl groups and the 
phenyl group on the diamine, thus obstructing the formation of the transition state. For Q4, 
from the intermediate to the transition state, the phenyl group of ACP is restrained by the 
one of the aryl groups and the naphthyl group; meanwhile, the methyl group of ACP, from 
the intermediate to the transition state, is restrained by one of the aryl groups on the 
diphosphine, which creates a strong steric repulsion when forming the transition state and 
leads to Q4 being a particularly unfavourable pathway. 
Thus, we can conclude that there is a lower activation energy when the interaction 
between ACP and the catalyst is dominated by the non-bonding NH/π attraction in the 
intermediate. Most importantly, the primary factor in determining the energy of the 
transition state is the steric repulsion from the intermediate to the transition state, but not 
the nature of the intermediate. 
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4.3.2 Influence on the transition state from different intermediates in 
acetophenone hydrogenation using RuH2[(S)-XylBINAP][(S,S)-
DPEN] 
In the enantioselective hydrogenation catalysed by the RuH2[(S)-XylBINAP][(S,S)-
DPEN] complex along the Q1 pathway, three stable intermediates, denoted as INT-A, 
INT-B and INT-C (Figure 4.3), are found using constrained optimisation by reducing the 
pseudo coordinate, (Ru-)H···C(=O), from 9 Å to 1.1 Å. The (Ru-)H···C(=O) distances of 
the three intermediates are all approximately 3.75 Å. The results in Figure 4.3 show that 
INT-A and INT-B have similar relative energies (–3.34 kcal/mol and –3.51 kcal/mol 
respectively) and orientations. The acetophenone (ACP) in INT-B and INT-C are slightly 
further away from the naphthyl group on the catalyst. The (Ru-)H···C(=O) distances in 
INT-A, INT-B and INT-C are 3.76 Å, 3.75 Å and 3.66 Å respectively. The phenyl group of 
ACP is closest to the catalyst in INT-C; thus the energy is reduced to –6.03 kcal/mol. 
The influence of the different intermediates on activation energy (Ea) and transition 
state (TS) structures is now considered. The variations in energy on going from the 
intermediates INT-A, INT-B and INT-C to the transition state, and to the product, are 
reported in  
Figure 4., 4.5 and 4.6 respectively. Although the configurations of INT-A and INT-
B are similar, one of the methyl groups on m-xylene in INT-A hinders the phenyl group of 
ACP from rotating into the bulky pocket until the distance of (Ru-)H···C(=O) reaches 2.5 
Å, which explains the high peak (4 kcal/mol higher than in the TS) before forming the TS. 
Nevertheless, the activation energy for the H2-splitting is ca. 10 kcal/mol higher than that in 
the hydride transfer step from INT-A28a. Hence, although one peak prior to the TS is 
observed for INT-A, it does not affect the overall reaction. It is, however, important to 
notice that the structure of the transition state and the activation energy are unaffected by 
the intermediate, and therefore by the way in which ACP approaches the catalyst. 
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Figure 4.3:  Snapshots from four different angles and relative energies of INT-A, INT-B 
and INT-C in the hydrogenation of acetophenone catalysed by the RuH2[(S)-
XylBINAP)][(S,S)-DPEN)] complex along the Q1 pathway.  
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 Figure 4.4 (A):  Reaction coordinate diagram and structures of the hydrogenation of 
acetophenone catalysed by the RuH2[(S)-XylBINAP][(S,S)-DPEN] complex along Q1 
from INT-A at the DFT/PBE level of theory. 
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Figure 4.4 (B):  Structures of the hydrogenation of acetophenone catalysed by RuH2[(S)-
XylBINAP][(S,S)-DPEN] when the (Ru-)H···C(=O) distances are at 3.76, 2.55, 2.5, 2 and 
1.5 Å along Q1 from INT-A. 
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Figure 4.5 (A):  Reaction coordinate diagram and structures of the hydrogenation of 
acetophenone by the RuH2[(S)-XylBINAP][(S,S)-DPEN] complex along Q1 from INT-B 
at the DFT/PBE level of theory. 
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Figure 4.5 (B):  Structures of the hydrogenation of acetophenone catalysed by RuH2[(S)-
XylBINAP][(S,S)-DPEN] when the (Ru-)H···C(=O) distances are at 3.75, 3, 2.75, , 2 and 
1.5 Å along Q1 from INT-B. 
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Figure 4.6 (A):  Reaction coordinate diagram and structures of the hydrogenation of 
acetophenone by the RuH2[(S)-XylBINAP][(S,S)-DPEN] complex along Q1 from INT-C 
at the DFT/PBE level of theory.   
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Figure 4.6 (B):  Structures of the hydrogenation of acetophenone catalysed by RuH2[(S)-
XylBINAP][(S,S)-DPEN] when the (Ru-)H···C(=O) distances are at 3.75, 3, 2.5, 2 and 1.5 
Å along Q1 from INT-C. 
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4.3.3 Acetophenone hydrogenation catalysed by RuH2[(S)-
diphosphine][(S,S)-DPEN] 
In this section, we investigate the effect of structural variations in the diphosphine 
ligands on the ee; on the basis of the results summarised in the previous section, only the 
two most favourable pathways, Q1 and Q2, are analysed. 
We examine the following (S)-diphosphine ligands: Ar = XylBINAP, TolBINAP 
and BINAP, while keeping the diamine ligand as (S,S)-DPEN. The reaction coordinate 
diagrams for the hydrogenation reaction of ACP catalysed by [1a/2a], [1b/2a] and [1c/2a] 
are presented in Figure 4.7. They reveal, firstly, that for all three systems there are two 
intermediates, Pre-INT and INT, along Q1; secondly, that the activation energy along Q2 
in each system is higher than that along Q1; thirdly, that the energy of the TS in [1a/2a] 
along Q2 increases more than with the other two systems. Figure 4.8 compares the 
structures of the first intermediate (Pre-INT) and the intermediates with the lowest energy 
(INT), transition states (TS) and products (PRO) along Q1 and Q2. For all three systems, 
when ACP approaches the active sites of the RuH2(S-diphosphine)(S,S-DPEN) complex 
along Q1, the phenyl group of ACP enters the “pocket” created by the bulky groups of the 
ligands and forms the second, more stable intermediate INT, which is attracted by the 
XH/π (X=C and N) interaction and stabilises the motion of the phenyl group of ACP (See 
Figure 4.8 (B)). Then, formation of the TS mainly involves rotation of the methyl group of 
ACP. The formation of the TS in Q2 is constrained by the steric repulsion between one of 
the aryl groups and the naphthyl group on the diphosphine. From Table 4.1, we note that 
for Q1, the energy of Pre-INT in [ACP + 1a/2a] (–5.49 kcal/mol) is lower than that in the 
other two systems (–4.93 kcal/mol and –4.70 kcal/mol for [ACP + 1b/2a] and [ACP + 
1c/2a] respectively), which indicates that the strength of the non-bonding attraction 
increases with the number of methyl groups on the aryl group of the catalyst. The Ea in 
[ACP + 1a/2a] along Q2 (6.65 kcal/mol) is ca. 1.5 kcal/mol higher than that in the other 
two systems (5.14 kcal/mol and 5.35 kcal/mol). The main cause of this effect is probably 
the presence of two methyl groups on the xylyl group, which are closer to the phenyl group 
of ACP and therefore cause a greater steric repulsion. Moreover, the two methyl groups at 
the meta-position create a smaller dihedral angle, thus reducing the degree of freedom of 
ACP when it enters the pocket, which in turn constrains the formation of the product in a 
particular  
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direction and therefore increases selectivity. We therefore see that from the intermediate to 
the transition state, although there is no hindrance along both pathways in the three 
systems, the formation of a second, more stable intermediate (INT) along Q1 assists the 
formation of the TS and thus lowers the activation energy. Furthermore, the methyl group 
on the m-xylene group restrains the motion of ACP along Q2 and elevates the energy of 
the TS, thereby facilitating the reaction through the Q1 pathway. Hence, the system with a  
3,5-dimethyl xylene group gives the highest ee, whereas systems with a tolyl group do not 
differ significantly in enantioselectivity from those with only a phenyl group.  
 
 
Figure 4.7:  Reaction coordinate diagram of the hydrogenation of acetophenone catalysed 
by the [1a], [1b], and [1c]/[(S,S)-DPEN] ruthenium complexes along the Q1 and Q2 
pathways. (Pre-INT is the first intermediate before forming the intermediate with the 
lowest energy, INT). 
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Figure 4.8 (A):  Structures in the Pre-INT (the first intermediate), INT (the most stable 
intermediate), TS (transition state) and PRO (product + 16 e– species) states in systems 
[ACP + 1a/2a], [ACP + 1b/2a] and [ACP + 1c/2a] along the Q1 and Q2 pathways. 
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Figure 4.8 (B):  Structures in the Pre-INT (the first intermediate) and  INT (the most 
stable intermediate) in system [ACP + RuH2{(S)-XylBINAP}{(S,S)-DPEN}] along Q1. 
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Table 4.1:  Energetic characteristics in the hydrogenation of acetophenone catalysed by the 
RuH2[(S)-diphosphine)][(S,S)-DPEN] complex along the Q1 and Q2 pathways. 
System Path 
Pre- 
INT INT TS Ea  ΔEa ee 
[kcal/mol] [%] 
1a/2a Q1 –3.16 –5.49 –1.82 1.34  5.31 97-99Q2  –4.37 2.29 6.65  
1b/2a Q1 –4.05 –4.93 –1.74 2.30  2.83 80-82Q2  –4.98 0.16 5.14  
1c/2a Q1 –3.82 –4.69 –1.32 2.50  2.85 83 Q2  –5.02 0.33 5.35  
4.3.4 Acetophenone hydrogenation catalysed by RuH2[(S)-
TolBINAP][diamine] 
We now compare the reaction of ACP hydrogenation catalysed by ruthenium 
complexes with the same diphosphine, (S)-TolBINAP (1b), combined with three different 
diamines: (S,S)-DPEN (2a), (S,S)-DMDPEN (2b) and (R)-DMAPEN (2d). First we 
determine the two most energetically preferable pathways associated with the (R)- and (S)-
alcohols. Scheme 4.3 illustrates the possible pathways ― Q1, Q2, Q3 and Q4 ― with the 
subsequent stereochemical (R)- and (S)-configurations of the phenylethanol product in 
[ACP + 1b/2a], [ACP + 1b/2b] and [ACP + 1b/2d]. 
Comparing Q1 and Q3 for [ACP + 1b/2b], one of the aryl groups hampers the 
approach of ACP as with [ACP + 1b/2a]; therefore Q1 is a more energetically favourable 
pathway than Q3. Comparing Q2 and Q4, the phenyl group of ACP is constrained by the 
aryl group and naphthyl group on the diphosphine, and the methyl group of ACP is 
constrained by the two methyl groups of the diamine. Moreover, for Q4, the methyl group 
of ACP is also restrained by one aryl group of the diphosphine, which indicates that the Q2 
pathway is energetically more favourable than Q4. Hence, it is likely that Q1 and Q2 are 
the two most favourable pathways. Nevertheless, for the systems [ACP + 1b/2b] and 
[ACP + 1b/2d], the absence of one phenyl group on the diamine enhances the freedom of 
ACP. It is therefore not completely clear from Scheme 4.3 as to which are the most 
favourable pathways for these systems. Thus, we have computed the reaction coordinate 
diagram of [ACP + 1b/2d] along each reaction pathway (Figure 4.9). 
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Figure 4.9 reveals that Q3 and Q4 are the two preferred pathways for [ACP + 
1b/2d]. For [1a/2a] and [1b/2a] generating the (R)-alcohol product, we would expect that 
the energy profile along Q1 would be lower than that along Q4; conversely, for [1a/2d] 
generating the (S)-alcohol, the energy profile along Q3 would be lower than that for Q2. 
Scheme 4.3:  Four possible pathways with the subsequent stereochemical configuration of 
the phenylethanol in [ACP + 1b/2a], [ACP + 1b/2b] and [ACP + 1b/2d]. Blue and green 
arrows represent the repulsion between the phenyl group of ACP and the ligand, and 
between the methyl group of ACP and the ligand respectively.  
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Figure 4.9:  Reaction coordinate diagram of the hydrogenation of acetophenone catalysed 
by the RuH2[(S)-TolBINAP][(R)-DMAPEN] complex ([1b/2d]) for each possible pathway 
(Q1, Q2, Q3 and Q4), computed at the DFT/PBE level of theory. 
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Figure 4.9 illustrates the configurations of Pre-INT, INT, TS and PRO when ACP 
approaches [1b/2d] along Q1, Q2, Q3 and Q4. Turning to Pre-INT and INT, a 
comparison of Q3 (S-configuration) and Q2 (S-configuration) reveals that for Q3 in Figure 
4.10 (B-I), Ar1 (pointing out of the plane of the paper) pushes the larger phenyl group of 
ACP away from the two methyl groups on the  diamine and reduces the steric repulsion 
from the two methyl groups when ACP is close enough to the ruthenium catalyst to form 
the transition state; for Q2 in Figure 4.10 (B-II), Ar3 cannot repel the phenyl group of ACP 
away from the naphthyl group because Ar3 point into the plane of the paper, away from 
the ACP and therefore when ACP is closer to the catalyst, the steric repulsion increases. 
Hence, Q3 is a more energetically favourable pathway. In a comparison between Q4 (R-
configuration) and Q1 (R-configuration), for Q4 in Figure 4.10 (B-III), Ar2 repels the 
phenyl group of ACP moving towards the space vacated by a phenyl group on the diamine 
and thus moving away from the naphthyl group — which consequently reduces the steric 
hindrance in Q4; for Q1 in Figure 4.10 (B-IV), Ar2 is further from the two methyl groups 
on the diamine and therefore cannot push the phenyl group of ACP across the two methyl 
groups on the diamine. Hence, from the intermediate to the transition state, the phenyl 
group of ACP would be hindered by the two methyl groups on the diamine. Thus, Q4 is a 
more energetically favourable pathway. Comparing Q3 and Q4, there is steric repulsion 
from the aromatic ring of the diphosphine along Q4 but not along Q3. Hence, Q3 is a 
more energetically favourable pathway. As with the most favourable Q1 pathway in [1a/2a], 
[1b/2a] and [1c/2b], two intermediates, Pre-INT and INT, are observed in the most 
favourable pathway in [1b/2d]. We found that the orientations of the structure do not 
change obviously from INT to Pro via the TS. Comparing Q1 and Q2, the phenyl group of 
ACP is blocked by the stronger steric hindrance from the naphthyl group along Q2 and by 
the two methyl groups bonded to the nitrogen along Q1. Hence, Q1 is a more energetically 
favourable pathway. 
In conclusion, it is reasonable to suggest that for system [ACP + 1b/2d] the energy 
of the transition state follows this ranking: Q3 < Q4 < Q1 < Q2.   
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Figure 4.9 (A):  Structures when acetophenone approaches [1b/2d], RuH2[(S)-
TolBINAP][(R)-DMAPEN], in the INT, TS and PRO states along Q1, Q2, Q3 and Q4. 
Ar1, Ar2 and Ar3 are three different tolyl groups on the diphosphine.   
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Figure 4.10 (B):  Representative structures when acetophenone approaches [1b/2d], 
RuH2[(S)-TolBINAP][(R)-DMAPEN], in the intermediate states along Q3, Q2, Q4 and Q1.
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Figure 4.11 illustrates the structural characteristics of INT, TS and PRO of system 
[ACP + 1b/2d] along Q3. When the (Ru-)H···C(=O) distance is ca. 5 Å (System I) the 
CH/π interaction between the phenyl group of ACP and the hydrogen of the toluene, 
drives ACP towards the catalyst. When the (Ru-)H···C(=O) distance is close to 3.5 Å 
(System II), the (N-)H···O(=C) distance is ca. 2.5 Å, which presumably generates a 
stronger NH/π attraction between ACP and the catalyst. Meanwhile, the phenyl group of 
ACP is so close to the methyl group bonded to the nitrogen (3.64 Å) that the phenyl group 
of ACP is repelled and moves further away from the catalyst centre, but this repulsion does 
not affect the stability of this state. We note that the (N-)H···O(=C) attraction strongly 
stabilises both ACP and [1b/2d]; therefore the structures with a (Ru-)H···C(=O) distance 
shorter than 3.5 Å and those where the transition state and product occur are all very 
similar. Clearly, the non-bonding CH/π attraction in System I is weaker than the repulsion 
between the phenyl group of ACP and the methyl of the catalyst, but the NH/π attraction 
in System II is sufficiently strong to be able to overcome the steric repulsion and form a 
stable intermediate. 
This line of reasoning is further supported by an analysis of molecular orbitals and 
charge distributions. Diagrams of HOMO and LUMO orbitals (Figure 4.12) show that the 
size of the d-orbital of ruthenium shrinks from system I to II, indicating that hydride 
bonded to ruthenium is weaker. The charges on Ru(-H), (C=)O, (O=)C, and N(-H) are     
–0.182, +0.146, –0.226 and +0.113 respectively for system I and –0.131, +0.323, –1.455 
and +0.272 respectively for II. Furthermore, the (Ru-)H···C(=O) and (N-)H···O(=C) 
distances are 5.00 Å and 5.63 Å for I and 3.50 Å and 2.52 Å for II. These results indicate 
that the attraction between ACP which drives its approach to the ruthenium centre is 
stronger in II, which is caused by the NH/π attraction. They also reveal that electron 
transfer to the carbonyl carbon of the ACP is greater when the (Ru-)H···C(=O) distances 
are at 3.75 Å (System II).  
When comparing the structural changes in the asymmetric hydrogenation catalysed 
by [1a/2a] and [1b/2d] along Q3 (Figure 4.13), we find that the absence of a phenyl group 
on the diamine reduces the repulsion from the naphthyl group and the phenyl group on the 
diamine and facilitates the shift of ACP driven by the electrostatic attraction. Therefore Q3 
is the favourable pathway. 
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Figure 4.11:  Snapshots in the hydrogenation of acetophenone catalysed by RuH2[(S)-
TolBINAP][(R)-DMAPEN] along the Q3 pathway when the (Ru-)H···C(=O) distances are 
5 Å (System I) and 3.75 Å (System II), and in the TS and PRO states. 
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Figure 4.10:  Diagrams of the structures and HOMOs of systems (I) and (II) in the 
hydrogenation of acetophenone catalysed by RuH2[(S)-TolBINAP][(R)-DMAPEN] along 
the Q3 pathway. 
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Figure 4.11:  A comparison of structural changes in acetophenone hydrogenation by 
RuH2[(S)-TolBINAP][(R)-DMAPEN] and RuH2[(S)-XylBINAP][(S,S)-DPEN] along Q3. 
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In Figure 4.14, we now turn to the structural changes in the asymmetric 
hydrogenation catalysed by [1b/2d] along the Q4 pathway. When the (Ru-)H…C(=O) 
distance is ca. 3.3 Å, the CH/π interaction between the phenyl group of ACP and the 
hydrogen on the tolyl group drives the approach of ACP to the catalyst, while the         
(Ru-)H···C(=O) distance is close to 2.4 Å, the methyl group of ACP rotates by 9.4º, which 
makes the energy increase. In the transition state, the (Ru-)H···C(=O) distance is ca. 1.75 Å, 
and the energy of this system reaches the highest point, which may result from the steric 
repulsion between the phenyl group of ACP and the aryl group on the diphosphine, and 
from the rotation of the methyl group (from –10.53º to –23.65º). In contrast with Q3, the 
aryl group on the diphosphine blocks the entrance of the phenyl group of ACP, and 
therefore Q4 is a less favourable pathway than Q3. When comparing the structural changes 
in the asymmetric hydrogenation catalysed by [1b/2d] and [1a/2a] along the Q4 pathway 
(Figure 4.15), we find that the absence of the phenyl group on the diamine reduces the 
repulsion. Therefore, the Q4 pathway in the system with DMAPEN has a lower activation 
energy than that in the system with DPEN. 
Next, we consider the effect of the 1,2-diamine substituent on the enantioselectivity 
whilst fixing the diphosphine ligand as (S)-TolBINAP (1b). Figure 4.16 shows the reaction 
coordinate diagram in [ACP + 1b/2a], [ACP + 1b/2b] and [ACP + 1b/2d]. As mentioned 
earlier, naphthyl rings and methyl groups play an important role in offering strong steric 
repulsion between the substrate and catalyst; therefore in [ACP + 1b/2b], ACP is expected 
to be repelled in either pathway, which leads to a low ee. Comparing the latter two systems, 
in which two protons bonded to the nitrogen are replaced by two methyl groups, a higher 
ee can only be achieved by substituting one of the phenyl groups for a hydrogen on the 
diamine ligand, thus reducing the steric hindrance between the phenyl group of ACP and 
the methyl group on the diamine ligand.  
In summary, the diphosphine with only one methyl on the tolyl group needs a 
methyl group on the diamine to limit the available space, enabling the Q3 pathway 
(S-product), and the absence of the phenyl group on the diamine reduces steric repulsion 
when ACP enters into the pocket which is created by the bulky ligands of the complex. 
  
Chapter 4:  Effects of Ligand Variation on Enantioselective Hydrogenation Catalysed by   
                   Noyori-Type Ruthenium Complexes 
99 
 
 
Q4 top view side view side view 
τ(C–MeOPh)
φ (OCPhC´)
3.3 
Å 
INT 
 
–0.07º 
11.16º 
2.4 
Å 
–10.53º 
 
9.34º 
 
1.75 
Å 
TS 
–23.65º 
5.73º 
PRO 
–34.04º 
23.87º 
Figure 4.12:  Illustration of representative snapshots, torsion angles and out-of-plane 
angles in the asymmetric hydrogenation of acetophenone catalysed by RuH2[(S)-
TolBINAP][(R)-DMAPEN] along Q4. 
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Figure 4.13:  A comparison of structural changes in the asymmetric hydrogenation of 
acetophenone catalysed by RuH2[(S)-TolBINAP][(R)-DMAPEN] (1b/2d) and RuH2[(S)-
XylBINAP][(S,S)-DPEN] (1a/2a) along Q4 when the (Ru-)H···C(=O) distance is 3.3 Å, in 
the transition (1.85 Å) and PRO (product + 16e- species) states. 
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Figure 4.14:  Reaction coordinate diagram for the hydrogenation of acetophenone 
catalysed by the [(S)-TolBINAP]/[2a], [2b] and [2d] ruthenium complexes along the two 
most favourable pathways. 
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4.3.5 Acetophenone hydrogenation catalysed by RuH2[(S)-
XylBINAP][diamine] complexes 
As in the earlier section, we probe the impact on enantiomeric selection by 
changing different functional groups on the diamine while fixing the diphosphine ligand 
(S)-XylBINAP (1a): [ACP + 1a/2a], [ACP + 1a/2b] and [ACP + 1a/2c] (see Scheme 
4.1). Figure 4.15 shows the reaction coordinate diagram for the hydrogenation of ACP 
catalysed by these ruthenium complexes along the Q1 and Q2 pathways. Table 4.2 displays 
their energetic characteristics. Figure 4.15 reveals that along both Q1 and Q2, the energies 
of the INT, TS and PRO in [ACP + 1a/2a] are ca. 3 kcal/mol, 8 kcal/mol and 9 kcal/mol 
lower than the energies of the same states in the systems [ACP + 1a/2b] and [ACP + 
1a/2c] respectively. In addition, the differences in activation energies along Q1 and Q2 ― 
△Ea,Q2-Q1― are 5.31 kcal/mol for [ACP + 1a/2a], 1.71 kcal/mol for [ACP + 1a/2b] and 
1.86 kcal/mol for [ACP + 1a/2c] respectively, indicating that the XylBINAP combined 
with DMDPEN and DMAPEN gives energetically unfavourable reactions. Comparing a 
top view (Figure 4.18) and a side view (Figure 4.19), we note that the phenyl group of ACP 
can only rotate further into the bulky pocket driven by the CH/π and NH/π attraction 
along Q1 in [ACP + 1a/2a] (see Figure 4.19 (B)). The two methyl groups on the diamine 
and those on the xylyl moiety (3,5-dimethylphenyl) cause a large steric repulsion when ACP 
approaches the catalyst. Even replacing the two phenyl groups on the diamine with two 
hydrogen atoms does not decrease this repulsion (see Figures 4.18 (B) and 4.19 (B)).  
Overall, the performance of XylBINAP depends on the amount of space within 
the bulky pocket, which is influenced by the functional group on the diamine.  
(S)-XylBINAP/(S,S)-DPEN ruthenium complexes exhibit the best combination, forming a 
low-energy intermediate along Q1 and a relatively high-energy transition state along Q2. 
Nevertheless, the combinations of XylBINAP with DMDPEN and DMAPEN both 
reduce the enantiomeric selection in the asymmetric hydrogenation of ACP.  
Having discussed the effects on the ee of changing the diphosphine and diamine 
ligands, we now turn to discuss the correlation between ee and activation energy. 
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Figure 4.15:  Reaction coordinate diagram of the hydrogenation of acetophenone catalysed 
by the [(S)-XylBINAP]/[2a], [2b] and [2d] ruthenium complexes along Q1 and Q2. 
Table 4.2:  Energetic values of INT, TS and PRO in [1a/2a], [1a/2b] and [1a/2c].  
System Path INT TS Ea ΔEa ee 
  [kcal/mol] [%] 
1a/2a Q1 -3.16 -1.82 1.34 5.31 97-99 Q2 -4.37 2.29 6.65 
 
1a/2b Q1 -2.66 6.96 9.62 1.71 ─ Q2 -1.30 10.04 11.33 
 
1a/2c Q1 -2.15 6.10 8.35 1.86 ─ Q2 -1.59 8.62 10.21 
• Ea represents the activation energy 
• ΔEa represents the difference in activation energy (here, ΔEa = Ea, Q2 – Ea, Q1) 
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Figure 4.16 (A):  Structures of Pre-INT, INT, TS and PRO in the acetophenone 
hydrogenation using [1a/2a], [1a/2b] and [1a/2c] along Q1 and Q2 (top view). 
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Figure 4. 18 (B):  Structures of intermediates in the acetophenone hydrogenation using 
[1a/2a], [1a/2b] and [1a/2c] along Q1 (top view).  
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Figure 4.19 (A):  Structures of Pre-INT, INT, TS and PRO in the acetophenone 
hydrogenation catalysed by [1a/2a], [1a/2b] and [1a/2c] along Q1 and Q2 (side view).
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Figure 4.19 (B):  Structures of intermediates in the acetophenone hydrogenation catalysed 
by [1a/2a], [1a/2b] and [1a/2c] along Q1 (side view).  
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4.3.6 Correlation between enantiomeric excess and activation energy  
Table 4.3 shows the relationship between the difference in activation energies (ΔEa) 
and the enantiomeric excess (ee) along the two most favourable pathways. It is clear that 
larger values of ΔEa correspond to a greater ee. Theoretically, ee could be calculated 
according to the following equation16 (discussed in Section 2.3.2) when considering the free 
energy in a one-step transition state: 
( )
/
/
1% 100
1
S R
S R
G RT
theory G RT
eee G
e
−
−
−ΔΔ
−ΔΔ
−ΔΔ = ×
+ ,
 
where ΔΔG is the difference in free energies of activation for the (S)- and (R)-products 
respectively. Comparing our computational results and the theoretical curve in Figure 4.20, 
there is indeed a clear correlation between the ee and difference in activation energies whilst 
changing the substituent on both the diphosphine and diamine ligands, with a shift of 1.7 
kcal/mol from the theoretical curve (Figure 4.17). Furthermore, the configurations of the 
product do not affect this correlation. The computational procedure presented can thus be 
used to predict the ee of ketone hydrogenation reactions catalysed by Noyori-type catalysts, 
and assist in the choice of ligand in optimising the ee. This process could potentially save 
time and effort in matching substrates of interest with appropriate catalysts. For example, 
for the systems [1a/2b] and [1a/2c] (for which there are no experimental values of ee), we 
can predict that the ee in the hydrogenation of acetophenone should be lower than 15%.  
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Table 4.3:  Energetic characteristics in the hydrogenation of acetophenone catalysed by 
the RuH2[(S)-diphosphine][(S,S)-diamine] complexes along the two most favourable 
pathways. 
System 1a-2a 1a-2b 1a-2c 1b-2a 1b-2b 1b-2d 1c-2a
ΔEa  
[kcal/mol] 
5.31 1.17 1.86 2.83 1.93 3.72 2.85 
ee [%] (exp.) 97-9922b 80-8223 2225 9125 80-8324
Configuration R – – R R S R
• Ea stands for the activation energy 
• ΔEa stands for the difference in activation energy between the two most favourable 
pathways. 
 
 
Figure 4.17:  Correlation between the ee and difference in activation energy (ΔEa) in the 
hydrogenation of acetophenone catalysed by the RuH2(diphosphine)(diamine) complexes 
whilst changing the substituents on the diphosphine or diamine. 
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4.3.7 Dispersion correction effect  
One would expect the DFT-D dispersion correction to improve accuracy in 
systems with non-bonding long-range interactions. To test this hypothesis, single point 
energy calculations were performed at the PBE-D level of theory on the intermediates of 
the ACP hydrogenation catalysed by the RuH2[(S)-XylBINAP)][(S,S)-DPEN] complex. 
Next, the energies of the transition states associated with the hydride formation and 
hydride transfer reactions in acetone hydrogenation catalysed by RuH2(PH3)2(en) were 
computed at the DFT-D level of theory using the nudged elastic band method. The 
calculations, performed using the CP2K code, indicate no major differences (ca. 2 kcal/mol 
difference) compared with the results without the correction. The details are given in the 
Appendix.  
4.3.8 Summary 
The overall conclusion of this chapter is summarised in Figure 4.17 which 
demonstrates a correlation between the difference in activation energy and enantiomeric 
excess in the two sets of systems. A clear correlation is observed in the acetophenone 
hydrogenation catalysed by the Noyori-type ruthenium-based complexes on changing the 
substituents on both diphosphine and diamine ligands. Furthermore, the configuration of 
the product does not affect this correlation. Calculations of this type could, we suggest, be 
used to assist the choice of ligand when optimising ee. Indeed, the correlation between ΔEa 
and ee could assist the development of new Noyori-type catalysts by tuning functional 
groups on ligands. 
The work reported in this chapter has been published98. 
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Chapter 5 FeH2(diphosphine)(diamine) 
Complexes as Alternative Catalysts for 
Asymmetric Hydrogenation of Ketones? 
5.1 Introduction 
From the previous chapters, it is clear that the Noyori-type ruthenium catalysts 
have been a very significant development and have been applied in a variety of fields. 
Nevertheless, catalysts containing noble metals like ruthenium have the disadvantage of 
being expensive and toxic. Thus, the development of iron-based catalysts for the 
hydrogenation of ketones with activities and selectivities comparable to those of 
ruthenium-based complexes would be a considerable advantage because of the lower cost, 
toxicity, and environmental impact of iron99. The first effective H2-hydrogenation of 
ketones catalysed by an iron analogue of the active Shvo-type ruthenium catalyst was 
reported by Casey et al. in 2007100. Recently, iron complexes containing P–N–N–P 
ligands101 have displayed reasonable activities, but their enantiomeric excess (ee) in the H2-
hydrogenation of ketones is, however, not comparable to the ee that can be obtained with 
the ternary ruthenium complexes, comprising diphosphine, diamine and a ruthenium(II) 
centre3a,18a. It would therefore be beneficial to develop the trans-
[Fe(II)H2(diphosphine)(diamine)] complexes with an efficiency which could be comparable 
to the trans-[Ru(II)H2(diphosphine)(diamine)] complexes. 
Studies comparing the catalytic mechanisms of the simplified 
RuH(II)2(PH3)2(en)
17,28a28c,30d and Fe(II)H2(PH3)2(en)
101b,102complexes have been reported, 
but there is a clear need to investigate the issue of enantioselectivity in iron diamine 
diphosphine complexes. In Chapter 4, we investigated the effects on enantioselectivity 
catalysed by the RuH2(diphosphine)(diamine) complexes and found a correlation between 
the activation energy and the enantiomeric excess, which could be used in predicting new 
catalysts. In the present chapter, we apply the same techniques and report a theoretical 
study of the structural and electronic properties of the simplified and real  
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Ru(II)H2(diphosphine)(diamine), and Fe(II)H2(diphosphine)(diamine) complexes, and of 
the mechanism of the ketone/alcohol hydrogen transfer reaction catalysed by the 
ruthenium and iron complexes. 
5.2 Methodology 
The DFT calculations in this chapter were carried out using the DMol3 84 and 
Gaussian 03 codes as discussed in Chapter 3. In DMol3, the PBE/DNP level of theory and 
density functional semi-core pseudopotentials (DSPP) were applied. Each basis function 
was restricted to within a cutoff radius of 4.7 Å. Calculations with Gaussian 03 employed 
the PBE53, PBE056a, B3LYP55,92 and MPW1PW9193 functionals, together with the 
6-31G(d,p) basis set for hydrogen, carbon, nitrogen, oxygen and phosphorus, and the 
small-core quasi-relativistic LANL270 and SDD94c,94d effective core potential (ECP)/DZ 
for ruthenium and iron. 
The constrained optimisation (CO) method was applied using DMol3 and the 
synchronous transit-guided quasi-Newton (STQN) method was employed using    
Gaussian 03 to locate transition states.  
5.3 Results and Discussion 
We first consider the structural and electronic properties of M(II) 
H2(diphosphine)(diamine), where M = Ru or Fe, and then discuss the mechanisms and 
key features controlling the enantioselectivity in the hydrogenation of ketones by both 
catalysts. In this chapter, the M in “M”(II) will always represent either Ru or Fe. 
5.3.1  Stability of Fe(II)H2(diphosphine)(diamine) isomers 
Scheme 5.1 illustrates a proposed catalytic cycle for the hydrogenation of 
acetophenone by M(II)H2(diphosphine)(DPEN) complexes involving hydrogen transfer 
from trans- or cis-M(II)H2(diphosphine)(diamine) complexes, as discussed in Section 
2.4.1.  
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The catalyst precursor M(II)Cl2(diphosphine)(DPEN) A is converted to 
[M(II)H2(diphosphine)(DPEN)]+ B in 2-propanol with or without an alkaline base. 
Then H2 reacts with B to form three possible cationic complexes C1 (H2 trans to H), C2 
(H2 trans to P) and C3 (H2 trans to N), followed by deprotonation of the complex 
generating two possible active M(II)H2(diphosphine)(DPEN) complexes D1  
(trans-hydride) and D2 (cis-hydride). Then a ketone is reduced by D1 or D2 to form an 
alcohol and a 16-electron amide species F via a transition state E. Protonation of F by 
an alcoholic solvent regenerates complex B, while F partially returns to D by reacting 
with H2. We first explore the most stable conformational isomers assuming they are 
stabilised in the singlet spin state, after which the spin state of the more stable isomer is 
examined. 
The dihydride metal M(II)H2(diphosphine)(diamine) complexes can adopt both 
trans- and cis-conformations with respect to the hydrogen atoms (Scheme 5.2), and the 
dominant trans-[Ru(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 1 complex (see Figure 5.1) has 
been successfully used as a catalyst in the enantioselective hydrogenation of acetophenone 
with exceedingly high ee (99%). For the analogue Fe(II)H2[(S)-XylBINAP)](S,S)-DPEN], 
we first of all need to determine which of the isomers is more stable. The electronic energy 
difference between the trans-[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 2 and cis-
[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 3 complexes, as well as between the trans-
[Fe(II)H2{(S)-BINAP}{(S,S)-DPEN}] 4 and cis-[Fe(II)H2{(S)-BINAP}{(S,S)-D P E N }] 5 
complexes, computed at the PBE, PBE0, and B3LYP levels of theory, are reported in 
Table 5.1. The results show that the energy of the trans-isomer is 3.7 - 8.4 kcal/mol lower 
than the cis-isomer for XylBINAP and 3.6 - 8.3 kcal/mol for BINAP. In Table 5.1, we also 
report the relative electronic energies of the trans- and cis-isomers of the  
Ru(II)H2[(S)-XylBINAP)][(S,S)-DPEN]  and Ru(II)H2[(S)-BINAP)][(S,S)-DPEN]complexes, 
and find that the trans-isomer is about 2.2 - 4.5 kcal/mol for XylBINAP and 2.0 - 4.0 
kcal/mol lower in energy than the cis-isomer for BINAP. Our results agree with the 
experimental evidence that the trans-dihydride ruthenium complex is the observed species 
in the solution30c,103, and show that the trans-[Fe(II)H2(diphosphine)(diamine)] complex is 
the more stable isomer for the iron complex.  
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Scheme 5.1:  Proposed catalytic cycle for the hydrogenation of acetophenone catalysed by 
the diphosphine/1,2-diamine ruthenium complexes. 
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Scheme 5.2:  Structures of trans- and cis-[M(II)H2(diphosphine)(diamine)] complexes, 
where Ar = 3,5-(CH3)2C6H3 or C6H5. 
  
cis-[M(II)H2(diphosphine)(diamine)]  
trans-[M(II)H2(diphosphine)(diamine)]  
M = Ru or Fe
(S)-Xyl BINAP: Ar = 3,5-(CH3)2C6H3 
(S)-BINAP: Ar = C6H5 
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Figure 5.1:  Structures of trans- and cis-[M(II)H2(diphosphine)(diamine)], and Ar = 3,5-
(CH3)2C6H3 or C6H5. 
 
trans-[Ru(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 1 
trans-[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 2 cis-[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 3 
trans-[Fe(II)H2{(S)-BINAP}{(S,S)-DPEN}] 4 cis-[Fe(II)H2{(S)-BINAP}{(S,S)-DPEN}] 5 
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Table 5.1:  Electronic energy differences between the trans- and cis-isomers of the 
M(II)H2(diphosphine)[(S,S)-DPEN] complexes. 
 
Level 
of 
Theory 
Basis Set 
Ru(II)H2(diphosphine) 
(S,S-DPEN) 
Fe(II)H2(diphosphine) 
(S,S-DPEN) 
XylBINAP BINAP XylBINAP BINAP 
ΔE (trans−cis) [kcal/mol] 
PBE DNP -4.50 -4.04 -8.09 -7.15
PBE 6-31G **/LANL2DZ -2.21 -2.02 -3.70 -3.61
PBE0 6-31G **/LANL2DZ -3.95 -3.75 -8.41 -8.28
B3LYP 6-31G **/LANL2DZ -2.98 -2.60 -8.21 -7.91
 
 
5.3.2 Spin state of trans-[Fe(II)H2(diphosphine)(diamine)] complexes 
Turning now to the electronic properties of the iron and ruthenium complexes, the 
former are often paramagnetic with high spin states, whereas the latter are diamagnetic with 
low-spin states. It is likely that for trans-[Fe(II)H2(diphosphine)(diamine)] complexes, the 
presence of a strong field ligand such as diphosphine assists the formation of low-spin 
metal complexes, owing to their greater d-d splitting104. To investigate further, we have 
optimised the ruthenium and iron complexes 1 and 2 (see Figure 5.1) by imposing the spin 
multiplicity on the singlet, triplet and quintet states. The results in Table 5.2 reveal that for 
the ruthenium complex 1, the singlet state is 42.2 kcal/mol and 98.0 kcal/mol more stable 
than the triplet and quintet states respectively, whereas for the iron complex 2, the singlet 
state is more stable than the triplet and quintet states by 27.3 kcal/mol and 57.5 kcal/mol 
respectively. These energy differences are still large enough to result in the trans-
[Fe(II)H2(diphosphine)(diamine)] complexes having a singlet ground state as with the trans-
[Ru(II)H2(diphosphine)(diamine)] complexes. This trend is consistent with recent results 
reported by Chen et al.102 and Sui-Seng et al.101b for the simplified Fe(II)H2(PH3)2(en) 
complex. 
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Table 5.2:  Relative energies of trans-[Ru(II)H2{(S)-XylBINAP)}{(S,S)-DPEN}] and trans-
[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN]}] with S=0, 2 or 4. 
 
Spin 
Multiplicity 
RuH2[(S)-XylBINAP][(S,S)-DPEN] FeH2[(S)-XylBINAP][(S,S)-DPEN] 
ΔE [kcal/mol]
Singlet 0 0 
Triplet 42.21 27.25 
Quintet 97.98 57.48 
 
5.3.3 Mechanism of ketone hydrogenation using M(II)H2(PH3)2(en) 
The results from the previous section confirm that the conformation and spin 
state of the Fe(II)H2(diphosphine)(diamine) complexes are the same as those of 
Ru(II)H2(diphosphine)(diamine)] complexes, i.e., trans-[M(II)H2(diphosphine)(diamine)]
 is the most stable isomer and this complex is in the singlet spin state. We can therefore 
propose that trans-[FeIIH2(diphosphine)(diamine)] catalyses the hydrogenation of 
ketones via the same mechanism as the ruthenium-amine-based complexes, i.e., the 
metal-ligand bifunctional mechanism30. 
In order to probe the mechanism of ketone hydrogenation catalysed by the Ru- 
and FeH2(diphosphine)(diamine) complexes and exclude the influence of the two 
bidentate ligands, we have considered a simplified catalytic system composed of one 
ethylenediamine and two PH3 ligands, i.e., trans-[M(II)H2(PH3)2(en)]. As in the case of 
the trans-[M(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] complexes, the two trans-
[M(II)H2(PH3)2(en)] complexes are also stabilised in the singlet state
101b,102. 
The proposed catalytic cycle is composed of two parts30c30e (see Scheme 5.3): (a) 
hydrogenation from the ketone to the alcohol through the metal-ligand bifunctional 
mechanism, where the hydridic Ru-H and protic N-H are transferred to the C=O bond 
via a six-membered pericyclic transition state (TS), and the 18-electron hydride-amino 
metal complex becomes a 16-electron hydrido-amido metal species; (b) regeneration of 
the catalyst through heterolytic splitting of dihydrogen across the Ru N bond. 
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In order to search for the transition state in the simplified system, we attempted 
the synchronous transit-guided quasi-Newton (STQN) and the constrained 
optimisation (CO) methods, discussed in detail below.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Scheme 5.3:  Catalytic cycle for the hydrogenation of ketones using the trans-
[M(II)H2(diphosphine)(diamine)] complexes. 
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5.3.3.1 Locating the transition state using the synchronous transit-
guided quasi-Newton (STQN) method 
First, we attempted using the STQN method (discussed in Chapter 3) to search for 
the transition states. In Table 5.3, we report the activation energies for the  
H2-hydrogenation of acetone catalysed by Ru(II)H2(PH3)2(en) and Fe(II)H2(PH3)2(en)
102. 
The values of the energy barriers of the hydrogen-transfer process are 2.2 - 3.4 kcal/mol 
and 2.0 - 3.2 kcal/mol for the ruthenium and iron system, respectively. For H2-splitting, the 
activation energies are 8.4 - 13.8 kcal/mol and 8.2 - 12.8 kcal/mol for the ruthenium and 
iron systems respectively. These figures indicate that different exchange-correlation 
functionals give similar energy barriers in both systems, and that the energy barriers for the 
reactions of hydrogen-transfer and H2-splitting catalysed by Ru(II)H2(PH3)2(en) are close to 
those calculated for Fe(II)H2(PH3)2(en). 
The reaction coordinate diagram (Figure 5.2) shows the relative energy of the 
intermediates and transition states involved in the catalytic cycle (Scheme 5.3), with respect 
to the energies of the acetone, the H2 molecule and the trans-[M(II)H2(PH3)2(en)] complex. 
The energies and structures of the minima and saddle point have been computed at the 
B3LYP/6-31G** level of theory. Figure 5.2 shows that the mechanism of the reaction, as 
well as the activation energies for the catalytic steps involved in the hydrogenation of 
acetone catalysed by Fe(II)H2(PH3)2(en) and Ru(II)H2(PH3)2(en) are very similar, suggesting 
that the ketone/alcohol hydrogen transfer reaction in the presence of the trans-
[Fe(II)H2(diphosphine)(diamine)] complexes could have an activity comparable to that of 
the trans-[Ru(II)H2(diphosphine)(diamine)] catalysed processes. Moreover, the rate-
determining step in the catalysis of both systems is dependent on the H2-splitting, and we 
can deduce that the mechanism of the ketone hydrogenation catalysed by this type of iron-
based complex would go through the metal-ligand bifunctional mechanism. 
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Table 5.3:  Energy barriers (in kcal/mol) for the H2-hydrogenation of acetone catalysed by 
the trans-[M(II)H2(PH3)2(en)] model catalysts. 
Reference  Chen11 This Thesis 
Functional B3LYP PBE PBE PBE0 B3LYP mPW1PW91
Basis Set 
6-31G ** DNP 6-31G ** 6-31G ** 6-31G ** 6-31G**
LAND2DZ N/A LAND2DZ LAND2DZ LAND2DZ SDD
ΔE Ru, Hydrog. TS   2.85 2.15 2.20 2.77 3.40 2.68
ΔE Fe, Hydrog. TS   2.37 2.02 2.00 2.41 3.17 2.32
ΔE Ru, H2-Splitting TS   12.48 8.36 9.74 8.42 13.76 8.69
ΔE Fe, H2-Splitting TS   10.86 8.16 9.24 8.07 12.79 8.54
• ΔE M, Hydrog. TS is the energy barrier for the hydrogen transfer in the acetone/isopropanol 
reaction catalysed by the 18-electron hydride-amino metal complex;  
• ΔE M, H2-Splitting TS is the energy barrier for the heterolytic dihydrogen splitting on the 16-electron 
hydrido-amido metal complex. 
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Figure 5.2:  Reaction coordinate diagram for the H2-splitting and hydrogenation of 
acetone catalysed by the trans-[M(II)H2(PH3)2(en)] complexes at the B3LYP/6-31G** level 
of theory using Gaussian 03. 
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5.3.3.2 Locating the transition state using the constrained optimisation 
method 
The aforementioned synchronous transit-guided quasi-Newton (STQN) method 
can only describe the reaction from the most stable intermediate to the product via the 
transition state. In this section, we use the constrained optimisation (CO) method 
following the same technique as in Chapter 4 by optimising with respect to a pseudo 
coordinate, (M-)H···C(=O), allowing us to explore the structural changes prior to the 
intermediate state. Figure 5.3 displays the reaction coordinate diagrams in the 
hydrogenation of acetone catalysed by the Ru(II)H2(PH3)2(en) and Fe(II)H2(PH3)2(en) 
complexes whilst gradually reducing the (M-)H···C(=O) distance from 8 Å to 1.1 Å with 
the representative structures shown alongside the diagram. Interestingly, we note that the 
energy drops when the (Ru-)H···C(=O) distance is 4 Å, and the acetone rotates to an 
upright position and moves away from Ru(II)H2(PH3)2(en). In contrast, the energy in the 
iron system changes more smoothly. We magnify the region of Figure 5.3 containing the 
range of (M-)H···C(=O) distances from 4 Å to 1.75 Å and plot it in Figure 5.4, which 
shows that in [acetone + Ru(II)H2(PH3)2(en)], the minima and transition state occur when 
the (Ru-)H···C(=O) distances are 3.5 Å and 2 Å; in [acetone + Fe(II)H2(PH3)2(en)], the 
minima and transition state occur at 2.75 Å and 2.25 Å. Figure 5.4 also reveals that the 
difference in activation energies of the ruthenium and iron systems is ca. 1.5 kcal/mol. The 
structural changes in [Acetone + Ru(II)H2(PH3)2(en)] while the (Ru-)H···C(=O) distance is 
reduced from 8 Å to 1.2 Å are illustrated in Figure 5.5. When the (Ru-)H···C(=O) distance 
is between 4 Å and 3.25 Å, the acetone expands as a result of the two methyl groups 
repelling each other. When the (Ru-)H···C(=O) distance is 3 Å, the attraction between 
acetone and Ru(II)H2(PH3)2(en) is greater than the repulsion and therefore the acetone 
does not expand in the subsequent structures. The structural changes in [Acetone + 
Fe(II)H2(PH3)2(en)] while the (Fe-)H···C(=O) distance is reduced from 8 Å to 1.1 Å are 
illustrated in Figure 5.6, which shows that there is no dramatic repulsion when the acetone 
approaches Fe(II)H2(PH3)2(en). The structural changes in an iron-based system are smooth. 
Comparing Figures 5.5 and 5.6, their structures from 8 Å to 1.1 Å are similar for the two 
systems apart from those in the range, 4 Å to 3.25 Å. 
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Figure 5.3:  Reaction coordinate diagram for the hydrogenation of acetone catalysed by 
Ru(II)H2(PH3)2(en) and Fe(II)H2(PH3)2(en) as the (M-)H···C(=O) distance is gradually 
reduced from 8 Å to 1.1 Å at the PBE/DNP level of theory using DMol3. 
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Figure 5.4:  Reaction coordinate diagram of the hydrogenation of acetone catalysed by 
Ru(II)H2(PH3)2(en) and Fe(II)H2(PH3)2(en) as the (M-)H···C(=O) distance is gradually 
reduced from 4 Å to 1.75 Å. 
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Figure 5.5:  Snapshots of the hydrogenation of acetone catalysed by Ru(II)H2(PH3)2(en) as 
the (Ru-)H···C(=O) distance is gradually reduced from 8 Å to 1.2 Å. 
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Figure 5.6:  Structural changes of the hydrogenation of acetone catalysed by 
Fe(II)H2(PH3)2(en) as the (Fe-)H···C(=O) distance is gradually reduced from 8 Å to 1.1 Å. 
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5.3.4 Enantioselectivity of acetophenone hydrogenation by trans-
[M(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 
As noted earlier, acetophenone is reduced to (R)-phenylethanol with an outstanding ee of 
99% when the reaction is catalysed by trans-[Ru(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 1 
(Scheme 5.4)22b. This high enantioselectivity has been explained by comparing the energy 
differences of all the possible pathways by which acetophenone can approach the active 
sites of the ruthenium catalyst. A stable intermediate forms when the reactant enters the 
pocket made by the bulky groups of the ruthenium catalyst along the reaction pathway 
associated with the (R)-product28a,28b. For catalytic systems like 
Ru(II)H2(diphosphine)(diamine), the enantioselectivity in the hydrogenation of pro-chiral 
ketones is therefore controlled by the formation of the ketone/ruthenium-complex 
intermediates. The stability of these intermediates depends on the interaction between the 
bulky diphosphine and/or diamine ligands, and the pro-chiral ketone, but not on the H-
transfer process. 
In the previous section, we have shown the strong similarities between the 
mechanism of the ketone/alcohol hydrogen-transfer reaction catalysed by the ruthenium 
and iron (diphosphine)(diamine) complexes. We now turn our investigation to the 
reduction of acetophenone (ACP) to (R)- and (S)-phenylethanol catalysed by the 
hypothetical iron-based catalyst trans-[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] 2, analogous to 
the highly successful 1. Our calculations aim to answer the following question: can a high 
enantioselectivity be achieved when using Fe(II)H2(diphosphine)(diamine) complexes? To 
this end, we have applied a constrained optimisation technique to model the approach of 
the acetophenone to the active M-H and N-H sites of the two catalysts along the two most 
favourable pathways28a,28b. The Q1 pathway illustrated in Figure 5.7 gives the (R)-product 
and Q2 gives the (S)-product. 
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XylBINAP = 2,2'-bis-(di-3,5-xylylphosphino)-1,1'-binaphthyl.  
DPEN = 1,2-diphenylethylenediamine. 
 
 
Scheme 5.4:  Asymmetric H2-hydrogenation of acetophenone (ACP) catalysed by the trans-
[{M(II)H2(S)-XylBINAP)}{(S,S)-DPEN)}] catalysts. (1 representstrans-[Ru(II)H2{(S)-
XylBINAP}{(S,S)-DPEN}] and 2 represents trans-[Fe(II)H2{(S)-XylBINAP}{(S,S)-DPEN}].) 
  
M = Ru or Fe
Ar = 3,5-(CH3)2C6H3; (S)-XylBINAP 
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Figure 5.7:  Definition of two of the possible reaction pathways, Q1 and Q2, with the 
subsequent stereochemical configurations of the alcohol product, phenylethanol, in the 
asymmetric hydrogenation of acetophenone. 
Q1 Approach: (R)-phenylethanol 
Q2 Approach: (S)-phenylethanol 
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Figure 5.8 displays the variation in the relative energy of the systems [ACP + 1] and 
[ACP + 2] calculated at the DFT/PBE level with respect to the internuclear distances,   
(M-)H···C(=O), for the Q1 and Q2 pathways. A detailed analysis of the transition state 
structure involved in the ketone/alcohol hydrogen transfer reaction via the metal-ligand 
bifunctional mechanism has shown that the (Ru-)H···C(=O) distance can safely be taken 
as the pseudo reaction coordinate28a,28b. 
Here, as in the previous chapter, we only consider the electronic energy without 
taking into account thermal and entropic effects. We define the relative energy as           
ΔEi = Ei - Eref, where Ei is the electronic energy of the structure at a specified                (M-
)H···C(=O) distance, and Eref is the sum of the electronic energy of isolated ACP and the 
ruthenium or iron catalyst. The reaction coordinate diagrams in Figure 5.8 are characterised 
by a maximum at approximately 2 Å, which corresponds to a good approximation to the 
structure of the transition state for the hydrogen transfer ACP/phenylethanol reaction 
(Hydrog. TS) via the metal-ligand mechanism. The Q1 reaction pathway is the most 
energetically favourable for both [ACP + 1] and [ACP + 2], with the Hydrog. TS of Q1 
being 4.2 kcal/mol and 6.7 kcal/mol more stable than the Hydrog. TS of Q2 for the 
ruthenium and iron systems respectively. The high energy difference between Q1 and Q2 
for the iron system indicates that the ACP will react with the catalyst along the Q1 pathway, 
and that an ee comparable to the one obtained using the ruthenium catalyst can be expected. 
Since Q1 is the lowest energy approach, the features of the reaction coordinate diagram 
along Q1 in the ruthenium and iron catalytic systems are of more interest. Figure 5.9 shows 
that both the ruthenium and iron systems, [ACP + 1] and [ACP + 2], are characterised by 
two minima located at approximately 2.5 Å (Pre-INT) and 3.75 Å (INT), separated by a 
peak at approximately 2.6 Å with respect to the  
(M-)H···C(=O) distance. This peak is caused by the constraints on the (M-)H···C(=O) and 
is therefore not the transition state structure between the intermediates Pre-INT and 
INT28a. It is important to note that there is a similar trend along Q1 for the reaction 
coordinate diagrams in [ACP + 1] and [ACP + 2]. Therefore, in order to understand if the 
occurrence of the two intermediates in the Q1 pathway offers the same type of stabilisation 
of the Hydrog. TS structure as occurs in the ruthenium catalytic system when ACP 
approaches the iron catalyst, we have fully optimised the structures with (M-)H···C(=O) 
distances of 3.75 Å and 2.5 Å. 
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Figure 5.8:  Reaction coordinate diagram for [ACP + trans- MIIH2(S-XylBINAP)(S,S-
DPEN)] with respect to the (M-)H···C(=O) distance along Q1 and Q2.  
The structural characteristics of the fully optimised ruthenium and iron minima 
(Pre-INTRu, INTRu, Pre-INTFe, and INTFe) and of the transition state structure  
(Hydrog. TS), along the Q1 pathway, are shown in Figure 5.9 and Figure 5.10, and 
described in Table 5.4. The reaction coordinate diagram in Figure 5.9 shows that Pre-INTRu 
and Pre-INTFe are stable structures when the ACP and the catalyst are brought together by 
non-bonding interactions at a (M-)H···C(=O) bond distance of 3.76 Å for Pre-INTRu and 
4.32 Å for Pre-INTFe before ACP enters into the pocket in the bulky group of the catalyst. 
When ACP approaches the catalyst to within a (M-)H···C(=O) distance of 3.6 – 3.7 Å, 
with a separation of ca. 3 Å between the aromatic ring of ACP and the nearest atoms on 
the complex, it appears that there is an appreciable attractive interaction between the 
NH/CH and the aromatic rings28a,105, which drives the rotation of the phenyl group of 
ACP (the angle φOCPhC' changes from –4.5º in Pre-INTRu to 19.8º in INTRu and from –3.5º in 
Pre-INTFe to 17.8º INTFe) forming the stable intermediates INTRu and INTFe. In both 
systems, we also notice that from Pre-INTRu to INTRu and from Pre-INTFe to INTFe, the τC-
PhOMe angle for ACP rotates by only 0.1º and 1.3º in the ruthenium and iron systems 
respectively.  
Chapter 5:  FeH2(diphosphine)(diamine) Complexes as Alternative Catalysts for Asymmetric    
                   Hydrogenation of Ketones? 
133 
 
Additionally, the angles θOCMe, θOCPh and θMeCPh (where Me refers to the carbon of 
the methyl group and Ph to the carbon of the phenyl group of ACP) are all approximately 
120º. These results show that the methyl group of ACP does not rotate significantly and 
the carbonyl carbon still keeps its sp2 hybridisation. As for the change from INT to Hydrog. 
TS, the phenyl group of the ACP does not rotate significantly, as φOCPhC' changes by only 
0.6º and 5.1º from INTRu to Hydrog. TSRu, and from INTFe to Hydrog. TSFe respectively. 
The methyl group of ACP rotates further away from the catalyst as shown in Figure 5.9 
and Table 5.4 (τC-PhOMe changes from 1.1º in INTRu to –16.2º in Hydrog. TSRu and from 1.5º 
in INTFe to –18.9º Hydrog. TSFe). Furthermore, the carbonyl carbon starts to transform 
from a planar sp2 to a tetrahedral sp3 hybridisation (θMeCPh rotates from 118.3º in INTRu to 
115.8º in Hydrog. TSRu and from 118.6º in INTFe to 114.5º in Hydrog. TSFe). We consider, 
for comparative purposes, two adducts (ADDUCT-I and ADDUCT-II) that appear after 
the transition state; these are not discussed in Chapter 4. The two adducts comprise the 
species formed after the hydride bonded to the metal centre has been transferred to the 
carbonyl carbon and the species created by the subsequent proton transfer to the oxygen. 
Since the hydridicity of Ru-H is greater than that of Fe-H, the hydride transfer in the 
ruthenium system may slightly precede the transfer in the iron system, but when 
considering the entire process, we envisage that the hydride and proton transfer 
simultaneously, as demonstrated in Figures 5.11 and 5.12. Finally, when ACP is completely 
reduced to the phenylethanol, the carbonyl carbon is fully sp3 hybridised  
(θO-C-Me~θO-C-Ph~θMe-C-Ph~110º). The calculations above clearly demonstrate the strong 
similarity in the hydrogenation of ketones catalysed by 1 and 2. 
In the iron system, a small rise in energy is observed at 2.4 Å for Q1 and 2.1 Å for 
Q2 (see Figure 5.8). In addition, the energy barriers of the hydrogen-transfer process are 
2.22 kcal/mol and 5.75 kcal/mol higher than those in the ruthenium system for Q1 and Q2 
respectively. These increases in energy may be attributable to the 30% smaller ionic volume 
of iron compared to ruthenium, which brings the ligands closer together and gives rise to 
more hindrance in the iron system. Figures 5.11 and 5.12 show the variation in the bond 
length of d(M-H1), d(H1-C1) d(N1-H2), and d(H2-O1) (the labels of the atoms are shown 
in Figure 5.7) in the hydrogenation of ACP catalysed by 1 and 2. When focusing on the 
curves of d(Ru-H) and d(N-H), we note that the occurrence of hydride transfer and proton 
transfer overlap in Figure 5.11 as well in Figure 5.12. These results suggest that in both 
systems, the hydride and proton transfer occur simultaneously, which is consistent with 
experiment. 
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Overall, a comparison of the hydrogen-transfer in the hydrogenation of ruthenium 
and iron systems shows that the formation of the Hydrog. TS and two stable intermediates 
is similar. Thus, we expect that a high ee can be achieved by controlling the ligand-metal 
interaction. 
 
 
 
 
Figure 5.9:  Reaction coordinate diagram for the hydrogenation of acetophenone to 
phenylethanol catalysed by trans-[M(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] at the 
PBE/DNP level of theory. Energies are reported relative to free acetophenone and free 
catalysts 1 and 2 respectively. (The ligands bound on the P and N atoms are removed for 
clarity in Pre-INT ~ ADDUCT-II.) 
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Pre- 
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Figure 5.10:  Structures of the minima (Pre-INT and INT) and transition state-like 
structure (Hydrog. TS) corresponding to the entrance of the acetophenone into the active 
sites of trans-{[MIIH2(S)-XylBINAP][(S,S)-DPEN]} along Q1, computed at the PBE/DNP 
level of theory. 
3.649 
  
 
Table 5.4:  Energetic and geometric characteristics associated with the entrance of ACP into the active sites of trans-{[MIIH2(S)-XylBINAP][(S,S)-DPEN]} along Q1. 
Ru System 
 
Bonding 
Relative 
Energy d(H1-C) d(H3-O) d(M-H1) d(N-H3) φ(OCPhC’) τ(C-PhOMe) θ(MeCO) θ(OCPh) θ(PhCM) 
   [kcal/mol] [Å] [Å] [Å] [Å] [°] [°] [°] [°] [°] 
Phenylethanol + 
16e- hydrido-amido RuIIcomplex C-H, H-O -11.4 1.1 1.0 2.5 1.6 26.6 -32.8 109.4 112.9 110.3 
ADDUCT-II C-H, H-N -11.2 1.2 1.5 2.1 1.1 24.7 -32.5 113.4 114.5 108.2 
ADDUCT-I C-H-Ru, H-N -6.2 1.5 1.7 1.9 1.1 22.1 -27.4 116.2 116.3 111.2 
Hydrog. TS H-Ru, H-N -2.0 2.0 2.0 1.8 1.0 20.4 -16.2 119.8 119.0 115.8 
INT-II H-Ru, H-N -5.7 3.6 3.8 1.7 1.0 19.8 1.1 121.6 120.1 118.3 
INT-I H-Ru, H-N -3.4 3.8 3.4 1.7 1.0 -4.5 1.0 120.6 120.2 119.1 
Acetophenone + 
18e- dihydride-amino RuII complex H-Ru, H-N -0.3 8.0 8.3 1.7 1.0 -0.4 0.3 120.7 120.5 118.7 
            
Fe System 
 
Bonding 
Relative 
Energy d(H1-C) d(H3-O) d(M-H1) d(N-H3) φ(OCPhC’) τ(C-PhOMe) θ(MeCO) θ(OCPh) θ(PhCM) 
   [kcal/mol] [Å] [Å] [Å] [Å] [°] [°] [°] [°] [°] 
Phenylethanol + 
16e- hydrido-amido FeII complex C-H, H-O -10.4 1.1 1.0 2.8 1.8 31.5 -33.0 108.9 112.7 110.5 
ADDUCT-II C-H-Fe, O-H-N -8.4 1.2 1.5 2.1 1.1 22.3 -32.8 113.1 114.1 108.3 
ADDUCT-I C-H-Fe, H-N -3.3 1.5 1.7 1.8 1.1 22.2 -28.0 116.1 166.4 110.4 
Hydrog. TS H-Fe, H-N 0.2 1.9 1.9 1.7 1.0 22.9 -18.9 119.3 118.8 114.5 
INT-II H-Fe, H-N -5.0 3.7 4.1 1.6 1.0 17.8 1.5 121.2 120.1 118.6 
INT-I H-Fe, H-N -3.4 4.3 4.3 1.6 1.0 -3.5 0.2 120.8 120.7 118.4 
Acetophenone + 
18e- dihydride-amino FeII complex H-Fe, H-N -0.8 8.1 8.4 1.6 1.0 -0.1 0.1 120.6 120.6 118.8 
Phenylethanol Acetophenone136
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Figure 5.11:  The variation of bond lengths of d(carbonyl-hydride), d(iron-hydride), 
d(oxygen-proton), and d(nitrogen-proton) in the reaction between ACP and trans-
[Ru(H)2{(S)-XylBINAP}{(S,S)-DPEN}]. 
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Figure 5.12:  The variation of bond lengths of d(carbonyl-hydride), d(iron-hydride), 
d(oxygen-proton), and d(nitrogen-proton) in the reaction between ACP and trans-
[Fe(H)2{(S)-XylBINAP}{(S,S)-DPEN}]. 
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5.4 Summary and Conclusions 
The results of our calculations clearly indicate that both the 
Fe(II)H2(diphosphine)(diamine) and Ru(II)H2(diphosphine)(diamine) complexes are 
stabilised in the trans-conformation with respect to the position of the hydride. 
Moreover, we find that for both the trans-[Fe(II)H2(diphosphine)(diamine)] and trans-
[Ru(II)H2(diphosphine)(diamine)] complexes, the electronic ground states have zero 
spin, indicating that the FeH2(diphosphine)(diamine) complexes have similar electronic 
and structural properties to the highly successful ruthenium Noyori-type catalysts for 
the hydrogenation of ketones. 
The catalytic cycles for the H2-hydrogenation of acetone via the simplified 
M(II)H2(PH3)2(en) catalysts have also been computed. The results show that the 
activation energy for the hydrogen-transfer and H2-splitting processes are similar for 
the two metal complexes, suggesting that the mechanism of the hydrogenation of 
ketones catalysed by the trans-[Fe(II)(H)2(diphosphine)(diamine)] complexes should be 
the same as the mechanism for the ruthenium system. 
As for enantioselectivity, we have constructed the reaction coordinate diagrams 
associated with the entrance of the acetophenone into the active sites of the trans-
[Ru(II)H2{(S)-XylBINAP}{(S,S)-DPEN}] and trans-[Fe(II)H2{(S)-XylBINAP}{(S,S)-
DPEN}] catalysts. In both cases, the energy profile associated with the (R)-alcohol 
(Q1) is the most favourable. The enantioselectivity of the iron and ruthenium 
complexes is related to the occurrence of a similar type of intermediate along the Q1 
pathway which fixes the molecular orientation of the acetophenone before the actual 
hydrogen-transfer process occurs. 
We therefore suggest that iron complexes, like the important 
Ru(II)H2(diphosphine)(diamine), could be active in the hydrogenation of ketones and 
could produce enantiomeric excesses similar to those obtained using Noyori-type 
catalysts. 
The work reported in this chapter has been published106. 
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Chapter 6 Imine Reduction Catalysed by 
Cyclometalated Iridium(III) Complexes 
6.1 Introduction 
In imine reduction catalysed by transition-metal complexes, the substrates are 
usually limited to cyclic imines107; thus reductive amination of ketones to produce acyclic 
ketimines would be desirable. Xiao and co-workers have recently developed a type of air-
stable cyclometalated imino iridium(III) complex that can catalyse the transfer 
hydrogenative reductive amination with safe, inexpensive formate (HCOO─) and without 
the use of a water scavenger. The system has a high activity and can be applied to a wide 
range of substrates with different functional groups. The imine is a key intermediate for 
reductive amination and is formed by the condensation of a ketone and an amine, and then 
reduced to the final amine product by the catalyst. Experimental evidence shows that 
different functional groups on this type of iridium catalyst lead to different rates of imine 
conversion. Transfer hydrogenation in the reduction of imines and its key intermediate 
process have been less well-studied compared to the reduction of ketones. Investigation of 
the mechanism of imine reduction is, however, crucial for promoting the development of 
greener reductive amination reactions. 
The catalytic reaction cycle in which we are interested is shown in Scheme 6.1. The 
first step is the mixing of the precatalyst [Cp*IrCl2]2 and the additive (NaOAc) with the 
ligands consisting of different electron-donating and withdrawing functional groups 
(shown at the bottom of Scheme 6.1) to form the cyclometalated iridium complex, which 
then reacts with HCOO― in the solution to form the iridium hydride. The iridium hydride 
then transfers its hydride to the ‘protonated imine’ (iminium) to generate the product 
(amine) and a 16e― iridium intermediate species. This species then reacts with HCOO― to 
regenerate the iridium hydride complex.  
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Scheme 6.1:  Catalytic cycle for the reduction of imines from the precatalyst ([Cp*IrCl2]2) 
through the reactant (R-iminium) to the product (R-amine).  
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One of the challenges of this work is that, as we shall see, in this type of reaction, 
the system catalysed by the cyclometalated iridium complex with a less negative hydride 
bonded to the iridium exhibits a higher activity, which is not the expected hydride transfer 
behaviour. One of the main aims of this study is to clarify this problem. More generally, in 
this chapter, we aim at gaining a clearer understanding of the mechanism in these reactions 
using density functional theory (DFT) calculations. In Section 6.2, we report the 
development of a suitable DFT methodology (exchange-correlation functionals, basis sets, 
pseudopotentials, closed or open shell configurations and charge analysis) for the 
investigation of this type of novel reaction by comparing the computed structural 
properties of the catalysts under investigation with those from X-ray analyses. In Section 
6.3.1, we review the effect on the activity of the cyclometalated iridium(III) catalysts with 
different functional groups from experimental studies. In Section 6.3.2, we compare the 
molecular orbitals of the isolated catalysts which give different conversions in the imine 
reduction; we examine the relationship between the HOMO of the catalysts and the 
LUMO of the iminium. In Section 6.3.3, we focus on the hydride transfer step and try to 
establish a technique to locate transition state structures using the constrained optimisation 
method in the DMol3 code. In Section 6.3.4, we consider both the hydride formation and 
hydride transfer steps using the synchronous transit-guided quasi-newton (STQN) method 
in the Gaussian 03 code and nudged elastic band (NEB) method in the CP2K code with 
and without solvent effects. In order to locate the transition states and understand the 
reaction mechanisms, two simplified systems A and C, and one real system B were 
examined. A comparison of the three systems is displayed in Table 6.1. 
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Table 6.1:  A comparison of the three systems A, B and C examined in the imine 
reduction catalysed by the cyclometalated iridium(III) complexes. 
 
A (simplified) B (real) C (simplified) 
Section 6.3.3.1-2 6.3.3.3 6.3.4 
Method of  
locating TS CO CO STQN & NEB 
Reaction hydride transfer hydride transfer hydride formation hydride transfer 
Complex complexes 12–13
 
complex 8 – 10 
 
complex 18 
 
Substrate iminium 14 
 
iminium 11 
 
iminium 20 
 
imine 21 
    
Product  
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6.2 Methodology 
DFT calculations were carried out using the DMol3, Gaussian 03, and CP2K codes, 
details of which are given in Chapter 3. 
As in the calculations in previous chapters, in DMol3, the PBE/DNP level of 
theory and semi-local pseudopotential were applied. Each basis function was restricted to 
within a cutoff radius of 4.7 Å.  
In Gaussian 03, the PBE0, B3LYP and MPW1PW91 hybrid exchange-correlation 
functionals were employed. We also compared different basis sets — 6-31G(d,p),  
6-311G(d,p), 6-31+G(d,p), 6-311+G(d,p), 6-31++G(d,p) and 6-311++G(d,p) — for 
hydrogen, carbon, nitrogen and oxygen; for iridium, we used the SDD and LANL2DZ 
basis set coupled with the SDD and LANL2 pseudopotentials respectively. In CP2K, the 
PBE exchange-correlation functional was employed, together with the TZV2P-MOLOPT-
GTH basis set for the hydrogen, carbon, nitrogen and oxygen, and the DZVP-MOLOPT-
SR-GTH basis set together with the GTH pseudopotential for the heavier iridium. 
We recall that different codes offer different methods to locate transition states. In 
this study, a constrained optimisation method was employed using DMol3, the 
Synchronous Transit-Guided Quasi-Newton (STQN) method was employed using 
Gaussian 03 and the Nudged Elastic Band (NEB) method was employed using CP2K. The 
details will be reported in the results section.  
Finally, we have also considered solvent effects with the polarisable continuum 
model (PCM)97, which provides a simple but useful estimate of solvation energies. 
6.2.1 Determination of exchange-correlation functional, basis set and 
pseudopotential 
Since the reaction of imine reduction catalysed by this type of cyclometalated imido 
complex has not been theoretically investigated before, it is essential to determine the 
appropriate computational methodology. In the first part, we determine the appropriate 
exchange-correlation functional, basis set, and pseudopotential for complex 1. In the 
following part, we examine the electronic configuration of the simpler complex 2 to 
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determine if the system adopts the closed or open shell configuration. In the last part, 
complexes 3, 4, 5, 6 and 7 are examined to determine the charge distributions for systems 
and establish the relationship between the charge and the hydricity of the iridium-hydride 
of the complex. 
The cyclometalated Ir-Cl complex 1 (Scheme 6.1) was used to select the optimal 
exchange-correlation functional, basis set and pseudopotential for the investigation of these 
systems. Table 6.2 gives the bond lengths and angles for the atoms bonded to iridium, and 
the sum of the deviations from the experimental values. PBE predicts differences of  
0.05 – 3.39% for bond lengths and bond angles with respect to the experimental values, 
whilst BLYP overestimates the values of the structural properties by 0.11 – 6.40%, 
indicating results computed at the PBE level are closer to the experimental data. The 
hybrid exchange approximation to density functional theory embodied in the B3LYP, 
MPW1PW91, and PBE0 functionals exhibits a better agreement with the experimental 
structure, as shown by the comparison of the sum of the deviations in Table 6.2. The size 
of the Pople basis set with or without diffuse functions is also considered. In addition, the 
effective core potentials (ECP) for iridium are of the SDD and LANL2DZ types. Table 6.2 
demonstrates that the PBE0 hybrid functional with the SDD/6-31G(d,p) basis sets gives 
generally a good agreement with X-ray crystallography data in a reasonable execution time. 
Thus, PBE/DNP with a convergence criterion of 2 × 10-3 Hartree Å-1 using DMol3 and 
PBE0/SDD (6-31G**) using Gaussian 03 were selected to optimise the geometry and 
search for the transition states in the following sections. 
            
                                                                        1 
Scheme 6.2:  Cyclometalated Ir-Cl complex 1.  
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6.2.2 Determination of closed or open shell configuration 
 
 
 
 
 
 
2 
Scheme 6.3:  Cyclometalated Ir-Cl complex 2. 
 
Iridium complexes tend to be present in the Ir(I) or Ir(III) oxidation states. 
Experiments show this type of iridium complex to be Ir(III), which might be expected to 
have a closed shell configuration. In order to verify this, a slightly simplified I r - C l 
complex 2 was optimised in closed and open shell configurations and the structural 
properties compared with experimental X-ray data. Table 6.3 shows the comparison 
between the experimental and computational values of the structural parameters in the 
closed and open shell configurations, indicating that the computed values in the two 
configurations are close to the experimental values, but the closed shell Ir(III) is slightly 
more stable. Exploring both closed and open shell configurations can be very 
computationally expensive; hence all calculations in the following sections will use the 
closed shell configuration. 
 
Ir1 
Cl 
N1 
C1 
C6 
C7 
  
 
Table 6.2:  Structural properties of complex 1 from experimental data and DFT calculations. 
• E-3 and E-4 indicate that in the optimisation, the geometry was considered to be converged when the energy change was less than 2 × 10-3 Hartree Å-1and  
2 × 10-4 Hartree Å-1 respectively. 
 Exp DMol3 Gaussian 
XC  
PBE/ 
E-3 
PBE/ 
E-4 
BLYP/
E-3 
BLYP/ 
E-4 
PBE B3LYP 
MPW1 
PW91 
MPW1 
PW91 
PBE0 PBE0 PBE0 PBE0 PBE0 PBE0 
                
Basis Set  DNP DNP DNP DNP 
LANL2D
Z/ 
6-31G** 
LANL 
2DZ/ 
6-31G** 
LANL 
2DZ/ 
6-31G** 
SDD/ 
6-31G** 
LANL 
2DZ/ 
6-31G** 
LANL 
2DZ/ 
6-31+G** 
LANL 
2DZ/ 
6-311++G**
SDD/
6-
31G**
SDD/
6-
31+G**
SDD/ 
6-
311++G** 
  Bond Lengths [Å] Bond Lengths [Å] 
Ir1-Cl1 2.40 2.41 2.41 2.45 2.45 2.44 2.46 2.42 2.41 2.42 2.42 2.42 2.41 2.41 2.41 
Ir1-C3 2.02 2.02 2.02 2.04 2.04 2.01 2.02 2.01 2.02 2.01 2.00 2.01 2.01 2.01 2.02 
Ir1-N1 2.09 2.09 2.09 2.13 2.13 2.01 2.11 2.08 2.09 2.08 2.08 2.08 2.09 2.09 2.09 
C3-C2 1.41 1.43 1.43 1.43 1.43 1.43 1.42 1.42 1.42 1.42 1.42 1.41 1.42 1.42 1.41 
C17-N1 1.31 1.32 1.32 1.32 1.32 1.32 1.31 1.30 1.30 1.30 1.304. 1.30 1.30 1.30 1.30 
Ir1-C 2.27 2.34 2.35 2.42 2.42 2.35 2.37 2.31 2.31 2.31 2.31 2.29 2.30 2.30 2.29 
(π-ring) 2.16 2.21 2.21 2.26 2.26 2.20 2.21 2.18 2.18 2.18 2.18 2.17 2.18 2.18 2.17 
 2.16 2.20 2.20 2.24 2.24 2.18 2.21 2.18 2.18 2.17 2.17 2.16 2.17 2.18 2.17 
 2.16 2.21 2.21 2.26 2.26 2.19 2.21 2.17 2.18 2.17 2.17 2.16 2.17 2.18 2.17 
 2.28 2.36 2.36 2.43 2.43 2.37 2.38 2.33 2.32 2.32 2.32 2.31 2.32 2.32 2.31 
C-N 1.16 1.17 1.17 1.17 1.17 1.18 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 1.16 
  Bond Angles [º] Bond Angles [º] 
C1-Ir1-Cl1 86.12 87.63 87.52 88.39 88.16 87.05 87.13 86.45 86.33 86.39 86.24 86.03 86.27 86.32 86.27 
Cl1-Ir1-N1 87.39 87.08 87.89 87.49 87.17 86.47 86.46 86.30 86.34 86.34 86.06 85.97 86.38 86.28 86.19 
N1-Ir1-Cl1 77.28 77.76 77.77 77.55 77.57 77.94 77.72 77.82 77.59 77.85 77.91 77.63 77.61 77.63 77.45 
  Sum of Deviations [%] Sum of Deviations [%] 
  19.33 19.85 36.92 35.47 13.65 20.84 6.6 6.36 5.41 4.66 4.66 5.07 5.28 3.37 
  Computing Time/Core [hour] Computing Time/Core [hour] 
  10.47 17.03 10.44 15.05 19.68 33.68 33.68 37.20 29.20 26.0 298.4 37.20 125.6 225.5 
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Table 6.3:  A comparison of bond lengths and bond angles derived from experimental and 
computational data of the cyclometalated Ir-Cl complex 2 computed in the closed and 
open shell configurations. 
Complex 2 Exp. Computed Diff(%)* Computed Diff(%)*
 Closed shell Open shell
Bond length [Å]   
Ir-C(1) 2.042 2.031 -0.54 2.016 -1.27
Ir-N(1) 2.088 2.097 0.43 2.080 -0.38
Ir-Cl 2.403 2.411 0.33 2.392 -0.46
C(1)-C(6) 1.412 1.428 1.13 1.414 0.14
C(6)-C(7) 1.433 1.427 -0.42 1.413 -1.40
C(7)-N(1) 1.292 1.312 1.55 1.299 0.54
  
Bond angle[º]  
C(1)-Ir-N(1) 77.60 78.107 0.65 78.103 0.65
C(1)-Ir-Cl 87.12 88.267 1.32 89.072 2.24
Cl-Ir-N(1) 86.15 88.011 2.16 87.768 1.88
Energy [Hartree] -1583.42 -1583.40 
ΔE [kcal/mol]  0 8.53 
 
6.2.3 Hydricity and Charges 
One of the motivations of this study is to understand why the iridium catalyst with 
the less negative hydride exhibits a higher activity. If we assume that the rate-determining 
step in this catalytic cycle is the hydride transfer, the hydricity of the cyclometalated iridium 
hydride might be expected to dominate the rate of reaction, although as noted, experiment 
suggest that the situation is more complex. We are interested in the charge of the hydride 
because it affects its hydricity. In order to investigate the influence of the functional groups 
of the catalysts on the iridium hydride, we have examined five cyclometalated imido iridium 
complexes [Ir-H (3), Ir-H-CN (4), Ir-H-CN-Me (5), Ir-H-OMe (6) and Ir-H-OMe-Me (7)]  
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with electron-donating –Me (–CH3) and –OMe, and electron-withdrawing –CN− groups by 
computing Hirshfeld108 and Electro-Static Potential (ESP)109 charges. Hirshfeld108 uses 
integration of the atomic deformation densities which defines net atomic charges and 
multipole moments that describe the molecular charge reorganisation. It can be used to 
calculate the external electrostatic potential and the interaction energy between molecules 
or within a molecule. ESP109 is an approach to determine atomic multipole properties by 
fitting Gaussian functions to reproduce the molecular electrostatic potential. 
From Table 6.4, we note that the bond lengths and bond angles among the five 
catalysts with different functional groups only vary slightly. In addition, the charge on the 
hydride of 4 and 5 becomes more positive with respect to the charge on the hydride of 3, 
as computed in terms of their Hirshfeld108 and ESP109 charges, due to the –CN− group 
which is electron-withdrawing. If we consider the relationship between 4 and 5, we note 
that the charge on the hydride is more negative in 5, which is due to the –Me group 
donating electron density to the hydride. However, for 6 and 7, the charges on the hydride 
in both of these complexes have become more negative in comparison with the charge on 
the hydride of 3, owing to the presence of –OMe, which is a strong electron-donating 
group. The hydride in 7 is more negative than the hydride in 6 which is caused by the 
addition of a –Me group in 7. 
 In conclusion, by computing the Hirshfeld and ESP charges, a clear charge variation 
on the iridium hydride is observed when placing electron-withdrawing and donating 
functional groups on the iridium catalyst. We therefore expect that Hirshfeld and ESP can 
be reliably used to establish a relationship between hydricity and charge distribution in real 
systems. 
 
                              
 
Table 6.4:  A comparison of the bond lengths, bond angles and charges of iridium-hydride of the five cyclometalated iridium complexes with 
different functional groups.  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 Ir-H  Ir-H-CN Ir-H-CN-Me Ir-H-OMe Ir-H-OMe-Me 
Bond 
Length
[Å] 
Ir-C(1) 2.022 2.018 2.016 2.021 2.017 
Ir-N(1) 2.077 2.070 2.070 2.088 2.078 
Ir-H(1) 1.602 1.601 1.601 1.600 1.601 
C(1)-C(6) 1.434 1.434 1.432 1.433 1.433 
C(6)-C(7) 1.421 1.422 1.440 1.417 1.436 
C(7)-N(1) 1.321 1.322 1.326 1.322 1.328 
       
Bond 
Angle
[º] 
C(1)-M-N(1) 78.150 78.039 77.560 78.281 77.678 
C(1)-M-H(1) 81.020 81.650 81.039 81.954 81.373 
H(1)-M-N(1) 85.294 85.503 85.142 86.039 83.926 
       
Charge Hirshfeld -0.0622 -0.0585 -0.0604 -0.0661 -0.0665 
ESP -0.857 -0.769 -0.798 -0.973 -0.976 
3 4 5 6 7 
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6.3 Results 
6.3.1 The influence of different functional groups on the activity of 
cyclometalated Iridium(III) catalysts 
The impact of adding electron-withdrawing or donating functional groups on the 
reactivity of the cyclometalated catalyst in the imine reduction has been investigated in Prof. 
Xiao’s group at the University of Liverpool using three cyclometalated iridium complexes 8, 
9, and 101b. Interestingly, different rate constants and conversions are observed in Table 6.5. 
It is clear that different functional groups have an effect on the conversion percentage, e.g., 
8 with –CN− gives a much higher rate constant (6.7 s-1) and conversion (98%); 9 with –
OME gives 4.6 s-1 and 74%; 10 gives 1.4 s-1 and 24%. Hence, we can deduce that 
complexes with groups making the hydride more electron-deficient such as –CN− will have 
a higher activity than those with groups that make the hydride more electron-rich, that is, 
complexes containing groups such as –OMe. We therefore conclude that the charge on the 
hydride influences the conversion of the imine reduction catalysed by the cyclometalated 
Ir-H complexes. However, this result confounds the expectation that the more negative 
hydride would result in a higher activity. One of our main challenges is to explain this 
observation; first, however, we compare the structural properties from experimental and 
computational data using the parameters obtained from Section 6.2. 
6.3.2 Structural, charge, and molecular orbital properties of 
cyclometalated iridium catalysts with different functional groups 
We now consider the imine reduction catalysed by complexes 8, 9 and 10 in detail, 
using the computational parameters and techniques established and tested using complexes 
1 to 7 in Section 6.2. We firstly compare the structural properties of 8 and 9 from 
experimental and computational results; secondly we compute the charges on the iridium 
hydride of catalysts 8, 9 and 10; thirdly, we analyse the properties of their molecular orbitals. 
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Table 6.5:  Cyclometalated iridium complexes 8, 9 and 10 used in the reduction of the 
aliphatic ketimine with their rate constants (k) [s-1]. 
 
 
 
 
Complex 
 
8 
 
9 
 
 
 
 
10 
rate constant (k) [s-1] 6.7 4.6 1.4 
 
 
 
The structural properties of the catalysts computed at different levels of theory 
(complexes 8 and 9), compared with those obtained from experiment before computing 
their energies, are shown in Scheme 6.4 and Table 6.5. Table 6.5 shows that for both 
complexes 8 and 9, the differences between computational and experimental bond lengths 
and angles are within 2%, indicating our computational settings are reasonable. 
Furthermore, we can relate the reaction rate with the charge on the hydride, although as 
noted, the correlation is initially counter-intuitive. 
Catalyst 8, containing –CN−, has a less negative charge (–0.48) on the hydride in 
comparison with those on 9 (–0.70) and 10 (–0.97). (Their rate constants (k) are 6.7, 4.6, 
and 1.4 s-1 respectively in Table 6.5.) Therefore, we can deduce that the catalysts with 
groups making the hydride more electron-deficient, such as –CN−, will have a higher 
activity than those with an electron-rich hydride, containing groups such as –OMe. This 
N
CF3CH2OH, 80 oC, F/T
Catalyst
OMe
HN
OMe
Chapter 6:  Imine Reduction Catalysed by Cyclometalated Iridium(III) Complexes 
 
153 
 
computational result is in agreement with the experimental result; the charge on the hydride 
influences the conversion of this type of catalysis, but in a way that confounds the 
expectation that the more negative hydride would render a higher conversion. In order to 
explain this finding, we will consider an analysis of the molecular orbitals of complexes 8, 9 
and 10 in the following section. 
       
                                      8                                                                    9 
Scheme 6.4:  Cyclometalated Ir-H complexes 8 and 9 with labels. 
 
Table 6.6:  Structural properties of complexes 8 and 9 from experimental data and DFT 
calculations. The units are [Å] for bond length and [º] for bond angles. 
Catalyst 8 9 8 9 8 8 9 9 
Code Exp Exp DMol DMol G03 G03 G03 G03 
XC   PBE PBE PBE0 PBE0 PBE0 PBE0 
Basis Set 1 2 DNP DNP LANL2DZ/
6-31G** 
SDD/ 
6-31G** 
LANL2DZ/
6-31G** 
SDD/ 
6-31G**
Ir1-N1 2.09 2.03 2.07 2.08 2.06 2.07 2.06 2.07 
Ir1-H1 1.75 1.71 1.60 1.60 1.59 1.59 1.59 1.59 
Ir1-C3 2.04 2.05 2.02 2.02 2.00 2.01 2.00 2.01 
N1-C1 1.31 1.32 1.33 1.33 1.31 1.31 1.31 1.31 
C2-C3 1.47 1.44 1.44 1.44 1.44 1.44 1.44 1.44 
Ir1-C 2.26 2.27 2.29 2.29 2.26 2.25 2.26 2.26 
(π-ring) 2.29 2.26 2.35 2.35 2.31 2.31 2.31 2.31 
[Å] 2.27 2.25 2.33 2.33 2.30 2.30 2.30 2.30 
 2.26 2.23 2.27 2.27 2.25 2.25 2.26 2.26 
[º] 2.21 2.17 2.22 2.22 2.19 2.19 2.19 2.19 
N1-Ir1-H1 81.32 88.77 85.71 85.02 85.04 85.14 84.87 84.95 
H1-Ir1-C2 87.10 86.45 81.61 80.45 81.30 81.26 81.37 81.23 
C3-Ir1-N1 76.63 77.66 77.65 77.90 77.75 77.56 77.97 77.79 
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Let us first consider the shape of the molecular orbitals in the vicinity of the 
hydride as indicated by the arrows in Figure 6.1 which compares the HOMO energy 
diagrams of catalysts 8 and 9 respectively. We note that the electron density of the two 
complexes is mainly concentrated around the iridium metal centre. When focusing only on 
the orbital shapes of the iridium hydride of the two complexes, we find that the HOMOs 
around the hydride of 8 and 9 are almost indistinguishable. Turning to the LUMO energy 
diagrams of catalysts 8 and 9 shown in Figure 6.2, we note that the electron density around 
the iridium hydride decreases, which implies that the electrons transferring to the imine are 
mainly from the hydride — this is consistent with experimental results. In addition, we 
note that the LUMO around the hydride of 8 is slightly larger than that of 9. 
We next investigate the interaction of frontier molecular orbitals between the 
substrate, aliphatic ketimine 11 and catalysts 8, 9 and 10. The HOMO of the catalyst 
interacts with the LUMO of the aliphatic ketimine. Table 6.7 shows that the HOMO of 8 
(–4.64 eV) is closer to the LUMO of the substrate (–7.51eV) than that of the other two 
systems (–4.27 eV for 9 and –4.13 eV for 10), suggesting 8 would react with the ketimine 
more easily than would the other two catalysts. Our next step is to locate the transition 
states in this reaction.  
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8 9 
  
 
 
   
 
Figure 6.1:  A comparison of HOMO energy diagrams of catalysts 8 and 9 in four 
orientations. (HOMOs are represented by solid and dash dot lines — to show the structure 
beneath; the hydrides are indicated by arrows.)  
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8 9 
    
  
  
   
  
 
Figure 6.2:  A comparison of LUMO energy diagrams of catalysts 8 and 9 in four 
orientations. (LUMOs are represented by solid and dash dot lines — to show the structure 
beneath; the hydrides are indicated by arrows.)  
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Table 6.7:  HOMO-LUMO energies of the catalysts 8, 9 and 10, and substrate 11. 
 
8 9 
 
 
 
10 
 
11 
 
Charge  
on Ir-H 
-0.48 -0.70 -0.97  
HOMO  
[eV] 
-4.64 -4.27 -4.13 -9.11 
LUMO 
[eV] 
-2.64 -1.99 -1.82 -7.51 
Conversion 
[%] 
97 74 24  
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6.3.3 Locating the transition state in the hydride transfer step using 
the constrained optimisation method in systems A1, A2 and B 
Our first attempt at locating the transition states in this novel catalysis follows the 
constrained optimisation (CO) method as in Chapters 4 and 5. In this section, we discuss 
the search for the transition state structures and activation energies associated with the 
transfer of the hydride on the cyclometalated iridium complex to the carbon of the imine 
or iminium. As the reaction condition is acidic, it is reasonable to assume that the actual 
substrate is the protonated imine (iminium). Simplified systems A1 and A2 and one real 
system B (Figure 6.3) have been investigated by using the constrained optimisation method. 
Before considering the calculation of the transition states, the most stable intermediates are 
examined. 
6.3.3.1 Geometry optimisation of simplified systems A1 and A2 
In order to develop the technique of locating the transition state structure, we 
simplified the real system B to systems A1 and A2 as shown in Figure 6.3. For the catalyst, 
the phenyl group of 8 (in system B) is replaced by a hydrogen atom; the methyl groups of 
Cp* of 8 (in system B) are replaced by hydrogen atoms to become 12 (in system A1) and  
13 (in system A2) with a cyanide group. For iminium, the aliphatic iminium 11 (in system B) 
is replaced by the simpler aromatic imimium 14 (in systems A1 and A2).  
To optimise the geometries of the simplified systems A1 [14 + 12] and A2 [14 + 13], 
we initialised the configuration of the iridium catalyst and iminium with a pseudo 
coordinate (Ir-)H···C(-N) distance of 9 Å and computed their energies whilst reducing this 
reaction coordinate. The only difference between systems A1 and A2 is that in system A1, 
there is no –CN− on catalyst 12, but in system A2, there is one –CN− on catalyst 13; this 
has been considered in order to determine the influence on the hydride transfer activation 
energy with the addition of one electron-withdrawing group on the catalyst. In the 
simplified systems A1 and A2, we found that when we shortened the (Ir-)H···C(-N) 
distance to ca. 4 Å, the system started to converge and form two stable intermediates with 
different orientations (I) and (II). In Figure 6.3, the energies of orientation (I) in system A1 
and orientation (I) in system A2 are both only 0.015 kcal/mol higher than those of 
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orientation (II) in system A1 and orientation (II) in system A2 respectively. Because of this 
minor difference, it is necessary to see if the same transition state will result from the two 
intermediates with different orientations. The four stable intermediates, A1(I), A1(II), A2(I) 
and A2(II) ― as shown in Figure 6.3, with orientations (I) and (II) in systems A1 and A2 ― 
are regarded as initial structures in the search for the transition states. This is considered in 
the next section. 
 
 
  
 
 
 
Figure 6.3:  Above: real catalytic system B. Below: Two stable intermediates with two 
orientations (I) and (II) in simplified systems A1 (without –CN−) and A2 (with –CN−). 
12 13 12 13 
14 
14 
14 
14 
Orientation (II) Orientation (II) Orientation (I) Orientation (I) 
System A1 
Simplify
System A2 
System B 
8 11 
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6.3.3.2 Locating the transition state for systems A1 and A2 
In this section, the transition state structures are searched by gradually reducing the 
pseudo coordinate (Ir-)H···C(-N) from 4 Å to 1.1 Å using the constrained optimisation 
method via the DMol3 code. The reaction coordinate diagram is plotted in Figure 6.4. It 
shows that the first peaks occurring in A1(I) and A1(II) are at 2.31 Å whilst those 
occurring in A2(I) and A2(II) are at 2.42 Å. We note that the energy variation in A1(I) is 
similar to that in A1(II), and the energy variation in A2(I) is similar to that in A2(II). 
Furthermore, the energy barriers in A2(I) and A2(II) are both 0.1 kcal/mol higher than 
those in A1(I) and A1(II).  
The structural changes on reducing the (Ir-)H···C(-N) distance from 3.5 Å to 1.2 Å 
in systems A1(I) and A1(II) are shown in Figure 6.4, which reveals that there is no obvious 
structural change between the two routes from intermediates with different orientations (I) 
and (II). Their final structures are the same, stabilised by the formation of an Ir-N bond, 
but they do not produce an amine. 
In conclusion, these results indicate that initial intermediates with different 
orientations do not affect the reaction coordinate diagram. In addition, reducing the 
pseudo reaction coordinate (Ir-)H···C(-N) distance from 3.5 to 1.2 Å in systems does not 
result in a significant energy difference between A1 (without –CN¯) and A2 (with –CN¯). 
Most importantly, we did not obtain the expected amine product from this reaction, and 
the peak observed might not be the transition state, indicating this may not be an 
appropriate simplified system; we will therefore construct another, slightly larger simplified 
system C in Section 6.3.4. Furthermore, the result reveals that the system starts to converge 
when the (Ir-)H···C(-N) distance is shorter than 4 Å. In the next section, we will probe the 
hydride transfer by turning to the real catalysts 8 and 10 using the same constrained 
optimisation technique to search for the transition state but only investigating an  
(Ir-)H···C(-N) distance of < 4 Å. 
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Figure 6.4:  Reaction coordinate diagram for the iminium reduction catalysed by the 
cyclometalated catalysts 12 and 13 whilst reducing the (Ir-)H···C(-N) distance from 
different intermediates, with orientation s(I) and (II), in systems A1 (without –CN−) and 
A2 (with –CN−).  
  
A1
A2 
Chapter 6:  Imine Reduction Catalysed by Cyclometalated Iridium(III) Complexes 
 
162 
 
Figure 6.5:  Structural changes whilst reducing the (Ir-)H···C(-N) distance from 3.5 Å to 
1.2 Å in systems A1(I) and A1(II). 
(Ir-)H···C(-N) [Å]       A1(I) (Ir-)H···C(-N) [Å]      A1(II) 
3.43 3.56 
 
2.42 
(1st Peak) 
2.31 
(1st Peak) 
2.42 2.30 
1.60 
(2nd little Peak)
1.65 
(2nd little Peak) 
1.30 1.30 
Ir-N=2.16 Ir-N=2.16 
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6.3.3.3 Locating the transition state for real system B 
According to Section 6.3.3.1, there might be more than one stable intermediate. For 
system B, we first established four possible initial configurations of complex 8 with respect 
to iminium 11 (Figure 6.6) in order to determine which one would be the most stable 
intermediate. We fixed the orientation of complex 8 and rotated iminium 11 (which gives 
Initial Configuration I), and obtained Initial Configuration II by rotating iminium 11 
through 180º. Initial Configurations III and IV were obtained by rotating 11 anti-clockwise 
90º and clockwise 90º respectively. Figure 6.7 shows that the most stable intermediate is 
obtained from Initial Configuration I, revealing that the most stable catalysts 8 and 10 are 
constructed when their (Ir-)H···C(-N) distances are at 3.38 Å and 3.4 Å. Using the same 
constrained optimisation method as for the previous simplified systems A1 and A2, we 
optimised the initial structure of system B. (The hydrogen of either iridium complex 8 or 
complex 10 is placed at 4 Å from the carbon of iminium 11.) However, the calculated 
activation energies Ea in the iminium reduction catalysed by complexes 8 and 10 are       
0.45 kcal/mol and 0.46 kcal/mol; thus we cannot relate the activation energy to the 
electron-donating/withdrawing power of the functional groups.  
We must now consider whether the rate-determining step might not be the hydride 
transfer step but is instead the hydride formation step. We note that the constrained 
optimisation method might not be appropriate to locate the transition state in this type of 
reaction. Our next step is to modify these simplified systems and probe the transition state 
in the hydride formation step to understand which is the rate-determining step in the whole 
catalytic cycle by applying the STQN and NEB methods, discussed in Chapter 3. 
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Initial Configuration I Initial Configuration II 
Initial Configuration III Initial Configuration IV 
 
Figure 6.6:  Four conjectures for Initial Configurations I, II, III and IV of complex 8 with 
respect to iminium 11 in the real iridium catalytic system B. 
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Optimised Catalysis System (Intermediate) with complex 8 
 
Optimised Catalysis System (Intermediate) with complex 10 
 
 
Figure 6.7:  Structures of the most stable intermediate in system B using complexes 8 and 
10. 
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6.3.4 Locating the transition state for the simplified system C by the 
STQN and NEB methods 
Since the CO method used in Section 6.3.3 did not locate the expected transition 
state, in this section we turn to the STQN and NEB methods. We only considered the 
hydride transfer step in Section 6.3.3, whereas here we begin to include the hydride 
formation step. The simplified system A in Sections 6.3.3.1 and 6.3.3.2 did not yield the 
results we expected, perhaps because the system was too simple. Regarding the substrate, 
we assume that the aromatic group bonded to the nitrogen would play an important role in 
this reaction and thus now replace some of the hydrogen atoms in system A by methyl 
groups to create another simplified system C in order to investigate the possible reaction 
pathways associated with the reaction, but not the effect of the ligands on the activity of 
the catalyst. The five hydrogen atoms of the Cp* of complexes 12 and 13 in systems A1 and 
A2 are replaced by the five methyl groups to become complex 18; the hydrogen of iminium 
14 in systems A1 and A2 are replaced by the phenyl group to become iminium 20. The 
complete catalytic cycle is illustrated in  
Scheme 6.5. Firstly, the chloride in 15 is replaced by the formate to form 16. The 
subsequent step is hydride formation from 16 to 18 via a transition state 17. Next, this 
iridium hydride complex 18 reacts with iminium 20 to form 16 and product 22 through a 
transition state 19, which is the hydride transfer step. Using system C, we first calculated 
the activation energies in the hydride formation step. 
6.3.4.1 Locating the transition state for the hydride formation  
The mechanism of formation of hydrides from the cyclometalated iridium formate 
complexes has never been reported. In collaboration with the group of Prof. Xiao, we have 
suggested three possible reaction mechanisms for the hydride formation (HF) step, starting 
from complex 16 to form complex 18 plus one CO2 molecule via a transition state 17, 
which are sketched in Scheme 6.6. The following three pathways are associated with the 
formation of the transition state. 
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Pathway HF-I: The iridium is assumed always to be five coordinated. The ion pair is 
formed from the dissociated formate and the cationic iridium: the iridium is concurrently 
bonded with the oxygen and hydrogen atoms of the formate.  
Pathway HF-II: A free coordination site on the iridium is created by changing the 
hapticity of the Cp* group from η5 to η3 via the “ring slippage” mechanism. When a 
coordinate site on the iridium is available, the iridium is able to interact with the oxygen 
and hydrogen atoms simultaneously to form the active Ir-H complex 18 and CO2. 
Pathway HF-III: The breakage of the iridium-nitrogen bond offers coordination space 
for the iridium to react with the hydrogen of the formate and form the Ir-H complex 18 
and CO2.  
The results from the calculations on these HF pathways are discussed below. 
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Scheme 6.5:  The whole catalytic cycle for the reduction of aromatic ketimines catalysed 
by the cyclometalated iridium(III) complex. 
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Scheme 6.6:  Possible pathways in the hydride formation step in the imine reduction 
catalysed by the iridium cyclometalated complex. 
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Hydride formation on pathway HF-I without considering solvent 
effects 
In pathway HF-I (the ion pair mechanism), the configurations and molecular 
orbital diagrams of the complexes 16 (intermediates/INT), 17 (transition state/TS), and 18 
plus CO2 (which together is the product of hydride formation step PRO) are shown 
in Figure 6.8. From the investigation of their molecular orbitals, we can understand why 
iridium formate complex 16 is stabilised with this kind of orientation. For the INT, there is 
clearly some overlap of the orbitals between the iridium and the hydride in the HOMO 
diagram, indicating the attraction between them; in the LUMO, there is no molecular 
orbital distributed on the hydride. In the TS, the orbitals are observed on the hydride in 
both the HOMO and LUMO diagrams. In the PRO, the molecular orbitals of iridium and 
the hydride overlap completely in the HOMO diagram, indicating that a covalent Ir-H 
bond is formed, and there is no orbital overlap between the iridium and CO2. The orbital 
of the hydride in the LUMO diagram is more localised than that in the HOMO diagram.  
The reaction coordinate diagram for the hydride formation along pathway HF-I is 
displayed in Figure 6.9, revealing that when the formate bonds with the cationic iridium 
complex, a very stable complex 16 is formed. We also note that the values of the activation 
energies (Ea) and reaction energies computed at the PBE0 and B3LYP levels of theory 
using Gaussian 03 are similar. Table 6.8 shows the activation energies (ca. 24 kcal/mol at 
PBE using NEB via CP2K; ca. at 27 – 28 kcal/mol at PBE0 and B3LYP using STQN via 
Gaussian 03) and energies of reaction along pathway HF-I computed using different 
exchange-correlation functionals and basis sets, indicating that the values of Ea are not 
significantly influenced by the choice of exchange-correlation functionals and basis sets. 
Furthermore, the 6-31G (d,p) double zeta basis set is shown to be accurate enough, 
confirming that it is not necessary to use more extended basis sets, such as triple zeta basis 
sets.  
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 complex 16 (INT) complex 17 (TS)        complex 18 + CO2 (PRO)
 
  
 
 
 
HOMO 
 
 
LUMO 
Figure 6.8:  Structural properties and molecular orbitals of INT, TS and PRO in the imine 
reduction. 
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Figure 6.9:  Reaction coordinate diagram for the hydride formation step along pathway 
HF-I in the imine reduction from 16 (INT) to 18 (PRO) via 17 (TS) at the PBE0 and 
B3LYP levels of theory via the Gaussian 03 code.  
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Table 6.8:  Activation energies (TS–INT) and energies of reaction (PRO–INT) in the 
hydride formation step along pathway HF-I in the imine reduction catalysed by the 
iridium(III) complexes at different levels of theory, using the NEB method in CP2K and 
the STQN method in Gaussian 03, without and with considering solvent effects. 
 Basis Set Ea(TS-INT)  [kcal/mol] 
E (PRO-INT) 
[kcal/mol] 
Without Solvent Effect using NEB via the CP2K code 
PBE TZV2P-MOLOPT-GTHDZVP-MOLOPT-SR-GTH 24.18 -11.31 
    
Without Solvent Effect using STQN via the Gaussian 03 code 
PBE0 6-31G(d,p) 28.38 -12.16 
B3LYP 6-31G(d,p) 28.57 -12.41 
BLYP 6-31G(d,p) 26.06 -12.86 
    
PBE0 
6-31 G(d,p) 28.38 -12.16 
6-311 G(d,p) 27.01 -16.08 
6-31+ G(d,p) 28.66 -10.48 
6-311+ G(d,p) 27.58 -14.06 
6-31++ G(d,p) 28.67 -10.48 
6-311++ G(d,p) 27.61 -14.00 
    
B3LYP 
6-31 G(d,p) 28.57 -12.41 
6-311 G(d,p) 27.35 -16.91 
6-31+ G(d,p) 28.62 -10.79 
6-311+ G(d,p) 27.72 -14.76 
6-31++ G(d,p) 28.62 -10.81 
6-311++ G(d,p) 27.74 -14.72 
    
Consider Methanol via using STQN via Gaussian 03 with PCM  
PBE0 6-31 G(d,p) 26.09 -0.60 6-311+ G(d,p) 24.83 -1.20 
    
B3LYP 6-31 G(d,p) 26.34 -1.29 6-311+ G(d,p) 25.20 -2.28 
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Hydride formation on pathway HF-II (The η5 → η3 ring-slippage 
mechanism) 
The STQN method can only locate the transition state along the minimum energy 
pathway. The transition state located by the STQN method using Gaussian 03 is that along 
pathway HF-I. To compute the energy barrier along pathway HF-II, we have applied the 
nudged elastic band (NEB) method at the PBE level of theory as implemented in 
CP2K. Figure 6.10 displays the reaction coordinate diagram and the structural changes 
along pathway HF-II. An activation energy of 32 kcal/mol could only be successfully 
obtained using CP2K/NEB; this was 8 kcal/mol greater than that computed for the ion 
pair mechanism (pathway HF-I), implying that pathway HF-II is less favourable than 
pathway HF-I.  
Hydride formation on Pathway HF-III (The dissociation of ligand 
mechanism) 
To investigate the viability of the HF-III mechanism, we tried to find a stable 
intermediate where the nitrogen is dissociated from iridium. However, this structure always 
reverts to the original complex 16. We therefore excluded this reaction pathway. 
In summary, in the hydride formation step in the imine reduction using the 
cyclometalated iridium complex, we conclude that pathway HF-I (ion-pair), not the ring-
slippage mechanism, is the most favourable pathway.  
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Figure 6.10:  Reaction coordinate diagram for the hydride formation in the imine 
reduction by ring-slippage mechanism (pathway HF-II) using the NEB method 
implemented at the PBE level of theory via the CP2K code. 
6.3.4.2 Locating the transition state in the hydride transfer step in 
system C  
In this section we consider the second half of the catalytic cycle for the reduction 
of imine to amine catalysed by the Cp*-Ir complexes, that is, the hydride transfer (HT) step. 
We have initially proposed six possible reaction pathways, which are illustrated in Scheme 
6.7. The reaction mechanisms along each pathway are described first and then discussed in 
detail below. 
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Pathway HT-I: The iminium is stabilised with the formate. In the transition state (TS), the 
η5→η3 ring slippage occurs between iridium and Cp*. In addition, the breakage of Ir-H 
with hydrogen approaching the iminium and the formation of Ir-O with oxygen 
approaching iridium are hypothesised to occur simultaneously. Once the formate has 
bonded to iridium and the hydride has transferred to the carbon of the iminium, the amine 
is generated. 
Pathway HT-II: It is assumed that formate bonded with iminium does not interact with 
the catalyst. In the transition state, only the hydride bonded to iridium transfers to the 
carbon of the substrate. When the cationic iridium complex is formed, the anionic formate 
will then form a cation-anion pair with it. 
Pathway HT-III: Compared with pathway HT-II, the formate in pathway HT-III is not 
associated with the iminium and therefore the net charge of the whole system is +1. Upon 
transfer of the hydride to the carbon of the iminium, the formate in solution spontaneously 
interacts with the cationic iridium complex to form a stable iridium formate complex 16. 
Pathway HT-IV: The only difference between pathways HT-IV and HT-III is the first 
intermediate. In pathway HT-IV, after the hydride transfers to the carbon of the iminium, 
the nitrogen of the iminium will bond to the iridium temporarily. Then the formate will 
break the Ir-N bond and form an amine plus an iridium formate complex 16. 
Pathway HT-V: We assume that the imine, but not the iminium, interacts with 18, so that 
the net charge of the whole system is zero. When the hydride transfers to the carbon of 
imine 21, a temporary intermediate ─ an imine with a hydride bonded to the carbon ─ is 
formed. Meanwhile, the nitrogen of the imine bonds to iridium. Then, the formate of 
formic acid will interact with the iridium and break the Ir-N bond to form an iridium 
formate complex 16; in the meantime, the hydrogen of formic acid will react with the 
intermediate (the imine bonded with a hydride) to form an amine. 
Pathway HT-VI: Pathway VI represents a competing side reaction. The protonation of 
the Ir-H complex 18 will occur to generate a hydrogen molecule, whilst the resulting 
cationic iridium complex will react with the formate of formic acid to form 16. 
We now consider the results of the calculations for the six pathways listed above. 
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Scheme 6.7:  Possible pathways for the hydride transfer in the imine reduction catalysed 
by the iridium cyclometalated complex. 
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In pathway HT-I, the formate stabilises the iminium. Four possible configurations 
for INT and PRO were computed, and their energies and structures are reported in Table 
6.9. The most stable configurations of INT and PRO (the top row of Table 6.12) are  
1.5 – 6.5 kcal/mol lower than the other three configurations. The most stable INT and 
PRO were selected to search for the transition state. A transition-state-like structure was 
found and is shown in Figure 6.11; this structure resembles the transition state in pathway 
HT-II and not the transition state illustrated for pathway HT-I. We note that from INT to 
PRO, the iminium rotates by approximately 180º. Moreover, the η5 → η3 ring slippage 
should in theory occur between Ir and Cp*. In addition, the breakage of Ir-H with the 
hydride approaching the iminium and the formation of Ir-O with the oxygen approaching 
the iridium should happen simultaneously, which might not be possible in a single step. 
Therefore, pathway HT-I seems to be an unlikely reaction route. Moreover, when we 
examined this transition-state-like structure via a vibrational calculation, it revealed that all 
of the frequencies were positive, implying that this is not a real transition state. The 
transition-state-like structure is shown in Figure 6.11 and is not the transition state 
proposed in the pathway HT-II; it is obvious that the formate is not involved in the 
hydride transfer step. From these results, it appears that pathways HT-I and HT-II are not 
favourable. 
The configurations and relative energies for INT, TS and PRO for pathway HT-III 
are shown in Table 6.10. The transition state occurs when the bond length of Ir-H is     
1.65 Å and the distance of H-C is 1.85 Å. The Ea in the hydride transfer step is  
ca. 8 kcal/mol, which is 20 kcal/mol lower than the Ea in the hydride formation step. 
In pathways HT-IV and HT-V, we cannot find any stable product. As a result, we 
conclude that the two pathways are unfavourable. 
In pathway HT-VI, the activation energy is ca. 46 kcal/mol at the PBE level of 
theory using NEB via CP2K; thus this pathway is very unfavourable.  
In summary, the hydride transfer step in the imine reduction catalysed by this type 
of cyclometalated iridium complex follows pathway HT-III. 
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Table 6.9:  Four possible stable configurations with relative energies for INT and PRO in 
the hydride transfer step of the imine reduction in system C along pathway HT-I. 
INT                        [kcal/mol] PRO                  [kcal/mol]
Configuration △E  Configuraiton △E 
0 
 
0 
2.77 
 
1.5 
5.32 
 
4.36 
6.54 
 
5.69 
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PRO 
Figure 6.11:  Configurations of INT, TS-like structure and PRO in the hydride transfer 
step in system C along pathway HT-I. 
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Table 6.10:  Configurations and relative energies of INT, TS and PRO in the hydride 
transfer step of the imine reduction using the cyclometalated iridium complex along 
pathway HT-III. These values are computed at the PBE0 and B3LYP levels of theory.  
 Structure 
△E 
(B3LYP) 
[kcal/mol] 
△E  
(PBE0) 
[kcal/mol]
INT 0 0 
TS 8.71 7.65 
PRO -5.45 -0.53 
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6.3.4.3 Reaction coordinate diagram of the entire catalytic cycle without 
solvent effects 
Figure 6.12 shows the reaction coordinate diagram for the whole catalytic cycle in 
the imine reduction, computed at the PBE0 and B3LYP levels of theory using Gaussian 03. 
The activation energy (Ea) of the hydride formation step is about 20 kcal/mol larger than 
the Ea of the hydride transfer step, implying that hydride formation is the rate-determining 
step; this explains why the hydricities of catalysts with different functional groups in the 
hydride transfer step do not correlate with activity. Furthermore, the activation energy in 
the hydride formation is high, which we assume is caused by the presence of the formate 
anion in the transition state. In the following section, this model is modified by adding 
methanol as a solvent, which is first treated implicitly via the PCM approach and then 
explicitly by adding a single methanol molecule.   
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Figure 6.12:  Reaction coordinate diagram of the whole catalytic cycle in the imine reduction catalysed by the iridium cyclometalated complex without 
considering solvent effects, at the PBE0 and B3LYP levels of theory. (The notation Ir+ here means the cationic iridium(III) species.) 
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6.3.4.4 Solvent effects: considering implicit and explicit methanol 
The methanol solvent, by specific interactions with the catalyst, could affect the 
mechanism, or the barriers and energies of reaction. In this section we present some 
calculations aimed at addressing some of these issues. 
Considering implicit methanol using PCM 
Table 6.8 reports the effect of the solvent on the activation energies and energies of 
reaction using the Polarisable Continuum Model (PCM) via the Gaussian 03 to simulate the 
alcoholic (methanol) environment. The results show that the activation energies Ea differ 
by ca. 2 kcal/mol and the energies of reaction increase by ca. 10 kcal/mol compared with 
those in the gas phase. The small changes in activation energy computed via PCM indicates 
that solvent treated at this level does not strongly influence the hydride formation step in 
the imine reduction using the iridium cyclometalated catalyst.  
Considering explicit methanol by incorporating one methanol molecule 
In this subsection, we add a real methanol molecule in the vicinity of the 
intermediate (INT), transition state (TS) and PRO in both the hydride formation and 
transfer steps and then perform geometry optimisations. Several initial configurations had 
been examined and Table 6.10 illustrates the two stable INTs, TS and PRO in the hydride 
formation step. The lowest energy intermediate on the left-hand side is selected to search 
for the transition state. Table 6.11 displays the configurations and the relative energies of 
INT, TS and PRO in the imine reduction via pathway HF-III. Compared with the 
calculations where no methanol molecule was included in the model, the Ea drops by  
10 kcal/mol to 17.78 kcal/mol. Table 6.12 shows the structural configurations and relative 
energies of the INT, TS and PRO in the hydride transfer step. The activation energies drop 
by 4 to 3.74 kcal/mol compared with those without the incorporation of a methanol 
solvent molecule in the gas phase. 
The reaction coordinate diagram of the whole catalytic cycle in the imine reduction 
with and without adding an explicit methanol molecule is shown in Figure 6.13. The values 
of Ea in the hydride formation step and hydride transfer step are 17.78 and 3.74 kcal/mol 
respectively when the solvent is incorporated, which implies that the rate-determining step 
is still the formation of the hydride. 
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6.4 Summary 
We have shown that the constrained optimisation method with the application of a 
single pseudo-coordinate (Ir-)H···C(-N) fails to locate the transition state, but the 
synchronous transit-guided quasi-Newton (STQN) and nudged elastic band (NEB) 
methods work well. The rate-determining step in this imine reduction is in the hydride 
formation step but not the hydride transfer step, which explains why hydricities of different 
catalysts with different electron-donating and withdrawing functional groups do not relate 
to activity. In the gas phase, the activation energies in the hydride formation and transfer 
steps are 27 – 28 kcal/mol and 7 – 8 kcal/mol. When considering the implicit methanol 
solvent, the activation energy in the hydride formation is 25 – 26 kcal/mol. When 
considering an explicit methanol molecule as solvent, the activation energies in the hydride 
formation and transfer steps are ca. 18 kcal/mol and 3.4 kcal/mol respectively. The 
differences in activation energy between the hydride formation and transfer steps are        
ca. 20 kcal/mol and 14 kcal/mol in the gas phase and incorporate one methanol molecule. 
We have demonstrated that the ring-slippage mechanism is not a favourable pathway.  
To summarise, we have provided useful insights into the mechanisms of these 
novel catalytic reactions, which help to illuminate some aspects of the experimental studies. 
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Table 6.11:  Configurations and relative energies of INT, TS and PRO in the hydride 
formation step of the imine reduction using the iridium complexes with methanol as a 
solvent, computed at the PBE0 level of theory using the Gaussian 03 code. 
 Structure △E [kcal/mol]
INT 
 
0 1.21 
TS 17.78 
PRO -9.72 
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Table 6.12:  Configurations and relative energies of INT, TS and PRO in the hydride 
transfer step of the imine reduction using the iridium complexes with methanol as a solvent, 
computed at the PBE0 level of theory using the Gaussian 03 code. 
 Structure 
△E 
[kcal/
mol] 
INT 0 0.12
TS 3.79 
PRO -9.32 
  
 
 
Figure 6.13:  Reaction coordinate diagram of the whole catalytic cycle in the imine reduction catalysed by the cyclometalated iridium complex with 
methanol as a solvent. 
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Chapter 7 Summary and Conclusions 
7.1 Summary 
This thesis has examined a range of problems associated with asymmetric 
hydrogenation. First, we considered the hydrogenation of acetophenone (ACP) catalysed 
by ruthenium diphosphine diamine complexes with different functional groups on ligands, 
and we found that a lower activation energy could be obtained when the interaction 
between ACP and the catalyst is dominated by non-bonding NH/π attraction in the 
intermediate (INT). More importantly, the primary factor in determining the activation 
energy is the steric repulsion from the intermediate to transition state, not the nature of 
intermediate(s). Furthermore, the methyl group on the m-xylene restrains the motion of 
ACP along the Q2 pathway and elevates the energy of the transition state that makes the 
Q1 more facile. Hence, the system with a 3,5-dimethyl xylyl group results in the highest 
enantiomeric excess (ee). The use of TolBINAP, if combined with DPEN, could not 
compensate for the lack of steric hindrance on the former; if combined with DMDPEN, 
two methyl groups and one phenyl group on the diamine create excessive steric repulsion; 
if combined with DMAPEN, it could offer the appropriate compromise to create the most 
favourable pathway, Q3. The most significant conclusion of the work is the demonstration 
of a clear correlation between the difference in calculated activation energy (ΔEa) and the ee 
for the hydrogenation of ACP catalysed by Noyori-type ruthenium-based complexes on 
changing the substituents on both the diphosphine and diamine. Furthermore, the 
configuration of the product does not affect this correlation. We suggest that calculations 
of this type could be used to assist in the choice of the ligand when optimising ee. 
Regarding the effects of replacing the ruthenium by iron in the hydrogenation of 
ketones catalysed by Noyori-type catalysts on enantioselectivity, our calculations clearly 
indicate that both the FeH2(diphosphine)(diamine) and RuH2(diphosphine)(diamine) 
complexes are stabilised in the trans-conformation with respect to the position of the 
hydride atom. Moreover, we found that for both the trans-[Fe(II)H2(diphosphine)(diamine)] 
and trans-[Ru(II)H2(diphosphine)(diamine)] complexes, the electronic ground states have 
zero spin, indicating that the FeH2(diphosphine)(diamine) complexes have similar 
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electronic and structural properties to the highly successful Noyori-type catalysts for the 
hydrogenation of ketones. 
The catalytic cycles for the H2-hydrogenation of acetone catalysed by the simplified 
catalysts M(II)H2(PH3)2(en), where M = Ru or Fe, have also been computed. The results 
show that the activation energies for the H-transfer and H2-splitting processes are similar 
for the two metal complexes, suggesting that the mechanism of the hydrogenation of 
ketones catalysed by the trans-[Fe(II)H2(diphosphine)(diamine)] complexes should be the 
same as for the ruthenium catalytic system. 
As for enantioselectivity, we have computed the reaction coordinate diagrams 
associated with the entrance of the acetophenone into the active sites of the                  
trans-[RuH2{(S)-XylBINAP}{(S,S)-DPEN}] and trans-[FeH2{(S)-XylBINAP}{(S,S)-
DPEN}] catalysts. In both cases, the energy profile associated with the (R)-alcohol (Q1) is 
the most favourable. The enantioselectivity of the ruthenium- and iron-based complexes is 
related to the occurrence of a similar type of intermediate along the Q1 pathway, which 
fixes the molecular orientation of the acetophenone before the actual H-transfer process 
occurs. We therefore suggest that iron complexes, such as the important 
Ru(II)H2(diphosphine)(diamine), could be active in the hydrogenation of ketones and could 
produce an enantiomeric excess similar to those obtained using Noyori-type ruthenium 
catalysts. 
In the imine reduction catalysed by the cyclometalated iridium(III) complexes, we 
demonstrated that the rate-determining step is in the hydride formation step and not the 
hydride transfer step, which explains why the hydricities of catalysts with different electron-
donating and withdrawing functional groups do not relate to the activity observed in 
experiment.  
For the hydride formation step, we showed that the ring slippage-mechanism is not 
a favourable pathway.  
When using an implicit methanol solvent with PCM, the energy barrier in the 
hydride formation step drops by only ca. 2 kcal/mol compared with the gas phase. 
However, when considering an explicit methanol molecule in the reaction, the activation 
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energy drops by ca. 10 kcal/mol in the hydride formation step and ca. 4 kcal/mol in the 
hydride transfer step compared with the gas phase. 
Our attempt to locate the transition state by the constrained optimisation method 
using pseudo coordinate (Ir-)H···C(-N) failed, but both the synchronous transit-guided 
quasi-Newton (STQN) and nudged elastic band (NEB) methods worked well.  
Overall, our computations show good agreement with the experimental results and 
demonstrate the role of these techniques in investigating these catalytic systems.  
7.2 Future work 
Non-bonding interactions between the substrate and the catalyst's ligands play a 
key role in affecting the enantioselectivity of the hydrogenation of aromatic ketones 
catalysed by the ruthenium diphosphine diamine complexes. Therefore, although we have 
tested DFT methods including corrections to the dispersion forces (DFT-D) for the 
simplified system [acetone + RuH2(PH3)2(en)], we still need to apply such methods to real 
systems, where dispersion interactions are more significant. 
Bergens’s group has recently proposed an alternative mechanism to the bifunctional 
ligand-metal mechanism for the hydrogenation of ketones catalysed by ruthenium 
catalysts29a,29c,29d. In future work we may therefore consider this new mechanism when 
investigating enantioselectivity. The methods we have used, however, provide a solid 
methodological framework for better study of these systems. 
Our calculations have provided a better understanding of the mechanism of the 
imine reduction catalysed by the achiral cyclometalated iridium(III) complexes. The 
molecular orbital diagrams of reactants, transition states and products in both the hydride 
formation and transfer steps in systems containing iridium complexes with different 
electron-donating and withdrawing functional groups will be computed and illustrated in 
order to understand the influences on activity with respect to the molecular orbitals. Our 
next step will be to investigate asymmetric imine reduction. 
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Appendix 
Single point energy calculations in the hydrogenation of acetophenone 
catalysed by RuH2[(S)-XylBINAP)][(S,S)-DPEN] complexes 
We performed single point energy calculations on the PBE-relaxed structure using 
the PBE-D dispersion corrected functional developed by Grimme and co-workers. 
Calculations were carried out using the CP2K and Quantum-Espresso (QM) codes. Table 
A.1 shows the energy difference between Pre-INT and INT (ΔEPre-INT―INT) and activation 
energies (ΔETS―INT) computed at the PBE and PBE-D levels of theory. The DFT-D 
correction stabilises Pre-INT by 2 – 5 kcal/mol with respect to uncorrected PBE. However, 
the activation energies computed at PBE-D via CP2K and QM are both negative (–4.85 
kcal/mol and –3.77 kcal/mol respectively). The results for the transition state were highly 
inconsistent with those obtained using GGA, hybrid meta-DFT (HMDFT), hybrid DFT 
(HDFT) and MP2 calculations28c and may highlight the inadequacy of this method. To 
remove this ambiguity, we explored the whole catalytic cycle of acetone hydrogenation 
catalysed by the simplified RuH2(PH3)2(en) catalyst using the dispersion-corrected DFT 
methodology.  
Table A.1:  Energy differences between Pre-INT and INT, and activation energies in the 
hydrogenation of acetophenone catalysed by RuH2[(S)-XylBINAP)][(S)-DPEN] computed 
at the PBE and PBE-D levels of theory. 
Code DMol3 CP2K CP2K Q-Espresso
Functional PBE PBE PBE-D PBE-D
Basis Set DNP DZVP-MOLOPT-SR-GTH PW (Ecut = 200 eV)
Pseudopotential DSPP GTH GTH Ultrasoft
ΔE(Pre-INT―INT) -2.34 -3.28 -7.20 -5.05 
Ea  3.68 1.38 -4.85 -3.77 
• ΔE(Pre-INT―INT) stands for the energy difference between the two intermediates, Pre-
INT and INT 
• Ea = ΔE(TS-INT) stands for the activation energy 
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Catalytic cycle in the hydrogenation of acetone catalysed by 
RuH2(PH3)2(en) complexes computed at the DFT-D level of theory 
Scheme A.1 illustrates the catalytic cycle for the hydrogenation of ketones catalysed 
by the RuH2(diphosphine)(diamine) complexes. The reaction coordinate diagrams in the 
H2-splitting and hydride transfer using the metal-ligand bifunctional mechanism computed 
at different levels of theory are plotted in Figure A.1, A.2 and A.3.  
Figure A.1 shows the reaction coordinate diagrams in the hydride formation of 
acetone hydrogenation using the PBE and PBE0 exchange-correlation functionals with and 
without dispersion correlations (DFT-D3 and DFT-D3_C9); these yield similar results. 
Figure A.2 delineates the structural changes in the [H2 + 16e– Ru species] which 
form a stable 18e- ruthenium complex when optimised using PBE-D3_C9. Two transition 
state structures are observed in this step. The structural changes in the other five diagrams 
at the PBE, PBE0, PBE-D3, PBE0-D3, PBE0-D3_C9 levels of theory are similar to those 
shown in Figure A.2.  
Figure A.3 shows the reaction coordinate diagrams in the hydride transfer of 
acetone hydrogenation at the PBE, PBE-D3 and PBE-D3_C9 levels of theory, which 
reveals that the activation energies of the three profiles are similar: 0.37 kcal/mol,  
0.43 kcal/mol and 0.67 kcal/mol respectively.  
Figure A.4 depicts the structural changes in the [Acetone + 18e- Ru complex] to [2-
Propanol + 16e- Ru intermediate species], which are similar to the other two profiles. 
In Table A.2, we report the activation energies for the hydride transfer and H2-splitting 
hydrogenation catalysed by RuH2(PH3)2(en) at different levels of theory. In the hydride 
transfer process, their activation energies range from 0.37 to 3.40 kcal/mol. For the hydride 
formation process, they range from 7.80 to 13.76 kcal/mol.  
Overall, in this simplified system, accounting for dispersion correction results in no 
major differences compared with the results at the PBE level of theory for the 
hydrogenation of acetone catalysed by the RuH2(PH3)2(en) complexes. 
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Scheme A.1:  Catalytic cycle for the hydrogenation of ketones using 
RuH2(diphosphine)(diamine) complexes. 
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Figure A.1:  Reaction coordinate diagram for the hydride formation in the hydrogenation 
of acetone catalysed by the RuH2(PH3)2(en) complex at different levels of theory.  
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Figure A.2:  Reaction coordinate diagram for the hydride formation in the hydrogenation 
of acetone catalysed by the RuH2(PH3)2(en) complex at the PBE-D level of theory. 
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Figure A.3:  Reaction coordinate diagram for the hydride transfer in the hydrogenation of 
acetone catalysed by the RuH2(PH3)2(en) complex at different levels of theory. 
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Figure A.4:  Reaction coordinate diagram for the hydride transfer in the hydrogenation of 
acetone catalysed by the RuH2(PH3)2(en) complex at the PBE-D level of theory. 
 
  
 
Table A.2:  Activation energy in the hydrogenation of acetone catalysed by RuH2(PH3)2(en) at different levels of theory. 
 
Reference Chen102  This Thesis 
Functional B3LYP PBE PBE PBE0 B3LYP mPW1PW91 PBE PBE0
|Dispersion 
Correction 
N/A N/A 
N/
A 
N/A N/A N/A 
N/
A 
D3 D3_C9
N/
A 
D3 3_C9 
Basis Set 
6-31G ** 
DNP 
6-31G ** TZV2P-MOLOPT-GTH
LAND2DZ LAND2DZ SDD DZVP-MOLOPT-SR-GTH
Pseudo- 
potential 
LAND2 DSPP LAND2 SDD GHT 
Ea Hydrog. TS 2.85 0.53 2.20 2.77 3.40 2.68 0.37 0.43 0.67 1.57 2.92 2.22 
Ea H2-Splitting 12.48 8.36 9.74 8.42 13.76 8.69 9.04 8.78 8.79 7.86 7.54 7.80 
• Ea Hydrog. TS  is the activation in the hydrogen transfer step. 
• Ea H2-Splitting is the activation energy in the H2-Splitting step. 
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