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ABSTRACT
This paper provides a method to design an optimal switch-
ing sequence for jump linear systems with given Gaussian initial
state uncertainty. In the practical perspective, the initial state
contains some uncertainties that come from measurement errors
or sensor inaccuracies and we assume that the type of this un-
certainty has the form of Gaussian distribution. In order to cope
with Gaussian initial state uncertainty and to measure the sys-
tem performance, Wasserstein metric that defines the distance
between probability density functions is used. Combining with
the receding horizon framework, an optimal switching sequence
for jump linear systems can be obtained by minimizing the objec-
tive function that is expressed in terms of Wasserstein distance.
The proposed optimal switching synthesis also guarantees the
mean square stability for jump linear systems. The validations of
the proposed methods are verified by examples.
NOMENCLATURE
‖ · ‖ Without subscription denotes `2-norm
R+ The set of positive real
Z+ The set of non-negative integer
I The set of switching modes
tr(·) Trace operator for a square matrix
m.s. Convergence in the mean square sense
X ∼ ς (x) random variable X with probability density function
(PDF) ς (x)
N (µ,Σ) Gaussian PDF with mean µ and covariance Σ
∗Address all correspondence to this author.
INTRODUCTION
A jump linear system is defined as a dynamical system con-
sisting of a finite number of subsystems and a switching rule
that governs a switching between the family of linear subsys-
tems. Over decades, a variety of researches for jump linear sys-
tems have been investigated because of its practical implementa-
tion. For example, a jump linear system can be used for power
systems, manufacturing systems, aerospace systems, networked
control systems, etc( [1], [2], [3]).
In general, problems for jump linear systems branch out
into two different fields. The first one is the stability analysis
under given switching laws. Since a certain switching law be-
tween individually stable subsystem can make the jump linear
system unstable [4], it is very important to identify conditions
under which system can be stable. Interestingly, the jump linear
system also can be stable by switching between unstable sub-
systems. Fang et al. [5] showed sufficient conditions for stabil-
ity of jump linear systems under arbitrary switching using lin-
ear matrix inequalities(LMIs). Lin et al. [6] showed necessary
and sufficient conditions for asymptotic stability of jump linear
systems using finite n-tuple switching sequences, satisfying a
certain condition. In addition, broad analysis regarding stabil-
ity for jump linear systems has been accomplished within few
decades( [7, 8, 9, 10, 11, 12]).
On the other hand, switching synthesis problem, which is
another branch of jump linear systems, is relatively new and few
investigations have been achieved. Since the main objective is to
design switching sequences that establish both the stability and
the performance, this case is much harder than stability analysis
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problem. For instance, Das and Mukherjee [13] solved the prob-
lem for an optimal switching of jump linear systems using Pon-
tryagin’s minimum principle. In this method, two-point bound-
ary value problem was solved via relaxation method, where ordi-
nary differential equations are approximated by finite difference
equations on mesh points. Therefore, the optimality and compu-
tational cost depend on mesh size. In addition, the time to find
optimal solution varies according to guess solution. Egerstedt et
al. [14] addressed a method to find derivative of the cost function
with respect to switching time. However, in this paper, switching
sequences are already given and the main focus is to find switch-
ing time. Although several other researches regarding optimal
control problem together with optimal switching were studied
for switched nonlinear systems( [15, 16, 17]), they may not fit to
pure optimal switching problem for jump linear systems.
Here we address optimal switching problem for jump linear
systems with given multi-controllers. Multi-controller switching
scheme is widely used, such as plant stabilization [18], system
performance [6], adaptive control [19], and resource-constrained
scheduling [20]. Under the assumption that more than two con-
trollers are given to user, our objective is to find the optimal
switching sequence which attains the best performance of the
system by controller switching. We can also extend our method
to multi-model switching problem by generalizing the multi-
controller switching problem. Consequently, we aim to synthe-
size switching protocols that result in the optimality for the per-
formance of jump linear systems. Moreover, we address the op-
timal switching problem with initial state uncertainties. In the
practical perspective, initial state may contain uncertainties that
usually come from measurement errors or sensor inaccuracies.
Then, the system state is expressed as random variables repre-
sented by PDFs. We assume that the initial state PDF has a form
of Gaussian distribution that is very common for real implemen-
tation. In order to measure the performance of the jump linear
system with a given Gaussian PDF, we need to adopt a proper
metric. In this paper, Wasserstein metric that assesses the dis-
tance between PDFs is used as a tool for both the stability and the
performance measure. Hence, we introduce the optimal switch-
ing synthesis to achieve the optimality of the system performance
with given Gaussian initial PDF by minimizing the objective
function that is expressed in terms of Wasserstein distance. We
also prove that the convergence of Wasserstein distance implies
the mean square stability for the jump linear systems.
Rest of this paper is organized as follows. Section II in-
troduces the problem we want to solve. Brief explanations of
Wasserstein distance are described in Section III. Section IV pro-
vides a way to solve optimal switching problems using receding
horizon framework when Gaussian initial state uncertainty ex-
ists. Then, Section V demonstrates the validation of proposed
methods by examples and Section VI concludes this paper.
PROBLEM STATEMENT
Consider a discrete-time linear system with multi-controller,
given by
x(k+1) = Ax(k)+Buσk(x), k ∈ Z+,σk ∈I (1)
uσk(x) = Kσk x (2)
where the state vectors x ∈ Rn, control inputs uσ ∈ Rm, the sys-
tem matrices A ∈ Rn×n, B ∈ Rn×m, and the set of modes I =
{1,2, · · · ,m}. Note that the system matrix A is time-invariant
and user can select one controller Kσk out of multiple choices.
Without loss of generality, we can convert system (1)-(2) to the
following jump linear systems by letting Aσk := A+BKσk .
x(k+1) = Aσk x(k), k ∈ Z+,σk ∈I (3)
where the system matrices Aσk ∈ Rn×n.
The system in (3) represents not only the controller switch-
ing as depicted in (1)-(2), but also the system mode switch-
ing. Hence, we consider the jump linear system model (3) and
we assume that individual subsystem dynamics Aσk are Schur
stable. Our objective is to find the switching sequence, σ =
{σ1,σ2, · · ·}, which guarantees the optimal performance of the
switched system. For example, with multi-controller, we want
to design a switching law which makes the system states reach
the origin as fast as possible. Therefore, our aim is not to de-
sign controllers, but rather to synthesize the optimal switching
sequence.
For simplicity, we assume that there are two different con-
trollers, which are good and poor in terms of system perfor-
mance. The closed-loop dynamics are given by A1 and A2, re-
spectively. In general, the reason to design multi-controller with
respect to single system is to attain not only the system per-
formance but also system stability, robustness, resource-optimal
scheduling, etc.
The convergence rate of system state is determined by spec-
tral radius ρ(Aσ ) := max j |λ jσ |, where λσ = {λ 1σ ,λ 2σ , · · · ,λ nσ} is
the set of eigenvalues for Aσ mode. According to characteris-
tics of subsystem Aσ , there may exist a surge or an elevation in
the state trajectory. In Fig. 1, we show one possibility where
the switching is necessary for better performance of the system.
Solid line represents the state trajectory of A1 while dashed line
shows that of A2. In contrast to A2, which has slow convergence
rate with no surge, A1 reaches the origin faster with a surge.
Therefore, for better performance, it is clear that A2 mode has
to be used from the beginning, and then system has to switch to
A1 mode at time tk as described in arrows in Fig. 1.
In this paper, motivated by the above example we address
the following two questions.
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FIG. 1. Schematic of Optimal Switching for Jump System
1. Is there a switching sequence for a jump linear system to get
better performance compared to single mode?
2. If the above holds true, can we find the optimal switching
sequence?
In general, it is difficult to answer the first question directly.
Instead, we want to show the case where the switching synthesis
is not required because single mode attains the best performance.
When ρ(A1) < ρ(A2), A1 mode has faster convergence to the
origin than A2 mode. In addition, if ‖A1x(k)‖< ‖A2x(k)‖ for all
k, then ‖x(k)‖ using A1 mode is always less than ‖x(k)‖ using
A2 mode. As a result, A1 mode attains the best performance and
jump is not necessary.
For the second question, which is the main contribution of
this paper, we introduce the optimal switching sequence using
receding horizon framework and it is explained in section IV.
Since, in most cases, initial condition of system state contains
uncertainties, which come from measurement errors or sensor
inaccuracies, we will use probability for initial state uncertainty
of the system. Moreover, we assume that the type of initial state
uncertainties is given by Gaussian distribution. The deterministic
single initial state is a special case for Gaussian distribution with
zero covariance. Therefore, in this paper we conceptually cover
much broader one. Due to this Gaussian PDF, system states be-
come a random number, and hence we cannot use `2-norm for
the performance measure. As a consequence, we need to adopt a
proper metric to quantify the distance between PDFs to measure
the performance. For this reason, instead of using `2-norm ‖·‖`2 ,
Wasserstein distance is used as a tool for measuring the perfor-
mance of jump linear systems. Brief explanations of Wasserstein
distance are introduced in the next section.
WASSERSTEIN DISTANCE
Definition 1. (Wasserstein distance) Consider the metric space
`2 (Rn) and let the vectors x1,x2 ∈Rn. LetP2(ς1,ς2) denote the
collection of all probability measures ς supported on the product
space R2n, having finite second moment, with first marginal ς1
and second marginal ς2. Then the L2 Wasserstein distance of or-
der 2, denoted as 2W2, between two probability measures ς1,ς2,
is defined as
2W2(ς1,ς2), (4)(
inf
ς∈P2(ς1,ς2)
∫
R2n
‖ x1− x2 ‖2`2(Rn) dς(x1,x2)
) 1
2
.
Remark 1. Intuitively, Wasserstein distance equals the least
amount of work needed to morph one distributional shape to the
other, and can be interpreted as the cost for Monge-Kantorovich
optimal transportation plan [21]. For notational ease, we hence-
forth denote 2W2 as W. Further, one can prove (p. 208, [21]) that
W defines a metric on the manifold of PDFs.
Next, we present new results for stability in terms of W .
Proposition 1. If we fix Dirac distribution as the reference
measure, then distributional convergence in Wasserstein metric
is necessary and sufficient for convergence in m.s. sense.
Proof. Consider a sequence of n-dimensional joint PDFs
{ς j (x)}∞j=1, that converges to δ (x) in distribution, i.e.,
lim
j→∞
W (ς j(x),δ (x)) = 0 = lim
j→∞
W 2 (ς j(x),δ (x)). From (4), we
have
W 2 (ς j(x),δ (x)) = inf
ς∈P2(ς j(x),δ (x))
E
[
‖ X j−0 ‖2`2(Rn)
]
(5)
= E
[
‖ X j ‖2`2(Rn)
]
where the random variable X j ∼ ς j (x), and the last equality
follows from the fact that P2(ς j(x),δ (x)) = {ς j(x)} ∀ j, thus
obviating the infimum. From (5), lim
j→∞
W (ς j(x),δ (x)) = 0 ⇒
lim
j→∞
E
[‖ X j ‖2`2] = 0, establishing distributional convergence to
δ (x)⇒ m.s. convergence. Conversely, m.s. convergence⇒ dis-
tributional convergence, is well-known [22] and unlike the other
direction, holds for arbitrary reference measure.
Proposition 2. (W 2 between Gaussian and Dirac PDF (see
e.g., p. 160-161, [23])) The Wasserstein distance between Gaus-
sian and Dirac PDF supported onRn, with respective joint PDFs
ς =N (µ,Σ) and δ (x) = lim
µ,Σ→0
N (µ,Σ), is given by,
W 2 (N (µ,Σ) ,δ (x)) =‖ µ ‖2`2(Rn) + tr(Σ) . (6)
3 Copyright c© 2014 by ASME
SWITCHING SYNTHESIS USING RECEDING HORIZON
FRAMEWORK WITH WASSERSTEIN METRIC
Optimal Switching Problem
W 2 defined in (6) represents square Wasserstein distance at
fixed time. However, because the state PDF changes over time
along dynamics, W 2 also changes as time goes. The following
proposition expresses time-varying square W distance between
N (µ,Σ) and δ (x) at time k.
Proposition 3. Let W 2(k) denote square Wasserstein distance
between N (µ,Σ) and δ (x) at time k. Then W 2 distance at time
k is given by
W 2(k) = vec(In)
k
∏
p=1
(
Aσp ⊗Aσp
)
vec
(
µ0µ>0 +Σ0
)
(7)
where µ0 and σ0 are mean and covariance of initial Gaussian
PDF.
Proof. From (6), W 2 at time k+1 is defined as
W 2(k+1) = ‖ µ(k+1) ‖2 + tr(Σ(k+1)) (8)
= tr
(
µ(k+1)µ(k+1)>+Σ(k+1)
)
(9)
Note that N (µ(k),Σ(k)) remains Gaussian PDF for all time k,
even in the mode switching between sublinear dynamics. The
following property are used for updating mean and covaraince of
Gaussian PDF.
µ(k+1) = Aσkµ(k) (10)
Σ(k+1) = AσkΣ(k)A
>
σk (11)
Substituting (10) and (11) into (9), we get
W 2(k+1) = tr
(
A>σk Aσk
(
µ(k)µ(k)>+Σ(k)
))
(12)
Using tr(X>Y ) = vec(X)>vec(Y ), (12) can be expressed as
W 2(k+1) =vec(A>σk InAσk)
>vec
(
µ(k)µ(k)>+Σ(k)
)
(13)
Further, by applying vec(ABC) = (C> ⊗ A)vec(B) to the first
term of right hand side in (13), we get
W 2(k+1) = vec(In)>
(
Aσk ⊗Aσk
)
vec
(
µ(k)µ(k)>+Σ(k)
) (14)
Similarly, W 2 at time k is also obtained as
W 2(k) = vec(In)>vec
(
µ(k)µ(k)>+Σ(k)
)
(15)
From (14) and (15), and by induction, we conclude that
W 2(k) can be expressed in terms of initial mean and covariance
as follows.
W 2(k) = vec(In)>
k
∏
p=1
(
Aσp ⊗Aσp
)
vec
(
µ0µ>0 +Σ0)
)
(16)
We aim to find the switching sequence which guarantees the
optimality of the system performance. One way of doing that is
to minimize the area of Wasserstein distance, and hence mini-
mize the time for the state PDFN (µ(k),Σ(k)) to reach the ref-
erence PDF δ (x). In this case, we can formulate the cost function
as
J(σ) =
∫ ∞
0
W 2dt =
∞
∑
k=0
W 2(k)dk (17)
where dk is a sampling time for discrete-time system. We use
discrete-time W 2, and hence equality between second and last
equations in (17) holds. From the cost function in (17), the opti-
mal switching problem is defined as follows.
Optimal Switching Problem
J(σ∗) =min
σ
J(σ) (18)
The solution of the above optimal switching problem
can be obtained by finding optimal switching sequence σ∗ =
{σ∗1 ,σ∗2 , · · ·} out of all switching possibilities. For example, if
the terminal time is finite and is set to be n instead of ∞ in (18),
we have to check total mn switching sequences for optimal so-
lution, where m is total number of modes. Therefore, this prob-
lem is same as a conventional tree-search problem [24]. Since
the growth of tree size is exponential in time, this problem is
extremely difficult to solve and it requires large computational
time. More details with respect to issues on complexity are dis-
cussed in the last subsection. Therefore, we want to simplify the
original problem by the next assumption.
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Assumption 1. For the jump linear system in (2), switching
sequence σ is constant over given horizon T .
Using assumption 1, we can apply the receding horizon
framework and the cost function over horizon length T can be
defined as
J =
T+t j
∑
k=t j
W 2(k)dk (19)
=
T+t j
∑
k=t j
vec(In)
(
k
∏
p=1
(
Aσp ⊗Aσp
))
vec(µ0µ>0 +Σ0)dk (20)
=
T+t j
∑
k=t j
vec(In)
(
(Aσ ⊗Aσ )k
)
vec(µ0µ>0 +Σ0)dk (21)
=
T+t j
∑
k=t j
W 2σ (k)dk (22)
Switching sequence, denoted as σ , is fixed and we get (21)
from (20) for σp = σ = constant under the assumption 1.
Then, the optimal cost-to-go function is defined as:
Optimal Switching with Receding Horizon
J∗ = min
σ
(
T+t j
∑
k=t j
W 2σ (k)dk
)
(23)
s.t. W 2σ (t j+1)−W 2σ (t j−1)≤−εσ (t j) (24)
where εσ (·) is a positive definite function and the constraint
(24) is enforced for stability.
It is well known [4] that switching between individually sta-
ble modes can make a stable system unstable. Therefore, the
constraint (24) should be enforced to ensure stability. Fig. 2
shows schematic of optimal switching sequence using receding
horizon framework. At time t j, the solution of (23)-(24) pro-
vides the optimal switching sequence for horizon T and there is
no switching during time k ∈ [t j, t j+1). When time k reaches t j+1,
we again compute optimal switching for next horizon T .
Note that although (24) implies piecewise monotone de-
creasing in W 2, it is not so restrictive condition because (24) is
only applied to the time t j at which jump occurs. In other words,
W 2(·) can increase in between times k ∈ [t j, t j+1) as depicted in
Fig.2.
Stability Issues
The reason we choose time t j−1 and t j+1 for piecewise
monotone decreasing condition in (24) is as follows. Switching
FIG. 2. Optimal Switching Strategy for the jump linear system using
Receding Horizon Framework
takes place at every time instance t j. Between time k ∈ [t j−1, t j),
there is no switching. At the end of the horizon T , which is at
time t j, we can compute the next optimal switching sequence for
time k∈ [t j, t j+1) using (23)-(24). Since the individual subsystem
is Schur stable, there is no stability problem if there is no switch-
ing. However, if jump occurs, there may be a bump in the state
trajectory, and hence in W 2 right after the switching. This may
cause instability of the jump linear system. Therefore, the con-
straint (24) which is sufficient condition for the stability should
be enforced. The following lemma and theorem prove the stabil-
ity of jump linear systems in the context of mean square sense
under the receding horizon framework.
Lemma 1. For jump linear systems with the receding horizon
framework (23), W 2(t j) converges to zero under the constraint
(24), where t j is jump time.
Proof. For piecewise monotone decreasing sequence W 2(·),
∃n0 ∈ Z+ such that W 2(tn0) < N and N is any arbitrary positive
real number R+. By the monotone decreasing condition above,
for all n> n0, W 2(tn)< N. Since N is any arbitrary positive real
number R+ and the lower bound of W 2(·) is 0, W 2(t j)→ 0 as
j→ ∞.
Lemma 1 proves piecewise convergence of W 2 under the
constraint given in (24). Although W 2(t j) converges to zero, it
does not necessarily guarantee no oscillation at time k∈ [t j, t j+1).
Therefore, we have to show that if W 2(t j)→ 0, then W 2(k) is also
zero for all t ∈ [t j, t j+1). The following lemma proves the above
argument.
Lemma 2. Once W 2(t j) = 0 at time t j, then W 2(k) is always
zero for all k ≥ t j.
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Proof. From (6), in order for W 2(t j) to be zero, both mean and
covariance have to be zero. According to (10) and (11), used for
updating mean and covariance, they remain zero for all k ≥ t j
once they become zero.
Using Lemma 1 and Lemma 2, following theorem shows
the m.s stability of jump system under the proposed switching
policy.
Theorem 1. Jump linear systems in (3) under the receding
horizon framework (23)-(24) is m.s. stable.
Proof. By Proposition 1, the system is m.s. stable if and only
if W (·) = 0. From Lemma 1 and Lemma 2, it is shown that
W 2(·) converges to zero, and hence W (·) also converges to zero.
Therefore, jump linear system in (3) is m.s. stable.
Horizon Length Issues
Primbs et al. [25] have shown the unified framework be-
tween pointwise min-norm(T = 0), optimality(T = ∞), and re-
ceding horizon T . The horizon length T can vary according to
available time for online computation and in general, we can
attain better results for longer horizon length T . However, un-
like receding horizon control, longer horizon length T for op-
timal switching does not imply better performance of jump sys-
tems. The effect of different receding horizon length T in optimal
switching can be analysed as follows.
1. Pointwise minimum (T = 0): When T = 0, the solution of
optimal switching problem is obtained by solving (23)-(24)
with T = 0. This is equivalent to finding pointwise mini-
mum of W 2σk(k) at every time k. However, since there is no
prediction for the future behaviour of the system, pointwise
minimum does not guarantee the optimal switching of jump
systems. Therefore, it may cause worse performance than
good or even poor controller itself without switching.
2. Infinite horizon (T = ∞): In case of infinite horizon, the op-
timal switching problem is trivial. By assumption 1, switch-
ing does not occur over infinite horizon. Therefore, the solu-
tion of the optimal switching is to choose single mode which
achieves the minimum area of W 2 from time k = 0 to ∞.
From the above fact, receding horizon length T should be
0 < T < ∞. However, there is no guideline for the optimal hori-
zon length T . One necessary condition for T is that it has to be
chosen to satisfy the stability constraint in (24). For instance, if
jump occurs at time t j and as a result there might be a bump right
after the switching, then the constraint(24) may not be satisfied
for short T . Therefore, we can set the receding horizon length T
as follows.
Theorem 2. For optimal switching problem with receding hori-
zon framework in (23)-(24), the receding horizon length T has to
be set to satisfy stability constraint (24) and such that,
T ≥ τ j := t j+1− t j−1 (25)
where τ j is updating time interval for receding horizon, and there
always exist τ j satisfies stability constraint (24) under the as-
sumption that each dynamics is Schur stable.
Proof. From Assumption 1 and that individual systems are Schur
stable, there is no switching in fixed horizon T . For linearly
stable system, which is globally uniformly asymptotically sta-
ble, there exists time t j+1 such that ‖x(t j+1)‖ < ‖x(t j−1)‖ for
t j+1 > t j−1. By taking square and expectation for both side of
above equation, we get W 2(t j+1) <W 2(t j−1). Therefore, stabil-
ity constraint (24) is satisfied with some positive definite function
ε j.
Note that the horizon length T is not necessarily to be con-
stant. For each different jump time t j we can set a different hori-
zon length T , satisfying the condition given in Theorem 2.
Complexity Issues
Two problems associated with the original optimal switch-
ing problem (18) give rise to complexity issues. First, infinite
time causes infinite size in total possible numbers of switching.
Second, even if the switching is finite and hence (18) is equiv-
alent to tree-search problem [24], the computational complexity
to solve this problem is NP-complete [26].
However, the optimal switching with receding horizon
framework in (23)-(24) enable us to simplify the problem.
Once the horizon length T satisfying (24) is obtained, then
the solution of optimal switching problem is same with choos-
ing min{W 21 ,W 22 , · · · ,W 2m}, where m is total number of modes.
Hence, this is same with sorting problems, where computational
complexity is O(n logn) in general. As a consequence, optimal
switching with receding horizon can be solved fast enough for
online computation.
EXAMPLES
Jump Linear System with Five different modes dynam-
ics
Consider a following discrete-time jump linear system.
x(k+1) = Aσx(k), σ ∈ {1,2, . . . ,5}
This system has a five different mode dynamics given by
A1 =
[
1.01 −0.17
0.32 −0.48
]
, A2 =
[
0.06 0.80
0.01 −0.77
]
, A3 =
[
0.72 0.48
0 0.55
]
,
A4 =
[−0.33 −0.65
−0.46 0.69
]
, A5 =
[−0.13 0.12
−1.33 −1.05
]
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In addition, we assume that initial state has an uncertainty
represented by Gaussian PDF with mean µ0 and covariance Σ0
as follows.
µ0 = [5,5]>, Σ0 =
[
2.25 0
0 2.25
]
.
For this system with given Gaussian initial state PDF, we
aim to design a switching sequence that attains the optimality of
the system performance. The simulation results are shown in Fig.
3(a). The cross mark represents the mode that is used at a spe-
cific switching sequence. According to this result, jump system
shows the fastest convergence to the origin under the proposed
receding horizon framework. The spectral radius for individual
mode dynamics are ρ(A1) = 0.97, ρ(A2) = 0.78, ρ(A3) = 0.72,
ρ(A4) = 0.93, and ρ(A5) = 0.82. From this, we know that A3 dy-
namics converges to the origin faster than other mode dynamics.
However, since other mode dynamics shows good performance
in the beginning, it is desirable to use that mode dynamics ini-
tially. This intuition coincide with the optimal switching results
as shown in Fig.3(a). Additionally, total W 2 area that stands for
the system performance, is depicted in Fig.3(b) to compare the
performance between different mode dynamics and a jump sys-
tem. In Fig.3(b), A2 mode shows the minimal W 2 area between
individual dynamics without switching. The jump system us-
ing optimal switching synthesis shows about 3.5 times less W 2
area compared to A2 mode that attains the best performance be-
tween the individual mode dynamics. In this example, the op-
timal switching synthesis provided in this paper shows the best
performance and beats any other mode dynamics without switch-
ing.
Linearized Quadrotor Dynamics with Two Controllers
Here we consider 6-state linearized nonlinear quadrotor dy-
namics. The first controller (CHigh) provides higher performance
by commanding aggressive control actions and is designed using
full-state feedback. The second controller is a lead-lag compen-
sator (CLow) which provides poorer performance by commanding
less aggressive control actions. Implementation of CHigh requires
more computational time and consumes more energy (batttery)
and CLow is resource economical in terms of both CPU time and
energy usage. More details about this controller can be found
in [27]. In this example, we want to design the optimal switching
sequence using both Chigh and Clow to obtain better performance.
The states of the quadrotor are x = [φ ,θ ,ψ, p,q,r]> and
time	(k	)
W	2( k )
σ ( k )
0 10 20 30 40
0
2
4
6
8
10
12
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0 10 20 30 40
1
2
3
4
5
A1 mode
A2 mode
A3 mode
A4 mode
A5 mode
Jump system
(a) W 2 distance and optimal switching sequence σ
To
ta
l A
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a 
of
 W
2
di
st
an
ce
 
119.66
A1 mode A2 mode A3 mode A4 mode A5 mode Jump system
25.54
32.34
45.39
95.07
7.33
(b) Total area of W 2 for each mode and Jump system
FIG. 3. Simulation results of Optimal Switching Synthesis for the
Jump Linear System that has 5 different modes
nonlinear dynamics is given by
p˙ =
qr(Iyy− Izz)+qJrΩr +bl(−Ω22+Ω24)
Ixx
,
q˙ =
pr(Izz− Ixx)− pJrΩr +bl(Ω21−Ω23)
Iyy
,
r˙ =
pq(Ixx− Iyy)+d(−Ω21+Ω22−Ω23+Ω24)
Izz
,
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φ˙θ˙
ψ˙
=
1 sin(φ) tan(θ) cos(φ) tan(θ)0 cos(φ) −sin(φ)
0 sin(φ)sec(θ) cos(φ)sec(θ)
pq
r
 ,
where symbols are defined in Table 1.
TABLE 1. Nomenclature for Quadrotor Dynamics
Symbol definition Symbol definition
φ roll angle p roll rate
θ pitch angle q pitch rate
ψ yaw angle r yaw rate
Ixx,yy,zz body inertia Jr rotor inertia
b thrust factor d drag factor
l lever Ωr rotor speed
Linearized quadrotor dynamics is obtained by linearizing the
nonlinear equations of motion about hover. Two continuous-time
closed-loop systems A1 and A2 are discretized with sampling
time 0.01s. The switching policy determines the sequence for
σ , which is deterministic.
The initial condition uncertainty is assessed with respect to
initial condition uncertainty given by Gaussian PDFN (µ0,Σ0),
with µ0 = [0.5,−1.5,−5,0.1,0.2,0.1]> and Σ0 = 0.0225× I6×6,
where I6×6 is the 6× 6 identity matrix. The control objective is
to maintain hover, which corresponds to equilibrium state xeq =
[0,0,0,0,0,0]>.
Fig. 4 presents the result of switching synthesis using pro-
posed method in this paper. From the beginning in Fig. 4(a),
A1 dynamics shows large elevation in W 2 distance while A2 does
not. As a result, the optimal switching with receding horizon
selects A2 dynamics. However, after k = 50, an optimality is
obtained by switching to A1 via optimal switching synthesis pro-
posed in this paper. Fig. 4(b) presents the performance of each
mode in terms of total W 2 area. It is clear that the lowest area,
which is the best performance, can be attained by switching.
CONCLUSION
In this paper, we proposed the optimal switching synthesis
for jump linear systems with Gaussian initial state uncertainty.
The Wasserstein metric that defines a distance between PDFs
was adopted to measure both the performance and the stability
of the jump linear system. We showed that the optimality of the
W	2
time	(k	)
( k )
σ ( k )
0 50 100 150 200 250 300 350 400
0
2
4
6
8
10
A1 mode
A2 mode
Jump system
0 50 100 150 200 250 300 350 400
1
2
(a) W 2 distance and optimal switching sequence σ
A1 mode Jump system
To
ta
l A
re
a 
of
 W
2
di
st
an
ce
 
861.63
A2 mode
896.33
822.18
(b) Total area of W 2 for each mode and Jump system
FIG. 4. Simulation results of Optimal Switching for Linearized
quadrotor dynamics
system performance can be obtained by synthesizing switching
laws via minimization of objective function expressed in terms
of Wasserstein distance. Also, the mean square stability of the
jump linear system was guaranteed under the proposed switch-
ing synthesis. The efficiency and the usefulness of the proposed
methods were demonstrated by examples.
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