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EFFECTIVE CERTIFICATION OF APPROXIMATE SOLUTIONS TO
SYSTEMS OF EQUATIONS INVOLVING ANALYTIC FUNCTIONS
MICHAEL BURR, KISUN LEE, ANTON LEYKIN
Abstract. We develop algorithms for certifying an approximation to a nonsingular solution
of a square system of equations built from univariate analytic functions. These algorithms
are based on the existence of oracles for evaluating basic data about the input analytic
functions. One approach for certification is based on α-theory while the other is based on
the Krawczyk generalization of Newton’s iteration. We show that the necessary oracles exist
for D-finite functions and compare the two algorithmic approaches for this case using our
software implementation in SageMath.
1. Introduction
The main problem that we consider in this paper is to certify an approximation of a
nonsingular root, i.e., a root of the multiplicity 1 of a function F : U → Cn (or Rn), where
U ⊂ Cn (or Rn) is an open subset, corresponding to the following square system of equations:
F (x) =
F1(x1, . . . , xn)...
Fn(x1, . . . , xn)
 = 0.
The minimal goal of certification is, given (a finite description of) a compact region I ⊂ Cn
(or Rn) that is conjectured to contain a unique root, execute an algorithm which produces a
certificate for the existence and uniqueness of a root in I. The algorithms considered in this
paper are based on α-theory and the Krawczyk test, which, in turn, are based on Newton
iteration.
Throughout this paper, we focus on the theory for the case of C and provide a few remarks
identifying the changes that must be made to use these techniques in R.
Recall that the Newton operator NF (x) for a square differentiable function F is defined
as
NF (x) =
{
x− F ′(x)−1F (x) if F ′(x) is invertible and
x otherwise
,
where F ′(x) is the Jacobian of F at x. Moreover, the fixed points of NF (x) correspond to
roots of F or where F ′(x) fails to be invertible. Additionally, for x˜ sufficiently close to a
nonsingular root x∗, the k-th Newton iteration NkF (x˜), defined by applying the operator k
times, converges to x∗. For more details, see, e.g., [4, Chapter 8]. Since we focus on the
Newton operator, we do not discuss alternate approaches for certification which use global
methods or do not use fixed points, see, e.g., [26].
The approach of α-theory starts with a suspected approximate solution x˜ and attempts to
construct a ball containing both x˜ and a unique root of F with the guarantee that, starting
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at any point in the ball, Newton’s method converges quadratically to a root of F . The α-
theory-based approach uses point estimates on the value of F and (all of) its derivatives. We
develop explicit estimates of this form in this paper as practical and algorithmic extensions
of an α-test, presented in its initial setting by Smale [29].
The Krawczyk operator is an interval-based certified generalization of the Newton operator.
The Krawczyk operator starts with an n-dimensional interval I containing a suspected root
and uses interval arithmetic to determine whether a Newton-like operator is contractive
within I. In this case, all points of I converge to a unique fixed point without a guarantee
on their convergence speed. The Krawczyk operator approach uses estimates on the value
of F ′ over I. We adapt a version of the Krawczyk operator that provides a Krawczyk test,
developed in its initial setting by Krawczyk [14].
The main contributions of this paper are descriptions of procedures to certify nonsingular
roots of square systems. These procedures are described in terms of oracles, and in cases
where these oracles exist, our theoretical tests based both on α-theory and the Krawczyk
operator lead to certification algorithms. We show that these oracles can be implemented
for systems of equations involving D-finite functions. In particular, we extend the range of
effective application of α-theory. We implement our algorithms in SageMath and provide
experimental analyses of our two approaches. Implementations and computation examples
are available at
https://github.com/klee669/DfiniteComputationResults
1.1. Setting. The theory originally derived for α-theory [29] and the Krawczyk operator
[14] applies to arbitrary square systems of analytic functions. Both approaches, however,
require various computations and data which are typically inaccessible for arbitrary analytic
functions, e.g., the γ-function in α-theory can be based on an infinite number of derivatives.
Therefore, considerable work has gone into finding cases where these tests can be applied
algorithmically.
We describe the classes of functions by seeding a class with a set of basic functions (we
informally call them ingredients) and then extending it by recursively applying the basic
arithmetic operations (addition and multiplication) to the basic functions and constants
finitely many times. By adding more variables and equations, other operations, such as
division and composition, are possible in the construction.
More explicitly, suppose that the basic functions include both the coordinate functions and
additional basic functions {g1, . . . , gm}. Then, the systems of equations that we construct
can be written in the following form (after an appropriate change of variables):
F (x) :=

p1(x1, . . . , xn+m)
...
pn(x1, . . . , xn+m)
xn+1 − g1(x1)
...
xn+m − gm(xm)

(1)
where pi ∈ C[x1, . . . , xn+m] for i = 1, . . . , n.
Suppose that the basic functions are the coordinate functions {x1, . . . , xn}, then the class
of functions is C[x] = C[x1, . . . , xn], i.e., the class of polynomial systems of equations. This
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class appears frequently in geometric problems (e.g.,[5]) and can be effectively studied via
α-theory and the Krawczyk operator since all but finitely many derivatives vanish. For a
practical implementation of the α-theory approach in this setting, see [10].
When the basic functions are the coordinate functions along with univariate analytic func-
tions which satisfy linear differential equations with constant coefficients, the resulting class
of functions are the polynomial-exponential functions. In [8], Hauenstein and Levandovskyy
extend α-theory-based certification to this case.
In this paper, we take our general approach and apply it to the class of functions built
from the coordinate functions and D-finite functions. We recall that a D-finite function g
is a solution to a linear differential equation with polynomial coefficients pk(t) ∈ C[t], i.e., a
differential equation of the following form:
pr(t)g
(r)(t) + · · ·p1(t)g′(t) + p0(t)g(t) = 0. (2)
If pr(0) does not vanish, then there is a unique function g(t) which satisfies both Equation
(2) and specified initial conditions g(0) = c0, g
′(0) = c1, . . . , and g(r−1)(0) = cr−1. We
call the corresponding class of functions polynomial-D-finite functions. The generalization
of effective α-theory-based algorithms to this larger class of functions is one of the main
advances of this paper.
1.2. Paper organization. The structure of the remainder of this paper is as follows: We
recall and present the general theory for certifying solutions to systems of analytic functions
using the Krawczyk operator and α-theory in §§2 and 3, respectively. In particular, we ex-
plicitly describe the oracles which are needed for the application of these tests. In §4, as an
example, we illustrate how these oracles exist for D-finite functions. Software implementa-
tion, examples, and applications are discussed in §5. The framework that we introduce in
this paper has the potential to be applicable to other families of basic functions. We present
remarks on the potential development of these techniques in §6.
2. Certification using the Krawczyk Method
In this section, we develop the theory of interval arithmetic and the Krawczyk operator,
an interval-based generalization of the Newton operator. We explicitly describe the oracles
which are necessary so that the theory described in this section can be developed into an al-
gorithm. In §4, we show that these oracles exist for D-finite functions, and, so, the Krawczyk
operator can be used to certify roots of D-finite functions.
2.1. Interval Arithmetic. Interval arithmetic performs conservative computations with
intervals in order to produce certified computations. For example, suppose that [a, b] and
[c, d] are isolating intervals for x, y ∈ R, i.e., x ∈ [a, b] and y ∈ [c, d]. Then, interval
arithmetic formalizes the conclusion that x + y ∈ [a + c, b + d]. More precisely, for any
arithmetic operation ⊙,
[a, b]⊙ [c, d] = {x⊙ y : x ∈ [a, b], y ∈ [c, d]}.
For the standard arithmetic operations, there are formulas for the interval versions of these
operators, see, e.g., [25] for more details.
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These methods can extend to complex numbers by writing intervals in C as [a1, a2] +
[b1, b2]i. In this case, multiplication of complex interval numbers is computed as
([a1, a2] + [b1, b2]i)([c1, c2] + [d1, d2]i)
= ([a1, a2][c1, c2]− [b1, b2][d1, d2]) + ([a1, a2][d1, d2] + [b1, b2][c1, c2])i. (3)
We observe that the image of this product may be strictly larger than the set of possible
products of elements from the pair of complex intervals. This formulation, however, is
critically important in our development of the Krawczyk method in Section 2.2.
We write IC for the set of intervals in C, and we write ICn for the set of n-dimensional
boxes in Cn, i.e., n-fold products of intervals in C. For an open set U ⊆ Cn, we write IU
for intervals in ICn which are contained in U . For a function F : U → C, an oracle interval
extension of F is an oracle F : IU → IC such that for any I ∈ IU ,
F (I) ⊇ F (I) := {F (x) : x ∈ I}.
In other words, F (I) is an interval containing the image of F on I. For polynomial systems,
such oracles can be constructed using interval arithmetic, see, e.g., [25, 27] for details. We
discuss the existence of such oracles for D-finite functions in §4.
2.2. The Krawczyk Method. The Krawczyk operator combines both interval arithmetic
and a generalization of the Newton operator in order to develop a certified test for an isolated
root of a square system of equations in a region. The Krawczyk operator is one member of the
family of interval-based Newton-type methods, see, e.g., [25, Chapter 8] and the references
included therein for more details. In most presentations of the Krawczyk operator, see, e.g.,
[14, 25], the operator is only described for real variables. There are some subtle differences
that arise in the complex setting; therefore, in this section, we provide the theory for the
Krawczyk operator for complex variables.
Suppose that, for an open set U ⊂ Cn, F : U → Cn is a square differentiable system of
functions and let Y ∈ GLn the set of n× n invertible matrices. We observe that F (x) = 0
if and only if x is a fixed point of G(x) := x − Y F (x). We note that if Y were replaced by
F ′(x)−1, then this function would be the Newton operator. The correspondence between the
fixed points of G and the roots of F is the motivation for the Krawczyk operator:
Definition 1. Let U ⊂ Cn be an open set and F : U → Cn be a square differentiable system
of functions such that F ′ has an interval extension F ′. Let y ∈ I ∈ IU and Y ∈ GLn. The
Krawczyk operator centered at y is defined to be
Ky(I) := y − Y F (y) + (In − YF ′(I))(I − y),
where In is the n-dimensional identity matrix.
When the domain and codomain are real, the Krawczyk operator is an interval extension
of the function G using the mean value form, see, e.g., [25, Chapter 6]. In the complex case,
however, there is no mean value theorem, but with the definition of complex multiplication
for intervals from Equation (3), the Krawczyk operator remains an interval extension of the
function G.
Lemma 2. Let U ⊂ Cn be an open set and F : U → Cn be a square differentiable system of
functions such that F ′ has an interval extension F ′. Let y ∈ I ∈ IU and Y ∈ GLn. Then,
G(I) ⊆ Ky(I).
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Proof. We observe that Ky(I) = G(y)+ (In− YF ′(I))(I − y), so it is enough to show that
for any z ∈ I, G(z)−G(y) ∈ (In−YF ′(I))(I−y). Let w = ℜ(z)+iℑ(y); we note that w ∈ I
since I is a rectangle. Then, we consider the real path form y to w and the purely imaginary
path from w to z. Considering these two paths as functions of a real variable, we use the
mean value theorem on each path and on the real and imaginary parts of G separately. Fix
1 ≤ j ≤ n. After applying the Cauchy-Riemann equations, each of Gj(w) − Gj(y) and
Gj(z)−Gj(w) can be written in terms of the real and imaginary parts of G′j at appropriate
points times (w−y) or (z−w). Then, the sum of these two formulae correspond to elements
of the four products appearing in Equation (3). By repeating this computation for each j,
we conclude that G(z) ∈ Ky(I). We begin by observing that In − YF ′(I) is an interval
matrix containing G′(I). Our plan, for a fixed z ∈ I, is to write G(z) − G(y) in terms of
elements of G′(I), ℜ(z − y), and ℑ(z − y) in order to conclude the desired containment.
Let w = ℜ(z) + iℑ(y), and consider the path from y to w, which is a real path, followed
by the path from w to z, which is purely imaginary path. Fix 1 ≤ j ≤ n. By the real
mean value theorem, there are some c1 and c2 along the line between y and w so that
∇ℜ(ℜGj(c1)) · (w− y) = ℜGj(w)−ℜGj(y) and ∇ℜ(ℑGj(c2)) · (w− y) = ℑGj(w)−ℑGj(y).
Here, the subscript indicates that the derivative is only being taken with respect to the
real variable. Similarly, along the line between w and z, there are some c3 and c4 so that
∇ℑ(ℜGj(c3))·ℑ(z−w) = ℜGj(z)−ℜGj(w) and ∇ℑ(ℑGj(c4))·ℑ(z−w) = ℑGj(z)−ℑGj(w),
where the derivative is being taken with respect to the complex variable. Putting these
together (and multiplying by i as appropriate), we get
Gj(w) = Gj(y) +∇ℜ(ℜGj(c1)) · (w − y) + i∇ℜ(ℑGj(c2)) · (w − y)
Gj(z) = Gj(w)− i∇ℑ(ℜGj(c3)) · (z − w) +∇ℑ(ℑGj(c4)) · (z − w).
Using the Cauchy-Riemann equations, we find that
Gj(w) = Gj(y) + ℜG′j(c1) · (w − y) + iℑG′j(c2) · (w − y)
Gj(z) = Gj(w) + iℑG′j(c3) · (z − w) + ℜG′j(c4) · (z − w).
Therefore,
Gj(z) = Gj(y)+ℜG′j(c1)·(w−y)+iℑG′j(c3)·(z−w)+ℜG′j(c4)·(z−w)+iℑG′j(c2)·(w−y). (4)
Finally, we observe that since each ci is in I, the real and imaginary parts of G
′
j(ci) are in
the jth row of In − YF ′(I). In addition, since w − y = ℜ(z − y) and z −w = iℑ(z − y), it
follows that the differences w−y and z−w are also in the corresponding real and imaginary
parts of I − y. Finally, the four products appearing in Equation (4) correspond to elements
of the four products appearing in Equation (3). By repeating this for each 1 ≤ j ≤ n,
independently, we conclude that G(z) ∈ Ky(I) and the desired inclusion holds. #
In the following theorem, we collect a few facts about detecting the existence and unique-
ness of roots using the Krawczyk operator. We include the proof for completeness.
Theorem 3 (cf [14]). Let U ⊂ Cn be an open set and F : U → Cn be a square differentiable
system of functions such that F ′ has an oracle interval extension F ′. Let y ∈ I ∈ IU and
Y ∈ GLn. The following hold:
(1) If x ∈ I is a root of F , then x ∈ Ky(I),
(2) If Ky(I) ⊂ I, then there is a root of F in I, and
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(3) If I contains a root of F and
√
2‖In − YF ′(I)‖ < 1, then the root in I is unique.
Here, ‖In − YF ′(I)‖ denotes the maximum operator norm of a matrix in In −
YF ′(I) under the max-norm.
Proof. (1) Since x is a fixed point of the function G if and only if x is a root of F , by the
properties of interval extensions, if x ∈ I is a root of F , then G(x) = x is in Ky(I). (2) If
Ky(I) ⊂ I, then the image of the function G on I is a subset of I, so, by Brouwer’s fixed
point theorem, G has a fixed point, i.e., a root of F . (3) We observe that by expanding the
proof of Lemma 2, we find that for all z1, z2 ∈ I,
G(z1)−G(z2) ∈ G′(I) · ℜ(z1 − z2) +G′(I) · ℑ(z1 − z2).
Thus,
‖G1(z1)−G(z2)‖∞ ≤ ‖In − YF ′(I)‖‖ℜ(z1 − z2)‖∞ + ‖In − YF ′(I)‖‖ℑ(z1 − z2)‖∞.
The Cauchy-Schwartz inequality and the assumption imply that
‖G1(z1)−G(z2)‖∞ ≤
√
2‖In − YF ′(I)‖‖z1 − z2‖∞ < ‖z1 − z2‖∞,
and we conclude that the G function is contractive within I. #
Remark 4. The results of Theorem 3 apply when C is replaced by R. In fact, in the case
of R, the uniqueness test simplifies to ‖In − YF ′(I)‖ < 1, i.e., without the
√
2 factor.
Theorem 3 serves as a proof of correctness of the following algorithm.
KrawczykTest(F, I, Y, y,F ′):
Input: A square differentiable system of functions F : U → Cn for an open set U ⊂ Cn, an
interval I ∈ IU , an invertible matrix Y ∈ GLn, a point y ∈ I and an interval extension
F ′.
Output: The boolean value of a condition that implies that “the interval I contains a unique
nonsingular root x of F”.
return Ky(I) ⊂ I and
√
2‖In − YF ′(I)‖ < 1
In practice, the preconditioning matrix Y is chosen to make ‖In − YF ′(I)‖ as small
as possible. Without additional information, a good choice is often an approximation to
F ′(m(I))−1, provided it exists, along with y = m(I), i.e., the midpoint of I.
We also observe that it might not be possible to evaluate F (y) exactly. Therefore, we
consider a generalization of the Krawczyk operator. Suppose that there is an oracle F
which, on input y ∈ Cn, returns an interval F (y) containing F (y). Then, we may replace
F (y) by F (y) in the definition of the Krawczyk operator as follows:
Ky(I) = y − YF (y) + (In − YF ′(I))(I − y). (5)
We observe that Ky(I) ⊂ Ky(I). Therefore, when the corresponding existence and unique-
ness results hold for Ky(I), they also hold for Ky(I). By combining this operator with
Theorem 3, we arrive at a certified test for the Krawczyk operator. In particular, checking
that both Ky(I) ⊂ I and
√
2‖In−YF ′(I)‖ < 1 hold, we certify that I contains a unique
root of F . In this case, any point of I approximates the root of F in I.
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3. Certification using α-theory
In this section, we introduce an effective extension of α-theory for analytic functions. We
explicitly describe the oracles necessary for the theory to be developed into an algorithm.
3.1. Smale’s α-theory. In this section, we recall Smale’s α-theory, which is used to certify
the solutions of square systems of analytic functions. Let F : U → Cn be a square system
of analytic functions defined on open set U ⊂ Cn. Quadratic convergence of {NkF (x)} to a
solution of F is defined as follows:
Definition 5. A point x ∈ Cn is called an approximate solution to F with associated solution
x∗ with F (x∗) = 0 if for every k ∈ N,∥∥NkF (x)− x∗∥∥ ≤ (12
)2k−1
‖x− x∗‖.
Moreover, if F ′(x) is not invertible, then x is an approximate solution if and only if F (x) = 0.
α-theory provides a certificate for a point x to be an approximate solution to F using
three values: α(F, x), β(F, x) and γ(F, x). If F ′(x) is invertible, we define
α(F, x) := β(F, x)γ(F, x)
β(F, x) := ‖x−NF (x)‖ = ‖F ′(x)−1F (x)‖
γ(F, x) := sup
k≥2
∥∥∥F ′(x)−1F (k)(x)k! ∥∥∥ 1k−1
where F (k)(x) in the definition of γ(F, x) is a symmetric tensor whose components are the
k-th partial derivatives of F , see [15, Chapter 5]. The norm in β(F, x) is the usual Euclidean
norm and the norm in γ(F, x) is the operator norm on SkCn (for details, see [9]). When F ′
is not invertible at x, we define α(F, x) = β(F, x) = γ(F, x) = ∞, but we do not consider
this case in this paper. The following theorem is the main theorem of α-theory:
Theorem 6. ([10, Theorem 2]) Let F : Cn → Cn be a system of analytic functions, and let
x be any point in Cn. If
α(F, x) <
13− 3√17
4
,
then x is an approximate solution for F . Moreover, ‖x − x∗‖ ≤ 2β(F, x) where x∗ is the
associated solution to x.
Moreover, with a stricter test, α-theory also provides a way to identify when other points
approximate the same root of F . This is expressed in the following theorem:
Theorem 7 ([4, Theorem 4 and Remark 6, Chapter 8]). Let F : Cn → Cn be a system of
analytic functions, and let x be any point in Cn. If
α(F, x) < 0.03 and ‖x− y‖ < 1
20γ(F, x)
,
then x and y are approximate solutions to the same root of F . Also, there is a unique root
x∗ of F in the ball centered at x with radius 1
20γ(F,x)
. Furthermore, if ‖x − x‖ > 4β(F, x),
then x∗ is not real.
7
Remark 8. The results of Theorems 6 and 7 apply when C is replaced by R. In particular,
if x is real and both F and F ′ are real-valued over R, then, when the hypotheses of these
theorems are satisfied, the corresponding root of F is real.
We observe that in many cases, β can be explicitly computed or bounded. For example,
suppose there are oracles F (x) and F ′(x) that return intervals or boxes containing F (x)
and F ′(x). Then, β(F, x) can be estimated by bounding F ′(x)−1F (x). In Section 4, we
show that such oracles exist for D-finite functions. Therefore, throughout the remainder of
this section, we focus on bounding the value of γ(F, x).
3.2. Bounds on γ for polynomial systems. In most applications of α-theory the key
step is to compute (or bound) γ. In this section, we recall the construction in [28, Section
I-3] for the case where F = P is a square polynomial system, i.e., m = 0 in Equation (1).
These bounds are needed for the polynomial part for the general case of Equation (1).
For a polynomial p =
∑
|ν|≤d aνx
ν , we recall that the Bombieri-Weyl norm is defined as
‖p‖2 = 1
d!
∑
|ν|≤d
ν!(d − |ν|)!|aν |2.
For a system of polynomials P = (p1, . . . , pn), we define
‖P‖2 =
n∑
i=1
‖pi‖2.
Moreover, we let di = deg pi be the degree of the i
th polynomial and d = max di be the
maximum degree of the polynomials. For a point x ∈ C, we denote 1 + ∑ni=1 |xi|2 by
‖(1, x)‖2, and we let ∆P (x) be the diagonal matrix with entries
∆P (x)ii :=
√
di‖(1, x)‖di−1.
With these definitions in hand, we may use them to bound γ for a polynomial system as
follows:
Proposition 9 ([10, Proposition 5]). Let P be a square system of polynomials and suppose
that P ′(x) is nonsingular at x ∈ Cn. Define
µ(P, x) := max
{
1, ‖P‖‖P ′(x)−1∆P (x)‖
}
where the norm in ‖P ′(x)−1∆P (x)‖ is the operator norm. Then,
γ(P, x) ≤ µ(P, x)d
3
2
2‖(1, x)‖ .
3.3. Bounds on γ for general systems. In this section, we apply the results from §3.2
to systems of the form of Equation (1). In particular, we call P the part of F consisting of
polynomial equations. We begin by observing that the results in [8, Theorem 2.3] can be
directly generalized to the setting of analytic functions. In particular, we let
∆F =
[
∆P (x)‖P‖
Im
]
be an (n +m)× (n+m) diagonal matrix. When F ′ is invertible at x ∈ Cn+m, we define
µ(F, x) := max
{
1,
∥∥F ′(x)−1∆F∥∥} .
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By the proof of [8, Theorem 2.3], we conclude that
γ(F, x) ≤ µ(F, x) sup
k≥2
( d 32
2‖(1, x)‖
)2(k−1)
+
m∑
i=1
∣∣∣∣∣g(k)i (xi)k!
∣∣∣∣∣
2

1
2(k−1)
.
By the concavity of the of the 2(k − 1)th root, it follows that
γ(F, x) ≤ µ(F, x)
 d 32
2‖(1, x)‖ + supk≥2
m∑
i=1
∣∣∣∣∣g(k)i (xi)k!
∣∣∣∣∣
1
k−1
 . (6)
Therefore, we observe that, in order to get a bound on γ, it is enough to bound
∣∣∣∣g(k)i (t)k! ∣∣∣∣ 1k−1
independently of k for each ingredient gi. In [8], Hauenstein and Levandovskyy find a bound
on these quantities using a recurrence relation from the defining linear differential equation
with constant coefficients. In this paper, we achieve such a bound via the Cauchy integral
theorem.
Lemma 10. Suppose that the following two oracles exist:
(1) Given a univariate analytic function g and a point x ∈ C in the domain of g, there
is an oracle which returns a positive value R > 0 so that the radius of convergence
of a power series for g centered at x is at least R.
(2) Given a univariate analytic function g, a point x ∈ C in the domain of g, and a radius
r, there is an oracle which returns M which is an upper bound on the value of |g| on
the closed disk D(x, r).
Then, for k ≥ 2, ∣∣∣∣g(k)(t)k!
∣∣∣∣
1
k−1
≤ 1
r
max
{
1,
M
r
}
.
Proof. Using Cauchy’s integral theorem, we have that
|g(k)(x)|
k!
=
∣∣∣∣∫ 1
0
g(x+ re2piit)
(re2piit)k
dt
∣∣∣∣ ≤ Mrk .
Therefore, ∣∣∣∣g(k)(x)k!
∣∣∣∣
1
k−1
≤ 1
r
(
M
r
) 1
k−1
.
Since k ≥ 2, the (k − 1)th root of M
r
is bounded as in the statement of the lemma. #
From this bound, which is independent of k, we can now derive a bound on γ(F, x). By
substituting this formula into Inequality (6), we have a bound on γ(F, x). We collect this
result in the following theorem:
Theorem 11. Let U ⊂ Cn+m and consider a system F : U → Cn+m as in Equation (1) and
let x ∈ Cn+m. Moreover, assume that there exist oracles as in the statement of Lemma 10.
For each gi, let Ri be a positive lower bound on the radius of convergence for gi at xi (given
by the first oracle in Lemma 10). For each i, fix 0 < ri < Ri to be a positive value strictly
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less than the radius of convergence. Then, using the second oracle in Lemma 10, let Mi be
an upper bound on |gi| on the closed disk D(xi, ri). For each i, let
Ci =
1
ri
max
{
1,
Mi
ri
}
.
Then,
γ(F, x) ≤ µ(F, x)
(
d
3
2
2‖(1, x)‖ +
m∑
i=1
Ci
)
.
Remark 12. We remark that the choice of ri is critically important in this computation.
When ri is small,
1
ri
becomes large, and when ri is quite large, the disk D(x, ri) approaches
a singularity of gi, so Mi is quite large. Therefore, different choices of ri can affect the value
of Ci drastically. We provide experimental data illustrating this issue in §5.
We observe that we may apply the same approach as in Theorem 11 to both g′ and g′′
to achieve potentially tighter bounds on γ(F, x). We make this explicit in the following
corollary:
Corollary 13. Suppose that the conditions of Theorem 11 hold and, in addition, the oracles
in the statement of Lemma 10 exist for both g′ and g′′. Let M ′i and M
′′
i be upper bounds on
|g′i| and |g′′i |, respectively, given by the oracle from Lemma 10 on D(xi, ri). Then, the Ci in
Theorem 11 can be replaced by
Ci =
1
ri
max
{
1,min
{
Mi
ri
,
M ′i
2
,
M ′′i ri
2
}}
. (7)
Proof. We illustrate the key step in the computation for M ′i ; the other cases are similar or
appear in Theorem 11. We observe that since k ≥ 2,∣∣∣∣∣g(k)i (x)k!
∣∣∣∣∣
1
k−1
≤
∣∣∣∣(g′i)(k−1)(x)2(k − 1)!
∣∣∣∣
1
k−1
≤ 1
ri
(
Mi
2ri
) 1
k−1
,
where the second inequality follows from applying the inequality of Lemma 10 to g′. By
considering the possible magnitudes of Mi
2ri
, the desired result follows. #
Based on the discussion above we outline an algorithm to certify a root of the system F .
AlphaTest(F, x, ri,Mi,M
′
i ,M
′′
i ):
Input: A differentiable system of functions F : U → Cn+m for an open set U ⊂ Cn+m, a
point x ∈ Cn+m, a positive value ri such that 0 < ri < Ri for each i, and upper bounds
Mi,M
′
i ,M
′′
i on |gi|, |g′i|, |g′′i | on the closed disk D(xi, ri) for each i.
Output: The boolean value of a condition that implies “x is an approximate solution of
F”.
Compute constants β(F, x), µ(F, x) and Ci in Corollary 13.
return β(F, x)µ(F, x)
(
d
3
2
2‖(1,x)‖ +
m∑
i=1
Ci
)
< 13−3
√
17
4
,
In the next section, we show that the oracles required by Lemma 10 exist for D-finite
functions.
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Remark 14. We observe that the results in this section apply when C is replaced by R. In
particular, real roots are certified using the standard techniques of α-theory for real roots.
The derived bounds on γ, however, use the complex values of the radius of convergence and
maximum of the function, not merely the real part.
4. The case of D-finite functions
In this section, we show that the oracles needed in §§2 and 3 exist for D-finite functions.
These oracles fall into two classes: evaluating a D-finite function or finding the radius of
convergence of a D-finite function. We point out that the oracles can be obtained from
known software implementations.
4.1. Evaluating D-finite functions. The analytic continuation algorithm of Chudnovsky
and Chudnovsky, first presented in [6] and further developed in [31], provides an algorithm
to approximate the value of a D-finite function. In particular, the SageMath [30] package
ore algebra.analytic [22] uses this technique and provides functions which compute an
interval containing the image of a D-finite function over a point or interval.
The output of this algorithm can be used to calculate intervals or boxes containing F
and F ′ when evaluated at points or over intervals (we note that the derivative of a D-finite
function is also D-finite).
Remark 15. In the real case, an alternate approximation method using Chebyshev poly-
nomials is presented in [3]. These methods return Chebyshev polynomials such that, on
an interval I, the point-wise difference between the polynomial and the prescribed D-finite
function is within a specified error. By applying interval arithmetic on this polynomial, a
D-finite function can be evaluated on an interval. An implementation of this approximation
is available in Maple [20] and experimental source code is referenced in [3].
4.2. The radius of convergence for D-finite functions. Mezzarobba and Salvy present
an algorithm to compute the majorant series for D-finite function in [23]. In this case, the
radius of convergence for the majorant series is a lower bound on the radius of convergence for
the corresponding D-finite function. The majorant series provided in [23] has a particularly
simple presentation, where the radius of convergence can be identified by the vanishing of
a linear term of in denominator, see [23, Equation (18)]. The Maple package numGfun [21]
and the SageMath [30] package ore algebra.analytic provide algorithms for computing
this majorant series. For extensions and details of the majorant series approach, see [24] and
[32].
5. Implementation and experiments
In this section, as a proof of concept, we provide some computational and experimental
results for our certification methods for D-finite functions, as described in §4. Our imple-
mentations are in SageMath [30]. We use the ore algebra.analytic package from [22] for
evaluation of D-finite functions (function numerical solution) and for estimating the ra-
dius of convergence for the majorant series (function leading coefficient). The code and
all examples in this section are available at
https://github.com/klee669/DfiniteComputationResults
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5.1. Comparison between α-theory and the Krawczyk method. The error function
erf(t) is a basic example of a D-finite function which satisfies the following differential equa-
tion and initial conditions:
erf ′′(t) + 2t erf ′(t) = 0, erf(0) = 0, erf ′(0) =
2√
pi
.
We note that the error function has no singularities in C. We consider the following square
system of equations along with the corresponding square function F .
{
t21 + t
2
2 = 4
2 erf(t1) erf(t2) = 1
}
with F (t1, t2, t3, t4) =

t21 + t
2
2 − 4
t3t4 − 12
t3 − erf(t1)
t4 − erf(t2)
 . (8)
Using Mathematica [12], we find the following potential solution to this system of equations:
t = (t1, t2, t3, t4) = (0.480322, 1.94147, 0.503058, 0.993961). (9)
Using both α-theory and the Krawczyk method, we certify that this point approximates a
solution to the system of equations in Equation (8). In order to study the accuracy required
for the α-theory-based and Krawczyk method-based tests, we round the coordinates of the
point in Equation (9) to d decimal places and vary d in our experiments appearing in Table 1.
For Krawczyk method-based tests, we also to specify a region by choosing the box whose side
length is 2× 10−d centered at the rounded approximation. Moreover, we choose F ′(m(I))−1
as the invertible matrix Y in Equation (5).
decimal places Krawczyk method α-theory
0 fail fail
1 pass fail
2 pass fail
3 pass pass
Table 1. Comparison between the precision required for the Krawczyk-based
and α-theory-based methods.
For the Krawczyk method, a pass indicates that the generalization of the Newton operator
is contractive within the given region using the test described in §2. On the other hand, for
the α-theory-based test from §3, a pass indicates that the approximation is certified to be
an approximate solution. Throughout this example, we use r = 0.4 for the α-theory-based
test as that gives (nearly) the best value for ri, cf. Remark 12.
We observe that Equation (8) is an example of a system which could not be effectively
studied using the previous α-theory techniques. We also note that the Krawczyk method
succeeds with less precision than the α-theory-based test. This behavior is not surprising as
the Krawczyk method has a weaker convergence result and uses less pessimistic estimates in
its computation.
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5.2. The radius for the α-theory-based test. In this section, we provide some exper-
imental data illustrating the care that must be taken in choosing the radius from §3, see
Remark 12. We consider a Bessel function (of order ν) y(t) = C1Yν(t) + C2Jν(t). This
function is a D-finite function satisfying the following differential equation:
t2y′′(t) + ty′(t) + (t2 − ν2)y(t) = 0.
We consider the case where ν = 9. In this case, the Bessel function has a regular singu-
larity at t = 0, its derivative has singularities at t = 0,±9, and the second derivative has
singularities at t ≈ 0,±8.2923,±9,±9.7076. Consider the following system of equations and
corresponding system F involving a Bessel function and an error function.
t21 + t
2
2 = 61
2 erf
(
1
2
(Y9(t2) + J9(t2)) + t1
)
(Y9(t2) + J9(t2)) = 11
 with
F (t1, t2, t3, t4, t5) =

t21 + t
2
2 − 61
2t4t5 − 11
t3 − 12t5 − t1
t4 − erf(t3)
t5 − (Y9(t2) + J9(t2))
 .
Using Mathematica [12], we find the following potential solution to this system of equations:
t = (t1, t2, t3, t4, t5) = (6.27899, 4.64481,−0.38382,−0.41274,−13.32563).
We apply the α-theory-based method of §3 in attempt to certify this solution while varying
radii using the experimentally found lower bound for the radius of convergence, R = 8.2923.
We summarize our results in Table 2.
radius γ(F, t) α(F, t) passes α-test?
10−6R 6.9909 · 107 1.3078 no
10−5R 6.9909 · 106 0.1308 yes
10−4R 6.9912 · 105 0.0131 yes
10−3R 2.2485 · 105 0.0042 yes
10−2R 1.9722 · 106 0.0369 yes
3 · 10−2R 2.4525 · 107 0.4588 no
Table 2. γ(F, t) and α(F, t) values depending on radii.
We observe that, as expected from Remark 12, a radius which is either too small or too
large (when compared to the distance to the singularity) can result in a need for increased
precision in the α-theory-based test.
5.3. Comparing α-theory-based tests on polynomial-exponential systems. In this
section, we compare the bounds on γ that we derive to those from the polynomial-exponential
systems in [10]. In particular, we consider the following example in the class of polynomial-
exponential systems (which are a special case of polynomial-D-finite systems):{
e4t = 0.0183
}
with F (t1, t2) =
[
t2 − 0.0183
t2 − e4t1
]
.
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For the approximate solution (t1, t2) = (−1, 0.018316), we compare the bounds on γ(F, t)
for the method presented in this paper to the γ from [10], as computed by alphaCertified.
We separate out the three bounds on γ from Corollary 13. Figure 1 compares the re-
sults from alphaCertified and our method. There, we see that both theoretically and in
our implementation, the computed γ-value may be less than that in [10], as computed by
alphaCertified. We note that, in Figure 1, the implementation bounds differ from the the-
oretical bounds because the ore algebra.analytic package returns inexact outputs when
it evaluates functions over an interval.
r
upper bound on γ(F, t)
0.5 1 1.5
40
80
120
160
γalphaCertified
γ0
γ2 γ1
γimplementation
Figure 1. Comparison of computed γ values in this paper to those from
alphaCertified. γ0, γ1, γ2 indicate bounds computed by
Mi
ri
,
M
′
i
2
,
M
′′
i
ri
2
in (7)
respectively. γimplementation indicates bounds computed by the implementation.
For some choices of r, γ0, γ1, γ2 and γimplementation have lower values of bounds
than alphaCertified.
5.4. Application to an optimization problem. We also use our implementation to solve
an optimization problem involving the perimeters of ellipses. Suppose that E1, E2 are ellipses
with major axes of lengths 1 and 2, respectively, whose perimeters sum to 17. Suppose that
we want to maximize
e1A1 + e2A2
where ei is the eccentricity and Ai is the area of Ei. Since the area of an ellipse is the
product of pi and the lengths of its axes, if we let bi be the length of the minor axis of Ei,
this maximization problem is equivalent to the following problem:
Maximize e1b1 + 2e2b2
subject to e21 + b
2
1 = 1
4e22 + b
2
2 = 4
4E(e1) + 8E(e2) = 17
14
where E(t) =
∫ 1
0
√
1−t2x2√
1−x2 dx is the complete elliptic integral of the second kind, which satisfies
the differential equation
(t− t3)E ′′(t) + (1− t2)E ′(t) + tE(t) = 0.
Liouville [18] showed that E(t) is not algebraic. We can rewrite this maximization problem
as a square system of equations by setting up a Lagrange multiplier system. Since derivatives
of D-finite functions are still D-finite functions (for the differential equation of the derivative
of D-finite functions, see [31]), the square system can be certified by the α theory- and the
Krawczyk method-based approaches. In our experiments, we use the approximate solution
(b1, b2) = (0.8337853, 1.5601133),
(e1, e2) = (0.5520888, 0.6257089) and
(λ1, λ2, λ3) = (−0.3310737,−0.4010663, 0.0590727)
With the choice of the radius r = 0.01 and an approximate solution with 7 digits of precision,
the α-theory-based test certifies the approximate solution. On the other hand, Krawczyk
method-based test requires much less precision, in fact, only 2 digits of precision and a box
of side length 2× 10−2 are enough to certify this solution.
6. Conclusion and possible extensions
In this article, we provided a framework to certify isolated nonsingular solutions of square
systems of equations involving analytic functions based on explicitly described oracles. We
demonstrated that systems with D-finite functions as ingredients fall into this framework.
We provide a proof-of-concept implementation of the resulting algorithms based on Krawczyk
method and α-theory that uses existing software for D-finite functions.
Which method performs better in practice depends on one’s application. We note, how-
ever, that as the ingredients in one’s system become more involved the machinery of α-theory
becomes harder to make effective and use than Krawczyk method.
This work addresses the case of nonsingular solutions. The question of certification of
singular isolated solutions has been studied in many formulations—see, e.g., [19, 17, 1]—for
polynomial systems. We remark that certification of singular solutions of analytic systems
would require strong additional assumptions—see, e.g., [16]—and new techniques. The re-
lated problem of certifying clusters of roots has been studied using subdivision—see, e.g.,
[2]—for univariate complex polynomials.
It would be also interesting to extend our methods to the systems with holonomic functions
in many variables1 as ingredients. Given a restriction algorithm of a holonomic function to
a line, one can approximate the value of this function at a point; however, one would need
an ability to approximate the values of the original function over a region. This subtlety
requires effective tools that appear to be available only in the univariate case. We note that
it may be possible to envision a more general “effective complex analysis” via multivariate
majorant series as in [32]. In fact, if such effective analysis is available, our framework
can be extended to Pfaffian functions introduced by Khovanskii in [13] or, more generally,
Noetherian functions (see e.g., [7] for a definition).
1For a definition of a holonomic function in many variables and a concise review of a restriction algorithm
using the theory of D-modules see [11, §6.4].
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