The Askey-Wilson integral is very important in the theory of basic hypergeometric series. In this paper, we give a new method of constructing Askey-Wilson type integral. The advantage of this method is that it can artfully convert the integral evaluations into the series evaluations. According to our method, new proofs for the Askey-Wilson integral, the Nassrallah-Rahman integral and Liu's integral are offered. Furthermore, some new Askey-Wilson type integrals are also established in the same way.
Introduction
For a nonnegative integer n and two complex numbers x, q with |q| < 1, define the q-shifted factorial to be
(1 − xq i ), (x; q) n = (x; q) ∞ (xq n ; q) ∞ .
For convenience, we shall use the following notations: (x 1 , x 2 , · · · , x r ; q) ∞ = (x 1 ; q) ∞ (x 2 ; q) ∞ · · · (x r ; q) ∞ , (x 1 , x 2 , · · · , x r ; q) n = (x 1 ; q) n (x 2 ; q) n · · · (x r ; q) n .
Following Gasper and Rahman [6] , define the basic hypergeometric series by r φ s a 1 , a 2 , · · · , a r b 1 , b 2 , · · · , b s q; z = ∞ k=0 (a 1 , a 2 , · · · , a r ; q)
Usually, the very-well-poised series r+1 φ r a 1 , q √ a 1 , −q √ a 1 , a 4 , · · · , a r+1 √ a 1 , − √ a 1 , qa 1 /a 4 , · · · , qa 1 /a r+1 q; z is denoted by the symbol r+1 W r (a 1 ; a 4 , · · · , a r+1 ; q, z).
For x = cos θ, define the functions h(x; λ) and h(x; λ 1 , λ 2 , · · · , λ n ) to be
h(x; λ 1 , λ 2 , · · · , λ n ) = h(x; λ 1 )h(x; λ 2 ) · · · h(x; λ n ).
In 1985, Askey and Wilson [3] found an important extension of the beta integral (see also [2, Chapter 10] and [5] ), which is now named the Askey-Wilson integral. 
The original proof of Theorem 1 comes from the contour integral method. Subsequently, simper proofs of it were furnished by Rahman [16] and Ismail and Stanton [8] . The reader is referred to the papers [4, 5, 9, 11, 12, 14] for more proofs.
By means of the q-integral method, Nassrallah and Rahman [15] derived the extension of Theorem 1, which is now known as the Nassrallah-Rahman integral. Ismail and Zhang [10] confirmed Theorem 2 via the analytic continuation argument. Liu [13] also proved it through the generating function and the orthogonality relation of the Askey-Wilson polynomials.
In accordance with a transformation formula for basic hypergeometric series and Theorem 2, Liu [13] deduced the following extension of Theorem 2.
Theorem 3. Let a, b, c, d, f, r, s, t, z, α, β, δ be complex numbers. Then where α = a 2 bcdf /q and max{|a|, |b|, |c|, |d|, |f |, |r|, |s|, |t|, |z|} < 1. If the double sum converges absolutely when |z| = 1, the relation just displayed is also right for |z| = 1.
Inspired by the work just mentioned, we shall give a new method of constructing Askey-Wilson type integral. The method is composed of the following two lemmas.
Lemma 4. Let c 1 , · · · , c r , λ, η be complex numbers. Then
where Ω(x; c 1 , · · · , c r ) is an arbitrary expression associated with x and the symbol idem(λ; η) after an expression signifies that the front expression is repeated with λ and η interchanged.
Proof. Recall a transformation formula involving two 2 φ 1 series (cf. [6, Equation (2.10.13)]):
Then we can proceed as follows:
Dividing both sides by (λη, η/λ; q) ∞ , we obtain Lemma 4.
Lemma 5. Let c 1 , · · · , c r , λ, η be complex numbers. Then
where Ω(x; c 1 , · · · , c r ) is an arbitrary expression related to x.
Proof. In terms of the q-Gauss summation formula (cf. [6, Equation (1.5.1)]):
provided |c/ab| < 1, we have
Multiplying both sides by (λη, λ/η; q) ∞ , we get Lemma 5.
Based on the utilization of Lemmas 4 and 5, the structure of the paper is arranged as follows. Firstly, we shall offer a simple new proof of the Askey-Wilson integral in Section 2. Secondly, a new proof of the Nassrallah-Rahman integral will be displayed in Section 3. Thirdly, we shall furnish a new proof of Liu's integral (i.e. Theorem 3) in Section 4. Finally, some new Askey-Wilson type integrals will be established in Section 5.
A new proof of Theorem 1
Proof. According to the q-binomial theorem (cf.
with |z| < 1 and (3), it is routine to show that
Apply Lemma 5 to it and calculate the series on the right hand side by (3) to gain
Employ Lemma 5 to this equation and evaluate the series on the right hand side by (4) to achieve
Exploit Lemma 5 to the last equation and compute the series on the right hand side by (4) to attain
Applying Lemma 4 to it and calculating the series on the right hand side by (2), we have
Employing Lemma 4 to this equation and evaluating the series on the right hand side by (2), we obtain
Exploiting Lemma 4 to the last equation and computing the series on the right hand side by (2), we get Theorem 1.
A new proof of Theorem 2
Proof. Apply Lemma 4 to Theorem 1 to gain 
Employ Lemma 5 to (5) to attain
where the symbol on the right hand side stands for
(ab, ac, ad, af ; q) k (q, aµ, abcd, abcf ; q) k µ a 
provided |qa/de| < 1, we have
Shifting the index n → n − k in the last equation and then interchanging the summation order, we obtain
(a 2 bcdf /q, ab, ac, ad, af ; q) n (q, acdf, abdf, abcf, abcd; q) n (−bcdf ) n q ( n 2 ) where λ = qa 2 /bcd and max{|qa/ef |, |q 2 a 2 /bcdef |} < 1. The combination of (6) and (8) brings out Theorem 2.
A new proof of Theorem 3
Let P (a, b, c, d, f, r, s, t, z, α, β, δ) denote he double sum in Theorem 3. Now we begin to prove Theorem 3 via (5) and (7) .
Proof. It is not difficult to see that
Shifting the index n → n + k, we get
(αq 2k , abq k , acq k , adq k , af q k ; q) n (q, acdf q k , abdf q k , abcf q k , abcdq k ; q) n q ( n 2 ) (−bcdf ) n = (qα, df ; q) ∞ (abdf, acdf ; q) ∞ ∞ k=0 (ab, ac, ad, af, β, δ; q) k (q, abcd, abcf, r, s, t; q) k (bcdf z) k
where we have used the transformation formula (7) in the last step. Thus there holds the relation: 
(α, ab, ac, ad, af ; q) n (q, abcd, abcf, abdf, acdf ; q) n q ( n 2 ) (−bcdf ) n × 4 φ 3 q −n , αq n , β, δ r, s, t q; qz .
In accordance with (5) and the last equation, we gain Theorem 3.
The q-Pfaff-Saalchütz formula (cf. [6, Equation (1.7.2)]) and the q-Watson formula due to Andrews [1] can be stated as follows:
b m (q,qa/b;q 2 )m (qa,qb;q 2 )m , n = 2m. By specifying the parameters in Theorem 3 and using the last two equations, Liu [13] found the following two extensions of Theorem 1:
ae iθ , ae −iθ , αrs/q αr, αs q; bcdf dθ = 2π(abcd, abcf, abdf, acdf ; q) ∞ (q, ab, ac, ad, af, bc, bd, bf, cd, cf, df, a 2 bcdf ; q) ∞ × ∞ n=0 1 − αq 2n 1 − α (α, ab, ac, ad, af, q/r, q/s; q) n (q, abcd, abcf, abdf, acdf, αr, αs; q) n q ( n 2 ) − αbcdf rs q n , provided α = a 2 bcdf /q and max{|a|, |b|, |c|, |d|, |f |} < 1, 1 − α (α, ab, ac, ad, af ; q) 2n (q, qα/r; q 2 ) n (q, abcd, abcf, abdf, acdf ; q) 2n (qα, qr; q 2 ) n r n (bcdf ) 2n q 2n 2 −2n , where α = a 2 bcdf /q and max{|a|, |b|, |c|, |d|, |f |} < 1.
Some new Askey-Wilson type integrals
Above all, we shall derive the extensions of Theorem 2 in this section. (af, bf, cf, df, cdf µ; q) n q n (q, qf /g, f µ, acdf, bcdf ; q) n 8 W 7 (cdf µq n−1 ; µ/a, µ/b, cd, cf q n , df q n ; q, ab) Exploiting Lemma 4 to the last equation, we attain Theorem 6 after some simplification.
Applying Lemma 5 to Theorem 6, we can deduce the following theorem. where max{|a|, |b|, |c|, |d|, |f |, |g|, |v/d|} < 1.
The integral due to Ismail, Rahman and Suslov [7] , which is an extension of Theorem 2, can be expressed as 
provided max{|a|, |b|, |c|, |d|, |f |, |f µ/rs|} < 1. Subsequently, we shall establish the extensions of (9) in this section. Employing Lemma 4 to the last equation, we obtain Theorem 8 after some simplification.
Exploiting Lemma 5 to Theorem 8, we can derive the following theorem. bc, bdq m , bf q n , µ/a, bµ/rs bcdf q m+n , qb/a, bµ/r, bµ/s q; q + idem(f ; g), provided max{|a|, |b|, |c|, |d|, |f |, |g|, |ν/d|, |bµ/rs|} < 1.
