Abstract -Evolutionary learning and especially genetic optimization algorithms have recently received a lot ofresearch attention as tools for identifying fuzzy models of the systems. Most often fuzzy modelling employs the fuzzy IF-THEN rules. In this paper, besides AND-operator the OR-operator is also considered in constructing the premise rule base. A genetic algorithm is utilized to find the premise structure of the rules, also to optimize fuzzy set membership functions as well as the consequent part of model structure at the same time. The performance ofthe approach is demonstrated on the laboratory stand named "Airflow stabilization system ".
I. INTRODUCTION
The system identification is an important engineering problem, in many fields. The main objective of system identification is to obtain a mathematical description of real system of interest. In the case of construction of phenomenological models, whose structures are build from physical consideration, the identification problem reduces to the parameters estimation. In practise, only rare systems might be described by phenomenological models due to model structure high complexity and nonlinearities of parameters. In order to overcome the drawbacks of phenomenological mode, the behavioural models which only approximate the system's inputoutput behaviour, have to be employed.
In the most usual case to settle the model construction problem is to use the very well known tools for linear systems design [3] . In many cases the performance of the linear models are fully acceptable. For non-linear systems the classical non-linear identification methods usually employing various kinds of polynomials as a foundation for the model constructions should be used. The main advantage of such approach is that the polynomial models are linear in their parameters, witch extremely facilitates parameters estimation. In spite of usefulness of such approaches, there are some cases where the polynomial models do not give a satisfactory results. To overcome this problem, the advantages of fuzzy theory should be combined with polynomial models.
Fuzzy modelling utilizing fuzzy IF-THEN rules, provides a tool for designing qualitative models without employing precise quantitative analysis. However, there are many situations where expert domain knowledge, which is usually the basis for designing fuzzy models, is not sufficient, due to incompleteness of the existing knowledge, problems caused by different biases of human experts, difficulties in forming rules, etc. That is why, methods for data-driven identification of fuzzy models are of great interest. Most approaches proposed in literature emphasize the function approximation capabilities of fuzzy systems, and little attention is paid to minimization of the rule base [2] . If the number of rules is too large, the fuzzy model is hardly interpreted by the man. Therefore in this work we require the model to be accurate and also to be as simple as possible.
We consider the problem of data-driven fuzzy rulebased modelling by the Takagi-Sugeno (TS) type [1, 5, 9] .
Rule premises play a critical role in the TS fuzzy system since they determine the structure of a rule base. The fuzzy rules of the fuzzy model are extracted from training examples by means of genetic-based premise learning. In order to construct a simple fuzzy model with a high generalization capability, a general premise structure allowing incomplete compositions of input variables as well as OR operation of input terms is considered.
In this paper a genetic algorithm (GA) is utilized to optimize the premise structure of the rules, fuzzy set membership functions, and the consequent part at the same time. Determination of rule conclusions is nested in the premise learning, where consequences of individual rules are determined under fixed preconditions. During the running of GA the actual rule number is adjusted automatically within a specified limit. The modelling procedure utilize GA to search in the combinatorial space for the optimal structure of premises also to optimize parameters of fuzzy set membership functions as well as to find the optimal parameters of consequent part simultaneously. GA searches a wide space of possible solution, so there is a high probability that the found solution is global or near global [7] .
Recently, Xiong [10] introduced a general premise structure allowing not only incomplete composition of input variables but also OR connectives of input terms, so that high generalization ability can be achieved by an 0-7803-9446-1/05/$20.00 C2005 IEEE individual rule. The upper limit of the rule number is predetermined by the technician in advance. It can be considered as an estimate of the sufficient amount of rules to achieve a satisfactory accuracy.
When the rule-base premise is constructed, then the polynomial models in consequent part is found by the local weighted least square method.
The performance of the method is demonstrated on the laboratory stand named "Airflow stabilization system ".
The paper is organized as follows. 
Parameter optimization can be performed very fast by a least squares algorithm. However, the number of parameters grows rapidly with increasing input dimensionality. One way to decrease the number of parameters is to perform structure optimizations. The structure optimization can be performed by a linear subset selection technique such as the orthogonal least squares algorithm [8] . However, this method suffers from the curse of dimensionality.
A. Proposed Structure Optimization
For this problem, the authors proposed to use GA for selecting the parameters of 2 order polynomial. Willing to determine the efficient model structure for each rule. The chromosome of the consequent part in GA is coded by {0,1} meaning the usefulness of each term in the the parameter vector Ui. Then the output function takes the following form: yi = f(U,Ii) (4) where Ii is the binary vector expressing the importance of parameters. The Z-dimensional polynomial of degree 2 is computed: 
III. EVOLUTIONARY LEARNING OF RULE PREMISES
GA is the global search algorithm that emulates the mechanism of natural genetics and selection [7] . Based on probabilistic decisions it exploits historic information to guide the search for new points in the problem space with expected improvement in performances. In the genetic search a constant population size is always maintained. An individual in the population encodes a possible solution to the problem into a string, which is analogous to a chromosome in nature. At each iteration step, new strings are created by applying genetic operators on selected parents for recombination. Coding scheme, genetic operators (reproduction, crossover and mutation) and fitness function are the key points for the GA to optimize the structure of rule premises and input membership functions at the same time.
The GA algorithm consists of three basic operations: reproduction, crossover, and mutation. Reproduction is the process where members of the population are reproduced according to the relative fitness of the individuals, where the chromosomes with higher fitness have higher probabilities of having more copies in the new coming generation. There are a few selection schemes available for reproduction, i.e. the roulette wheel, the tournament scheme and etc. [7] . Crossover in the GA occurs when the selected chromosomes partially exchanges the information in the genes. Mutation is a random alternation of a bit in a string so as to increase the variability of population.
Dynamic crossover and mutation probability rates, are used in the GA operation, as they provide faster convergence when compared to constant probability rates. There are many approaches which can be applied to settle the problem. In this work the crossover and mutation probability rates were calculated by the following formula:
Pcross,m+l exp m/M),
where m and M are the current generation and the number of maximum generations respectively.
B. Premise Rules and Membership Functions Coding
Triangular formed fuzzy sets are used in this study. To achieve an optimal interface there is a requirement that the sum of membership values for every input variable should be always equal to one, so then only certain end points (also peaks) of membership functions need to be optimized by GA [10] . For 
where P is the number of fuzzy partitions in the premise. The object of GA optimization is to maximize the fitness (eq. 10).
IV. CASE STUDY: STAND NAMED A IR FLOW STABILIZATION SYSTEM"
In most often cases the modern air flow supply systems for ventilation, biological process control and aerodynamic tubes require to stabilize the air flow rate at the outlet of the pipe with the dynamic adaptation to various external loads or disturbances. In such systems the air flow is stabilized by using feedback control along with modern information processing technologies.
At the department of Control Technologies at Kaunas University of Technology (Lithuania) in order to provide the state of the art courses and laboratories in control technologies, it has been need to obtain the laboratory stand with industrial process imitation. The choice was to design a laboratory stand named "Air flow stabilization system" The functional structure of the laboratory stand is shown in Fig. 1 . The stand is designed in the way to give the understanding for students about dynamic system identification, synthesis of the mathematical models and dynamic process control. Experimental tube consists of 550xGFmm cylinder. The air flow is supplied by centrifugal fan connected to 3 phase induction motor (M2) with rated power P90W. The speed of the fan rotation is controlled trough Siemens frequency converter SIMOVERT (FI2). An air flow sensor (AFS) consists of ventilator attached to asynchronous generator which is mounted on the top of tube at 5/7 high from the bottom. The stand is also equipped with rotating device to imitate air tube clogging. Data acquisition is done through a Advantech PC-LabCard PCL-8 12. Control of the plant is organized through Matlab Simulink software [6] with the sampling period 5 ms.
The maximum air speed produced at the output of the designed lab stand is 30 m/s. To achieve this speed the fan motor (M2) is supplied by main power with 80Hz. The air flow sensor (AFS) readings of air flow speed are almost linear in wide range of fan rotation. The minimal detectable speed is approximately 2 m/s and this speed corresponds to 11 Hz of fan rotation. The AFS produces the signal in the range from 0 to 1.2 V corresponding to air flow speed from 2 till 30 m/s respectively.
Readings of AFS are very influenced by noise and this noise is air flow speed depending. Fig. 2 shows the relation between noise amplitude (in %) depending to air flow speed or AFS signal amplitude. This curve is derived experimentally from ten trials comparing characteristics with averaged one. The noise amplitude 1% is adequate to the accuracy of used equipment but when the air flow speed is higher than 22m/s (corresponds to 0.8 V of ASF) the measured signal is influenced by air gaps and air turbulence in the tube.
The dynamic of air flow in the tube is unequal for the rising and falling parts. The open loop system response to step function is demonstrated in Fig. 3 . The response to the rising front is delayed by t1O.5s, air flow is established after t23.0s, the response time to the falling front are t3O.2s and t4+0.0s respectively.
V. EXPERIMENTAL RESULTS
The parameters for the GA used in the experiments are as follows: population size 50; maximum number of iterations 50; the rates of mutation and crossover are changed according to (eq. 6). Training and testing data of the actuator block was generated and collected through MATLAB Simulink: 1750 and 4660 of data points for training and testing respectively. In all the tables given we calculate MSE according to (eq. 9).
At the very beginning we had no idea about the starting number of rules and fuzzy partitions. Therefore, only the upper limit of rules was determined as 20. The number of fuzzy partitions plays a role for the fuzzy system interpretability. According to Nelles [8] , if number of fuzzy partitioning is more than four, then such a system is hard to be interpreted. Therefore, in our experiments we used only three fuzzy partitioning per input in the rules premise. Meaning, that for the TS model these numbers will be sufficient to achieve desirable model accuracy.
After several experiments, the coefficient fi in the fitness function was found to be 0.005 and kept unchanged. We had to play also with various inputs combination as well as with delay order selection of the modelled system.
To express the system dynamics the external dynamics strategy [8] has been used. The taped delay line of two input and output parameters has been selected i.e.:
of the physical values: S"-small, M"medium and 13" -big), and fuzzy region are logically assigned to one of the rules. For this example, there is a possibility to obtain 16 rules without intersection. Usually, the collected data is distributed only in the restricted fuzzy areas, therefore the output models for some regions is not constructed. The erroneous situation arises, when unseen sequence of input data is fed to the TS model. Such situation might be solved by adding special conditional rule "if no rule selected then produce some output" As the output it might by a constant signal or some prespecified function. LL <0O.
( 1 1) where x(t) is the control value and yAFs(t) is the output of the system. The measurements are delayed in seconds.
Then the fuzzy rule R, of TS model with selected parameters are:
Ri: IF U(t)isAi THENy(t)= fi(IJ(t),Ii) , (12) where U(t) in the modelling phase is constructed with the In the experimentation the consequent part of the model is constructed using linear, 2-nd order polynomial and 2-nd order polynomial function with proposed selection. The experimental results shown in Table 1 and Fig. 5 are averaged from 50 trials. The table presents the calculated MSE error on the test set, maximum absolute difference between modelled and original output, number of rules in the premise and the total number of parameters in fuzzy model. The absolute difference between modelled and original output is essential for the ON-LINE fault detection and isolation purpose (not jet implemented).
From the results we can see, that the relationship between the control value x and the air flow YAFS can be accurately modelled by used 3 types of consequent functions. The linear model is quite weak and the 2-order polynomial function is too overfitted. The best solution gives proposed approach with parameters selection of 2-order polynomial function. On average the model with proposed parameters selection approach consist of 4 rules in the input premise and total of 75 parameters. The performance of such model is shown in Fig. 5 the dotted line is the output of designed model, solid line represents the original system and on the bottom the residual of both signals is presented. To obtain such system model the GA has generated the following fuzzy premise (Fig.  4) means that the probability that the true mean MSE of proposed approach belongs to this region is 99%. For the fault detection purpose the most informative and cruel is the residual of designed system i.e. the difference of signals between real and modelled systems [4, 12, 13] . Therefore, model confidence region and the histogram of maximum absolute error have been constructed (Fig. 7) . According to (15) and std = 0.013 of 50 models. It means that the probability that the true maximum absolute error of proposed approach belongs to this region is 99%. Hence, the threshold value for the air supply system fault detection would be set from the same confidence region, meaning that the signals difference above 4% is detectable.
VI. CONCLUSIONS
In this paper we showed the synthesis of evolutionary learning and the fuzzy model for system identification. The size of the rule base were generated and consequent part model parameters were determined by the GA. The rule premise consisted with AND and OR connectives, this led to the reduction of the number of rules by finding similar consequent parts of the model. The proposed approach, comparing with second order polynomial models, for consequent part optimization produced not only accurate models, but the models with the lower number of parameters.
Future contribution will cover development of fuzzy controller with proposed strategy for "air flow stabilization" stand as well as development of fault detection and isolation system [4] to track the failures of the air flow supply system. 
