In many applications some designs are easier to implement, require less training data and shorter training time, and consume less storage than others. Such designs are called simple designs and are usually preferred over complex ones when they all have good performance. Despite the abundant existing studies on how to find good designs in simulation-based optimization, there exist few studies on finding simplest good designs. This article considers this important problem and the following contributions are made to the subject. First, lower bounds are provided for the probabilities of correctly selecting the m simplest designs with top performance and selecting the best m such simplest good designs, respectively. Second, two efficient computing budget allocation methods are developed to find m simplest good designs and to find the best m such designs, respectively, and their asymptotic optimalities have been shown. Third, the performance of the two methods is compared with equal allocations over six academic examples and a smoke detection problem in a wireless sensor network.
Introduction
Many systems nowadays follow not only physical laws but also man-made rules. These systems are called discreteevent dynamic systems and the optimization of their performance enters the realm of Simulation-Based Optimization (SBO). In many applications some designs are easier to implement, require less training data and shorter training time, and consume less storage than the others. Such designs are called simple designs and are usually preferred over complex ones when they all have good performance. For example, a wireless sensor network can be used to detect smoke. While a larger sensing radius allows the smoke to be detected faster, it also increases the power consumption and shortens the lifetime of the network. Thus, when the detection is fast enough, a small sensing radius is preferred over a large one.
There are abundant existing studies on SBO. Ranking and Selection (R&S) procedures are well-known procedures to combine simulation and optimization to improve efficiency levels. Their origin can be traced back to two papers, namely, Bechhofer (1954) for the indifference- * Corresponding author zone formulation and Gupta (1956 Gupta ( , 1965 for the subset selection formulation. Excellent surveys on R&S can be found in Bechhofer et al. (1995) , Kim and Nelson (2003) , and Swisher et al. (2003) . Chen et al. (2000) and Chen and Yücesan (2005) developed the Optimal Computing Budget Allocation (OCBA) procedure to asymptotically maximize a lower bound of the probability of correctly selecting the best solution candidate. OCBA was later extended to select the best several solution candidates and to handle stochastic constraints (Pujowidianto et al., 2009) , multiple objective functions (Lee et al., 2004) , correlated observation noises (Fu et al., 2007) , and opportunity cost (He et al., 2007) . A comprehensive introduction to OCBA was recently provided by Chen and Lee (2011) . Recent surveys on other methods for SBO can be found in Andradóttir (1998) , Fu (2002) , Swisher et al. (2004) , Tekin and Sabuncuoglu (2004) , and Fu et al. (2008) .
Despite the abundance of existing studies on finding good designs in SBO, there exist few studies on finding simplest good designs. This problem is challenging due to the following difficulties. First, simulation-based performance evaluation is usually time-consuming and provides only noisy performance estimation. The second difficulty is randomness. Due to the pervasive randomness in the system dynamics, usually multiple runs are required in order to 0740-817X C 2013 "IIE" Efficient computing budget allocation 737 obtain accurate estimation. The last difficulty is complexity preference for simple designs, which requires one to consider both the performance and the complexity simultaneously. Existing studies on SBO usually handle the first two difficulties well, but very few consider the complexity preference, which is the main contribution of this article.
The preference for simple designs has been mathematically described by the Kolmogorov complexity (Kolmogorov, 1965 ), Solomonoff's universal prior (Solomonoff, 1964 (Solomonoff, , 1978 , the Levin complexity (Levin, 1973) , and the AIXI model (Hutter, 2005) , to name just a few. Most of these formulations assume that the performance of designs can be easily evaluated and thus do not address the unique difficulties of simulation-based performance evaluations. The study of SBO with complexity preference has only recently been considered. Jia and Zhao (2009) studied the relationship between performance and complexity of different policies in Markov Decision Processes (MDPs). Jia (2011b) showed that it is possible to obtain simple policies with good performance in MDPs. Jia (2009 Jia ( , 2011a considered SBO with descriptive complexity preference and developed an adaptive sampling algorithm to find the simplest design with bounded cardinal performance. Later on, Yan et al. (2010 Yan et al. ( , 2012 developed two algorithms (OCBAmSG and OCBAbSG) to find m simplest designs with bounded cardinal performance and to find the best m such designs, respectively. The above methods suit applications where there are clear bounds on the cardinal performance of designs. However, in many applications it is difficult to estimate the performance of the best design a priori, which makes it difficult to identify "good" designs in a cardinal sense. Ho et al. (2007) showed that the probability of correctly identifying the relative order among two designs converges to unity exponentially fast with respect to (w.r.t.) the number of observations that are taken for each design. Note that the standard deviation of cardinal performance estimation using Monte Carlo simulation only converges in the rate of 1/ √ n, where n is the number of observations. Thus, in comparison, one finds that the ordinal values converge much faster than the cardinal ones. Since in many applications we want to find simple designs with the best performance, we focus this article on finding simplest good designs in the ordinal sense.
In this article, we consider the important problem of how to allocate the computing budget so that the simplest good designs can be found with high probability and make the following major contributions. First, we mathematically formulate two related problems. One is how to find m simplest designs that have top-g performance. When g > m there could be multiple choices for m such designs. For example, suppose θ 1 , θ 2 , and θ 3 are the best, the second best, and the third best designs, respectively. Also, suppose their complexities are the same. When g = 3 and m = 2, there are three choices for m simplest designs with top-g performance, namely, {θ 1 , θ 2 }, {θ 1 , θ 3 }, and {θ 2 , θ 3 }. Clearly, the choice of {θ 1 , θ 2 } has the best performance. Thus, another related problem is how to find m simplest top-g designs that have the best performance among all of the choices. We develop lower bounds for the probabilities of correctly selecting the two subsets of m simplest good designs, which are denoted as PCSm and PCSb, respectively. Second, we develop efficient computing budget allocation methods to asymptotically optimize the two PCS functions, respectively. The two methods are called Optimal Computing Budget Allocation for m Simplest Good Designs in the ordinal sense (OCBAmSGO) and Optimal Computing Budget Allocation for the best m Simplest Good Designs in the ordinal sense (OCBAbSGO), respectively. Then we numerically compare their performance with equal allocation on academic examples and a smoke detection problem in Wireless Sensor Networks (WSNs).
The rest of this article is organized as follows. We mathematically formulate the two problems in Section 2, present the main results in Section 3, show the experimental results in Section 4, and draw conclusions in Section 5.
Problem formulation
In this section we define the m Simplest Good designs (or mSG for short) and the Best m Simplest Good designs (or bSG for short) using the true performance of the designs in Section 2.1 and define the probabilities of correct selection based on a Bayesian model in Section 2.2.
Definitions of mSG and bSG
Consider a search space of k competing designs = {θ 1 , . . . , θ k }. Let J(θ) be the performance of θ, which can be accurately evaluated only through an infinite number of replications; that is,
is the observation; w(θ, ξ i ) is the observation noise, which has independent Gaussian distribution N(0, σ 2 (θ)); and ξ i represents the randomness in the i th sample path. Suppose we are considering minimization problems. Sort all of the designs from the smallest to the largest according to J(θ). Let G be the set of the top-g (g < k) designs; i.e., G = {θ i 1 , . . . , θ i g }, where θ i j is the top j th design. Let C(θ) be the complexity of design θ. Without loss of generality, we assume M different complexities; i.e., {C(θ), θ ∈ } = {1, . . . , M}. Let i denote designs with complexity i ; i.e., i = {θ ∈ , C(θ) = i }. is known for all θ ∈ . 2. When selecting among good designs, complexity has priority over performance.
A set of designs S is called the m (m < g) simplest good designs (or mSG for short) if all of the following conditions are satisfied.
Furthermore, a set of designs S is called the best mSG (or bSG for short) if all of the following conditions are satisfied.
Note that the first condition above clearly shows that a bSG must be an mSG. The second condition shows that a bSG has the best performance among all mSGs.
Definitions of probabilities of correct selection
Note that in the above definitions of G, D, mSG, and bSG the true performance J(θ) is used, which can be obtained only when an infinite number of replications is used. In practice only a finite number of replications are affordable; that is,J
We follow the Bayesian model as in Chen (1996) , Chen et al. (2000) , and Chen et al. (2008) . The mean of the simulation output for each design, J(θ), is assumed unknown and treated as a random variable. After the simulation is performed, a posterior distribution for the unknown mean
, is constructed based on two pieces of information: (i) prior knowledge of the system's performance and (ii) current simulation output. As in Chen (1996) , we assume that the unknown mean J(θ) has a conjugate normal prior distribution and consider noninformative prior distributions, which implies that no prior knowledge is available about the performance of any design before conducting the simulations, in which case the posterior distribution of J(θ) is (cf. DeGroot (1970)):
GivenJ, then G and D are both random sets. Thus, we define the probability of correctly selecting an mSG as
and define the probability of correctly selecting a bSG as
Now we can mathematically formulate the following two problems:
where n(θ i ) is the number of replications allocated to design θ i . We will provide methods to address the above two problems in the next section.
Main results
In this section we address problems P1 and P2 in subsections 3.1 and 3.2, respectively.
Selecting an mSG
Given the observed performance of all of the designs, we can divide the entire design space into at most 2M subsets, namely,Ḡ 1 , . . . ,Ḡ M andD 1 , . . . ,D M , whereḠ andD represent the observed top-g designs and the rest of the designs, respectively,Ḡ i = i ∩Ḡ andD i = i \Ḡ i . Though there are multiple choices of an mSG, we are specifically interested in the following procedure to select an mSG. Initially, set S = ∅. We start fromḠ 1 and add designs from G 1 to S from the smallest to the largest according to their observed performanceJ(θ). When all of the designs inḠ i have been added to S and |S| < m, we move on toḠ i +1 and continue the above procedure until |S| = m. Suppose t satisfies
This specific choice of S contains the best simplest m designs in G. It is not only an estimate of mSG under the givenJ(θ) values but also is an estimate of bSG. This latter point will be explored later in Section 3.2.
Note that complexity has been considered in the choice of S in Equation (7). We have |S| = m, S ⊂Ḡ, and max θ∈S C(θ) ≤ min θ ∈Ḡ\S C(θ ). Then following equation (5) we have
where μ 1 is a given constant. Due to the independence between theJ(θ) values, we have
Following Equations (8) and (9), we have the following Approximate PCSm (APCSm),
Note that the idea of APCSm is that PCSm is lower bounded by the probability that all observed good enough designs are truly good enough, which can be asymptotically maximized if we follow the allocation procedure in Chen et al. (2008) . This explains why the following Theorem 1 leads to a similar allocation procedure as in Chen et al. (2008) . We briefly provide the analysis as follows.
Let L m be the Lagrangian relaxation of AP1:
The Karush-Kuhn-Tucker (KKT) conditions (cf. Walker (1999) ) of AP1 are as follows. For θ ∈Ḡ:
for θ ∈D:
and
where φ(·) is the probability density function of the standard Gaussian distribution. We now analyze the relationship between n(θ) and n(θ ). First, we consider the case that θ and θ ∈Ḡ and θ = θ . Following Equation (12) we have
where δ 1 (θ) ≡J(θ) − μ 1 for all θ ∈ . Simplifying Equation (15), we have
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Taking the natural log of both sides, we have
Letting n(θ) = α(θ)T and n(θ ) = α(θ )T and dividing both sides by T, we have
Letting T → ∞, we have
Rearranging the terms, we have
For the other choices of θ and θ , it is tedious but straightforward to show that we have
Also note that Equation (14) requires that n(θ) ≥ 0 for all θ ∈ . Thus, Equation (20) provides an asymptotically optimal allocation for AP1. We summarize the above results into the following theorem.
Theorem 1. PCSm is asymptotically maximized when
Note that the difference between APCSm and PCSm depends on μ 1 , which is the boundary that separates the top-g designs from the rest of the designs. In order to minimize this difference we should pick μ 1 such that APCSm is maximized. Following a similar analysis as in Chen et al. (2008) , we have
(22) Following Theorem 1, we have Algorithm 1.
Algorithm 1 Optimal computing budget allocation for m simplest good designs in the ordinal sense (OCBAmSGO)
Step 0. Simulate each design by n 0 replications; l ← 0;
Step 2. Increase the total simulation time by and compute the new budget allocation n l+1 (θ 1 ), . . . , n l+1 (θ k ) using Theorem 1.
Step 1.
Selecting a bSG
The choice of S in Equation (7) also provides an estimate of the bSG under the given observed performance. We can divide the entire design space into four subsets:
In other words, S 1 contains all of the observed good designs except those inḠ t+1 ; S 2 contains all of the observed bad designs, including those inD t+1 ; S 3 = S ∩Ḡ t+1 ; S 4 contains the designs inḠ t+1 other than S 3 . Then we have
where μ 2 is the boundary that separates the designs in S 3 from the designs in S 4 . The difference between APCSb and PCSb depends on μ 1 and μ 2 . In order to minimize this difference we should pick μ 1 and μ 2 such that APCSb is maximized. Following a similar analysis as in Chen et al. (2008) , we use Equation (22) to determine the value of μ 1 , and we have
where
Let L b be the Lagrangian relaxation of AP2.
The KKT conditions of AP2 are as follows.
for θ ∈ S 4 :
We now analyze the relationship among the n(θ) values, θ ∈ .
Case 1: θ, θ ∈ S 1 . Following Equation (30), we have
Simplifying Equation (35), we have
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Let n(θ) = α(θ)T and n(θ ) = α(θ )T. Dividing both sides by T, we have
Following similar analysis we have that for θ, θ ∈ S 1 ∪ S 2 ∪ S 3 :
Case 2: θ ∈ S 1 , θ ∈ S 4 . Following Equations (30) and (33), we have
Simplifying Equation (42), we have
Note that by L'Hôpital's rule we have
Dividing both the numerator and the denominator on the right-hand side (RHS) of Equation (48) 
If |δ 2 (θ )| > |δ 1 (θ )|-i.e.,J(θ ) > (μ 1 + μ 2 )/2-we have
Combining Equations (46), (47), and (50), we have
If |δ 2 (θ )| < |δ 1 (θ )|-i.e.,J(θ ) ≤ (μ 1 + μ 2 )/2-we have
Combining Equations (46), (47), and (52), we have
Combining Equations (51) and (53), we have
Similarly, for θ ∈ S 1 ∪ S 2 ∪ S 3 and θ ∈ S 4 , we have
In other words, we can further split S 4 into two subsets:
Combining Equations (41), (54), and (55) together, we have
. (58) Then we have the following theorem.
Theorem 2. PCSb is asymptotically maximized when n(θ)
We then have Algorithm 2.
Algorithm 2 Optimal computing budget allocation for the best m simplest good designs in the ordinal sense (OCBAb-SGO)
Step 2. Increase the total simulation time by and compute the new budget allocation n l+1 (θ 1 ), . . . , n l+1 (θ k ) using Theorem 2.
Step 3. Simulate design i for additional max(0, n l+1 (θ i ) − n l (θ i )), i = 1, . . . , k; l ← l + 1. Go to Step 1.
Note that though the above choices of S in mSG and bSG are the same, their allocations are clearly different. OCBAmSGO tries to make sure thatḠ are truly top-g. Then the choice of S in Equation (7) will make sure that the simplest m designs inḠ are picked. OCBAbSGO tries to furthermore make sure that designs in S 3 are better than designs in S 4 .
Numerical results
We compare OCBAmSGO (Algorithm 1, or A1 for short) and OCBAbSGO (Algorithm 2, or A2 for short) with the Equal Allocation (EA) approach over two groups of examples. The first group includes academic examples. The second group includes smoke detection problems in WSNs.
Academic examples
In order to capture different relationships between cardinal performance and ordinal indexes of designs, the following types of ordered performance are considered:
where θ [i ] represents the top i th design. In the neutral type of problems, the performance difference between neighboring designs is equal. In the flat type of problems, most designs have a good performance. On the contrary, in the steep type of problems, most designs have poor performance. The following two types of relationships between performance and complexity are considered.
Simpler is better; i.e., if C(θ)
When simpler is better, we have
When simpler is worse, we have
Combining the above two considerations, we then have six types of problems. In each problem, 1 = {θ 1 , θ 2 }, 2 = {θ 3 , θ 4 }, 3 = {θ 5 , θ 6 }, 4 = {θ 7 , θ 8 }, and 5 = {θ 9 , θ 10 }. The performance of the six problems are shown in Figs. 1 and 2. Regard the top-3 designs as good; i.e., g = 3. We are interested in the m-simplest good designs, where m = 2. Suppose the observation noise for each design is independent and identically distributed Gaussian N(0, 6 2 ). We use OCBAmSGO, OCBAbSGO, and EA to find the mSG and bSG, respectively, where n 0 = 30 and = 10. Their PCSm and PCSb for different T values were estimated over 100 000 independent runs and shown in Figs. 3-8 , respectively. We make the following remarks.
Remark 1. In all of the six problems, OCBAmSGO (Algorithm 1) achieves higher PCSm values than EA and OCBAbSGO (Algorithm 2) achieves higher PCSb values than EA.
Remark 2. In all of the six problems, when T is fixed, the PCSm that is achieved by OCBAmSGO is higher than the PCSb that is achieved by OCBAbSGO. Similarly, EA achieves higher PCSm values than PCSb values. This is consistent with the fact that a bSG must be an mSG but an mSG is not necessarily a bSG.
Remark 3. When T increases, OCBAmSGO, OCBAbSGO, and EA all achieve higher PCS values. This is consistent with intuition because more computing budget should lead to higher PCS values. Remark 4. For a given T, OCBAmSGO, OCBAbSGO, and EA achieve the highest PCS values in the steep problems, achieve lower PCS values in the neutral problems, and achieve the lowest PCS values in the flat problems. This is consistent with intuition because the performance differences among the good designs in the steep problems are larger than that in the neutral problems, which in turn are larger than that in the flat problems.
Remark 5. Note that in our academic examples where simpler is better PCSm only requires two of the actual top-3 designs to be within the observed top-3. But when simpler is worse PCSm requires all of the actual top-3 designs to be observed as top-3. Similarly, when simpler is better PCSb only requires the actual top-2 designs to be observed as top-2. However, when simpler is worse PCSb requires all of the actual top-3 designs to be observed as top-3 and furthermore requires the truly best design to be observed as better than the truly second-best design. This explains why the PCS's in Figs. 3 to 5 are higher than the PCS's in Figs. 6 to 8. Because the performance differences between the good and bad designs in the steep problems are larger than those in the neutral problems, which in turn are larger than those in the flat problems, the flat problem where simpler is worse (Fig. 7) has a significantly lower PCS than where simpler is better (Fig. 4) . Note that though the PCS values are lower in problems where simpler is worse, they still converge to unity when there is an infinite computing budget. It will be an interesting future research topic to explore the knowledge of "simpler is worse" or "simpler is better" to develop a better allocation procedure. It will also be interesting to study how to change the complexities of the designs so that a higher PCS may be achieved under a given computing budget. 
Smoke detection in WSNs
Consider a WSN with three nodes that are used to detect smoke in an Area of Interest (AoI). The AoI is discretized into 10 × 10 grids in Fig. 9 . A fire may start at any point on the grid in the AoI with an equal probability. Once initiated, a smoke particle is generated at the fire source at any unit of time. An existing smoke particle randomly walks to a neighboring point along the grid with a positive probability. There are four possible directions in which to walk. Each direction is taken with some probability; that is,
where (x t , y t ) is the position of the smoke particle at time t, (x 0 , y 0 ) is the position of the fire, and d(·, ·) is the distance between two positions. In other words, the fire is generating smoke with the specified probabilities. The sensors can be deployed in three of nine possible positions. Once deployed, the sensors use an identical active sensing radius r ∈ {0, 1, 2, 3}, where r = 0 means that the sensor detects the smoke (and thus triggers the alarm) only if a smoke particle arrives at the sensor (this is purely passive detection); r > 1 means that the sensor detects the smoke if a smoke particle is within r grids away from the sensor. Power consumption increases as the active sensing radius increases. Thus, we are interested in a good deployment with a short sensing radius. When we pick out m simplest good deployments, it is up to the final user to determine which deployment to use. Usually only one deployment is eventually selected and implemented. There are 84 possible ways to deploy the three sensors; however, removing all of the symmetric possibilities leaves us with only 16 to analyze, as seen in Fig. 10 . Let r be the complexity measure. Thus, | i | = 16; i = 1, 2, 3, 4; and | | = 64. For each deployment and sensing radius we are interested in the probability that a smoke particle is detected within time T 0 , with T 0 = 5 in our numerical experiments. We evaluated the performance of the 64 designs over 10 000 independent simulations and the results are shown in Fig. 11 together with the standard deviations of their performance observations. We regard the top-20 designs as good enough-i.e., g = 20-which is denoted by big circles in Fig. 11 
When m = 2, as long as there is observation noise, PCSm < 1 and PCSb < 1. However, m = 3, PCSm = 1, and PCSb = 1. This clearly shows that both PCSm and PCSb are not necessarily decreasing functions w.r.t. m.
Remark 9. When m = 19, the PCSm values achieved by OCBAmSGO and EA are both higher than the PCSb values achieved by OCBAbSGO and EA, respectively. This is intuitively reasonable because a bSG is an mSG, whereas the reverse is not necessarily true. When m = 20, the PCSm values achieved by OCBAmSGO and EA are equal to the PCSb values achieved by OCBAbSGO and EA, respectively, because in this case the bSG coincides with the mSG.
Conclusions
Simple designs with good ordinal performance are of special interest in many applications, especially when it is difficult to specify what cardinal values are good. In this article, we consider the computing budget allocation problem in selecting m simplest good designs and develop OCBAmSGO and OCBAbSGO to asymptotically maximize the probabilities for correctly selecting such an mSG and the best mSG, respectively. We compare their performance with equal allocation on several numerical examples. Though we assume Gaussian observation noise in this article, the numerical results indicate that both OCBAmSGO and OCBAbSGO have a good performance even when the observation noise is not Gaussian and when the computing budget is finite. Note that APCSm and APCSb are lower bounds for PCSm and PCSb, respectively. They are derived by considering only the case that the observed top-g designs are truly topg. It is possible for the choice of S in Equation (7) to be an mSG (or bSG) even thoughḠ = G; i.e., when an observed top-g design is not truly top-g. Exploring this case may lead to tighter lower bounds and better allocation procedures, which is an important further research direction. Also, note that only a single objective function with no simulation-based constraints is considered in this article. It is an interesting future research topic to extend the work in this article to problems with multiple objective functions and simulation-based constraints. We hope this work brings more insight to finding simple and good designs in general.
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