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Abstract: Carefully injected noise can speed the average convergence of Markov chain Monte Carlo
(MCMC) simulation estimates. This includes the MCMC special cases of the Metropolis-Hastings
algorithm and Gibbs sampling and simulated annealing. MCMC equates the solution to a computational
problem with the equilibrium probability density of a reversible Markov chain. The algorithm must cycle
through a long burn-in phase until it reaches equilibrium because the Markov samples are statistically
correlated. The injected noise reduces this burn-in period. Simulations showed that optimal noise gave a
42% speed-up in ﬁnding the minimum potential energy of diatomic argon using a Lennard-Jones 12-6
potential. We prove that the Noisy MCMC algorithm brings each Markov step closer on average to
equilibrium if an inequality holds between two expectations. Gaussian or Cauchy jump probabilities
reduce the inequality to a simple quadratic condition.
Keywords: Markov chain Monte Carlo (MCMC) simulation, Metropolis-Hastings simulated annealing, noise
beneﬁts, stochastic resonance, Bayesian statistics
1 Noise-boosting MCMC estimation
We show for the ﬁrst time that carefully injected noise can speed up convergence in Markov Chain
Monte Carlo (MCMC) simulations. The noise adds to the current state and on averages reduces the
Kullback-Liebler pseudo-distance to the desired equilibrium probability density function. This leads to a
shorter “burn in” time before the user can safely estimate integrals or other terms with sample averages
as in regular Monte Carlo simulation.
MCMC is a powerful statistical optimization technique that exploits the convergence properties of
Markov chains. Special cases of MCMC include the Metropolis-Hastings algorithm and Gibbs sampling
in Bayesian statistical inference. MCMC often works well for problems of high dimension and so is a
natural algorithm to apply to many problems of big data since big data can both create and compound “big
dimension.” MCMC draws random samples from a reversible Markov chain and then computes sample
averages to estimate population statistics. The designer picks the Markov chain so that its equilibrium
probability density function corresponds to the solution of a given computational problem. The correlated
samples can require cycling through a long “burn in” period before the Markov chain equilibrates. Careful
(non-blind) noise injection can speed up this lengthy burn-in period.
MCMC simulation itself arose in the early 1950s when physicists modeled the intense energies and
high particle dimensions involved in the design of thermonuclear bombs. These simulations ran on the
ﬁrst ENIAC and MANIAC computers [10]. Many refer to this algorithm as the Metropolis algorithm or
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the Metropolis-Hastings algorithm after Hastings’ modiﬁcation to it in 1970 [6]. The original 1953 paper
[10] computed thermal averages for 224 hard spheres that collided in the plane. Its high-dimensional
state space was R448. So even standard random-sample Monte Carlo techniques were not feasible. The
name “simulated annealing” has also become common since Kirkpatrick’s work on spin glasses and
VLSI optimization in 1983 for MCMC that uses a cooling schedule [7]. Our results below also apply to
simulated annealing but we omit this application for reason of space.
The Noisy MCMC (N-MCMC) algorithm below resembles but differs from our earlier “stochastic
resonance” work on using noise to speed up stochastic convergence. We showed earlier how adding
noise to a Markov chain’s state density can speed convergence to the chain’s equilibrium probability
density π if we know π in advance [5]. The noise did not add to the state. And it was not part of the
MCMC framework that solves the inverse problem of starting with π and ﬁnding a Markov chain that
leads to it. The Noisy Expectation-Maximization (NEM) algorithm did show on average how to boost
each iteration of the EM algorithm as the estimator climbs to the top of the nearest hill on a likelihood
surface [14]. This result also showed how to speed up the popular backpropagation algorithm in neural
networks because we also showed that the backpropagation gradient-descent algorithm is a special case
of the generalized EM algorithm [1, 3]. The same NEM algorithm also boosts the popular Baum-Welch
method for training hidden Markov models in speech recognition and elsewhere [2] and boosts the
k-means-clustering algorithm found in pattern recognition and big data [13].
The N-MCMC algorithm and theorem stem from a simple intuition: Find a noise sample n that makes
the next choice of location more probable. Deﬁne the usual jump function Q (y|x) as the probability that
the system moves or jumps to state y if it is in state x. The Metropolis algorithm requires a symmetric
jump function: Q (y|x) = Q (x|y). This helps explain the common choice of a Gaussian jump function.
Neither the Metropolis-Hastings algorithm nor the N-MCMC results require symmetry. But all MCMC
algorithms do require that the chain is reversible. Physicists call this detailed balance:
Q (y|x) π (x) = Q (x|y) π (y) (1)
for all x and y.
Now consider a noise sample n that makes the jump more probable: Q (y|x + n) ≥ Q (y|x). This is
equivalent to ln Q(y|x+n)Q(y|x) ≥ 0. Replace the denominator jump term with its symmetric dual Q (x|y). Then
eliminate this term with detailed balance and rearrange to get the key inequality for a noise boost:
ln
Q (y|x + n)
Q (y|x) ≥ ln
π (x)
π (y)
. (2)
Taking expectations over the noise random variable N and over X gives a simple symmetric version of
the sufﬁcient condition in the Noisy MCMC Theorem for a speed-up:
EN,X
[
ln
Q (y|x + N)
Q (y|x)
]
≥ EX
[
ln
π (x)
π (y)
]
. (3)
The inequality (3) has the form A ≥ B and so generalizes the structurally similar sufﬁcient condition
A ≥ 0 that governs the NEM algorithm [14]. This is natural since the EM algorithm deals with only the
likelihood term P (E|H) on the right side of Bayes Theorem: P (H|E) = P(H)P(E|H)P(E) for hypothesis H and
evidence E. MCMC deals with the converse posterior probability P (H|E) on the left side. The posterior
requires the extra prior P (H). This accounts for the right-hand side of (3).
The next sections review MCMC and then extend it to the noise case. Theorem 1 proves that at each
step the noise-boosted chain is closer on average to the equilibrium density than is the noiseless chain.
The ﬁrst corollary uses an exponential term to weaken the sufﬁcient condition. The next two corollaries
state a simple quadratic condition for the noise boost when the jump probability is either a Gaussian
bell curve or a Cauchy bell curve with slightly thicker tails and thus with occasional longer jumps.
We simulate the Gaussian-jump model for diatomic argon with a Lennard-Jones interatomic potential:
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VLJ = 4
[(
σ
r
)12 − (σr )6
]
where r is the inter-particle separation,  is the depth of the potential well, and σ
is the ﬁnite zero-potential distance [8, 9, 16]. Figure 1 shows that the optimal noise gives a 42% speed-up.
It took 173 steps to reach equilibrium with N-MCMC compared with 300 steps in the noiseless case.
2 Markov Chain Monte Carlo
We ﬁrst review the Markov chains that underlie the MCMC algorithm [15]. This includes the important
MCMC special case called the Metropolis-Hastings algorithm.
A Markov chain is irreducible if every state is accessible from every other state [15, 11]. Irreducibility
implies that for all states i and j there exists m > 0 such that P (Xn+m = j | Xn = i) = P(m)i, j > 0. This
holds if and only if P is a regular stochastic matrix.
The period di of state i is di = gcd
{
n ≥ 1 : P(n)i,i > 0
}
or di = ∞ if P(n)i,i = 0 for all n ≥ 1 where gcd
denotes the greatest common divisor. State i is aperiodic if di = 1. A Markov chain with transition matrix
P is aperiodic if di = 1 for all states i.
A sufﬁcient condition for a Markov chain to have a unique stationary distribution π is that the state
transitions satisfy detailed balance: P
[
j→ k] x∞j = P [k → j] x∞k for all states j and k. We can also write
this as Q (k| j) π ( j) = Q ( j|k) π (k). This is called the reversibility condition. A Markov chain is reversible
if it satisﬁes the reversibility condition.
2.1 The Metropolis-Hastings Algorithm
We next present Hastings’ [6] generalization of the MCMC Metropolis algorithm now called Metropolis-
Hastings. This starts with the classical Metropolis algorithm [10].
Suppose we want to sample x1, . . . , xn from a random variable X with probability density function
(pdf) p (x). Suppose p (x) = f (x)K for some function f (x) and normalizing constant K. We may not know
the normalizing constant K or it may be hard to compute. The next four steps generate a sequence of
samples from p (x).
1. Choose an initial x0 with f (x0) > 0.
2. Generate a candidate x∗t+1 by sampling from the jump distribution Q (y|xt). The jump pdf must be
symmetric: Q (y|xt) = Q (xt |y).
3. Calculate the density ratio for x∗t+1: α =
p(x∗t+1)
p(xt)
=
f (x∗t+1)
f (xt)
. Note that the normalizing constant K
cancels.
4. Accept the candidate point (xt+1 = x∗t+1) if the jump increases the probability (α > 1). Also accept
the candidate point with probability α if the jump decreases the probability. Else reject the jump
(xt+1 = xt) and return to step 2.
Hastings’ [6] replaced the symmetry constraint on the jump distribution Q with α = min
(
f (x∗t+1)Q(xt |x∗t+1)
f (xt)Q(x∗t+1 |xt)
, 1
)
.
But detailed balance still holds [15]. Gibbs sampling is a special case of the Metropolis-Hastings algo-
rithm when α = 1 always holds for each conditional pdf [15, 4].
3 Noisy Markov Chain Monte Carlo
We now show how carefully injected noise can speed the average convergence of MCMC simulations
in terms of reducing the relative-entropy (Kullback-Liebler divergence) pseudo-distance.
Theorem 1 states the Noisy MCMC (N-MCMC) Theorem and gives a simple inequality as a sufﬁcient
condition for the speed-up. The Appendix gives the lengthy but straightforward proof. An algorithm
statement follows Theorem 1. We note that reversing inequalities in the N-MCMC Theorem leads to
noise that on average slows convergence. Corollary 1 weakens the sufﬁcient condition by way of a new
exponential term. Corollary 2 shows that a Gaussian jump function reduces the sufﬁcient condition to
a simple quadratic inequality. Figure 1 shows simulation instances of Corollary 2 for a Lennard-Jones
model of the interatomic potential of two argon atoms. The graph shows the optimal Gaussian variance
Using Noise to Speed up Markov Chain Monte Carlo Estimation Franzke and Kosko
115
for the quickest convergence to the global minimum of the potential energy. Corollary 3 states a similar
quadratic inequality when the jump function is the thicker-tailed Cauchy probability bell curve. Earlier
simulations showed that a Cauchy jump function can lead to “fast” simulated annealing because sampling
from its thicker tails can lead to more frequent long jumps out of shallow local minima [17].
Noisy Markov Chain Monte Carlo Theorem (N-MCMC). Suppose that Q (y|xt) is a Metropolis-
Hastings jump pdf for time t and that satisﬁes detailed balance π (xt+1)Q (y|xt) = π (xt)Q (y|xt+1) for the
target equilibrium pdf π (x) . Then an MCMC noise beneﬁt dt (N) ≤ dt occurs on average if
EN,X
[
ln
Q (y | xt + N)
Q (y | xt)
]
≥ EN
[
ln
π (xt + N)
π (xt)
]
(4)
where dt = D
(
π (x)
∥∥∥∥ Q (y | xt)), dt (N) = D
(
π (x)
∥∥∥∥ Q (y | xt + N)), N ∼ fN|xt (n|xt) is noise that may
depend on xt, and D
(
·
∥∥∥∥ ·) is the relative-entropy pseudo-distance: D (P ∥∥∥∥ Q) = ∫X p (x) ln
(
p(x)
q(x)
)
dx.
Corollary 1. The noise beneﬁt condition 4 holds if
Q (y|xt + n) ≥ eA Q (y|xt) (5)
for almost all x and n where
A = EN
[
ln
π (xt + N)
π (xt)
]
. (6)
Proof. The following inequalities need hold only for almost all x and n:
Q (y|xt + n) ≥ eA Q (y|xt) (7)
if and only if (iff)
ln
[
Q (y|xt + n)] ≥ A + ln [Q (y|xt)] (8)
iff
ln
[
Q (y|xt + n)] − ln [Q (y|xt)] ≥ A (9)
iff
ln
Q (y|xt + n)
Q (y|xt) ≥ A. (10)
Thus
EN,X
[
ln
Q (y | xt + N)
Q (y | xt)
]
≥ EN
[
ln
π [xt + N]
π [xt]
]
(11)

Corollary 2. Suppose Q (y|xt) ∼ N
(
xt, σ2
)
. Then the sufﬁcient condition 5 holds if
n (n − 2 (xt − x)) ≤ −2σ2. (12)
Proof. Assume Q (y|xt) = 1σ√2πe
− (x−xt )2
2σ2 . Then Q (y|xt + n) ≥ eA Q (y|xt) iff
1
σ
√
2π
e−
(x−xt−n)2
2σ2 ≥ eA 1
σ
√
2π
e−
(x−xt )2
2σ2 (13)
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Algorithm 1 The Noisy MCMC Algorithm
1: procedure NOISYMCMC(X)
2: x0 ← INITIAL (X)
3: for t ← 0,N do
4: xt+1 ← SAMPLE (xt)
5: procedure SAMPLE(xt)
6: x∗t+1 ← xt + JUMPQ (xt) + NOISE (xt)
7: α← π(x∗t+1)
π(xt)
8: if α > 1 then
9: return x∗t+1
10: else if UNIFORM [0, 1] < α then
11: return x∗t+1
12: else
13: return xt
14: procedure JUMPQ(xt)
15: return y ∼ Q (y|xt)
16: procedure NOISE(xt)
17: return y ∼ f (y|xt)
iff
e−
(x−xt−n)2
2σ2 ≥ eA− (x−xt )
2
2σ2 (14)
iff
− (x − xt − n)
2
2σ2
≥ A − (x − xt)
2
2σ2
(15)
iff
n (n − 2 (xt − x)) ≤ −2σ2A. (16)

Corollary 3. Suppose Q (y|xt) ∼ Cauchy (m, d). Then the sufﬁcient condition 5 holds if
n2 + 2n (x − xt) ≤
(
e−A − 1
) (
d2 + (x − xt)2
)
. (17)
4 Noisy MCMC Algorithms and Results
This section presents a noise-enhanced Metropolis-Hastings algorithm. A molecular dynamics simula-
tion shows that N-MCMC reduces the convergence time by 42%. Figure 1 shows the convergence time
in a diatomic argon simulation that uses the Lennard-Jones 12-6 model.
5 Conclusion
We have shown that noise can speed MCMC convergence in reversible Markov chains that are aperiodic
and irreducible. This noise-boosting of the Metropolis-Hastings algorithm does not require symmetric
jump densities. The proofs that the noise boost holds for Gaussian and Cauchy jump densities suggest
that the more general family of symmetric stable thick-tailed bell-curve densities [18, 12] should also
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Figure 1: MCMC noise beneﬁt for an MCMC molecular dynamics simulation: noise decreases the
convergence time for an MCMC simulation to ﬁnd the energy minimum by 42%. The plot shows the
number of steps that an MCMC simulation needs to converge to the minimum energy in a diatomic argon
gas system. The optimal noise had a standard deviation of 0.64. The plot shows 100 noise levels with
standard deviations between 0 (no noise) and σ = 3. Each point averages 200 simulations and shows
the average number of MCMC steps required to estimate the minimum to within 0.01. We modeled
the interaction between two argon atoms with the Lennard-Jones 12-6 model  = 1.654 × 10−21J and
σ = 3.405 × 10−10m = 3.405Å [16].
produce noise-boosted MCMC with varying levels of jump impulsiveness.
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Proof of N-MCMC Theorem
Noisy Markov Chain Monte Carlo Theorem (N-MCMC). Suppose that Q (y|xt) is a Metropolis-
Hastings jump pdf for time t and that satisﬁes detailed balance π (xt+1)Q (y|xt) = π (xt)Q (y|xt+1) for the
target equilibrium pdf π (x) . Then an MCMC noise beneﬁt dt (N) ≤ dt occurs on average if
EN,X
[
ln
Q (y | xt + N)
Q (y | xt)
]
≥ EN
[
ln
π (xt + N)
π (xt)
]
(18)
where dt = D
(
π (x)
∥∥∥∥ Q (y | xt)), dt (N) = D
(
π (x)
∥∥∥∥ Q (y | xt + N)), N ∼ fN|xt (n|xt) is noise that may
depend on xt, and D
(
·
∥∥∥∥ ·) is the relative-entropy pseudo-distance: D (P ∥∥∥∥ Q) = ∫X p (x) ln
(
p(x)
q(x)
)
dx.
Proof.
dt =
∫
X
ln
π (x)
Q (y|xt)π (x) dx = EX
[
ln
π (x)
Q (y|xt)
]
(19)
dt(N) =
∫
X
ln
π (x)
Q (y|xt + N)π (x) dx = EX
[
ln
π (x)
Q (y|xt + N)
]
(20)
Take expectations over N: EN [dt] = dt and EN [dt (N)] = EN [dt (N)]. Then dt (N) ≤ dt guarantees that a
noise beneﬁt occurs on average: EN [dt (N)] ≤ dt. Suppose
EN
[
ln
π (xt + N)
π (xt)
]
≤ EN,X
[
ln
Q (y | xt + N)
Q (y | xt)
]
. (21)
Expand ∫
N
ln
π (xt + n)
π (xt)
fN|xt (n|xt) dn ≤

N,X
ln
Q (y | xt + n)
Q (y | xt) π (x) fN|xt (n|xt) dx dn (22)
and then split the log ratios:∫
N
ln π (xt + n) fN|xt (n|xt) dn −
∫
N
ln π (xt) fN|xt (n|xt) dn
≤

N,X
lnQ (y | xt + n) π (x) fN|xt (n|xt) dx dn −

N,X
lnQ (y | xt) π (x) fN|xt (n|xt) dx dn.
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Reorder the terms and factor the pdfs∫
N
ln π (xt + n) fN|xt (n|xt) dn −

N,X
lnQ (y | xt + n) π (x) fN|xt (n|xt) dx dn
≤
∫
N
ln π (xt) fN|xt (n|xt) dn −

N,X
lnQ (y | xt) π (x) fN|xt (n|xt) dx dn.
Thus 
N,X
ln π (xt + n) π (x) fN|xt (n|xt) dx dn −

N,X
lnQ (y | xt + n) π (x) fN|xt (n|xt) dx dn
≤

N,X
ln π (xt) π (x) fN|xt (n|xt) dx dn −
∫
N,X
lnQ (y | xt) π (x) fN|xt (n|xt) dx dn.
Then 
N,X
ln
π (xt + n)
Q (y | xt + n)π (x) fN|xt (n|xt) dx dn ≤
∫
N
fN|xt (n|xt) dn︸︷︷︸
=1
∫
X
ln
π (xt)
Q (y | xt)π (x) dx. (23)
Apply the MCMC detailed balance condition π (xt+1)Q (y|xt) = π (xt)Q (y|xt+1):

N,X
ln 
π (xt + n)
π(xt+n)Q(y | xt+n)
π(x)
π (x) fN|xt (n|xt) dx dn ≤
∫
X
ln 
π (xt)
π(xt)Q(y | xt)
π(x)
π (x) dx. (24)
Simplifying gives
N,X
ln
π (x)
Q (y | xt + n)π (x) fN|xt (n|xt) dx dn ≤
∫
X
ln
π (x)
Q (y | xt)π (x) dx. (25)
Then ∫
N
[∫
X
ln
π (x)
Q (y | xt + n)π (x) dx
]
fN|xt (n|xt) dn ≤
∫
X
ln
π (x)
Q (y | xt)π (x) dx (26)
iff ∫
N
D
(
π (x)
∥∥∥∥ Q (y | xt + n)) fN|xt (n|xt) dn ≤ D
(
π (x)
∥∥∥∥ Q (y | xt)) . (27)
Therefore ∫
N
dt (N) fN|xt (n|xt) dn ≤ dt. (28)
And thus
EN [dt (N)] ≤ dt. (29)

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