Abstract. We study the interplay between the cohomology of the Koszul complex of the partial derivatives of a homogeneous polynomial f and the pole order filtration P on the cohomology of the open set U = P n \D, with D the hypersurface defined by f = 0. The relation is expressed by some spectral sequences, which may be used on one hand to determine the filtration P in many cases for curves and surfaces, and on the other hand to obtain information about the syzygies involving the partial derivatives of the polynomial f . The case of a nodal hypersurface D is treated in terms of the defects of linear systems of hypersurfaces of various degrees passing through the nodes of D. When D is a nodal surface in P 3 , we show that F 2 H 3 (U ) = P 2 H 3 (U ) as soon as the degree of D is at least 4.
Introduction
Let S = C[x 0 , ..., x n ] be the graded ring of polynomials in x 0 , , ..., x n with complex coefficients and denote by S r the vector space of homogeneous polynomials in S of degree r. For any polynomial f ∈ S N we define the Jacobian ideal J f ⊂ S as the ideal spanned by the partial derivatives f 0 , ..., f n of f with respect to x 0 , ..., x n . For n = 2 we use x, y, z instead of x 0 , x 1 , x 2 and f x , f y , f z instead of f 0 , f 1 , f 2 , in the same way as in Eisenbud's book [20] .
We define the corresponding graded Milnor (or Jacobian) algebra by
The study of such Milnor algebras is related to the singularities of the corresponding projective hypersurface D : f = 0, see [6] , as well as to the mixed Hodge theory of the hypersurface D and of its complement U = P n \ D, see the foundational article by Griffiths [23] and also [9] , [15] , [16] . For mixed Hodge theory we refer to [25] .
In fact, such a Milnor algebra can be seen (up to a twist in grading) as the first (or the last) homology (or cohomology) of the Koszul complex of the partial derivatives f 0 , ..., f n in S, see [6] or [11] , Chapter 6. As such, it is related to certain natural E 1 -spectral sequences associated to the pole order filtration and converging to the cohomology of the complement U introduced in [9] and discussed in detail in [11] , Chapter 6.
In the second section we recall and improve the construction of these spectral sequences and show that they degenerate at the E 2 -terms when all the singularities of D are weighted homogeneous and dim D = 1, case when we use the notation C for the curve D, see Theorem 2.4 (iii) . This result gives a positive answer in the curve case to an old conjecture by the first author, see the claim just before Remark (3.11) in [9] . Such a degeneracy at the E 2 -terms is shown to occur also for nodal surfaces, see Theorem 5.1 (i).
In the third section we assume n = 2 and use this approach to determine the pole order filtration P * on the cohomology group H 2 (U) in a number of cases, see Examples 3.2, 3.3 and 3.4, the latter being a new example where F 2 = P 2 on H 2 (U). We also describe in Example 3.1 these spectral sequences completely when C is a nodal curve.
In the forth section, we discuss the syzygies of nodal hypersurfaces. For instance we show that for a nodal curve there are no nontrivial relations (Note that f j has a different meaning for n = 2 and for n > 2). The vanishing part in Theorem 4.1 was extended to nodal hypersurfaces of arbitrary dimension in [18] , using a different approach. where K * (f ) is the Koszul complex of f 0 , ..., f n with the grading defined in the next section.
If a relation as in (1.2) is of minimal degree among the relations modulo the trivial relations (4.5), then one has mdr(D) = m, i.e. our notion is the natural one. Moreover it follows from (2.17) that one has (1.3) ct(D) = mdr(D) + N − 2.
By definition, it follows that for any such hypersurface D which is not smooth, we have N −2 ≤ ct(D) ≤ (n+ 1)(N −2) and using [6] we get st(D) ≤ (n+ 1)(N −2) + 1. With these handy notation, we can state the following result, which is a consequence of the vanishings in Theorem 4.1 obtained via Hodge theory, using the equation (2.17). Theorem 1.2. Let C : f = 0 be a nodal curve of degree N in P 2 . Then one has ct(C) ≥ 2N − 4.
Recall that Hilbert-Poincaré series of a graded S-module E of finite type is defined by
and that we have
In particular, if we set
Theorem 1.2 determines the dimensions of M(f ) q for all q < 2N − 3 in the case of a nodal curve C. The next dimension for such a curve is given by
where n(C) = τ (C) is the total number of nodes of C and g j are the genera of the normalizations of the irreducible components C j of C, whose number is r and (1.7) g = (N − 1)(N − 2) 2 is the genus of the smooth curve C s : f s = 0, see (3.2) and (3.3). For more general curves we have the following relation between the Milnor algebra M(f ) and the geometry of U, consequence of Theorem 2.4. Corollary 1.3. Let C : f = 0 be a curve in P 2 of degree N, having only isolated weighted homogeneous singularities. Then
where g is as in (1.7), r is the number of irreducible components of C and τ (C) is the total Tjurina number of C.
For a highly singular curve C, we can have much lower values for ct(C) than that given by Theorem 1.2, namely one can have ct(C) = N − 2 or ct(C) = N − 1, see Example 4.2.
On the other hand, it follows from (1.6) that for a nodal curve C one has ct(C) = 2N − 4 if and only if C is not irreducible (i.e. r > 1). One of the main results in [17] , restated as the first equality in (1.6), implies that for a rational nodal curve (i.e. g j = 0 for j = 1, ..., r) one has st(C) ≤ 2N − 3. This yields the following. Corollary 1.4. For a rational nodal curve C, the Hilbert-Poincaré series HP (M(f )) is completely determined by the degree N and the number of nodes n(C). In particular, st(C) = 2N − 3 unless C is a generic line arrangement and then st(C) = 2N − 4 for N > 3 and st(C) = 1 for N = 3.
For the case of hyperplane arrangements, an interesting approach to the study of the Jacobian ideal J f is given in the recent paper [8] .
At the other extreme, there are nodal curves with ct(C) = 3N − 6, as implied by the description of the Hilbert-Poincaré series HP (M(f )) for any hypersurface having exactly one node given in Example 4.3, (i).
To state the next result, we recall some notation. For a finite set of points N ⊂ P n we denote by
the defect (or superabundance) of the linear system of polynomials in S m vanishing at the points in N , see [11] , p. 207. This positive integer is called the failure of N to impose independent conditions on homogeneous polynomials of degree m in [19] .
In the fourth section we prove the following.
Theorem 1.5. Let D : f = 0 be a degree N nodal hypersurface in P n and let N denote the set of its nodes. Then
Note that this Theorem determines the dimensions dim M(f ) j in terms of defects of linear systems for any j ≥ N − 1, i.e. for all j since the dimensions dim M(f ) j = dim S j for j < N − 1 are well known. The last equality, namely dim M(f ) T = τ (D), improves by one Corollary 9. in [6] in the case of nodal hypersurfaces. A similar result for hypersurfaces D having arbitrary isolated singularities is obtained in [13] .
Illustrations of how to apply Theorem 1.5 are given in Example 4.3. Using Theorems 1.5 and 4.1 and Corollary 1.4, we get the following information on the position of the nodes of a nodal curve. Corollary 1.6. Let C : f = 0 be a degree N nodal curve in P 2 and let N denote the set of its nodes. Then def S k (N ) = 0 for k > N − 3 and def S N −3 (N ) = r − 1, where r is the number of irreducible components of C.
Moreover, if the curve C is in addition rational, all the defects def S k (N ) are completely determined by the degree N and the number of nodes n(C).
In fact, a recent result by Kloosterman, see Proposition 3.6 in [24] , implies that the first part of Corollary 1.6 holds for any curve C with the property that any singular point of C which is not a node is a unibranch singularity, see Remark 4.4 for more details on this.
In the last section we use Theorem 1.5 to determine the pole order filtration P * on the cohomology groups H * (U) and the corresponding spectral sequences when D is a nodal surface. In particular, we get the following. Theorem 1.7. Let S : f = 0 be a nodal surface in P 3 of degree N and let N denote the set of its nodes. Then, if U = P 3 \ S and S s is a smooth surface of degree N in P 3 , the following hold. This result complements the results in [16] (where arbitrary dimensions are considered but only degrees N = 3 and N = 4), in the case of nodal surfaces, and answers the question asked there whether the inequality Numerical experiments with the CoCoA package [28] and the Singular package [29] have played a key role in the completion of this work.
Pole order filtrations, spectral sequences and Koszul complexes
Let X be a smooth complex quasi-projective variety and D ⊂ X a reduced divisor. We denote by i : D → X and j : U → X the corresponding inclusions, where U = X \ D. Let Ω * X (resp. Ω * U ) denote the de Rham sheaf complex of regular differential forms on X (resp. on U). Then Grothendieck's Theorem says that
where C-coefficients are used for the cohomology groups in this paper unless indicated otherwise. Moreover, as explained in [7] , the isomorphism j * Ω * U = Rj * Ω * U , which is due to the fact that j is an affine morphism, implies a natural identification
The sheaf complex j * Ω * U has a natural decreasing filtration, called the pole order filtration, given by P s j * Ω p U = 0 if p < s and (2.3) [7] . In other words, a rational differential form ω is in P s j * Ω p U if it has a pole of order at most (p − s + 1) along the divisor D (with a special attention needed for the case of p = s − 1.) A word of warning: the corresponding filtration is denoted by F in [9] and is slightly different. However the proof of the main results from [9] or [11] quoted below apply word for word to the present setup.
Using the filtration (2.3), we define the pole order filtration on the cohomology of U by setting
The main result from [7] is the following. See also [27] for another proof and conditions for equality.
Theorem 2.1. Assume that the smooth variety X is proper and let F denote the Hodge filtration on the cohomology of U. Then
From now on consider the case X = P n and recall that Bott's vanishing theorem gives us [1] . The polar filtration, even if it is an infinite filtration, gives rise to a spectral sequence
Using now the standard spectral sequence
) and the vanishings implied by (2.5), we get a description of the E 1 -term of our spectral sequence without involving hypercohomology groups, namely 
for any integer m. On the other hand, we have a very explicit description of these rational differential forms defined on U. Let f = 0 be a reduced equation for the divisor D and let N be the degree of the homogeneous polynomial f . Denote by
sN and ∆ : Ω p+1 → Ω p the S-linear map given by the contraction with the Euler field, see Chapter 6 in [11] for details. When ω is not a constant function on U, case covered by s = 1 and γ = a · df for a ∈ C, the minimal s in this formula is by definition the order of ω along the divisor D. We can define a polar filtration on the complex A * (U) by setting P s A p (U) = 0 if p < s and (2.12)
This decreasing filtration induces a spectral sequence
Using Bott's vanishing 2.5 and (2.9), we see that this new spectral sequence coincides with the spectral sequence E p,q 1 (U), in particular they induce both the same filtration on their common limit which is H * (U).
) contains the constant functions on U. Let us denote byÃ * (U) (resp. E p,q 1 (Ã)) the complex (resp. the spectral sequence) obtained from the above complex A * (U) (resp. spectral sequence E p,q
It is clear that the cohomology of the complexÃ * (U) (resp. the limit of the spectral sequence E p,q r (Ã)) isH * (U), the reduced cohomology of U.
It turns out that the E 1 -term of the spectral sequence E p,q r (Ã) can be described in terms of the Koszul complex of the partial derivatives f j of f with respect to the variable x j for j = 0, ..., n, see [9] , [11] , Chapter 6 and Remark 2.10 in [14] .
This Kozsul complex can be represented by the complex of graded S-modules (2.14)
where the differentials are given by the wedge product with the differential df and hence these differentials are homogeneous of degree N. This complex has a natural subcomplex
where
(t+1)N for t ≥ 0 and −1 ≤ s + t ≤ n and B s,t = 0 otherwise, and differentials d ′ = d, the exterior derivative of a form, and d
be the associated total complex of this double complex. In fact the complex B * is the same as the reduced version of the subcomplex K ′ * , but with a new differential.
As for any total complex, it comes with two natural decreasing filtrations, one of them being
The contraction operator ∆ defines a morphism of filtered complexes δ :
With this notation, we have the following result, [9] [11], Chapter 6 and Remark 2.10 in [14] .
r (f ) be the E 1 -spectral sequence associated to the filtration F on (B * , D f ). Then the following hold. (i) The morphism δ induces an isomorphism of E 1 -spectral sequences [9] (there is a sign = missing in the statement, but the proof of the equality is clearly done) or the proof of Corollary 1.32 on pp. 185-186 in [11] .
(ii) One has P k+1 H k (U) = 0 for any integer k > 0. To see this, just use the fact that the hypercohomology of a sheaf complex F * with F j = 0 for j < p satisfies H j (F * ) = 0 for j < p. In particular P 2 H 1 (U) = 0, i.e. we always have Gr
Assume now that the hypersurface D has only isolated singularities. The nonzero terms in the E 1 -term of the spectral sequence E p,q r (f ) are sitting on two lines, given by L : p + q = n and L ′ : p + q = n − 1. Indeed, one has to use the fact that in this case H m (K * (f )) = 0 for m < n, see [22] , [26] . For a term E p,q
We describe now the terms on the line L ′ . In order to do this, let f s ∈ S N denote a polynomial of degree N defining a smooth hypersurface in P n . It is easy to show that
using the fact that Euler characteristics do not change when replacing a (finite type) complex by its cohomology. Note also that
(1 − t) n+1 is completely determined by the degree N.
It follows that the term
We want now to relate the spectral sequence E p,q r (A) to some simpler, locally computable spectral sequences in the case when D has only isolated singularities, say at the points a 1 , ..., a m . Consider the morphism of restriction
obtained by factoring out the regular forms, then taking the restriction from X to the singular locus Σ of D, and then extending via i 1 * , where i 1 : Σ → X is the inclusion. For p < 0 this morphism is easily seen to be a quasi-isomorphism, i.e. it induces isomorphisms at stalk level. For p = 0, the kernel K ρ of ρ is the sheaf Ω 0 X = O X (placed in degree zero). We know that, in the case X = P n ,
for q > 0. It follows that the morphisms
As explained in [9] (with the notable difference that in loc.cit. there is no quotient taken, which leads to an infinite dimensional E 1 -term), the complex ((j * Ω * U )/Ω * X )|Σ is the direct sum of the complexesÃ * (D, a j ) for j = 1, ..., m, where eachÃ * (D, a j ) is the local analog of the complexÃ * (U) above. These complexes come with a pole order filtration defined exactly as in the global case, and for each j there is an
and converging toH * (B j \ D), where B j is a small ball in X centered at a j . It follows that ρ induces a morphism of E 1 -spectral sequences
1 (D, a j ) with the property that ρ p,q is an isomorphism for any p ≤ 0 and p + q ≥ 1. Moreover, when each singularity (D, a j ) is weighted homogeneous, it follows from the description of the local spectral sequence E p,q 1 (D, a j ), see Example 3.6 in [9] , that all the differentials
In this way we have proved the following improvement of Theorem (3.9) in [9] . (For the converse claim in (iii) see Corollary (3.10) in [9] ). Theorem 2.4. (i) Let D be a hypersurface in P n for n ≥ 2, having only isolated singularities. Then morphism of E 1 -spectral sequences
is injective for t = n − 1 and is bijective for t ≥ n.
(iii) If D is a reduced curve in P 2 , then D has only isolated weighted homogeneous singularities if and only if the E 1 -spectral sequences E p,q r (U), E p,q r (Ã) and E p,q r (f ) degenerate at the E 2 -term, i.e. E 2 = E ∞ for any of these E 1 -spectral sequences.
This result, especially the parts (ii) and (iii), is perhaps related to the results in [3] and [4] .
Some examples of spectral sequences in the case of plane curves
Let C : f = 0 be a reduced curve in P 2 of degree N. Let C j : f j = 0 for j = 1, ..., r be the irreducible components of C. The complement U has at most three non-zero cohomology groups. The first of them, H 0 (U) is 1-dimensional and of Hodge type (0, 0), so nothing interesting here. MoreoverH 0 (U) = 0. The second one, H 1 (U) is (r − 1)-dimensional and, for r > 1, is of Hodge type (1, 1) by Remark 2.3. It follows that in this case
for j = 1, ..., r − 1, where N j = deg(f j ), see [9] , Example (4.1).
Example 3.1. We discuss first the case when C : f = 0 is a nodal curve in P 2 of degree N. Using Corollary (0.12) in [27] for X = P 2 , i = 2 it follows that
, since for a nodal curve α f = 1. Now we look at the nonzero terms in the E 1 -term of the spectral sequence E p,q r (f ). They are sitting on two lines, given by L : p + q = 2 and L ′ : p + q = 1.
We look first at the terms on the line L. The term E 2,0
, hence has dimension g, as defined in (1.7), which is determined by N = deg(f ) alone. Hence, the corresponding limit term E 2,0 ∞ (U) = P 2 H 2 (U) has the dimension at most g. On the other hand, dim F 2 H 2 (U) = g , see Theorem 2.2 in [16] or a direct proof in Proposition 4.1 in [17] . This gives an alternative proof of the equality F 2 H 2 (U) = P 2 H 2 (U) in this case.
The term E 1,1
To compute its dimension, note that we have dim(I/J f ) 2N −3 = Gr where g j is the genus of the normalization of the curve C j , for j = 1, ..., r. On the other hand, we showed in Lemma 4.2 in [17] that dim(S/I) 2N −3 = n(C), the total number of nodes of C. It follows that
Moreover, the corresponding limit term E 1,1
) has dimension j=1,r g j as noted above.
The term E 2−q,q 1
, which has dimension n(C). Moreover, the corresponding limit terms E 2−q,q ∞ (U) = Gr 2−q F (H 2 (U)) clearly vanish for q ≥ 2.
We look now at the terms on the line L ′ . It follows that the term E 1,0
If we compare with the proof of Proposition 4.1 in [17] , we see that the total number of nodes n(C) is given by j=1,r n j + 1≤i<j≤r d i d j where n j is the number of nodes on the curve C j and d k is the degree of the curve C k . Using the formula (4.1) in the proof of Proposition 4.1 in [17] and Remark 2.3, we conclude that
The dimension of the other terms E 1−q,q 1 (f ) = H 2 (K * ) (q+1)N for q ≥ 1 is equal to n(C). Moreover, the corresponding limit terms E
It follows that the differential
is the zero map (not to decrease the dimension of E 1,0 2 (f ), which is the dimension of the limit), a fact which is not shared by curves with general weighted homogeneous singularities as seen in Examples 3.2 and 3.3 below. The other differentials
(f ) for q ≥ 1 are all injective (any nonzero kernel would kill some terms needed in the limit via some d r with r ≥ 2), as it happens for any curve with weighted homogeneous singularities in view of Theorem 2.4. Example 3.2. Consider the curve C : x(x 2 y + xy 2 + z 3 ) = 0, which is the union of a smooth cubic C : x 2 y + xy 2 + z 3 = 0 and an inflectional tangent L : x = 0. Then it is easy to see thatH 0 (U) = 0, H 1 (U) is 1-dimensional, and H 2 (U) is 2-dimensional, with classes of Hodge type (2, 1) and (1, 2). In particular, F 2 H 2 (U) is 1-dimensional. On the other hand, the spectral sequence E 1 (f ) has the following nonzero terms: E 1,0 1 which is 2-dimensional, E 2,0 1 which is 3-dimensional, and all E p,q 1 for p + q = 1 or p + q = 2 and q > 0, which are 5-dimensional, since τ (C) = 5. The computation for the other dimensions are based on formula (2.18) and a computation using CoCoA [28] or Singular [29] of the Hilbert-Poincaré series
with stabilization threshold st(C) = 5. It follows that d 1 :
, and a 2-dimensional cokernel E 2,0 2 = P 2 H 2 (U). In particular, the inclusion F 2 ⊂ P 2 is strict on H 2 (U) as mentioned in [9] , Remark (2.6).
Example 3.3. Consider now the irreducible curve C : x 2 y 2 +xz 3 +yz 3 = 0, which has two cusps A 2 as singularities. Then it is easy to see thatH 0 (U) = 0 = H 1 (U), and H 2 (U) is 2-dimensional, with classes of Hodge type (2, 1) and (1, 2). In particular, F 2 H 2 (U) is 1-dimensional. On the other hand, the spectral sequence E 1 (f ) has the following nonzero terms:
which is 3-dimensional, and all E p,q 1 for p + q = 1 or p + q = 2 and q > 0, which are 4-dimensional, since τ (C) = 4. Indeed, the computation using CoCoA [28] or Singular [29] yields in this case is injective and has a 2-dimensional cokernel E 2,0 2 = P 2 H 2 (U). In particular, the inclusion F 2 ⊂ P 2 is strict on H 2 (U) as mentioned in [14] , Remark (2.5).
Example 3.4. Consider now the irreducible curve C : x 3 z 4 + xy 5 z + x 7 + y 7 = 0, which has a non weighted homogeneous singularity located at (0 : 0 : 1) with Milnor number µ = 12 and Tjurina number τ = 11. Then it is easy to see thatH 0 (U) = 0 = H 1 (U), and H 2 (U) has dimension 18, with classes of Hodge type (2, 1) and (1, 2). In particular dim F 2 H 2 (U) = 9. On the other hand, the spectral sequence E 1 (f ) has the following nonzero terms: E 2,0 1 which is 15-dimensional, and all E p,q 1 for p + q = 1 or p + q = 2 and q > 0, which are 11-dimensional, since τ (C) = 11, except E 1,1 1 which is again 15-dimensional. Indeed, the computation using CoCoA [28] or Singular [29] are injective for t > 0 in the local setting. It follows that E 3 = E ∞ has the following nonzero terms: E 2,0 3 of dimension 14, and E 1,1 3 of dimension 4. In particular, one has dim F 2 H 2 (U) = 9 < 14 = dim P 2 H 2 (U).
The syzygies of nodal hypersurfaces
First we give a geometric interpretation of a syzygy R m as in (1.2) in the case n = 2 using section (2.1) in [2] . Let F f be the Milnor fiber of f , which is the smooth affine surface in C 3 given by the equation f (x, y, z) = 1. Then there is a monodromy isomorphism h : F f → F f given by multiplication by λ = exp(2πi/N) and an induced monodromy operator h 1 :
The eigenvalues of h 1 are exactly the N-th roots of unity and for each k = 0, 1, ..., N − 1 there is a rank one local system L k on U such that
where in the LHS we have the corresponding eigenspace and in the RHS we have the twisted cohomology of U with coefficients in L k , see for details [12] , Proposition 6.4.6. Let L k be the Deligne extension of L k over the nodal curve C such that the eigenvalues of the residue of the connection are contained in the interval [0, 1). In our case, the line bundle L k is precisely O P 2 (−k), see (2.1.2) in [2] and we have the following relation with the Hodge filtration on H * (F f ):
. In particular, we get
. Now the curve C being nodal, it follows that H 1 (F f ) λ k = 0 for k = 1, ..., N − 1, see Corollary 6.4.14 in [12] for a stronger result.
Assume now that we have a nonzero syzygy R m as in (1.2) with m < N − 2. Consider the nonzero 2-form ω ∈ Ω 2 m+2 given by ω = ady ∧ dz − bdx ∧ dz + cdx ∧ dy and note that df ∧ ω = 0. The 1-form
To see this, use the formula for dα given in (1.10), p. 181 in [11] . Moreover, α = 0 since the kernel of ∆ : Ω 2 → Ω 1 is the free S-module spanned by σ = ∆(dx ∧ dy ∧ dz) and df ∧ σ = Nf dx ∧ dy ∧ dz = 0. But this is in contradiction to
Next we'll describe all the syzygies R m as in (1.2) with n = 2 and m = N − 2. This is the same as describing H 2 (K * (f )) N , and we know from the previous section that dim
. This means essentially to lift the basis ω j in (3.1) to a basis of
where α j = N r f 1 ...f j ...f r df j − N j f 1 ....f r df r for j = 1, ..., r − 1 andf j means that the factor f j is missing. Define β j = −f 1 ...f j ....f r df j ∧ df r and note that
For r = 2, β 1 is a good lifting since df ∧ β 1 = 0 and we are done. However, for r > 2, β j is not a good lifting, since in general one has
for some g j ∈ S N −3 which nonzero in general. (A formula for g j is given in Theorem 4.1 below using the Jacobian determinant Jac(f k , f j , f r ) of the three functions f k , f j , f r with respect to x, y and z).
To correct this problem, we look for a modification of the form
where h j ∈ S N −3 and σ = ∆(dx ∧ dy ∧ dz) as above. Now df ∧ γ j = (f g j + Nf h j )dx ∧ dy ∧ dz = 0 if we choose h j = −g j /N. The resulting γ j for j = 1, ..., r − 1 yield a basis of H 2 (K * (f )) N . Hence we have proved the following result.
)-dimensional and a basis for it is given by
Here r is the number of irreducible components of C, f j = 0 are reduced equations for these components, σ = ∆(dx ∧ dy ∧ dz), h 1 = 0 if r = 2 and
For an arbitrary curve C having r irreducible components C j : f j = 0, the above elements γ j yield r−1 linearly independent elements in H 2 (K * (f )) N , which are killed
The corresponding vanishing result in the general case of nodal hypersurfaces is considered in [18] , but in this general case there is no description of an explicit basis of the lowest degree (possibly nonzero) syzygies as in Theorem 4.1 above. For an alternative proof of the vanishing part (without using Hodge theory) in a more general curve setting, see Eisenbud and Ulrich [21] . 
Hence ct(C) = N − 2 (this is the minimal possible value) and st(C) = 2N − 4.
(ii) The curve C : x p y q + z N = 0 for p + q = N admits an obvious relation of degree one, namely qxf x − pyf y = 0. In this case ct(C) = N − 1.
(iii) The curve C : z p (x q + y q ) + x N + y N = 0 for p + q = N admits an obvious relation of degree 2p, namely
It is easy to see that this relation is not a consequence of the trivial relations T ij in (4.5). On the other hand, a computation in the case N = 7, p = 4 shows that with stabilization threshold st(C) = 14. It follows that ct(C) = 10, which implies via (1.3) that mdr(C) = 5, i.e. the above relation has not minimal degree in general.
However this is the case for p = N − 2, when the curve C has a node at (0 : 0 : 1) and the corresponding relation has degree 2N − 4.
This is a very special case of Theorem 1.5 stated in the Introduction, and which we prove now.
Proof. Choose the coordinates on P n such that H 0 : x 0 = 0 is transverse to D, i.e. the intersection H 0 ∩ D is smooth. It follows as in [6] that the partial derivatives f 1 ,...,f n of f form a regular system in S, in particular they vanish at a finite set of points on P n , say p 1 , ..., p r . A part of these points, say p j for j = 1, ..., q are the nodes on D, i.e. the points in the set N . It follows that the divisors D j : f j = 0 for j = 1, ..., n intersect transversely at any point p j ∈ N . To see this, one may work in the affine chart x 0 = 1, where x 1 , ..., x n may be used as coordinates and use the definition of nodes as the singularities where the hessian of a (local) equation is nonzero.
Assume we have a nonzero element in H n (K * (f )) nN −n−1−k for some 0 ≤ k ≤ s, with s = nN − 2n − 1. This is the same as having a relation
where a j ∈ S are homogeneous of degree m = s − k and R m is not a consequence of the relations (4.5)
Since p j is not a singularity for D for j > q, it follows that f 0 (p j ) = 0 in this range. Hence, for j > q, the relation R m implies that the germ of function induced by a 0 at p j (dividing by some homogeneous polynomial b j of degree m such that b j (p j ) = 0) belongs to the ideal in O p j spanned by the local equations of the divisors D 1 , ..., D n . We apply now the Cayley-Bacharach Theorem as stated in [19] , Theorem CB7. Let Γ be the 0-dimensional subscheme of P n defined by the partial derivatives f 1 , ..., f n . Let Γ ′ and Γ ′′ be subscheme of Γ, residual to one another in Γ, and such that the support of Γ ′ is the set N ′ = {p q+1 , ..., p r } and the support of Γ ′′ is the set N . Intuitively, Γ ′ is the 'restriction' of the scheme Γ to N ′ and Γ ′′ is the 'restriction' of the scheme Γ to N . In particular, the scheme Γ ′′ is reduced. Note that the above discussion implies that the dimension of the family of hypersurfaces a 0 of degree m = s − k containing Γ ′ (modulo those containing all of Γ) is exactly the dimension of H n (K * (f )) nN −n−1−k . On the other hand, for s as above and 0 ≤ k ≤ s, the Cayley-Bacharach Theorem says that this dimension is equal to the defect def S k (N ), thus proving the first claim in Theorem 1.5.
Next we have dim To have some explicit examples of these two distinct situations, consider the following two curves of degree N = 4:
and
Then the curve C has 3 collinear nodes and the corresponding Hilbert-Poincaré series is
with st(C) = 6. In fact the coefficients of t k for 0 ≤ k ≤ 2N − 4 = 4 are determined by Theorem 1.2 and the remaining terms are determined by Theorem 1.5.
In the same way one may obtain
with st(C ′ ) = 5, using the fact that C ′ has 3 non-collinear nodes located at (1 : 0 : 0), (0 : 1 : 0) and (0 : 0 : 1).
(iv) Here is one example of a sextic curve with 6 nodes. Consider the curve
Then the curve C has 6 nodes, three of them on the line y = 0 (namely (0 : 0 : 1), with st(C) = 11. This result follows exactly by the same argument as above, using in addition the equalities def S 0 (N ) = 5, def S 1 (N ) = 3, def S 2 (N ) = 1, and def S k (N ) = 0 for k ≥ 3.
Remark 4.4. Let C : f = 0 be a degree N curve in P 2 such that any singular point of C which is not a node is a unibranch singularity, and let N denote the set of its nodes. Then def S k (N ) = 0 for k > N − 3 and def S N −3 (N ) = r − 1, where r is the number of irreducible components of C.
This can be derived as follows. Let I ′ be the ideal of functions in S vanishing at the points in N . Then it is shown in Proposition 3.6 in [24] that there is a minimal resolution
such that 0 < a j < N for any j, 0 < b i ≤ N for all i and
In fact, Proposition 3.6 in [24] is stated only for curves with nodes and ordinary cusps, but the only point in the proof where one uses the ordinary cusps is to derive the equality (10) , which may also be obtained in our slightly more general setting from the diagram (3.14) on page 201 in [11] .
The above resolution implies that the Hilbert-Poincaré series of S/I ′ is given by the following equality
Since N is a finite set of points, it follows that this series can be rewritten as
where Q(t) is a polynomial in t of degree at most N − 2, the coefficient c N −2 of t which proves our claim since one has def S k (N ) = |N | − dim(S/I ′ ) k for any k. Alternatively, one may end the proof using the formula for the defect or superabundance def S k (N ) as the difference between the Hilbert polynomial and the Hilbert function given in [24] , just before the statement of Lemma 3.4.
Note that the other main results of our paper do not extend to this more general setting. For instance, the curve C constructed in Example 4.2 (ii) for p = 2, q = 3, N = 5 has as singularities two unibranch singularities located at (1 : 0 : 0) and (0 : 1 : 0) and has a relation of degree 1, i.e. H 2 (K * (f )) 3 = 0, and hence Theorem 4.1 and its consequence Theorem 1.2 fail in this case.
Moreover, Example 3.3 shows that the spectral sequences considered in the second section in the presence of even ordinary cusps may have a different behaviour than in the case of nodes. Indeed, the differential d 1 : E 1,0 1 → E 2,0 1 is trivial for a nodal curve and it is non trivial in Example 3.3.
The same example shows that Theorem 1.5 fails also in this more general setting, since dim H 2 (K * (f )) 4 = 1 and def S 1 (N ) = |N | − dim(S/I ′ ) 1 = 0 − 0 = 0 since N = ∅.
The resolutions constructed in [17] for the Jacobian ideals of Chebyshev curves show that there are no similar results to Proposition 3.6 in [24] for such Jacobian ideals, not even for nodal curves.
The term E The term E 3−q,q 1 (f ) = H 4 (K * ) (q+1)N for q ≥ 3 is isomorphic to M(f ) (q+1)N −4 , which has dimension n(S). Moreover, the corresponding limit terms E 3−q,q ∞ (U) = Gr 3−q P (H 2 (U)) clearly vanish for q ≥ 3.
We look now at the terms on the line L ′ . It follows that the term E In this way we have proved the following.
Theorem 5.1. Let S : f = 0 be a nodal surface in P 3 of degree N and let N denote the set of its nodes. Then the following hold.
(i) The E 1 -spectral sequences E p,q r (U), E p,q r (Ã) and E p,q r (f ) degenerate at the E 2 -term, i.e. E 2 = E ∞ for any of these E 1 -spectral sequences.
(ii) The subspace P 3 H 3 (U) = which is a special case of Theorem 2.2 in [16] .
(ii) The ideal I defined in (i) occurs also in the following formula, again a consequence of Theorem 5.1. When the number of nodes is large, this difference can also be very large. For instance, if S is a Chebyshev surface in P 3 whose affine equation is T N (x) + T N (y) + T N (z) + 1 = 0, with T N (t) the degree N Chebyshev polynomial in C[t], then I N −4 = 0, see Proposition 3.1 in [18] . It follows that in this case dim P 2 H 3 (U) − dim F 2 H 3 (U) = dim S N −4 = N − 1 3 .
