Abstract One of the major drivers of radiation belt dynamics, electron resonant interaction with whistler-mode chorus waves, is traditionally described using the quasi-linear diffusion approximation. Such a description satisfactorily explains many observed phenomena, but its applicability can be justified only for sufficiently low intensity, long duration waves. Recent spacecraft observations of a large number of very intense lower-band chorus waves (with magnetic field amplitudes sometimes reaching ∼ 1% of the background) therefore challenge this traditional description and call for an alternative approach when addressing the global, long-term effects of the nonlinear interaction of these waves with radiation belt electrons. In this paper, we first use observations from the Van Allen Probes and Time History of Events and Macroscale Interactions during Substorms spacecraft to show that the majority of intense parallel chorus waves consist of relatively short wave packets. Then, we construct a kinetic equation describing the nonlinear resonant interaction of radiation belt electrons with such short and intense wave packets. We demonstrate that this peculiar type of nonlinear interaction produces similar effects as quasi-linear diffusion, that is, a flattening of the electron velocity distribution function within a certain energy/pitch angle range. The main difference is the much faster evolution of the electron distribution when nonlinear interaction prevails.
Introduction
The high variability of electron fluxes in the outer radiation belt is an important aspect of space weather (e.g., Horne et al., 2013) . The outer radiation belt also represents one of the most accessible natural testing grounds for investigating the global consequences of local wave-particle interactions in many different regimes. In the strong dipolar magnetic field of the Earth, the main energy dissipation at electron scales is provided by resonant processes of wave generation and damping. Among various natural wave emissions (e.g., Millan & Thorne, 2007; Shprits et al., 2008) , whistler-mode chorus waves play a very important role-together with ultralow frequency waves-for electron acceleration up to relativistic energies (Horne et al., 2005; Li et al., 2014; Thorne et al., 2013 , and references therein) and energetic electron precipitation into the atmosphere (e.g., Ni et al., 2016; Thorne et al., 2010 , and references therein). Multidimensional simulations of electron quasi-linear diffusion by whistler-mode waves, based either on empirical wave statistics obtained from satellites (e.g., Agapitov et al., 2013; Li et al., 2012; Meredith et al., 2012) or on event-specific measurements, have been able to satisfactorily reproduce in many cases the observed variations of electron fluxes over days to months in the heart of the radiation belts (e.g., Drozdov et al., 2015; Glauert et al., 2014; Li et al., 2014; Su et al., 2010; Thorne et al., 2013) and have improved our understanding of radiation belt dynamics.
The main, if not the sole, theoretical approach used nowadays for modeling electron dynamics driven by resonant interactions with chorus waves is based on the Fokker-Planck quasi-linear diffusion equation (e.g., Kennel, Petschek, et al., 1966; Trakhtengerts, 1966) . This equation, initially derived to describe particle scattering by an ensemble of broadband low-amplitude waves (Drummond & Pines, 1962; Vedenov et al., 1962) , can still be applied for modeling electron interactions with coherent narrowband chorus waves in the inhomogeneous plasma of the radiation belts (see discussion in Albert, 2010; Karpman, 1974; Le Queau & Roux, 1987) , provided that wave amplitudes remain reasonably small (e.g., see Tao & Bortnik, 2010 ; Tao, Bortnik, sions (e.g., Agapitov et al., 2015; Cattell et al., 2008; Cully et al., 2008; Santolík et al., 2014; Wilson et al., 2011) . Such strong coherent waves can interact with electrons in the nonlinear regime when the timescale of electron passage through the resonance is sufficiently long, and particle energization and scattering then become essentially nondiffusive (Albert, 2002; Bell, 1984; Karpman et al., 1974; Nunn, 1971; Omura et al., 2007; Shklyar & Matsumoto, 2009; Tao & Bortnik, 2010) . Moreover, the processes of chorus wave generation (e.g., Demekhov et al., 2017; Nunn, 1974; Nunn & Omura, 2012; Omura et al., 2008; Tao et al., 2017) and amplification/damping (e.g., Shklyar, 2017) involve such nonlinear wave-particle interactions.
Modeling nonlinear wave-particle interactions requires the inclusion of nondiffusive terms in the kinetic equation describing the evolution of the particle distribution (e.g., Artemyev, Vasiliev, Mourenas, Agapitov, Krasnoselskikh, Boscher, et al., 2014; Solovev & Shklyar, 1986; Omura et al., 2015) . The two main nonlinear effects are (i) a rapid particle drift in velocity space induced by phase bunching (e.g., Albert, 2000) and (ii) an even faster particle transport in velocity space caused by phase trapping (e.g., Omura et al., 2007) . These effects are actually closely related to each other (see review; Shklyar & Matsumoto, 2009 , and references therein) and, acting together, often establish a finely tuned regime of energy exchange between resonant particles and waves (e.g., Shklyar, 2011; Solovev & Shklyar, 1986) . In the case of chorus waves interacting with energetic electrons, phase trapping usually results in an effective acceleration of a small population of particles (e.g., Artemyev et al., 2012; Bortnik et al., 2008; Demekhov et al., 2006 Demekhov et al., , 2009 , whereas nonlinear scattering (sometimes also called phase bunching; see Gendrin, 1974) results in a slower deceleration of a larger population of particles (e.g., Albert, 2000 Albert, , 2002 . Figure 1 shows how the average change in energy Δ and the number of resonant particles vary as a function of normalized wave amplitude B w ∕B 0 for both processes (with B 0 the background magnetic field and the electron Lorentz factor such that electron energy is m e c 2 ( − 1)). The transition of wave-particle interaction from the quasi-linear diffusion regime (B w < B * w ) to the nonlinear regime (B w > B * w ) occurs at a critical wave amplitude B . This critical amplitude depends on the characteristics of waves (angles of propagation and frequencies), resonant particles (energies and pitch angles), and background plasma and magnetic field (see examples of B , while usual models of full-scale nonlinear interaction allow to describe it for B w ≫ B . But what exactly happens to the electron distribution in the transition zone (gray shaded area in Figure 1 ) of wave amplitudes around such critical B , such that trapping and nonlinear scattering are well-separated processes, with very different energy variations caused by trapping and nonlinear scattering. This regime of nonlinear interaction requires not only very high wave amplitudes but also high wave coherence; that is, the wave packets must be sufficiently long and narrow band to participate in a prolonged nonlinear interaction. However, there are actually many processes that can prevent such a prolonged wave-particle interaction in natural plasma systems, such as wave packet amplitude modulation (Artemyev et al., 2012; Tao et al., 2013) , or the presence of resonant (e.g., Dowden, 1982; Nunn, 1986) or nonresonant additional fluctuations Brinca, 1980) . Therefore, it is crucial to investigate the nonlinear regime inside the transition region where the wave-particle interaction remains relatively brief, and where trapping and nonlinear scattering affect similar populations of resonant particles and lead to particle energy variations of similar magnitudes (see Figure 1 ).
In the next section, we assess the statistical importance of this transition regime of nonlinear wave-particle interaction based on observed lower-band chorus wave characteristics obtained from the Van Allen Probes and Time History of Events and Macroscale Interactions during Substorms (THEMIS) spacecraft. In particular, we demonstrate that most of the intense chorus wave packets are sufficiently short for the wave-particle interaction to occur in the transition regime. Next, the results of this analysis are used to construct a nonlinear kinetic (Fokker-Planck) equation describing the evolution of the electron distribution function in this particular regime. We derive an approximate analytical solution of this equation and compare it to test particle simulations. Finally, we discuss the consequences of this particular type of nonlinear wave-particle interaction on radiation belt dynamics. Dependence of the energy variation Δ during a single resonant interaction and of the number of particles N 0 undergoing this energy change, as functions of normalized wave magnetic field B w ∕B 0 . Over the B w ∕B 0 range corresponding to quasi-linear diffusion, there is no average energy change ⟨Δ ⟩ = 0 and the variance (Δ ) 2 is proportional to (B w ∕B 0 ) 2 (e.g., Kennel, Engelmann, et al., 1966) . All resonant particles participate in the diffusion process, N = N 0 . Over the B w ∕B 0 range corresponding to nonlinear wave-particle interaction, there are two populations of particles: scattered particles, see their energy change by an average value Δ ∼ √ B w ∕B 0 , whereas the energy of trapped particles varies by an amount that is not proportional to B w ∕B 0 in any degree (see, e.g., Albert et al., 2013; Artemyev, Vasiliev, et al., 2015; Nunn & Omura, 2015, and references therein) . The number of trapped particles is N ∼ N 0 √ B w ∕B 0 , whereas all nontrapped particles are scattered (e.g., Shklyar, 2011; Shklyar & Matsumoto, 2009 ). There is a transition region (gray shaded area) where the magnitude of energy variations of trapped and scattered particles becomes comparable.
Intense Chorus Wave Properties
Let us now examine the statistical properties of intense, quasi-parallel lower-band chorus waves at L ∼ 4-10, with typical frequencies ∼ (0.15-0.40)Ω ce (with Ω ce the equatorial electron gyrofrequency) and peak magnetic amplitudes larger than 200 pT, using THEMIS and the Van Allen Probes. Chorus waveforms are obtained from the search coil magnetometer (Le Contel et al., 2008) on board THEMIS spacecraft during burst mode (Angelopoulos, 2008) outside the plasmasphere, the background geomagnetic field being provided by the flux gate magnetometer (Auster et al., 2008) and the electron density being inferred from the spacecraft potential. Chorus waveforms are also obtained between the plasmapause and L ∼ 6 by the Electric and Magnetic Field Instrument Suite and Integrated Science payload onboard the Van Allen Probes (Kletzing et al., 2013 ), the electron density being then evaluated from upper hybrid resonance measurements. These statistics are the result of an analysis of 1.5 years of Van Allen Probes observations and 5 years of THEMIS spacecraft observations. The considered range of wave-normal angles (<30 ∘ ) corresponds to lower-band chorus waves propagating nearly parallel to the background magnetic field lines. These data sets consist of separate wave packets with leading and trailing edges defined by successive minima of the smoothed transverse wave intensity (for quasi-parallel waves as here, the transverse wave intensity corresponds to the wave packet envelope). All selected wave packets are quasi-monochromatic, with a frequency change within the packet smaller than when considering ∼ 300-keV electrons with equatorial pitch angles ∼ 50 ∘ at L ∼ 5 (such electrons are believed to constitute the crucial seed population that is accelerated by chorus waves up to million electron volts; e.g., see, Artemyev, Vasiliev, et al., 2015; Shklyar & Matsumoto, 2009; Tao & Bortnik, 2010) .  w is a simplified and convenient form of the full wave amplitude threshold for nonlinear interaction , where all inhomogeneities (including spatial and temporal gradients of wave phase velocity and spatial gradient of the resonant electron velocity) are approximated by the ratio of the background geomagnetic field scale length R = LR E to chorus wavelength, ∼ 1∕k. For the sake of simplicity, we shall further omit here the dependence of this parameter on the energy and pitch angle of resonant electrons. Figure 2 shows several typical cases of intense chorus wave packets captured by the Van Allen Probes and THEMIS in the inner magnetosphere (see details in Zhang et al., 2018) . For each wave packet, we show on the left-hand vertical scale the perpendicular wave magnetic field, the total wave magnetic field (square root of perpendicular wave intensity), and on the right-hand scale the normalized total wave magnetic field. The peak value of the normalized field gives  w . For all the events displayed, one can see that  w > 2; that is, these wave packets are sufficiently intense to interact with waves in the nonlinear regime. However, the size of these wave packets is not large: there are only several or up to a few tens of wave periods within each wave packet.
The shortness of the observed wave packets strongly affects the efficiency of the nonlinear wave-particle interaction (e.g., Tao et al., 2013) , because the trapped particles escape from resonance in the case of short wave packets much quicker than for long wave packets. To estimate this effect, let us consider the timescale Δt of passage of a resonant electron through a given wave packet, given by Δt ≈ 2 ∕k| ∕ k−v R |, with v R = ( −Ω ce ∕ )∕k the electron velocity at first-order cyclotron resonance with parallel propagating whistler-mode waves. For parallel waves, one further gets v g = ∕ k = ( ∕k)2(1 − ∕Ω ce ) (Stix, 1962) , finally giving Δt ∼
. This timescale Δt must be compared with the period of trapped particle oscillations in the effective potential of the wave Δt trap ∼ 2 ∕Ω trap where
where v denotes the velocity of the resonant electron and 0 its equatorial pitch angle (e.g., see Karpman et al., 1974; Nunn, 1971 Roughly speaking, scattered particles nonlinearly interact with intense waves during only one period Δt trap .
The ratio  NL = Δt∕Δt trap therefore shows the difference between the trapped and scattered particle timescales of resonant interaction with the waves. When  NL ≈ 1, we deal with the transition regime of nonlinear interaction (see Figure 1) . Moreover, the minimum number  min of Δt trap periods needed to get a really efficient electron acceleration by trapping in an approximately dipolar geomagnetic field can be roughly estimated to first order by requiring that the particle remains trapped over a latitudinal range >5 ∘ (e.g., see Artemyev, Vasiliev, et al., 2015; Tao et al., 2013 , and section 3 here), corresponding to
and giving  min ≥ 10 for 200 to 500-keV electrons and typical conditions at L = 4.5-6.6 (plasma frequency Ω pe to gyrofrequency ∼ 5) with B w > 100 pT (roughly corresponding to  w > 2 for ∼ 300-keV electrons with equatorial pitch angles 0 = 50 ∘ -70 ∘ ). Such electrons with 200-to 500-keV energy at L = 4.5-6 represent the crucial seed population of electrons injected from the plasma sheet, which can get further accelerated by chorus waves up to million electron volts, this acceleration being generally more efficient for 50 ∘ -75 ∘ pitch angles (e.g., Horne et al., 2005; Jaynes et al., 2015; Nunn & Omura, 2015; Tao & Bortnik, 2010) . Thus, an efficient electron acceleration via trapping further requires that  NL ≥  min ≥ 10. It means that the transition regime of nonlinear interaction roughly corresponds to the parameter range 1 ≤  NL ≤ 10 (see section 6 for more details). The distribution of the average number of intense ( w > 2) lower-band chorus wave packets recorded per hour of wave measurements by the Van Allen Probes and THEMIS is displayed in Figure 3 in the ( ,  NL ) space, as well as the occurrence rate of the same intense wave packets (i.e., the percentage of time when wave packets in a specific bin are observed during the total time interval of intense wave observations; see details of data sets used in Zhang et al., 2018) . The occurrence rate of long wave packets with  NL > 10 ( > 50) is less than 1% (3%) of the occurrence rate of short wave packets with  NL < 3 and < 20. Moreover, there are only about ≈ 8 long wave packets with  NL > 10 observed per hour on average versus ≈ 2 × 10 4 short wave packets with  NL < 1 and < 10 observed per hour. Thus, long wave packets are very rare and can sometimes be virtually absent over 1-hr periods, contrary to short wave packets that are almost continuously present. The overwhelming majority of the observed intense ( w > 2) wave packets are consequently too short (with  NL ∼ 0.2 − 3 and ∼ 2 − 20) to participate in a prolonged nonlinear interaction with trapped electrons. A correct description of the nonlinear effects of such short and intense chorus wave packets on the electron distribution actually requires to consider very short lived resonant interactions in the transition regime between slow diffusive transport and full-scale nonlinear transport.
When considering the time-averaged effects over 1 min or more (i.e., including many electron bounce periods) of electron interactions with such short wave packets, it is reasonable to consider simply a random succession of interactions between a given electron and various wave packets that he encounters randomly in time, using experimentally determined wave packet characteristics. Due to the shortness of the wave packets, the characteristics of both nonlinear scattering and trapping then depend on the local wave and background fields at the resonance. Accordingly, we first consider a single resonant interaction and then derive a kinetic equation describing the evolution of the electron distribution produced by many such uncorrelated interactions. Figure 4a shows particle scattering, whereas Figure 4b shows particle trapping, considering a chorus wave of amplitude B w = 300 pT and ≫ 1 at L = 6 with a frequency ∕Ω ce (0) = 0.35. The background plasma density is assumed constant along magnetic field lines, and the equatorial plasma density is given by a statistical model (Sheeley et al., 2001) . The wave field is distributed along magnetic field lines in agreement with averaged statistical data (see Agapitov et al., 2013) :
Wave-Particle Resonant Interaction
In this section, we derive the main characteristics of nonlinear wave-particle resonant interactions. We start with equations of electron trajectories written in the Hamiltonian formalism and show the difference of electron pitch angle/energy changes due to nonlinear scattering and trapping. Then, we consider the details of electron trapping into resonance and electron escape from the resonance. The main point here is to derive equations for the trapping and escape positions and, thus, to determine the electron energy gain due to frapping as a function of initial electron energy. Then, we consider electron nonlinear scattering and determine the velocity of scattering-induced electron drift in energy space. Finally, we combine trapping and nonlinear scattering characteristics in a kinetic equation describing the evolution of the electron distribution function.
Particle Trajectories
We employ the curvature-free approximation of a dipolar magnetic field (Bell, 1984) given by a single component of the vector potential A 0y = xB 0 (z∕R) (R = R E L is the spatial scale, and z = 0 is the equatorial plane) and the electromagnetic fields of a parallel (with wave vector parallel to the geomagnetic field) whistler-mode wave given by two components of the vector potential A x = (B w ∕k) sin and A y = (B w ∕k) cos , with the wave phase ( ∕ z = k(z), ∕ t = − ), and k(z) the wave vector given by the whistler-mode dispersion relation k = (Ω pe ∕c)(Ω ce ∕ − 1) −1∕2 . The wave magnetic field amplitude B w can depend on z∕R. Here we keep constant for simplicity, although the effect of a nonzero ∕ t could be introduced through a change of waveform (e.g., Matsoukis et al., 2000; Wykes et al., 2001) . We further assume a not too large (realistic) chorus wave amplitude such that eB w ∕km e c 2 ≪ 1, where −e is the electron charge and m e its rest mass. As electrons rotate fast around the background magnetic field, we use the adiabatic invariant (magnetic moment) I x and write the following Hamiltonian for relativistic electron motion (see Appendix A):
where z is a field-aligned coordinate, Ω ce (z) is defined by the dipole magnetic field model, p z is the generalized momentum conjugate to z, is the electron gyrophase conjugate to I x , and U w = √ 2I x Ω ce eB w ∕ m e ck. The particle energy and equatorial pitch angle 0 are related to the above variables by p z = √ 2 − 1 cos 0 and I x = m e c 2 ( 2 − 1) sin 2 0 ∕2Ω ce (0). Figure 4 shows two effects of resonant wave-particle interaction in the system (1): particle scattering and particle trapping. Both effects result in (and 0 ) changes but in opposite directions. Note that these trajectories are plotted for a long wave packet ( ≫ 1), when the effect of particle trapping is well distinguishable from the effect of scattering (in the regime B w ≫ B * w in Figure 1 ).
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Trajectories in Figure 4 are obtained by numerical integration of the Hamiltonian equations:
where Ω ′ ce = dΩ ce ∕dz. Due to the relations B w ∕B 0 ≪ 1, kR ≫ 1, there is an important hierarchy of terms in equation (2):
The resonance conditioṅ+̇= 0 takes the form
Trapping Into Resonance and Escape From the Resonance
Equation (3) defines the position (z coordinate or magnetic latitude) of trapping for a given electron initial energy and pitch angle. Thus, to determine the electron energy change due to trapping acceleration, we need to derive an equation for electron energy variation during its trapped motion and an equation for the location where the electron escapes from the resonance. The definition of in equation (1) shows that depends on z, p z , and I x . The resonance condition (3) can be used to define p z = p z (z, I x ) and write energy at resonance as (z, p z , I x ) = (z, I x ). To further reduce this equation for to a function depending only on z, let us consider the relation between and I x . Combining equations (2) and (3) gives the rate of energy variation in the resonance
where we omit small terms ∼ U w ∕ z. Equation (4) shows that there exists a constant of resonant particle motion − I x ∕m e c 2 = 0 = const (see, e.g., Shklyar, 1981) connecting I x and in the resonance. Substituting I x = m e c 2 ( − 0 )∕ and p z from the resonance condition (3) into equation (1), we can write an equation for the particle energy in the resonance:
where N = kc∕ is the wave refractive index and = Ω ce ∕ . The dependence of R on z (through N(z) and Ω ce (z)) describes energy variation along resonant trajectories of trapped particles. The location z trap where particle trapping occurs is given by the resonant condition (3) or equivalently by equation R (z trap ) = * where * is the initial (just before trapping) particle energy. To calculate the position where the particle later escapes from the resonance, one needs to consider trapped particle motion in phase space. This motion includes oscillations of the resonant phase = + around the resonance conditioṅ= 0 (see, e.g., Itin et al., 2000; Shklyar, 1981; Neishtadt et al., 1989) , that is, we should consider motion in the ( ,̇) plane or in the ( , P) plane where P is a revitalizeḋ: P =̇∕g(z), with the function g(z) defined in Appendix B. Trapped particle motion in the ( , P) plane is described by a pendulum equation with coefficients depending on z (see Appendix B for details and the review by Neishtadt et al., 2011) :
The area S = 2 I surrounded by the trapped particle trajectory in the plane ( , P ) is conserved during trapped particle motion (because the momentum I = (2 ) −1 ∮ Pd conjugate to becomes an adiabatic invariant for trapped particles; see Neishtadt et al., 2011) , whereas the entire area S res filled by (resonant) trapped particles evolves, that is, S res = S res (z), see Appendix B. Trapping occurs when S = S res (z) and S res increase (the condition S = S res (z) is equivalent to equation (3) and the corresponding coordinate of resonant capture can be called z trap ). Trapped particles escape from the resonance when S again becomes equal to S res but S res decreases. Thus, the equation for the position of escape, z esc , can be written as S res (z esc ) = S res (z trap ) (e.g., Artemyev et al., 2012 Artemyev et al., , 2013 , and references therein). Therefore, to describe trapped particle acceleration, we should consider two profiles, R (z) and S res (z). Knowing the position of trapping z trap (defined by the initial energy ) and analyzing S res (z), we define z esc and the corresponding energy R (z esc ) (see Figure 5 showing the effect of trapped particle acceleration). Combining z trap ( ) and R (z esc ), we can construct a map * = Y( ) giving the relationship between the particle energy before trapping * and the particle energy after its escape from the resonance.
Particle Nonlinear Scattering
Unlike trapping, nonlinear scattering is a local process, and to determine the characteristics of this scattering we need to consider only the location of resonance given by equation (3). This scattering results in a variation Δ of the average electron energy (e.g., Albert, 2002) . From equation (4), this change is equal to ΔI x , where the momentum I x is conjugate to the phase , which is linearly proportional to the resonant phase . A simple change of variable consisting in the introduction of the momentum I conjugated to shows that ΔI = ΔI x (see, e.g., Artemyev, Vasiliev, et al., 2015) . Since the resonant variation of I due to particle scattering is equal to −S res ∕2 (e.g., Dolgopyat, 2012; Karpman et al., 1975; Neishtadt, 1999) , we obtain Δ = − S res ∕2 , which allows us to calculate the amplitude Δ of energy scattering as a function of particle energy (see such dependencies calculated analytically and checked numerically for different systems in Artemyev et al. (2016 Artemyev et al. ( , 2017a and . Knowing Δ , we can calculate the velocity of particle drift in energy space V = Δ ∕T, where the electron bounce period T (i.e., the typical timescale between two resonant interactions) can be written as
Generalized Kinetic Equation
The drift velocity V and the map * = Y( ) can further be used to construct a kinetic equation describing the evolution of the particle energy distribution Ψ( ) due to nonlinear wave-particle interactions (see Artemyev et al., 2017a Artemyev et al., , 2017b 
where Ψ * = Ψ( * ), T * = T( * ), Θ = 1 for dV ∕d > 0, and Θ = 0 otherwise. In equation (8), C denotes all second-order terms, for example, dln T( )∕d and particle diffusion (see the full expression of the present equation (8) in Artemyev et al., 2018) , which are hereafter neglected. The condition dV ∕d > 0 separates the energy ranges of particles that can be trapped (dV ∕d < 0 or equivalently S res increases at the resonance position; see Artemyev et al., 2016) and particles that can only be scattered (dV ∕d > 0). For the latter energy range, the term ∼ Ψ * describes the particle flux due to trapped particle escape from the resonance (this term does not depend on the local Ψ( ) but depends on Ψ evaluated at the energy of trapping, * ). The factor dV ∕d defines the relative amount of trapped particles, the so-called probability of trapping, and can be written as a gradient of V (see details in ; Artemyev et al., 2016) .
Although equation (8) is written in compact form and can be solved numerically for particular system parameters (see examples of such solutions in Artemyev et al., 2017a; Leoncini et al., 2018) , this equation remains quite complicated and describes the evolution of the particle distribution for one fixed 0 . Since we are mainly interested here in the transition regime of nonlinear interaction, we shall provide in the next section a more simplified and convenient form of equation (8) that still allows us to correctly describe the effects of short chorus wave packets.
Short Wave Packet Approximation
One possible simplification of equation (8) consists in using a short wave packet approximation, appropriate when the brief duration of each resonant interaction leads to a very limited individual variation Δ of electron energy. This approximation is based on the shortness of the resonant interaction and formally should be included into equations (1)- (8) through the specification of a wave packet envelop (i.e., instead of sin( + ) wave field, we should consider a localized wave pulse). However, the main effect of the wave packet shortness, the small timescale of the resonant interaction, can be included directly into the coefficients of the kinetic equation (8) initially derived for an infinitely long wave packet. Toward this goal, we assume that the wave amplitude generally exceeds the threshold amplitude for nonlinear effects by only a small amount ∼ during the nonlinear resonant interaction (see Appendix C), allowing to perform an expansion of the coefficients of the kinetic equation over this small excess . In other words, we assume that the wave amplitude remains sufficiently strong to support nonlinear interaction only close to the initial location of wave-particle resonance, and then rapidly decreases away from it, which is equivalent to considering a short wave packet. This approximation allows us to derive the main equations without a specification of the wave packet shape, while using the actual time-averaged wave packet amplitude.
Considering an individual wave-particle resonant interaction at a fixed value of the constant of motion 0 , the short duration of the individual interaction (near a given latitude) indeed corresponds to a very small phase space area S res ( , 0 ) containing trapped particles (much smaller than in the examples displayed in Figure 5 ), allowing only a small trapping-induced individual acceleration over a very limited range (see Figure C1) . In this case, we can expand the nonlocal operators in equation (8) as
where p corresponds to the peak value of S res ( ) (see Figure C1 ). Substituting equation (9) into equation (8), we obtain a simplified expression valid for nonlinear interactions with short wave packets:
where Θ = 1 for > p , and Θ = 0 otherwise. Using equation (C4) derived in Appendix C for small S res , and the definition V = − S res ∕2 T, we can rewrite the expressions for V and W:
where
, 1], and both s p and are defined in equations (C3) and (C4). Figure 6a shows the profile of W(̄): W∕V 0 is positive for̄< 0 ( < p , Θ = 0) and negative for > 1∕ √ 6 ( > p , Θ = 1). Therefore, particles present on opposite sides of̄∼ 1∕ √ 6 are drifting in opposite directions, corresponding to the opposite effects of trapping-induced acceleration and deceleration by nonlinear scattering. (11) and profile of the integral ∫− 1 V 0 d̄∕W(̄). Note that V 0 < 0.
Nonlinear Kinetic Equation
Equation (10) with the initial condition Ψ t=0 ( ) represents a simple drift equation, and it has an analytical solution Ψ that is a constant along trajectories t − ∫ d ∕W( ) =const. Figure 6b shows that the function
, implying that the particles should drift in energy space away from̄= 1∕ √ 6. Indeed, the solution of equation (11) displayed in Figure 7 demonstrates the formation of a plateau in energy space around̄= 1∕ √ 6. This effect is essentially the same as what occurs during the well-known quasi-linear evolution of a particle distribution function: resonant wave-particle interactions result in a flattening of the phase space density profile within the range of resonant energies (e.g., Galeev & Sagdeev, 1979; Vedenov & Ryutov, 1975) . However, in contrast to quasi-linear diffusion, this peculiar type of nonlinear interaction is much faster and corresponds to drifts ∼ W. Figure 7 is obtained for one particular value of the 0 parameter; that is this solution corresponds to electrons with a certain relation between their equatorial pitch angle and energy: − ( 2 − 1) sin 2 0 ∕2Ω ce (0) = 0 = const. To calculate the evolution of the full electron distribution throughout the entire phase space domain, we need to consider a series of 0 values (see Figure 8a showing 0 as a function of 0 and ). For each 0 value, we evaluate the main terms of equation (10) Figure 4 , except that the wave amplitude is B w = 100 pT and the short wave packet approximation is used.
The solution of the kinetic equation plotted in
(see Figures 8b and 8c) . Then, we rewrite the two
and solve the set of equation (10). Figure 9 shows the temporal evolution of the particle distribution Ψ 2D ( , 0 ) for a certain range of 0 ∈ [ min , max ]. There is a clear distribution flattening and plateau formation in energy/pitch angle space. The structure of this plateau is determined by the curves corresponding to minimum and maximum 0 ( , 0 ) levels: the particle distribution evolves over the parameter domain situated between these curves. The normalized difference Ψ 2D ∕Ψ 0 − 1 between final and initial distributions plotted in Figure 9 demonstrates an increase of electron fluxes at higher pitch angles combined with a decrease of electron fluxes at lower pitch angles. We found only a very slight increase of the global kinetic energy of electrons, by less than 0.5% over the total duration (∼ 100t * 0
R∕c ≈ 10-25 s) of the simulation. Equation (10) has been solved for fixed wave packet characteristics (see Figures 4 and 9 captions for details), and thus, each electron experiences only one resonant interaction over half of its bounce period (there is only one location of resonance at z > 0, and the system is symmetric relative to z = 0). Thus, the modeled time interval ∼ 100t * 0
R∕c approximately corresponds to ∼ 50 resonant interactions for each particle.
Moreover, one can notice in Figure 9 a decrease of 50 to 500-keV electron fluxes at 0 ∼ 40 ∘ -75 ∘ accompanied by an increase of electron flux for < 0 >75 ∘ -80 ∘ at 0.1-1 MeV. This is again reminiscent of the (much slower) effects of quasi-linear diffusion by parallel chorus waves through first-order cyclotron resonance: when electron scattering toward higher equatorial pitch angles prevails, it generally leads to a simultaneous acceleration of the particles (e.g., see Summers et al., 1998; Thorne et al., 2013) .
Note that the evolution of the one-dimensional distribution Ψ(̄) shown in Figure 7 was plotted along normalized R (i.e., the resonant energy given by equation (5)) and does not directly correspond to the evolution in energy space. The boundaries of the region in energy/pitch angle space where the distribution is flattened due to nonlinear resonant interactions are defined by values over the considered 0 range. This explains why the evolution does not occur in the entire range of energy/pitch angles, dashed area in Figure 8 (left).
To check the reliability of the results obtained by solving the approximate equation (10), we conduct test particle simulations. For two selected values of the 0 parameter, we numerically integrate 10 6 trajectories described by equation (2). Finally, we plot the electron distribution Ψ in energy (for fixed 0 , this is a one-dimensional distribution) at two different times. Figure 10 shows the evolution of Ψ, which is initially decreasing as increases. First, particle trapping results in the formation of a high-energy population (a beam-like structure), and then a portion of this accelerated population drifts back to smaller energies due to nonlinear scattering, while some other low-energy particles still get accelerated. The competition between nonlinear scattering and trapping ultimately leads to the formation of a plateau in the distribution, similar to the results obtained by solving the simplified equation (10). Physically, the brief duration of any given resonant interaction with short wave packets strongly limits the maximum trapping-induced individual acceleration, making it much less different in magnitude from the individual deceleration due to nonlinear scattering. Figure 8 ). System parameters are the same as in Figure 4 except that the wave amplitude is B w = 100 pT and the short wave packet approximation is used.
As a result, the global impact of trapping-induced acceleration on the electron distribution is roughly similar in magnitude, but opposite in sign, to global nonlinear scattering-induced deceleration, somewhat similar to what happens during quasi-linear diffusion by small amplitude waves but much faster here because individual energy variations are much stronger.
6. Discussion 6.1. Accuracy of the Reduced Kinetic Equation (10) Although test particle simulations confirm qualitatively the results obtained by integrating the simplified kinetic equation (10), the approximate solution can be quantitatively less accurate than full particle simulations (such as those shown by, e.g., Nunn & Omura, 2015) . First, there are additional terms in the original (nonreduced) kinetic equation (8), which can influence the evolution of the particle distribution over the long term (see, e.g., Artemyev et al., 2017b Artemyev et al., , 2018 . For simplicity, we have omitted all terms proportional to the gradient of the particle bounce period (∼ d ln T∕d ). This is a reasonable simplification when considering a narrow range of resonant (for fixed 0 ) corresponding to our short wave packet approximation.
An additional uncertainty affecting the solution of equation (10) is related to the reduction procedure (the transformation of equation (8) into the more simple equation (10)). This procedure consists in a simple expansion of equation (8) over a short time of trapping motion. However, due to the form of equation (8), we expand only one part of this equation, for Θ = 1, whereas the part for Θ = 0 contains only a drift term and cannot be expanded. This asymmetry between Θ = 1 and Θ = 0 parts of equation (8) results from the fine relation between terms describing resonant particle trapping and nonlinear scattering (see details in Artemyev et al., 2016) . The reduced equation (10) violates this fine relation, and the resultant drift equation Ψ∕ t = −W( ) Ψ∕ no longer perfectly conserves the phase space volume (the number of particles). However, this problem can be solved by applying an approximate correction factor to the function W( ) ∼ (1−̄2(5Θ+1)). Let us introduce this correction factor into W as follows: W( ) ∼ (1 −̄2(5 Θ + 1)). The final solution Figure 10 . Results of numerical integration of 10 6 test particle trajectories described by equations (2). Two values of 0 are considered, and the electron distribution modified by nonlinear interactions is displayed as a function of energy at two different normalized times tR∕c. The initial distribution is shown in gray. System parameters are the same as in Figure 4 except that the wave amplitude is B w = 100 pT, and we use short wave packets with ≈ 15 (see details of wave packet model in Artemyev et al., 2012) . to equation (10) then becomes equal to Ψ = Ψ( st ) where the stagnation̄, defined as̄s t = 1∕ √ 5 + 1, gives the energy corresponding to W = 0 (for = 1, we get̄= 1∕ √ 6 as before, see Figure 6 ). The correction factor is obtained from the equation ∫ 1 −1 Ψ 0 d̄= 2Ψ 0 ( st ), which guarantees the conservation of the total number of resonant particles for a fixed 0 .
Critical  NL Value
Statistics of spacecraft observations of chorus wave packets (see Figures 2 and 3 and Zhang et al., 2018) provide the important distribution of the number of available trapping periods,  NL , for electron resonant nonlinear interaction with typical wave packets. We have used this empirical distribution of  NL to distinguish two regimes of nonlinear wave-particle interaction: a transition regime of (more or less) balanced nonlinear scattering and trapping ( NL < 10) and a regime of efficient trapping acceleration ( NL ≥ 10). The first regime has been considered and described in this paper, whereas a kinetic equation more suitable for the second regime (actually the most investigated one; see Bortnik et al., 2008; Demekhov et al., 2009; Hsieh & Omura, 2017; Omura et al., 2015 , and references therein) will be considered in a future study. The separation between these two regimes can be illustrated using estimates of the energy gained by trapped particles. Over one period Δt trap of trapped particle oscillations in the resonance, the energy variation can be written as Δ = ( R ∕ (z∕R))Δt trap v R ∕R where R is given by equation (5) and
√  w and the total energy variation ∑ Δ ∼  NL Δ is the sum of elementary variations Δ . The maximum elementary variation Δ , displayed in Figure 11 , remains small in the observed statistical  w range (see Figure 3 and Zhang et al., 2018) . As a result, the total energy variation of 200 to 500-keV trapped particles remains less than ∼ 10 NL % of their initial energy and it becomes really significant only for  NL ≥ 10.
2-D Drift Equation
To describe nonlinear wave-particle interactions in the particular case of short chorus wave packets, we have used a set of one-dimensional equation (10) giving the evolution of the electron distribution Ψ in energy space for a fixed 0 parameter. However, this equation (10) can be rewritten for a 2-D distribution Ψ 2D ( , 0 ), using the relation between drifts in and 0 : where W = W from equation (11) 
Equation (12) describes particle drifts in 2-D space ( , 0 ) due to nonlinear interaction with short and intense whistler-mode wave packets. The coefficient W in this equation depend on and 0 , as W from equation (11) depends on and on 0 = 0 ( , 0 ). Using equation (12) is essentially equivalent to using equation (10).
Although equation (12) describes the general evolution of the electron distribution function in a system including nonlinear wave-particle interaction, this equation has been derived based on a set of assumptions and approximations required for an analytical consideration of nonlinear resonances. A more detailed and accurate description of nonlinear interaction requires massive computer simulations including both the wave generation process and the consequences of electron resonant scattering/acceleration (e.g., Camporeale & Zimbardo, 2015; Katoh & Omura, 2007; Katoh et al., 2008; Nunn & Omura, 2012 Yoon & Pandey, 2013) .
Estimates of Characteristic Timescales for the Evolution of the Electron Distribution
An interesting property of the kinetic equation (10) is that its solution demonstrates the same dynamics as the solution of the classical quasi-linear diffusion equation, that is, a flattening of the particle distribution along resonant curves (Vedenov & Ryutov, 1975) given by energy conservation in the wave reference frame ( 0 = const) (e.g., Lyons & Williams, 1984; Summers et al., 1998) . Therefore, the final effect of nonlinear wave-particle interaction with short wave packets is almost indistinguishable from the final effect of quasi-linear diffusion-except for the fact that the evolution of the particle distribution is much faster in the nonlinear regime. The characteristic timescale of quasi-linear diffusion is roughly the inverse of the diffusion coefficient, QL ∼ 1∕D QL ∼ (B 0 ∕B w ) 2 (e.g., Kennel, Engelmann, et al., 1966) . However, the timescale of the evolution of the electron distribution due to nonlinear resonant interactions with an ensemble of intense short wave packets (with  w > 2) is NL ∼ 1∕V ∼ √ B 0 ∕B w (this scaling comes from V ∼ S res ∼ √ B w ∕B 0 , see Appendix B and, e.g., Albert, 2000; Karpman et al., 1974; Solovev & Shklyar, 1986) . Taking into account the fact that the average occurrence rate of such intense short wave packets (calculated as the sum of intense wave packet observation periods divided by the total time of lower-band chorus wave observations) is roughly ∼ 5-20% at L = 4-6 (see Figure 3 and Zhang et al., 2018) , we can estimate the order of magnitude of 
Conclusions
We have studied here the nonlinear resonant interaction of energetic and relativistic electrons with whistler-mode lower-band chorus wave packets. Based on THEMIS and Van Allen Probe observations of parallel chorus waves at L = 4-7 above the plasmapause, we have noted that the majority of intense waves potentially interacting with electrons in the nonlinear regime ( w > 2) consist of short wave packets. We have further shown that the majority of these short and intense wave packets lie in the parameter range 0.3 ≤  NL ≤ 3 corresponding to the transition regime of nonlinear interaction, where trapping-induced electron acceleration still remains far from its full efficiency due to the short time available for the resonant interaction.
Accordingly, starting from a general kinetic equation describing nonlinear wave-particle interaction (Artemyev et al., 2016) , we have derived a reduced form of this equation, valid in the particular situation when trapped particle motion is sufficiently short lived. The solution of this reduced kinetic equation, validated by comparison with test particle simulations, predicts a fast flattening of the electron distribution function within the resonant energy range (i.e., the formation of a plateau there). This effect is very similar to the evolution of the electron distribution due to quasi-linear diffusion, but it occurs much faster. A similar diffusion-like evolution of the electron distribution due to nonlinear wave-particle resonance was predicted in the work by Solovev and Shklyar (1986) , where the balance between nonlinear scattering and trapping processes was discussed for the first time in the case of constant amplitude waves.
The consequences for the dynamics of the outer radiation belt could be the presence of many periods of fast evolution of the electron flux distribution in energy, leading to final energization (and loss) of particles rather similar to the result of quasi-linear diffusion, but obtained on shorter timescales, of the order of 10 min instead of 10 hr. The existence of such fast variations could easily go unnoticed when examining most satellite measurements, due to the long periods (more than few hours) between two consecutive passages of a spacecraft at the same location. This could also affect the accuracy of radiation belt codes relying on quasi-linear diffusion alone for reproducing electron flux variations at different L shells, because the peak of electron phase space density produced by local chorus-induced energization (e.g., Li et al., 2014; Thorne et al., 2013) would occur faster than modeled by quasi-linear diffusion, leaving more time for these electrons to diffuse radially away from the peak toward both lower and higher Ls under the influence of ultralow frequency waves.
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where Ω ce = Ω ce (z), and we shift the phase by ∕2. The conjugated variables in the Hamiltonian (A3) are (z, p z ) and ( , I x ).
Appendix B
Using equation (2), we write R 2 (N 2 − 1)̈≈ −u w,R cos (B1)
and we assume that Ω pe = const. Equation (6) represents a mathematical pendulum equation. This equation describes the fast oscillations of the resonant phase in a system with more slowly varying parameters (the coordinate z changes much more slowly than the phase , for details see reviews by Omura et al., 1991; Shklyar & Matsumoto, 2009 Note that both coefficients r and u w,R are small (r ∼ D ∼ 1∕kR and u w,R ∼ Ω w ∼ B w ∕B 0 , whereas their ratio a = u w,R ∕r ∼ B w kR∕B 0 can be about 1. If |a| > 1, there are closed (trapped) particle trajectories in the phase plane ( , P ) (see details in, e.g., Omura et al., 1991; Shklyar & Matsumoto, 2009) , and particles moving along these trajectories oscillate around the resonancė∼ P = 0. One very important characteristic of such systems is the area S res filled by trapped particle trajectories:
where − is a solution of the equation a(sin + − sin ) − ( + − ) = 0 and + is a solution of the equation cos = 1∕a.
Appendix C
In this Appendix, we derive the equation for the area S res (needed to evaluate the Δ jump of scattered particles) in the limit of small S res . Let us start with the pendulum equation (6) and write it in terms of P =̇∕g, (note that the time derivative is taken here over fast variables, whereas slow variables are assumed to be frozen,̇z ≪̇):Ṗ = r (1 − a cos ) ,̇= gP ,
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(a) (b) Figure C1 . Schematic view of the effective potential energy U ( )∕r and area S res ( ). Main system characteristics are indicated.
where a, r, g are assumed to be constant. Equation (C1) 
The area S res is given by the integral (B4), and it is equal to zero for a ≤ 1. Thus, we can assume a = 1 + and consider the approximation of a small . In this case, the normalized potential energy U ∕r = − + a sin shown in Figure C1a has a local maximum for > 0. To define the coordinate of this maximum, + , we expand U ∕r ≈ − + (1 + )( − 3 ∕6) ≈ − 3 ∕6. Then, + can be found as a solution of dU ∕d = 0: + = √ 2 . Thus, for S res we have 
where − is a solution of the equation ( + − ) + ( 3 − 3 + )∕6 = 0: − = −2 + . All coefficients r, g, a depend on (through the definition of R (z), see equation (5). Figure C1b shows where
