Abstract. The Novikov equation is an integrable Camassa-Holm type equation with cubic nonlinearity. One of the most important features of this equation is the existence of peakon and multi-peakon solutions, i.e. peaked traveling waves behaving as solitons. This paper aims to prove both, the orbital and asymptotic stability of peakon trains solutions, i.e. multipeakon solutions such that their initial configuration is increasingly ordered. Furthermore, we give an improvement of the orbital stability of a single peakon so that we can drop the nonnegativity hypothesis on the momentum density. The same result also holds for the orbital stability for peakon trains, i.e. in this latter case we can also avoid assuming non-negativity of the initial momentum density. Finally, as a corollary of these results together with some asymptotic formulas for the position and momenta vectors for multi-peakon solutions, we obtain the orbital and asymptotic stability for initially not well-ordered multipeakons.
1. Introduction
The model. This paper is concerned with the Novikov equation
2 u x = 3uu x u xx + u 2 u xxx , t ∈ R, x ∈ R, (1.1)
where u(t) is a real-valued function. This equation was derived by Novikov [32] in a symmetry classification of nonlocal partial differential equations with cubic nonlinearity. By using the perturbative symmetry approach [27] , which yields necessary conditions for a PDE to admit infinitely many symmetries, Novikov was able to isolate equation (1.1) and derive its first few symmetries. Later, he was able to find an associated scalar Lax-pair, proving the integrability of the equation. Moreover, Hone and Wang have recently found a matrix Lax-pair representation of the Novikov equation, more specifically, they have shown that equation (1.1) arises as the zero curvature equation F t − G x + [F, G] = 0 which is the compatibility condition for the linear system [21] Ψ x = F (y, λ)Ψ and Ψ t = G(y, λ)Ψ, where y = u − u xx and the matrices F and G are defined by Moreover, by using this matrix Lax-pair representation, Hone and Wang showed how the Novikov equation is related by a reciprocal transformation to a negative flow in the SawadaKotera hierarchy. Solutions of (1.1) are known to satisfy several symmetry properties: shifts in space and time, i.e. if u(t, x) is a solution to equation (1.1) then so is u(t + t 0 , x + x 0 ), as well as space-time invertion, i.e. if u(t, x) is a solution of (1.1), then u(−t, −x) is another solution.
One of the most important features of the Novikov equations is the existence of peakon and antipeakon solutions [21] which are peaked traveling waves with a discontinuous derivative at the crest. In this case, for any c > 0 they are explicitly given by
Moreover, the Novikov equation also exhibit multi-peakons-antipeakons solutions. More precisely, for any given natural number n ∈ N, let us denote by q = (q 1 , ..., q n ) and p = (p 1 , ..., p n ) the position and momenta vectors respectively. Then, the n-peaked traveling wave solution on the line is given by u(t, x) = p j p k e −|q i −q j |−|q i −q k | , dp i dt = −p i (t)u t, q i (t) u x t, q i (t) = p i n j,k=1 p j p k sgn(q i − q j )e −|q i −q j |−|q i −q k | .
(
1.4)
There exist some similar expressions for periodic peakons and multipeakons solutions but we do not intend to deepen into this direction in this work. On the other hand, equation (1.1) can be rewritten in a compact form in terms of its momentum density as y t + u 2 y x + 3uu x y = 0, where y := u − u xx , (1.5) which can be regarded as a cubic nonlinear generalization of the celebrated Camassa-Holm (CH) equation [4, 17] , u t − u txx = uu xxx + 2u x u xx − 3uu x , equivalently y t + uy x + 2u x y = 0, (1.6) or the Degasperis-Procesi (DP) equation [14] , u t − u txx = uu xxx + 3u x u xx − 4uu x , equivalently y t + uy x + 3u x y = 0.
(1.7)
It is worth noticing that the last three equations in terms of their momentum densities correspond to transport equations for y(t). As a consequence, initial data with signed initial momentum density give rise to solutions with the same property. This is one of the key points to prove that smooth and sufficiently fast decaying initial data with signed initial momentum density give rise to global solutions.
Regarding the CH and the DP equations, both can be derived as a model for the propagation of unidirectional shallow water waves over a flat bottom by writing the Green-Naghdi equations in Lie-Poisson Hamiltonian form and then making an asymptotic expansion which keeps the Hamiltonian structure [1, 4, 8, 23] . Moreover, both of them can be written in Hamiltonian form as
where for the Camassa-Holm equation E(u) and F (u) are given by where v := (4 − ∂ 2 x ) −1 u. Moreover, both of them belongs to the so-called b-family introduced by Degasperis, Holm and Hones in [13] , u t − u txx = bu x u xx + uu xxx − (b + 1)uu x .
In [27] it was shown that the b-family corresponds to an integrable equation only when b = 2, 3, which corresponds exactly to the CH and the DP equations respectively.
On the other hand, the Novikov equation, as well as the CH and the DP equations, can also be written in a nonlocal form in the following way. From now on we shall denote by p(x) the fundamental solution of 1 − ∂ 2 x in R, that is p := 1 2 e −|x| . Then, we can rewrite (1.1) as u t + u 2 u x = −p * 3uu x u xx + 2u 8) which can be understood as a nonlocal perturbation of Burgers-type equations
or more generally as a nonlinear nonlocal transport equation. This latter fact has many implications, for instance, from the blow-up criteria for transport equations we obtain that singularities are caused by the focusing of characteristics. It is worth noticing that, in order to give peakons and multi-peakons a precise meaning as (weak) solutions of the Novikov equation, it is necessary to rewrite equation (1.1) in the non-local form as in (1.8) . In fact, due to their non-smoothness they can not be understood as strong solutions of the equation 1 .
At this point it is clear that the Novikov equation shares many of its remarkable analytic properties with both the CH and the DP equations, as the existence of a Lax-pair, the completely integrability and the bi-Hamiltonian structure [14, 21] , but also all of them exhibit both existence of peaked traveling waves as well as the phenomenon of wave breaking [4, 5, 8, 14, 32] . This latter one means that the wave profile remains bounded while its slope becomes unbounded. As the authors explain in [5] , understanding the wave-breaking mechanism not only presents fundamental importance from a mathematical point of view but also a great physical interest since it would help to provide a key-mechanism for localizing energy in conservative systems by forming one or several small-scale spots. Finally, we remark that, unlike the Novikov equation, peakon solutions for the CH and the DP equations have a slightly different form, which is given by ϕ c (x − ct) = cϕ(x − ct) := ce −|x−x 0 −ct| , c ∈ R \ {0}, x 0 ∈ R.
(1.9)
It is worth noticing that in sharp contrast with the Novikov equation, CH and DP peakons can move in both directions, left and right, just by changing the sign of c, while all Novikov peakons and anti-peakons move to the right. 1 Another way of defining peakons and multi-peakons as weak solutions of the Novikov equations is by rewriting (1.1) in a derivative form.
About the stability of these peaked solitary waves, the first proof of orbital stability was given in the Camassa-Holm case for H 1 -perturbations assuming that their associated momentum density defines a non-negative Radon measure [10] . The orbital stability for perturbations in the whole energy space H 1 (R) was proved by a direct approach by Constantin and Strauss in [11] (see also [24] for a proof in the Degasperis-Procesi case). Later, following the ideas in [11, 24] Liu et al. proved the orbital stability for Novikov's peakon solutions under the additional assumption of non-negative initial momentum density [25] . In this work we shall prove that we can drop this latter hypothesis (see Theorem 1.1 below).
From a physical point of view, all of these peakon solutions (1.3) and (1.9) reveal some similarities to the well-known Stokes waves of greatest height, i.e. traveling waves of maximum possible amplitude that are solutions to the governing equations for irrotational water waves [6, 34] . These traveling waves (Stokes waves) are smooth everywhere except at the crest, where the lateral tangents differ. Then, it is important from both a physical and a mathematical point of view to study these types of solutions.
1.2. Initial data space. Before stating our main results we need to introduce the functional spaces where our initial data shall belong. Following the ideas of [9, 15, 16, 28, 33] we define
where M b denotes the space of Radon measures with finite total variation on R. Moreover, from now on we shall denote by Y + the subspace defined by
denotes the space of non-negative finite Radon measures on R. A crucial remark in what follows is that, for any function v ∈ C ∞ 0 (R) we have
Thus, by density of C ∞ 0 (R) in Y , we deduce the same property for functions v ∈ Y + . Remark 1.1. We recall the following standard estimate which shall be useful in the sequel:
and hence it also holds that
Thus, we have Y (R) ֒→ u ∈ W 1,1 (R) : u x ∈ BV(R) , where BV(R) denotes the space of functions with bounded variation.
1.3. Main results. As we mentioned before, in this work we intend to address both, the orbital and asymptotic stability problems for a train of peakons.
1.3.1. Orbital stability in the energy space. Our first result is an improvement of the orbital stability property for the single peakon solution. Indeed, by some slight improvements and modifications of the proof in [25] , we shall show that the sign assumption on the momentum density is artificial, and hence it can be removed. This is rather an observation regarding the fact that the proof follows the one in [11] for the Camassa-Holm equation.
Theorem 1.1 (Orbital stability of peakons in the energy space). Let c > 0 be fixed. There
is a solution to the Novikov equation 12) such that E(·) and F (·) are conserved along the trajectory, then, the following estimate holds:
where ξ(t) ∈ R is any point where the function u(t, ·) attains its maximum.
Remark 1.2. It is worth noticing that, in contrast to the Camassa-Holm case, continuity with respect to time of the solution is not needed here. Specifically, we only need the quantities E(·) and F (·) to be conserved. Indeed, for any v ∈ H 1 ∩ W 1,4 , it holds that
only holds if we additionally assume that v belongs to some L ∞ -neighborhood of ϕ.
Once we have proved the orbital stability of a single peakon in some functional space we may consider the orbital stability problem for a train of peakons under the same hypothesis. In this regard, we obtain the analogous result to the last theorem for peakon train solutions of the Novikov equation. Theorem 1.2 (Orbital stability of a train of peakons in the energy space). Let c 1 , ...c n be n real numbers such that 0 < c 1 < ... < c n . There exists ε ⋆ > 0 small enough, L 0 > 0 and an universal constant C > 0 such that if for some 0 < T ≤ +∞,
is a solution to the Novikov equation (1.8) emanating from an initial data u 0 ∈ H 1 (R) ∩ W 1,4 (R) such that E(·) and F (·) are conserved along the trajectory and satisfying 13) for some array of numbers
Additionally, we have On the other hand, in [22] Hones et al. studied the asymptotic behavior of multipeakon solutions in the case when no antipeakons are allow. In particular, the limits of p i (t) andq i (t) in (1.4) as t goes to +∞ are determined. As a corollary of the previous theorem together with the study made in [22] we obtain the orbital stability of the whole manifold
In concrete, we have the following result: Corollary 1.3 (Orbital stability of not-well ordered multi-peakons). Let p 0 1 , ..., p 0 n be n positive real numbers and q 0 1 < ... < q 0 n . For any α > 0 and any δ > 0 there exists ε > 0 such that for any initial data u 0 ∈ Y + (R) satisfying 15) then the following holds: For all time t ∈ R we have
Moreover, there exists T > 0 sufficiently large such that
where G := { q ∈ R n : q 1 < ... < q n } and the parameters 0 < λ 1 < ... < λ n are the square roots of the eigenvalues of the matrix T P EP , where:
and T := (1 + sgn(j − k)) n i,j=1 .
1.3.2.
Asymptotic stability results. About the asymptotic stability of peaked traveling waves, the case of a single peakon have recently been addressed and proved by the author by a proof based in a rigidity property of the Novikov equation (see [33] Theorems 1.2 and 1.3).
Theorem 1.4 ([33]
). Let c > 0 be fixed. There exists an universal constant 1 ≫ ε ⋆ > 0 such that for any β ∈ (0, c) and initial data u 0 ∈ Y + satisfying 17) then the following property holds: There exists c * > 0 with |c − c * | ≪ c and a C 1 function
where 2 u ∈ C ti (R, Y + ) is the global weak solution to equation (1.8) associated to u 0 . Moreover, for any z ∈ R the following strong convergence holds
(1.18)
As we mentioned before, the main ingredient in the proof of Theorem 1.4 is a rigidity property of the Novikov equation ensuring that every H 1 -almost localized solution (c.f. Definition 1.1 in [33] ) to equation (1.8) is actually a peakon. This latter property has been proved by introducing a new Lyapunov functional not related to the (not conserved) momentum of the equation. The main result of the present work is the asymptotic stability for peakon train solutions.
Theorem 1.5 (Asymptotic stability of a train of peakons). Let c 1 , ...c n be n positive real number satisfying c 1 < ... < c n and β ∈ (0,
). There exists L 0 > 0 sufficiently large and ε ⋆ > 0 small enough such that if a solution u ∈ C ti (R, Y + (R)) to the Novikov equation associated to some initial data u 0 ∈ Y + (R) satisfies
then the following holds: There exists n positive real numbers c ⋆ 1 < ... < c ⋆ n and C 1 functions x 1 , ..., x n : R → R such that for all i = 1, ..., n,
Moreover, for any z ∈ R the following strong convergence holds:
Finally, gathering the latter theorem with the asymptotic obtained by Hones et al in [22] we obtain the following asymptotic stability result for the whole manifold N . Corollary 1.6 (Asymptotic stability of not-well ordered multi-peakons). Let p 0 1 , ..., p 0 n be n positive real numbers, q 0 1 , ..., q 0 n any sequence of real numbers satisfying q 0 1 < ... < q 0 n and let us consider 0 < λ 1 < ... < λ n defined as in Corollary 1.3. For any α > 0, any δ > 0 there exists ε > 0 sufficiently small such that if u 0 ∈ Y + (R) satisfies
then the following holds: There exists 0 < p 1 < ... < p n and C 1 functions q 1 , ..., q n :
2 By this we mean that u ∈ C(R, H 1 (R)) with y ∈ Cti(R, M b (R)). See definition 2.2 below.
Remark 1.4. Notice that due to the fact that the Novikov equation (1.8) is invariant under the transformation u(t, x) → −u(t, x), we also deduce the orbital and asymptotic stability result for a train of antipeakon profiles with perturbations in the class of H 1 functions with momentum density belonging to M − b (R). 1.4. Organization of this paper. This paper is organized as follows. In Section 2 we introduce some definitions and state a series of results needed in our analysis, for instance, the local and global well-posedness results in the class of solutions we shall work with. In section 3 we prove the orbital stability result for a single peakon solution. In section 4, following the ideas of the latter section we prove the orbital stability of a train of peakons. Finally, in section 5 we prove the asymptotic stability of peakon trains for Y + (R) perturbations.
Preliminaries

Preliminaries and definitions.
In order to make regularization arguments, in the sequel we shall need the following family of functions: Let {ρ n } n∈N be a mollifiers family definied by
It worth to notice that for any n ∈ N we have ρ n L 1 = 1. On the other hand, from now on we shall denote by C b (R) the set of bounded continuous functions on R, and by C c (R) the set of compactly supported continuous functions on R. Throughout this paper we shall also need the following definitions.
Definition 2.1 (Weakly convergence of measures). We say that a sequence {ν n } ⊆ M converge weakly towards ν ∈ M, which we shall denote by ν n ⇀ ν, if ν n , φ → ν, φ , for any φ ∈ C c (R).
Remark 2.1. Notice that we are adopting the standard Measure Theory's notation for the weak convergence of a measure. Nevertheless, we recall that from a Functional Analysis point of view this convergence corresponds to the weak-* convergence on Banach spaces. Definition 2.2 (Tightly and weak continuity of measure-valued functions). Let I ⊆ R be an interval.
(1) We say that a function f ∈ C ti (I,
Definition 2.3 (Weak convergence in C ti (I)). Let I ⊆ R be an interval. We say that a sequence
2.2.
Global well-posedness. In the proofs of Theorem 1.5 we shall need to approximate non-smooth solutions of equation (1.8) by sequences of smooth solutions. In this regard, we shall need a global well-posedness result on a class of smooth solutions. In [35] , following the ideas of the seminal work of Constantin and Escher [7] on the Camassa-Holm equation, Wu and Yin proved the smooth global well-posedness for initial data with non-negative momentum density.
Theorem 2.4 ([35]
). Let u 0 ∈ H s for s ≥ 3, with non-negative momentum density y 0 belonging to L 1 (R). Then, equation (1.1) has a unique global strong solution
Moreover, we have that E(u) and F (u) are two conservation laws. Additionally, denoting by y(t) := u(t) − u xx (t) the momentum density, we have that y(t) and u(t) are non-negative for all times t ∈ R and |u x (t, ·)| ≤ u(t, ·) on R.
Unfortunately, since peakon profiles do not belong 3 to H 3/2 (R), they do not enter into this framework either, and hence this theorem is not useful for our purposes. Nevertheless, by following the work of Constantin and Molinet [9] , in the same work Wu and Yin also proved a global well-posedness theorem for a class of functions containing peakons. This result shall be crucial in our analysis. However, we shall need a slightly improved version of this theorem, which we state below.
Then, the following properties hold:
1. Uniqueness and global existence: There exists a global weak solution
associated to the initial data u(0) = u 0 such that its momentum density
. Additionally E(u) and F (u) are conservation laws. Moreover, the solution is unique in the class
Continuity with respect to the initial data H 1 (R): For any sequence {u 0,n } n∈N bounded in Y + (R) such that u 0,n → u 0 in H 1 (R), the following holds: For any T > 0, the family of solutions {u n } to equation (1.8) associated to {u 0,n } satisfies
Proof. We refer to [28, 29] , Propositions 2.2, for a proof of this theorem in both the CamassaHolm and the b-family case. Notice that the same proof applies to the Novikov equation, provided Theorem 2.4 and the fact that the first point of the statement was proven in [35] , except for the fact that y ∈ C ti (R, M + b ), which can be proven in exactly the same fashion as in [28] .
2.3. Local well-posedness. To study the orbital stability of a train of peakons, since we are not assuming positivity of the momentum density we shall need a suitable well-posedness theorem. In this regard, in [18] the following local well-posedness for smooth solutions was derived. Nevertheless, as we discussed before, neither peakons nor peakon trains belong to this class of initial data. However, in [12] Danchin noticed that, in the Camassa-Holm case, the maximal existence time of a solution u ∈ H s (R) for s > 3 2 is bounded from below by a positive real number, which allowed him to obtain local weak solutions without the positivity assumption on the initial momentum density. The following theorem states the analogous result for the Novikov equation. 
Proof. As we discussed before, the proof of local existence for weak solutions is mainly contained in [12] for the Camassa-Holm case. Nevertheless, for the sake of completeness, since it has not been shown for the Novikov equation we sketch the prove of it. The idea is to combine the smooth global well-posedness theorem 2.6 with an apriori estimate of the total variation of the momentum density. In fact, let us fix T < 2 y 0 −2 M and consider the family of smooth initial data u n,0 := ρ n * u 0 ∈ H ∞ . Notice that by Young's inequality we have y n,0 L 1 ≤ y 0 M . Then, by Theorem 2.6 there exists a unique solution
On the other hand, by (1.5) we know that y n := u n − u n,xx solves y n,t + u 2 n y n,x + 3u n u n,x y n = 0 and hence ∂ t |y n | + ∂ x (u 2 n |y n |) = −|y n |u n u n,x . Thus, after integration in the space variable and by using that
which leads us to,
Finally, notice that the previous estimate give us an uniform bound on u n,x L ∞ for t ≤ min{T n , 2 y 0 −2 M }, where T n denotes the maximal existence time of u n (t). Hence, due to the blow-up criteria, for all n ∈ N this uniform bound leads us tô
where we are denoting by T y 0 := 2 y 0 −2 M . Therefore, we conclude the apriori estimate which leads us to the local existence. The remaining part of the proof follows from standard compactness arguments to justify the pass to the limit. We refer to [12] Theorem 5 for a detailed proof of this last part (the interested reader may also consult to [31] , Theorem 4 for a proof of this last part).
Orbital stability of peakons in the energy space
In this section we show that under some slight improvements and modifications of the proof in [25] we are able to obtain Theorem 1.1. For the sake of simplicity we split the proof in several lemmas, which we shall state and prove in the next subsection.
3.1. General estimates. In this subsection we shall prove some general formulas and estimates holding for any function belonging to H 1 (R) ∩ W 1,4 (R), which are the minimum requirements for E(u) and F (u) to be well-defined.
Lemma 3.1. For any v ∈ H 1 (R) and any z ∈ R we have
Remark 3.1. Notice that the previous lemma ensures us that the minimum of the H 1 (R)-distance between v and the set {ϕ c (· − ξ) : ξ ∈ R} is reached exactly at any point ξ ∈ R where v(·) attains its maximum.
Proof. The proof follows from direct computations. In fact, recalling that ϕ ′′ c = ϕ − 2δ, after integration by parts we obtain
The proof is complete.
and let ξ ∈ R be any point where v(·) attains it maximum, that is, v(ξ) = max R v(x). Then, denoting this quantity by M := v(ξ) we have,
Proof. First of all let us start by introducing some notation. From now on we denote by g and h the functions given by
x , x > ξ. Then, on the one-hand, by direct computations we havê
Thus, rearranging and simplifying terms we obtain
Similarly, rearranging and simplifying terms we get
Plugging the last two formulas together we obtain
On the other hand, by using a 2 + b 2 ≥ 2ab we have
Therefore, by using the latter inequality we deduce h(x) ≤ 4 3 v 2 and hencê
Gathering (3.2) with (3.3) we obtain the desired result.
The following lemma gives us an estimate of the distances between the evaluations of E and F at u and ϕ c in terms of the distance of u 0 and ϕ c in
Proof. Let us start estimating the difference of the energies. First of all notice we recall that
Hence, by using the hypothesis, triangular inequality and the previous identities we obtain
Then, by using the reverse triangular inequality we get
For the second estimate let us start by rearranging the integral terms involved in F (·). In fact, it easy to see that
Now notice that, on the one hand, by using Hölder's and triangular inequalities, together with Sobolev's embedding H 1 ֒→ L 4 we obtain
On the other hand, by using Hölder's and triangular inequality again we get
Gathering both estimates we obtain the desired result. The proof is complete.
We finish this section by estimating the remaining term in formula (3.1) when choosing ξ ∈ R to be the natural candidate to study the orbital stability of ϕ c .
arbitrary and let us denote by M := max R v(·).
Assume that for some 0 < ǫ ≪ min{1, c} the following estimates are satisfied
Then, the following estimate holds
Proof. First of all we recall that, by Lemma 3.3 we have
Now, let us introduce the fourth-order polynomials P (q) and P (q) which are given by
By evaluating the latter polynomial in M and rearranging terms we have
At this point it is worth noticing that, due to both identities in (3.4), we can rewrite P (q) as:
Noticing that M ≥ 0 and due to the fact that (by Lemma 3.3) P (M ) ≤ 0, we deduce that
Therefore, by using both hypotheses in (3.5) and due to the fact that M ≤ 2 √ c, we conclude
3.2.
Proof of Theorem 1.1. With all the previous lemmas we are able to conclude the proof of Theorem 1.1. First of all, we recall that since E(·) and F (·) are conserved along the trajectory, for any t ∈ [0, T ) we have
Now, notice that by applying Lemma 3.1, for any time t ∈ [0, T ) we have
where ξ(t) denotes any space-point where v(t, ·) attains its maximum, i.e. M (t) = v(t, ξ(t)) = max R v(t, ·). On the other hand, by using Lemma 3.3 with u 0 and ǫ = ε 4 together with the conservation laws (3.7) we deduce that u(t) satisfies the hypothesis of Lemma 3.4 for all times t ∈ [0, T ). Finally, notice that the right-hand side of estimate (3.6) only depends conserved quantities, and hence we obtain
Therefore, plugging the latter inequality into (3.8) we conclude
Orbital stability of a train of peakons
The proof of the orbital stability for peakon trains follows similar ideas to those shown for the single peakon. Thus, as in the previous section, for the sake of simplicity we shall split the proof of Theorem 1.2 in several lemmas which we shall state and prove in the next subsection.
On the other hand, in order to make the computations more understandable we shall need to introduce some extra notation for the sum of peakons. From now on, for any choice of speeds (c 1 , ..., c n ) ∈ R n + and any vector z := (z 1 , ..., z n ) ∈ R n we shall denote by R z the sum of n peakons with speeds c 1 , ..., c n centered at z 1 , ..., z n respectively, that is
Now, before getting into the proof we shall need a modulation lemma in order to ensure that no strong interactions between different peakons happen.
Modulation around multipeakons.
Let α and L any pair of positive real numbers. We consider the neighborhood of radius α around the sum of all well-ordered n peakons with speeds c 1 , ..., c n separated by at least L, i.e,
By a bootstrapping argument and due to the continuity of the map t → u(t) from [0, T ) into H 1 (R), in order to conclude Theorem 1.2 it is sufficient to prove that the following holds: There exist
to the Novikov equation (1.8) satisfying the hypothesis of Theorem 1.2 is such that there exists t * ∈ (0, T ) with the property:
then, at t = t * we have
Therefore, in the rest of this section we shall assume that (4.2) holds for some ε ∈ (0, ε ⋆ ) and some L > L 0 and we shall prove that under these hypothesis we have (4.3).
The next lemma ensure us that the different bumps of u(t) that are individually close to a peakon get away of each other as time evolves. This shall be crucial in the sequel.
) be a solution to the Novikov equation (1.8) satisfying the assumptions of Theorem 1.2. There exists α 0 > 0 small enough and L 0 > 0 sufficiently large such that for any 0 < α < α 0 the following holds: If for some t * ∈ (0, T ) the solution u(t) satisfies
where
are chosen in such a way that for all t ∈ [0, t * ] the following orthogonality conditions holdˆR
where ρ n is defined in (2.1) and n 0 ∈ N satisfies:
Moreover, with this election of shifts we have that there exists C > 0 such that for all t ∈ [0, t * ] we have:
Furthermore, for all i = 1, ...n (n − 1 respectively) and all t ∈ [0, t * ] the following estimates hold:
Additionally, by setting the family of time-dependent intervals J i (t) := [y i (t), y i+1 (t)], where
then, for all t ∈ [0, t * ] there exists x i (t) ∈ J i (t) for i = 1, ..., n, such that u t, x i (t) = max
Proof. See the appendix, Section 6.1.
4.2.
Almost monotonicity property. By using the previous lemma we shall define the modified energy functionals measuring the energy at the right of each bump of u(t). In fact, from Lemma 4.1 we deduce the existence of C 1 functions x 1 , ..., x n satisfying (4.5)-(4.8). From now on we shall denote by Ψ i,K the family of weight functions given by 10) where the family {y i } n i=1 is defined in (4.9). Now, for each i = 1, ..., n and K > 1, we define the modified energy functional
As we discussed before, the idea of defining these functionals is to be able to measure the energy of u(t) at the right of each bump. In particular, for all times t ∈ [0, T ) we have
Finally, let us fix σ 0 :=
The following lemma give us the almost monotonicity property of the energy at the right.
, for all i = 2, ..., n, and all t ∈ [0, t * ]. (4.11)
Proof. See the appendix, Section 6.2.
General estimates.
In this subsection we shall prove some general formulas and estimates holding for any function belonging to H 1 (R) ∩ W 1,4 (R). All of these formulas and estimates are just the localized versions of the ones in Section 3.1. In this regard we shall need the following definitions. Let us consider the family of functions Φ i (t, x) given by
It is important to point out that this family of functions satisfies
On the other hand, notice that for L, K > 0 large enough and every i = j we have
In the sequel we shall need localized versions of the conservation laws in (1.2). In this regard, from now on we denote by E i and F i the localized functionals given by
The next lemma give us a global identity which shall be crucial in the sequel. 
Proof. The proof follows from direct computations. In fact, recalling that ϕ ′ c i (x) = − sgn(x)ϕ c i (x) and by integrating by parts we obtain
On the other hand, notice that since
Gathering the last two formulas we obtain the desired result. Notice that the implicit constant involved in O e −L/4 only depends on c 1 , ..., c n . The proof is complete.
Important: From now on we fix K = Then, for all t ∈ [0, t * ] the following inequality holds:
where M i denotes the local maximum
Proof. First of all let us start by introducing some notation. For each i = 1, ..., n we define g i and h i the functions given by
x , x > x i (t). Then, on the one-hand, by direct computations we havê
Now, by integration by parts we obtain
Similarly, by integration by parts again we get II =ˆ+
Plugging the last two formulas together we deducê
On the other hand, notice that by using a 2 + b 2 ≥ 2ab we have
Thus, by using the latter inequality deduce h i (x) ≤ 4 3 u 2 and hence, by using (4.2) we get
Now it is important to notice that, since |x i −z i | ≤ 1 20 L, we deduce that Φ i (x i ) = 1+O e −L 1/2 . Therefore, gathering the latter inequality with (4.14) we obtain
. Therefore, we conclude the proof of (4.13) by plugging the latter estimate for Φ ′ i on R into (4.15). As a consequence of the previous lemmas we obtain the following corollary.
Lemma 4.5. Under the hypothesis of Lemma 4.1 and by considering x 1 (t), ..., x n (t) the functions constructed in such lemma, the following holds: For all t ∈ [0, t * ] we have
Proof. In fact, recalling that by hypothesis we have u(t) ∈ U (α, 1 2 L) for all t ∈ [0, t * ], on account of Lemma 4.1 there exists x 1 (t), ..., x n (t) such that x i (t) ∈ J i (t) and
Finally, recalling that u t, x i (t) = max J i (t) u(t, ·), by applying Lemma 4.3 we conclude
which lead us to the desired result.
Finally, the next lemma gives us a more accurate estimate of the last non-negligible term in formula (4.12) once we choose {z i } n i=1 to be the natural candidate to study the orbital stability of a train of peakons, that is, the family of local maxima {x i } n i=1 given by Lemma 4.1.
Lemma 4.6. Let u(t, x) be the solution of the Novikov equation
Proof. In fact, first of all we recall that for every i = 1, ..., n the associated peakon profile satisfies E(ϕ c i ) = 2c i and F (ϕ c i ) = 
Therefore, by adding-up all the inequalities for i = 1, ..., n and rearranging terms we obtain
Now for the sake of readability we split the proof into three step, each of which is devoted to bound each sum.
Step 1: In this first step we are devoted to bound I. First of all notice that by (4.16) and the continuous embedding
and hence 0 < M 1 < ... < M n .
On the other hand, by using Abel's transformation, the almost monotonicity Lemma 4.2 and the above estimate, we conclude
which gives us an admissible estimate.
Step 2: Now we intend to bound II. In fact, by using the exponential decay of each ϕ c i and each Φ i , due to hypothesis (1.13) and by using the reverse triangular inequality we obtain
Step 3: Finally, to estimate the last term we start by rearranging terms. In fact, notice that each term in III can be rewritten as
For the sake of readability from now on we shall denote by ϕ c i = ϕ c i (· − x i (0)). That being said, notice that by using the exponential decay of both ϕ c i and Φ i , Hölder's and triangular inequalities together with Sobolev's embedding H 1 ֒→ L 4 we obtain
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Similarly, due to the exponential decay of ϕ c i and Φ i , by using Hölder's and triangular inequalities we get
Adding-up all the previous estimates we conclude the proof of the lemma.
Proof of Theorem 1.2.
First of all, notice that by using (1.13) and the reverse triangular inequality we deduce
On the other hand, by using Lemma 4.3 together with Lemma 4.6 as well as the previous estimate, recalling that
In other words, there exists C > 0 such that
Therefore, by taking C, the constant appearing in (4.2), so that C 2 = 4 C we conclude the proof of the theorem.
4.5.
Proof of Corollary 1.3. As we mentioned in the introduction, the Novikov equation (1.8) possesses multi-peakon-antipeakon solutions given by
where the pairs (p i , q i ) ∈ R 2 satisfy the Hamiltonian system of ODEs:
It is easy to check that the local solutions of this differential system can be uniquely extended as long as the q i 's remain different from each other. In fact, if for some time t * and some i = j we have q i (t * ) = q j (t * ), then uniqueness fails and this breakdown leads to the usually subtle question regarding continuation of solutions beyond the collision. In the Camassa-Holm case this latter question is rather well-understood (see for instance [2, 3, 19, 20] then, (4.18) holds for all times t ∈ R. In particular, under these hypothesis the different peakons never overlaps each other. For example, if a large peak follows a smaller one, due to its different speeds, they shall eventually get close enough so that the larger one shall transfer part of its energy to the smaller one. Then, the smallest shall become the largest and both peakons shall be well ordered.
Regarding the asymptotics of (p i , q i )(t), in [22] Hones et al. also proved that under these hypotheses the following equalities hold: where we recall that the values λ i correspond to the square roots of the eigenvalues of the matrix T P EP defined in the statement of Corollary 1.3. Now, let δ > 0 small but fixed and let us consider p i (0), q i (0)) satisfying (4.18). Hence, from the asymptotics of p i (t) and q i (t) we deduce the existence of a time T ≫ 1 sufficiently large such that for all i = 2, ...n we have
with L being any positive number satisfying L > 2 max L 0 , δ A −8 , where A = 2 max{1, A} and A > 0 is the implicit constant involved in (1.14). Thus, by using the second item in Theorem 2.5 we deduce that there exists ε > 0 small enough only depending on T and δ such that for any initial data u 0 ∈ Y + (R) satisfying (1.15) the following holds: For all t ∈ [−T, T ] we have
On the other hand, due to the fact that the Novikov equation (1.8) is invariant under the transformation (t, x) → (−t, −x), Theorem 1.2 also holds when replacing t by −t, z i by −z i and x i (t) by −x i (−t). This give us the same stability result backwards in time for a train of peakons that are ordered in the inverse order than in the statement of Theorem 1.2. Therefore, by gathering (4.18) with (4.20) together with Theorem 1.2 we conclude (1.16). Now, to prove the second part of the corollary, it is enough to notice that by using (4.19), by making T bigger if necessary, without loss of generality we may also assume that
Thus, by using (4.20) we obtain that
Hence, we conclude by using Theorem 1.2. The proof is complete.
Asymptotic stability of a train of peakons
In this section we aim to prove Theorem 1.5. Notice that gathering this latter result with the asymptotics for multipeakons stated in subsection 4.5 and Corollary 1.3, we immediately obtain Corollary 1.6.
From now on we shall follow Molinet's ideas (see [28] ) for the Camassa-Holm equation, which are based on the proof of asymptotic stability for the sum of n-solitons for the gKdV equation (see [26] ).
Almost monotonicity lemma.
In the rest of this paper we shall need to explicitly study the behavior of the solution u(t) on both, the left and right part of the space. We recall that the weight function Ψ is given by
Now, let us fix (for the rest of this paper) some parameters:
and σ := C min{c 2 − c 1 , ..., c n − c n−1 , β}, where C := min{1, C −1 } and C > 0 is the implicit constant involved in (1.14).
Lemma 5.1 (Almost monotonicity of the energy). Assume that we are under the hypothesis and notations of Theorem 1.5 and Lemma 4.1. Additionally, set δ 1 , ..., δ n ∈ (0, 1) and define the family of differentiable functions z 1 , ..., z n : R → R as follows
. Then, there exists R 0 > 0 sufficiently large such that for all t ∈ R it holds
Moreover, for any R > R 0 the following property holds: For each i = 1, ..., n there exists t i R > 0 only depending on R such that for any t i 0 ≥ t i R , defining the modified energy functionals
the following estimates hold:
Moreover, for any i = 1, ..., n − 1 we have
Proof. The proof is somehow contained in the proof of Lemma 4.2, which at the same time is somehow contained in the proof of Lemma 3.2 in [33] . However, for the sake of completeness we show a sketch of the proof in the appendix. See Section 6.3.
Now, before going further we shall need to introduce some additional notation. For v ∈ Y and R > 0 we define the functionals J R l and J R r given by J
. Now, under the notations of the previous lemma notice that, for this choice of parameters and from the definitions of J R r and I R i we immediately obtain that J R n,r (t) := J R r u(t, · + x n (t)) ≥ I R n (t), ∀t ≤ t n 0 , where I R n (t) is the functional defined in Lemma 5.1. Moreover, notice that in particular we have J R n,r t n 0 = I R n (t n 0 ). Thus, by using (5.4) we obtain
where C > 0 is the constant appearing in (5.4). On the other hand, for the sake of notation we also introduce the functional I R i (t) given by I
, where the parameter δ i > 0 is defined in Lemma 5.1. Notice that due to the energy conservation together with inequality (5.4) we deduce
Therefore, from the energy conservation and the previous inequality we deduce that for all i = 1, ..., n and all t ≥ t i 0 we have
The case of J R i,r is more subtle and its proof is the aim of the following lemma. Lemma 5.2. Assume we are under the hypothesis and notations of Lemma 5.1. For i = 1, ..., n − 1 define the following modified energy functionals
Then, for any R > 0 and all pair (t, t 0 ) satisfying t i+1 R ≤ t ≤ t 0 the following inequality holds: J where {t i R } n i=1 are defined in the proof of Lemma 5.1 (see (6.11)). Proof. See the appendix, Section 6.4.
5.2.
End of the proof of Theorem 1.5. The following property is the analogous convergence result for a single peakon in the case of a train of peakons.
Lemma 5.3. For every i = 1, ..., n the following strong convergence holds:
where ρ i (t) := u t, x i (t) , i.e. the maximum of u(t) over the sets J i (t) defined in Lemma 4.1. Moreover, in the case i = n the following holds: For every A > 0 we have
Proof. This is a consequence of Proposition 4.2 in [33] and the second inequality in (4.8). In fact, notice that the proof of that proposition only requires Lemmas 5.1 and 5.2 of the present work to hold. Since the proof follows exactly the same lines as the ones in Proposition 4.2 in [33] , we only sketch it for the case i = n. In fact, following exactly the same lines it is possible to show that for any increasing sequence t n → +∞ there exists a subsequence {t n k } and a function u ⋆ 0 ∈ Y + such that as k → +∞ we have
(5.12) Then, by using the almost monotonicity inequalities (5.6) and (5.8) we can prove that the weak solution to equation (1.8) associated to u ⋆ 0 is actually an H 1 -almost localized solution, and hence it is a peakon (c.f. Theorem 1.3 in [33] ). Therefore, there exists x 0 ∈ R and c * n > 0 such that u ⋆ 0 = ϕ c * n (· − x 0 ). On the other hand, notice that due to the local strong L 2 convergence we deduce that for all K ⊂ R compact we have
On the other hand, due to the fact that |v x | ≤ v for any v ∈ Y + we deduce lim inf
Thus, by a standard result in Functional Analysis we know that the weak convergence result together with the previous inequality implies that
Finally, let us prove the strong H 1 convergence in (−A, ∞) for any fixed A > 0. In fact, first of all, notice that the weak convergence result (5.12) together with the uniform estimate (4.7) and the definition of ε ⋆ implies that ϕ c ⋆ n (· − x 0 ) − ϕ cn H 1 ≤ Cε ⋆ and |c n − c * n | ≪ σ, and hence, by using the local strong convergence (5.13) we infer that |x 0 | ≪ 1. On the other hand, notice that the weak convergence result (5.12) forces u ⋆ 0 to satisfy the n-th orthogonality condition (4.5). Therefore, by using (4.6) we obtain that x 0 has to be equal to zero. Finally, notice that the convergence result (5.13) together with (4.7) implies that
Thus, defining ρ n (t) := max{u(t, ·) : x ∈ J n (t)} we deduce that as k → +∞ we have
Since this is the only possible limit we conclude that as t → +∞ we have
14) Now, we claim that the latter convergence result implies that for any fixed A > 0, as t → +∞, the following convergence holds:
In fact, let δ > 0 be fixed and consider R ≫ 1 sufficiently large such that
where C > 0 is the constant involved in (5.6). Then, from the almost decay of the energy at the right (5.6) we infer that J R r u(t, · + x n (t)) < 2δ, for all t ∈ R. Nevertheless, the latter inequality together with the local strong convergence in H 1 given in (5.15) immediately implies that, for any A > 0 we have
The sketch of the proof is complete.
Important: Notice that in the same fashion as in (5.12), following the same lines in Proposition 4.2 in [33] and by using the rigidity Theorem we deduce that for any increasing sequence t n → +∞ the exists a subsequence t n k and positive numbers c * 1 , ..., c * n such that
Now, before going further let us introduce some notation. From now on and for i = 1, ..., n we shall denote by W i and w i the functions defined by
Additionally, we define the following modified energy functional
which corresponds to I yn(t n R )−xn(t n R ) n (t) by redefining z n (·) as y n (·) in Lemma 5.1, where
are defined in Lemma 4.1 and we change y 1 (t) := β 2 . Now, notice that for t ≥ t n R we have that x n (t n R ) − y n (t n R ) ≥ R ≥ R 0 , and hence, by the same proof as in Lemma 5.1 we deduce that I is almost non-increasing for t ≥ t R .
The following two lemmas about the convergences of ρ i (t) and˙ x i (t) in the case of the fastest peakon (i.e. i = n) follow the same lines as the ones for the single peakon case (c.f. [33] , see also [28] ). However, for the sake of completeness we prove it anyway. Lemma 5.4. As t goes to +∞ the following convergence holds:
In particular, as a consequence of the previous convergence, as t goes to +∞ we also have:
Proof. In fact, let ǫ > 0 arbitrarily small but fixed and consider R ≫ 1 sufficiently large such that Ce −R/6 < ǫ. Then, by using (5.8) as well as the energy conservation we obtain that for all t > t ′ > t n 0 we havê
On the other hand, due to the strong convergence result (5.11) and the exponential localization of both ϕ and Ψ, we infer that there exists t 0 ≫ 1 sufficiently large such that for all t ≥ t 0 we have
Plugging the last two inequalities together we conclude that for any pair of times (t,
Since ǫ > 0 was arbitrary, the latter inequality forces ρ(t) to have a limit at +∞ and thus to converge to lim
what finish the proof of the lemma.
Lemma 5.5. As t goes to +∞ the following convergence holds˙ x n (t) → c * n . Proof. First of all, let us start by recalling and introducing some notation:
Now, on the one-hand, by differentiating the n-th equation in (4.5) with respect to time and by using that ϕ satisfies the equation ϕ − ϕ ′′ = 2δ we obtain
On the other hand, by using that ϕ solves (1.8) we infer that each ω i (t, x) satisfy the following equation:
Therefore, using that u(t) also solves (1.8), by replacing u = w 1 + n i=1 ω i and then using the equation satisfied by each ω i we obtain
On the other hand, notice that due to (5.11), inequality (4.8) and the exponential decay of both ω i and ω n n 0 we deduce that
Therefore, by taking the L 2 -inner product from equation (5.19) against ω n n 0 ,x and noticing that ω n,x (t), ω n n 0 ,x (t) L 2 ,L 2 ≡ constant > 0 for all times t ∈ R we concludė x n − c * n → 0 as t → +∞. The proof is complete.
Finally, it only remains to prove the analogous properties to Lemmas 5.4 and 5.5 for the cases i = 1, ..., n − 1. This is the aim of the remaining part of this subsection.
Inductive argument: Now we proceed by an inductive argument, that is, from now on we assume that for some i ⋆ ∈ {1, ..., n − 2} it holds that 
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and we intend to prove that, as t goes to +∞, this implies that˙
For the sake of simplicity we split the proof into 6 steps where only the first five of them are devoted to prove the inductive argument. First, we start by proving some extra monotonicity property. The second step intends to state the analogous to the convergence result (5.11) in the case i = n. Then, we prove the convergences of the scaling and velocity parameters. In step five we intend to conclude the inductive argument by proving (5.21). Finally, in the last step we are devoted to conclude the convergence result (1.20) on the first set in A t . For the sake of simplicity from now on we drop the superindex in i ⋆ and hence we just denote it by i.
Step 1:
). We claim that both functionals J R l w i+1 (t, · + x i (t) and J R r w i+1 (t, · + x i (t) enjoy the almost monotonicity properties (5.8)-(5.9) for t ≥ τ R i ≥ t R i where τ R i is a sufficiently large parameter to be fixed. In fact, first of all notice that due to (4.8) and (5.20) we deduce that for every ǫ > 0 there exists t i ǫ ≫ 1 sufficiently large such that for all t ≥ t i ǫ we have
what proves the assertion for J R l . Now, in order to deal with the second case we start by rewriting J R r as
Thus, on the one-hand, by using (4.8) again we have
while on the other hand, by using the inductive hypothesis (5.20) together with (4.8) we deduce that as t goes to +∞ we have
Therefore, by gathering both convergences we conclude the claim for τ i R ≫ t i ǫ sufficiently large.
Step 2: Now we claim that for all A > 0 the following strong convergence holds:
In fact, it is enough to recall that due to the inductive hypothesis (5.20) we have that for any ǫ > 0 arbitrarily small, there exists t i ǫ ≫ 1 sufficiently large such that for all t ≥ t i ǫ we havê
Moreover, due to (4.8), by making t i ǫ bigger if necessary we can also assume that for any
Therefore, by gathering the above inequalities together with the almost monotonicity result for J R r w i+1 (t, · + x i (t)) with R = y i+1 (t i ǫ ) + x i (t i ǫ ) and the strong convergence result (5.10), we conclude that for all A > 0 fixed we have
which proves the claim.
Step 3: Our aim now is to prove the convergence of the scaling parameter ρ i (t). In fact, first of all notice that due to (4.8), the exponential decay of ϕ, ϕ ′ and Ψ and the latter strong convergence result in H 1 ((−A, ∞)) we deduce that for any δ > 0 there exists R δ > 1 and
Then, the almost monotonicity of J R δ l (·) implies that ρ i (t) → c * i as t → +∞ for some c * i close to c i . In fact, from the almost monotonicity of J R δ l w i+1 (t, · + x i (t)) and the latter inequality it follows that
δ . Since δ > 0 is arbritary, this forces ρ(·) to have a limit at +∞, what ends the proof. Notice that, in particular, the following convergence holds
Step 4: Now we intend to prove that˙ x i (t) → c * i as t → +∞. We point out that the proof is somehow contained in the proof of Lemma 5.5. In fact, notice that by differentiating the i-th equation in (4.5) with respect to time and recalling that ϕ satisfies ϕ − ϕ ′′ = 2δ we obtain
On the other hand, notice that due to (5.22) , inequality (4.8) and the exponential decay of both ω i and ω i n 0 we deduce that
Therefore, by taking the L 2 -inner product from equation (5.19) against ω i n 0 ,x and noticing
Step 5: Now we intend to conclude the inductive proof, which at the same time proof the convergence result (1.20) on the second set in A t . In fact, first of all let us recall that from the previous steps we know that for any A > 0 we have that as t → +∞ the following holds:
Now, let η > 0 arbitrarily small but fixed. Let us consider R ≫ 1 sufficiently large such that
Hence, by the previous convergence results we deduce the existence of a time point t 0 > 0 sufficiently large for which x i (t 0 ) > R and such that for all t ≥ t 0 we have
Moreover, by making both R and t 0 bigger if necessary we can also assume that for all y ≥ R and all t ≥ t 0 it holds
On the other hand, by using (5.23), inequality (4.8) and the previous inequalities we deduce that for all y ≥ R and all t ≥ t 0 we have
Now, for j = 2, ..., n − 1, we consider the following velocities x j (t). Now notice that, with this specific choice of velocities z i , the functional I −R i,t 0 defined in Lemma 5.1 satisfies the almost monotonicity property. Thus, by using inequality (5.5) we obtain that for all t ≥ t 0 it holdŝ
On the other hand, by straightforward computations we haveˆ(
Moreover, notice that due to (4.8) and the definition of {z j } n−1 j=1 we deduce that for all t ≥ t 0 we have
Hence, by using inequality (5.24) and then the exponential decay of ϕ we get
where we have used the exponential decay of ϕ to obtain the latter inequality. Finally, notice that by taking R ≫ 1 sufficiently large and t 1 > t 0 such that for all i = 2, ..., n − 1 and all
and z −R i (t) ≤ y i (t). Therefore, recalling that if i = 1 we defined y 1 (t) := β 2 (see the beginning of this section), we conclude that for all t ≥ t 1 we havê (w
which completes the proof the claim.
Step 6: Finally, it only remains to prove the convergence in (−∞, z) for any fixed z ∈ R. This is a consequence of a more general property, noticed by Molinet in [30] , ensuring that all the energy of solutions associated to initial data in Y + is traveling to the right. In fact, we shall prove the following lemma which immediately conclude the proof of Theorem 1.5. Proof of Lemma 5.6 . This lemma has already been proved for the Novikov equation in [33] . However, for the sake of completeness we prove it again. First of all notice that, for Ψ defined in (5.1), for any time t ∈ R fixed the map
defines a decreasing continuous bijection from R into (0, u 0 2 H 1 ). Hence, by setting any 0 < γ < u 0 2 H 1 , we deduce that the map x γ : R → R defined by the equation
is well-defined. Moreover, since u ∈ C(R, H 1 (R)) we deduce that x γ is a continuous function. Now, notice that in order to conclude the proof of the lemma it is enough to show that for any γ ∈ (0, u 0 2
For the sake of readability we split the proof of the latter property in two steps.
Step 1: First we claim that for any ∆ > 0 and any t ∈ R we have
In fact, notice that by continuity with respect to the initial data it is enough to prove the claim for solutions u ∈ C ∞ (R, H ∞ (R))∩L ∞ (R, H 1 (R)). On the other hand, as an application of the Implicit Function Theorem we deduce that x γ (t) is of class C 1 . In fact, let us define the functional
Notice that ψ clearly defines a C 1 function on H 1 (R) × R. Moreover, notice that since any function v ∈ Y + \ {0} cannot vanish at any point x ∈ R, we deduce that for any function v ∈ H ∞ ∩ Y + and any z ∈ R we have ∂ψ ∂z
Thus, recalling equation (6.7) from the proof of Lemma 5.1, we obtaiṅ
Now, due to the fact that |v x | ≤ v for any v ∈ Y + we deduce p * uu 2 x + p x * u 3 x ≥ 0. On the other hand, since u(t) is positive, from Lemma 3.7 in [33] we deduce p * (3uu
Hence, by using again that |v x | ≤ v for any v ∈ Y + and the previous inequalities we get
Therefore, due to the non-negativity of Ψ ′ together with the fact that Ψ ′ L 1 = 1 and by using Hölder's inequality we geṫ
Integrating in time between t and t + ∆ we conclude the claim.
Step 2: Now we intend to conclude the proof of (5.26) . First of all notice that from the claim of the previous step we obtain, in particular, that x γ (·) is increasing and hence it has a limit x ∞ γ ∈ R ∪ {+∞}, i.e. lim
Thus, the proof of (5.26) is equivalent to prove that x ∞ γ = +∞. In fact, let us proceed by contradiction, i.e. let us suppose that x ∞ γ ∈ R. Then, notice that the latter hypothesis together with inequality (5.25) and the fact that |u
On the other hand, by taking ∆ = 1, from (5.27) and the convergence of x γ (t) we deduce
Notice that the latter equality together with the fact that |v x | ≤ v for all v ∈ Y + implies, in particular, that there exists a sequence of times t n → +∞ such that for any compact set K ⊂ R the following holds:
Now we choose any γ < γ ′ < u 0 H 1 , arbitrary but fixed. Then, we consider the compact set
. Thus, by using (5.29), the monotonicity of t → x γ ′ (t) and recalling that x γ ′ (0) < x γ (0) we conclude
However, this contradicts hypothesis (5.28) what ends the proof of the lemma.
6. Appendix 6.1. Proof of Lemma 4.1. Let z = (z 1 , ..., z n ) ∈ R n be fixed and satisfying
Consider the functionals given by the orthogonality conditions we are looking for, i.e., for each i = 1, ..., n consider the functional given by
Notice that each Y i : R n × H 1 → R defines a C 1 functional in a neighborhood of (0, ..., 0, R z ). Moreover, for any z ∈ R n we have Y i (0, ..., 0, R z ) = 0. For the sake of simplicity, from now on we denote by Y the functional given by Y (y 1 , ..., y n , u) := Y 1 (y 1 , ..., y n , u), ..., Y n (y 1 , ..., y n , u) . Now, notice that for each i = 1, ..., n we have
and for each j = 1, ..., n with j = i we have
In particular, notice that there exists a constant C > 0 depending only on m ∈ N such that for all i = 1, ..., n and all z ∈ R n we have
On the other hand, by using the exponential decay of ϕ and due to the fact that z i − z j > L whenever i = j, we infer that for L 0 large enough we have
Hence, for L ≫ 1 large enough we deduce that D x Y (0, ..., 0, R z ) = D + P , where D is an invertible diagonal matrix and
Thus, there exists L 0 > 1 such that for all L > L 0 and all z ∈ R n satisfying z i − z i−1 > L, the jacobian D x Y (0, ..., 0, R z ) defines an invertible matrix. Hence, by using the Implicit Function Theorem we infer the existence of positive constants δ > 0, C 0 > 0 and C 1 functions (y 1 , ..., y n ) defined in a H 1 -neighborhood of R z with values in a neighborhood of zero, i.e.
which are uniquely determined by the equation
In particular, there exists a constant
It is worth noticing that δ and K 0 only depend on c 1 and L 0 but not on the point z ∈ R.
, we infer that x 1 , ..., x n are C 1 functions on B H 1 (R z , δ * ) and satisfy
Now we intend to define the modulation of u. In fact, let us consider α 0 < 1 2 δ to be chosen later. Then, for all L ≥ L 0 and any 0 < α < α 0 , we define the modulation of u in the following way: We cover the trajectory of u by a finite number of open balls by:
It is important to notice that, since 0 < α < α 0 < 1 2 δ, the functions x i (u) are uniquely determined for
Therefore, we can define the functions t → x i (t) on [0, t 0 ] by settin x i (t) := x i (u(t)). Thus, by constructionˆ
On the other hand, where k is such that at time t we have u(t) ∈ B(R z k , 2α), by direct computation we get
=: 2α + II by using (6.1) , E(ϕ c i ) = 2c i by integration by parts and recalling that ϕ ′′ = ϕ − 2δ we obtain
Therefore, for α ≪ 1 small enough we conclude that for all t ∈ [0, t 0 ] it holds
Now, we split the prove of the remaining inequalities into four steps.
Step 1: Now we intend to prove the first inequality in (4.8). For the sake of simplicity let us start by defining some auxiliary variables: For each i = 1, ..., n we define the functions v, w i , w i m as
Then, by differentiating (6.3) and recalling that ϕ − ϕ ′′ = 2δ we obtain
On the other hand, by using that ϕ solves (1.8) we infer that each w i satisfies the following equation:
Thus, by using that u(t) also solves (1.8), replacing u = v + w 1 + ... + w n and then using the equation satisfied by each w i we get
Therefore, the previous two inequalities ensures that
, what concludes the proof of the lemma.
Step 4: Finally, it only remains to prove (4.6) for n 0 ∈ N large enough. In fact, it is enough to notice thatˆϕ
Thus, for n 0 ∈ N large enough we have
In order to bound J i , for i = 1, 2, 3, we split R into two complementary regions related to the size of u(t). In fact, for i = 2, ..., n let us consider the family of time-dependent intervals D i
. Hence, with these definitions, by splitting the space into D i and D c i we can rewrite J 1 as
Now notice that, on the one-hand, by using (4.7) we deduce that for all t ∈ [0, t * ] we have
Thus, for α > 0 small enough we can absorb J 1 1 by the first integral term in (6.7). Now, on the other hand, by using the definition of the family y i in (4.9) and by using inequality (4.8), we deduce for any x ∈ D c i we have |x − y i (t)| ≥ Now notice that in order to follow the previous procedure we need to deal with the self-adjoint operator (p * ·). However, it is enough to notice that for K > 4, by using the definition of Ψ i,K in (4.10) we immediately obtain
Thus, by using the previous estimate and proceeding in a similar fashion as before we obtain
Hence, for α > 0 small enough this term can be absorb by the first integral term in (6.7). Finally, by using the exponential decay of Ψ ′ i,K and the definition of D i we get The remaining term can be bound in exactly the same fashion. Therefore, gathering all the previous estimates we get d dt
Integrating the previous inequality between 0 and t we conclude. The proof is complete.
6.3. Proof of Lemma 5.1. For the sake of simplicity, we split the proof into three steps. The first of them is devoted to proof inequality (5.4) while the other two aim to prove (5.5).
Step 1: First of all notice that by considering R 0 > 0 sufficiently large so that 9) and combining this inequality together with (1.14) and the definitions in (5.2), we immediately deduce that (5.3) is satisfied. Now, we set t n R to be t n R := max {0} ∪ t ∈ t ≥ 0 : x n (t) − x n−1 (t) = 2R .
On the other hand, recall that from the proof of Thus, by splitting the space into two regions:
we deduce that for any x ≤ x n (t) + R 0 and any t ≤ t n 0 we have x − z R n (t) ≤ R 0 − R − δ n (t n 0 − t), and hence J δn(t n 0 −t) , where J 1 1 is the portion of J 1 associated to D 1 . On the other hand, by using (5.3) and proceeding in the same fashion as in the proof of Lemma 4.2 we deduce that J 2 1 can be absorbed by the first integral term in (6.10). The remaining terms can be treated in exactly the same fashion. Therefore, by integration in time we conclude the first inequality in (5.4). Now we intend to prove the second inequality in (5.4). In fact, by using the first inequality in (4.8) we deduce that for all R ≥ R 0 we have |c n −˙ x n (t)| + |c n−1 −˙ x n−1 (t)| ≤ 1 12 (c n − c n−1 ), for all t ≥ 0.
Moreover, defining the time-dependent interval Π n (t) := ( 5 6 x n−1 (t) + 1 6 x n (t), x n (t) − R 0 ) we deduce from this choice of parameters that u(t) L ∞ (Πn(t)) ≤ (1 − δ i )c n b , for all t ≥ t n R .
Thus, gathering the above information we deduce that for x ≤ 5 6 x n−1 (t) + 1 6 x n (t) and all t n 0 ≥ t n R we have x − z −R n (t) = x − x n (t) + R + ( x n (t) − z n (t)) − x n (t n 0 ) − z n (t n 0 ) ≤ − (cn−c n−1 )(t−t n 0 ) and J
Integrating in time we obtain the desired result. The proof is complete.
Step 2: Our aim now is to prove (5.5) in the case i = 2, ..., n. In fact, it is enough to notice that, by defining t R i to be t R i := max {0} ∪ t ≥ 0 : x i (t) − x i−1 (t) = 2R , (6.11)
we deduce that for all
, where Π i (t) := 5 6 x i−1 (t) + Step 3: Finally, in the case i = 1 it is enough to notice that for all t ∈ R we have
Again, in light of step 1 we conclude the desired result by following the same procedure. The proof is complete. Hence, by definition of {y i } n i=1 in (4.9) and the definition of t 0 above, we immediately obtain that on t 0 , t 0 it holds x i (t 0 ) + R + 3 4 x i (t) − x i (t 0 ) ≤ y i+1 (t). Now we set z R i (t) := x i (t 0 ) + R + 3 4 x i (t) − x i (t 0 ) . Thus, by the above inequality and by using (4.8) we obtain that for any t ≥ t 0 and any x ≥ As before, notice that the latter inequality lead us to
which give us the main information needed to obtain (6.8). Now, for the sake of simplicity let us define Π i (t) := x i (t) + R, Hence, it only remains to prove that the latter inequality holds for t i+1 R ≤ t ≤ t 0 . First of all, notice that if t 0 = t i+1 R we are done. Otherwise, by definition of t 0 and z R i we must have z R i t 0 = y i+1 t 0 . Then, if this is the case, it is enough to notice that
R ) ≥ R. Thus, by replacing x i+1 (t i+1 R ) − y i+1 (t i+1 R ) instead of R in (6.12) and by redefining z i to be equals to z i (t) = y i+1 (t) we obtain that for all t ∈ [t i+1 R , t 0 ] it holds:
Finally, since t ≥ t i+1 R , we havê
from where we obtain the desired result for t ∈ [t i+1 R , t 0 ]. The proof is complete.
