This work presents the design of a mobile gateway for independent life and e-Health support. Technologies such as OSGi and Web Services have been used to deploy several services as an example, such as bio-medical parameter monitorization, alerts, and communication with a coordination center. A complete functional service which uses context-awareness has been explained and the benefits of using Service Oriented Architecture are explained. Finally, the lessons learned of this kind of development, which involves several types of systems, data, languages, and development groups, are discussed.
Introduction
Nowadays, one of the most serious problems in society is the increase of aging of population. The main consequence is the increase in the number of people having chronic diseases, disability, and a high level of dependency. In fact, it is expected that in 2050 people between 65-79 years old will be a third part of the global population, which means 44% more than the amount of people in this group at the beginning of this century [1] . Due to the combined effect of an increased quality of life and a decrease of natality, this older population creates an economic and social challenge for the future. For this reason, the Information and Communication Technologies (ICT) are the key to better support these new necessities.
In this regard, Ubiquitous Computing [2] is a booming area in the e-health systems scope. This concept defines a trend in which ICT are integrated in the environment using every-day objects. The goal of ubiquitous computing is the creation of environments with a non-intrusive and always available connection. These scenarios are also characterized by user and devices mobility, several network protocols, and dynamic device introduction and removal. To solve these problems, Service Oriented Architecture (SOA) [3] , a paradigm to integrate different data sources (or services), can be used.
Several authors, such as Niemelä and Latvakoski [4] , refer to three important requirements in the development of these applications: spontaneous interoperability, mobility, and adaptability. The first requirement is related to the large number of different devices and network technologies. The second one establishes that the movement (of the user or the device) must not affect the service discovering and composition, because they are lower capability devices (a router, for example).
Methods to allow automatic service discovering and composition have been studied in [7] , where authors use different connectors to different protocols in order to obtain distributed interoperability, or in [8] , where services are integrated using Health Level 7 [9] middleware. Making remote services being indistinguishable from the local ones is also proposed as a solution in [10] . These techniques have been applied in the field of residential gateways: several authors have proposed auto-upgradeable platforms, whose components are updated when a problem in Quality of Service (QoS) is found [11] . Ontologies can also be used to establish standards among the data to be used [12] . However, in spite of being quite generic, these approaches are not designed to take into account the limitations of mobile devices (such as smartphones or tablets), because complex residential gateways are usually programmed in PC-like devices. Mobile devices have been used for less costly specific e-health tasks, such as for diagnosing diabetes [13] .
There exist several works related to context-awareness [14] architectures in e-Health, such as [15] , whose objective is to create a modular and service-based architecture, but they do not use widely accepted standards. The platforms presented in [16] and [17] use standardized technologies, but just to integrate different bio-medical devices at home, not for the communication with external systems. Huang et al. [18] propose a platform which uses inference to dynamically choose among available services in the system, just like [19] . Inference is a very important issue in the development of intelligent platforms; authors in [20] propose a complete Ubiquitous Context-aware Health-care Service System (UCHS), which provides user's requirements inference and relative services search by a semantic inference engine. CAMPH (Context-Aware Middleware for Pervasive Homecare) [21] is a complete platform based in several physical layers to create several functional domains. It uses SQL to extract context information, but does not allow the addition of new functionalities on-line (in runtime). More examples are available in the survey [22] .
Previous platforms have some drawbacks: there is not a well-defined communication with a coordination center using shared datatypes and protocols. Moreover, their inference mechanisms are resource-intensive (they imply a lot of computational load) and could not work in embedded devices or be modified in runtime. Also, they do not use the mobile device to coordinate and centralize every service. Finally, they do not include a well-defined methodology to add and integrate new services.
Design of the proposed architecture
In this section, the basic ideas about the usage of a Service Oriented Architecture, the most widely used technologies, and the main architecture of the proposed platform are presented.
Service Oriented Architecture
SOA provides benefits when developing and integrating modular or distributed applications [3] . The main SOA concept is service. A service can be seen as a function call, which will be executed locally or remotely, and which is independent of the programming language or running platform. Services have well defined interfaces, which depend on the desired technology to implement SOA. That means that the service users do not need to know the language implementation of the service or the operating system, and they are not forced to use a specific technology to access to that service. Figure 1 shows the basic interaction among services. It is based on a set of elements: the Providers, Consumers, and Brokers. The service provider is an entity (node, class, program, etc.) which offers a service in response to a call or petition from a service consumer. This consumer can use the service broker to obtain information about the available services and about the interfaces (service description) to use them.
Another important advantage in SOA is shown in Figure 2 : for example, if two different implementations to access different e-health devices exist, then the service broker selects the appropriate one to be used. The service consumer only needs to know the interface or service description (white block in the Figure) . The implementation to use the service does not need to be modified, and new implementations (to access new devices) can be added.
Global architecture
Although the main contribution of this work is focused on the mobile gateway development, it is necessary to present the context of the whole proposed platform. This platform is a technological architecture applied on a number of computation nodes which form a physical system architecture: fixed (or residential) gateway, mobile gateway, and coordination center. Every software element developed within the platform will be deployed in one of these types of node, using Web Services to communicate with each node, and OSGi [28] (Open Service Gateway Initiative) to share services inside each node. To complete this architecture, several devices, sensors, actuators, and interfaces will address directly the system functionalities. A representation of the proposed platform architecture showing the different types of nodes and communications can be seen in Figure 3 .
The first module, the coordination center, manages and centralizes user information (medical records, events, or multimedia contents) and executes complex business processes which involve many other actors of the project (for example, alerts, video-conferences, medical appointments or patient controls). On the other hand, residential and mobile gateways manage the behavior of the devices employed by users in everyday life (bio-medical sensors, location or video devices, etc.). While the residential gateway is implemented in a static device (for example, a router, a PC, a media-center, etc.), the mobile gateway is executed in a lightweight one, such as a tablet or smartphone, so it must be developed according to the restrictions of this kind of devices (slower processors, low memory, battery-dependence and smaller screen, among others). 4 Figure 2 : Example of the use of a service implementation from a service interface. The service broker has selected the specific implementation to be used.
Service design
Previously, a set of requirements that must be met by a service-oriented platform for e-health has been presented (and the requisites that must be verified by ubiquitous applications), such as adaptability, interoperability, and mobility. They are assured in an efficient way in the Service Oriented Architecture paradigm.
This paradigm is created to solve one of the most common problems in software development: the difficulty to add new features into existing systems. Usually, compatibility with other applications, data models and programming languages and systems is not considered, and due to that, applications must be re-written to interoperate with others. So, if an application is planned to grow in the future, it should not add restrictive features and should follow an extensibility and communication scheme as abstract as possible.
Based on this idea, several types of services have been proposed. Firstly, infrastructure services represent the system functionalities not related with the needs to be covered, but which are necessary to address the requirements of the system (for example, services for logs, database, or communication). They are used by the technological services, which cover the main system features (bio-measures service, calendar service, etc.). Finally, the functional services are those which aggregate the previous ones to create more complex processes. A diagram of the proposed system architecture for the two gateways can be seen in Figure 4 .
During the development of this project, guidelines have been published about all types of data transmissions, object hierarchies, and a methodology [23] for creating and using the whole platform. This work is focused on the specific implementation of the mobile gateway; the most important features for its development are shown below.
Context Management Service
One of the most important technological services is the context management service [24] . In the whole project, several different devices have been integrated, such as bio-medical sensors (pulse oximeters or electrocardiography devices), non-biometric personal sensors (to monitor user activity and location) and ambient sensors (light, humidity, etc.). In addition, the use of questionnaires provides another data source which must be also integrated in the system. After a hard development and integration work, all this information is saved in the platform. However, if these data are just stored and accessed from time to time, all this effort is not worth it. The creation of an 'intelligent' system would be recommendable. This system is used for extracting additional information, detecting which information is more important, examining it and sending 6 alarms if it is needed, for example, if a user leaves a 'security' zone, or forgets to take a pill. This section explains the proposed context manager service. In our platform, two distributed levels have been planned. Figure 5 shows data transactions among systems in this project. The first level is located in the gateways and only takes into account a small number of measurements and data. The second level is executed in the coordination center and uses multiple data.
When a new measurement of a sensor (temperature of the user, for example) has been obtained in the gateways the first level of the context manager starts. The system examines the received data to decide if an alarm must be triggered. At this step of the inference process, only the measurements of a single device are evaluated, but multiple measurements from the same sensor obtained at different times can be studied in order to determine if the last one is not within the basal pattern. Another example can be to obtain the GPS location of the user (due to an event launched by the location service) and to send an alarm if the user leaves a secure zone (for instance, one kilometer from his/her house). The rule-based engine and the set of rules which it considers are designed for detecting anomalies and warning situations, reporting an event to the coordination center along with all the relevant information,about the origin of the alarm. Two types of alarms have been considered, warnings and alerts. A warning event only indicates that something remarkable has happened. On the other hand, an alert needs to be immediately dealt with. An example could be a temperature rise in a patient within a threshold (warning) or over it (alert). Coordination center manages the second level of the inference process. This second level of intelligence establishes the condition of the patient. This level is more complex than the previous one in the gateways, because of the multiple measures and information sources which must be taken into account at the same time. Data are provided from the gateways or from the questionnaires, or even from other patient data stored in the coordination center (such as drugs or treatment information). The rule-based engine works over all this information to deduce the patient's illness evolution, checking if the patient's condition becomes serious, or if it isstable. As in the first inference step, if there is any change, an event is created with all the relevant information about the cause of that change. Both levels in the context awareness use the 3APL application, providing the files which contain the capabilities, belief base, rule base, and goal base structures needed for the inference process. The beliefbase file, in particular, contains all the information needed, such as the data obtained by the sensors, information from the questionnaires or even results previously obtained by the inference engine in order to detect, for example, outliers from the basal pattern values.
In order to test the system, a demonstration based in a typical disease scene (Chronic obstructive pulmonary disease, COPD) [25] has been developed. The measures available in this scene were heart rate, breathing rate, blood pressure, temperature, pulse oximetry, user location, activity, environmental measures (temperature, humidity, etc.), and information obtained from specific COPD questionnaires. When a new measurement from a sensor is available, an event is generated and caught by the context awareness service. The first step of the inference process analyzes this information using the rules defined for this type of measure and determines if an alarm (warning or alert) must be generated. In this case, a new event explaining the cause of the alarm is created. For the purpose of the scene defined, the second step of the inference process depends on the result of the inferred action performed in the first step. Thus, only when an alarm event has been generated, this second level of the context awareness service is executed, but taking into account all the information available, and not only the one related to the specific alarm. As an outcome of this, an event indicating a change in the patient's state can be caught in the coordination center. Once an event has been processed, a complex workflow is started, for example, performing a phone call to the patient or sending an ambulance to his/her location. However, this coordination center is out of the scope of this work, where only the mobile platform is described.
Example of integration of services into the platform
Infrastructure and technological services have been previously described. They are used to create functional services. In this section, the complete process of defining functional services is described by means of a simple example. In this case, the selected service is called Patient Monitoring Functional Service. This service has been described using the methodology presented in [23] and starts when the calendar service identifies that a new monitoring should be carried out by the user. Firstly, the patient can decide whether to watch a video or not. This video shows the user how to correctly wear the bio-medical sensors and how to interact with the service user interface on the mobile platform. Once the mobile platform has finished gathering data from the sensors, it sends information to the coordination center.
Technological implementation
After explaining the design of the platform, this section explains the chosen technologies used to implement it.
Service technology
The system presented in this work must be compatible with the most widely extended SOA implementations, such as Web Services [3] . Web Services are designed to support machine to machine interaction over a network, using the Simple Object Access Protocol (SOAP) [26] to transmit messages among the different computers. The interfaces of the services are described in Web Service Description Language (WSDL) [27] , an XML-based language which provides a 8 model to describe Web Services and a way to communicate using them (equivalent to the service description in Figure 1) ; thus, allowing a program written in Java to send information to another program written in C++, for example. Besides Web Services, the other most widely extended SOA technology is OSGi (Open Service Gateway Initiative) [28] . This technology was proposed by a consortium of more than eighty companies from several fields, such as universities, ICT, banking, health, or electronics companies 2 , in order to develop an infrastructure for the deployment of services in an heterogeneous network of devices, mainly oriented to domotics [5] . It provides useful features, such as packet abstraction, life-cycle management, packaging, or versioning, significantly reducing the building, support, and deployment complexity of the applications.
OSGi allows a dynamic discovery of new components in order to increase the collaboration and to minimize and manage the coupling among modules, that is, new services can be added without stopping the system (as shown in Figure 2) . Moreover, the OSGi Alliance has developed interfaces for common usage in applications, such as HTTP servers, configuration, logs, security, or management among others, whose implementations can can be used within this project.
OSGi implements a dynamic component model, unlike usual Java environments. Applications or components (also called bundles) can be remotely installed, started, stopped, updated or uninstalled on the fly; moreover, the classes and the packaging management are specified in detail. The framework provides APIs (Application Programming Interfaces) for the management of the services exposed or used by the bundles (Figure 6) .
A bundle is a file containing compiled and packaged classes and a configuration file. This file indicates which classes are importe or exported by the bundle. Being SOA, the most important concept in OSGi is the service. Services allow bundles to be dinamically connected, offering a publication-search-connection model. That is, a bundle exposes a service by a Java interface (service interface in Figure 1) , and another bundle (or itself) implements that interface. A third bundle can access this service using the exposed interface without having any knowledge of how it is implemented, using the service registry (equivalent to service broker of Figure 1 ). Figure 7 shows an example of the OSGi architecture. 
Implementation of the mobile gateway
Different benefits can be obtained from a SOA-based mobile platform. The first is a considerable performance time improvement in process changes. Since Web Services are independent of the execution platform and programming language, they can be modified without affecting others, not being necessary to stop the whole system to modify them. Adding new OSGi services is also easy; service consumers use a common interface in order to access those services, making the collaboration between all SOA stakeholders easier (as seen in Figure 2 ). Furthermore, OSGi was originally designed to be used in lightweight devices (such as mobile phones). For those reasons, OSGi and Web Services fulfill the needed requirements for the design of the mobile platform Figure 8 presents the architecture of the mobile platform. As can be seen, several different types of services are built over others, that is, new services can be created combining the ones from the lower level. First, the infrastructure services use the OSGi administration mechanisms (such as logs or events). Then, the users of AmIVital can add technological services (calendar or bio-measures, for example) combining the previous ones. Finally, using the technological services, a functional service (a whole e-health process) can be created.
Implementation of the infrastructure services
First of all, the infrastructure services deployed in the mobile platform offer functionality to access the basic capabilities of the system (hard-drive or network, for example). Using OSGi technology, for each service a bundle is created with the service interface and its implementation.
The first service is the event manager service, which provides an event channel with simple and homogeneous options for event filtering and classification within the OSGi platform. This service makes use of the OSGi features in order to allow the publication and subscription of events categorized into topics, event filtering, and synchronous and asynchronous event sending. On the other hand, the log service centralizes the process for storing information related to the execution of different platform components. Each service of the platform can use it in order to store usage, events, or error information. The current implementation of the log service is based on Apache log4j 3 . This API lets the user specify the granularity of stored messages in execution runtime, for example, store all the information, or just the errors.
The persistence service centralizes database accesses by providing the user an interface to access a db4o 4 database. This data engine was selected because of its portability, working speed, and low resources consumption in embedded devices, since it is not based on a table-based relational paradigm for querying and storage, but manages the structure of the compiled classes for being stored, increasing speed and free memory.
Finally, the web services manager service uses Apache Axis API 5 to deploy OSGi services as Web Services (with associated WSDL), so that these services can thus be remotely accessed from outside the platform. The platform automatically creates this WSDL interface, as can be seen in Figure 8 .
Implementation of the basic technological services
Using the infrastructure services as base, technological services are deployed in the mobile platform in order to add e-Health functionalities. Basic technological services have been imple-mented and integrated as part of a functional service that will be explained later in this document. The first of them is called bio-measurement service, which provides information about several vital sign parameters, such as ECG (electrocardiogram) or weight, of a patient from the mobile platform. By means of Bluetooth sensors, a user can gather and transmit his/her ECG, temperature, or weight to the device. Then, these values can be sent using SOAP protocol to the coordination center for their assessment (through the corresponding infrastructure service). Depending on the used sensor, this service can have several implementations, but other services do not need to know about it, because they only use this service interface. Also, the other services do not need to be modified to add or remove implementations. Figure 2 shows this case, but it can be applied to the others services of this work.
Another deployed service is the calendar service, which is in charge of managing scheduled calendar events in the platform. Examples of calendar events are doctor's appointments, exercise reminders, or pill control. In this case, the API iCalendar (standard RFC 2445 6 ) is chosen for the service development. This API checks the coordination center close calendar events (created from the gateways or from the coordination center) and stores a temporal copy, avoiding the direct event management in the mobile device. The calendar service notifies the user about the event by means of a reminder at an indicated time (for example, to take a pill).
The location service accesses the GPS of the device to obtain the coordinates of the user. This can be used, for example, to launch an alarm if the user leaves a secure zone.
The Questionnaire service receives questionnaires from the coordination center to be filled by the user, for example, asking about fatigue, pain, or breathing problems.
In addition, a content manager service has been developed, which gathers multimedia contents from a repository (video, audio, etc.).
Finally, an alarm manager service is included. Two types of alarms could exist. The first one (personal alarm) is triggered when the user can require help quickly and easily (for example pressing a 'panic' button). The other type of alarm is automatically inferred by the system, as will be explained in the next section. This service provides mechanisms to contact the corresponding Web Services allocated in the coordination center. Then, these actions trigger the needed processes in order to solve that specific situation.
As it has been previously commented, all services export their interface as OSGi services for local purposes and an automatically generated WSDL interface (Figure 8 ) for remote access. In that way, these services can be updated from the coordination center, without user intervention.
Note that all of them utilize infrastructure services for centralizing database access, logs, and communication between them (using the event manager).
Implementation of context management
In order to build the inference (or rule-based) engine, the library 3APL-M [29] is used. This is a platform to develop applications based on autonomous agents programming [30] , using the 3APL programming language. The tool provides programming constructors to implement facts, goals, and basic capabilities (updating facts, external actions, and communication actions) of agents and a set of reasoning rules through which goals can be updated or revised. The 3APL program is executed through an interpreter who deliberates on the basis of cognitive attitudes of the agent. 3APL applications are formed by four knowledge elements which are executed by the interpreter during execution time. These main structures are described as follows:
• Capability base: These are mental actions that can be performed by an agent. The execution of a mental action updates the agent's belief base.
• Belief base: This contains the information of the agent including its own general data about the world as well as specific information about its environment.
• Rule base: The rule base contains a list of planning rules; each indicates which plan should be generated to achieve a goal.
• Goal base: This contains a set of goals. A goal denotes a state that the agent wants to achieve.
These structures are represented in first order logic as predicates using the 3APL programming language.
In our project, this rule-based engine has been configured as a set of rules which allow a quick classification of the patient's situation considering different parameters. An OSGi bundle containing this service has been deployed in the nodes of the architecture, even in the mobile gateway, because 3APL-M is a lightweight rule-based engine. The rules can be updated without re-compiling the service. When an event is processed in the coordination center, a complex workflow is started using the Intalio Business Process Management System (BPMS) [31] engine 7 , performing a phone call to the patient, as previously explained. The implementation of these workflows is out of the scope of this paper.
Implementation of the process example
After explaining the implementation of the designed platform, this sub-section explains how these technologies are combined to perform the process explained in Section 3.5. For this process, the previously explained technological services are applied. These services communicate via the OSGi capabilities, allowing a new service to invoke (use) other services without taking into account their implementation. Due to the small size of the screen of the device, every service has its own GUI (Graphic User Interface) design. The API used for this purpose was eSWT (embedded Standard Widget Toolkit) 8 , which is a subset of Java graphical API, adapted for devices with reduced resources. Thus, a GUI for this example of service was created. An example of the platform in execution is shown in Figure 9 .
The action takes place in the mobile platform as follows: initially, the calendar service downloads forthcoming events from the coordination center in iCalendar format. When it is time for a monitoring event, a notification is shown on the screen to the user. He/she accepts the monitoring request, and then, has the chance to download the demonstrative video. The service in charge of that action is the content manager service, where it makes a SOAP request to the coordination center to receive a URL (link to the corresponding video). Once the user properly wears the bio-medical sensors, the mobile platform interacts with them in order to collect the required data (ECG, pulse, or weight, for example). This communication with the devices is made via Bluetooth. If the measure to analyze is the COPD, for example, then the user is invited to go for a walk. The location service tracks the user and calculates the distance traveled, along with new measures which are performed after the walk. 7 http://www.intalio.com/bpms/designer 8 http://www.eclipse.org/ercp/docs/EclipseSummiteSWT.pdf Figure 9 : Interface of the mobile device, after selecting the "Health" section. The user can measure ECF, Pulse (Pulso), Weight (Peso), or start a 6 minute walk (Test Prueba 6 min) to start a monitorization. User is guided during all the process.
Then, the bio-measurement technological service pre-processes and sends these data to the coordination center by means of the SOAP protocol. If required, further signal processing is done. The GUI guides the user during this process, making this task as easy as it takes.
It should be noted that these steps are coordinated thanks to the event manager infrastructure service, since services notify each other when they are starting or finishing their tasks. Moreover, the log service is storing all the information related to execution, as long as the persistence service stores data such as video localization in local file system, in order to avoid being downloaded every time they are needed. Finally, the context manager service is also reading all the events during this process, so it can activate the alarm mechanisms. Note that, due to OSGi benefits, this service is optional, not being necessary to change the previous services to use it, as it is based on the events sent by the other services.
The device used to deploy the mobile gateway has been an HTC Touch Diamond, with Qualcomm MSM7201A, 528 MHz, Windows Mobile 6.1 Professional OS, and a 2.8 inch screen with VGA resolution (640x480) pixels. The Virtual Machine used by the mobile platform was J9 Java Virtual Machine by IBM.
The used monitoring sensor was Equivital 9 , a wearable device to obtain measures of breahting, heart rate, and skin and core body temperature. It also includes a pulse oximeter. This device can be seen in Figure 10 , and communicates via Bluetooth with the gateway using the bio-measurement service. 
Conclusions
During the project development, integration tests regarding the implemented services were performed in the mobile platform and coordination center, remarking the advantages of using SOA:
• New services (and versions of the services) can be added to the mobile device without re-compiling the existent ones (or even without stopping the platform), just moving a bundle to a specific folder. This makes the platform upgrading easier for the users, because existing services do not need to be re-compiled.
• Services, such as the content manager service, can access a remote system (the coordination center) directly. The available WSDLs in the coordination center allows the access to this system from any programming language. That is, the coordination center can be programmed in C++ or Java, among others, but this is not important to access the service which it provides.
• Also, a WSDL interface was automatically created for every OSGi service in the mobile platform, so services in this node can be accessed from outside, for example, from the coordination center, allowing a bi-directional communication.
• The context manager service listens to all the events transmitted among other services, so it can be deployed without modifying the existing ones. After the inference, this service can use the alarm service to send data to the coordination center.
• Thanks to SOA, very important features of the platforms, such as the infrastructure services, can be modified. For example, changing from db4o to other database management system does not affect the rest of modules that use the persistence service.
• SOA can be used in mobile devices, like the presented model, even with several services working at the same time.
Moreover, as classic software development, the source code was available in a repository (Subversion). However, due to the service oriented methodology, all members involved in the project (mobile gateway, fixed gateway, and coordination center) used the distributed build manager Maven 10 . Because of the distributed software developing, this manager centralizes all versions of the OSGi bundles to add them automatically during the project development; for example, setting a specific implementation of a bio-measures service for each monitoring device models or adding a specific version of each service.
In this work, the advantages of the Services Oriented Architecture (SOA) have become apparent, since it has allowed the development and test of the technological services of the gateway (such as calendar or bio-measures) quickly and interoperably, allowing an easy data-sharing. Likewise, its use has allowed the access to developed services by others, regardless of the programming language and distributed through Internet, such as the personal alarms service, remotely available at the coordination center.
On the other hand, the choice of the SOA implementations which are widely accepted in the market, such as OSGI and Web Services, allows a greater facility when integrating new services, being also portable to different models of devices because of the independence provided by a Java environment. The integration tests for the communication between components and the use of Web Services have shown that the use of the development techniques described in this document have allowed the creation of a distributed, complex, and functional platform in a reasonable time, using resources of the different headquarters of the project and following the development philosophy as well as deploying of the services proposed by the platform. Equally, third companies, such as private insurers, day care for elderly, or even financial entities, would be able deploy their services in this platform.
In our case, three research centers (University of Granada, ITACA, and Telefónica I+D) worked together to create the mobile gateway collaborating from different places, thanks to the advantages of SOA, creating the technological services, and combining them to create the functional services. Web Services were used to connect to the services available in the coordination center created by another two companies (Siemens and Ericsson).
Also, an inference service over the service-oriented e-Health platform has been presented. The intelligence service can behave as an immediate service (it works with only a single measure) or a complex intelligence service engine (obtaining information from several sensors, using different platforms, patient profiles, and tests). It also sends alarm events to a coordination center to initiate a complex workflow. Furthermore, this intelligent service is rule-based, and so, it is easy to modify and extend it. Moreover, the used inference engine allows the rules and initial attributes to be modified in execution time, not needing any compilation or system stop.
As future work, and because of the ease of the platform service development, more functionalities will be added to it. For doing this, new technology services will be added, such as family management and virtual consultation, also improving the communication protocols with the project elements. With the advantages of the proposed context management, more functionalities will be added, such as automatic adaptation, or addition of new rules to the engine. In addition, a more deeper study with real patients at their homes is planned. All the information about this project is updated on http://www.amivital.es.
