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Abstract
Deep pre-training and fine-tuning models (like
BERT, OpenAI GPT) have demonstrated ex-
cellent results in question answering areas.
However, due to the sheer amount of model
parameters, the inference speed of these mod-
els is very slow. How to apply these complex
models to real business scenarios becomes
a challenging but practical problem. Previ-
ous works often leverage model compression
approaches to resolve this problem. How-
ever, these methods usually induce informa-
tion loss during the model compression proce-
dure, leading to incomparable results between
compressed model and the original model. To
tackle this challenge, we propose a Multi-
task Knowledge Distillation Model (MKDM
for short) for web-scale Question Answering
system, by distilling knowledge from multi-
ple teacher models to a light-weight student
model. In this way, more generalized knowl-
edge can be transferred. The experiment re-
sults show that our method can significantly
outperform the baseline methods and even
achieve comparable results with the original
teacher models, along with significant speedup
of model inference.
1 Introduction
Question Answering relevance task is a fundamen-
tal task in Q&A system (Cimiano et al., 2014) (Ta-
ble 1 shows an example), which is to distinguish
whether an answer could well address the given
question. This task can provide a more natural
way to retrieve information, and help users find
answers more efficiently.
This task is formalized as a text matching prob-
lem (Xue et al., 2008). Traditional methods usu-
ally used vector space models (Salton et al., 1975;
Robertson et al., 1999), shallow neural network
∗ Contribution during internship at STCA NLP Group,
Microsoft, Beijing, China.
Table 1: An example of Q&A Relevance Task.
Question: Can CT scan detect polyps?
Passage: Polyps are diagnosed by either
looking at the colon lining directly
(colonoscopy) or by a specialized CT
scan called CT colography (also called
a virtual colonoscopy). Barium enema
x-rays have been used in the past and
may be appropriate ...
Label: Relevant
models (Huang et al., 2013; Shen et al., 2014;
Palangi et al., 2014) to model the interaction sim-
ilarity.
In recent years, deep pre-training approaches
(Radford, 2018; Devlin et al., 2018) have brought
great break-through in NLP tasks. For question
answering systems, it also shows very promis-
ing results (like QnA relevance, MRC tasks, etc.).
However, due to the sheer amount of parameters,
model inference is very time-consuming. Even
with powerful GPU machines, the speed is still
very limited, as shown in Table 21.
Table 2: The inference speed of BERT on 1080Ti GPU.
Model Name Samples Per Second
BERT Base 52
BERT Large 16
In a commercial question answering system,
two approaches are adopted for model inference.
i) for head and body queries, large-scale batch-
mode processing is used to compute answers in
offline. For this part, the number of QnA pairs is at
the magnitude of 100 billions, ii) for tail queries,
online inference is used and the latency require-
ment is about 10ms. Both approaches require fast
model inference speed. Therefore, we have to per-
form model compression for inference speedup.
1For fair comparison, we set the batch size as 1, and limit
the GPU memory as 1GB.
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A popular method, called knowledge distilla-
tion (Hinton et al., 2015) has been widely used for
model compression, which implements a teacher-
student framework to transfer knowledge from
complex networks to simple networks by learning
the distribution of the teacher model’s soft target
(the label distribution provided by teacher’s out-
put) rather than the golden label. However, since
usually model compression induces information
loss, i.e. the performance of student model usu-
ally cannot reach parity of its teacher model. Is it
possible to have compressed models with compa-
rable or even better performance than that of the
teacher model?
To address the above challenge, we may con-
sider an ensemble approach. In other words, we
first train multiple teacher models, and then for
each teacher model, a separate student model is
compressed. Finally the student models ensemble
is treated as the final model. Although this ap-
proach performs better than the single teacher ap-
proach, it takes more capacity due to multiple stu-
dent models. If we compare the ensemble model
with the teacher model, we are actually using ca-
pacity to trade off speed. And if we compare this
ensemble approach with the single student model,
the reason why it is better is as the following. Each
teacher may over-fit the training data somehow. If
we have multiple teachers, the ensemble approach
can cancel off the over-fitting effect to certain de-
gree. However, the over-fitting bias has been trans-
ferred from the teacher to the student during the
distillation process. The cancelling off is like “late
calibration”. Can we do “early calibration” during
the distillation stage?
Based on the above motivations, we pro-
pose a unified Multi-task Knowledge Distillation
Model (MKDM for short) for model compression.
Specifically, we train multiple teacher models to
obtain knowledge, then we design a multi-task
framework to train a single student by leverag-
ing multiple teachers’ knowledge, hence improve
the generalization performance and cancel off the
over-fitting bias during the distillation stage.
The major contributions of our work are sum-
marized as follows:
• We design a multi-task learning paradigm to
jointly learn multiple teacher’s knowledge,
thus our model can improve the generaliza-
tion performance by leveraging the knowl-
edge complementary among different teach-
ers.
• We make the first attempt to investigate the
effective training of Multi-task knowledge
distillation for model compression, and also
explore a Two Stage Multi-task Knowledge
Distillation Model for web-scale Question
Answering system.
• We conduct experiments on large scale
datasets for business scenario to verify the
effectiveness of our proposed approach com-
pared with different baseline methods.
The rest of the paper is organized as follows.
After a summary of related work in Section 2, we
describe the overall design of MKDM in Section
3. Then we describe our proposed model in details
in Section 4. We conduct experiments for compre-
hensive evaluations in Section 5. Finally, section 6
concludes this paper and discuss future directions.
2 Related Work
In this section we briefly review two research areas
related to our work: transfer learning and model
compression.
2.1 Transfer Learning
Transfer learning is a method to transfer knowl-
edge from one task to another, which has been
widely used in various fields (Li et al., 2016;
Murez et al., 2018; Bansal et al., 2018; He et al.,
2016). For example, Cao et al. (2018) proposed
a novel adversarial transfer learning framework
to make full use of task-shared boundaries infor-
mation. Lv et al. (2018) proposed a learning-
to-rank based mutual promotion procedure to in-
crementally optimize the classifiers based on the
unlabeled data in the target domain. Peng et al.
(2016) transferred the view-invariant representa-
tion of persons’ appearance from the source la-
beled dataset to the unlabeled target dataset by dic-
tionary learning mechanisms.
In recent years, transfer learning has
achieved amazing performance on many NLP
tasks (Howard and Ruder, 2018; Peters et al.,
2018; Devlin et al., 2018). These methods
leveraged general-domain pre-training and novel
fine-tuning techniques to prevent over-fitting
even with small amount of labeled data and
achieve state-of-the-art results. In Q&A system,
these methods provide significant improvements.
However, These pretrain-finetuning methods need
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Figure 1: The Overall Architecture of The Proposed Multi-task Knowledge Distillation Model.
large computation cost due to the large model
size.
2.2 Model Compression
As the size of neural network parameters is get-
ting larger and larger, how to industrially deploy
and apply the model becomes an important prob-
lem. Low-rank approximation was a factoriza-
tion method (Zhang et al., 2015; Jaderberg et al.,
2014; Denton et al., 2014), which used multiple
low rank matrices to approximate the original ma-
trix. The main idea of network pruning was to
remove the relatively unimportant weights in the
network, and then finetune the network (LeCun
et al., 1989; Hassibi and Stork, 1993; He et al.,
2017). Hinton et al. (2015) proposed a knowl-
edge distillation method (KD for short) for model
compression. In their work, the output of the com-
plex network is used as a soft target for the train-
ing of simple network. In this way, the knowledge
of complex models can be transferred to simple
models. Polino et al. (2018) proposed a quan-
tized distillation method. In their work, they in-
corporated distillation loss, and expressed with re-
spect to the teacher network, into the training of a
smaller student network whose weights are quan-
tized to a limited set of levels.
Our proposed method is also a knowledge dis-
tillation based method. We use a multi-task
paradigm to joint learn different teachers’ knowl-
edge, and distill the knowledge into a light-weight
student.
3 The Overall Design of Our Model
Figure 1 shows the core idea of MKDM. It lever-
ages multiple teachers to jointly train a single
student in a unified framework. Firstly, several
teacher models are trained using different hyper-
parameters. Then we leverage these teacher mod-
els to predict soft labels on the training data.
Thus each case in training data contains two parts:
golden label (the ground truth label in {0, 1} for
an instance) by human judges and multiple soft
labels (the soft labels in [0, 1] predicted by dif-
ferent teacher models). At the training stage, the
student model with multiple headers jointly learns
the golden label and soft labels. At the inference
stage, the final output is a weighted aggregation
of all the student headers’ outputs. The intuition
is very similar to the learning process of human
being, i.e. human not only learn knowledge from
single teacher, but learn from multiple teachers si-
multaneously. Unbiased and generalized knowl-
edge can be gained from different teachers.
4 Our Approach
In this section, we first describe the proposed ap-
proach MKDM in detail2, and then discuss the
model training and prediction details.
4.1 MKDM
MKDM is implemented from BERT (Devlin
et al., 2018). Our model consists of three lay-
ers: the encoder layer utilizes the lexicon to embed
both the question and passage into a low embed-
ding space; Transformer layer maps the lexicon
embedding to contextual embedding; The multi-
task student layer jointly learns multiple teachers’
together, and generate prediction output.
2the code will be released soon.
4.1.1 Encoder Layer
In Q&A system, each question and passage are
described by a set of words. We take the
word piece as the input just like BERT. X =
{x(1), x(2), ..., x(|X|)} is to denote all the in-
stances, and each instance has a 〈Q,P 〉 pair. Let
Q = {w1, w2, w3, ..., wm} be a question with m
word pieces, P = {w1, w2, w3, ..., wn} be a pas-
sage with n word pieces, and wi is the bag-of-
word representation of i-th word piece. Each to-
ken representation is constructed by the sum of the
corresponding token, segment and position em-
beddings. Let VI = {~vIt ∈ RDv |t = 1, . . . , N}
denote all the summed vectors in a continuous
space.
We concatenate the 〈Q,P 〉, and 〈CLS〉 as
the first token, and add 〈SEP 〉 between Q
and P. After that, we obtain the concatenation
input xc = {w1, w2, w3, . . . , wm+n+2} of a
given instance x(i). With the encoder layer, we
map xc into continuous representations He =
{v1, v2, . . . , vm+n+2}.
4.1.2 Transformer Layer
We also use the bidirectional transformer en-
coder to map the lexicon embedding He into
a sequence of continuous contextual embedding
Hs = {h1, h2, h3, . . . , hm+n+2}. Different from
the original BERT, to compress the model, we use
a three-layer transformer blocks instead.
4.1.3 Multi-task Student Layer
To jointly learn the multiple teacher models, we
design a multi-task layer. In our model, a Teacher
Model Zoo is built with different hyper model pa-
rameters.
Our multi-task student layer consists of two
parts, golden label task and soft label task:
Golden Label Task Given instance 〈Q,P 〉, this
task aims to learn the ground truth label. Follow-
ing the BERT, we select x(i)’s first token’s trans-
former hidden state h1 as the global representa-
tion of input. The probability that x(i) is labeled
as class c is defined as follows:
P (c| 〈Q,P 〉) = softmax(W Tg · h1) (1)
where W Tg is a learnable parameter matrix, c ∈
{0, 1} indicates whether 〈Q,P 〉 is relevant or not.
The objective function of golden label task is then
defined as the cross-entropy:
lg = −
∑
c∈{0,1}
c · log(P (c| 〈Q,P 〉)) (2)
Soft Label Task For a given instance 〈Q,P 〉,
teacher model can predict a score to indicate the
probability that Q and P are relevant. Take a
teacher as example, the relevance probability of
〈Q,P 〉 is defined as follows:
R(Q,P ) = sigmoid(W Ts · h1) (3)
where W Ts is a learnable parameter matrix,
R(Q,P ) ∈ [0, 1] is the relevance score.
The objective function of soft label task is de-
fined as mean squared error as follows:
ls = (z −R(P,Q))2 (4)
where z is the predicted score of teacher for given
〈P,Q〉 pairs.
4.2 Training and Prediction
In order to learn parameters of MKDM model, we
combine Equation (2) and Equation (4), and ob-
tain our multi-task learning objective function as
follows:
l = (1− α)lg + α 1
n
n∑
i=1
lsi (5)
where α is a loss weighted ratio, lsi is the loss of
i-th teacher. Details of our learning algorithm is
shown in Algorithm (1).
Algorithm 1 Framework of MKDM
1: Initialize model Θ = {Wg,Ws,VI}
2: iter = 0
3: repeat
4: iter ← iter + 1
5: for i = 1, ..., |X| do
6: for instance x(k), compute the gradient
∇(θ) using Equation (5)
7: update model θ ← θ + ∇(θ)
8: end for
9: until Converge
10: return {Wg,Ws,VI};
At the inference stage, we use an aggregate op-
eration to calculate the final result as follows:
O(〈P,Q〉) = 1
1 + n
(P (1| 〈P,Q〉)+
n∑
i=1
Ri(〈P,Q〉))
(6)
where Ri represent the i-th student header’s out-
put.
Table 3: Statistics of experiment datasets.
Datasets Number of Samples Average Question Length(words)
Average Answer Length
(words)
DeepQA 1,000,000 5.86 43.74
5 Experiment
5.1 Dataset
Our experimental dataset (called DeepQA) is ran-
domly sampled from one commercial Q&A sys-
tem’s large dataset. It contains 1 million Q&A la-
bel data covering various domains, such as health,
tech, sports, etc. Each case consists of three parts,
i.e. question, passage, and binary label (i.e. 0 or 1)
by human judges indicating whether the question
can be answered by the passage. The statistics are
shown in Table 3.
5.2 Evaluation metrics
We use the following metrics for model perfor-
mance evaluation:
• Accuracy: This metric equals to number of
correct predictions divided by the total num-
ber of samples in test set.
• Area Under Curve: This metric is one of the
most widely used metrics to evaluate binary
classification model performance. It equals
to the probability that the classifier will rank
a randomly chosen positive example higher
than a randomly chosen negative example.
• Queries Per Second: This metric indicates
the numbers of cases to be processed per sec-
ond. We use this metric to evaluate model
inference speed.
5.3 Baselines
We compare our model with several strong base-
line models to verify the effectiveness of our pro-
posed approach. All the baseline methods are
based on BERT pertained model:
• Original BERT: We use the BERT base fine-
tuning model as one strong baseline, which
consists of 12-layer transformer blocks, 768
hidden size, and 12 heads. Several BERT
base fine-tuning models are trained using dif-
ferent hyper-parameters.
• Single Student Model: 3 layers BERT base
model is selected as the student model archi-
tecture and model parameters are initialized
using the BERT base model weights. Differ-
ent with MKDM, this student model learns
from one single teacher model using knowl-
edge distillation. The teacher model is the
best model from the first baseline, i.e. Origi-
nal BERT model.
• Student Model ensemble: For each BERT
base fine-tuning model from the first base-
line, knowledge distillation is used to train a
BERT 3 layer student model. We train 3 stu-
dent models using 3 different teacher models,
then these student models are ensembled by
simply averaging the output scores.
5.4 Parameter Settings
For all baselines and MKDM, we implement on
top of the PyTorch implementation of BERT3. We
optimize MKDM with a learning rate of 3e−5 and
a batch size of 256. In all cases, the hidden size is
set as 768. The number of self-attention heads is
set as 12, and the feed-forward/filter size is set to
3072.
To compress original BERT model, we set the
number of transformer blocks as 3. Teacher mod-
els in MKDM are identical to the teacher mod-
els of student ensemble model. All baselines and
MKDM are not trained from scratch. We finetune
the student models on pretrained BERT model
weights.
5.5 Comparison Against Baselines
In this section, we conduct experiments to com-
pare MKDM with baselines in three dimensions,
i.e. inference speed, parameter size and perfor-
mance. From the results shown in Table 4, it’s in-
tuitive to have the following observations:
• It’s not surprising that original BERT model
shows the best performance due to the sheer
amount of parameters, but the inference
speed is super slow and the memory con-
sumption is huge.
• Single student model obtains pretty good re-
sults regarding inference speed and memory
3https://github.com/huggingface/pytorch-pretrained-
BERT.
Table 4: Model Comparison Between our Methods and Baseline Methods. ACC, AUC denote accuracy and area
under curve respectively (all AUC/ACC metrics in the table are percentage numbers with % omitted).
Model Inference Speed Parameters Performance
QPS (KB) ACC AUC
Original BERT Model 52 427,721 80.89 88.72
Single Student Model 217 178,506 76.29 84.12
Student Model Ensemble (3) 217 / 3 178,506 * 3 76.77 84.43
MKDM 217 178,512 77.18 85.14
capacity, but there are still some gaps com-
pared to the original BERT model in terms of
ACC, AUC.
• Student model ensemble performs better than
single student model. However, the inference
speed and memory consumption increase in
proportion to the number of student models
ensembled.
• Compared with single student model and stu-
dent ensemble model, our MKDM achieves
optimum in all three dimensions. Compared
to the single student model, MKDM only
needs small amount of additional memory
consumption since majority of the parameters
are shared across different tasks.
To conclude, MKDM performs better in three
dimensions than two strong baseline compressed
models with knowledge distillation (i.e. single stu-
dent model, student ensemble model) on DeepQA
dataset, and also further decreases performance
gap with the original BERT model, which verifies
the effectiveness of MKDM.
5.6 Effective Training of MKDM Model
In this section, we perform further analysis about
how to train MKDM more effectively.
5.6.1 The Impact of Pre-training Weights
BERT shows excellent results on plenty of NLP
tasks by leveraging large amount of unsupervised
data for pre-training to get better contextual repre-
sentations. In MKDM model, our best practice is
leveraging BERT pre-training weights to initialize
the first three layers.
The results in Table 5 show the performance
comparison between initializing with pre-training
weights and random initializing.
From the results, we can see that model initial-
ized from pre-training weights outperforms train-
ing from scratch. The relative performance im-
provement over ACC, AUC is around 9.86% and
12.55% which is significant. Meanwhile, during
Table 5: The Impact of BERT Pre-training Weights.
Strategy Performance
ACC AUC
Random Initializing Weights 67.32 77.18
Load Pre-training Weights 77.18 85.14
the training stage, the pre-training weights makes
the model faster to converge.
5.6.2 The Impact of Different Transformer
Layer Number
The most important architecture of BERT is the
transformer block count. In MKDM, the num-
ber of transformer layer is set as 3. Here we in-
vestigate the impact of different numbers of trans-
former layer. The performance of MKDM is
compared when the number of transformer layer
n ∈ {1, 3, 5, 7, 9}, and the results are shown in
Table 6.
Table 6: The Comparison for Different Number of
Transformer Layer.
Layer Count Inference Speed Performance
QPS ACC AUC
1 511 70.02 75.75
3 217 77.18 85.14
5 141 78.51 86.65
7 96 79.82 87.84
9 66 80.57 88.31
From the results, we can draw the following ob-
servations:
• As the number of transformer layer n in-
creases, the AUC and ACC metrics increase
as well, but the inference speed decreases.
It’s easy to understand that more transformer
layers bring in larger parameter size which
could benefit feature representation for per-
formance, but greatly hurt inference effi-
ciency.
• As the number of transformer layer increases,
the performance gain between two consec-
utive trials decreases. That say, when layer
count increases from 1 to 3, the performance
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Figure 2: The Overall Architecture of Our Two Stage Model.
gain over ACC, AUC is 7.16% and 9.39%
which is very huge improvement; while in-
creases from 3 to 5, 5 to 7, 7 to 9, the per-
formance gains decrease from around 1.4%
to 0.5%. Our thinking is that when trans-
former layer reaches a certain number, the
model representation capability seems suffi-
cient and there is no significant add-on value
when add more layers.
Based on these results, we set the number of
transformer layers as 3 for MKDM, since this set-
ting has the highest performance/computation cost
ratio which better meets the requirement for web-
scale applications.
More interestingly, in real business scenario, as
the data scale increases, the 3-layer MKDM also
shows the potential to achieve comparable results
with the original teacher models, which will be in-
troduced in Section 5.7.
5.6.3 The Impact of Loss Weighted Ratio
Here we investigate the impact of the loss
weighted ratio α defined in Section 4.2, where
α ∈ {0.1, 0.3, 0.5, 0.7, 0.9, 1.0}. Specially, when
set the ratio as 1.0, we only use the soft label head-
ers to calculate the final output result. Table 7
shows the performance of MKDM against differ-
ent α value.
From the results, we obtain the following obser-
vations:
• The larger ratio, the better performance will
be obtained (except when α is 1.0).
Table 7: The Impact of Different Loss Weighted Ratio.
Loss Weighted Ratio Performance
ACC AUC
0.1 75.48 83.39
0.3 75.73 83.75
0.5 76.25 84.10
0.7 76.56 84.38
0.9 77.18 85.14
1.0 76.30 84.33
• Without the golden label (i.e. α is 1.0), the
performance decreases. Just like when hu-
man beings learn knowledge, we let him/her
only learn from teachers but without reading
any books. Obviously, In this case, they can’t
master comprehensive knowledge.
5.7 Enhanced Student Model with Two-Stage
Multi-Task Knowledge Distillation
In most real business scenarios, it is relatively easy
to get large amount of unlabeled 〈Q,P 〉 data. In
MKDM, we only leverage labeled data for model
training. In fact, based on MKDM paradigm, we
can leverage not only labeled data for knowledge
distillation, but also large amount of unlabeled
data. Based on this idea, we further propose a Two
Stage MKDM (TS-MKDM for short) approach
(as shown in Figure 2):
1. Multi-Task Knowledge Distillation for pre-
training. That say, at the first stage, student
model learns from teacher models’ soft labels
as the optimization objective.
2. Multi-Task Knowledge Distillation for fine-
tuning. That say, at the second stage, just
as the original MKDM model, student model
jointly learns the golden label and teacher
models’ soft labels.
To verify our idea, we collect two larger com-
mercial datasets (called CommQA-Unlabeled and
CommQA-Labeled):
• CommQA-Unlabeled: It includes around
100 million 〈Q,P 〉 pairs collected from
a commercial search engine (without la-
bels). Firstly, for each question, top 10
relevant documents returned by the search
engine are selected to form 〈Question, Url〉
pairs; Then passages are further ex-
tracted from these documents to form
〈Question, Url, Passage〉 triples; Finally
〈Question, Passage〉 pairs are used as
experimental dataset.
• CommQA-Labeled: It is a human labeled
dataset, which is several times larger than
DeepQA with more diversified data.
CommQA-unlabeled is used for the above pre-
training stage, DeepQA and CommQA-Labeled
are used in above fine-tuning stage respectively to
evaluate the performance of TS-MKDM. Table 8
shows the comparison results between MKDM
and TS-MKDM. From the results, we can observe
the following findings:
• On both datasets, TS-MKDM outperforms
MKDM by large margin, which proves that
incorporating multi-task knowledge distilla-
tion for pre-training can further boost model
performance.
• Interestingly, by leveraging multi-task
knowledge distillation on super large scale
dataset for pre-training, the evaluation
results on CommQA-Labeled dataset show
that TS-MKDM model even exceeds the
performance of teacher model (AUC 87.5
vs 86.5, ACC 79.22 vs 77.00). This further
verifies TS-MKDM’s effectiveness.
6 Conclusion and Future Work
In this paper, we propose a novel Multi-task
Knowledge Distillation Model (MKDM) for
model compression. A new multi-task paradigm
is designed to jointly learn from multiple teacher
models. Based on this method, our student model
Table 8: The Performance comparison between
MKDM and TS-MKDM.
Dataset DeepQA CommQA-Labeled
Model ACC AUC ACC AUC
Original BERT 80.89 88.72 77.00 86.50
MKDM 77.18 85.14 77.32 85.71
TS-MKDM 78.47 86.36 79.22 87.50
can learn more generalized knowledge from dif-
ferent teachers. Results show that our proposed
method outperforms the baseline methods by great
margin, along with significant speedup of model
inference. We further perform extensive experi-
ments to explore a Two Stage Multi-task Knowl-
edge Distillation Model (TS-MKDM) based on
MKDM. The result shows that in real industry
scenario with super large scale data, TS-MKDM
even outperforms the original teacher model.
In the future, on one side, we will investigate
on heterogeneous student models (not transformer
based models) to evaluate our multi-task knowl-
edge distillation approach and further boost model
agility. On the other side, we will extend our meth-
ods to more tasks, such like sentence classifica-
tion, machine reading comprehension, etc.
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