Introduction
In an interesting paper [l] , Dantzig and Van Slyke have proved a theorem that gives an upper bound on the number of sets containing at least two basic variables. This fact is exploited to develop an algorithm that is computationally efficient for a large scale system with a special structure.
It is possible to show that this bound can be improved. The significance of this improvement lies in the fact that since it is related to the order of the working basis, the computation can be carried out with a basis of order less by one than that considered in [l] . The purpose of this note is to describe it and illustrate by an example.
Tneorem and example
The structure that is under our consideration is shown in Figure   I . It is assumed to be of full rank.
The last L equations give a division of variables into different sets. The set S denotes the columns associated with the variables occuring in (M + i) equation. The first set n + 1 columns will constitute the set S 0 .
In [l] the following theorem is proved:
Theorem 1: At least one variable from each set S is basic. As f- We note again that index set I is unchanged. Therefore In the example of [l] starting with the working basis of order k we obtain the following cycles. 
