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Abstract. In the integrate-and-fire model, the dynamics of a typical neuron
within a large network is modeled as a diffusion-jump stochastic process whose
jump takes place once the voltage reaches a threshold. In this work, the main
goal is to establish the convergence relationship between the regularized process
and the original one where in the regularized process, the jump mechanism is
replaced by a Poisson dynamic, and jump intensity within the classically forbid-
den domain goes to infinity as the regularization parameter vanishes. On the
macroscopic level, the Fokker-Planck equation for the process with random dis-
charges (i.e. Poisson jumps) are defined on the whole space, while the equation
for the limit process is on the half space. However, with the iteration scheme,
the difficulty due to the domain differences has been greatly mitigated and the
convergence in distribution can be established. Besides, by the numerical exper-
iments, we also quantitatively explore on the rate and the asymptotic behavior
of such convergence.
1. introduction
The classical description of the dynamics of a large set of neurons is based on
deterministic/stochastic differential systems for the excitatory-inhibitory neuron
network [23, 30, 35, 45]. One of the most famous models is the noisy leaky integrate
and fire (LIF) model [30], where the collective behavior of neural network can
be averaged as a self-consistent environment and within the network the typical
behavior of a neuron is approximated by the stochastic process [3, 4, 11, 14, 25,
29, 32, 33, 34, 41, 42, 44] and the influence from the network is given by an average
synaptic input by the mean-field approximation [14, 29, 41, 44]. In this model, the
membrane potential of a typical neuron within the network is denoted by the state
variable Xt. When the synaptic input of the network (denoted by I(t)) vanishes,
the membrane potential relaxes to the resting value VL. In the single neuron
approximation, the synaptic input I(t), which itself is another stochastic process,
is replaced by a continuous-in-time counterpart Ic(t) (see e.g. [3, 4, 32, 37, 41, 42]),
which takes the drift-diffusion form
I dt ≈ Ic dt = µc dt+ σc dBt. (1)
Here, Bt is the standard Brownian motion, and in principle the two processes Ic(t)
and I(t) have the same mean and variance. Thus between the firing events, the
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evolution of the membrane potential is given by the following stochastic differential
equation
dXt = (−Xt + VL + µc) dt+ σc dBt. (2)
Another important ingredient in the modelling is the firing-and-resetting mech-
anism: whenever the membrane voltage Xt reaches a threshold value VF , it is
immediately reset to a specific value VR < VF . Namely,
Xt = VR if Xt− = VF . (3)
The readers may refer to [41] for a thorough introduction on this subject.
From the perspective of the probability, the jump-diffusion processes of type
(2) and (3) were first introduced and studied by Feller [19, 20] (in terms of tran-
sition semigroups), which apparently was not motivated by the applications in
neuroscience. More specifically, [20] named such process “elementary return pro-
cess” and presented its Fokker-Planck equation in a weak form, of which the proof
was based on a Markov semigroup argument in [19]. In [1, 2, 38, 39], the au-
thors concerned the spectral properties of the generator of the stochastic process
or related models, and showed the exponential convergences in time towards the
stationary distribution. In particular, [38] applied their results to a neuronal fir-
ing model driven by a Wiener process and computed the distribution of the first
passage time. In the work [40, 43], the authors made more relaxed or modified
assumptions on the stochastic process than those in [24] and proved the existence
of pathwise solution of such process in a generalized sense.
For the jump-diffusion process (2) and (3), there has been a growing interest
in studying the partial differential equation model for the dynamics of the prob-
ability density function that the stochastics proess Xt is associated with. With
the heuristic viewpoint using Ito’s calculus, it is widely accpeted that the evolu-
tion of the probability density f(x, t) ≥ 0 of finding neurons at voltage x at time
t ≥ 0 satisfies the following Fokker-Planck equation on the half line with a singular
source term
∂f
∂t
(x, t) +
∂
∂x
[hf(x, t)]− a∂
2f
∂x2
(x, t) = N(t)δ(x− VR), x ∈ (−∞, VF ), t > 0,
(4)
with the drift velocity h = −x + VL + µc and the diffusion coefficient a = σ2c/2.
We complement (4) with the following Dirichlet and initial boundary conditions:
f(VF , t) = 0, f(−∞, t) = 0, f(x, 0) = fin(x) ≥ 0. (5)
Equation (4) is supposed to be the evolution of a probability density, therefore∫ VF
−∞
f(x, t) dx =
∫ VF
−∞
fin(x) dx = 1. (6)
Due to the Dirichlet boundary condition at x = VF , there is a time-dependent
boundary flux escaping the domain, and a Dirac delta source term is added to the
reset location x = VR to compensate the loss. It is straightforward to check that
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the conservation (6) characterizes the mean firing rate N(t) as the flux of neurons
at the firing voltage, which is implicitly given by
N(t) := −a∂f
∂x
(VF , t) ≥ 0. (7)
We remark that this delta source term on the right hand side of (4) is equivalent
to setting the equation on (−∞, VR)∪ (VR, VF ) instead and imposing the following
conditions
f(V −R , t) = f(V
+
R , t), a
∂
∂x
f(V −R , t)− a
∂
∂x
f(V +R , t) = N(t), ∀t ≥ 0.
And the firing events generate currents that propagate within the neuron networks,
which can be incorporated into this PDE model by expressing the drift velocity h
and the diffusion coefficient a as functions of the mean-firing rate N(t) (see e.g.
[5, 6, 9, 28]).
Many recent works are devoted to investigate the solution properties of such
PDE models, including the finite-time blow-up of weak solutions, the multiplicity
of the steady solutions, the relative entropy estimate, the existence of the classical
solutions, the structure-preserving numerical approximation, etc. (see e.g. [5, 6,
7, 8, 9, 28] and the references therein.) However to the best of our knowledge,
due to the firing-and-resetting mechanism for (2), the rigorous derivation of the
Fokker-Planck equation (4) in the classical sense from the microscopic stochastic
process had not yet been achieved by conventional methods.
In [26], we established the rigorous connection between the Fokker-Planck equa-
tions and the microscopic model. For simplicity, we assume for the rest of the
work
VL = 0, VR = 0, VF = 1, µc = 0, σ =
√
2, (8)
which means the LIF model becomes a linear model with the interaction among the
network neglected. And with these assumptions, the process (2) and (3) becomes
the standard O-U process with a “hard wall” at 1, i.e., whenever at time t, Xt hits 1,
it immediately jumps to 0 and then we restart the O-U-like evolution independent
of the past. Unlike the standard diffusion-jump process, the jumping time for Xt
is determined by the hard wall boundary and thus the classical Itoˆ calculus is not
directly applicable. Inspired by the renewal natural for Xt , which agrees with the
pioneering work of Feller [20], a novel strategy based on an iterated scheme has
been proposed in [26] to show that the probability density function (abbreviated
by p.d.f.) of Xt is the classical solution of its Fokker-Planck equation.
In fact, with the introduction of the auxiliary stochastic process counting the
number of firing events, the density f(x, t) of potential voltage Xt can be decom-
posed as a summation of sub-density functions {fn(x, t)}∞n=0. Each sub-density
naturally links to a less singular sub-PDE problem determined iteratively and of
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better regularities. Besides, all the desired regularities are maintained by the it-
eration scheme and with the exponential decay of decomposition, we can pass to
this limit, and concluded the preservesd properties on the PDE problem (4).
In this paper, we continue to study a family of related jump-diffusion processes
parameterized by δ, which is used to approximate the process Xt as δ → 0+.
Introduced in [7], such jump-diffusion processes are used to explore the reasonable
modeling of the mean firing events on the macroscopic level, which are associated
with the Fokker-Planck equations of neurons with random firing thresholds. As
shown in [5], the solution to the Fokker-Planck equation with a deterministic
firing potential may blow up in finite time, which is speculated to be related to the
synchronization activity of neuronal networks. The random discharge mechanism
in [7] provides an alternative scenario of incorporating the synchronous states
besides introducing time delay, refractory states, etc ( see [3, 4, 7, 12]). However,
all the regularization models are mostly based on scientific intuition or technical
insights of the PDE theory, among which the random discharge model is tractable
on the microscopic level and is reminiscent of the well-studied kinetic equations on
the macroscopic level. Thus, we choose to focus on the random discharge model to
rationalize the regularization effect and show the convergence relationship between
such a model and its limit as the regularization parameter vanishes.
We denote such processes by Xδt , and the associated jumping rate λ
δ(Xδt ) = 0
when Xδt < 1, and λ
δ(Xδt ) = O(δ
−1) when Xδt > 1 + δ. Between the firing events,
Xδt propagates along the O-U process
dXδt = −Xδt dt+
√
2 dBt. (9)
Recall that there exists a “hard wall” boundary for Xt, i.e. the firing event takes
place whenever Xt reaches 1. However, the jumps of X
δ
t are determined by a
state-dependent Possion measure, for it evloves as the standard O-U process when
Xδt < 1 and can jump with a high rate once X
δ
t exceeds 1, and such a jump
process can be interpreted as a ”soft wall” boundary when Xδt ≥ 1. The Possion
jump model frequently appears in the kinetic model [10, 13, 16, 18] and with Itoˆ′s
formula, we can derive its Dynkin’s formula, forward and backward Kolmogorov
equation and Feynman-Kac formula, etc. However, Itoˆ calculus is not directly
applicable when δ = 0 and thus Xt is seen as the singular limit of a family of
regularized processes. The primary goal of this paper is to justify whether and in
which sense the regularized model converges to the original one.
Formally speaking, Xt can be seen as the limit of X
δ
t as δ → 0+, for the cor-
responding density function f δ(x, t) is supposed to converge to f(x, t) as δ → 0+.
The rigorous justification of such convergence is challenging due to the domain
differences and the main contribution of this paper is the convergence for distri-
butions and the mean firing rates between the two processes. With the iteration
approach in [26], one may similarly decompose f δ(x, t) into series of sub-densities.
With the series representations, by comparing each term in the two series and
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using the exponential convergence with respect to the number of jumps to pass to
the limit, we can prove the weak convergence by the probability theory.
As an complement to the convergence justification, we numerically explore the
convergence rate and asymptotic behaviour of the process Xδt and its density func-
tion. The numerical scheme is based on the Scharfetter-Gummel reformulation and
preserves certain structure of the Fokker-Planck equation for Xδt in [28]. We also
find numerical evidences of the existence of an asympotic profile. More specifi-
cally, the simulation results highly suggest that one can numerically identify two
parameters α and β numerically such that
f δ(x, t) = δαφ
(
δβ(x− 1))+ o (δα) , ∀x ∈ [1,+∞), (10)
where φ is a profile function independent of δ. Equation (10) suggests how f δ
vanishes on the half-space {x ≥ 1} in a self-similar fashion.
The rest of the paper is outlined as follows. In Section 2, we first review the
jump prcess Xt and give the precise definition of X
δ
t . After laying out their Fokker-
Planck equations, we summarize the main convergence results between Xδt and
Xt. In Section 3 we rigorously show that the solution and mean firing rate of the
random discharge model weakly converges to the original model by a probabilistic
approach. In Section 4, we quantitatively explore on the rate and the asymptotic
behavior of such convergence by numerical experiments. In Section 5, we conclude
this paper and give some future research directions. For the rest of this work, we
use C, C0, Ck and CT to denote generic constants.
2. preliminaries and main results
We first briely review the result for jump prcess Xt in [26]. The stochastic
process Xt has been formally defined in (2) and (3), and the interested readers
may refer to [26] for the rigorous construction of such a process. In the integrate
and fire model, process Xt is used to describe the mean field behaviour of the
neuron network. Let the distribution of X0 be denoted by ν, which is a probability
measure on (−∞, 1− ] for some  > 0 and let fin(x) denote the density function
of ν. Then with the iteration idea, we have already shown in [26] that for any
fixed T > 0, the Fokker-Planck equation for Xt is
∂f
∂t
− ∂
∂x
(xf)− ∂
2f
∂x2
= 0, x ∈ (−∞, 0) ∪ (0, 1), t ∈ (0, T ],
f(0−, t) = f(0+, t),
∂
∂x
f(0−, t)− ∂
∂x
f(0+, t) = − ∂
∂x
f(1−, t), t ∈ (0, T ],
f(−∞, t) = 0, f(1, t) = 0, t ∈ [0, T ],
f(x, 0) = fin(x), x ∈ (−∞, 1).
(11)
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In the rest of this paper, we define
N(t) := − ∂
∂x
f(1−, t), t > 0,
which serves as the definition of the mean firing rate.
In this paper, we consider a related family of jump-diffusion processes parame-
terized by δ as in (9), which is related to the Fokker Planck equation of neurons
with random firing thresholds to approximates the original process Xt. Introduced
in [7], we use the random discharge model to rationalize the regularization effect
for Xt. The precise definition of X
δ
t is as follows.
For a fixed δ > 0, we define the discharge rate function:
λδ(x) =

0, x ≤ 1
x−1
δ2
, x ∈ [1, 1 + δ]
1
δ
, x ≥ 1 + δ
(12)
Then consider the following state-dependent jump-diffusion process as defined in
Chapter V I of [27]:
dXδt = −Xδt dt+
√
2dBt + [−Xδt− ]dP δ(t,Xδt ) (13)
where P δ(t,Xδt ) is a state-dependent Poisson process with a jump rate λ
δ(Xδt ). For
the rest of the section, without loss of generality, we simplify the initial condition to
be Xδ0 = 0, and the corresponding initial condition of the PDE problem becomes
f δ(x, 0) = δ(x). Recalling the treatment for Xt in [26], we also decompose X
δ
t
according to the renewal process of its jump times. More precisely, define
nδt =
∣∣{s : s ≤ t,Xδs 6= Xδs−}∣∣ (14)
to be the counting process of jumps. And for each n ≥ 1, we define the stopping
times:
T δn = inf{t ≥ 0 : nδt = n}. (15)
Let FT δn(t) and fT δn(t) be the c.d.f and p.d.f of T
δ
n respectively. Moreover, for each
n ≥ 0, we also define:
F δn(x, t) = P
(
Xδt ≤ x, nδt = n
)
. (16)
Using similar arguments as in section 2 of [26], we have the following iteration
relationship.
Proposition 2.1. for all n ≥ 1,
F δn(x, t) =
∫ t
0
F δn−1(x, t− s)dFT δ1 (s)
and
FT δn(t) =
∫ t
0
FT δn−1(t− s)dFT δ1 (s).
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With Itoˆ′s formula, we can directly derive the Fokker-Planck equation for Xδt
as follows.
Theorem 1. Let f δ(x, t) denotes the p.d.f. of the process Xδt starts from y < 1
and it satisfies the following PDE problem in the sense of distribution
∂f δ
∂t
− ∂
∂x
(
xf δ
)− ∂2f δ
∂x2
= N δ(t)δ(x)− λδ(x)f δ(x, t), x ∈ R, t > 0,
N δ(t) =
∫
R
λδ(y)f δ(y, t)dy, t > 0,
f δ(−∞, t) = f δ(+∞, t) = 0, t > 0,
f δ(x, 0) = δ(x− y) in D′(R).
(17)
where N δ(t) is the modified mean firing rate and the Equation (17) is referred
to as the Fokker-Planck equation of neuron networks with random discharges [7].
We observe that, in this variant model, the mean firing rate N δ(t) is modified to
a integral of the density function, which admits a global estimate as shown in [7].
The proof of Theorem 1 is elementary, and we choose to omit the details in this
work.
However for the process Xδt , Itoˆ
′s calculus is not directly applicable when δ = 0
and with the domain difference, the approximation error between two processes
are still not yet quantifiable. The main contribution of this paper is to rigorously
establish the relationship between the two processes. With the iteration strategy,
we can prove the convergence between the processes in the sense of distribution,
which is summarized in the following theorem. Once again, we only consider the
simplified initial condition for both processes, and the natural extension to general
and proper initial conditions can be obtained by convolution.
Theorem 2. Let F δ(x, t) and F (x, t) denote the cumulative distribution functions
of Xδt and Xt respectively, with X
δ
0 = X0 = 0. Then for any fixed T < ∞ and
ε > 0, there is a η0 > 0, s.t. ∀δ ≤ η0, x ∈ (−∞,+∞) and t ∈ [0, T ], we have∣∣F δ(x, t)− F (x, t)∣∣ ≤ ε, (18)
which is equivalent with the following weak convergence. That is for any test func-
tion φ(x) ∈ C(R) and maxx∈R |φ(x)| ≤ 1,∣∣∣∣∫ φ(x)f δ(x, t)dx− ∫ φ(x)f(x, t)dx∣∣∣∣ < . (19)
Besides, the modified mean firing rate N δ(t) also converges weakly to the mean
firing rate N(t), i.e. for any fixed T > 0 and φ(t) ∈ Cb[0, T ],
lim
δ→0+
∫ T
0
φ(t)N δ(t)dt =
∫ T
0
φ(t)N(t)dt. (20)
The detailed proof of the theorem is presented in Section 3.
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3. the random discharge model and its convergence
In Section 2, we have precisely defined a family of jump-diffusion processes
Xδt that are associated with the Fokker-Planck equations with random discharges.
With the jumping criterion slightly altered, we are able to derive the Fokker-Planck
equation of Xδt by classical Itoˆ
′s calculus, which is reckoned as a regularized model
(see Theorem 6.1 in [7]). However, the rigorous justification of such convergence is
challenging. In this section we aim to prove Theorem 2, i.e., both the distribution
fuction and mean firing rate of the Xδt approximate those of the limit Xt as δ → 0+.
We first derive (18) to achieve the weak convergence (19) and then show the
convergence of the mean firing rates, which concludes the proof of Theorem 2.
Such jump-diffusion processes are related to the Fokker Planck equation of neurons
with random firing thresholds, which was introduced in [7].
3.1. Weak Convergence for the Density Function.
For any t > 0, recall that F δ(x, t) = P (Xδt ≤ x) denotes the cumulative dis-
tribution function of Xδt and F (x, t) is the cumulative distribution function of
Xt. Before the discussion of technical details, we first outline the major steps as
follows.
1. We use the technique of coupling to campare the difference between F δ0 (x, t)
and F0(x, t) together with FT δ1 (t) and FT1(t).
2. We prove the uniform continuity of Fn(x, t). We first use a classical mar-
tingale approach to prove the uniform continuity of F0(x, t). Then with
the iteration idea, we prove the continuity of Fn(x, t).
3. With the uniform continuity, parallel to step one, we estimate the difference
between Fn(x, t) and F
δ
n(x, t).
4. With the exponential decay property of both Fn(x, t) and F
δ
n(x, t), we
complete the proof. In fact, we can decompose the difference between
F (x, t) and F δ(x, t) into two terms. The first term is small because the
argument in step 3, the second term is small due to the exponential decay
property.
Now back to the detailed proof. Recalling the jump-diffusion process Xt as in (2)
and (3), let T1 denotes the first time it hits 1. We first state the following result
for the c.d.f FT1(t) for T1 and the proof can be found in section 2 of [26].
Proposition 3.1. FT1(·) is uniformly continuous on [0,∞), i.e., ∀ε > 0, there
∃η1 > 0, s.t. ∀t, t′ ≥ 0, |t− t′| ≤ η1, we have
|FT1(t)− FT1(t′)| < ε.
From the time being, we may let n = 0 and compare the difference between
F δ0 (x, t) and F0(x, t) together with FT δ1 (t) and FT1(t). Actually, we have the fol-
lowing lemma.
8
Lemma 3.1. For any ε > 0, there is a η0 > 0 such that for all δ ∈ (0, η0] and all
t ≥ 0, ∣∣F δ0 (x, t)− F0(x, t)∣∣ < ε. (21)
At the same time, we also have:∣∣∣FT1(t)− FT δ1 (t)∣∣∣ = P (T 01 ≤ t, T 0,δ1 > t) < ε. (22)
Proof. Noting that for ∀y ∈ R,
Ot = e
−ty + e−t
∫ t
0
esdBs (23)
forms an O-U process starting from y, one may couple two stochastics process
Xt∧T1 and X
δ
t∧T δ1
as follows:
(i) Define {X0t }t≥0 be a standard O-U process, that is dX0t = −X0t dt+
√
2dBt, X
0
0 =
0, and let random variable Γ obey the exponential distribution exp(1) be indepen-
dent to the process X0t .
(ii) Consider the following two stopping times:
T 01 = inf{t ≥ 0 : X0t = 1}, T 0,δ1 = inf{t ≥ 0 :
∫ t
0
λδ(X0s )ds = Γ}.
By definition, X0
t∧T 01 and X
0
t∧T 0,δ1
are identically distributed as Xt∧T1 and X
δ
t∧T δ1
,
and at the same time we have T 01 ≤ T 0,δ1 . Thus one has
F0(x, t) = P(X
0
t ≤ x, T 01 > t) ≤ F δ0 (x, t) = P(X0t ≤ x, T 0,δ1 > t) (24)
while
F δ0 (x, t)− F0(x, t) ≤ P(T 01 ≤ t, T 0,δ1 > t). (25)
By strong Markov property of O-U process, if we restart X0t at T
0
1 , then {X0s+T 01 }s≥0
forms a new O-U process starting at 1 which is independent of T 01 . Denote this
process by Xˆs. From now on, we use P1(·) to denote the distribution of the O-U
process starting at 1. Moreover, define a new stopping time Tˆ 0,δ1 = T
0,δ
1 − T 01 with
respect to {Xˆs}s≥0, then one may have:
P(T 01 ≤ t, T 0,δ1 > t) =
∫ t
0
P1(Tˆ
0,δ
1 > t− s)dFT1(s). (26)
As we have previously seen in Proposition 3.1, FT1(s) is uniformly continuous
on [0, T ]. Thus for any ε > 0, there exists η1 > 0 s.t. for ∀s ≥ 0, we have
FT1(s+ η1)− FT1(s) < ε. Then for t < η1, we have
P(T 01 ≤ t, T 0,δ1 > t) ≤
∫ t
0
dFT1(s) ≤ FT1(η1) < .
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And for t > η1, we have
P(T 01 ≤ t, T 0,δ1 > t) =
∫ t
0
P1(Tˆ
0,δ
1 > t− s)dFT1(s)
=
∫ t−η1
0
P1(Tˆ
0,δ
1 > t− s)dFT1(s) +
∫ t
t−η1
P1(Tˆ
0,δ
1 > t− s)dFT1(s)
≤ P1(Tˆ 0,δ1 > η1) + (FT1(t)− FT1(t− η1))
≤ P1(Tˆ 0,δ1 > η1) + ε.
(27)
Hence, it suffices to prove that for any fixed η1 > 0,
lim
δ→0
P1(Tˆ
0,δ
1 > η1) = 0. (28)
For any η1 > 0 and δ > 0, consider the following random subset generated by
Xˆs:
Iˆ(η1, δ) = {s < η1 : Xˆs > 1 + δ}. (29)
By definition, one may see that{
Tˆ 0,δ1 ≤ η1
}
⊃
{∫ T 01 +η1
T 01
λδ(X0s )ds ≥ Γ
}
=
{∫
{s<η1:Xˆs∈[1,1+δ]}
λδ(Xˆs)ds+
∫
{s<η1:Xˆs>1+δ}
λδ(Xˆs)ds ≥ Γ
}
⊃
{∫
{s<η1:Xˆs>1+δ}
λδ(Xˆs)ds ≥ Γ
}
=
L
(
Iˆ(η1, δ)
)
δ
≥ Γ

Thus,
P1(Tˆ
0,δ
1 ≤ η1) ≥ P1
L
(
Iˆ(η1, δ)
)
δ
≥ Γ
 (30)
where L denote the Lesbgue measure in R. Recall Γ ∼ exp(1). Thus it suffices to
prove that
lim
δ→0
P1
L
(
Iˆ(η1, δ)
)
δ
≥ Γ
 = 1.
First we consider when δ = 0. With (23), we know that
Xˆt = e
−t +
√
2
∫ t
0
e−(t−s)dBs
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Moreover, by the pathwise continuity of Xˆt, one may see that Iˆ(η1, 0) is a.s. either
an empty set or an nonempty open set. We first show it is a.s. nonempty. Let
T˜1 = inf{t > 0 : Xˆt > 1}, it suffices to prove
P1(T˜1 = 0) = 1. (31)
The proof of (31) relies on the 0 − 1 Law for standard Brownian motion. See
Theorem 7.2.3 on Page 362 of [17] for details.
(i) For any ∆t > 0, {T˜1 < ∆t} ⊃ {Xˆ∆t > 1} = {e−∆t−
√
2
∫ ∆t
0
e−(∆t−s)dBs > 1} ∈
F∆t, where F is the natural filtration generated by Xˆs.
(ii) Thus for ∆tn → 0, {T˜1 = 0} ⊃ {Xˆ∆tn > 1, i.o.} ∈ FB0+, where FB0+ is the
infinitesimal increment σ-field of Brownian motion {Bt}t≥0 and i.o. stands for
infinitly often.
(iii) By the 0− 1 Law, we now only need to prove that P1(Xˆ∆tn > 1, i.o.) > 0. At
the same time, with (23) we have
P1(Xˆ∆tn > 1) = P1
(
N(0, 1) >
1− e∆tn√
1− e−2∆tn
)
. (32)
Now noting that 1−e
∆tn√
1−e−2∆tn
= O(∆tn)→ 0 as n→∞, we have limn→∞P1(Xˆ∆tn >
1) = 1
2
> 0. Thus we have proved (31) and hence
P1(L(Iˆ(η1, 0)) > 0) = 1. (33)
Note that events {L(Iˆ(η1, 1n) > 1nΓ} → {L(Iˆ(δ, 0)) > 0} as n → ∞. Thus for any
ε > 0, there ∃N s.t. for all n ≥ N
P1
(
L(Iˆ(δ1,
1
n
)) >
1
n
Γ
)
≥ 1− ε. (34)
Fixing any δ ≤ 1
N
and recalling that ε is arbitrary, together with (30), we got (28).
Combining (28), (25) and (27), when δ is samll we have
F δ0 (x, t)− F0(x, t) ≤ P(T 01 ≤ t, T 0,δ1 > t) ≤ P1(Tˆ 0,δ1 > η1) + ε ≤ 2ε.
and thus the proof of Lemma 3.1 is completed.

Before proceeding with the iterative argument, we need to derive the uniform
continuity of Fn(x, t) iteratively. Recall Proposition 3.1 of [26], we immediately
got the following essential uniform continuity of F0(x, t).
Proposition 3.2. For η1 > 0 in Proposition 3.1, there ∃η2 ∈ (0, η1) such that for
all x ∈ (−∞, 1] and t, t′ > η1, |t′ − t| < η2, we have
|F0(x, t)− F0(x, t′)| < ε.
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Next for F1(x, t), by Lemma 2.2 of [26], we have
F1(x, t) =
∫ t
0
F0(x, t− s)dFT1(s),
F1(x, t
′) =
∫ t′
0
F0(x, t
′ − s)dFT1(s).
Now we prove:
Corollary 3.1. Recall the definition of η1, η2 in Proposition 3.1-3.2. For all 0 ≤
t < t′ <∞ such that t′ − t < η2, and any x ∈ (−∞, 1], we always have
|F1(x, t)− F1(x, t′)| ≤ 3. (35)
Remark 1. Here we no longer need t, t′ be away from 0.
Proof. First, suppose t > η1, we may write:
F1(x, t) =
∫ t−η1
0
F0(x, t− s)dFT1(s) +
∫ t
t−η1
F0(x, t− s)dFT1(s)
=: A1 + A2,
while
F1(x, t
′) =
∫ t−η1
0
F0(x, t
′ − s)dFT1(s) +
∫ t′
t−η1
F0(x, t
′ − s)dFT1(s)
=: B1 +B2.
Using the uniform continuity of FT1(t) and since F0(x, t) ≤ 1, we have{
A2 ≤
∫ t
t−η1 dFT1(s) ≤ ε
B2 ≤
∫ t′−η1
t−η1 dFT1(s) +
∫ t′
t′−η1 dFT1(s) ≤ 2ε,
which together with Proposition 3.2 imply that
|F1(x, t)− F1(x, t′)| ≤ |A1 −B1|+ |A2 −B2|
≤
∫ t−η1
0
|F0(x, t′ − s)− F0(x, t− s)| dFT1(s) + 2ε
≤
∫ t−η1
0
εdFT1(s) + 2ε ≤ 3ε.
When t ≤ η1, we have
F1(x, t) =
∫ t
0
F0(x, t− s)dFT1(s) ≤
∫ η1
0
dFT1(s) = FT1(η1) ≤ ε.
And note that η2 ≤ η1, while t′ − t ∈ (0, η2)
F1(x, t
′) ≤
∫ t
0
dFT1(s) +
∫ t′
t
dFT1(s) ≤ 2ε.
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Thus |F1(x, t)− F1(x, t′)| ≤ 2ε.

Similiarly, one may inductively prove:
Corollary 3.2. For all n ≥ 1, any x ∈ (−∞, 1] and all 0 ≤ t ≤ t′ <∞ such that
0 < t′ − t < η2, we have
|Fn(x, t)− Fn(x, t′)| ≤ (2n+ 1)ε.
Now with the uniform continuity of Fn(x, t), we can continue the proof of The-
orem 2. First, parallel to the proof of Lemma 3.1, we can consider the difference
between F1(x, t) and F
δ
1 (x, t). Specially, we have the following lemma.
Lemma 3.2. Recall the definition of δ in Lemma 3.1. We have for any x ∈
(−∞, 1] and t ≥ 0, |F1(x, t)− F δ1 (x, t)| ≤ 5ε.
Proof. Note that {
F1(x, t) =
∫ t
0
F0(x, t− s)dFT1(s),
F δ1 (x, t) =
∫ t
0
F δ0 (x, t− s)dFT δ1 (s).
For any t ≥ 0, we introduce the intermediate term:∫ t
0
F0(x, t− s)dFT δ1 (s).
Recall (21) and (22) together with the fact that F δ0 , F0 ∈ [0, 1], we have∣∣F1(x, t)− F δ1 (x, t)∣∣
≤
∫ t
0
∣∣F δ0 (x, t− s)− F0(x, t− s)∣∣ dFT δ1 (s) +
∣∣∣∣∫ t
0
F0(x, t− s)d
(
FT1(s)− FT δ1 (s)
)∣∣∣∣
≤εFT δ1 (t) +
∣∣∣E [F0(x, t− T 01 )1{T 01≤t}]− E [F0(x, t− T 0,δ1 )1{T 0,δ1 ≤t}]∣∣∣ .
(36)
Now recall the definition of η2 in Proposition 3.2 and consider the following ”good
event”
G = {T 01 ≤ t− η1 − η2, T 0,δ1 − T 01 ≤ η2}. (37)
Recalling Proposition 3.1-3.2 and (28), we have∣∣∣E [F0(x, t− T 01 )1{T 01≤t}]− E [F0(x, t− T 0,δ1 )1{T 0,δ1 ≤t}]∣∣∣
≤E
[∣∣∣F0(x, t− T 01 )− F0(x, t− T 0,δ1 )∣∣∣ · 1G]+P(GC ∩ {T 01 ≤ t})
≤ε+P(T 01 ∈ (t− η1 − η2, t]) +P(T 0,δ1 − T 01 > η2) ≤ 4ε.
(38)
Combining (36), we complete the proof.

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Now one may inductively prove
Lemma 3.3. Recall the definition of δ in Lemma 3.1. We have for all n ≥ 1 and
any x ∈ (−∞, 1] and t ≥ 0, |Fn(x, t)− F δn(x, t)| ≤ (n+ 2)2ε.
Proof. By Lemma 3.1 and Lemma 3.2, the result has been shown true for n = 0
and 1. Now suppose Proposition 1 holds for all k ≤ n − 1. Now for k = n, we
have: {
Fn(x, t) =
∫ t
0
Fn−1(x, t− s)dFT1(s),
F δn(x, t) =
∫ t
0
F δn−1(x, t− s)dFT δ1 (s).
(39)
Again there is :∣∣Fn(x, t)− F δn(x, t)∣∣ ≤ ∫ t
0
∣∣F δn−1(x, t− s)− Fn−1(x, t− s)∣∣ dFT δ1 (s)
+
∣∣∣E [Fn−1(x, t− T 01 )1{T 01≤t}]− E [Fn−1(x, t− T 0,δ1 )1{T 0,δ1 ≤t}]∣∣∣ .
(40)
Recall the ”good event” G = {T 01 ≤ t− η2, T 0,δ1 − T 01 ≤ η2}. We have∣∣∣E [Fn−1(x, t− T 01 )1{T 01≤t}]− E [Fn−1(x, t− T 0,δ1 )1{T 0,δ1 ≤t}]∣∣∣
≤E
[∣∣∣Fn−1(x, t− T 01 )− Fn−1(x, t− T 0,δ1 )∣∣∣ · 1G]+P(GC ∩ {T 01 ≤ t})
≤(2n− 1)ε+P(T 01 ∈ (t− η2, t]) +P(T 0,δ1 − T 01 > η2)
≤(2n+ 1)ε.
(41)
Thus we have,∣∣Fn(x, t)− F δn(x, t)∣∣ ≤ [(n+ 1)2 + (2n+ 1)]ε ≤ (n+ 2)2ε.

Finally, for all T <∞, and any t ∈ [0, T ], x ≤ 1,
Fn(x, t) ≤ P(Tn ≤ t), F δn(x, t) ≤ P(T δn ≤ t).
By the argument in Lemma 2.3 of [26], we have already implied that ∃ constant
C depending only on T such that
P(T δn ≤ t) ≤ P(Tn ≤ t) ≤ exp(−Cn). (42)
What’s more, we can decompose the difference between F (x, t) and F δ(x, t) into
two terms. That is,∣∣F (x, t)− F δ(x, t)∣∣ ≤ n∑
i=0
∣∣Fi(x, t)− F δi (x, t)∣∣+ +∞∑
i=n+1
∣∣Fi(x, t)− F δi (x, t)∣∣ . (43)
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Now using Lemma 3.3 we know that the first term of (43) is small, while the
second term is small due to the exponential decay property (42). Thus the proof
of (18) is completed.
3.2. Weak Convergence for the Mean Firing Rate.
In the last subsection, we observe that the proof of Theorem 2 purely relies on
the probability approach. Clearly, the density function f δ(x, t) and the mean firing
rate N δ(t) =
∫
R f
δ(y, t)λδ(y)dy admit the following expansions
f δ(x, t) =
∞∑
n=0
f δn(x, t), N
δ(t) =
∞∑
n=0
N δn(t). (44)
where f δn(x, t) is the density function of the measure induced by F
δ
n(·, t) and for
n ≥ 0,
N δn(t) :=
∫
R
f δn(y, t)λ
δ(y)dy.
To prove (20), we need to build connection between N δn(t) and the p.d.f. fT δn(t).
We first derive the Dynkin’s formula for the killing process X˜δt that is obtained by
stopping the process Xδt at the first jumping time. To be specific,
X˜δt =
{
Xδt , t < T
δ
1 ,
Xδ
T δ1
, t ≥ T δ1 ,
(45)
First, we derive the Fokker-Planck equation for f δ0 and its decay property for
further iteration calculations.
Lemma 3.4. Let f δ0 (x, t) be the density of the measure induced by F
δ
0 (·, t) defined
in (16), then it is the classical solution of the following equation
∂f δ0
∂t
− ∂
∂x
(
xf δ0
)− ∂2f δ0
∂x2
= −λδ(x)f δ0 (x, t), x ∈ R, t > 0,
f δ0 (x, 0) = δ(x) in D′(−∞,+∞).
(46)
Moreover, for any t > 0, and |x| sufficiently large, one should have there ∃c > 0
s.t.
max
{∣∣f δ0 (x, t)∣∣ , ∣∣∣∣ ∂∂xf δ0 (x, t)
∣∣∣∣ , ∣∣∣∣ ∂2∂x2f δ0 (x, t)
∣∣∣∣} ≤ exp(−Cx2), (47)
Remark 2. The proof follows the standard argument as in the [15].
Proof. In the following we use Xˆt to denote an O-U process starts from 0 . The
proof of (47) follows the same argument as in Lemma 3.1 of [26]. For any fixed
T > 0, according to Theorem 3.5 in Chapter V of [22] by Garroni and Menaldi,
the parabolic operator
Ly = −y∂y ·+∂2yy · −λδ·,
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exists a unique Green function G : R×[0, T ]×R×[0, T ] 3 (y, s, x, t) 7→ G(y, s, x, t).
for a given (x, t) ∈ R × [0, T ], the function R × [0, t) 3 (y, s) 7→ G(y, s, x, t) is a
solution of the PDE{
∂sG(y, s, x, t) + LyG(y, s, x, t) = 0, (y, s) ∈ R× [0, t),
G(y, t, x, t) = δ(y − x) in D′(R) (48)
Following Theorem 5 in Chap.9 of [21], for any given (y, s) ∈ R × [0, T ), the
function R× (s, T ] 3 (x, t) 7→ G(y, s, x, t) is also known to be Green’s function of
the adjoint operator
L∗x = ∂x[x·] + ∂2xx · −λδ·
i.e. {
∂tG(y, s, x, t) = L∗xG(y, s, x, t), (x, t) ∈ R× (s, T ],
G(y, s, x, s) = δ(x− y) in D′(R), (49)
Morever, it belongs to C2,1 in x, t and satisties the following estimation:∣∣∂`G(y, s, x, t)∣∣ ≤ C(t− s)− 1+`2 exp(−C0 (x− y)2
t− s
)
, 0 ≤ s < t ≤ T. (50)
where ` = 0, 1, 2, ∂` = ∂`xt = ∂
m
x ∂
n
t , ` = 2m+ n, for m,n ∈ N0.
Thus given any smooth test functin φ : R × [0, T ] with compact support, the
PDE problem{
∂su(y, s)− y∂yu(y, s) + ∂yyu(y, s)− λδ(s)u(y, s) + φ(y, s) = 0, (y, s) ∈ R× [0, T ),
u(y, T ) = 0 y ∈ R
(51)
admits a unique classical solution
u(y, s) =
∫ T
s
∫ +∞
−∞
G(y, s, x, t)φ(x, t)dxdt. (52)
Set
Yt := u(Xˆt, t) and Zt := exp{−
∫ t
0
λδ(Xˆs)ds}
and they are both semimartingales. Then by Itoˆ′s formula (see Exercise 5.32 on
Page 209 of [31] for details), we have
d(YtZt) = YtdZt + ZtdYt + d〈Y, Z〉t. (53)
Noting that dZt = −Ztλδ(Xˆt)dt, thus Zt is bounded variation and then the
quadradic variation 〈Z〉t = 0. By 〈Y, Z〉t ≤ 〈Y 〉t〈Z〉t, we know the covariance
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process 〈Y, Z〉t equals to 0. Hence,
d(YtZt) = −u(Xˆt, t) exp{−
∫ t
0
λδ(Xˆs)ds}λδ(Xˆt)dt
+ exp{−
∫ t
0
λδ(Xˆs)ds}
(
[ut(Xˆt, t)− ux(Xˆt, t)Xˆt + uxx(Xˆt, t)]dt+
√
2ux(Xˆt, t)dBt
)
.
(54)
With (54) and the boundary condition of u in (51), we have
0 = u(XˆT , T ) exp(−
∫ T
0
λδ(Xˆt)dt)
= u(0, 0)−
∫ T
0
u(Xˆt, t)λ
δ(Xˆt) exp(−
∫ t
0
λδ(Xˆs)ds)dt
+
∫ T
0
[
ut(Xˆt, t)− xux(Xˆt, t) + uxx(Xˆt, t)
]
exp(−
∫ t
0
λδ(Xˆs)ds)dt
+
√
2
∫ T
0
ux(Xˆt, t) exp(−
∫ t
0
λδ(Xˆs)ds)dBt.
(55)
Taking expectation for (55) and recalling (51), we have
u(0, 0) = E
[∫ T
0
φ(Xˆt, t) exp(−
∫ t
0
λδ(Xˆs)ds)dt
]
=
∫ T
0
E
[
φ(Xˆt, t) exp(−
∫ t
0
λδ(Xˆs)ds)
]
dt
(56)
Apply formula (8.2.10) on Page 139 of [36] with f(·) = φ(·, t),
E
[
φ(Xˆt, t) exp(−
∫ t
0
λδ(Xˆs)ds)
]
= E
[
φ(Xδt , t)1{T δ1>t}
]
=
∫ +∞
−∞
φ(x, t)f δ0 (x, t)dx.
(57)
By (52) we have∫ T
0
∫ +∞
−∞
φ(x, t)G(0, 0, x, t)dxdt = u(0, 0) =
∫ T
0
∫ +∞
−∞
φ(x, t)f δ0 (x, t)dxdt,
which implies that G(0, 0, x, t) coincides with f δ0 (x, t). Thus we conclude that
f δ0 (x, t) satisfies (46) and the decay property (47) is valid because of (50).

Next we can prove
Lemma 3.5. For any n ≥ 1 and t > 0,
fT δn(t) = Nn−1(t). (58)
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Proof. We prove (58) inductively. First for the case when n = 1, with (46) and
(47), one has for any t > 0,
fT δ1 (t) =
d
dt
P(T δ1 ≤ t) = −
d
dt
∫ +∞
−∞
f δ0 (x, t)dx
=−
∫ +∞
−∞
d
dt
f δ0 (x, t)dx
=
∫ +∞
−∞
[
λδ(x)f δ0 (x, t)−
∂2f δ0
∂x2
− ∂
∂x
(
xf δ0
)]
dx
=
∫ +∞
−∞
λδ(x)f δ0 (x, t)dx.
(59)
Now we assume (58) holds for all k ≤ n and note that
fT δn+1(t) =
∫ t
0
fT δn(t− s)fT δ1 (s)ds =
∫ t
0
∫ +∞
−∞
f δn−1(x, t− s)λδ(x)dxfT δ1 (s)ds.
By Fubini’s formula,
fT δn+1(t) =
∫ +∞
−∞
∫ t
0
f δn−1(x, t−s)fT δ1 (s)dsλδ(x)dx =
∫ +∞
−∞
f δn(x, t)λ
δ(x)dx = Nn(t).
(60)

Next, we show the weak convergence of N δ as δ → 0+. More precisely, given
T > 0, for any smooth test function φ(t) ∈ Cb[0, T ], we have∣∣∣∣∫ T
0
φ(t)N δ(t)dt−
∫ T
0
φ(t)N(t)dt
∣∣∣∣→ 0, as δ → 0+. (61)
Notice that both N(t) and N δ(t) have the series representations. In light of the
following decomposition∣∣∣∣∫ T
0
φ(t)N δ(t)dt−
∫ T
0
φ(t)N(t)dt
∣∣∣∣
≤
N∑
i=1
∣∣∣∣∫ T
0
φ(t)F ′T δn(t)dt−
∫ T
0
φ(t)F ′Tn(t)dt
∣∣∣∣+ +∞∑
i=N+1
∣∣∣∣∫ T
0
φ(t)F ′T δn(t)dt−
∫ T
0
φ(t)F ′Tn(t)dt
∣∣∣∣
= : I1 + I2.
Due to the exponential decay property (42), I2 is small and thus it suffices to
estimate I1, noting that φ is bounded,
I1 =
N∑
i=1
∣∣∣∣∫ T
0
φ(t)dFT δn(t)−
∫ T
0
φ(t)dFTn(t)
∣∣∣∣
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Noting that T δ1 → T1 in distribution and Tn, T δn are the i.i.d. summation of T1, T δ1
respectively, we have T δn → Tn in distribution as δ → 0+ and thus for any n,
lim
δ→0+
∣∣∣∣∫ T
0
φ(t)dFT δn(t)−
∫ T
0
φ(t)dFTn(t)
∣∣∣∣ = 0.
Noting that the above summation is finite, we conclude I1 is small. Hence, the
proof for the weak convergence of N δ is complete.
4. Numerical tests
In previous sections, we justify that the state-dependent jump-diffusion process
Xδt converges to Xt in distribution. However, quantifying the convergence rate of
Xδt remains an open question. Recently, a structure-preserving numerical scheme
for Fokker-Planck equation (11) based on Scharfetter-Gummel reformulation is
proposed in [28]. With this numerical scheme, we aim to explore the convergence
structure and study Xδt in terms of density functions through the Fokker-Planck
equation (17). Numerical study of the density function f δ not only provides nu-
merical evidence of the convergence rate of the process, but also indicates signs of
self-similar structure when δ → 0.
This section is outlined as follows. First, we introduce the Scharfetter-Gummel
reformulation on Fokker-Planck equation and the numerical schemes applied in
this section. Then, we examine the convergence rate of the approximation error
numerically. At last, we study the self-similar structure of f δ when it vanishes
on (1,+∞) as δ → 0. We also note that Fokker-Planck equation (46) for killing
process X˜δt is also considered in this section as a reference to f
δ.
4.1. Introduction to the scheme. The Scharfetter-Gummel reformulation on
Fokker-Planck equation is given as follows (take Equation (17) as an example):
∂f δ
∂t
− ∂
∂x
(
M(x)∂x
(
f δ(x, t)
M(x)
))
= N δ(t)δ(x)−λδ(x)f δ(x, t), (x, t) ∈ R×[0,+∞),
(62)
where M(x) = e−
x2
2 .
Though jump-diffusion process Xδt is of better regularity than Xt, numerical
approximation of f δ(x, t) near x = 1 is still at risk of inaccuracy especially when
δ close to 0. Therefore, we apply the logistic scaling on the density function to
partition denser grid around x = 1. We take the computation domain as [−4, 4],
and take the substitution
y = hL(x) =
1
1 + e−(x−1)
, x ∈ [−4, 4], (63)
and denote qδ(y, t) = f δ(gL(y), t), where gL stands for inverse function of the
logistic function hL. Figure 1 is an illustration of the scaling.
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Figure 1. Illustration of the logistic scaling.
Then we plug Equation (63) into Equation (62) to derive an equation for qδ(y, t):
∂tq
δ(y, t)− 1
g′L(y)
∂y
(
M (gL(y))
g′L(y)
∂y
(
qδ(y, t)
M (gL(y))
))
= N δ(t)δ (y − yr)
−λδ (gL(y)) qδ(y, t), (y, t) ∈ [ 1
1 + e5
,
1
1 + e−3
]× [0,+∞), (64)
where g′L(y) =
1
y−y2 and the reset point yr = hL(0) =
1
1+e
. In addition, the mean
firing rate function N δ is given as follows:
N δ(t) =
∫ 1
0
g′L(z)λ
δ (gL(z)) q
δ(z, t)dz. (65)
The numerical scheme applied in this section is based on discretization of Equa-
tion (64) and (65). Let qδj,m stand for numerical solution to q
δ at yj = jh+
1
1+e5
∈
[ 1
1+e5
, 1
1+e−3 ] and tm = mτ ≥ 0, where h and τ denote spatial and temporal step
length. Let N δm denotes numerical approximation to firing rate function N
δ at tm.
Also note that the reset point yr is as a grid point and denoted as yr = yD where
D ∈ N∗.
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We apply the semi-implicit scheme to discretize the equations. In other word,
we treat qδj,m implicitly but treat N
δ
m explicitly. The scheme is shown as follows:
qδj,m+1 − qδj,m
τ
− 1
h2g′L (yj)
M
(
gL
(
yj+ 1
2
))
g′L
(
yj+ 1
2
) ( qδj+1,m+1
M (gL (yj+1))
− q
δ
j,m+1
M (gL (yj))
)
−
M
(
gL
(
yj− 1
2
))
g′L
(
yj− 1
2
) ( qδj,m+1
M (gL (yj))
− q
δ
j−1,m+1
M (gL (yj−1))
)
=
1
h
N δnI(yj = yD)− λδ (gL (yj)) qδj,m+1, (66)
and
N δm = h
∑
j
g′L (yj)λ
δ (gL (yj)) q
δ
j,m, (67)
where I(y) is indicative function.
We use the Gaussian distribution as initial condition for the numerical tests:
fG(x) =
1√
2piσ0
e
− (x−x0)2
2σ20 , (68)
where x0 = −1 and σ20 = 0.01 are two given parameters. Since we assume Xδt
and X˜δt starts at a given point in previous sections, we choose σ0 to be very small
in order to approximate the one-point initial distribution of the processes. The
computing time is fixed to tm = 1. In addition, we consider rate function λ
δ(x) as
follows:
λδ(x) =
{
0, x ≤ 1,
1
δ
, x ≥ 1, (69)
which is different from the continuous rate of Equation (12).
Remark 3. In fact, with the same initial data, numerical solutions to the Fokker-
Planck equations with two rates are almost the same. Convergence and asymptotic
behavior for the two cases (Equation (12) and (69)) are similar, though the con-
vergence exponents are slightly different. Hence, we only consider rate function
defines in Equation (69) in numerical tests.
4.2. Convergence rates. In this subsection, we compute convergence rates for
the densities of the jump-diffusion process Xδt (see Equation (9)) and the killing
process X˜δt (see Equation (45)) through numerical examination for Fokker-Planck
equation of each process. Approximation errors of both density functions f δ, f δ0
and firing rates N δ, N δ0 in Equation (17) and (46) are considered respectively.
In numerical tests, we simulate the cases of δ = 1
2k
(0 ≤ k ≤ 7, k ∈ N). We use
L∞ norm for approximation errors.
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Figure 2. (Convergence of density functions and firing rates for
jump-diffusion process and killing process) Left: density functions.
Right: firing rate functions. Top: jump-diffusion process density∥∥f δ(·, tm)− f(·, tm)∥∥L∞(R) and firing rate ∥∥N δ(·)−N(·)∥∥L∞(0,tm).
Bottom: killing process density
∥∥f δ0 (·, tm)− f0(·, tm)∥∥L∞(R) and fir-
ing rate
∥∥N δ0 (·)−N0(·)∥∥L∞(0,tm).
The graphs in Figure 2 show that convergence rates of f δ and N δ when δ → 0
are roughly algebraic. Convergence rates for these functions are calculated through
linear fitting after eliminating the data when δ is too large or too small in Table 1.
In other word, we only retain the data when δ = 1
2k
where k = 4, 5, 6, 7 for linear
fitting to avoid inaccuracy.
4.3. Self-similar structure. As δ → 0, jump-diffusion process Xδt converges to
Xt, which take value on half space (−∞, 1] rather than the whole space. The exact
pattern that how Xδt vanishes on (1,+∞) remains poorly understood. Therefore,
we are concerned with the self-similar profile of the density function f δ for Xδt on
(1,+∞).
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density function f(·, tm) firing rate function N(·)
Xδt 0.3524 0.4111
X˜δt 0.4142 0.4328
Table 1. Convergence rates for density functions and firing rate
functions of the two processes.
We make an ansatz for f δ when δ → 0 as follow:
f δ(x, t) = δαψ
(
δβ(x− 1))+ o (δα) , ∀x ∈ [1,+∞), (70)
where ψ is defined on R+ and α, β are two fixed parameters. In this subsection,
we aim to explore the self-similar structure of f δ with such an ansatz numerically.
Note that, we also make a similar ansatz for killing process density f δ0 as a reference
due to the similar vanishing structure of killing process X˜δt .
Numerical examinations involve cases of δ = 1
2k
(0 ≤ k ≤ 7, k ∈ N). By linear
fitting, numerical results for α and β is given in Table 2.
α β
Xδt 0.3524 -0.4283
X˜δt 0.4142 -0.4236
Table 2. Numerical value of α and β for the two processes
Finally, in Figure 3, we take α = 0.3524 and β = −0.4283 in ansatz (70) for Xδt
and plot the profiles of ψ for each δ. Numerically, ψ is nearly independent to δ
and decays exponentially in y. Therefore, we conclude that it is very likely that
f δ(x) exhibits self-similar profile in Equation (70) when x ≥ 1.
5. Conclusion and Discussion
In this work, we aim to diminish the gap of the theoretical understanding be-
tween the mean-field integrate-and-fire model as a stochastic process and the PDE
model as a evolving density function. As shown in [5], it is possible to find an ini-
tial probability distribution such that the solution to the nonlinear Fokker-Planck
equation with a deterministic firing potential must blow up in finite time, which
is conjectured to be linked to the multiple firing events (synchronization) of neu-
ronal networks. The random discharge mechanism is introduced to prevent the
blow up of the solution to the PDE model such that the synchronization state on
the macroscopic level becomes possible. In this paper, we have rigorously justi-
fied that the regularized solution is indeed an approximation to the original one,
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Figure 3. Image for ψ and ln(ψ) for each δ after taking α = 0.3524
and β = −0.4283 in ansatz (70) for jump-diffusion process.
which confirms the scientific intuition behind the random discharge mechanism.
As the continuation of [26], we only focus on the linear cases and show the relavant
random discharge model converges to the orginal integrate-and-fire model in dis-
tribution as the regularization parameter goes to 0. In mathematics, the iterated
scheme can effectively reduce the difficulties of analyzing the problems with the
firing-and-reseting mechanism, and gives more intuitive stochastic interpretations
of the macroscopic quantities of the PDE, which are otherwise obscure. By the
specifically designed numerical experiments, we have observed evidence for the
convergence rate and the asmptotic behavior, which motivates us to carry out rig-
orous asymptotic analysis in the subsequent works. It is worth noting that we have
not yet incorporated the dependence on the mean firing rate in the drift velocity
and in the diffusion coefficient and we shall investigate those directions in later
work. However,there are still additional challenges due to the interacting nature
and the non-linearity within the model.
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