Conditionally specified Gaussian Markov random field (GMRF) models with adjacency-based neighbourhood weight matrix, commonly known as neighbourhood-based GMRF models, have been the mainstream approach to spatial smoothing in Bayesian disease mapping. In the present paper, we propose a conditionally specified Gaussian random field (GRF) model with a similarity-based non-spatial weight matrix to facilitate non-spatial smoothing in Bayesian disease mapping. The model, named similarity-based GRF, is motivated for modelling disease mapping data in situations where the underlying small area relative risks and the associated determinant factors do not vary systematically in space, and the similarity is defined by ''similarity'' with respect to the associated disease determinant factors. The neighbourhood-based GMRF and the similarity-based GRF are compared and accessed via a simulation study and by two case studies, using new data on alcohol abuse in Portugal collected by the World Mental Health Survey Initiative and the well-known lip cancer data in Scotland. In the presence of disease data with no evidence of positive spatial correlation, the simulation study showed a consistent gain in efficiency from the similarity-based GRF, compared with the adjacency-based GMRF with the determinant risk factors as covariate. This new approach broadens the scope of the existing conditional autocorrelation models.
Introduction
Spatial disease mapping models are being extensively used to describe geographical patterns of mortality and morbidity rates. Information provided by these models is considered invaluable by health researchers and policy-makers as it allows, for example, to allocate funds effectively in high risk areas, and/or to plan for localized prevention/intervention programmes.
In cases of rare diseases and/or low populated areas, the classical estimators of the morbidity rates show high variability, and spatial disease mapping models overcome that by borrowing strength from spatial neighbours. Models used in disease mapping are usually generalized linear mixed models (GLMM) formulated within a hierarchical Bayesian framework, and Poisson likelihood is often assumed for data in the form of counts of cases for each areal unit. Neighbourhood information is explicitly incorporated into the model by means of an appropriate prior specification. The seminal work of Besag et al. 1 provides a pair of area-specific random effects to model unstructured heterogeneity (extra-Poisson variation) and spatial similarity. The Besag-York-Mollie´(BYM) model is an extension of the intrinsic conditional autocorrelation (CAR) model, a well known Gaussian Markov random field (GMRF) prior in disease mapping. 1 One important aspect of the CAR modelling is the definition of the so-called neighbourhood matrix, which characterizes the spatial structure of the data at hand, and is based on the concept of neighbours. Griffith 2 highlights the importance of the selected specification of the neighbourhood in spatial analysis of areal data.
The debate on the definition of neighbours can be traced back to Besag. 3 The author suggests that sites that comprise a finite system of closed irregular regions in the form of a mosaic, such as counties or states in a country, it will usually be natural to consider as neighbours of a given site, the sites that are adjacent to it. In a subsequent work, motivated by image analysis, where values from adjacent picture elements (pixels) influence the colour or grey-scale assigned to each pixel, Besag et al. 1 again define neighbours as those regions sharing a common boundary, the so-called adjacency-based GMRF matrix.
Best et al. 4 introduce a new definition of neighbourhood matrix based on distances between geographical centroids of local areas, the so-called distance-based Gaussian random field (GRF) matrix. Earnest et al. 5 propose examining the influence of different neighbourhood weight matrix structures on the amount of smoothing performed by the CAR model. By using four adjacencybased GMRF weight matrices and seven distance-based GRF weight matrices, the authors report on considerable differences in the smoothing properties of the CAR model by the types of neighbourhood matrices specified.
Congdon 6 and Lee and Mitchell 7 work on cases in which one area is disparate from its neighbours. In these cases the global smoothing implemented by the CAR model may not be appropriate, and a local adaptive spatial smoothing is introduced. Contiguous areas showing clear discontinuities in the spatial patterns of health events are therefore considered conditionally independent. The authors move away from fixed adjacency-based GMRF matrices to estimated adjacency-based GMRF matrices.
Most of the research in disease mapping is related with diseases resulting from environmental exposures, such as respiratory complications and cancer. Those extrinsic disease determinant factors are spatially smoothed, and using some kind of spatial proximity, either by adjacency or by distance, between areas in the definition of neighbours has therefore provided good results. In cases in which no spatial positive autocorrelation is displayed by the data, the neighbourhood matrix as it exists today may not be adequate. In the present paper, we propose a similarity-based GRF approach to replace the neighbourhood-based GMRF approach. The structure of the conditionals is maintained, but the smoothing and borrowing strength mechanisms are now based on the similarity of the areas, regardless of their relative location in space.
Our illustrating examples are two. Firstly, our motivating example is alcohol abuse occurrence in Portugal, a non-communicable disorder. Recent work 8 concludes that alcohol abuse is a psychiatric disorder and not a socially defined consequence, and therefore its determinant factors are intrinsic. Secondly, we will use the much cited Scottish lip cancer data, 4 which involves counts of lip cancer cases in the 56 districts of Scotland for 1975-1980. The choice of this dataset allows us to compare our results with those already published and assess adequacy of the proposed matrix when the disease determinant factors are extrinsic.
In section 2, the data used for our motivating example are presented. Some background information about alcohol abuse determinant factors is also provided. In section 3, the hierarchical Bayesian model BYM, the CAR prior and the actual neighbourhood matrices definitions are presented. In section 4, the new approach for the weight matrix, the similaritybased GRF matrix, is explained. A simulation study is presented in section 5 to demonstrate the performance of the proposed model. The two illustrating case studies are presented in section 6. Finally, section 7 presents a summary discussion.
A motivating example
The methodology developed in this is paper is motivated by an epidemiological study, the World Mental Health Survey Initiative (WMHSI) implemented in Portugal in 2008 and 2009 with details reported elsewhere. 9,10 Data on alcohol use and abuse is collected. According to the World Health Organization (WHO) 11 approximately 5.1% of the global burden of disease, and 5.9% of all deaths worldwide are attributable to alcohol consumption. Furthermore, harmful use of alcohol inflicts significant social and economic losses on individuals and society at large. Nevertheless, alcohol abuse cases are rare (in statistical terms), the lifetime prevalence rate of alcohol abuse disorder is 8.7% in Portugal.
Mainland Portugal partitioned into 28 units (areas) called NUTS 3 (see Note 1) is the study region, corresponding to the third level territorial units aggregation.
The disease data are counts of number of people in each NUTS 3 reporting lifetime alcohol abuse cases, as defined by the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV). Differences in the size and demographic structure of the population living in each NUTS 3 are accounted for by computing the expected number of alcohol abuse cases using age indirect internal standardization, based on age specific alcohol abuse rates for the whole study region. Provided by the latest Portuguese census (2011) are the two ecological covariates included, (a) proportion of population aged 18 to 34, and (b) proportion of males, in each of the 28 NUTS 3.
While Degenhardt et al. 12 show that males are more likely than females and younger adults are more likely than older adults to have used all drug types (including alcohol), defining the disorder determinant factors as age and gender (both intrinsic determinant factors), the American Psychiatry Association 13 mentions that genetic factors explain only part of the risk, with a significant part of the risk for alcohol dependence (see Note 2) coming from environmental or interpersonal factors that might include:
(a) cultural attitudes toward drinking and drunkenness, (b) the availability of alcohol (including price), (c) expectations of the effects of alcohol on mood and behaviour, (d) acquired personal experiences with alcohol, (e) and stress.
Cultural attitudes toward drinking and drunkenness could be considered an extrinsic factor, in a multi-cultural and multi-ethnic country, but would not be so considered in Portugal, an almost mono-ethnic state. 14 Regarding alcohol availability, the legal framework applies in the same way throughout all of the mainland Portugal. It may thus be considered as extrinsic, but only in countries with a decentralized legal structure, not the case in Portugal. 15 The remaining three factors mentioned are intrinsic. Connor et al. 16 mentions that some studies have estimated that 50-70% of the risk of alcohol use disorders is attributable to additive genetic factors.
Balsa et al. 15 is the latest published study on the population alcohol consumption in Portugal and refers to the period of 2007. We used alcohol use lagged by one year relative to alcohol abuse, as it ensures that alcohol use occurred before disorder onset. The percentage of the population in each NUTS 3 that regularly consumes alcohol is used in the motivating example as explained in subsection 6.3.
BYM, CAR and neighbours definition
In this section we briefly describe the BYM model introduced in section 1 together with the CAR prior. A general formulation of the likelihood of a Bayesian hierarchical model is given by
The study region is partitioned into n small areas labelled i ¼ 1, . . . , n. Conditioning on the relative risk R i the number of disease counts Y i is assumed to be Poisson distributed with mean E i R i , where E i is the expected number of cases in each area i computed using some kind of standardization based on the size and demographic structure of the population living in each area.
The log risks are represented by an intercept term denoted by , the vector of p covariates denoted by x T i ¼ ðx 1i , . . . , x pi Þ multiplied by the corresponding vector of regression parameters b ¼ ð 1 , . . . , p Þ, and a random effect i , serving to quantify the effects of unmeasured covariates or confounders and also to account for the residual variation unexplained by the included covariates x T i . The BYM model defines / in model (1) by
in which, i represents a randomly varying component and assumes an independent and identically distributed normal prior, while i represents a spatially varying component and assumes an intrinsic CAR (ICAR) prior. Instead of a specification of a single multivariate distribution f ð/Þ, CAR models are specified by a set of univariate full conditional distributions f ð i j/ Ài Þ, where / Ài ¼ ð 1 , . . . , iÀ1 , iþ1 , . . . , n Þ. More detailed specifications can be found elsewhere. 1 Different strengths of spatial correlation can be represented by varying the relative sizes of the two components ðh, wÞ. This flexibility is also a disadvantage, as each data point is represented by two random effects while only their sum ð i þ i Þ is identifiable. 17 W is the neighbourhood matrix. The most common types of neighbourhood matrices used are two: (a) the adjacency-based GMRF matrix, defined as
where j $ i represents contiguous areas, and therefore j and i are considered neighbours (elements w ii are equal to zero and w ij ¼ w ji 1 ), and will be named the W-based GMRF matrix; and the (b) distancebased GRF matrix, defined by Best et al., 4 as a binary n Â n matrix, with elements d ij ¼ e Àk ij = , for k ij ¼ distance (in kilometres) between the geographic centroids of area i and j, and is chosen to give a relative weight of 1% (w ij ¼ 0.01) to an area j whose centroid is equal to the mean inter-district distance for the study area, from area i. Elements d ii are equal to one and d ij ¼ d ji . Herein after this matrix will be named the D-based GRF matrix.
A similarity-based GRF model
The GRF model proposed herein no longer retains the Markovian properties as those based on the neighbourhood weights. Instead of using spatial distance or spatial adjacency, a measure reflecting similarity between areas is introduced. This requires a deep knowledge of the disease data at hand, and therefore cannot be governed by convenience and/or convention, as has been the case until now. 2 Data used should come from: (a) a disease determinant factor or a combination of factors and (b) a source external to the survey that collected the disease data. The main objective of the proposed model is the provision for borrowing strength between areas with similar disease determinant factors.
Firstly, regions exhibiting the ''same''/close level of risk in a determinant factor will be regions with the ''same''/close level of risk of the disease. Secondly, if disease data need to be strengthened, using disease determinant factor information collected by the same survey might inflate or not remediate possible weaknesses of the disease data. Therefore, an external source for the disease determinant factor is critical.
The rationale of our approach is the following: in cases of diseases with no environmental determinant factors, use of a positive spatial correlation based on physical distance or adjacency, in the GRF/GMRF model, may not be the best way to reflect similarity between areas. By using the GRF model reflecting how similar each area is to one another, in terms of a disease determinant factor that was collected by an external source, the disease risk distribution can be better assessed.
A distance-based matrix seems to be performing generally better than an adjacency-based matrix. 5, 4 Therefore, based on a matrix definition proposed by Best et al., 4 the new matrix, further denoted as S-based GRF matrix, with elements s ij for each region i, has the following structure:
where p ij is the absolute gap between region i and region j,
in terms of the disease determinant factor, and is equal to a value that gives a relative weight of 1% (s ij ¼ 0.01) to an area i whose difference from an area j is the mean inter-region difference for the country. Elements s ii need a specific definition, otherwise their value would be the one contributing the most to the prior, as e 0 ¼ 1 and all other s ij elements have values between 0 and 1. Therefore, p ii values are equal to the average value of all elements except the ith area value.
Simulation study
This section presents a simulation study that compares the performance of a BYM model (a) with an adjacency-based GMRF W matrix and (b) with a similarity-based GRF S matrix, when no positive spatial correlation is displayed by the disease data. The main goal of the simulation study is to assess the performance of a GRF model by using disease determinant factor data in two different ways, (a) as a covariate or (b) defining the weight matrix.
Study design
Simulated disease data are generated for 100 hypothetical areas using a regular 10 Â 10 grid. The disease counts are generated from the BYM model (see section 3 for details). Two independent normally distributed, N $ ð0, 1Þ, covariates were considered with a regression parameter of
The expected number of cases, E, are fixed at 40. To create the matrix mentioned in section 4, disease determinant factor data (dd) were simulated through the realization of a 100 Â 1 vector following a multivariate Gaussian distribution with mean vector l ¼ 0 and covariance matrix covering the following scenarios:
(1) Independence: covariance matrix with main diagonal variances generated from a Gamma $ ð1, 1Þ distribution. The adjacency-based GMRF W matrix is a first-order contiguity matrix, using only common boundaries to define the neighbours, with no vertices included. 3 For example, area 1 has areas 2 and 11 as neighbours.
The so-called structured random effect, w, was generated by the process: 0:9 Â dd þ , where e follows a Gaussian distribution N $ ð0, 0:005Þ. To avoid any spatial structure (in the traditional sense) the 100 values were uniformly assigned to the 100 areas. The so-called unstructured random effect, h, was generated through a vector of 100 independent Gaussian variables N $ ð0, 0:2Þ.
Five hundred sets of disease counts were generated under each of the three scenarios, and the BYM model, as defined in model 2 with the two different matrices, was applied in each case. Each simulated data set is generated from a different realization of the random effects as proposed by Lee, 18 because it prevents the results from being affected by the particular set of random effects drawn. The relative performance of the two models is assessed by bias and root-mean-square error (RMSE) for the estimated values, E i R i , which are presented as a percentage and absolute difference, respectively, of theirs true values. In addition, the coverage probabilities of the 95% credible interval for the E i R i values are again presented on the percentage scale. First the average coverage probability rate is calculated for each area for the 500 simulations and secondly the summary statistics across the 100 areas are presented.
The BYM model with the similarity-based GRF S matrix includes the two covariates, while the model with the adjacency-based GMRF W matrix (and the distance-based GRF D matrix) includes three covariates, the previous two plus the disease determinant factor data.
Inference, priors and hyperpriors used for running the models are the ones used in the case studies (see section 6).
Results
Results from all metrics and models are shown in Table 1 . Overall, all scenarios (over the 500 data sets) produce close to unbiased estimates of the risks, with similarity-based GRF S model showing a slightly higher value, and values ranging between À0.74% and À0.91%. The similarity-based GRF S model performed the best in terms of RMSE. In the presence of strong correlation between the disease cases and the disease determinant factor data, the RMSE reaches its lowest value, and progresses inversely to the correlation coefficient. Table 2 shows the summary statistics for the performance, in terms of the average coverage probabilities, in detail. Overall, the coverage probabilities for the similarity-based GRF S model are above those of the adjacency-based GMRF W model.
The first finding of this study is that in cases in which the disease data do not show a positive spatial correlation, it is more efficient to use the data from the disease determinant factor to build the similarity-based GRF matrix than to use it as a covariate. Efficiency gains result from the fact that the matrix helps to model the variability attributable to the effects of possibly omitted covariates that may not be spatially structured. The second finding of this study is that the capabilities of the CAR model, with an adjacency-based matrix in the case of positively spatially correlated data, can be extended to the case of not positively spatially correlated data by changing the matrix base. Table 1 and 2 show in the ''Model'' middle column the results of 100 simulations using the socalled distance-based GRF D matrix. The results obtained with the BYM model with this matrix are very close to those obtained from the same model with the adjacency-based GMRF W matrix. Therefore the similarity-based GRF S matrix model shows the same advantages and drawbacks versus the two most used matrices types, the adjacency-based GMRF W and the distance-based GRF D. The bias and the coverage probabilities are presented as a percentage of the true values, while the RMSE is presented as the absolute difference to the true values. The coverage probabilities were calculated based on 95% credible intervals. One hundred simulations were carried out for the distance-based GMRF model.
Results under different prevalence scenarios
To evaluate the performance of the S-based GRF model when applied to disease data with different prevalences, an extra simulation was conducted. This extra simulation follows the same definition as before (except the so-called unstructured random effect, , which is now generated through a vector of 100 independent Gaussian variables N $ ð0, 0:08Þ). The expected cases are uniform random draws from the following three intervals: [5, 15] , [35, 50] , and [50,65]; One hundred models were run for each of the prevalence intervals. Table 3 shows the results of the three scenarios. All values are shown as a percentage of the true values. As expected the methodology is equally efficient for the three prevalence types, although the bias decreases as the number of prevalent cases increases. The methodology seems to produce acceptable results across all the spectrum of prevalence scenarios.
6 Case studies 6.1 Assessing spatial structure
To assess the presence of residual spatial autocorrelation, two overdispersed Poisson generalized additive models are fitted to the disease count data. The first one includes covariates and the second one does not. The first model is used to measure if any spatial correlation has not been accounted for by the available covariate information. 18 The second model is used to measure if the disease count data have a positive spatial correlation. The model is given by
in the second case. This model assumes that disease counts are independent conditional on the available covariates. This is the same model as shown in section 3, model 1 without the random effects and the regression parameters replaced by smooth functions 19 in the model 4. A permutation test based on Moran's I statistic 20 using 10,000 random permutations was conducted in the raw residuals of the models.
6.1.1 Portuguese alcohol abuse data 6.1.1.1 Model with covariates. Study region is partitioned into i ¼ 1, . . . , n, ðn ¼ 28Þ NUTS 3 in Portugal. Total number of alcohol abuse cases in area i is denoted by y i , while the e i is the expected number of cases in the same area. A vector of p covariates is denoted by x T i ¼ ðx 1i , . . . , x pi Þ (including a column of 1 s for the intercept term) and is multiplied by a vector of smooth functions S ¼ ðS 1 , . . . , S p Þ. Smooth functions used in the model are natural cubic splines. 19 Included covariates are the proportion of population aged 18 to 34, the proportion of males, and the number of regular users, while R i denotes the risk of disease in area unit i.
The number of regular users and the proportion of population aged 18 to 34 revealed substantial relationships with alcohol abuse disorder, and were thus retained in the model (number of degrees of freedom were, respectively, 2 and 3).
Statistically insignificant spatial autocorrelation was observed, with the Moran's I statistic equal to À0.2309 and a corresponding p value for the null hypothesis of no spatial correlation of 0.97. 6.1.1.2 Model without covariates. Again, statistically insignificant spatial autocorrelation was observed, with the Moran's I statistic equal to 0.0758 and a corresponding p value for the null hypothesis of no spatial correlation of 0.16.
Scotland lip cancer data
The study region is partitioned into i ¼ 1, . . . , n, ðn ¼ 56Þ districts in Scotland. Total number of lip cancer cases in area i is denoted by y i , while the e i is the expected number of cases per district calculated accounting for the different age distributions in each district. Included covariate is the percentage of the workforce in each district employed in agriculture, fishing, and forestry (AFF), modelled linearly.
In the model with covariates a statistically significant spatial autocorrelation is observed, with the Moran's I statistic equal to 0.1386 with a corresponding p value for the null hypothesis of no spatial correlation of 0.04. In the model using no covariates, the Moran's I statistic equal to 0.1609 with a corresponding p value for the null hypothesis of no spatial correlation of 0.02.
Likelihood and Autocorrelation models
The model used is the BYM model as presented in section 3.
For the Portuguese alcohol abuse data the response variable is the number of cases of lifetime alcohol abuse per 100 inhabitants and the covariates included are: proportion of population aged 18 to 34, proportion of population that is a alcohol user (as measured by Balsa et al. 15 ), and proportion of males. The first two covariates are modelled with a natural cubic spline (3 degrees of freedom) and the third is modelled linearly.
For the Scotland lip cancer data the model covariate included is AFF modelled linearly.
Matrices
Three different matrices were used, (a) the well-known and mostly used adjacency-based GMRF W matrix, (b) the distance-based GRF D matrix (see section 3 for both definitions) and (c) the application of the similarity-based GRF S matrix defined in section 4.
Portuguese alcohol abuse data
The relevant disease determinant factor considered for the S-based GRF model is the proportion of regular users of alcohol in each area unit, as collected by Balsa et al. 15 Data are presented in Table 44 (p.115). The rationale is that two areas with the ''same''/close proportion of its population consuming alcohol are more alike than two arbitrary areas. We use the proportion of alcohol users because Rose and Day 21 show that the number of alcohol abuse cases can be predicted by the number of alcohol use cases within a population. Therefore, the proportion of alcohol use cases within a population should be a good measure to use in defining similarity among areas. The proportion of alcohol users is available by district and not by NUTS 3. We are in the presence of misaligned spatial data, 22 districts and NUTS 3 are different partitions of the country, aggregating counties differently. We use a simple area interpolation approach and assume that alcohol users are distributed evenly throughout the district.
Model (a) W-based GMRF and model (b) D-based GRF, are computed with the three covariates mentioned at the end of the previous subsection, while model (c) S-based GRF can include only two of the covariates, as the covariate proportion of alcohol users is already being used to build the similarity-based matrix.
Scotland lip cancer data
The matrix (c) S-based GRF is based on the available data, the AFF. We acknowledge that we do not have enough evidence that this factor can be considered as a determinant factor, but we will use it as another example of the new similarity-based GRF matrix. Model (a) W-based GMRF and model (b) D-based GRF are computed with one covariate, the AFF, and the model (c) S-based GRF is computed with the intercept term only.
Inference
A fully Bayesian analysis of GMRF and/or GRF models is generally carried out using McMC, or more recently an approximate method using integrated nested Laplace approximations (INLA), due to the intractable nature of posterior marginal distributions. In this case McMC was used. The analysis was implemented in R (version 3.2.2), with the package CARBayes. 23 The CARBayes package uses a combination of Gibbs sampling and Metropolis steps. The variance parameters are Gibbs sampled from their full conditional truncated inverse gamma distributions, while the remaining parameters are updated using Metropolis steps with univariate random walk proposal distributions.
All analyses reported here implement a sum-to-zero constraint for the spatial random effects at each interaction of the McMC chain, and maintain a global intercept term in the linear predictor.
Posterior inference is based on 9,000 McMC samples, which are obtained by running one chain for 100,000 samples, by which convergence is assumed to have occurred. We ignore the first 10,000 samples as burn-in, and use the remaining 90,000 subsequent samples to obtain the posterior distributions of the parameters of interest (a thin of 10 is used to avoid autocorrelation).
Pilot runs were carried out to establish appropriate burn-in using Geweke's diagnostic. 24 Convergence is assessed by visually monitoring trace and posterior density plots for each of the parameters.
Prior and hyperprior distributions
Prior distribution definition requires some care due to the use of weakly identifiable variables or high between-parameter posterior correlations. Variance components of the BYM model are not identifiable from the data, so identifiability of the individual effects ( i and i ) is induced through the prior. Posterior inference needs to be based on informative hyperpriors, but it is often difficult to specify a priori the amount of structured similarity or unstructured heterogeneity expected in disease rates. In fact, this is one of the answers that models should provide, because this is of epidemiological interest, and hence strong prior distributions are to be avoided. Literature provides some suggestions on prior distributions to use. Best et al. 4 and the discussion therein proposes InverseGamma distributions. Gelman 25 has some other considerations on this topic, specifically adding the Uniform distribution to the possibilities. By using these two sources and after implementing several tests the more ''prudent'' solution (in terms of raised-and low-risk areas identification) seems to be the one implemented and explained below.
A vague mean-zero Gaussian prior with variance 1,000 is specified for the regression parameters b (for the linear covariate) and for the intercept.
For the Portuguese alcohol abuse data, in order to obtain reasonable convergence properties and therefore reliable posterior estimates, some of the a priori distributions needed to become more informative. The a priori distributions for variances on both h and w used are InverseGamma $ ð0:001, 0:001Þ for the (b) D-based GRF model, while models (c) S-based GRF and (a) W-based GMRF need a weakly informative proper prior on both parameters InverseGamma $ ð0:1, 0:1Þ. Because the class of InverseGammað, Þ priors are sensitive to the value of e if the true variance is close to zero 25 another model (d) was run with a D-based GRF matrix using the same weakly informative proper prior. Results for the (d) model are not reported because no changes were found in the posterior disease risks medians.
For the Scotland lip cancer data, the a priori distributions for variances on both h and w are InverseGamma $ ð0:001, 0:001Þ. Only the model (c) S-based GRF needs a weakly informative proper prior on the structured spatial parameter (InverseGamma $ ð0:1, 0:1ÞÞ. For the reasons mentioned above two more models (d) W (adjacency-based GMRF matrix model) and (e) D (distance-based GRF matrix model) were run using the same weakly informative proper prior used to run the (c) S-based GRF matrix model. As the latter ones show different posterior median disease risks when compared with (a)W-based GMRF and (b) D-based GRF, respectively, these are the ones used.
6.6 Models' results 6.6.1 Portuguese alcohol abuse data Each model is assessed by the resulting Deviance Information Criterion (DIC), 26 in which a smaller value represents a better fitting model. Table 4 shows the results of the three models.
As DIC is a function of stochastic quantities generated under an McMC sampling scheme, it is subject to Monte Carlo sampling error. Whereas computing the precise standard errors for DIC values is a subject of on-going research, 26 by running each model several times using different initial values of the parameters, randomly chosen, the DIC and p D -estimates obtained never varied by more than 2. As such, and allowing for Monte Carlo error, all models seem (in terms of DIC performance) virtually indistinguishable in terms of the overall fit, and pragmatically, any of the models could be chosen. Table 5 and Figure 1 (relationship between standardized age, modelled with a natural cubic spline, and the number of alcohol abuse cases) show the posterior estimates under the model (c) S-based GRF. It is worth mentioning that the goal of disease mapping is to estimate the pattern of disease risk over a geographical region and not to estimate associations between covariates and the disease cases. Nevertheless, due to the fact that coefficients were not found to be significantly different from zero (contrary to the expectations mentioned in section 1), one must remember that this is an ecological study design, and the results must not be interpreted in terms of individual level cause and effect (the same results were found with the remaining two models). A possible explanation is ecological bias. The estimated residual random effects standard deviation for the BYM model (c) S-based GRF matrix are: (a) the posterior sample median was 0.21 for the unstructured component ( 2 ) and (b) 0.13 for the similarity structured component ( 2 ), both the median posterior value and the wide intervals for both suggest a near split between the two components, which may result from the BYM identification issue. 27 Besides reporting and mapping the median posterior relative risk, the whole posterior distribution can be usefully exploited in an effort to detect true raised-and diminished-risk areas. Figure 2 shows the comparison between the posterior median disease risks obtained by the (c) S-based GRF model and the (a) W-based GMRF model in the top left corner. There is one difference that deserves attention. Model (a) W-based GMRF and model (b) D-based GRF identify the area ''Cova da Beira'' as a diminished-risk area unlike the model (c) S-based GRF. Figure 3 shows on the left side the posterior probability of each area standardized morbidity ratio (SMR ¼ Y i =E i ) 10 being below 1, and on the right side the posterior probability of each area SMR being above 1, as produced by the (c) S-based GRF model, while the middle map shows the posterior median disease risks. Figure 4 and Figure 5 have exactly the same layout showing the results for the models with the (a) W-based GMRF and the (b) D-based GRF matrices, respectively.
Regarding ''Cova da Beira'', model (c) S-based GRF does not consider it as an area of diminished-risk because two out of three areas, which are more similar at the determinant factor level, have a crude SMR close to or above 1, with a SMR value equal to 0.57 with 90% of the simulations falling in the interval (0.28, 1.00). The (a) W-based GMRF and (b) D-based GRF models are not able to overcome the fact that the crude SMR of the area (0.42) is very low, because its spatial neighbours have crude SMRs quite dispersed or missing (with the W-based GMRF SMR ¼ 0.52 with 90% of the simulations falling in the interval (0.24, 0.96) and with the D-based GRF SMR ¼ 0.55 with 90% of the simulations falling in the interval (0.27, 0.99)). The result of the (c) S-based GRF matrix model seems more prudent because the proportion of alcohol users in the area ''Cova da Beira'' is 64%, which is above the country mean value of 61%.
In the top right side Figure 2 compares the standard deviation values of the disease risks obtained by the (c) S-based GRF model and by the (a) W-based GMRF model. Overall, standard deviation values obtained by the (c) S-based GRF model are smaller than those obtained by the (a) W-based GMRF model.
Scotland lip cancer data
The evaluation of the Scottish lip cancer model can be found in the literature. 4 It is worth mentioning that our results in terms of goodness-to-fit measures are, as expected, very close to those already published. Table 6 shows the results in terms of DIC and p D -estimates for the three models. If we were choosing the model based on the DIC results, the model with the W-based GMRF would be chosen. In terms of covariate coefficients, results for the models (a) W Ã -based GMRF and (b) D Ã -based GRF are also consistent with those reported in the literature. We analyse the results only in terms of areas of raised-and diminished-risk. Figure 2 shows the comparison between the posterior median disease risks obtained by the (c) Sbased GRF model and by the (d) W Ã -based GMRF model on the bottom left side, while the bottom right side of the figure shows the standard deviation values for the risk areas achieved by the same two models. In terms of the differences for the posterior median disease risks it can be said that the results achieved by the (a) W Ã -based GMRF model are more consistent with the published results while the differences on the standard deviation do not consistently favour either model.
Discussion
This paper proposes a GRF model with a similarity-based weight matrix in the conditional mean structure in cases of non-communicable diseases with intrinsic determinant factors because these are unlikely to vary systematically in space, differently from the extrinsic determinant factors of cancer and/or respiratory diseases. This similarity-based matrix enlarges the scope of existing CAR models, and to the best of our knowledge this is the first study to do that. One possible advantage is that in cases of disease data not exhibiting a positive spatial correlation the mechanism of borrowing strength of the GRF model can still be used to facilitate separation of systematic and random parts of the risk variation.
It has been shown by the case studies and by the simulation study that the similarity-based GRF model outperforms its spatial counterparts, the adjacency-based GMRF and the distance-based GRF matrices, in correctly identifying raised-and diminished-risk areas in cases of no positive spatial correlation disease data. The case studies have also shown that enforcing an inappropriate spatial-or similarity-structure is likely to lead to poor risk estimates. 
