Abstract-Genetic algorithms (GAs) and evolution strategies (ESs) are two widely used evolutionary algorithms. The main differences between GAs and ESs lie in their representations and variation operators, which result in very different search dynamics. In this paper, we compare the search dynamics of GAs and ESs theoretically using a theoretical framework for analyzing the search dynamics of evolution strategies proposed in this paper and a framework for genetic algorithms we suggested in [OkaO5] . Based on the theoretical analysis, interesting aspects of the search dynamics of GAs and ESs for single objective optimization are revealed. As an extension, preliminary results on the search dynamics of GAs for multi-objective optimization are also presented.
Introduction
Both genetic algorithms (GAs) and evolution strategies (ESs) have shown to be effective in solving parameter optimization problems'. The main differences between GAs and ESs lie in the representation and the variation operators. Canonical GAs use bit-strings to represent parameters to be optimized, whereas ESs adopt real-valued coding2. Due to their different representations and different variation operators, the way of generating offspring, in other words, the search dynamics of GAs and ESs, is also very different. While crossover is considered as the major genetic operator in GAs, mutation plays the major role in ESs.
Little work has been done on a theoretical comparison of GAs and ESs. This paper aims to understand the differences in search dynamics of GAs and ESs theoretically. It is hoped from these understandings that we are able to know better whether GAs or ESs are more likely to show good performance for a given problem. To simplify the analysis, we focus on the major genetic operator, i.e. the crossover in GAs and the mutation in ESs, without selection. This paper is structured as follows. Section 2 introduces the related work on theoretical analysis of GAs and ESs. Section 3 revisits the theoretical framework for analyzing the search dynamics of genetic algorithms we pro-1 Evolutionary programming (EP) [Fog99] is also one of powerful methods in evolutionary computation. However, EP is beyond the scope of this paper.
2There are also variants of GAs that use a real-valued representation.
These GAs are known as Real-coded GAs, which are essentially equivalent to ESs. posed in [OkaO5] . Section 4 presents a theoretical framework for analyzing the dynamics of evolution strategies. The search dynamics of GAs and ESs are compared in Section 5. Although this paper mainly addresses the search dynamics of evolutionary algorithms for single objective optimization, preliminary results on the search dynamics of
GAs for multi-objective optimization are also presented in Section 6. Finally, a summary of this paper is given in Section 7.
Related Work
A wide range of research for the dynamics analysis of evolutionary algorithms has been reported, which can roughly be divided into cumulant-based and model-based approaches. The cumulant-based approach describes population distribution using cumulants, e.g. average, deviation, skewness, kurtosis etc., and analyzes the dynamics of the population distribution by observing the change of the cumulants. The advantage of this approach is that it becomes rather easy to observe the population dynamics, although much information will be lost by representing the population with the cumulants. The cumulant-based approach is well suited for the dynamics analysis of evolutionary algorithms in single objective optimization. However, it is insufficient for describing the dynamics of evolutionary algorithms in multiobjective optimization due to the fact that population distributions in multi-objective optimization can no longer be simplified to a normal distribution, refer to [OkaO2, OkaO4] for some examples.
Dynamics analysis of GAs focus on the roles of genetic operators, e.g., two-point crossover [PruO1], recombination [PruOlb] , and selection schemes, such as roulette wheel and stochastic universal sampling [Rog97] , generational and steady state selections [Rog99] , and the stabilizing selection [Rat95] . Beyer The model-based approach analyzes the dynamics of evolutionary algorithms by building a model. As far as we know, the model-based approach has mainly been used in analyzing the dynamics of GAs and no work on modelbased approach to the dynamics of ESs has been reported.
One of the first models for GAs was introduced in [Gol89] , where a model for canonical GAs with two-bit strings was built. Vose [Vos99] extended Goldberg's model to an arbitrary number of strings. To store the information on the population distribution, a probability vector is introduced whose element indicates the probability of a certain chromosome. In both models, the influence of genetic operators is investigated by observing the change of the probability. To address the finite population effect in the probability based models, Markov chain has also been employed to analyze population dynamics. All possible states of the population are stored in a state vector, which is changed by a transition matrix that reflects the role of crossover, mutation and selection. Modeling GAs with Markov chain is also studied in [Suz98] and convergence analysis of canonical GAs with Markov chain is investigated in [Fog92, Rud94] .
A detailed review of existing theoretical work on analyzing dynamics of evolutionary algorithms is beyond the scope of this paper. Interested readers are referred to [Vos99, BeyOl, ArnO2, ReeO3] .
Despite the large amount of work on theoretical work on dynamics analysis of GAs and ESs, theoretical comparisons of the search dynamics of GAs and ESs have not been conducted, to the best of our knowledge. This paper suggests a framework for analyzing search dynamics of ESs and compares the dynamics of ESs with that of GAs using the theoretical framework for GAs [OkaO5] . In addition, preliminary results on dynamics analysis of GAs in multi-objective optimization are also presented.
Dynamics of Genetic Algorithms
In this section, we briefly review the theoretical framework for analyzing dynamics of GAs suggested in [OkaO5] .
Let us denote the ratio between the number of individuals with the chromosome C against the total number of individuals in a population as P((), where C is the index of chromosome Z that can be defined by C = >Il B(Z, i) x 2". Here, B(Z, i) means the i-th component of the chromosome Z. P(() is termed as the probability of chromosome C. Consequently, we have J P(() = 1.
In the theoretical framework introduced in [OkaO5] , we calculate the probability of a certain chromosome at generation (t + 1) according to the probability distribution at generation (t). Consider the probability of chromosome Z = { * ...*}, of which the last i alleles are the dont't care symbol, *. The symbol # denotes alleles that should keep constant. To avoid confusion, we denote Z as (P, which can be defined by (i = Ej7I B (Z,j) x 2-, where, the superscript of b and the subscript of i mean that the i loci counted backwards are the don't care symbol. The probability of (b = k, denoted by Pjb (k), can be calculated recursively from the probabilities of (QL1 as follows:
Similarly, the probability of Z = {*... * ##...##} where the first i alleles are don't care symbol is considered.
We denote Z as (f=-El B(Z,j) x 21-j, here the superscript of f and the subscript of i mean that thefirst i loci are the don't care symbol. The probability of (J = k can be calculated based on the probability of (l as follows:
With Equations (1) and (2), the generative probability of Z, i.e., the probability of Z after crossover (denoted by (Z)) can be calculated as follows:
Here, P, is crossover rate. The first term of Equation (3) is the probability where exactly the same chromosome, Z, is selected and no crossover occurs. The second term describes the probability where two proper chromosomes are chosen as parents and crossover occurs at the proper position. With Equation (3), the probability of all chromosome after crossover, ((Z), can be calculated by using the probability of the chromosome before crossover.
Dynamics of Evolution Strategies

Definitions
Before discussing the dynamics of ESs, a number of definitions need to be introduced. First, the probability density function (PDF) of an onedimensional normal distribution, denoted by q(x), can be expressed as follows:
where, p and a are the mean and the standard deviation. (5)
The CDF 1(x) describes the probability of a variable smaller than x. The integration of the PDF in the whole range, i.e., [-oo, oo] , should be 1. Thus, the following equation holds:
Oo(s)ds = 1 -(x).
We also define the Gaussian Integral 'bo (x) as: = i ( j eXp (1s_) ds. 
For analyzing the dynamics of ESs, the following Error Function erf(x) is also used: The integration of the errorfunction can be expressed as: o(x) = 2erf ( ), erf(x) = 24o (v2x) .
Although the parent individuals are located discretely, the locations of the the offspring are continuous because the Gaussian distribution is continuous. Now, we assume that the number of parent individuals is infinite, and consequently, the locations of the parent become also continuous, see Figure 2 . Thus, the Equation (12) can be modified as follows:
The CDF can now be calculated from (o (x) or erf(x) as follows:
Analysis of ES Search Dynamics
In ESs, the mutation is carried out by adding a normally distributed random number to an objective parameter. We assume that all individuals have the same global step size a for simplicity. We first assume that the number of individuals in the parent population is m, and the location of the individuals is denoted by xi, V i = 1, 2, ..., m. The probability of xi is denoted as P(xi). An illustration of the situation where 5 individuals exist in one dimensional search space is plotted in Figure 1 . Since the offspring distribution generated by the parents is also Gaussian, the PDF of offspring, +(x), can be calcu- where, b(y) is the PDF of the parent population.
As Then, the PDF of the offspring distribution after mutation can be calculated by:
+b(x) = j Xes/i exp (-q)dy Figure 3 shows examples of the PDF of offspring distribution, +(x), given different values of cr. Obviously, the search dynamics of the mutation, in other words, the distribution change caused by the Gaussian mutation, is quite different to that of crossover. One main difference is that the probability for offspring that are located outside [Xs i Xe] is non-zero and its maximum value is (x5 + Xe)/2. From these figures, it can be seen that binary-coded GAs with one-point crossover has a higher search probability in the areas near the two boundaries. This may imply that binary GAs are more suited for problems whose optimal solutions are located near the boundaries of the search space, see 
Dynamics of ES
We now investigate the dynamics of ESs resulting from the Gaussian mutation using Equation (13). We again use three initial PDFs, 0(x), as the parent distribution. Unlike in Section 5.1, probability density functions are used instead of the probability of all possible chromosomes due to the continuity of the search space in ESs. In all three cases, the initial probability density outside [0,1] is 0. Case 1: In this case, the upper bound of the initial search space has the highest probability and the lower bound has the lowest probability density, which can be described as follows:
Comparison of Dynamics
Dynamics of GAs
In this section, we study the crossover dynamics of binarycoded GAs and Gray-coded GAs. We compare the Linkage Equilibrium [OkaO5] , i.e., the converged probability distribution when the number of generation approaches to infinite. Three initial parent distributions are used, which are illustrated in Figures 4. In these case studies, we use 15 bits for both binary and Gray coding.
Figures 5(a), (c) and (e) show the crossover dynamics of binary-coded GAs, while Figures 5(b) ,(d) and (f) the dynamics of Gray-coded GAs using our theoretical framework. In all the figures, the dotted lines denote the parent probability distribution and the solid lines the offspring probability distribution.
To verify the theoretical results, a GA of population size 100 and chromosome length 15 is run for 1000 times. The average converged probability distributions are plotted in Figure 6 . It is noticed that the empirical results agree with the theoretical results very well.
4(x) = 2x (0 < x < 1). (19) Case 2: The probability density on both upper and lower bounds is 0, and the highest probability density is in the center of the initial search space.
{ 4x 4 4x
(0 < x < 0.5) (0.5 < x < 1)
Case 3: Similar to Case 2, both upper and lower bounds have the lowest probability density, however, the highest density is located at x = 3 -3x
Given the above three initial PDFs, we can calculate the PDFs of offspring with Equation (13) The PDFs of the population for 2 different as are plotted in Figure 7 . We can see that the probability density is very similar to the initial one given a small step-size a. We also notice from Figures 7 (a) and (b) that the highest probability density is shifted from the boundary (x = 1) towards the center of the search space even if the step-size is small. The same trend can be also seen in Figures 7 (e) and (f) but in Figures 7 (c) and (d) . Thus, it is not the most efficient for ESs when the optimum is located near the boundaries of the search space.
Unlike GAs, the probability density outside the initial range is larger than 0, particularly when the step-size is large. This means that ES will search outside the initial range, while GAs can never search outside the coded search space. This topic will be discussed further in the next section.
We also verified the theoretical results empirically. empirical results are completely the same as the theoretical results. Therefore, the empirical results are not plotted in the figures.
Comparing GAs and ESs
One main difference in search dynamics between GAs and ESs is that ESs have a non-zero search probability outside the initial range, while the search space of GAs is implicitly, but strictly bounded by the initial coding range. Assuming that the parents are uniformly distributed within [x. , xe], we can calculate the probability with which an offspring will be located outside [X,, xe] using Equation (13). We denote this probability as T (xIx V 
X=-00
X=xe
The following equation can be derived regarding the probability T(x): XF(XIX < X8) = XF(XIXe < X).
A proof of the equation is given in Appendix A. Using Equation (26) Table 1 . By defining a new variable u/(xe -x,), we can plot the relationship between the probability T(.) and U/(Xe -x8), see Figure 8 . From the figure, we can see that the search of ESs will be local if the step-size a is small. When the step-size increases, a more global search will be performed in that the probability at which ESs search outside the initial range becomes larger. Comparing the search dynamics of GAs and ESs, we can draw the following conclusions:
* GAs are not able to search the space outside the initial coding range3, thus GAs will completely fail if the 3Even if the mutation is used, GAs cannot search the space outside the initial coding range.
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optimum is not located in the coded range.
* ESs can search region outside the initial range with a probability depending on the step-size. The advantage is that ESs are still able to find an optimal solution if the optimum is not in the initial area. The disadvantage is, however, when the optimum is in the initial range and if a large step-size is used, a part of the search efforts will be "wasted".
6 Preliminary Results on Multi-Objective Optimization
Our discussions so far are limited to single objective optimization. However, Equation (3) for GAs and Equation (13) for ESs are still valid for multi-objective optimization.
As an illustrative example, Equation (3) is applied to a widely used multi-objective test function, SCHI (n = 2) [CoeOl, DebOl] , to examine the probability transition without selection. The SCHI test function can be described as follows:
We assume that the initial parent population is distributed uniformly on the Pareto front, xi = X2,x1,X2 E [0,2]. For this analysis, we use 8 bits for 2 design parameters, each having 4 bits. The probability transition of all possible chromosomes (28 (= 256)) is shown in Figure 9 (a). We observed that 4 various transition curves exist, which are labeled as A, B, C and D. Out of the 256 chromosomes, the transition probability of 4 chromosomes can be described by curve A, 8 by curve B, another 4 by curve C, and the rest 240 chromosomes by curve D. The corresponding locations of the different types of chromosomes i n the parameter space after convergence are shown in Figure 9 (b), where both the results on binary coding and Gray coding are presented. In Figure 9 ( 
Summary
This paper suggests a theoretical framework for dynamics analysis of ESs using probability density. Based on this theory and the theory for analyzing GA dynamics suggested in [OkaO5] , we compared the search dynamics of binarycoded GAs, Gray-coded GAs and ESs theoretically. The theoretical results are also verified by empirical studies. We reveal very distinct search dynamics of binary-coded GAs, Gray-coded GAs and ESs. These differences in search dynamics imply that in general, binary-coded GAs are more suited for problems of which the optimum is located within initial range and is close to the boundaries. For Gray-coded GAs, the rough range of the optimum should also be known so that it can be encoded in the initial range. Besides, Graycoded GAs have a higher probability to find the optimum if it is located near the middle of the initial range. The dynamics of ESs is more or less similar to that of Gray-coded GAs in that ESs tend to search the areas in the middle of the initial range more often, however, ESs are still able to find the optimum even if the optimum is not located in the initial range. since erf(x) = -erf(-x). Thus, function f (x) is symmetric to the center (x8 +xe)/2, where 'J(x x < x,) integrates f (x) from x = -oo to x = x8, and 2J(x xe < x) from X = Xe to X = 00.
(Q.E.D)
