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9Introduction
“La Nature n’est pas plus e´trange que nous le supposons,
elle est plus e´trange que nous ne pouvons l’imaginer.”
John B. S. Haldane. Biologiste et Essayiste. 1892 - 1964.
La mode´lisation mathe´matique des phe´nome`nes naturels connaˆıt un grand essor depuis ses de´buts a`
la fin du XVIIe avec l’invention, par I. Newton, du calcul infinite´simal et son application en me´canique
dans la “loi fondamentale de la dynamique”. Cette the´orie, fort e´le´gante, rend compte de manie`re
tre`s pre´cise des phe´nome`nes observe´s empiriquement tant dans la me´canique de tous les jours, dans
la balistique que dans la pre´vision des mouvements des corps ce´lestes. C’est la fide´lite´ meˆme de la
description de la re´alite´ par le mode`le me´canique qui conduit une bonne part de la communaute´ des
scientifiques de l’e´poque a` penser que tout phe´nome`ne naturel, convenablement isole´, est traduisible
en langage mathe´matique par l’interme´diaire d’un mode`le, prolongeant ainsi l’ide´e avance´e par Galile´e:
”La philosophie est e´crite dans ce livre immense [qu’est] l’Univers, mais on ne peut le comprendre si
l’on apprend pas d’abord [..] la langue dans laquelle il est e´crit. Il est e´crit en langue mathe´matique
[...]” cite´ dans [75]. La Me´thode propose´e par Descartes sugge`re que l’e´tude globale d’un phe´nome`ne
est facilite´e en conside´rant de manie`re isole´e les sous phe´nome`nes qui le constituent, pour revenir par
la suite au phe´nome`ne dans sa globalite´. En accord avec cette de´marche, l’ide´e de pouvoir de´couvrir
les e´quations mathe´matiques qui re´giraient les phe´nome`nes naturels dans leur ensemble, le “livre” de
Galile´e, se re´pand implicitement dans la communaute´ scientifique.
Cette ide´e que le Monde est sous-tendu par des e´quations mathe´matiques qui sont a` de´couvrir entraˆıne
alors la science vers une confusion risque´e entre la re´alite´ observe´e et sa description par des mode`les
mathe´matiques a` base d’e´quations diffe´rentielles. Cette confusion s’enracine profonde´ment dans la
pense´e scientifique. La the´orie de Newton n’est ne´anmoins pas la premie`re a` de´crire fide`lement les
mouvements astraux. Les scientifiques arabes avaient de´veloppe´ pre´ce´demment, entre le IXe et le XIVe
sie`cle, des mode`les, certes assez complexes, mais qui rendaient tout aussi pre´cise´ment compte des
mouvements astraux, tout en ne proposant pas d’explication sous-jacente aux phe´nome`nes observe´s.
L’existence de deux repre´sentations aussi fide`les de la re´alite´ remet de´ja` en cause l’ide´e de pouvoir
de´couvrir une transcription mathe´matique unique, pre´sume´e sous-jacente, de la re´alite´ observe´e. La
recherche des e´quations mathe´matiques cense´es eˆtre constitutives de la Nature reste ne´anmoins la norme
et impre`gne les de´veloppements scientifiques jusqu’au de´but du XXe sie`cle. Deux nouvelles the´ories
apparaissent alors, portant un coup fatal a` cette philosophie. La the´orie des quantas puis la relativite´
ge´ne´rale, valide´es par la suite, remettent brutalement en cause respectivement le caracte`re continu des
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phe´nome`nes naturels (et donc leur description par des mode`les a` base d’e´quations diffe´rentielles) et la
the´orie de Newton sur la me´canique.
L’ide´e que le mode`le mathe´matique est la transcription exacte de la re´alite´ s’e´rode de`s lors progressi-
vement. Reconnaissons cependant que la tentation de ne jamais remettre en cause le mode`le est encore
grande aujourd’hui, notamment en Physique ou` les the´ories classiques restent, a` l’e´chelle humaine,
d’une inde´niable pre´cision.
Gardons nous cependant de tomber dans ce pie`ge et conservons a` l’esprit qu’un mode`le n’est qu’une
repre´sentation, ne´cessairement inexacte et parfois trompeuse, de la re´alite´. Le cas particulier de la
Biologie, qui nous inte´resse dans ce me´moire, est assez symptomatique de la difficulte´ de proposer
un mode`le mathe´matique de´crivant la re´alite´ d’un phe´nome`ne de fac¸on fide`le. La complexite´ intrin-
se`que des organismes e´tudie´s et la difficulte´ de mesurer pre´cise´ment les grandeurs mises en jeu posent
respectivement d’e´normes proble`mes de conceptualisation et de validation expe´rimentale des mode`les
propose´s. Les mode`les biologiques existants sont ainsi peu fiables et leur e´ventuelle utilisation re´clame
une certaine prudence. Par ailleurs, la mode´lisation mathe´matique en Biologie n’en est encore qu’a` ses
de´buts, comme nous allons le voir.
Biologie et Mode´lisation Mathe´matique
“Vous arrivez devant la nature avec des the´ories,
la nature flanque tout par terre.”
Auguste Renoir. Peintre. 1841 - 1919.
Si notre propos n’est bien suˆr pas la peinture, cette citation, preˆte´e a` A. Renoir, illustre bien la
proble´matique lie´e a` la mode´lisation mathe´matique en Biologie. En dehors du caracte`re souvent impre´-
visible des phe´nome`nes biologiques, expliquant entre autres la difficulte´ d’en proposer une the´orie, cette
proble´matique trouve aussi ses racines dans l’e´volution historique de la Biologie en tant que science.
Ainsi, et contrairement a` la Physique, la Biologie a pendant longtemps souffert d’un manque d’abs-
traction mathe´matique. C’est meˆme parfois d’autres disciplines scientifiques que proviennent une bonne
partie des concepts utilise´s. C’est ce que nous illustrons avec l’exemple de l’e´cologie the´orique qui a
ve´cu ses heures de gloire durant la premie`re moitie´ du XXe sie`cle.
L’e´cologie au sens large vise a` de´crire les e´volutions dynamiques conjointes de populations d’eˆtres
vivants en interaction entre eux et avec leur environnement. Les premiers essais scientifiques visant
a` de´crire l’e´volution temporelle d’une population d’individus restent cantonne´s aux sciences politico-
sociales, particulie`rement a` l’e´tude de l’accroissement de la population humaine et des proble`mes de
ressources que cet accroissement induit. C’est ainsi que le premier mode`le de l’e´volution temporelle
d’une population est a` mettre au cre´dit de T.R. Malthus, dont les travaux [90] parus en 1798 avancent
le concept de croissance exponentielle du nombre d’individus, tant que les ressources du milieu sont suf-
fisamment abondantes pour soutenir les besoins de la population. Malthus en de´duit qu’une population
a toujours tendance a` s’accroˆıtre jusqu’au seuil ou` les ressources du milieu deviennent insuffisantes,
mais ne le traduit pas sous forme mathe´matique. Il sugge`re alors que toutes les politiques visant a`
re´duire les famines sont voue´es a` l’e´chec, la population s’acccroissant jusqu’au niveau ou` le manque de
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nourriture redevient ine´vitable. Reprenant l’ide´e de Malthus quelques dizaines d’anne´es plus tard, le
mathe´maticien P.F. Verhulst propose en 1838 [137] le mode`le logistique. Ce mode`le prend lui explici-
tement en compte l’e´puisement des ressources du milieu lorsque la population est trop importante. Ce
phe´nome`ne est mode´lise´ par l’interme´diaire d’une de´croissance, line´airement de´pendante de la taille
de la population, de la vitesse de croissance exponentielle propose´e par Malthus. Ces travaux restent
cependant tre`s longtemps coupe´es des recherches mene´es en Sciences de la Vie.
C’est C. Darwin qui, non sans bousculer ses contemporains, place la proble´matique e´cologique au
centre de la Biologie. En publiant en 1859 “L’Origine des Espe`ces” [25], il propose le concept de
“se´lection naturelle”, de´crivant ainsi le roˆle de´terminant des interactions entre diffe´rentes populations
dans l’e´volution transge´ne´rationnelle des espe`ces. L’importance de l’e´cologie (terme cre´e en 1866 par
le biologiste E. Haeckel) apparaˆıt de fac¸on flagrante et le besoin d’une the´orisation se fait rapidement
sentir. C’est la porte ouverte aux mathe´maticiens et autres mode´lisateurs qui, de`s le de´but du XXe
sie`cle, se saisissent de proble´matiques e´cologiques.
Ainsi certains scientifiques comme A.J. Lotka, V. Volterra et d’autres, commencent a` s’inte´resser
a` la mode´lisation quantitative en e´cologie sous l’aspect dynamique de populations. Ils renouent avec
l’approche initie´e par Malthus et Verhulst, notamment avec le concept de croissance exponentielle,
mais a` vitesse variable, d’une population. Ces travaux rejoignent ceux des e´cologues de l’e´poque qui
se contentaient alors d’e´tudes empiriques sur le sujet. Ce sont ainsi des observations in situ effectue´es
par U. d’Ancona sur les populations de poissons peˆche´es en mer adriatique, pendant et peu apre`s la
premie`re guerre mondiale, qui sugge`rent a` Volterra (son beau-fre`re) la proble´matique proies - pre´dateurs
qui mena au de´veloppement de sa“the´orie mathe´matique de la lutte pour la vie” [141]. Volterra retrouve
en cela, et apparemment par hasard cf. [141], le mode`le proies-pre´dateurs propose´ par Lotka quelques
anne´es plus toˆt [79] par analogie avec son mode`le de re´actions chimiques enzymatiques [78]. L’e´cologie
the´orique est alors ne´e et nombre de mathe´maticiens s’en emparent.
Le proble`me de confronter mode`les mathe´matiques et observations empiriques des phe´nome`nes bio-
logiques se pose alors. Il apparaˆıt bien vite que les e´cosyste`mes sont tre`s complexes et peu connus.
Trancher entre diffe´rents mode`les mathe´matiques s’ave`re impossible, entre autres a` cause du manque
de donne´es quantitatives disponibles et de la difficulte´ d’isoler certains phe´nome`nes dans la nature.
Cela donne lieu a` de vives controverses entre mode´lisateurs comme l’illustre le de´bat entre Volterra
et Kolmogoroff sur la the´orie de Volterra de la lutte pour la vie [65] (cf. page 35). Meˆme d’Ancona,
pourtant a` l’origine des recherches de Volterra, est assez critique: “mes observations peuvent eˆtre in-
terpre´te´es dans le sens de votre the´orie, mais cela n’est pas un fait absolu, [juste] une interpre´tation”
(cite´ dans [56]).
Les biologistes ne restent cependant pas insensibles a` cette volonte´ de de´crire quantitativement, par
l’interme´diaire de l’outil mathe´matique, les processus biologiques. C’est le cas notamment en micro-
biologie, ou`, suivant les pas de quelques pre´curseurs (Blackman [16], Teissier [134]), le microbiologiste
J. Monod entreprend, au de´but des anne´es 40, de de´crire quantitativement la croissance de bacte´ries
a` partir de re´sultats d’expe´riences conduites en chemostat (cf. chapitre 3). Il de´rive ainsi de ses ex-
pe´riences un mode`le mathe´matique de la croissance bacte´rienne. A` la suite de Monod, de nombreux
biologistes suivent cette de´marche de mode´lisation mathe´matique de phe´nome`nes biologiques sur la
base d’expe´riences. Ceci conduit a` une prolife´ration impressionnante du nombre de mode`les, plus ou
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moins diffe´rents et plus ou moins valide´s, mais sans qu’une de´marche unificatrice n’e´merge vraiment.
Notons que s’il n’y a pas, jusqu’a` aujourd’hui, de the´orie unificatrice, les mode`les e´cologiques ont
cependant des caracte´ristiques structurelles communes. Tout d’abord, la quasi-totalite´ des mode`les
en dynamique de populations sont fortement non-line´aires, du fait de l’existence de plusieurs points
d’e´quilibre et du concept de taux de croissance exponentiel variable. De plus ces mode`les, de´crivant
l’e´volution de concentrations, de nombre d’individus etc...(grandeurs ne´cessairement positives), sont
des “syste`mes positifs” (nous y revenons en de´tails au chapitre 1).
Enfin, pour finir sur cette proble´matique du mode`le mathe´matique en Biologie, rappelons cette phrase
de N. Bouleau dans [18] qui, apre`s un copieux recensement de mode`les mathe´matiques apparaissant en
Biologie, illustre le manque de maturite´ de la mode´lisation en Biologie en ces termes: “ L’impression
ge´ne´rale que donnent ces travaux est un ensemble assez he´te´roclite. Parfois des sche´matisations tre`s
sommaires sont applique´es a` des situations complexes [..], parfois au contraire sont employe´es des
me´thodes tre`s sophistique´es sur des donne´es tre`s vagues. Des e´bauches maladroites avoisinent les effets
de style qui e´voquent les Pre´cieuses Ridicules“.
Notre Approche
“ Il faut savoir douter ou` il faut, assurer ou` il faut et se
soumettre ou` il faut. Qui ne fait ainsi n’entend pas la force
de la raison.”
Blaise Pascal. Mathe´maticien et Philosophe. 1623 - 1662.
Les difficiles rapports entre mode`les mathe´matiques et Biologie n’ont pas empeˆche´ l’Homme d’exploi-
ter depuis fort longtemps les processus biologiques dans des conditions plus ou moins bien maˆıtrise´es.
C’est le cas avec l’agriculture qui a remplace´ la cueillette et la chasse. Mais l’Homme exploite aussi pour
son profit de petits e´cosyste`mes microbiens confine´s pour e´laborer des produits dont il est friand. Le
fromage, le vin ou la bie`re sont ainsi fabrique´s depuis tre`s longtemps par la fermentation domestique´e
de microorganismes sur des compose´s organiques.
L’ide´e d’exploiter les microbes dans d’autres domaines pour, par exemple, la production de mole´-
cules me´dicamenteuses ou la de´pollution de l’eau, a fait son chemin et beaucoup de ces “biore´acteurs”
sont aujourd’hui utilise´s dans des secteurs tre`s varie´s de l’industrie (cf. partie II). Ces proce´de´s ont
des comportements dynamiques observe´s empiriquement souvent plus complexes que leurs anceˆtres.
Notamment, ils s’ave`rent parfois tre`s sensibles a` certaines perturbations qui peuvent les rendre inuti-
lisables. Afin de garantir leur efficacite´ il convient alors de de´velopper des proce´dures de controˆle leur
assurant un comportement dynamique simple et permettant leur utilisation pe´renne. C’est le sujet
principal qui nous occupe dans cette the`se.
L’Automatique fournit de nombreux outils permettant le controˆle de phe´nome`nes variant dans le
temps, afin de leur faire effectuer une certaine taˆche. L’efficacite´ de ces me´thodes n’est plus a` prouver
tant elles sont aujourd’hui banales et font fonctionner la quasi-totalite´ des objets technologiques qui
nous entourent (radiateur a` thermostat, maintien a` poste de satellites, positionnement de teˆte de
lecture CD etc...). Mais il convient de remarquer que l’immense majorite´ des proce´dures de controˆle
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propose´es sont base´es sur un mode`le bien connu et pre´cis d’un phe´nome`ne physique, mode`le souvent
line´aire. Le roˆle majeur tenu par les e´cosyste`mes exploite´s dans les bioproce´de´s pose alors le proble`me
de la mode´lisation avant meˆme de penser au controˆle. Comme nous l’avons de´taille´ pre´ce´demment,
les mode`les en e´cologie sont peu fiables. Ceci entraˆıne donc une incertitude forte sur la formulation
analytique du mode`le cense´ repre´senter fide`lement le comportement dynamique du proce´de´. Il parait
alors assez audacieux de concevoir une proce´dure de controˆle base´e sur un mode`le peu ou pas fiable.
Les divers mode`les de biore´acteurs propose´s dans la litte´rature ont cependant de nombreux points
communs. Classe particulie`re de mode`les e´cologiques, ils sont fortement non-line´aires. Ce sont aussi des
syste`mes positifs, les grandeurs de´crites par le mode`le l’e´tant par nature. Enfin les commandes dispo-
nibles sont, pour des arguments physiques sur lesquels nous reviendrons, elles aussi souvent contraintes
a` la positivite´. Tous ces e´le´ments nous e´loignent inexorablement des conditions d’application des the´o-
ries classiques du controˆle en Automatique (mode`le bien connu, commandabilite´, commandes non-
contraintes. . . ) et forcent a` concevoir des me´thodes nouvelles.
Nous proposons dans ce me´moire de contourner le proble`me pose´ par la mode´lisation des bioproce´de´s
en conside´rant, en lieu et place d’un mode`le pre´cis, une classe de mode`les semi-qualitatifs recouvrant
entre autres le mode`le pre´cis. A` des descriptions analytiques pre´cises des interactions biologiques,
nous substituons une description qualitative (e.g. en terme de signe voire de sens de variation d’une
fonction). E´tant ainsi base´s sur tre`s peu d’hypothe`ses, ces mode`les ont ainsi toutes les chances de ne pas
eˆtre faux, point primordial. Nous parlerons alors de mode`les ou de syste`mes dynamiques “mal connus”.
L’incertitude intrinse`que a` cette classe de mode`les les rend bien suˆr parfaitement inadapte´s a` des taˆches
de simulation ou de pre´diction. Nous allons ne´anmoins montrer qu’ils peuvent, par l’interme´diaire du
controˆle, nous permettre d’imposer un comportement structurellement simple a` la classe des mode`les
semi-qualitatifs, et par la` meˆme, nous l’espe´rons, aux phe´nome`nes re´els. Ainsi, en tenant explicitement
compte du caracte`re mal connu des mode`les de bioproce´de´s, nous proposons une strate´gie de commande
qui garantit la stabilisation globale de ces mode`les vers un unique e´quilibre, re´glable et assurant le
fonctionnement durable des proce´de´s.
Ce manuscrit est compose´ de deux grandes parties; la premie`re est the´orique et pose le cadre formel
dans lequel nous nous situons, tandis que la seconde traite de l’application des me´thodes propose´es au
cas particulier des bioproce´de´s. Dans la premie`re partie, nous rappelons tout d’abord les concepts de
base des syste`mes d’e´quations diffe´rentielles ordinaires positifs. Nous rappelons ou de´montrons quelques
the´ore`mes que nous utiliserons par la suite et introduisons les classes ge´ne´rales de syste`mes dynamiques
positifs semi-qualitatifs, ou “mal connus”, qui nous occuperont au second chapitre. Celui-ci est de´die´ a`
la de´monstration mathe´matique de l’efficacite´ des strate´gies de commande que nous proposons.
Dans la seconde partie, nous pre´sentons tout d’abord, au chapitre 3, l’application directe des me´-
thodes propose´es dans la premie`re partie sur une classe simple de mode`les mal connus de bioproce´de´.
Puis, en suivant une de´marche ascendante, nous montrons que les strate´gies de commande, conc¸ues
pour la classe de mode`les mal connus, restent valables sur des mode`les de biore´acteurs issus de la
litte´rature, de structure plus complexe (mode`le de croissance de phytoplancton [19], mode`le de fermen-
teur anae´robie [14]). A` la diffe´rence des publications dont ils sont issus, nous prenons soin de rester
le plus qualitatif possible sur les termes biologiques de ces mode`les. Nous montrons des expe´riences
re´alise´es sur un fermenteur anae´robie pilote qui valident notre strate´gie. Enfin, dans le cinquie`me et
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dernier chapitre, a` nouveau plus the´orique, nous e´tudions le cas ge´ne´ral des biore´actions en cascade,
sugge´re´ par le mode`le de fermenteur anae´robie. En conservant notre choix de description qualitative des
interactions biologiques, nous montrons que, sous certaines conditions, notre de´marche reste valable.
Nous illustrons aussi la relation tre`s forte liant certaines structures ge´ne´riques de re´seaux trophiques
microbiens complexes et la classe de mode`les mal connus e´tudie´e au chapitre 3.
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Introduction
Nombre de phe´nome`nes naturels pre´sentent la caracte´ristique remarquable d’eˆtre entie`rement repre´-
sente´s par des grandeurs qui n’ont de sens que lorsqu’elles sont positives. Dans la taˆche ardue de mise
en e´quation du re´el, i.e. la mode´lisation, il convient de prendre en compte cette forte contrainte. Des
exemples de tels phe´nome`nes peuvent eˆtre issus de disciplines aussi diffe´rentes que l’e´conomie (les va-
riables descriptives peuvent eˆtre e.g. des prix de marchandises, des quantite´s de stocks [74, 132]...),
les sciences sociales (e.g. nombres d’individus, des taux de satisfaction, de consommation [113]...), la
physique (e.g. proble`mes de re´servoirs d’eau, syste`mes d’irrigation [48]...), la chimie (e.g. re´acteurs chi-
miques, colonnes a` distiller [23]...), les te´le´communications (e.g. quantite´ d’informations a` faire transiter
par un re´seau [121]), la biologie (dynamique de populations, e´pide´miologie [28], biore´acteurs [99, 10]).
Nous nous inte´ressons dans cette partie a` des syste`mes dynamiques en temps continu (e´quations
diffe´rentielles ordinaires) charge´s de de´crire le comportement temporel de processus n’impliquant que
des variables positives. Nous parlerons alors de mode`le ou de syste`me positif. Pour qu’un syste`me soit
qualifie´ de positif, il doit ve´rifier une contrainte structurelle tre`s forte, la positivite´: les variables d’e´tat
du syste`me doivent demeurer positives si elles sont initialise´es en des valeurs positives. Ce chapitre
pre´sente des re´sultats sur les syste`mes line´aires positifs de´veloppe´s notamment par Luenberger dans
[80] et repris et de´taille´s par Farina et Rinaldi dans [32]. Nous donnerons aussi quelques re´sultats sur
les syste`mes non-line´aires positifs, qu’ils soient des syste`mes de Lotka-Volterra [133], ou des syste`mes
“coope´ratifs”, classe de syste`mes notamment e´tudie´e par Smith [126].
Apre`s la de´finition de quelques notations et le rappel de the´ore`mes tre`s utiles pour la suite, nous
de´crirons la fac¸on commune´ment admise de caracte´riser les syste`mes dynamiques positifs. Nous e´tudie-
rons ensuite le cas particulier des syste`mes positifs line´aires. Puis nous e´voquerons le cas des syste`mes
non-line´aires en nous attachant d’abord au cas particulier des syste`mes coope´ratifs. Nous donnerons
ensuite quelques re´sultats sur les syste`mes de Kolmogoroff, arche´types des syste`mes positifs. Enfin,
apre`s avoir brie`vement introduit les notions de commande et de commandabilite´ dans le cas des sys-
te`mes positifs, nous donnerons la classe particulie`re de syste`mes non-line´aires positifs mal connus sur
laquelle nous nous concentrerons dans le chapitre 2.
1.1 Notations, The´ore`mes et De´finitions
1.1.1 Notations
Nous de´finissons ici diffe´rentes notations concernant les vecteurs et les ope´rateurs “positifs”. Ces nota-
tions sont conformes a` celles classiquement introduites dans la litte´rature e.g. [80, 32]. Nous introduisons
tout d’abord trois relations d’ordre partiel dans Rn: “”, “>” et “≥”.
Conside´rons deux vecteurs x et y de Rn; alors:
x y ⇔ ∀i ∈ [1..n], xi > yi
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x > y ⇔

∀i ∈ [1..n], xi ≥ yi
Et:
∃j ∈ [1..n], xj > yj
x ≥ y ⇔ ∀i ∈ [1..n], xi ≥ yi
Il est clair que: x y ⇒ x > y ⇒ x ≥ y.
Il convient aussi de noter que deux vecteurs de Rn ne sont pas force´ment lie´s l’un a` l’autre par une
des relations de´finies ci-dessus.
Ces relations d’ordre partiel nous permettent de de´finir les vecteurs positifs de Rn:
• x est positif i.e. x ≥ 0
• x est strictement positif i.e. x > 0
• x est fortement positif i.e. x 0
De´finissons les orthants positif et fortement positif, que nous noterons respectivement Rn+ et Rn+∗:
Rn+ = {x ∈ Rn, x ≥ 0}
Rn+∗ = {x ∈ Rn, x 0}
De la meˆme fac¸on nous de´finissons les relations “”, “>” et “≥” pour les matrices (n× n) de Rn:
A B ⇔ ∀(i,j), ai,j > bi,j
A > B ⇔

∀(i,j), ai,j ≥ bi,j
Et:
∃(i,j), ai,j > bi,j
A ≥ B ⇔ ∀(i,j), ai,j ≥ bi,j
Nous de´finissons donc les matrices positives:
• A est positive i.e. A ≥ 0
• A est strictement positive i.e. A > 0
• A est fortement positive i.e. A 0
Clairement: A 0 ⇒ A > 0 ⇒ A ≥ 0
Nous introduisons aussi les matrices de Metzler (propose´es par Metzler dans [92] en e´conomie ma-
the´matique dans le contexte des interactions entre marche´s), qui nous serviront beaucoup par la suite:
A est une matrice de Metzler ⇔ ∀i 6= j, ai,j ≥ 0
Clairement les matrices positives sont des matrices de Metzler. De plus un lien tre`s fort existe entre
les matrices positives et les matrices de Metzler. En effet, si M est une matrice de Metzler, alors:
∃c ∈ R+ et ∃P ≥ 0, P =M + cId
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1.1.2 Ope´rations
Nous pre´sentons dans cette section quelques re´sultats (simples) sur les ope´rations entre ope´rateurs
(matrice A) et vecteurs positifs (vecteur x). Pour plus de clarte´ nous avons re´capitule´ ces re´sultats
dans le tableau suivant.
A ≥ 0 A > 0 A 0
x ≥ 0 Ax ≥ 0 Ax ≥ 0 Ax ≥ 0
x > 0 Ax ≥ 0 Ax ≥ 0 Ax 0
x 0 Ax ≥ 0 Ax > 0 Ax 0
1.1.3 The´ore`mes
De nombreux re´sultats sur les matrices positives existent dans la litte´rature, ils ont principalement e´te´
de´veloppe´s pour les syste`mes positifs en temps discret et les chaˆınes de Markov (e.g. [9, 117, 80, 32]). Le
re´sultat le plus important sur les matrices positives est probablement le the´ore`me de Perron-Frobenius
[106, 35] que nous reproduisons ici:
The´ore`me 1.1 (Perron-Frobenius)
Soit une matrice A 0. Alors il existe un re´el λ0 > 0 et un vecteur x0  0 tels que:
• Ax0 = λ0x0 (λ0 est une valeur propre de A, x0 un vecteur propre associe´)
• Si λ 6= λ0 est valeur propre de A, alors |λ| < λ0
• λ0 est de multiplicite´ 1; l’espace propre associe´ est: vect{x0}
Luenberger a e´tendu plusieurs re´sultats issus du the´ore`me 1.1 de Perron-Frobenius aux matrices de
Metzler (par la translation P = A + cId≥ 0 cite´e plus haut, voir [80]). Il donne notamment les deux
re´sultats suivants, qui nous seront fort utiles, notamment pour l’e´tude des syste`mes line´aires positifs:
The´ore`me 1.2 (Luenberger [80])
Soit A une matrice de Metzler et un vecteur b  0. Les valeurs propres de A sont a` parties re´elles
strictement ne´gatives si et seulement si il existe un vecteur x > 0 tel que:
Ax+ b = 0
The´ore`me 1.3 (Luenberger [80])
Soit A une matrice de Metzler. Alors −A−1 existe et −A−1 > 0 si et seulement si toutes les valeurs
propres de A sont a` parties re´elles strictement ne´gatives (i.e. A est stable).
Citons aussi un the´ore`me sur les matrices de Metzler prouve´ par Smith dans [125], qui est aussi une
conse´quence du the´ore`me 1.1 de Perron-Frobenius. Il nous sera particulie`rement utile, notamment dans
l’e´tude de certains syste`mes non-line´aires positifs.
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The´ore`me 1.4 (Smith [125])
Soit A une matrice de Metzler. Alors:
• la valeur propre dominante de A (i.e. de plus grande partie re´elle) est re´elle; le vecteur propre
associe´ e´tant positif.
• conside´rons une matrice B ≥ A. Alors, la valeur propre dominante de B est supe´rieure ou e´gale
a` la valeur propre dominante de A.
1.1.4 Les Syste`mes Positifs
Conside´rons le syste`me dynamique de Rn, en temps continu, suivant:
(Σ)
{
x˙ = f(x1,x2, . . . ,xn)
x(t = 0) = x0
f(.) e´tant une fonction C1. Ceci permet d’assurer l’existence et l’unicite´ des trajectoires x(t,x0). Par
la suite tous les syste`mes conside´re´s ve´rifieront cette proprie´te´.
Comme e´voque´ dans l’introduction, le syste`me (Σ) est positif si et seulement si toutes les trajectoires
x(t,x0) engendre´es par (Σ), initialise´es en x0 ≥ 0, restent positives pour tout temps t positif.
Une condition e´quivalente a` la positivite´ d’un syste`me dynamique est donc de garantir l’invariance par
(Σ) de l’orthant positif Rn+ de l’espace d’e´tat. Pour garantir l’invariance de l’orthant positif Rn+, il faut
et il suffit de ve´rifier que les frontie`res de Rn+ (i.e. les hyperplans xi = 0) sont infranchissables par les
trajectoires du syste`me initialise´es dans Rn+. Il faut donc garantir que, pour tout i, si la variable d’e´tat
xi est nulle au temps t (avec x(t) ≥ 0), x˙i est positive, ce qui garantira que pour tout T > t, xi(T ) ≥ 0
et assurera donc la positivite´ du syste`me. La de´finition de la positivite´ d’un syste`me dynamique est
donc e´quivalente a` la proprie´te´ suivante (cf. e.g. [80, 32]).
Proprie´te´ 1.5 ([80, 32])
Le syste`me dynamique (Σ) est un syste`me positif si et seulement si:
∀i ∈ [1..n], x˙i = fi(x1 ≥ 0, . . . , xi = 0, . . . , xn ≥ 0) ≥ 0
Nous de´finissons aussi une nouvelle classe, plus restrictive, de syste`mes dynamiques positifs: les sys-
te`mes fortement positifs. Nous les de´finissons comme les syste`mes dont les trajectoires initialise´es en
x0 ≥ 0, sont fortement positives pour tout temps strictement positif (i.e. ∀t > 0, x(t,x0)  0). Il est
clair que garantir la stricte positivite´ de x˙i en xi = 0 (avec x(t) ≥ 0) est ne´cessaire et suffisant pour
que le syste`me soit fortement positif.
Proprie´te´ 1.6
Le syste`me dynamique (Σ) est un syste`me fortement positif si et seulement si:
∀i ∈ [1..n], x˙i = fi(x1 ≥ 0, . . . , xi = 0, . . . , xn ≥ 0) > 0
Il est clair qu’un syste`me fortement positif est aussi un syste`me positif.
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Remarque – Notons que si la positivite´ d’un syste`me s’exprime tre`s facilement dans les coordonne´es
initiales (qui ont un sens “physique”), effectuer un changement de variable peut facilement transformer
un syste`me positif en un syste`me qui ne l’est pas. Il est ainsi souvent plus judicieux de conserver les
variables originelles afin de pouvoir exploiter la positivite´ du syste`me.
1.2 Les Syste`mes Line´aires Positifs
La the´orie des syste`mes line´aires positifs a e´te´ e´tudie´e par Luenberger dans [80], et plus re´cemment par
Farina et Rinaldi [32] qui ont traite´ notamment les proble`mes de controˆlabilite´ et d’observabilite´. Sur
le meˆme sujet on pourra aussi consulter [26]. Nous reprenons dans cette section certains des re´sultats
(ainsi que les preuves) de´veloppe´s par les auteurs pre´cite´s. Notamment, nous verrons qu’il existe, pour
les syste`mes line´aires positifs, un lien structurel tre`s fort entre l’existence d’un e´quilibre positif et sa
stabilite´ globale.
1.2.1 Caracte´risation
Conside´rons le syste`me line´aire (dans Rn) suivant:
{ x˙ = Ax+ b (1.1)
Nous exploitons dans le the´ore`me qui suit les de´finitions de positivite´ 1.5 et de forte positivite´ 1.6, afin
de caracte´riser la structure des syste`mes line´aires positifs et fortement positifs.
The´ore`me 1.7
Le syste`me line´aire (1.1) est un syste`me line´aire positif (resp. fortement positif) si et seulement si A
est une matrice de Metzler et b ≥ 0 (resp. b 0)
Preuve :
Pour que la de´finition de positivite´ 1.5 (resp. de forte positivite´ 1.6) s’applique au syste`me (1.1) en
x = 0, il est ne´cessaire que:
b ≥ 0 (resp. b 0)
Conside´rons maintenant la de´finition 1.5 (resp. de´finition 1.6) pour le syste`me (1.1) en xi = 0 (avec
x ≥ 0), on a:
x˙i = bi︸︷︷︸
≥0 (resp.>0)
+
∑
j 6=i
ai,j xj︸︷︷︸
≥0
Afin de garantir que pour toutes valeurs positives des xj , x˙i soit positive (resp. strictement positive),
il est ne´cessaire que:
∀i, ∀j 6= i, ai,j ≥ 0
A est donc une matrice de Metzler. Une condition ne´cessaire pour que le syste`me line´aire (1.1) soit
un syste`me positif (resp. fortement positif) est donc que A soit une matrice de Metzler et que b ≥ 0
(resp. A Metzler et b 0).
La re´ciproque est claire. 2
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1.2.2 Proprie´te´s
Nous ne conside´rons les syste`mes positifs que sur l’orthant positif de l’espace d’e´tat Rn+, et ne nous
inte´ressons donc qu’aux e´quilibres positifs de ces syste`mes. Ainsi, contrairement a` l’automatique clas-
sique ou` l’on s’inte´resse surtout a` l’e´quilibre nul (quitte a` traiter d’autres cas par translation de l’e´tat),
dans le cadre des syste`mes positifs, les changements de variables e´tant proscrits, on ne cherchera pas a`
se ramener au proble`me de l’e´quilibre en ze´ro.
Nous commenc¸ons par donner un the´ore`me pour les syste`mes line´aires positifs assurant que si la
matrice A est stable (i.e. toutes les valeurs propres sont a` parties re´elles strictement ne´gatives), alors
le syste`me admet un e´quilibre positif.
The´ore`me 1.8
Conside´rons le syste`me line´aire positif (1.1). Supposons que la matrice A soit stable. Alors le syste`me
line´aire positif (1.1) admet un e´quilibre x? positif.
Preuve :
Le syste`me conside´re´ e´tant un syste`me line´aire positif, par le the´ore`me 1.7, A est une matrice de Metzler
et b ≥ 0.
Puisque la matrice A est stable, ses valeurs propres sont toutes a` parties re´elles strictement ne´gatives.
A est donc inversible et le syste`me conside´re´ admet pour (unique) e´quilibre le point x? tel que:
x? = −A−1b
D’apre`s le the´ore`me 1.3, la matrice −A−1 est une matrice strictement positive:
−A−1 > 0
Par les re´sultats de la section 1.1.2, puisque b ≥ 0, il est clair que: x? ≥ 0. 2
Nous donnons maintenant un the´ore`me de [120] pour les syste`mes fortement positifs, prouve´ en fait
graˆce a` des re´sultats donne´s dans [80], liant l’existence d’un e´quilibre fortement positif a` sa stabilite´.
The´ore`me 1.9
Conside´rons un syste`me line´aire fortement positif (1.1). Alors il existe x?, point d’e´quilibre fortement
positif du syste`me (1.1), si et seulement si la matrice A est stable.
Preuve :
Le syste`me conside´re´ e´tant fortement positif, A est une matrice de Metzler et b 0 (The´ore`me 1.7).
• Supposons que A soit une matrice stable, alors, elle est inversible et d’apre`s le the´ore`me 1.3, la
matrice −A−1 est une matrice strictement positive. Le syste`me conside´re´ admet donc un e´quilibre x?
tel que:
x? = −A−1b
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D’apre`s les re´sultats de la section 1.1.2, puisque b  0, x? est strictement positif (x? > 0). Or le
syste`me est fortement positif, donc x?  0.
• Supposons qu’il existe un point d’e´quilibre x? du syste`me conside´re´ et que celui-ci soit fortement
positif: x?  0. Alors x? ve´rifie l’e´quation:
Ax? + b = 0
En appliquant le the´ore`me 1.2, nous pouvons conclure que toutes les valeurs propres de A sont a` parties
re´elles strictement ne´gatives i.e. la matrice A est stable. 2
Remarque – En exploitant les de´finitions de positivite´ dans le cas des syste`mes line´aires, nous
avons montre´ que les structures des syste`mes line´aires positifs e´taient tre`s contraintes. Ces contraintes
imposent elles-meˆmes des re´sultats e´tonnants sur l’e´quivalence, dans le cas des syste`mes line´aires for-
tement positifs, entre l’existence d’un e´quilibre positif et sa stabilite´ exponentielle. Le re´sultat est plus
faible (la stabilite´ implique l’existence) dans le cas des syste`mes line´aires positifs mais reste inte´ressant.
1.3 Les Syste`mes Non-Line´aires Positifs
Nous nous inte´ressons ici aux syste`mes non-line´aires positifs. Contrairement au cas des syste`mes
line´aires, il est tre`s difficile d’associer une structure particulie`re a` la positivite´ d’un syste`me non-
line´aire. En effet si la the´orie des syste`mes line´aires positifs est bien documente´e dans la litte´rature, les
syste`mes non-line´aires positifs, pourtant tre`s pre´sents par exemple en biologie ou en (bio)chimie, sont,
eux, peu documente´s en tant que classe particulie`re de syste`mes.
Il est par contre possible d’isoler certaines classes de syste`mes non-line´aires, de montrer que ceux-ci
sont des syste`mes non-line´aires positifs, et d’en de´duire certaines proprie´te´s particulie`res dues, entre
autres, a` la positivite´. C’est ce que nous nous proposons de faire dans cette section, en montrant
quelques re´sultats issus de la the´orie des syste`mes quasi-monotones [120] ou coope´ratifs [126]. Nous
donnerons ensuite quelques re´sultats sur les syste`mes de type Lotka-Volterra, syste`mes positifs par
construction, pre´sente´s notamment dans [38, 125].
1.3.1 Les Syste`mes Coope´ratifs Positifs
Une classe de syste`mes se rapprochant beaucoup des syste`mes line´aires positifs e´tudie´s pre´ce´demment
est la classe des syste`mes “coope´ratifs”: la vitesse de variation d’une variable d’e´tat est une fonction
croissante (en tout point) des autres variables d’e´tat.
Nous verrons tout d’abord dans le cas ge´ne´ral les proprie´te´s structurelles des syste`mes coope´ratifs,
en reprenant principalement des re´sultats donne´s par Smith dans [126]. Puis nous verrons que sous
certaines conditions, assez peu restrictives, nous pouvons caracte´riser le comportement global des sys-
te`mes dynamiques coope´ratifs fortement positifs d’une fac¸on relativement similaire a` celle des syste`mes
line´aires positifs.
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Ge´ne´ralite´s sur les Syste`mes Coope´ratifs
La classe des syste`mes dynamiques “coope´ratifs” a initialement e´te´ mise en valeur par Kamke [62],
reprise ensuite par Hale [43] puis par Hirsch [50, 49, 51] qui leur donna le nom de“syste`mes coope´ratifs”
et exploita leurs caracte´ristiques. Ces re´sultats ont ensuite e´te´ repris et e´tendus par Smith dans une
monographie sur cette structure de syste`mes [126]. Nous donnons ici les principaux re´sultats sur les
syste`mes coope´ratifs sans se pre´occuper de la positivite´ dans un premier temps.
De´finissons tout d’abord les syste`mes dynamiques coope´ratifs. Conside´rons le syste`me dynamique
(non-autonome, t ∈ R) dans un domaine ouvert convexe D ⊂ Rn:
{ x˙ = f(t,x) (1.2)
Par la suite nous noterons la trajectoire du syste`me (1.2) issue de la condition initiale x0, x(t,x0) ou
φf (t,x0) si il y a ambigu¨ıte´.
De´finition 1.10
Le syste`me dynamique (1.2) est coope´ratif si et seulement si la fonction f(t,x) est telle que:
∀i 6= j, ∀t ≥ 0, ∀x ∈ D, ∂fi
∂xj
(t,x) ≥ 0
i.e. Df(.), la Jacobienne du syste`me (1.2) est pour tout temps et en tout point une matrice de Metzler.
Remarque – Une classe importante de syste`mes coope´ratifs est donc la classe des syste`mes line´aires
positifs vue dans la section pre´ce´dente (la Jacobienne est la matrice A, celle-ci e´tant Metzler par le
the´ore`me 1.7). Tous les re´sultats que nous allons e´voquer ici sont donc applicables en premier lieu aux
syste`mes line´aires positifs.
Le re´sultat le plus important sur les syste`mes coope´ratifs est suˆrement celui assurant que deux
trajectoires d’un syste`me coope´ratif initialise´es en x0 ≥ y0 (resp. >, ) conservent cette relation
au cours du temps. On trouvera une preuve de ce re´sultat, repris dans le the´ore`me suivant, dans [126].
The´ore`me 1.11
Conside´rons le syste`me coope´ratif (1.2). Soient x0 et y0 appartenant a` Rn tels que: x0 ≥ y0
(resp. > , ). Alors:
∀t ≥ 0, x(t,x0) ≥ y(t,y0) (resp. > , )
Un autre re´sultat d’importance concerne cette proprie´te´ de conservation des relations d’ordre pour
deux syste`mes encadrant un syste`me coope´ratif par la relation “≥”. Nous rappelons ce re´sultat dans le
the´ore`me suivant dont on trouvera une preuve dans [127].
The´ore`me 1.12
Conside´rons les syste`mes dynamiques de´finis sur un ouvert convexe invariant D ⊂ Rn initialise´s res-
pectivement en y0, x0, z0 appartenant a` D :
y˙ = g(t,y) (1.3)
x˙ = f(t,x) (1.4)
z˙ = h(t,z) (1.5)
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Supposons que:
• le syste`me (1.4) est coope´ratif (i.e. ∀i 6= j, ∀x ∈ D,
(
∂fi
∂xj
)
(t,x) ≥ 0)
• pour tout a ∈ D et pour tout t ≥ 0, g(t,a) ≤ f(t,a) ≤ h(t,a)
• y0 ≤ x0 ≤ z0
Alors, pour tout t ≥ 0: φg(t,y0) ≤ φf (t,x0) ≤ φh(t,z0)
Proprie´te´s des Syste`mes Coope´ratifs Positifs
Nous nous inte´ressons ici aux syste`mes dynamiques coope´ratifs positifs autonomes. Nous commenc¸ons
par caracte´riser ces syste`mes.
The´ore`me 1.13
Conside´rons le syste`me dynamique coope´ratif autonome:
{ x˙ = f(x) (1.6)
Celui-ci est un syste`me positif (resp. fortement positif) si et seulement si:
f(0) ≥ 0 (resp. f(0) 0)
Preuve :
Conside´rons le syste`me coope´ratif (1.6).
• Supposons que f(0) ≥ 0 (resp. f(0) 0)
Exprimons la de´rive´e de la variable xi en un point positif x|xi=0 (i.e. tel que xi = 0); on a:
x˙i|xi=0 = fi(x1 ≥ 0, . . . ,xi = 0, . . . ,xn ≥ 0) = fi(x|xi=0)
Or, Dfi(.) de´notant la i−e`me ligne de la Jacobienne Df(.), on a aise´ment:
fi(x|xi=0) = fi(0) +
[∫ x|xi=0
0
Dfi(κ).dκ
]
Posons le changement de variable κ = sx|xi=0, on obtient alors:
fi(x|xi=0) = fi(0) +
[∫ 1
0
Dfi(sx|xi=0).d(sx|xi=0)
]
D’ou` le the´ore`me fondamental du calcul, qui nous sera tre`s utile par la suite:
fi(x|xi=0) = fi(0) +
[∫ 1
0
Dfi(sx|xi=0)ds
]
.x|xi=0 (1.7)
Rappelons que, par la de´finition 1.10 d’un syste`me coope´ratif, la Jacobienne Df(.) est Metzler en tout
point. Le seul e´le´ment du vecteur (ligne) Dfi(.) pouvant eˆtre strictement ne´gatif est donc le i−e`me
terme (terme diagonal de Df(.)). Donc le seul e´le´ment du vecteur ligne:[∫ 1
0
Dfi(sx|xi=0)ds
]
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pouvant eˆtre strictement ne´gatif est aussi le i−e`me terme. Or ce terme (dans le produit scalaire de
l’e´quation (1.7)) est multiplie´ par le i−e`me terme de x|xi=0 qui est nul. Donc le produit scalaire:[∫ 1
0
Dfi(sx|xi=0)ds
]
.x|xi=0
est une somme de termes positifs et est donc positif. D’autre part puisque f(0) ≥ 0 (resp.  0), on a
fi(0) ≥ 0 (resp. > 0). D’ou`:
fi(x|xi=0) ≥ 0 (resp. > 0)
Et donc, selon la de´finition 1.5 (resp. 1.6) le syste`me coope´ratif autonome (1.6) est positif (resp. forte-
ment positif).
• La re´ciproque est claire. 2
Nous de´veloppons maintenant un re´sultat sur une classe particulie`re de syste`mes dynamiques coope´-
ratifs fortement positifs. Ce re´sultat est relativement proche des the´ore`mes 1.8 ou 1.9 obtenus dans
le cas des syste`mes line´aires positifs. Il est aussi assez similaire a` celui obtenu par Smith dans [125]
mais pour une classe de syste`mes sensiblement diffe´rente (de type Kolmogoroff, classe sur laquelle nous
reviendrons plus loin). Cependant la preuve de notre re´sultat reste relativement semblable a` celle de
Smith. Sur le meˆme sujet on pourra aussi consulter [124]. Enfin, on remarquera que ce re´sultat se
rapproche aussi du the´ore`me 6.1 donne´ par Hirsch dans [50].
The´ore`me 1.14
Conside´rons le syste`me dynamique coope´ratif autonome et fortement positif (1.6), et supposons que:
0 ≤ x ≤ y =⇒ Df(x) ≥ Df(y)
Si le syste`me (1.6) admet un e´quilibre positif x?, alors cet e´quilibre est unique, fortement positif et
globalement asymptotiquement stable sur l’orthant positif Rn+.
Remarque – Il est important de noter que si la fonction f(.) est C2, l’hypothe`se du the´ore`me 1.14:
0 ≤ x ≤ y =⇒ Df(x) ≥ Df(y) est e´quivalente a` la concavite´ (par rapport a` la relation “≥”) de la
fonction f(.): Df(.) est une fonction de´croissante (par rapport a` “≥”) de l’e´tat x.
Preuve :
• Nous montrons d’abord la stabilite´ (exponentielle) locale d’un point d’e´quilibre x?.
Soit x? un point d’e´quilibre fortement positif du syste`me coope´ratif fortement positif (1.6) (si x? est
positif, x? est fortement positif par la forte positivite´ du syste`me), alors:
f(x?) = 0
D’autre part, on a:
f(x?)− f(0) =
[ ∫ 1
0
Df(sx?)ds
]
x?
Comme on l’a vu plus haut, la Jacobienne e´tant une matrice de Metzler en tout point, il est clair que
la matrice entre crochets dans l’e´quation pre´ce´dente (que l’on notera A) est une matrice de Metzler.
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D’autre part puisque (1.6) est coope´ratif fortement positif, f(0) 0, on a donc:
A︸︷︷︸
Metzler
x?︸︷︷︸
0
+ f(0)︸︷︷︸
0
= 0
Nous sommes dans les conditions d’applications du the´ore`me 1.2, la matrice A est donc une matrice
stable (i.e. toutes ses valeurs propres sont a` parties re´elles strictement ne´gatives). D’autre part, on a:
0 ≤ x ≤ y =⇒ Df(x) ≥ Df(y)
D’ou`:
∀s ∈ [0, 1], Df(sx?) ≥ Df(x?)
Ce qui implique que:
A =
∫ 1
0
Df(sx?)ds ≥ Df(x?)
A e´tant une matrice de Metzler stable, par le the´ore`me 1.4, sa valeur propre de plus grande partie
re´elle λaM est re´elle et strictement ne´gative. De plus, Df(x
?) est aussi une matrice de Metzler, sa valeur
propre de plus grande partie re´elle λ?M est donc re´elle et puisque A ≥ Df(x?), par le the´ore`me 1.4,
on a:
0 > λaM = max(Re(λ
a
i )) ≥ max(Re(λ?i )) = λ?M
Toutes les valeurs propres de Df(x?) sont donc a` parties re´elles strictement ne´gatives, le point x? est
donc (localement) exponentiellement stable.
• Nous montrons maintenant l’unicite´ d’un point d’e´quilibre x?.
Supposons qu’il existe deux points d’e´quilibre fortement positifs x?1 et x
?
2 du syste`me (1.6), tels que:
x?1 ≥ x?2. On a:
0 = f(x?1)− f(x?2) =
[ ∫ 1
0
Df(sx?1 + (1− s)x?2)ds
]
(x?1 − x?2) (1.8)
Notons A′ la matrice entre crochets. On a clairement:
∀s ∈ [0, 1], sx?1 + (1− s)x?2 ≥ x?2
D’ou`, de la meˆme fac¸on que pre´ce´demment:
A′ =
[ ∫ 1
0
Df(sx?1 + (1− s)x?2)ds
]
≤ Df(x?2)
Or, par la partie de la preuve pre´ce´dente, Df(x?2) est stable, donc par le the´ore`me 1.4, toutes les
valeurs propres de la matrice A′ sont a` parties re´elles strictement ne´gatives (cf. raisonnement effectue´
pre´ce´demment). A′ est donc inversible et d’apre`s l’e´quation (1.8), on conclut que: x?1 = x
?
2.
Supposons maintenant qu’il existe deux points d’e´quilibres fortement positifs x?1 et x
?
2 mais non relie´s
par la relation “≥” (on a notamment x?1 6= x?2).
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De´finissons les ensembles (les “boites” ou paralle´le´pipe`des en dimension n) Bz de Rn tels que:
∀z  0, Bz = {x, 0 ≤ x ≤ z}
Conside´rons les deux ensembles Bx?1 et Bx?2 . Montrons que l’ensemble Bx?1 est invariant par le syste`me
(1.6). On a:
∀x0 ∈ Bx?1 , x0 ≤ x?1
D’ou`, comme le syste`me (1.6) est coope´ratif, la trajectoire issue de x0 reste plus petite que celle issue
de x?1. D’autre part, le syste`me (1.6) e´tant fortement positif cette trajectoire reste positive:
0 ≤ x(t,x0) ≤ x(t,x?1) = x?1 =⇒ x(t,x0) ∈ Bx?1
Bx?1 est donc invariant par le syste`me (1.6). La de´monstration est la meˆme pour Bx?2 , qui est donc
invariant par le syste`me (1.6).
De´finissons le point x3 tel que:
x3,i = min(x?1,i, x
?
2,i)
Conside´rons l’ensemble Bx3 . Clairement Bx3 = Bx?1 ∩ Bx?2 . Donc Bx3 est invariant par le syste`me (1.6)
puisqu’il est l’intersection de deux ensembles invariants. Par le the´ore`me du point fixe de Brouwer
[143] on peut alors assurer qu’il existe au moins un e´quilibre x?3 de (1.6) appartenant a` Bx3 puisque
l’ensemble est invariant par (1.6). D’apre`s la de´finition de Bx3 , il est clair que:
x?3 ≤ x?1 et x?3 ≤ x?2
Et donc, comme montre´ plus haut:
x?3 = x
?
1 et x
?
3 = x
?
2
Donc: x?1 = x
?
2 ce qui est absurde e´tant donne´ nos hypothe`ses.
Donc si le syste`me (1.6) admet un e´quilibre fortement positif, celui-ci est unique.
• Reste a` de´montrer la stabilite´ globale de l’e´quilibre fortement positif x? (s’il existe).
Conside´rons le point kx? de Rn+∗ avec k > 1 re´el. Nous cherchons a` montrer tout d’abord que:
f(kx?) 0. Conside´rons la fonction (C1) suivante (pour un i ∈ [1..n]):
gi : R+ → R
k 7→ fi(kx?)
Comme f(0) 0 et f(x?) = 0, on a gi(0) > 0 et gi(1) = 0. Le the´ore`me des accroissements finis (e.g.
[72]) nous permet d’assurer qu’il existe un point k0 ∈]0, 1[ tel que:
dgi
dk
(k0) = gi(1)− gi(0) < 0
D’autre part, on sait que la fonction f(.) est telle que:
0 ≤ x ≤ y =⇒ Df(x) ≥ Df(y)
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On a donc facilement:
0 ≤ k0 ≤ k =⇒ 0 > dgidk (k0) ≥
dgi
dk
(k)
Donc la fonction gi est strictement de´croissante pour tout k ≥ k0. Comme gi(1) = 0, on a clairement:
∀k > 1, gi(k) < 0
Ce raisonnement e´tant valable pour tout i ∈ [1..n], on peut donc conclure que:
∀k > 1, f(kx?) 0
Nous montrons maintenant la stabilite´ globale de l’e´quilibre x? sur l’ensemble Bkx? avec k > 1. Notons
que Bkx? est invariant par le syste`me (1.6). Conside´rons les trajectoires du syste`me (1.6) initialise´es en
x = 0 et en x = kx?. Nous avons:
x˙(x = 0) 0 et x˙(x = kx?) 0
Conside´rons la variable y = x˙. On a:
y˙ = Df(x)x˙ = Df(x)y
Le syste`me (1.6) e´tant coope´ratif, la matrice Df(x) est une matrice de Metzler (pour tout x), ce qui
suffit a` garantir que:
y(t = 0) ≥ 0 (resp. y(t = 0) ≤ 0) =⇒ ∀t ≥ 0, y(t) ≥ 0 (resp. y(t) ≤ 0)
Donc la trajectoire du syste`me (1.6) initialise´e en x = 0 (resp. en x = kx?), est une fonction croissante
(resp. de´croissante) du temps. De plus cette trajectoire est majore´e par kx? (resp. minore´e par 0), donc
elle converge, ne´cessairement vers un e´quilibre.
Donc les trajectoires initialise´es en x = 0 et x = kx? convergent vers l’unique e´quilibre x?. De plus le
syste`me (1.6) e´tant coope´ratif, en appliquant le the´ore`me 1.11, on conclut que toutes les trajectoires
initialise´es dans Bkx? convergent force´ment vers l’e´quilibre x?. x? est donc globalement asymptotique-
ment stable sur Bkx? . Ce raisonnement est valable pour tout k > 1. Comme x?  0, il est clair que
pour toute condition initiale x0 de Rn+, il existe un k > 1 tel que: x0 ∈ Bkx? .
Nous concluons donc a` la stabilite´ globale de x? sur l’orthant positif Rn+. 2
Remarque – Une condition suffisante pour assurer que le syste`me (1.6) admet un e´quilibre positif est
l’existence d’un point x¯ tel que f(x¯)  0. La preuve est imme´diate en conside´rant l’ensemble Bx¯ qui
est invariant (cf. preuve pre´ce´dente); donc par le the´ore`me du point fixe de Brouwer [143], Bx¯ contient
au moins un e´quilibre (a fortiori positif).
A partir de la remarque pre´ce´dente et du the´ore`me 1.14, on peut donner le re´sultat suivant, qui nous
sera tre`s utile notamment dans le chapitre 2.
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The´ore`me 1.15
Conside´rons le syste`me dynamique coope´ratif autonome et fortement positif (1.6), et supposons que:
∃x¯ 0 tel que f(x¯) 0
0 ≤ x ≤ y =⇒ Df(x) ≥ Df(y)
Alors le syste`me (1.6) admet un unique e´quilibre positif x?. De plus x?  x¯, est fortement positif et
globalement asymptotiquement stable sur l’orthant positif Rn+.
Au cours de cette section sur les syste`mes coope´ratifs positifs, on a vu que ces syste`mes, bien que
non-line´aires, ont, sous relativement peu d’hypothe`ses (i.e. la “concavite´”), un comportement tre`s sem-
blable aux syste`mes line´aires positifs. Pour me´moire, on notera la grande similitude entre le the´ore`me
1.9 pour les syste`mes line´aires fortement positifs et le the´ore`me 1.15 pour les syste`mes coope´ratifs
fortement positifs. Ces deux the´ore`mes seront centraux pour les de´monstrations des re´sultats que nous
de´velopperons dans le chapitre 2.
1.3.2 Les Syste`mes de type “Kolmogoroff”
Une autre classe de syste`mes dynamiques positifs tre`s courante dans la litte´rature est la classe des
syste`mes propose´e par Kolmogoroff [65]. En effet, nombre de mode`les (en dynamique de population
[141, 125, 123], chimie [78], en e´conomie [133]) sont constitue´s d’e´quations telles que la vitesse de
variation de chaque variable xi est proportionnelle a` la variable xi:
∀i ∈ [1..n], x˙i = xifi(x1,x2, . . . ,xn) (1.9)
Cette classe ge´ne´rale de mode`les, que nous de´signerons par la suite comme des syste`mes de type Kolmo-
goroff, a e´te´ introduite en 1936 par Kolmogoroff en re´ponse critique aux travaux de Volterra [141] sur
la lutte pour la vie. Notons qu’une sous classe de ces syste`mes est la classe bien connue des syste`mes
de Lotka-Volterra.
Notons qu’une des fac¸ons les plus simples pour le mode´lisateur de garantir structurellement la posi-
tivite´ d’un mode`le est de le choisir parmi la classe des syste`mes de type Kolmogoroff: les frontie`res de
l’orthant positif Rn+ (i.e. xi = 0) sont structurellement infranchissables par une trajectoire initialise´e
dans Rn+, ce sans pre´juger d’une forme particulie`re pour la fonction f(x).
Nous commenc¸ons par caracte´riser la positivite´ de ces syste`mes, puis nous donnerons quelques re´sul-
tats issus de la litte´rature pour certains cas particuliers de ces syste`mes.
The´ore`me 1.16
Les syste`mes de type Kolmogoroff (i.e. les syste`mes (1.9)) sont des syste`mes positifs.
Preuve :
Il est clair que les syste`mes du type (1.9) ve´rifient la de´finition 1.5 et sont donc des syste`mes dyna-
miques positifs. 2
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Cependant, structurellement, les syste`mes (1.9) ne peuvent pas ve´rifier la de´finition 1.6. Les syste`mes
de type Kolmogoroff ne sont donc jamais des syste`mes fortement positifs.
Notons que tous les syste`mes de type (1.9) admettent au moins un e´quilibre: l’e´quilibre nul. Son
existence est due a` la structure meˆme de ces syste`mes. Le point d’e´quilibre nul est cependant rarement
inte´ressant du point de vue du mode`le: par exemple dans le cas particulier des mode`les de dynamique
de populations, l’e´quilibre nul correspond a` la disparition de toutes les espe`ces en interaction dans
l’e´cosyste`me. Si ce cas est effectivement susceptible de se produire dans un e´cosyste`me, il faut noter
que pour beaucoup de mode`les du type (1.9) (a` commencer par le(s) mode`le(s) historique(s) proie /
pre´dateur de Lotka-Volterra [78, 141]), l’e´quilibre nul est structurellement instable: aucune trajectoire
initialise´e dans Rn+∗ ne peut converger vers l’e´quilibre nul.
Il s’ave`re difficile de caracte´riser totalement l’instabilite´ de l’e´quilibre nul pour toute la classe de
syste`me (1.9). En effet, la jacobienne du syste`me (1.9) en l’e´quilibre 0 s’e´crit:
J (0) =

f1(0) 0 . . . . . . 0
0
. . . 0
. . .
...
... 0 fi(0) 0
...
...
. . . 0
. . . 0
0 . . . . . . 0 fn(0)

Une condition ne´cessaire et suffisante pour que l’e´quilibre nul soit localement (exponentiellement) stable
est donc:
f(0) 0
Cependant si f(0) ≤ 0, dans certains cas, le point peut eˆtre localement stable (cf. the´ore`me de la
varie´te´ centre, voir e.g. [104]). Il peut tout aussi bien eˆtre localement instable. Si on peut caracte´riser
la locale exponentielle stabilite´ du point d’e´quilibre 0, il n’est pas possible de donner une condition
ne´cessaire et suffisante pour que le point 0 soit (faiblement) localement stable.
On peut cependant donner une condition suffisante pour que l’e´quilibre nul ne soit pas localement
stable. En effet, si:
f(0)  0
il est clair que 0 ne peut eˆtre stable. Cependant la relation d’ordre “≤” n’e´tant pas totale sur Rn, il
n’est pas possible de caracte´riser de fac¸on plus pre´cise la condition f(0)  0.
Nous pre´sentons maintenant deux re´sultats (issus de [38] et [125]) sur des classes de syste`mes de
type Kolmogoroff. Leur point commun est justement l’impossibilite´ d’atteindre l’e´quilibre nul par les
trajectoires conside´re´es et me`ne a` un re´sultat ge´ne´rique semblable: les trajectoires e´tudie´es convergent
vers un unique e´quilibre fortement positif.
Proprie´te´s des Syste`mes de Lotka-Volterra
Dans [38], Gouze´ conside`re la classe des syste`mes Kolmogoroff affines (on pourra aussi consulter
[53, 133]). Il s’agit en fait de la classe de syste`mes commune´ment re´fe´rence´e comme syste`mes de Lotka-
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Volterra. Ces syste`mes s’e´crivent:
x˙i = xi
( n∑
j=1
ai,jxj + bi
)
(1.10)
Afin de s’affranchir du proble`me de la stabilite´ ou de l’instabilite´ de l’e´quilibre 0 e´voque´ plus haut,
l’auteur de´fini une classe de syste`mes, en rapport avec la positivite´, qu’on nommera ici “seuil-positif”:
les variables initialise´es au dessus d’un certain seuil restent au dessus de ce seuil. L’introduction de
ce type de syste`mes est justifie´e par le fait que les syste`mes de Lotka Volterra sont des mode`les peu
re´alistes pre`s des frontie`res de l’orthant positif. Ceci est clair, notamment en dynamique des populations
ou` se pose le proble`me qu’une population est a priori un nombre entier et ne peut donc se rapprocher
tre`s pre`s des hyperplans xi = 0 sans les atteindre. C’est pourtant ce que pre´dit par exemple le syste`me
historique proie / pre´dateur de Lotka-Volterra.
Un syste`me est seuil-positif si et seulement si il existe un vecteur seuil S  0 tel que l’ensemble
{x, x ≥ S} soit invariant par le syste`me conside´re´. Ainsi, toute trajectoire x(t,x0), telle que x0 ≥ S
ve´rifie x(t,x0) ≥ S  0 et reste donc strictement positive. Nous de´finissons donc les syste`mes seuils-
positifs, tels que:
De´finition 1.17
Un syste`me dynamique est un syste`me seuil-positif si et seulement si il existe un vecteur seuil S  0
tel que:
∀i ∈ [1..n], x˙i = f(x1 ≥ s1,x2 ≥ s2, . . . ,xi = si, . . . ,xn ≥ sn) ≥ 0
Remarque – Il convient ici de noter que, dans le cadre ge´ne´ral des syste`mes dynamiques (i.e. au
dela` du cas particulier des syste`mes de Lotka-Volterra), un syste`me seuil-positif n’est pas force´ment un
syste`me positif et vice-versa. Par contre, un syste`me fortement positif est un syste`me seuil-positif.
Pour les syste`mes seuil-positifs, le proble`me de la stabilite´ ou de l’instabilite´ de l’e´quilibre 0 est
contourne´e: le point d’e´quilibre 0 est dans tous les cas inatteignable depuis les conditions initiales
conside´re´es, c’est a` dire situe´es au dessus du seuil S (i.e. x0 ≥ S  0).
Caracte´risons maintenant les syste`mes de Lotka-Volterra seuil-positifs, selon la de´finition 1.17.
The´ore`me 1.18
Conside´rons le syste`me (1.10). Le syste`me est seuil-positif avec pour seuil S si et seulement si la matrice
A = (ai,j) est une matrice de Metzler et le vecteur b ≥ −AS.
Preuve :
• Supposons que le syste`me (1.10) soit seuil-positif. D’apre`s la de´finition 1.17, on a:
∀i, ∀xj ≥ sj , si
(
ai,isi +
∑
j 6=i
ai,jxj + bi
)
≥ 0
si e´tant strictement positif, pour garantir cette ine´galite´ pour tout i et pour toutes valeurs des xj plus
grandes que sj il est ne´cessaire que les termes ai,j (j 6= i) soient positifs, i.e. la matrice A est une
matrice de Metzler.
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Cette ine´galite´ doit eˆtre ve´rifie´e y compris en x = s, soit:
∀i, si
( n∑
j=1
ai,jsj + bi
)
≥ 0 =⇒ ∀i,
n∑
j=1
ai,jsj + bi ≥ 0
Il faut donc que: b ≥ −AS.
• La re´ciproque est claire. 2
Conside´rer que le syste`me (1.10) est seuil-positif impose donc que les interactions entre variables
soient positives (i.e. la vitesse de variation d’une variable est une fonction croissante, strictement ou
non, des autres variables d’e´tat). En dynamique des populations on parle d’interactions mutualistes
entre les populations [125]: il n’y a pas de pre´dation inter-espe`ces, et les interactions entre espe`ces
favorisent la croissance de chaque espe`ce. Ainsi, par exemple, le mode`le historique proie / pre´dateur de
Lotka-Volterra ne rentre pas dans cette cate´gorie de syste`mes. Notons aussi que le taux de natalite´ d’une
espe`ce (i.e. le terme bi) doit eˆtre supe´rieur a` une certaine constante pour garantir la seuil-positivite´.
Cette constante est e´gale a` −Ai.S et son signe est impossible a` de´terminer de fac¸on ge´ne´rique: ainsi
dans certains cas, la mortalite´ d’une espe`ce (taux de natalite´ ne´gatif) peut eˆtre proscrite.
Nous reproduisons maintenant un re´sultat de [38], qui ressemble beaucoup aux re´sultats obtenus pour
les syste`mes line´aires positifs (the´ore`mes 1.8 et 1.9) ou a` celui obtenu pour les syste`mes coope´ratifs
positifs (the´ore`me 1.14).
The´ore`me 1.19
Conside´rons le syste`me (1.10). Supposons que ce syste`me est seuil-positif avec pour seuil S et que A
est inversible. Si il existe x?  S, e´quilibre de (1.10), alors x? est globalement stable sur {x, x S}.
Remarque – Si l’on trouve un ensemble invariant par le syste`me (1.10) dans Rn+∗, alors (en utilisant
le the´ore`me du point fixe de Brouwer [143]) on conclut a` l’existence d’un e´quilibre. Celui-ci sera donc
unique et globalement asymptotiquement stable sur {x, x ≥ S}. Ce re´sultat est tre`s semblable au the´o-
re`me 1.9 sur les syste`mes line´aires fortement positifs ou au the´ore`me 1.15 sur les syste`mes coope´ratifs
fortement positifs.
Proprie´te´s des Syste`mes de type Kolmogoroff “Coope´ratifs”
Dans [125], l’auteur conside`re les syste`mes de type Kolmogoroff de forme ge´ne´rale:
x˙i = xi fi(x) (1.11)
tels que:
• ∀x ≥ 0, ∀i 6= j, ∂fi
∂xj
(x) ≥ 0 (interactions coope´ratives ou mutualistes)
• f(0) 0 (l’e´quilibre nul est totalement instable)
• ∀x ≥ y ≥ 0, Df(x) ≤ Df(y) (sorte de concavite´ de f(.))
Cette classe de syste`mes suppose ici l’instabilite´ totale de l’e´quilibre nul: toutes les valeurs propres
du line´arise´ sont a` parties re´elles strictement positives, ce qui est plus fort que pour les syste`mes
seuils-positifs de la section pre´ce´dente.
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Remarque – Il est a` noter que les syste`mes de Lotka-Volterra seuil-positifs ve´rifient ces trois hypo-
the`ses si et seulement si b 0. Il est en effet clair que si f(x) = Ax+b, A e´tant une matrice de Metzler
et b  0, alors les hypothe`ses sont ve´rifie´es. Le re´sultat que nous allons pre´senter ici s’applique donc
aussi aux syste`mes de type (1.10) seuils-positifs si b 0.
Nous reproduisons ici le principal re´sultat de [125]. Celui-ci est assez proche des re´sultats obtenus
pour les syste`mes line´aires positifs (the´ore`mes 1.8 et 1.9), les syste`mes coope´ratifs positifs (the´ore`me
1.14) ainsi que sur les syste`mes Lotka-Volterra seuil-positifs (the´ore`me 1.19), puisqu’il assure que si il
existe un e´quilibre fortement positif, toutes les trajectoires (issues de Rn+∗) convergent vers celui-ci.
The´ore`me 1.20
Conside´rons le syste`me (1.11) et les hypothe`ses associe´es.
• Si il existe x?  0 e´quilibre de (1.11), alors x?  0 est globalement stable sur Rn+∗.
• Si (1.11) n’admet pas d’e´quilibre fortement positif, les trajectoires du syste`me divergent vers +∞.
C’est la preuve de ce the´ore`me, donne´e par Smith dans [125], qui nous a inspire´ pour la de´monstration
du re´sultat principal de ce chapitre, le the´ore`me 1.14.
Remarque – Conside´rons un syste`me de Lotka-Volterra seuil-positif de type (1.10). Supposons que
b 0. Alors on peut remarquer que le the´ore`me 1.19 pour ce syste`me est une conse´quence directe du
the´ore`me 1.20.
Ge´ne´ralite´s sur les Syste`mes de type Kolmogoroff
Si la plupart des re´sultats de´veloppe´s dans ce chapitre montrent que, sous certaines hypothe`ses
relativement ge´ne´rales, les syste`mes positifs ont un comportement dynamique simple (i.e. un e´quilibre
positif globalement stable), tel n’est pas toujours le cas. Par exemple, il est tre`s difficile de caracte´riser
le comportement dynamique des syste`mes de Kolmogoroff (1.9) dans le cas ge´ne´ral: il est bien connu
que meˆme dans le cas ou` la fonction f(x) est affine (i.e. pour un syste`me de Lotka-Volterra) plusieurs
comportements dynamiques radicalement diffe´rents sont susceptibles de se produire. C’est ce que nous
nous proposons d’illustrer ici sur quelques exemples en petites dimensions de syste`mes de Kolmogoroff.
Nous rappellerons et e´tudierons tout d’abord le mode`le proies / pre´dateurs propose´ par Volterra [141]
qui ge´ne`re des trajectoires pe´riodiques. Nous donnerons ensuite un exemple de mode`le proie / pre´da-
teur plus re´aliste propose´ par Murray [99], qui admet un cycle limite attractif. Enfin, nous prendrons
pour exemple de comportement chaotique le mode`le deux proies / un pre´dateur propose´ par Gilpin [36].
Conside´rons tout d’abord le syste`me proies / pre´dateurs de Volterra [141] introduit pour mode´liser
(et expliquer) les variations importantes des stocks de poissons proies et de poissons pre´dateurs dans la
mer adriatique au lendemain de la premie`re guerre mondiale. Ce syste`me est bien connu et ge´ne`re un
comportement pe´riodique de´pendant de la condition initiale (qui ne correspond pas a` un cycle limite).
Rappelons rapidement ce syste`me et ses proprie´te´s:{
x˙ = x− xy
y˙ = xy − y (1.12)
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Ou` x de´signe le nombre de proies, y le nombre de pre´dateurs et le terme xy la pre´dation. Le taux de
natalite´ des proies ainsi que le taux de mortalite´ des pre´dateurs sont constants et ici e´gaux a` 1.
Posons pour tout (x, y)T  0:
V (x,y) = x− ln(x) + y − ln(y) ≥ 0
En de´rivant V par rapport au temps, on obtient facilement:
V˙ (x,y) = 0 =⇒ ∀t ≥ 0, V (x(t), y(t)) = V (x0,y0)
Le minimum de la fonction V est atteint en
l’e´quilibre x = y = 1. Alors, si la condition
initiale est diffe´rente de l’e´quilibre, les en-
sembles V (x,y) = V (x0,y0) > 0 de´finissent des
courbes ferme´es autour du point d’e´quilibre
(pour une preuve on pourra consulter [52]).
Le comportement dynamique du syste`me est
illustre´ sur la figure ci-contre.
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D’autres syste`mes de type Kolmogoroff sont susceptibles d’admettre un cycle limite attractif (suivant
la valeur des parame`tres). C’est le cas par exemple du mode`le Proie / Pre´dateur plus re´aliste propose´
par Murray dans [99] et rapporte´ ci-dessous. Celui-ci a repris, sur un cas particulier, les critiques de´ja`
souleve´es par Kolmogoroff [65] sur la formulation peu re´aliste des e´quations (notamment les termes de
pre´dation) propose´es par Volterra.
{
x˙ = x
(
(1− x)− yx+ a
)
y˙ = y
(
b− byx
)
Les proies ont une natalite´ de type logistique (terme x(1−x)): au-dessus d’un certain nombre de proies
(la“capacite´ de charge”, ici une unite´), le milieu n’est plus assez riche pour que les proies continuent a` se
multiplier. Le taux de pre´dation par unite´ de pre´dateurs (terme x/(x+a)) est une fonction croissante du
nombre de proie mais tend vers une limite finie (un pre´dateur ne peut pas manger de proies infiniment
vite). Enfin la croissance des pre´dateurs est re´gie par une fonction assez semblable a` une loi logistique
(terme y(1 − y/x)), mais la “capacite´ de charge” est ici variable et e´gale au nombre de proies x. Le
parame`tre b repre´sente l’efficacite´ de la pre´dation.
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Nous ne donnons ici pas de preuve de l’exis-
tence et de l’attractivite´ d’un cycle limite
(fastidieuse, cette preuve est bien de´taille´e
dans [99]). Pour la simulation, nous prenons
des parame`tres ve´rifiant les conditions don-
ne´es par Murray [99] pour l’existence d’un
cycle attractif: a = 0.03, b = 0.5.
Nous illustrons juste le comportement par des
simulations nume´riques sur la figure ci-contre.
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Enfin nous ne pouvions pas e´voquer les syste`mes de Kolmogoroff sans montrer un exemple de com-
portement chaotique. Pour les syste`mes de Lotka-Volterra, un comportement chaotique est susceptible
de se produire lorsque la taille de l’e´tat est supe´rieure ou e´gale a` 3 (voir e.g. [133]).
Nous prenons ici l’exemple introduit par Vance dans [136] et dont le comportement chaotique a ensuite
e´te´ caracte´rise´ par Gilpin [36] comme une “spirale chaotique”. Cette cate´gorie de comportement a e´te´
introduite par Ro¨ssler [114]: il s’agit d’un type de chaos correspondant (dans la bonne section) a` une
application de Poincare´ de type fer a` cheval de Smale (cf. [122]).
Le syste`me de Lotka-Volterra propose´ par Gilpin de´crit les dynamiques de deux populations de proies
(x et y) en compe´tition, soumises a` la pre´dation d’une population de pre´dateurs (z):
x˙ = x
(
(rx − ax,xx)− ax,yy − ax,zz
)
y˙ = y
(
(ry − ay,yy)− ay,xx− ay,zz
)
)
z˙ = z
(− rz + az,xx+ az,yy)
Tous les parame`tres du mode`le sont positifs. Les proies ont une croissance mode´lise´e par une loi
logistique. La compe´tition entre les deux proies est mode´lise´e par les termes (−ax,yxy) et (−ay,xxy).
La pre´dation de z sur x et y est mode´lise´e par les termes (−ax,zxz) et (−ay,zyz). Enfin le taux de
mortalite´ du pre´dateur est rz, l’avantage tire´ de la pre´dation par z sur x et y e´tant mode´lise´e par
(az,xxz + az,yyz).
Les valeurs des parame`tres choisies pour la simulation pre´sente´e sur la figure 1.1 sont les meˆmes
que ceux propose´s par Gilpin [36], a` savoir: rx = ry = rz = 1, ax,x = ax,y = ay,y = ay,z = 0.001,
ax,z = 0.01, ay,x = 0.0015, az,x = 0.005 et az,y = 0.0005.
Au cours de cette section nous avons donne´ un bref aperc¸u des syste`mes de type Kolmogoroff, qui
sont parmi les mode`les (non-line´aires) positifs les plus re´pandus dans la litte´rature, notamment en
biologie, chimie ou e´conomie (cf. [133]). Nous avons de´veloppe´ quelques re´sultats donnant des conditions
suffisantes garantissant la convergence globale des trajectoires vers un unique e´quilibre fortement positif.
Enfin, pour ne pas laisser a` penser que les syste`mes positifs ont toujours un comportement dynamique
simple, nous avons rappele´ quelques exemples de syste`mes de type Kolmogoroff en petites dimensions,
ge´ne´rant des comportements dynamiques nettement plus complexes.
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Fig. 1.1 Simulation du syste`me chaotique deux Proies / un Pre´dateur de Gilpin [36]. Trajectoire
dans l’espace d’e´tat (a` gauche) et par rapport au temps (a` droite)
1.4 Remarques sur la Commande des Syste`mes Positifs
1.4.1 La Notion de “Commande”
Au cours du prochain chapitre, nous de´velopperons des re´sultats sur le controˆle de certaines classes
de syste`mes non-line´aires positifs. Il convient d’abord d’expliquer dans le cas ge´ne´ral la notion de
“commande”. Nous reviendrons ensuite sur le cas particulier de la commande des syste`mes positifs.
Dans le cas ge´ne´ral, il est possible de classifier les grandeurs (autres que l’e´tat et le temps) intervenant
dans la formulation d’un mode`le de processus dynamique selon deux cate´gories:
• Les grandeurs internes au processus mode´lise´, dont les valeurs sont totalement de´termine´es par
le phe´nome`ne a` mettre en e´quation On appelle ces grandeurs des parame`tres du mode`le.
• Les grandeurs externes au processus mode´lise´, dont les valeurs sont de´termine´es par des phe´-
nome`nes exte´rieurs au syste`me conside´re´. On appelle ces grandeurs des entre´es du mode`le. Si
la valeur d’une entre´e peut eˆtre choisie et impose´e par un ope´rateur, on parlera alors d’une
commande.
En donnant aux commandes des profils temporels spe´cifiques, il est possible de modifier le syste`me
original (i.e. pour des valeurs fixe´es des commandes) afin d’obtenir un comportement dynamique nou-
veau et conforme aux attentes de l’utilisateur. On dira alors que l’on controˆle le syste`me. On peut
distinguer deux types de controˆle:
• Si le profil temporel de la commande est calcule´ a priori, sans tenir compte d’informations sur
l’e´tat du syste`me au temps pre´sent(i.e. des mesures), on parle de commande ou de controˆle en
boucle ouverte. Ce type de controˆle produit parfois des re´sultats tre`s e´loigne´s du but recherche´.
• Si par contre on modifie au cours du temps la valeur de la commande en fonction d’informations
sur l’e´tat du syste`me au meˆme instant (i.e. en fonction de mesures), on parle de commande
ou de controˆle en boucle ferme´e. Ce type de commande permet entre autre de tenir compte
d’e´ve`nements n’ayant pas e´te´ pre´vus a priori.
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Conside´rons l’exemple analytique suivant, issu de proble´matiques de gestion de la peˆche. Celui-ci nous
permettra aussi, au chapitre suivant, d’introduire de fac¸on simple nos re´sultats, de´veloppe´s ensuite pour
des syste`mes plus complexes.
Exemple – Conside´rons un mode`le classique en halieutique, re´gissant la dynamique d’une population
de poissons subissant la pre´dation humaine (i.e. la peˆche). Supposons que le milieu ou` vivent les
poissons est suffisamment riche (ou vaste) pour nourrir une quantite´ infinie de poissons (i.e. le taux
de natalite´ est strictement positif sauf e´ventuellement si il n’y a pas de poissons). On obtient alors
le mode`le positif mono-dimensionnel suivant (x repre´sentant le nombre de poissons), assez proche du
mode`le classique de Schaefer [118, 41]:
x˙ = ϕ(x)︸ ︷︷ ︸
“natalite´” ≥0
− u︸︷︷︸
“effort de peˆche”≥0
x (1.13)
Il est assez clair que la grandeur u (l’effort de peˆche) est, comme de´fini plus haut, une entre´e du syste`me;
de plus sa valeur est impose´e par les “ope´rateurs”: il de´pend entie`rement de la de´cision des peˆcheurs de
peˆcher de fac¸on plus ou moins intense. u est donc une commande du syste`me (1.13). Remarquons un
point important, ici l’effort de peˆche u est force´ment positif.
Dans le cadre ge´ne´ral de l’automatique classique (notamment en line´aire) les commandes ne sont pas
conside´re´es comme contraintes (meˆme si elles le sont sur les cas re´els). Remarquons que pour le mode`le
(1.13), la commande u peut seulement prendre des valeurs positives. Au niveau des proble´matiques de
controˆle des syste`mes positifs, la commande est le plus souvent contrainte a` la positivite´.
En fait, pour les syste`mes positifs, la commande doit ge´ne´ralement respecter une double contrainte:
– La premie`re, qui n’est pas spe´cifique aux syste`mes positifs, est celle impose´e par le sens “physique”
de la commande. C’est souvent ce sens physique qui induit la positivite´ des commandes des
syste`mes positifs.
Exemple – Pour le mode`le (1.13), le peˆcheur ne peut pas mettre de poissons dans la mer,
on a donc: u ≥ 0
– La seconde contrainte est, elle, lie´e a` la positivite´ des syste`mes: le syste`me controˆle´ doit rester un
syste`me positif, ce inde´pendamment de la loi choisie pour la commande.
Exemple – Revenons au mode`le (1.13). On peut raisonnablement supposer que la natalite´ est borne´e:
∀x ≥ 0, ϕ(x) ∈ [0,M ]. Supposons que les peˆcheurs choisissent comme strate´gie de peˆche la commande:
u = k 1x avec k > M : moins il y a de poissons dans la mer, plus l’effort de peˆche, c’est a` dire le taux
de capture des poissons, est important. C’est souvent le cas dans la re´alite´ ou` le but du peˆcheur est
de maintenir son niveau de revenus, donc de captures (dans ce cas e´gal a` k) et non l’effort de peˆche
u. Une telle strate´gie s’ave`re cependant dangereuse: constatons que le syste`me (1.13) ainsi commande´
produira, pour toute condition initiale x0 positive, des trajectoires ne´gatives au bout d’un temps fini,
ce qui n’a pas de sens. Ceci est duˆ au fait que la commande serait alors non borne´e, spe´cialement en
x = 0. La contrainte de bornitude de la commande permet ici, en plus du sens physique, de respecter
la positivite´ du syste`me.
En pratique pour les syste`mes positifs, on se rame`nera souvent a` une contrainte de positivite´ et de
bornitude des commandes.
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1.4.2 La Notion de “Commandabilite´”
La notion ge´ne´rique de “Commandabilite´” (ou controllabilite´) d’un syste`me dynamique fait aujour-
d’hui consensus et est de´finie comme suit dans la litte´rature (voir e.g. [68, 138, 130]):
De´finition 1.21
Conside´rons un syste`me dynamique:
x˙ = f(x,u(t)) x ∈ Rn, u(t) ∈ Rp
ou` t 7→ u(t) est la commande (choisie dans une classe de fonctions donne´e).
On dit que le syste`me est “commandable” si et seulement si pour toute condition initiale xI , et pour
toute condition finale xF de l’espace d’e´tat Rn, il existe une commande admissible (i.e. appartenant a`
la classe donne´e): t 7→ uI,F (t) de´finie sur un intervalle [0,T ] telle que la trajectoire issue de xI soumise
a` la commande uI,F (t) rejoigne l’e´tat xF a` l’instant T .
Nous nous attachons maintenant au cas particulier de la commandabilite´ des syste`mes line´aires:
x˙ = Ax+ bu(t) x ∈ Rn, u(t) ∈ Rp
A e´tant une matrice re´elle (n× n), b une matrice re´elle (n× p), u(t) e´tant continue.
Cette classe de syste`me a motive´ un grand nombre de travaux depuis ceux, pre´curseurs, conduits par
Kalman [61]. Ces contributions tirent, pour la plupart, avantage de la formulation mathe´matique simple
des syste`mes line´aires, formulation qui induit le principe dit de“superposition des e´tats line´aires”: soient
deux conditions initiales x1 et x2 et deux commandes u1(t) et u2(t) de´finies sur [0,T ]. Alors pour tous
re´els α et β:
φ (αx1 + βx2, αu1(.) + βu2(.), T ) = αφ(x1, u1(.), T ) + βφ(x2, u2(.), T )
Ce principe permet notamment de transposer pour les syste`mes line´aires le proble`me de la com-
mandabilite´ (cf. de´finition 1.21), a` la proprie´te´ suivante (on trouvera une preuve de l’e´quivalence par
exemple dans [130]):
The´ore`me 1.22
Un syste`me dynamique line´aire est “commandable” si et seulement si pour toute condition finale xF
il existe une commande: t 7→ uF (t) de´finie sur un intervalle [0,T ], telle que la trajectoire issue de la
condition initiale x(t = 0) = 0 et soumise a` la commande uF (t) rejoigne l’e´tat xF a` l’instant T .
Cette proprie´te´ fait apparaˆıtre l’ensemble des e´tats atteignables depuis l’origine x = 0 par l’interme´-
diaire du controˆle du syste`me. Cet ensemble, non spe´cifique aux syste`mes line´aires, est re´fe´rence´ dans
la litte´rature comme “l’espace d’atteignabilite´”. Cet espace, note´ R, est tre`s utilise´ pour caracte´riser le
type de commandabilite´ d’un syste`me. Dans le cas d’un syste`me line´aire il est de´fini comme suit [116]:
R =
⋃
t≥0
{∫ t
0
eA(t−τ)bu(τ)dτ, u(t) ∈ Rp
}
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Pour les syste`mes line´aires, on obtient, a` partir de l’espace d’atteignabilite´ R la proprie´te´ suivante
caracte´risant leur commandabilite´ (cf. [130]):
The´ore`me 1.23
Un syste`me dynamique line´aire est “commandable” si et seulement si l’espace d’atteignabilite´ R, associe´
a` ce syste`me, recouvre tout l’espace d’e´tat.
En utilisant cette proprie´te´, l’expression d’une exponentielle de matrice ainsi que le the´ore`me de
Cayley-Hamilton (An est de´termine´ par les n− 1 premie`res puissances de A [71]), on obtient la carac-
te´risation suivante de l’espace d’atteignabilite´ R pour un syste`me line´aire (cf. [130]):
R = vect{b, Ab, . . . , An−1b}
Cette caracte´risation pre´cise permet d’obtenir, en utilisant le the´ore`me 1.23, la “condition du rang”
de Kalman [61] caracte´risant la commandabilite´ d’un syste`me line´aire:
The´ore`me 1.24 (Kalman)
Un syste`me dynamique line´aire est “commandable” si et seulement si:
rang
{
b, Ab, . . . , An−1b
}
= n
Nous donnons maintenant deux exemples de syste`mes line´aires commandables, sur lesquels nous
reviendrons dans la section suivante.
Exemple – Conside´rons le syste`me line´aire:
x˙ =
(
1 0
0 2
)
x+
(
1
1
)
u (1.14)
avec x ∈ R2 et u ∈ R.
Ce syste`me est commandable; en effet la condition du rang est ve´rifie´e:
rang {b, Ab} = rang
{(
1
1
)
,
(
1
2
)}
= 2
Exemple – Conside´rons le syste`me line´aire:
x˙ = Id(Rn)u (1.15)
avec x ∈ Rn et u ∈ Rn.
Ce syste`me est trivialement commandable: une commande agit sur chacune des variables d’e´tat.
Il s’agit de l’arche´type du syste`me commandable.
Remarque – Des travaux ulte´rieurs ont exploite´ les diffe´rentes proprie´te´s de commandabilite´ des
syste`mes line´aires dans le but de ge´ne´raliser ces concepts aux syste`mes non-line´aires en utilisant no-
tamment des re´sultats mathe´matiques sur les alge`bres de Lie [76, 47]. D’autres travaux prenant expli-
citement en compte la bornitude des commandes ont aussi e´te´ de´veloppe´s [68].
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1.4.3 La Commandabilite´ des Syste`mes Positifs
La commandabilite´ des syste`mes positifs est peu e´tudie´e dans le cas ge´ne´ral. Des travaux sur le
controˆle de syste`mes positifs spe´cifiques ont cependant e´te´ de´veloppe´s [27, 115, 64].
Le cas de la commandabilite´ des syste`mes positifs line´aires est lui nettement plus documente´: elle
est tre`s bien e´tudie´e par Schanbacher dans [116] et plus modestement par d’autres auteurs e.g. [32,
26]. Nous rappelons ici quelques re´sultats d’importance sur la commandabilite´ des syste`mes line´aires
positifs.
Conside´rons le syste`me line´aire positif:
x˙ = Ax+ bu
A e´tant une matrice de Metzler (n× n), b une matrice positive (n× p), x(t = 0) ≥ 0, u ≥ 0. Il est aise´
de ve´rifier que seuls les syste`mes line´aires ainsi de´finis sont positifs pour tout controˆle admissible (cf.
the´ore`me 1.7).
Dans [116, 32] les auteurs de´finissent la “positive-commandabilite´” a` partir de “l’espace” d’atteigna-
bilite´ depuis l’origine R d’une fac¸on tre`s similaire au the´ore`me 1.23 dans le cas ge´ne´ral des syste`mes
line´aires. Il est a` noter que “espace” est ici abusif. Les commandes e´tant positives, dans le cas des
syste`mes line´aires positifs, R est en fait le coˆne d’atteignabilite´ [32] que l’on notera R+:
R+ =
⋃
t≥0
{∫ t
0
eA(t−τ)bu(τ)dτ, u ≥ 0
}
De´finition 1.25 (Schanbacher [116])
Un syste`me line´aire positif est “positivement-commandable” si et seulement si son coˆne d’atteignabilite´
R+ recouvre tout l’espace d’e´tat Rn+.
Revenons maintenant sur les exemples de la section pre´ce´dente. Nous montrons dans un premier
temps, sur l’exemple (1.14), que la commandabilite´ d’un syste`me n’implique pas sa positive comman-
dabilite´.
Exemple – Conside´rons le syste`me (1.14), qui est commandable au sens classique si u n’est pas
contrainte.
Supposons maintenant que la commande u soit positive, alors ce syste`me est clairement un syste`me
line´aire positif. Conside´rons le coˆne d’atteignabilite´ de ce syste`me:
R+ =
⋃
t≥0
{∫ t
0
(
e(t−τ)
e2(t−τ)
)
u(τ)dτ, u ≥ 0
}
D’apre`s l’expression de R+, il est clair que (avec x = (x1, x2)T ):
∀x ∈ R+, x2 ≥ x1
Donc le coˆne d’atteignabilite´ du syste`me (1.14) ne recouvre pas l’orthant positif R2+; le syste`me (1.14)
n’est pas positivement commandable.
Nous revenons maintenant sur l’exemple (1.15) et montrons que la notion de“positive-commandabilite´”
1.25 reste tre`s e´loigne´e du concept initial de commandabilite´ 1.21.
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Exemple – Conside´rons le syste`me (1.15), qui est commandable au sens classique si les commandes
sont non-contraintes.
Supposons que la commande (vectorielle) ve´rifie u ≥ 0, alors ce syste`me est clairement un syste`me
line´aire positif. Conside´rons son coˆne d’atteignabilite´:
R+ =
⋃
t≥0

∫ t
0
 e
(t−τ)u1(τ)
...
e(t−τ)un(τ)
 dτ, u ≥ 0

Il est clair que le coˆne d’atteignabilite´ recouvre dans ce cas l’orthant positif Rn+, le syste`me (1.15) est
donc positivement commandable.
Posons nous maintenant un proble`me typique de commandabilite´ selon la de´finition 1.21. Soit xI ≥ 0
une condition initiale et xF ≥ 0 une condition finale, telles que xI  xF . E´tant donne´e l’expression
du syste`me (1.15), il est clair que seule une commande u  0, (donc non-admissible) permettrait de
ramener l’e´tat de xI a` xF .
Bien que le syste`me (1.15) ve´rifie la de´finition de “positive commandabilite´” 1.25, cette de´finition ne
permet pas d’affirmer qu’une commande admissible permet de relier deux e´tats positifs quelconques:
la de´finition est, de fait, assez loin du concept initial de commandabilite´ 1.21.
Un re´sultat de Farina et Rinaldi [32] permet cependant de retrouver, pour les syste`mes line´aires
positifs, des re´sultats assez analogues a` la notion 1.21 de commandabilite´.
The´ore`me 1.26 ([32])
Conside´rons un syste`me line´aire positif. Si le syste`me est “positivement commandable”, si il ve´rifie la
condition du rang et si la matrice A est stable, alors il existe toujours une commande admissible per-
mettant de ramener l’e´tat d’une condition initiale quelconque de Rn+ a` une condition finale quelconque
de Rn+.
Dans tous les cas, les syste`mes que nous conside´rerons par la suite sont fortement non-line´aires (cf.
section suivante). Ils ne remplissent donc en aucun cas les conditions du the´ore`me 1.26 pas plus que
celles de la de´finition de positive commandabilite´ 1.25. Il est cependant possible d’obtenir sur cette
classe de syste`mes des lois de commande qui s’ave`rent inte´ressantes pour les cas pratiques sur lesquels
nous reviendrons en de´tails dans la partie II.
1.5 Des Syste`mes Non Line´aires Positifs Mal Connus...
Le mode`le mathe´matique de peˆche (1.13), introduit page 39, nous a mis sur la piste des phe´nome`nes
biologiques commande´s, ou` l’action d’un ope´rateur externe (ici les peˆcheurs) permet de modifier le
comportement dynamique du processus conside´re´. Ce mode`le est aussi caracte´ristique de la difficulte´
a` exprimer analytiquement un phe´nome`ne biologique: il est tre`s difficile de proposer une formulation
analytique re´aliste du taux de natalite´ de la population de poissons. Le taux de capture est par contre
mieux maˆıtrise´ et donc plus facile a` exprimer mathe´matiquement.
Le mode`le (1.13), appartient ainsi a` une classe particulie`re de syste`mes que nous de´signerons par la
suite comme des syste`mes positifs mal connus. L’incertitude sur les syste`mes est ici intrinse`que a` la
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taˆche de mode´lisation et traduit la difficulte´ qu’e´prouve le mode´lisateur a` traduire une connaissance
phe´nome´nologique d’un processus biologique en e´quations mathe´matiques re´alistes. On pre´fe´rera donc
ici des hypothe`ses qualitatives sur le phe´nome`ne conside´re´ plutoˆt qu’une formulation analytique pre´cise.
Ces syste`mes sont ainsi forme´s par l’addition de deux parties distinctes:
– Une partie “Fiable”, de´crivant un phe´nome`ne facilement mode´lisable et pourvue de commandes.
– Une partie “Mal Connue” (i.e. incertaine ou qualitative) repre´sentant les phe´nome`nes biologiques
difficiles a` mettre en e´quations.
On peut de´crire ces syste`mes par la structure ge´ne´rique suivante, a` rapprocher des syste`mes dyna-
miques “incertains” [142, 37, 54] :
x˙ = f(x,u)︸ ︷︷ ︸
partie “Fiable”
+ φ(x)︸ ︷︷ ︸
partie “Mal Connue”
(1.16)
Ce type de mode`le est tre`s fre´quent en biologie: on pourra consulter e.g. la deuxie`me partie de ce
me´moire concernant les applications de nos re´sultats a` certains biore´acteurs, ou le cas ge´ne´ral des
biore´acteurs dans [10]. Les mode`les e´pide´miologiques prenant en compte la vaccination appartiennent
aussi a` cette classe de syste`mes [28].
Ces syste`mes posent une proble´matique de controˆle inte´ressante: est-il possible de garantir un com-
portement dynamique par l’interme´diaire du controˆle en de´pit d’incertitudes fortes sur le mode`le du
phe´nome`ne? Il s’agira alors d’utiliser des informations qualitatives sur les parties mal connues du mo-
de`le, et non des formulations analytiques pre´cises, pour e´laborer des lois de commande en boucle ferme´e
robustes au mode`le. Cette proble´matique sera le sujet central du chapitre 2.
La classe de syste`me (1.16) est cependant trop ge´ne´rale. Notre approche ne s’appliquera qu’a` une
sous classe de ces syste`mes que nous proposons d’introduire ici. Ces syste`mes sont relativement proches
des syste`mes positifs line´aires ou des syste`mes positifs coope´ratifs, mais l’addition d’une non-line´arite´
modifie fortement leur comportement dynamique, le rendant nettement plus complexe. La premie`re
classe de syste`mes que nous de´crivons (section 1.5.1) est un cas particulier de celle de la section 1.5.2.
Elle nous sera cependant tre`s utile au chapitre 2 afin d’expliquer notre approche clairement; elle nous
permettra e´galement de de´velopper des re´sultats plus inte´ressants que dans le cas ge´ne´ral.
1.5.1 Les Syste`mes Positifs “Quasi-Line´aires”
Nous introduisons la classe des syste`mes positifs “quasi-line´aires” de Rn de la forme:
{
x˙ = u[Ax+ b] + cψ(x)
x0  0
(1.17)
ve´rifiant les conditions suivantes:
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Hypothe`se 1 (H1):
(i) A est une matrice (n× n), de Metzler et stable
(ii) b et c sont des vecteurs de Rn tels que: b ≥ 0 et ∃βm ∈ R+, ∀β > βm, βb+ c 0
(iii) ψ(.) est C1 de Rn+ dans R+ telle que: ∀i ∈ [1..n], ciψ(x|xi=0) ≥ 0 et ∀x 0, ψ(x) > 0
(iv) La commande u est scalaire et positive
Le point x|xi=0 de l’hypothe`se (H1,iii) est bien suˆr suppose´ positif.
Notons ici un point important: la partie cψ(x) du syste`me (1.17) est ici connue uniquement de
fac¸on qualitative. C’est cette fonction qui tiendra lieu de mode`le qualitatif du processus biologique
difficilement mode´lisable.
Nous ve´rifions dans un premier temps que ces syste`mes sont bien des syste`mes positifs.
The´ore`me 1.27
Sous les hypothe`ses (H1), le syste`me (1.17) est un syste`me positif.
Preuve :
La preuve est relativement imme´diate si l’on conside`re l’expression du champ sur les frontie`res de
l’orthant positif (x ≥ 0 avec xi = 0):
x˙i|xi=0 = u
bi +∑
j 6=i
Ai,jxj
+ ciψ(x|xi=0)
Cette quantite´ est positive puisque A est une matrice de Metzler (H1,i), bi et u sont positifs (H1,ii,iv)
et ciψ(x|xi=0) ≥ 0 (H1,iii). Donc:
∀i ∈ [1..n], x˙i|xi=0 ≥ 0
Le syste`me (1.17) sous les hypothe`ses (H1) ve´rifie la de´finition 1.5 et est donc un syste`me positif. 2
Remarque – Notons que si le vecteur c est nul (i.e. la non-line´arite´ ψ(x) n’intervient pas dans la
dynamique) et si u est une constante strictement positive, alors le syste`me (1.17) est un syste`me line´aire
positif comparable a` ceux e´tudie´s au de´but de ce chapitre.
Nous illustrons maintenant sur deux petits exemples que les syste`mes appartenant a` la classe des sys-
te`mes positifs “quasi-line´aires” n’engendrent pas obligatoirement un comportement dynamique simple
en boucle ouverte. Les de´tails des calculs sont pre´sente´s dans l’annexe A.1 (page 183).
Exemple – Conside´rons l’e´quation diffe´rentielle scalaire suivante, avec u > 0 (constante):{
x˙ = −ux+ x(sin(x) + 2)
x0 > 0
(1.18)
Bien que cette e´quation soit fortement non-line´aire, il est facile de montrer qu’elle appartient a` la classe
des syste`mes positifs “quasi-line´aires” (cf. (1.17)): Dans ce cas particulier, on a:
• A = −Id(R)(= −1) est bien une “matrice de Metzler stable”
• b = 0 est bien un “vecteur positif”.
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• c = 1 est bien tel que: ∀β > 0, βb+ c > 0
• ψ(x) = x(sin(x) + 2) est bien strictement positif pour tout x > 0; c.ψ(0) = 0 est bien positif.
• Si u ∈]0, 1[
L’e´quation n’admet qu’un seul e´quilibre x = 0 qui est instable.
• Si u = 1
L’e´quation admet toujours l’e´quilibre instable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres
x?k =
3pi
2 + 2kpi, k ∈ N instables, mais “attractifs par dessous”.
• Si u ∈]1, 2[
L’e´quation admet toujours l’e´quilibre instable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres
x?k tels que: x
?
2k+1 ∈](2k + 1)pi, pi2 + (2k + 1)pi[ et x?2k ∈]pi2 + (2k + 1)pi, (2k + 2)pi[. Les x?2k+1 sont
localement stables sur les ensembles ]x?2k, x
?
2k+2[, les autres e´tant instables.
• Si u = 2
L’e´quilibre x = 0 est localement re´pulsif vers les x > 0. L’e´quation admet aussi une infinite´ d’autres
e´quilibres x?k = kpi, k ∈ N. Les e´quilibres x?2k+1, k ∈ N sont localement stables sur les ensembles
]x?2k, x
?
2k+2[, les autres e´tant instables.
• Si u ∈]2, 3[
L’e´quation admet l’e´quilibre stable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres x?k tels
que: x?2k+1 ∈]2kpi, pi2 + 2kpi[ et x?2k ∈]pi2 + 2kpi, (2k + 1)pi[. Les x?2k+2 sont stables sur les ensembles
]x?2k+1, x
?
2k+3[, les autres e´tant instables.
• Si u = 3
L’e´quation admet l’e´quilibre stable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres x?k =
pi
2 + 2kpi, k ∈ N instables, mais “attractifs par dessus”.
• Si u > 3
L’e´quation n’admet qu’un seul e´quilibre x = 0 qui est globalement asymptotiquement stable.
Si ce type de comportement, ou` coexistent de multiples e´quilibres stables sur leurs bassins d’attraction
respectifs, est de´ja` complexe, d’autres types de comportements (e.g. cycles limites attractifs) sont aussi
susceptibles de se produire. C’est ce que nous illustrons sur l’exemple suivant, les calculs correspondants
e´tant retranscrits dans l’annexe A.2.
Exemple – Conside´rons le syste`me dynamique de R3 suivant, avec u > 0 (constante):
x˙ =
 x˙1x˙2
x˙3
 = u
 −0.625 0 01 −1 0
0 1 −1
x+
 00.1
0.1
+
 10
0
 1
1 + x303
(1.19)
Il est assez facile de montrer que ce syste`me est bien un syste`me positif quasi-line´aire ve´rifiant les
hypothe`ses (H1), en effet:
• la matrice A est clairement Metzler stable.
• b est bien un vecteur positif
• ∀β > 0, βb+ c 0
• ψ(x) = 1/(1 + x303 ) est bien strictement positif pour tout x 0
• ∀i, ciψ(x|xi=0) ≥ 0
Conside´rons le cas u = 1.
Nous montrons dans l’annexe A, en utilisant un the´ore`me de Smith issu de [126], que ce syste`me admet
un unique e´quilibre (fortement positif) x? = (0.8, 0.9, 1)T instable entoure´ par un cycle limite. C’est
ce que nous illustrons sur la figure 1.2 qui sugge`re que le cycle est attractif.
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Fig. 1.2 Simulation du syste`me positif quasi-line´aire (1.19). Trajectoire dans l’espace d’e´tat (a`
gauche) et par rapport au temps (a` droite). Existence d’un cycle limite, apparemment
attractif.
La classe des syste`mes positifs quasi-line´aires est donc susceptible de produire des comportements
dynamiques fortement complexes (cf. les deux exemples pre´ce´dents). Classifier dans le cas ge´ne´ral
de la classe (1.17), tous les types de trajectoires pouvant eˆtre ge´ne´re´s en boucle ouverte par cette
classe de syste`mes reste cependant tre`s difficile. Ceci n’est de toutes fac¸ons pas le sujet de cette the`se;
nous cherchons en effet a` stabiliser globalement vers un unique e´quilibre toute la classe des syste`mes
positifs quasi-line´aires (et quasi-coope´ratifs), sans nous pre´occuper de la complexite´ des comportements
dynamiques produits en boucle ouverte. Il convient juste de garder en me´moire que ces comportements
vont du tre`s simple (un seul e´quilibre globalement stable) au tre`s complique´.
Notons ici que le mode`le de peˆche (1.13) appartient tre`s clairement a` la classe des syste`mes positifs
quasi-line´aires. Tel sera aussi le cas du mode`le de biore´acteur mono-espe`ce (cf. mode`le (3.2) page 97),
application principale de nos travaux et sur lequel nous reviendrons en de´tails au chapitre 3 du pre´sent
me´moire.
1.5.2 Les Syste`mes Positifs “Quasi-Coope´ratifs”
D’une manie`re tre`s semblable a` la section pre´ce´dente, nous introduisons maintenant la classe plus
ge´ne´rale des syste`mes positifs “quasi-coope´ratifs” de Rn. Ces syste`mes sont de la forme:{
x˙ = uf(x) + cψ(x)
x0  0
(1.20)
ve´rifiant les conditions suivantes:
Hypothe`se 2 (H2):
(i) f(.) est une fonction C1 telle que Df(x) =
(
∂fi
∂xj
)
∀i,j
soit Metzler pour tout x.
(ii) si 0 ≤ x1 ≤ x2 alors, Df(x1) ≥ Df(x2)
(iii) c est un vecteur de Rn. f(0) ≥ 0 et ∃βm ∈ R+, ∀β > βm, βf(0) + c 0
(iv) ∃x¯ 0 tel que ∀β ≥ βm, βf(x¯) + c 0
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(v) ψ(.) est C1 de Rn+ dans R+ telle que: ∀i ∈ [1..n], ciψ(x|xi=0) ≥ 0 et ∀x 0, ψ(x) > 0
(vi) La commande u est scalaire et positive
Remarque – Il convient de noter que les syste`mes du type (1.17) sous les hypothe`ses (H1) sont
de´crits par la classe plus ge´ne´rale des syste`mes de type (1.20) ve´rifiant les hypothe`ses (H2).
Remarquons a` nouveau que c’est la partie cψ(x) du syste`me (1.20) qui est charge´e de mode´liser
qualitativement le processus biologique conside´re´.
Nous ve´rifions maintenant que les syste`mes (1.20) sous les hypothe`ses (H2) sont bien des syste`mes
positifs.
The´ore`me 1.28
Sous les hypothe`ses (H2), le syste`me (1.20) est un syste`me positif.
Preuve :
Conside´rons l’expression du champ sur les frontie`res de l’orthant positif (x ≥ 0 avec xi = 0):
x˙i|xi=0 = ufi(x|xi=0) + ciψ(x|xi=0)
Conside´rons Dfi(.) la ie`me ligne de la matrice Df(.), on a de la meˆme manie`re que dans la preuve du
the´ore`me 1.14, graˆce aux hypothe`ses (H2,i,iii):
fi(x|xi=0) = fi(0) +
[ ∫ 1
0
Dfi(σ.x|xi=0)dσ
]
.x|xi=0 ≥ 0
Puisque u est positif (H2,vi) et que ciψ(x|xi=0) est positif (H2,v), on a donc
∀i ∈ [1..n], x˙i|xi=0 ≥ 0
Donc le syste`me (1.20) sous les hypothe`ses (H2) ve´rifie la de´finition 1.5 et est donc un syste`me positif. 2
Remarque – Remarquons que si le vecteur c est nul (i.e. la non-line´arite´ ψ(x) n’intervient pas dans
la dynamique du mode`le) et si u est une constante strictement positive, alors le syste`me (1.20) est un
syste`me positif “coope´ratif” comparable a` ceux e´tudie´s a` la section 1.3.1 page 26.
La conclusion de la section pre´ce´dente sur la complexite´ possible des comportements dynamiques
produits par les syste`mes positifs quasi-line´aires est tout aussi valable pour les syste`mes positifs quasi-
coope´ratifs en boucle ouverte.
Conclusion
Au cours de ce chapitre, nous avons pre´sente´ les syste`mes dynamiques positifs (en temps continu),
classe de syste`mes dont font partie, entre autres, les mode`les de phe´nome`nes biologiques.
Apre`s avoir introduit les de´finitions classiques de positivite´, nous avons pre´cise´ment caracte´rise´ les
syste`mes line´aires positifs. Nous avons notamment (re)de´montre´ un re´sultat tre`s fort liant l’existence
d’un e´quilibre positif a` la stabilite´ de la matrice A.
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Nous nous sommes par la suite inte´resse´s au cas des syste`mes non-line´aires positifs en nous concentrant
sur deux classes assez ge´ne´rales: les syste`mes coope´ratifs positifs, qui pre´sentent de fortes similitudes
avec les syste`mes line´aires positifs, et les syste`mes de Kolmogoroff, syste`mes positifs par construction
et qui sont tre`s utilise´s par les mode´lisateurs. Sous relativement peu d’hypothe`ses, nous avons obtenu
pour ces syste`mes des re´sultats tre`s proches de ceux obtenus pour les syste`mes line´aires positifs.
Enfin, apre`s avoir introduit la notion de commande d’un syste`me et discute´ de la commandabilite´ des
syste`mes positifs, nous avons introduit une classe particulie`re de syste`mes non-line´aires positifs mal
connus munis d’une commande. Cette classe de syste`mes caracte´rise un nombre substantiel de mode`les
de phe´nome`nes biologiques et tient compte explicitement de la difficulte´ rencontre´e par les mode´lisateurs
pour de´crire quantitativement certains processus biologiques. L’incertitude est ici prise en compte de
fac¸on explicite et une description qualitative est substitue´e a` la description quantitative usuelle. Cette
incertitude analytique se traduit par une multitude de comportements dynamiques possibles, du tre`s
simple (un e´quilibre globalement stable) au tre`s complexe. Se pose alors le proble`me de garantir, par
l’interme´diaire du controˆle et sur la base d’informations qualitatives, le comportement dynamique de
ce type de syste`mes. C’est cette proble´matique qui nous occupe a` partir de maintenant.
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Introduction
Au cours de ce chapitre, nous nous inte´resserons au proble`me du controˆle pour les classes de syste`mes
positifs mal connus introduits a` la section 1.5 du premier chapitre. Ces syste`mes apparaissent assez
fre´quemment dans les mode`les de phe´nome`nes biologiques (mode`le de peˆche (1.13), de biore´acteurs cf.
partie II, etc...). Le cadre classique du controˆle en automatique suppose souvent une parfaite formu-
lation analytique des mode`les, meˆme si un terme stochastique peut rendre compte d’un certain degre´
d’incertitude de mode´lisation [17, 130, 55].
Tel n’est pas le cas des syste`mes qui nous occupent ici. Comme nous l’avons releve´ pre´ce´demment les
syste`mes quasi-line´aires (1.17) ou quasi-coope´ratifs (1.20) sont semi-qualitatifs: une partie du syste`me
est bien connue, l’autre ne l’est que qualitativement (en l’occurrence en terme de positivite´). Des com-
portements dynamiques plus ou moins complexes sont susceptibles de se produire, suivant les multiples
formulations analytiques possibles de la partie mal connue. Mais ces comportements se produisent de
fac¸on force´ment impre´visible. En effet, l’inde´termination analytique de ce type de mode`les les rend to-
talement inadapte´s a` la taˆche de simulation et donc de pre´vision du comportement futur du processus
re´el conside´re´.
Il s’agit ici pour nous de tirer parti de la forme particulie`re des syste`mes (1.17) et (1.20) et d’exploi-
ter des informations disponibles (mesures) sur la partie qualitative, afin de garantir structurellement
au syste`me controˆle´ (donc au processus conside´re´) un comportement dynamique simple: un unique
e´quilibre globalement stable.
Dans un premier temps, nous ferons quelques hypothe`ses sur les sorties disponibles (grandeurs dy-
namiques mesure´es sur le phe´nome`ne re´el) ainsi que quelques remarques sur la commande. Nous pro-
poserons ensuite une loi de commande statique permettant de stabiliser les syste`mes vers un e´quilibre
choisi, inde´pendamment de la forme analytique de la partie qualitative du syste`me. Nous illustrerons
d’abord les ide´es principales sur l’exemple du mode`le de peˆche (1.13) introduit au premier chapitre,
puis de´velopperons notre re´sultat pour les classes de syste`mes (1.17) et (1.20) et e´tudions la robustesse
de la de´marche propose´e. Nous proposerons ensuite une loi de commande dynamique, ou adaptative,
qui permet de re´aliser la meˆme stabilisation que la loi de commande statique en de´pit d’incertitudes
parame´triques sur la partie suppose´e bien connue du mode`le. Nous illustrerons a` nouveau les ide´es
principales sur le mode`le de peˆche (1.13), et de´velopperons ensuite notre re´sultat pour une sous classe
des syste`mes quasi-line´aires (1.17). Enfin, nous ferons quelques remarques sur les possibles extensions
de nos re´sultats, extensions qui nous occuperont notamment au cours de la deuxie`me partie de ce
me´moire.
2.1 Quelques Hypothe`ses pour le Controˆle
2.1.1 Les Syste`mes Conside´re´s
Nous conside´rons au cours de ce chapitre les classes des syste`mes “quasi-line´aires” (1.17) et “quasi-
coope´ratifs” (1.20) introduites a` la section 1.5. Ces deux classes de syste`mes sont soumises respective-
ment aux hypothe`ses (H1) et (H2).
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La classe de syste`me (1.17) appartient a` la classe plus ge´ne´rale de syste`mes (1.20) de Rn:
{ x˙ = uf(x) + cψ(x)
Conside´rons le vecteur c de Rn. Celui-ci doit respecter les hypothe`ses (H2,iii), (H2,iv) et (H2,v) (cf.
page 47). Notons qu’aucun pre´suppose´ de signe n’est impose´ par ces hypothe`ses aux coordonne´es du
vecteur c: les coordonne´es ci sont ainsi soit nulles, soit strictement positives soit strictement ne´gatives.
Dans le cas d’un ci strictement ne´gatif le reste du syste`me doit cependant remplir certaines contraintes
(cf. (H2,iii) et (H2,iv)).
Le cas ou` ci est nul est cependant tre`s particulier: en effet la partie mal connue du syste`me ψ(x)
n’intervient alors pas directement dans x˙i, mais seulement (e´ventuellement) par son action inte´gre´e sur
les variables xj (j 6= i) qui agissent alors sur x˙i par l’interme´diaire de fi(x). Notamment, si fi(x) ne
de´pend que de xi, ψ(x) n’aura alors aucune influence sur la dynamique du xi.
Supposons que p < n coordonne´es du vecteur c sont nulles (nous ne conside´rons pas le cas plus
classique ou` c est nul, ψ(x) n’intervenant plus). Sans perte de ge´ne´ralite´ aucune par rapport aux
de´finitions des classes de syste`mes (1.17) et (1.20), nous choisissons d’ordonner les variables d’e´tat de
telle fac¸on que les p premie`res coordonne´es du vecteur c soient nulles, les autres e´tant non-nulles. Le
vecteur c est donc pour la suite de ce chapitre de la forme:
c = (c1 = 0, . . . , cp = 0, cp+1 6= 0, . . . , cn 6= 0)T
2.1.2 Hypothe`ses Supple´mentaires
Nous allons de´velopper au cours de ce chapitre des lois de commande sur la base d’informations de
deux types sur le syste`me conside´re´.
En premier lieu, nous utiliserons la structure interne des syste`mes conside´re´s, notamment la structure
particulie`re (coope´rative) de la partie bien connue du syste`me ainsi que les proprie´te´s qualitatives de
la partie mal connue (positivite´). En effet, bien que les syste`mes conside´re´s soient mal connus, les lois
de commande propose´es sont “base´es mode`les”: elles utilisent explicitement la structure mathe´matique
du syste`me pour re´aliser la stabilisation.
Nous nous servons aussi d’un second type d’informations commun a` toutes les me´thodes de controˆle
en boucle ferme´e. Ce sont des informations recueillies a` chaque instant sur l’e´tat (ou une fonction de
l’e´tat) du syste`me, ce qu’on de´signe en automatique comme les sorties du syste`me. C’est a` partir de ces
sorties que l’on formule une loi de commande (en boucle ferme´e) permettant le controˆle du syste`me:
l’entre´e du syste`me est alors fonction de la sortie.
La premie`re commande que nous proposons (cf. section 2.2) n’utilise qu’une seule sortie. Il s’agit de la
mesure (a` chaque instant) de la partie mal-connue du syste`me: la fonction ψ(x). Nous ne connaissons
pas l’expression analytique de ψ(.), mais nous mesurons ψ(.) tout au long de la trajectoire x(t,x0).
C’est ce que nous re´sumons dans l’hypothe`se suivante:
Hypothe`se 3 (H3):
Nous supposons disponible a` chaque instant t, la sortie (scalaire) suivante:
y = ψ(x(t,x0))
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La deuxie`me loi de commande, adaptative, permet de contourner le proble`me d’une e´ventuelle in-
certitude parame´trique sur la partie suppose´e bien connue du syste`me ou sur le vecteur c. Cette loi
de commande a pour but de ramener une des variables d’e´tat (xk) a` une consigne explicite (x?k) in-
de´pendamment des parame`tres. Ce type de controˆle ne´cessite cependant une sortie supple´mentaire,
en l’occurrence la mesure de la variable xk a` re´guler. Nous re´sumons les mesures utilise´es pour la
construction de la commande adaptative (cf. section 2.3) dans l’hypothe`se suivante.
Hypothe`se 4 (H4):
Nous supposons disponibles a` chaque instant t, les deux sorties (scalaires) suivantes:{
y1 = ψ(x(t,x0))
y2 = xk(t,x0)
2.1.3 Objectifs du Controˆle
Les syste`mes conside´re´s e´tant positifs, le controˆle a pour objectif de les stabiliser globalement vers un
unique e´quilibre positif, de´termine´ par la loi de commande, et e´ventuellement par certains parame`tres
du syste`me. D’autre part, les principales applications de nos re´sultats concernent la conduite de bio-
re´acteurs. Pour ces proce´de´s biotechnologiques, seuls les e´quilibres fortement positifs sont inte´ressants
(cf. partie II et [82, 10]). Nous nous concentrons donc ici sur la stabilisation des syste`mes vers un
e´quilibre fortement positif.
D’autre part un point important a` ne pas ne´gliger est la double contrainte de positivite´ et de bornitude
de la commande. On se reportera a` la section 3.4 du chapitre 3 qui donne des exemples concrets
des proble`mes rencontre´s si cette double contrainte n’est pas ve´rifie´e. Nous proposons donc ici des
commandes naturellement strictement positives et borne´es.
2.1.4 Commentaires sur les hypothe`ses (H1) - (H2)
La classe de syste`mes (1.20) (resp. (1.17)) que nous conside´rons ici peut paraˆıtre relativement
contraintes par les hypothe`ses (H2) (resp. (H1)). Nous explicitons ici le roˆle joue´ par ces hypothe`ses
et rapprochons la classe de syste`me (1.20) (resp. (1.17)) d’une structure de controˆle re´pandue en auto-
matique : les syste`mes a` “minimum de phase”.
Nous ne conside´rons ici que la classe de syste`me la plus ge´ne´rale (1.20) sous les hypothe`ses (H2), la
meˆme approche s’appliquant facilement a` la classe (1.17) sous les hypothe`ses (H1). Rappelons la forme
des syste`mes (1.20) :
x˙ = uf(x) + cψ(x)
D’apre`s l’hypothe`se (H2,v), la fonction mal connue ψ(.) doit rester strictement positive pour tout
e´tat x fortement positif. Il convient de rapprocher cette hypothe`se des “conditions de secteurs” (“sector
conditions” cf. e.g. [138]) implique´es dans le crite`re du cercle ou le crite`re de Popov pour le controˆle
de certains syste`mes non-line´aires a` partie non-line´aire se´parable. Il faut cependant noter ici que le
“secteur” recouvre ici tout un orthant et n’est pas, comme il est plus souvent rencontre´, un coˆne
strictement inclus dans un orthant. De plus notre syste`me ne posse`de pas a priori de structure a`
non-line´arite´ se´parable.
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On peut aussi voir dans l’hypothe`se (H2,v) une condition de type “intervalle” [39, 112] consistant a`
encadrer la non-line´arite´ ψ(x) par deux fonctions connues. Ce type d’approche utilise des techniques
de coope´rativite´, et propose un controˆle de type line´arisant (cf. [10] et chapitre 3 du me´moire) base´
sur les syste`mes encadrants, choisissant selon les cas de controˆler le syste`me majorant ou minorant (cf.
tout spe´cialement [112]).
La deuxie`me partie de l’hypothe`se (H2,v) assure simplement la positivite´ d’un syste`me de type (1.20),
pour toute entre´e admissible u ≥ 0 constante (cf. hypothe`se (H2,vi)).
L’autre partie des hypothe`ses (i.e. de (H2,i) a` (H2, iv)) a un double objectif : d’une part assurer la
positivite´ du syste`me z˙ = f(z) ainsi que l’existence d’un e´quilibre positif GAS, et, d’autre part, assurer
l’existence d’une entre´e admissible minimale au-dessus de laquelle le syste`me (1.20) est fortement
positif.
Ces hypothe`ses impliquent notamment que si la sortie y = ψ(x) est constante, alors il existe une
entre´e minimale au-dessus de laquelle le syste`me (1.20) admet un e´quilibre fortement positif GAS.
Cette proprie´te´ rappelle fortement les hypothe`ses de type “minimum de phase” fre´quemment utilise´es
en controˆle, particulie`rement pour les syste`mes mal-mode´lise´s comme les proce´de´s chimiques ou les
bioproce´de´s [6, 3, 58, 140]. Une hypothe`se de minimum de phase assure la stabilite´ asymptotique
globale du syste`me conside´re´ lorsque la (ou les) sortie(s) sont constantes.
A` la diffe´rence de l’approche que nous allons mener dans ce chapitre, les techniques mises en œuvre
pour la stabilisation de syste`mes a` minimum de phase consistent en :
– stabiliser la sortie, sur la base de sa dynamique, vers une valeur constante.
– puis conclure sur l’e´tat du syste`me lorsque la sortie est constante en utilisant des arguments sur
des syste`mes en cascade via des re´sultats de se´paration non-line´aires (cf. the´ore`mes 2.4 page 64,
et D.2 cf. annexe D, voire aussi [138]).
Ce genre de me´thode pre´suppose donc un mode`le relativement fiable de la dynamique suivie par la
sortie. Dans notre cas, la sortie elle-meˆme e´tant tre`s peu connue (en dehors de sa positivite´ et de sa
re´gularite´), il faudrait stabiliser globalement, pour toute fonction ψ(.) admissible et uniquement sur la
base de la mesure y(t) = ψ(x(t,x0)), l’e´quation scalaire suivante :
dy
dt
= d(ψ(x))
dt
= < ∇ψ(x), x˙ >
= u < ∇ψ(x), f(x) > +ψ(x) < ∇ψ(x), c >
le vecteur ∇ψ(x) e´tant parfaitement inconnu, rendant par la` meˆme tre`s incertaine la dynamique de la
sortie et difficiles les tentatives de la stabiliser.
Ainsi, la me´thode que nous proposons dans ce chapitre se diffe´rencie nettement des me´thodes plus
classiques de minimum de phase. Nos preuves sont en effet base´es sur la de´monstration de la stabilisation
de l’e´tat x entier au moyen d’un feedback de sortie et non sur la stabilisation de la sortie elle-meˆme.
Enfin si les me´thodes base´es minimum de phase permettent elles aussi de stabiliser des mode`les
mal connus ou incertains, les parties incertaines sont la plupart du temps englobe´es dans la partie du
syste`me suppose´e eˆtre a` minimum de phase (cf. [6, 3, 58]), transformant ainsi les parties incertaines
des syste`mes en parties, certes mal connues, mais intrinse`quement stables, ce qui n’est pas notre cas.
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2.1.5 Remarques sur la Commandabilite´ des Syste`mes Conside´re´s
Nous conside´rons dans cette section le proble`me de la commandabilite´ des syste`mes (1.17) et (1.20).
Ces syste`mes e´tant non-line´aires il est difficile de pre´cise´ment caracte´riser la commandabilite´ selon la
de´finition 1.21 page 40. Il est cependant possible, en conside´rant la commande u non contrainte a` la
positivite´, de calculer la dimension de leur “espace local d’atteignabilite´ en temps T” (note´ RT (x), qui
contient l’espace local de commandabilite´ en temps T ) depuis un certain e´tat x selon les the´ories du
controˆle des syste`mes non-line´aires (cf. les travaux d’Isidori et de Nijmeijer et van der Schaft [55, 100]).
De part la forme assez ge´ne´rale des syste`mes de type (1.20) le calcul pour toute la classe de syste`me
n’apporte aucune information inte´ressante : nous sommes en effet vite ramene´s a` devoir calculer la
dimension de RT (x) pour un syste`me dynamique mono-entre´e quelconque de Rn, ce qui ne permet pas
de conclure (cf. [55]).
Nous analysons donc dans cette section deux exemples de syste`mes de type (1.17) : l’exemple (1.19)
page 46 de dimension 3, et le mode`le du biore´acteur mono-espe`ce de dimension n introduit au chapitre
3. Nous montrons dans le premier cas que RT (x) est bien ge´ne´riquement de dimension 3 (le syste`me
est donc presque commandable) alors que dans le deuxie`me cas traite´ RT (x) n’est que de dimension
2 (le syste`me n’est alors pas commandable). Dans chacun de ces cas, la me´thode de stabilisation que
nous proposons dans la suite du pre´sent chapitre fonctionne pourtant.
Les proprie´te´s de commandabilite´ des syste`mes conside´re´s semblent donc jouer un roˆle tre`s marginal
par rapport au re´sultat que nous proposons.
Selon les the´ories ge´ome´trique du controˆle des syste`mes non-line´aires [55, 100], les syste`mes munis
d’une commande scalaire peuvent s’e´crire sous la forme :
x˙ = f(x) + ug(x) (2.1)
et l’espace local d’atteignabilite´ en temps T > 0 (quelconque), RT (x) du syste`me est tel que :
RT (x) = vect {g(x), [f,g](x), [f,[f,g]](x), [g,[f,g]](x), . . . }
ou` [f,g] de´signe le crochet de Lie de f par g i.e. :
[f,g](x) = Lfg(x)− Lgf(x)
Cas de l’exemple (1.19)
Rappelons la forme du syste`me (1.19) :
x˙ =

x˙1
x˙2
x˙3
 = u


−α 0 0
1 −1 0
0 1 −1
x+

0
b
b

+

1
0
0
ψ(x3)
En utilisant le formalisme (2.1), on a :
f(x) = ψ(x3)

1
0
0
 et g(x) =

−αx1
x1 − x2 + b
x2 − x3 + b

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Le calcul de [f,g] donne :
[f,g](x) =

−αψ(x3)− (x2 − x3 + b)∂ψ(x3)∂x3
ψ(x3)
0

qui clairement est ge´ne´riquement inde´pendant de g (i.e. excepte´ sur un ensemble d’inte´rieur vide, ici
une intersection de deux hyperplans calculables a` partir des de´terminants des mineurs de {g,[f,g]}).
Le calcul de [f,[f,g]] conduit au vecteur nul. Il nous faut alors calculer [g,[f,g]] qui donne :
[g,[f,g]](x) =

−α2ψ(x3) + [−x1 + (2− 2α)x2 + (2α− 1)x3 − 2αb]∂ψ(x3)∂x3 − (x2 − x3 + b)
2 ∂
2ψ(x3)
∂x23
(α+ 1)ψ(x3) + 2(x2 − x3 + b)∂ψ(x3)∂x3
−ψ(x3)

[g,[f,g]] est donc a` son tour ge´ne´riquement inde´pendant de g et [f,g].
RT (x) est donc ge´ne´riquement de dimension 3, la meˆme dimension que l’espace d’e´tat. En d’autres
termes, il existe toujours (sauf sur un ensemble de l’espace d’e´tat d’inte´rieur vide) une commande (si
u n’est pas contrainte) permettant de rallier, depuis un e´tat x0 et en temps T , tout point situe´ dans
un voisinage de x0.
Cas du mode`le du biore´acteur mono-espe`ce
Nous introduirons ce mode`le au chapitre 3 (cf. mode`le (3.2) page 97, les αi e´tant ici conside´re´s comme
e´gaux a` 1); nous conside´rons ici le syste`me dynamique de Rn suivant (u et ψ(.) e´tant scalaires, ψ(.)
de´pendant de l’e´tat complet) :
x˙ = u(−x+ b) + c ψ(x)
En utilisant le formalisme (2.1), on a :
f(x) = c ψ(x) et g(x) = −x+ b
Le calcul de [f,g] donne :
[f,g](x) = (−ψ(x)− Lgψ(x)) c
qui est ge´ne´riquement coline´aire a` c, donc a` f , et est ainsi ge´ne´riquement inde´pendant de g.
Le calcul des autres crochets de Lie ge´ne´rant RT (x) n’apportera pas de dimension supple´mentaire.
En effet :
[f,[f,g]](x) = [f,(−ψ(x)− Lgψ(x)) c]
=
[
f,
(−ψ(x)− Lgψ(x))
ψ(x) f
]
=
(
Lf
(−ψ(x)− Lgψ(x)
ψ(x)
))
f +
(−ψ(x)− Lgψ(x)
ψ(x)
)
Lff −
(−ψ(x)− Lgψ(x)
ψ(x)
)
Lff
=
(
Lf
(−ψ(x)− Lgψ(x)
ψ(x)
))
f
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[f,[f,g]] est donc coline´aire a` f .
D’autre part, on a :
[g,[f,g]](x) = [g,(ψ(x)− Lgψ(x)) c]
=
[
g,
−ψ(x)− Lgψ(x)
ψ(x) f
]
=
(
Lg
(−ψ(x)− Lgψ(x)
ψ(x)
))
f +
(−ψ(x)− Lgψ(x)
ψ(x)
)
Lgf −
(−ψ(x)− Lgψ(x)
ψ(x)
)
Lfg
=
(
Lg
(−ψ(x)− Lgψ(x)
ψ(x)
))
f −
(−ψ(x)− Lgψ(x)
ψ(x)
)
[f,g]
=
(
Lg
(−ψ(x)− Lgψ(x)
ψ(x)
)
−
(−ψ(x)− Lgψ(x)
ψ(x)
)2)
f
[g,[f,g]] est donc aussi coline´aire a` f . On montre facilement par re´currence que tous les crochets
successifs restants seront, eux aussi, tous coline´aires a` f .
RT (x) est donc ge´ne´riquement de dimension 2 sur Rn. Le syste`me conside´re´ est donc tre`s loin d’eˆtre
commandable (une condition ne´cessaire a` la commandabilite´ e´tant que RT (x) soit de dimension n).
Remarquons cependant que si (x−b) et c sont coline´aires, i.e. par exemple sur un e´quilibre correspon-
dant a` ψ(x) 6= 0 (ce qui correspond aux e´quilibres vers lesquels nos proce´dures stabilisent les syste`mes
conside´re´s), la dimension de RT (x) chute alors a` 1 : la commande n’a plus d’action sur le syste`me que
selon la direction du vecteur c.
2.2 Loi de Commande Statique
Nous allons de´velopper dans cette section une loi de commande statique (proportionnelle a` la sortie)
pour les syste`mes positifs “quasi-line´aires” (1.17) et “quasi-coope´ratifs” (1.20). Nous supposerons pour
toute cette section que l’hypothe`se (H3) est ve´rifie´e. Si le principe propose´ ici est relativement simple,
les calculs sur les classes de syste`mes (1.17) et (1.20) sont fastidieux. Nous commenc¸ons donc par
exposer notre approche sur le cas particulier du mode`le de peˆche (1.13) en dimension 1.
2.2.1 Un Cas Simple: le Mode`le de Peˆche
Rappelons le mode`le de peˆche (1.13) donne´ au premier chapitre.
Mode`le (1.13) :
{
x˙ = −ux+ ϕ(x)
x0 > 0
Ou` x de´signe le stock de poissons, ϕ(x) la vitesse de croissance du stock, (−ux) la vitesse de peˆche
(u, l’effort de peˆche, e´tant la commande). Il est clair que la natalite´ des poissons ϕ(x) est assez difficile
a` mode´liser. Cependant sous l’hypothe`se que le milieu est suffisamment riche en e´le´ments nutritifs, on
peut raisonnablement supposer que ∀x > 0, ϕ(x) > 0 et que ϕ(0) = 0.
Nous supposons aussi que ϕ(.) est suffisamment re´gulie`re (C1 de l’e´tat) et que nous mesurons y =
ϕ(x) a` chaque instant (i.e. hypothe`se (H3)). Cette dernie`re hypothe`se est peu re´aliste mais nous
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cherchons avant tout ici a` expliquer notre de´marche sur un exemple illustratif. Nous supposerons que
des campagnes re´gulie`res d’e´tudes en mer permettent de mesurer cette quantite´.
Notons que sous ces hypothe`ses, le syste`me (1.13) est quasi-line´aire et ve´rifie les hypothe`ses (H1) et
(H3). Nous cherchons a` ramener le stock de poissons depuis une condition initiale x0 > 0 vers une
valeur choisie: x? > 0. Pour ce faire, nous proposons la me´thode suivante:
The´ore`me 2.1
La loi de commande base´e sur le retour de sortie statique :
u(.) =
1
x?
y =
1
x?
ϕ(x)
Stabilise globalement (sur R+∗) exponentiellement le syste`me (1.13) vers l’e´quilibre x? > 0.
Remarque – Pour la preuve nous noterons u(.) pour signifier que l’effort de peˆche suit la loi de´finie
dans le the´ore`me 2.1. Nous garderons aussi ce type de notation pour les preuves ulte´rieures.
Preuve :
E´crivons le mode`le (1.13) en boucle ferme´e (i.e. lorsque u(.) suit la loi du the´ore`me 2.1):
x˙ =
ϕ(x)
x?
(x? − x) = u(.)(x? − x) (2.2)
Montrons tout d’abord que l’ensemble R+ est invariant: il suffit de remarquer que:
x˙(x = 0) = ϕ(0) = 0 (par hypothe`se)
Donc, la frontie`re x = 0 de R+ est infranchissable depuis R+∗, l’espace d’e´tat est bien invariant et les
trajectoires issues de x0 > 0 restent positives. D’ou`:
∀x0 > 0, ∀t ≥ 0, ϕ(x(t,x0)) ≥ 0 ⇒ u(.) = u(x(t,x0)) ≥ 0
Montrons maintenant que les trajectoires du syste`me (2.2) issues de x0 > 0 e´voluent dans un compact
de R+∗ (de´pendant de x0). Calculons explicitement ces trajectoires, on a:
∀x0 > 0, ∀t ≥ 0, x(t,x0) = x? + (x0 − x?)e−
∫ t
0 u(x(τ,x0))dτ
Puisque u(.) reste positif, clairement:
∫ t
0
u(x(τ,x0))dτ ≥ 0. D’ou`:
∀x0 > 0, ∀t ≥ 0,
(
e−
∫ t
0 u(τ)dτ
)
∈ [0, 1]
En utilisant cette proprie´te´ dans l’expression des trajectoires x(t,x0), on obtient:
∀x0 > 0, ∀t ≥ 0, x(t,x0) ∈ (x0,x?) ⊂ R+∗
Remarque – La notation (x0,x?) signifie [min(x0,x?), max(x0,x?)]
Donc quel que soit x0 > 0, x(t,x0) reste strictement positif et dans un compact de R+∗.
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Puisque ϕ(.) est C1 et puisque ∀x > 0, ϕ(x) > 0 la fonction ϕ(x(t,x0)) le long de la trajectoire issue
de x0 ve´rifie:
∀x0 > 0, ∀t ≥ 0, ϕ(x(t,x0)) ∈
[
min
x∈(x0,x?)
(ϕ(x)), max
x∈(x0,x?)
(ϕ(x))
]
⊂ R+∗
La commande u(.) = (ϕ(x(t,x0))/x?), est donc borne´e le long de la trajectoire et ve´rifie bien (H1,iv).
Elle est de plus minore´e par une constante strictement positive (de´pendante de x0 > 0), ce qui suffit a`
assurer que:
∀x0 > 0, lim
t→+∞
∫ t
0
u(x(τ,x0))dτ = +∞
Nous pouvons donc calculer la limite (quand t tend vers l’infini) des trajectoires x(t,x0) (avec x0 > 0):
∀x0 > 0, lim
t→+∞x(t,x0) = x
?
Nous concluons donc que x? est globalement attractif sur R+∗.
La stabilite´ locale est assure´e puisqu’en l’e´quilibre x? > 0 le line´arise´ du syste`me (2.2) admet pour valeur
propre −u(x?) = −(ϕ(x?)/x?) qui est strictement ne´gative. x? est donc globalement asymptotiquement
stable (GAS) sur R+∗.
La stabilite´ exponentielle globale de x? est assure´e par l’encadrement dynamique suivant:
∀x0 > 0, ∀t ≥ 0, min
x∈(x0,x?)
(
u(x)
)
(x? − x) ≤ x˙ ≤ max
x∈(x0,x?)
(
u(x))
)
(x? − x)
Les deux syste`mes encadrants e´tant line´aires avec pour e´quilibre exponentiellement stable x?, nous
pouvons conclure, pour toute condition initiale x0 > 0 a` la globale exponentielle stabilite´ de x? pour
le syste`me en boucle ferme´e (2.2). 2
Remarque – La convergence du syste`me controˆle´ est bien exponentielle pour toute condition ini-
tiale x0 > 0, mais la vitesse de convergence exponentielle de´pend cependant de x0. Pour un compact
de conditions initiales inclus dans l’ouvert R+∗, chacune des trajectoires convergeant de fac¸on expo-
nentielle, la vitesse de convergence exponentielle de´pendant de x0 admet un minimum (> 0) sur le
compact, ce qui est faux sur l’ouvert ou` elle n’admet qu’une borne infe´rieure qui est de surcroˆıt nulle.
La rigueur imposerait donc que le the´ore`me 2.1 conclue plutoˆt: x? est globalement exponentiellement
stable sur tout compact inclus dans l’ouvert R+∗ contenant x? et non sur tout l’ouvert R+∗.
Remarque – Supposons qu’un phe´nome`ne exte´rieur, comme par exemple la saison, modifie la vitesse
de natalite´ tout en conservant la proprie´te´: x > 0⇒ ϕ(x, . . . ) > 0, alors la loi de commande re´gissant
l’effort de peˆche propose´e dans le the´ore`me 2.1 stabilise aussi globalement exponentiellement le syste`me
vers x?. La preuve est similaire a` celle du the´ore`me 2.1; nous y reviendrons a` la fin de ce chapitre.
2.2.2 Cas des Syste`mes Positifs “Quasi-Line´aires”
En ge´ne´ralisant l’ide´e du the´ore`me 2.1, nous proposons le re´sultat suivant permettant de stabiliser
globalement les syste`mes positifs “quasi-line´aires” vers un unique e´quilibre fortement positif.
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The´ore`me 2.2
Conside´rons un syste`me positif quasi-line´aire de type (1.17). Sous les hypothe`ses (H1) (page 45) et
(H3) (page 53), la loi de commande base´e sur le retour de sortie statique:
∀γ > βm, u(.) = γy = γψ(x) (2.3)
stabilise globalement asymptotiquement sur Rn+∗ le syste`me (1.17) vers le point d’e´quilibre (unique)
x?  0, tel que:
x? = −A−1
(
b+
1
γ
c
)
Remarque – Nous verrons au cours de la deuxie`me partie de ce document, que la condition sur le
gain de retour de sortie γ > βm, donc sur la valeur de l’e´quilibre x?, n’est pas du tout contraignante
e´tant donne´s les objectifs a` atteindre dans les applications (cf. e.g. chapitre 3).
Nous commenc¸ons par prouver le Lemme suivant:
Lemme 2.3
Sous les hypothe`ses (H1) et (H3), pour toute condition initiale x0  0, la trajectoire du syste`me (1.17),
issue de x0 et soumise a` la loi de commande (2.3) e´volue dans un compact de Rn+∗.
Preuve :
La loi de commande (2.3) applique´e au syste`me (1.17) conduit au syste`me en boucle ferme´e suivant: x˙ = ψ(x)
(
γAx+ (γb+ c)
)
x0  0
(2.4)
Montrons que le syste`me (2.4) est un syste`me seuil-positif (cf. de´finition 1.17 page 33). Soit un re´el
 > 0 suffisamment petit. Conside´rons la dynamique de la variable xi en xi = , l’e´tat complet ve´rifiant:
x = x|xi=  0
On obtient, selon (2.4):
x˙i(x|xi=) = ψ(x|xi=)︸ ︷︷ ︸
>0
(
(γbi + ci) + γ ai,i+ γ
∑
j 6=i
ai,jxj
)
Puisque ψ(x|xi=) est strictement positif (H1,iii), nous ne nous inte´ressons qu’au signe du terme entre
parenthe`ses. Le seul terme susceptible d’y eˆtre ne´gatif est ai,i la somme des autres termes e´tant
strictement positive: en effet, par (H1,ii), (γbi + ci) est strictement positif puisque γ > βm; d’autre
part, pour i diffe´rent de j les termes ai,jxj sont positifs (H1,i). Il est donc clair qu’il existe une constante
m,i > 0 telle que:
γai,im,i + (γbi + ci) > 0
On a donc:
∀ ∈]0, m,i], x˙i(x|xi=) > 0
Ce raisonnement e´tant valable pour tout i, il est clair que tout vecteur s ve´rifiant:
0 s ≤ m = (m,1, . . . ,m,n)T
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est un vecteur seuil pour le syste`me (2.4) (cf. de´finition 1.17). Le syste`me (2.4) est donc seuil-positif
avec pour seuil tout vecteur s ve´rifiant la condition mentionne´e ci-dessus.
Conside´rons maintenant une condition initiale x0  0.
• Si x0 ≥ m, alors, m e´tant vecteur seuil du syste`me (2.4), les trajectoires issues de x0 ve´rifient:
∀t ≥ 0, x(t,x0) ≥ m  0
• Si x0  m, il existe force´ment un vecteur s tel que:
0 s ≤ m ve´rifiant: s ≤ x0
Ce vecteur s est vecteur seuil du syste`me (2.4), les trajectoires issues de x0 ve´rifient donc:
∀t ≥ 0, x(t,x0) ≥ s 0
• En exploitant les deux points pre´ce´dents, on conclut que:
∀x0  0, ∃v  0, ∀t ≥ 0, x(t,x0) ≥ v  0
Les trajectoires du syste`me (2.4) issues de conditions initiales fortement positives sont donc minore´es
par un vecteur fortement positif.
Nous cherchons maintenant a` montrer que les trajectoires du syste`me (2.4) issues de conditions initiales
fortement positives sont borne´es.
Conside´rons le terme (γAx+ (γb+ c)) du syste`me (2.4). Par hypothe`se A est une matrice de Metzler
stable (H1,i), γ > βm ≥ 0 et (γb+ c) 0 (H1,ii). Par les the´ore`mes 1.2 page 20 et 1.9 page 23, il existe
donc un unique point x?  0 tel que:
γAx? + (γb+ c) = 0 (2.5)
Notons que x? est aussi un e´quilibre du syste`me (2.4).
Montrons que les ensembles {x, x ≤ kx?} pour un re´el k ≥ 1 sont invariants par le syste`me (2.4).
Dans ce but, conside´rons l’orientation du champ de vecteur sur les frontie`res de cet ensemble, i.e. nous
conside´rons x˙i sur une frontie`re xi = kx?i , l’e´tat complet fortement positif ve´rifiant:
x = x|xi=kx?i ≤ kx?
On obtient selon (2.4):
∀k ≥ 1, x˙i(x|xi=kx?i ) = ψ(x|xi=kx?i )
(
(γbi + ci) + γkai,ix?i + γ
∑
j 6=i ai,jxj
)
≤ ψ(x|xi=kx?i )
(
(γbi + ci) + γkai,ix?i + γk
∑
j 6=i ai,jx
?
j
)
D’ou`, en utilisant l’e´quation (2.5) dans l’ine´galite´ ci-dessus:
∀k ≥ 1, x˙i(x|xi=kx?i ) ≤ ψ(x|xi=kx?i )(k − 1)(−(γbi + ci))
≤ 0
Ceci e´tant valable pour tout i. Il est donc clair que pour tout k ≥ 1, les ensembles {x, x ≤ kx?} sont
invariants par le syste`me (2.4).
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Pour conclure, pour toute condition initiale x0 ∈ Rn+∗, il existe toujours un re´el k ≥ 1 et un vecteur
v  0 tels que la trajectoire du syste`me controˆle´ (2.4), issue de x0 ve´rifie pour tout temps t ≥ 0:
0 v ≤ x(t,x0) ≤ kx?
Ce qui ache`ve la preuve du lemme 2.3. 2
Remarque – Il est ne´cessaire de montrer que les trajectoires du syste`me en boucle ferme´e (2.4) sont
borne´es notamment dans le cas ou`:
∃i ∈ [1..n], lim
xi→∞
ψ(x) = 0
En effet une telle proprie´te´ de la fonction ψ(.) n’est pas en contradiction avec les hypothe`ses (H1).
La bornitude des trajectoires nous permet ici d’affirmer que pour toute condition initiale x0  0 et
pour tout temps t ≥ 0, la fonction ψ(.) le long de la trajectoire du syste`me controˆle´ et issue de x0 est
toujours supe´rieure a` une constante strictement positive (de´pendante de x0). Nous y revenons dans la
preuve qui suit. Notons que cette remarque sera aussi valable pour le lemme 2.5 de la section suivante.
Revenons maintenant a` la preuve du the´ore`me 2.2.
Preuve :
D’apre`s le lemme 2.3, la trajectoire (issue d’un x0  0) du syste`me controˆle´ e´volue dans un compact
inclus dans l’ouvert Rn+∗. La fonction ψ(.) e´tant C1, l’image de ce compact est aussi un compact, et par
(H1,iii) on a clairement:
∀x0  0, ∃ m, M tels que: ∀t ≥ 0, 0 < m ≤ ψ(x(t,x0)) ≤M
Ce qui montre que la commande suivant la loi (2.3) le long de la trajectoire issue d’un x0  0 ve´rifie
bien l’hypothe`se (H1,iv).
D’autre part, pour toute condition initiale x0  0 il existe une constante strictement positive minorant
pour tout temps la fonction ψ(x(t,x0)). Nous pouvons alors effectuer le changement d’e´chelle de temps
suivant (voir e.g. [104, 53, 21]):
t′ =
∫ t
0
γψ(x(τ,x0))dτ
Comme ψ(.) est minore´ par une constante strictement positive, t′ est bien diffe´omorphe a` t. La trajec-
toire du syste`me (2.4) issue de x0  0 a donc le meˆme comportement (a` l’e´chelle de temps pre`s) que
la trajectoire issue de x0  0 du syste`me suivant:
dx
dt′
= Ax+ (b+
1
γ
c) (2.6)
A e´tant Metzler stable et b + 1γ c  0. Le syste`me (2.6) est donc fortement positif. Par le the´ore`me
1.9 page 23, le point x? = −A−1(b + 1γ c) est l’e´quilibre unique, fortement positif et globalement
asymptotiquement stable du syste`me (2.6). La trajectoire du syste`me (2.6) issue de x0  0 converge
donc asymptotiquement vers x?.
Donc pour toute condition initiale x0  0, la trajectoire du syste`me controˆle´ (2.4) issue de x0 converge
asymptotiquement vers l’unique e´quilibre x?  0. x? est donc globalement attractif sur Rn+∗ pour le
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syste`me (2.4).
La stabilite´ locale de x? est assure´e puisque ψ(x?) est strictement positif et que la matrice A est stable.
x? est donc un e´quilibre GAS sur Rn+∗ du syste`me (2.4), ce qui ache`ve la preuve du the´ore`me 2.2. 2
Remarque – Notons que le choix d’une valeur du gain de retour de sortie γ permet de modifier la
valeur de l’e´quilibre x? puisque x? = −A−1
(
b+ 1γ c
)
ve´rifiant γ > βm.
Remarque – La preuve pre´ce´dente a e´te´ re´alise´e en conside´rant la trajectoire du syste`me (2.4)
issue d’une condition initiale quelconque x0 ∈ Rn+∗. Notons ici que nous aurions eu une preuve plus
directe, mais un re´sultat plus faible, en conside´rant toutes les trajectoires issues de conditions initiales
appartenant a` un compact quelconque de l’ouvert Rn+∗ contenant x?. Nous aurions alors utilise´ le fait
que, sur ce compact, les syste`mes (2.4) et (2.6) produisent les meˆmes comportements dynamiques (a`
l’e´chelle de temps pre`s) cf. [104, 53, 21]. Cette remarque sera aussi valable pour la preuve du the´ore`me
(2.4) qui suit le meˆme raisonnement.
2.2.3 Cas des Syste`mes Positifs “Quasi-Coope´ratifs”
En conservant la meˆme approche que dans les deux the´ore`mes pre´ce´dents, nous e´tendons les re´sultats
du the´ore`me 2.2 a` la classe plus ge´ne´rale des syste`mes positifs ”quasi-coope´ratifs” (1.20).
The´ore`me 2.4
Conside´rons un syste`me positif quasi-coope´ratif de type (1.20). Sous les hypothe`ses (H2) (page 47) et
(H3) (page 53), la loi de commande base´e sur le retour de sortie statique:
∀γ > βm, u(.) = γy = γψ(x) (2.7)
stabilise globalement asymptotiquement sur Rn+∗ le syste`me (1.20) vers le point d’e´quilibre (unique)
x?  0, unique solution de :
f(x?) = − 1
γ
c
Nous commenc¸ons par prouver le Lemme suivant:
Lemme 2.5
Sous les hypothe`ses (H2) et (H3), pour toute condition initiale x0  0, la trajectoire du syste`me (1.20)
issue de x0 et soumise a` la loi de commande (2.7) e´volue dans un compact de Rn+∗.
Preuve :
La loi de commande (2.7) applique´e au syste`me (1.20) conduit au syste`me en boucle ferme´e suivant: x˙ = ψ(x)
(
γf(x) + c
)
x0  0
(2.8)
Montrons que le syste`me (2.8) est seuil-positif (cf. de´finition 1.17). Soit un re´el  > 0 suffisamment
petit. Conside´rons la dynamique de la variable xi en xi = , l’e´tat complet ve´rifiant:
x = x|xi=  0
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On a selon le syste`me (2.8):
x˙i(x|xi=) = ψ(x|xi=)︸ ︷︷ ︸
>0
(
γfi(x|xi=) + ci
)
ψ(x|xi=) e´tant strictement positif (H2,v), on cherche a` de´terminer le signe du terme entre parenthe`ses.
On a clairement:
fi(x|xi=) = fi(0) +
(∫ 1
0
Dfi,i(sx|xi=)ds
)
+
∑
j 6=i
(∫ 1
0
Dfi,j(sx|xi=)ds
)
xj
Par l’hypothe`se (H2,i), il est clair que dans l’expression pre´ce´dente le terme somme est positif, donc:
fi(x|xi=) ≥ fi(0) +
(∫ 1
0
Dfi,i(sx|xi=)ds
)

D’ou`:
x˙i(x|xi=) ≥ ψ(x|xi=)
(
γfi(0) + ci + γ
( ∫ 1
0
Dfi,i(sx|xi=)ds
))
Par l’hypothe`se (H2,iii), on a pour tout i: ∀γ > βm, γfi(0) + ci > 0. Il est donc clair qu’il existe une
constante m,i > 0 telle que:
∀ ∈]0, m,i], x˙i(x|xi=) ≥ 0
Le raisonnement est valable pour tout i, donc tout vecteur s tel que:
0 s ≤ m = (m,1, . . . ,m,n)T
est un vecteur seuil du syste`me (2.8). Le syste`me (2.8) est donc seuil-positif avec pour seuil tout vecteur
s ve´rifiant la condition pre´ce´dente. Ceci nous permet de conclure comme dans la preuve du the´ore`me
2.2, que les trajectoires du syste`me (2.8) ve´rifient:
∀x0  0, ∃v  0, ∀t ≥ 0, x(t,x0) ≥ v  0
Montrons maintenant que les trajectoires du syste`me (2.8) issues de conditions initiales fortement
positives sont borne´es. Nous cherchons a` montrer que les ensembles {x, x ≤ kx¯}, avec k ≥ 1 et x¯ de´fini
dans (H2,iv), sont invariants par le syste`me (2.8). Nous conside´rons donc les dynamiques des xi sur
une frontie`re de cet ensemble, i.e. en xi = kx¯i, l’e´tat complet fortement positif ve´rifiant:
x = x|xi=kx¯i ≤ kx¯
On a d’apre`s (2.8):
x˙i(x|xi=kx¯i) = ψ(x|xi=kx¯i)
(
γfi(x|xi=kx¯i) + ci
)
Conside´rons le terme fi(x|xi=kx¯i); rappelons que Df(.) est Metzler en tout point (H2,i), on a alors:
fi(x|xi=kx¯i)− fi(kx¯) =
( ∫ 1
0
Dfi(sx|xi=kx¯i + (1− s)kx¯)ds
)
.(x|xi=kx¯i − kx¯)
=
∑
j 6=i
[( ∫ 1
0
Dfi,j(sx|xi=kx¯i + (1− s)kx¯)ds
)
(xj|xi=kx¯i − kx¯j)
]
≤∑j 6=i [( ∫ 10 Dfi,j(sx|xi=kx¯i + (1− s)kx¯)ds)(kx¯j − kx¯j)]
≤ 0
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D’ou`: fi(x|xi=kx¯i) ≤ fi(kx¯).
Conside´rons maintenant le terme fi(kx¯). Comme dans la preuve du the´ore`me 1.14, nous introduisons
la fonction (C1) suivante (i quelconque):
gi : R → R
k 7→ fi(kx¯) + ci
Par (H2,iii) et (H2,iv), on a clairement gi(0) > 0 et gi(1) < 0. Le the´ore`me des accroissements finis
montre qu’il existe un point k0 ∈]0, 1[ tel que:
dgi
dk
(k0) = gi(1)− gi(0) < 0
D’autre part, par (H2,ii), on sait que la fonction f(.) est telle que:
0 ≤ x ≤ y =⇒ Df(x) ≥ Df(y)
D’ou`:
0 < k0 ≤ k =⇒ 0 > dgidk (k0) ≥
dgi
dk
(k)
Donc gi est strictement de´croissante pour k supe´rieur a` k0 et on a:
∀k ≥ 1, gi(k) ≤ gi(1)
C’est a` dire:
∀k ≥ 1, fi(kx¯) + ci ≤ fi(x¯) + ci
Donc, par les re´sultats obtenus ci-dessus, on a montre´ que: fi(x|xi=kx¯i) + ci ≤ fi(x¯) + ci. Comme par
(H2,iv) fi(x¯) + ci < 0, nous pouvons conclure pour tout i:
∀k ≥ 1, x˙i(x|xi=kx¯i) < 0
Les ensembles {x, x ≤ kx¯}, avec k ≥ 1 sont donc invariants par le syste`me (2.8).
Pour conclure, pour toute condition initiale x0 ∈ Rn+∗, il existe toujours un re´el k ≥ 1 et un vecteur
v  0 tels que la trajectoire du syste`me controˆle´ (2.8), issue de x0 ve´rifie pour tout temps t ≥ 0:
0 v ≤ x(t,x0) ≤ kx¯
Ce qui ache`ve la preuve du lemme 2.5. 2
Revenons maintenant a` la preuve du the´ore`me 2.4.
Preuve :
D’apre`s le lemme 2.5, la trajectoire (issue d’un x0  0) du syste`me controˆle´ e´volue dans un compact
inclus dans l’ouvert Rn+∗. La fonction ψ(.) e´tant C1, l’image de ce compact est aussi un compact, et par
(H2,v) on a:
∀x0  0, ∃ m, M tels que: ∀t ≥ 0, 0 < m ≤ ψ(x(t,x0)) ≤M
Ce qui montre que la commande suivant la loi (2.7) ve´rifie bien l’hypothe`se (H2,vi).
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D’autre part, puisque pour toute condition initiale x0  0, il existe une constante strictement positive
minorant pour tout temps la fonction ψ(x(t,x0)), nous pouvons effectuer le changement d’e´chelle de
temps:
t′ =
∫ t
0
γψ(x(τ,x0))dτ
La trajectoire du syste`me (2.8) issue de x0  0 a alors le meˆme comportement (a` l’e´chelle de temps
pre`s) que la trajectoire issue de x0 du syste`me suivant:
dx
dt′
= f(x) +
1
γ
c (2.9)
Il faut maintenant remarquer que le syste`me (2.9) est un syste`me coope´ratif, par (H2,i), et fortement
positif, par (H2,iii). Notons qu’il ve´rifie donc les hypothe`ses du the´ore`me 1.15 page 30. Ce the´ore`me
assure que le syste`me (2.9) admet un unique e´quilibre x?  0, globalement asymptotiquement stable
sur Rn+∗, tel que:
f(x?) +
1
γ
c = 0
La trajectoire du syste`me (2.9) issue de x0  0 converge donc asymptotiquement vers x?.
Donc pour toute condition initiale x0  0, la trajectoire du syste`me controˆle´ (2.8) issue de x0 converge
asymptotiquement vers l’unique e´quilibre x?  0. x? est donc globalement attractif sur Rn+∗ pour le
syste`me (2.8).
La stabilite´ locale de x? est assure´e: en effet le line´arise´ du syste`me (2.8) en x? est: ψ(x?)Df(x?); or
ψ(x?) est strictement positif et la matrice Df(x?) est stable par le the´ore`me 1.14.
x? est donc un e´quilibre GAS sur Rn+∗ du syste`me (2.8), ce qui ache`ve la preuve du the´ore`me 2.4. 2
Remarque – Le choix du gain γ > βm permet de re´gler la valeur de l’e´quilibre x? solution de
f(x?) = − 1γ c.
2.2.4 Robustesse de la Commande
Nous allons ici nous concentrer sur l’e´tude des proprie´te´s de robustesse de la loi de commande statique
face a` une sortie de´grade´e par une perturbation. Nous ne nous inte´resserons qu’au cas le plus ge´ne´ral des
syste`mes dynamiques positifs “quasi-coope´ratifs”. Nous conside´rons une perturbation relative (borne´e)
δ(t) sur la mesure de ψ(x):
y =
(
1 + δ(t)
)
ψ(x)
avec: ∀t ≥ 0, |δ(t)| ≤ δM
(2.10)
Remarque – L’e´tude que nous allons mener englobe aussi le cas d’une perturbation additive borne´e
η(t) sur la mesure de ψ(x). En effet, on a:
ψ(x) + η(t) = ψ(x)
(
1 +
η(t)
ψ(x)
)
Or ψ(x) est minore´e (pour un compact de conditions initiales inclus dans Rn+∗) par une constante
strictement positive, donc si η(t) est borne´e, alors la perturbation relative (η(t)/ψ(x)) est aussi borne´e.
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Revenons au cas d’une perturbation relative δ(t) borne´e. Nous conside´rons les syste`mes de type (1.20)
sous les hypothe`ses (H2) (cf. page 47). Nous supposons que la perturbation reste petite devant 1. Nous
avons donc notamment:
1 + δ(t) ≥ 1− δM > 0 (2.11)
Nous cherchons ici a` de´terminer l’effet d’une loi de commande de type (2.7) (i.e. u = γy) si la sortie
perturbe´e est du type (2.10). Rappelons que sans perturbation cette loi de commande assure que le
syste`me controˆle´ admet un unique e´quilibre GAS x? tel que:
f(x?) =
−1
γ
c (2.12)
The´ore`me 2.6
Conside´rons un syste`me positif quasi-coope´ratif de type (1.20). Sous les hypothe`ses (H2) (page 47) et
avec la sortie bruite´e (2.10) ve´rifiant (2.11), alors la loi de commande base´e sur le retour de sortie
statique:
u(.) = γy = γ
(
1 + δ(t)
)
ψ(x) (2.13)
avec :
γ >
βm
1− δM (2.14)
impose que l’e´tat x pe´ne`tre asymptotiquement dans une boule de centre x? solution de (2.12) et de
rayon proportionnel a` l’amplitude du bruit δM .
Preuve :
En tenant compte explicitement du fait que la sortie est perturbe´e, on obtient le syste`me en boucle
ferme´e suivant: {
x˙ = (1 + δ(t))ψ(x)
(
γf(x) +
1
1 + δ(t)
c
)
(2.15)
Nous cherchons maintenant a` effectuer le (presque classique) changement de temps:
t′ =
∫ t
0
(1 + δ(τ))ψ(x(τ,x0)) dτ
Rappelons que (1+δ) est borne´ et minore´ par une constante strictement positive. La rigueur imposerait
de montrer que l’e´tat issu d’une condition initiale x0  0 reste en temps positif dans un compact de
Rn+∗. Ceci impliquerait que, pour la condition initiale conside´re´e, le terme inte´gre´ dans le changement
de temps est borne´ et minore´ par une constante strictement positive. Nous avons a` de multiples reprises
effectue´ ce type de preuve au cours de ce chapitre, nous nous contentons ici de remarquer (sans donner
de preuve) que la condition (2.14) est suffisante pour pouvoir effectuer le changement de temps.
Effectuons maintenant le changement de temps, la trajectoire du syste`me (2.15) issue de la condition
initiale x0  0 a alors le meˆme comportement (a` l’e´chelle de temps pre`s) que la trajectoire issue de x0
du syste`me suivant: {
dx
dt′
= γf(x) +
1
1 + δ(t)
c (2.16)
Notons que, d’apre`s l’hypothe`se (H2,i), ce syste`me est coope´ratif. D’autre part, on a facilement l’en-
cadrement suivant:
1− δM ≤ 11 + δ ≤ 1 +
δM
1− δM
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Il est donc possible d’encadrer, pour tout temps et pour tout x 0, le syste`me (2.16) comme suit:
γf(x) + c+min
(
−δMc, δM1− δM c
)
≤ dx
dt′
≤ γf(x) + c+max
(
−δMc, δM1− δM c
)
(2.17)
Le vecteur min
(
−δMc, δM1−δM c
)
(resp. max) e´tant de´fini par:
min
(
−δMc, δM1− δM c
)
=
(
min
(
−δMc1, δM1− δM c1
)
, . . . ,min
(
−δMcn, δM1− δM cn
))T
Remarquons que:
min
(
−δMc, δM1− δM c
)
≤ 0 Et max
(
−δMc, δM1− δM c
)
≥ 0
Notons Σm et ΣM les syste`mes infe´rieurs et supe´rieurs dans (2.17). Remarquons que les hypothe`ses du
the´ore`me 1.12 page 25 sur les encadrements d’un syste`me coope´ratif sont ve´rifie´es. Nous pouvons donc
appliquer ce re´sultat, qui assure que ∀x0  0, ∀t′ ≥ 0, les trajectoires du syste`me ve´rifient:
φΣm(t
′,x0) ≤ x(t′,x0) ≤ φΣM (t′,x0)
Montrons que les syste`mes Σm et ΣM ve´rifient les hypothe`ses du the´ore`me 1.15 page 30. La coope´rati-
vite´ ainsi que la “concavite´” des syste`mes est claire par (H2,i) et (H2,ii). Reste a` montrer que la de´rive´e
de l’e´tat e´value´e en x = 0 est fortement positive, et qu’il existe un point fortement positif tel que la
de´rive´e de l’e´tat en ce point soit fortement ne´gative.
Conside´rons le syste`me Σm en x = 0 (on cherche a` montrer que x˙(x = 0) 0):
Σm
{
x˙(x = 0) = γf(0) + c+min
(
−δMc, δM1− δM c
)
En e´valuant la i-e`me ligne de x˙(x = 0), nous sommes confronte´s a` deux cas, suivant le signe de ci:
– Supposons ci > 0. On a:
x˙i(x = 0) = γfi(0) + (1− δM )ci > 0
puisque δM < 1 et fi(0) ≥ 0.
– Supposons ci ≤ 0. On a:
x˙i(x = 0) = γfi(0) + 11−δM ci
=
(
1
1−δM
)
(γ(1− δM )fi(0) + ci)
> 0
Par (H2,iii) puisque γ(1− δM ) > βm.
Donc pour le syste`me Σm, on a: x˙(x = 0) 0. D’apre`s les encadrements dynamiques (2.17), il est clair
que x˙(x = 0) 0 est aussi vrai pour le syste`me ΣM .
Reste a` montrer que pour les syste`mes Σm et ΣM , il existe un point fortement positif tel que la de´rive´e
de l’e´tat soit fortement ne´gative.
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Conside´rons le syste`me ΣM en x = x¯ (cf. (H2,iv)):
ΣM
{
x˙(x = x¯) = γf(x¯) + c+max
(
−δMc, δM1− δM c
)
E´valuons la i-e`me ligne de x˙(x = x¯). Nous avons a` nouveau deux cas, suivant le signe de ci:
– Supposons ci ≥ 0. On a:
x˙i(x = x¯) = γfi(x¯) + 11−δM ci
=
(
1
1−δM
)
(γ(1− δM )fi(x¯) + ci)
< 0
Par (H2,iv) puisque γ(1− δM ) > βm.
– Supposons ci < 0. On a:
x˙i(x = x¯) = γfi(x¯) + (1− δM )ci
< γfi(x¯) + ci
< 0
Par (H2,iv) puisque γ > 11−δM βm > βm.
Donc pour le syste`me ΣM , on a x˙(x = x¯) 0. D’apre`s les encadrements dynamiques (2.17), il est clair
que x˙(x = x¯) 0 est aussi vrai pour le syste`me Σm.
Les syste`mes ΣM et Σm ve´rifient donc tous deux les hypothe`ses du the´ore`me 1.15. Ce re´sultat assure
que chacun de ces syste`mes admet un unique e´quilibre fortement positif GAS sur l’orthant positif Rn+.
Notons x?m et x
?
M les e´quilibres GAS de Σm et ΣM , respectivement. On a:
f(x?m) =
−1
γ
(
c+min
(
−δMc, δM1− δM c
))
et f(x?M ) =
−1
γ
(
c+max
(
−δMc, δM1− δM c
))
C’est a` dire, x? e´tant l’e´quilibre de´sire´ si la sortie n’e´tait pas perturbe´e:
f(x?m) = f(x
?)− δM
γ
min
(
−c, 1
1− δM c
)
et f(x?M ) = f(x
?)− δM
γ
max
(
−c, 1
1− δM c
)
Avec x?m ≤ x? ≤ x?M . Le the´ore`me 1.12 assure que la trajectoire du syste`me (2.15) issue de la condition
initiale conside´re´e pe´ne`tre asymptotiquement dans l’ensemble {x, x?m ≤ x ≤ x?M}. Nous cherchons
maintenant a` e´valuer la taille de cet ensemble.
Calculons la diffe´rence entre x? et x?m (resp. x
?
M ). On a par le the´ore`me fondamental du calcul:
f(x?)− f(x?m) =
[∫ 1
0
Df(sx? + (1− s)x?m)ds
]
(x? − x?m)
D’autre part, on a: ∀s ∈ [0,1], sx? + (1− s)x?m ≥ x?m. D’ou`, par (H2,ii):
Mm =
[∫ 1
0
Df(sx? + (1− s)x?m)ds
]
≤ Df(x?m)
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Par (H2,ii), ces deux matrices sont Metzler et puisque x?m est GAS, Df(x
?
m) est stable. Par le the´ore`me
1.4 page 21, la matrice Mm est Metzler stable, donc inversible et par le the´ore`me 1.3 page 20, on a:
−M−1m > 0, donc:
x? − x?m = −M−1m (f(x?m)− f(x?))
=M−1m
(
δM
γ min
(
−c, 11−δM c
))
= δM
[
M−1m
(
1
γ min
(
−c, 11−δM c
))]
Notons: MM =
[∫ 1
0
Df(sx?M + (1− s)x?)ds
]
. En effectuant le meˆme raisonnement que pre´ce´demment
on obtient:
x?M − x? = δM
[
−M−1M
(
1
γ
max
(
−c, 1
1− δM c
))]
Il est possible d’effectuer le meˆme raisonnement pour toutes les conditions initiales dans Rn+∗.
Nous pouvons donc conclure que toutes les trajectoires du syste`me perturbe´ pe´ne`trent asymptotique-
ment dans l’ensemble {x, x?m ≤ x ≤ x?M}, inclus dans une boule de centre l’e´quilibre x? et de rayon
RδM tel que:
RδM = δM max
(∣∣∣∣∣∣∣∣M−1m ( 1γ min
(
−c, 1
1− δM c
))∣∣∣∣∣∣∣∣
2
,
∣∣∣∣∣∣∣∣−M−1M ( 1γ max
(
−c, 1
1− δM c
))∣∣∣∣∣∣∣∣
2
)
En d’autres termes, les trajectoires du syste`me perturbe´ (2.15) pe´ne`trent asymptotiquement dans une
boule de centre l’e´quilibre de´sire´ x? (i.e. sans perturbation), dont le rayon est proportionnel a` l’ampli-
tude maximale de la perturbation. 2
Comme note´ par Khalil dans [63], le re´sultat garantissant la convergence dans une boule de centre
l’e´quilibre de´sire´ et de rayon proportionnel a` l’amplitude du bruit doit eˆtre vu comme une proprie´te´ de
robustesse. En effet, une petite perturbation sur la mesure utilise´e pour le controˆle aura au pire pour
re´sultat une petite variation (pour t grand) de l’e´tat autour de l’e´quilibre que l’on cherche a` atteindre.
Remarquons que la loi de commande propose´e permet, en de´pit de la perturbation sur la sortie, la
“stabilisation robuste” (au sens de [34] de´finition 3.2) du syste`me autour de x?.
Notons enfin que cette proprie´te´ est aussi de´crite par la notion de “Stabilite´ Entre´e – E´tat” intro-
duite par Sontag (“Input to State Stability” ISS [129]), en conside´rant la perturbation δ sur la sortie
comme “l’entre´e” du syste`me. En reprenant son argumentation et ses de´finitions, on pourrait parler ici
de “Stabilite´ Perturbation de Sortie – E´tat”: il s’agit d’une robustesse qualitative, il n’y a pas de diffe´-
rence qualitative de comportement dynamique (pas de bifurcation) entre le syste`me controˆle´ avec une
sortie parfaite et une sortie de´grade´e, la diffe´rence quantitative entre les deux comportements restant
proportionnelle a` l’amplitude de la perturbation.
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2.3 Loi de Commande Adaptative
Nous avons de´veloppe´ au cours de la section pre´ce´dente une strate´gie de commande permettant de
garantir structurellement que les syste`mes quasi-line´aires (1.17) et quasi-coope´ratifs (1.20) n’admettent
qu’un unique e´quilibre globalement asymptotiquement stable (GAS). La loi de commande statique
propose´e, tirant partie de la mesure de la partie incertaine ψ(x), modifie la structure interne du syste`me
conside´re´, empeˆchant ainsi de possibles comportements dynamiques complexes (cf. exemples (1.18) et
(1.19)).
La valeur de l’e´quilibre globalement stable re´sultant de ce controˆle est de´termine´e par deux types de
facteurs:
– les premiers, inde´pendants du choix de l’ope´rateur, concernent la structure du syste`me a` controˆler,
i.e. la matrice A et les vecteurs b et c dans le cas de syste`mes quasi-line´aires, la fonction f(.) et
le vecteur c pour les syste`mes quasi-coope´ratifs.
– le second facteur est la valeur du gain de retour de sortie γ > βm qui est lui choisi par l’ope´rateur.
Ainsi, si l’on connaˆıt parfaitement la structure du syste`me, il est the´oriquement possible de choisir le
gain γ pour assigner l’e´quilibre GAS x? a` une valeur choisie. Cependant, une incertitude sur la valeur
des parame`tres structurels du syste`me induit alors une erreur sur le gain γ requis pour rejoindre une
consigne donne´e. Ceci entraˆıne donc une erreur asymptotique (statique) entre la consigne choisie et
l’e´quilibre ve´ritable du syste`me controˆle´.
Nous cherchons ici a` contourner ce proble`me par l’interme´diaire d’une loi de commande adaptative:
la commande recalcule elle-meˆme en ligne, a` partir d’une mesure, la valeur du gain γ ne´cessaire pour
que l’e´tat rejoigne asymptotiquement la consigne choisie. Ainsi, sur la base des mesures de´crites dans
les hypothe`ses (H4), nous ame´liorons la strate´gie de commande propose´e dans la section pre´ce´dente en
ramenant asymptotiquement une des variables d’e´tat xk a` une consigne explicitement donne´e x?k de
fac¸on inde´pendante des parame`tres du syste`me.
L’adaptation en ligne propose´e s’inspire de la me´thode utilise´e par Antonelli et al. dans [7]. Notons
que de nombreuses autres me´thodes d’adaptation en ligne du gain d’un feedback existent e.g. [2, 69, 67].
Nous nous concentrerons cependant ici sur cette seule me´thode. Il convient de noter que les re´sultats
obtenus semblent rester vrais tant que la me´thode d’adptation choisie permet d’imposer une borne
infe´rieure choisie au gain calcule´ en ligne.
Notons cependant que toutes les valeurs x?k ne sont pas force´ment atteignables, ce qui sera clairement
explicite´ dans nos re´sultats. D’autre part, les preuves sont dans ce cas plus complexes que dans la
section pre´ce´dente et seul un re´sultat pour une sous classe des syste`mes quasi-line´aires a pu jusqu’ici
eˆtre de´veloppe´. Nous commenc¸ons par expliquer notre approche sur l’exemple illustratif du mode`le de
peˆche (1.13).
2.3.1 Un Cas Simple: le Mode`le de Peˆche
Nous basons ici notre raisonnement sur les meˆmes hypothe`ses que dans la section 2.2.1. Nous suppo-
sons aussi qu’en plus de la mesure de la vitesse de croissance du stock de poissons, nous sommes a` meˆme
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de mesurer le stock de poissons x. Notons que sous ces hypothe`ses, le syste`me (1.13) est quasi-line´aire
et ve´rifie les hypothe`ses (H1) et (H4). Nous cherchons a` ramener le stock de poissons vers une valeur
choisie: x? > 0. Nous proposons la me´thode suivante:
The´ore`me 2.7
La loi de commande base´e sur le retour de sortie dynamique :
u(.) = γy1 = γϕ(x)
γ˙ = Ky1(y2 − x?)(γ − γm)(γM − γ)
= Kϕ(x)(x− x?)(γ − γm)(γM − γ)
(2.18)
Avec K > 0, γ0 ∈]γm, γM [ et:
0 < γm <
1
x?
< γM (2.19)
Stabilise globalement (sur R+∗) asymptotiquement le syste`me (1.13) vers l’e´quilibre x? > 0.
Remarque – La loi de commande (2.18) est construite pour une condition initiale γ0 ∈]γm, γM [. Il
est important de constater que cette loi ne ne´cessite que la valeur x? et les termes γ0, γm et γM . La
valeur de γ ne´cessaire pour rallier x? est automatiquement calcule´e par la partie auto-re´glable de la loi
(2.18). Cette partie est purement illustrative puisque la “bonne” valeur du gain γ (i.e. 1/x?) est de´ja`
connue inde´pendamment des parame`tres du mode`le.
Preuve :
La loi de commande (2.18) applique´e au syste`me (1.13) conduit au syste`me en boucle ferme´e suivant:{
x˙ = ϕ(x)(1− γx)
γ˙ = Kϕ(x)(x− x?)(γ − γm)(γM − γ)
(2.20)
Nous conside´rons une condition initiale (x0,γ0)T telle que: x0 > 0 et γ0 ∈]γm, γM [. Comme x˙(x = 0) = 0
et γ˙(γ = γm) = γ˙(γ = γM ) = 0 il est clair que pour tout temps t ≥ 0, la trajectoire issue de (x0,γ0)T
ve´rifie:
x(t,x0,γ0) ≥ 0 et γ(t,x0,γ0) ∈ [γm, γM ]
Notons que cela implique que pour tout temps t ≥ 0, ϕ(x(t,x0,γ0)) ≥ 0.
Nous obtenons donc a` partir du syste`me (2.20) les encadrements dynamiques suivants:
ϕ(x)(1− γmx) ≥ x˙ ≥ ϕ(x)(1− γMx)
En inte´grant ces ine´galite´s (cf. preuve du the´ore`me 2.1), on obtient:
max
( 1
γm
, x0
)
≥ x(t,x0) ≥ min
( 1
γM
, x0
)
> 0
Ce qui suffit a` montrer que pour tout temps positif, x(t,x0) e´volue dans un compact de R+∗ . Donc ϕ(x)
est minore´e par une constante strictement positive, ce qui permet d’effectuer le changement de temps
t′ =
∫ t
0
ϕ(x(τ,x0))dτ . La trajectoire du syste`me (2.20) a donc le meˆme comportement (a` l’e´chelle de
temps pre`s) que la trajectoire issue de (x0,γ0)T du syste`me suivant:
dx
dt′
= 1− γx = γ?x? − γx
dγ
dt′
= K(x− x?)(γ − γm)(γM − γ)
(2.21)
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Remarquons que nous avons introduit la notation γ? = 1/x?. Revenons au syste`me (2.21). Nous
conside´rons ce syste`me sur l’ensemble des conditions initiales E = {x > 0, γ ∈]γm, γM [}. Introduisons
la fonction de Lasalle suivante, utilise´e par Harrison [45] dans le contexte de la stabilite´ de type
Lyapounov pour les syste`mes proies-pre´dateurs:
W (x,γ) =
∫ x
x?
w − x?
w
dw +
∫ γ
γ?
w − γ?
K(w − γm)(γM − w)dw
Il est assez clair que la fonction W (x,γ) est de´finie, positive sur l’ensemble E et s’annule uniquement
pour x = x? et γ = γ?. De plus, on a:
d
dt′
W (x,γ) =W ′(x,γ) = −γ
?
x
(x? − x)2
Donc W ′ est de´finie et ne´gative sur l’ensemble E et s’annule uniquement pour x = x?.
Nous utilisons maintenant le the´ore`me de Lasalle dont on trouvera une preuve e.g. dans [63]:
The´ore`me 2.8 (Lasalle)
Conside´rons un syste`me dynamique de Rn. Conside´rons l’ensemble Ω compact de Rn, invariant par le
syste`me (pour t ≥ 0). Soit V : Ω→ R une fonction C1 telle que V˙ (x) ≤ 0 sur Ω. Soit E l’ensemble des
points tels que V˙ (x) = 0. Soit M le plus grand ensemble invariant de E. Alors, toutes les trajectoires
initialise´es dans Ω convergent vers M .
Remarque – Ici la fonction W est conside´re´e sur l’ensemble E qui est un ouvert. Cependant toutes
conditions initiales (x0,γ0) ∈ E , de´finissent un ensemble Ω0 = {(x,γ), 0 ≤ W (x,γ) ≤ W (x0,γ0)}.
L’ensemble Ω0 est compact puisqu’il est l’image re´ciproque du compact
[
0,W (x0,γ0)
]
, par la fonction
continue W (x,γ). De plus Ω0 est invariant par le syste`me (2.21) puisque W ′ ≤ 0 sur E .
Pour toute condition initiale dans E , l’ensemble tel que W ′(x,γ) = 0 est inclus dans l’ensemble
M = {x = x?, γ ∈]γm,γM [}. Conside´rons une trajectoire initialise´e dans M en x = x? et γ 6= γ?;
en conside´rant le syste`me (2.21), il est clair que cette trajectoire s’e´chappe de l’ensemble M . Le plus
grand ensemble invariant de M est donc le point d’e´quilibre (x?,γ?). Par le the´ore`me 2.8, on conclut
que (x?,γ?) est globalement attractif sur E . La trajectoire du syste`me (2.21) issue de (x0,γ0)T converge
donc asymptotiquement vers l’e´quilibre (x?,γ?)T .
La trajectoire du syste`me (2.20) issue de (x0,γ0)T converge donc aussi vers l’e´quilibre (x?,γ?)T . Ce
raisonnement est valable pour toutes les conditions initiales conside´re´es. Le point (x?,γ?)T est donc un
e´quilibre globalement attractif du syste`me controˆle´ (2.20).
La stabilite´ locale de (x?,γ?)T est claire, puisque ϕ(x?) > 0 et que la matrice jacobienne du syste`me
(2.20) au point (x?,γ?) s’e´crit:
J ? = ϕ(x?)
(
−γ? −x?
K(γ? − γm)(γM − γ?) 0
)
La loi de commande (2.18) stabilise donc globalement asymptotiquement le syste`me (1.13) vers l’e´qui-
libre x?. 2
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Remarque – Comme dans la section 2.2.1 nous pouvons noter que si un parame`tre exte´rieur modifie
la vitesse de croissance tout en conservant la proprie´te´: x > 0⇒ f(x, . . . ) > 0, alors la loi de commande
re´gissant l’effort de peˆche propose´e dans le the´ore`me 2.7 stabilisera globalement exponentiellement le
syste`me vers x?. La preuve est similaire a` celle du the´ore`me 2.7. Nous reviendrons sur ce point avec
des simulations dans la section 2.4.
2.3.2 Cas des Syste`mes Positifs “Quasi-Line´aires”
Nous proposons dans cette section de ge´ne´raliser le the´ore`me obtenu pre´ce´demment pour le mode`le
de peˆche. Nous conside´rons ici le cas des syste`mes positifs mal connus quasi-line´aires sous les hypo-
the`ses (H1) et (H4); la preuve requise ici est cependant plus complexe que dans le cas d’une commande
statique. Nous nous restreignons donc a` une sous classe de syste`mes positifs quasi-line´aires: nous cher-
chons a` stabiliser l’e´tat vers un unique e´quilibre GAS tel que la variable d’e´tat xk rejoigne la consigne
x?k. Le re´sultat que nous proposons ici requiert que l’influence des autres variables d’e´tat xj 6=k sur xk
soit re´duite a` ckψ(x); en d’autres termes:
La k-ie`me ligne de la matrice A n’admet qu’un seul coefficient non-nul: ak,k.
Nous commenc¸ons par e´tablir le re´sultat, nous donnons ensuite une remarque importante sur les indices
des variables d’e´tat pouvant eˆtre controˆle´es. La preuve du the´ore`me suivra.
The´ore`me 2.9
Conside´rons un syste`me positif quasi-line´aire mal connu (1.17) que nous cherchons a` stabiliser globa-
lement vers un unique e´quilibre x?  0 de k-ie`me coordonne´e x?k (avec k > p).
Si les hypothe`ses (H1) et (H4) sont ve´rifie´es, si la matrice A est comme spe´cifie´e ci-dessus et:
Si ∃α > βm, x?k =
−(bk + 1αck)
ak,k
(2.22)
alors, la loi de commande base´e sur le retour de sortie dynamique:
u(.) = γy1 = γψ(x)
γ˙ = signe(ck)Ky1(y2 − x?k)(γ − γm)(γM − γ)
= signe(ck)Kψ(x)(xk − x?k)(γ − γm)(γM − γ)
(2.23)
avec K > 0, γ0 ∈]γm, γM [ et:
0 ≤ βm < γm < γ? = −ck
ak,kx?k + bk
< γM (2.24)
stabilise globalement asymptotiquement sur Rn+∗ le syste`me (1.17) vers le point d’e´quilibre (unique)
x?  0 de k-ie`me coordonne´e x?k.
Remarque – Notons que pour pouvoir, dans une certaine mesure, choisir la valeur de x?k il convient
que l’indice k conside´re´ soit strictement supe´rieur a` p (cf. de´finition de p section 2.1.1). En effet si
k ≤ p, alors ck = 0 et la seule valeur x?k ve´rifiant la condition (2.22) est x?k = −bk/ak,k. Il n’est donc
plus possible de choisir la valeur de x?k. C’est pourquoi nous nous concentrons ici sur le cas k > p pour
lequel il est possible de choisir la valeur de x?k entre −bk/ak,k et −(bk + 1βm ck)/ak,k.
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Nous commenc¸ons par de´montrer le Lemme suivant, dont la preuve est assez semblable a` celle du
Lemme 2.3.
Lemme 2.10
Sous les hypothe`ses du The´ore`me 2.9, pour toute condition initiale x0  0 et γ0 ∈]γm, γM [, la trajectoire
du syste`me (1.17), issue de (x0,γ0)T et soumise a` la loi de commande (2.23) e´volue dans un compact
de Rn+1+∗ .
Preuve :
La loi de commande (2.23) applique´e au syste`me (1.17) conduit au syste`me (de Rn+1) en boucle ferme´e
suivant: {
x˙ = ψ(x)(γ(Ax+ b) + c)
γ˙ = signe(ck)Kψ(x)(xk − x?k)(γ − γm)(γM − γ)
(2.25)
Notons tout d’abord que γm et γM sont des e´quilibres de l’e´quation γ˙. On a donc:
γ0 ∈]γm,γM [ ⇒ ∀t ≥ 0, γ(t) ∈ [γm,γM ]
Nous montrons tout d’abord que le sous syste`me x˙ de (2.25) est un syste`me seuil-positif. Soit un re´el
 > 0 suffisamment petit. Conside´rons la dynamique de la variable xi en xi = , l’e´tat complet ve´rifiant:
x = x|xi=  0 et γ ∈ [γm,γM ]
On obtient, selon (2.25):
x˙i(x|xi=) = ψ(x|xi=)︸ ︷︷ ︸
>0
(
(γbi + ci) + γ ai,i+ γ
∑
j 6=i
ai,jxj
)
Puisque ψ(x|xi=) est strictement positif (H1,iii), nous ne nous inte´ressons qu’au signe du terme entre
parenthe`ses. Le seul terme de cette somme susceptible d’eˆtre ne´gatif est ai,i. Les autres termes sont
strictement positifs: en effet, par (H1,ii), (γbi + ci) est strictement positif puisque γ ≥ γm > βm;
d’autre part, pour i diffe´rent de j les termes ai,jxj sont positifs (H1,i). Il est donc clair qu’il existe une
constante m,i > 0 telle que:
∀γ ∈ [γm,γM ], γai,im,i + (γbi + ci) > 0
On a donc:
∀ ∈]0, m,i], ∀γ ∈ [γm,γM ], x˙i(x|xi=) > 0
Ce raisonnement e´tant valable pour tout i ∈ [1..n], tout vecteur s ve´rifiant:
0 s ≤ m = (m,1, . . . ,m,n)T
est un vecteur seuil pour le sous syste`me x˙ de (2.25). Le sous syste`me x˙ est donc seuil-positif avec pour
seuil tout vecteur s ve´rifiant la condition mentionne´e ci-dessus.
Conside´rons maintenant une condition initiale: x0  0 et γ0 ∈]γm,γM [.
Si x0 ≥ m, alors, m e´tant vecteur seuil du sous syste`me x˙ de (2.25), la trajectoire issue de (x0,γ0)T
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ve´rifie: ∀t ≥ 0, x(t,x0,γ0) ≥ m  0.
Si x0  m, il existe un vecteur s tel que:
0 s ≤ m ve´rifiant: s ≤ x0
Comme s est vecteur seuil du sous syste`me x˙ de (2.25), la trajectoire issue de (x0,γ0)T ve´rifie entre
autres: ∀t ≥ 0, x(t,x0,γ0) ≥ s 0.
Donc, pour toute condition initiale x0  0 et γ0 ∈]γm,γM [, il existe toujours un vecteur v ∈ Rn+∗ tel
que:
∀x0  0, ∀γ0 ∈]γm,γM [, ∃v  0, ∀t ≥ 0, x(t,x0,γ0) ≥ v
La trajectoire du sous syste`me x˙ de (2.25) issue de la condition initiale x0  0 et γ0 ∈]γm,γM [ est
donc minore´e par un vecteur fortement positif, γ(t,x0,γ0) restant dans l’intervalle [γm,γM ] ⊂ R+∗.
Reste a` montrer que la trajectoire du sous syste`me x˙ de (2.25) issue d’une condition initiale x0  0 et
γ0 ∈]γm,γM [ est borne´e.
Conside´rons la partie x˙ du syste`me (2.25). On a:
x˙ = γ(t)ψ(x)(Ax+ b+
1
γ(t)
c))
avec ∀t ≥ 0, γ(t) ∈ [γm,γM ]. Conside´rons la dynamique d’un xi; on a:
x˙i = γ(t)ψ(x)
(∑
j ai,jxj + bi +
1
γ(t)ci
)
≤ γ(t)ψ(x)
(∑
j ai,jxj + bi +max(
1
γm
ci,
1
γM
ci)
) (2.26)
D’apre`s l’hypothe`se (H1,ii), comme γM > γm > βm, il est clair que:
∀i, bi +max( 1
γm
ci,
1
γM
ci) > 0
On a donc:
V =

b1
...
bn
+

max( 1γm c1,
1
γM
c1)
...
max( 1γm cn,
1
γM
cn)
 0
D’autre part la matrice A est une matrice de Metzler stable; d’apre`s les the´ore`mes 1.2 page 20 et 1.9
page 23, il existe donc un (unique) point x  0 tel que:
Ax + V = 0
Nous cherchons a` montrer que les ensembles {x, 0  x ≤ kx} pour un re´el k ≥ 1 sont invariants
par le syste`me (2.4). Dans ce but, conside´rons l’orientation du champ de vecteur sur les frontie`res de
cet ensemble, i.e. nous conside´rons x˙i sur une frontie`re supe´rieure (i.e. en xi = kxi ), l’e´tat complet
fortement positif ve´rifiant:
x = x|xi=kxi ≤ kx
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D’apre`s (2.26) on a:
x˙i(x|xi=kxi ) ≤ γ(t)ψ(x)
(
ai,ikx

i +
∑
j 6=i ai,jxj + bi +max(
1
γm
ci,
1
γM
ci)
)
≤ γ(t)ψ(x)
(
ai,ikx

i +
∑
j 6=i ai,jxj + Vi
)
≤ γ(t)ψ(x)
(
kai,ix

i + k
∑
j 6=i ai,jx

j + Vi
)
≤ γ(t)ψ(x)(k − 1)
(∑
j ai,jx

j
)
≤ −γ(t)ψ(x)(k − 1)Vi
≤ 0
Ceci e´tant valable pour tout i. Il est donc clair que: ∀k ≥ 1, les ensembles {x, x ≤ kx} sont invariants
par le syste`me (2.25).
Donc, pour toute condition initiale x0  0 et γ0 ∈]γm,γM [, il existe toujours un re´el k ≥ 1 et un
vecteur v  0 tels que la trajectoire du syste`me (2.25) issue de cette condition initiale ve´rifie pour tout
temps t ≥ 0:
0 v ≤ x(t,x0,γ0) ≤ kx et γ(t,x0,γ0) ∈ [γm,γM ]
La trajectoire du syste`me (2.25) issue d’une condition initiale x0  0 et γ0 ∈]γm,γM [ e´volue donc dans
un compact de Rn+1+∗ ce qui ache`ve la preuve du lemme 2.10. 2
Revenons maintenant a` la preuve du the´ore`me 2.9.
Preuve :
Par le lemme 2.10, on sait que pour toute condition initiale x0  0 et γ0 ∈]γm,γM [, la trajectoire
x(t,x0,γ0) issue du sous syste`me x˙ (2.25) e´volue dans un compact de Rn+∗. La fonction ψ(.) e´tant une
fonction C1 de x, l’image de ce compact est aussi un compact, et par (H1,iii) on a clairement:
∀x0  0, ∀γ0 ∈]γm,γM [, ∃ m, M, ∀t ≥ 0, 0 < m ≤ ψ(x(t,x0,γ0)) ≤M
Ce qui montre que pour toute condition initiale x0  0 et γ0 ∈]γm,γM [ la commande suivant la loi
(2.23) le long de la trajectoire issue de (x0,γ0)T ve´rifie bien l’hypothe`se (H1,iv).
D’autre part, pour toute condition initiale x0  0 et γ0 ∈]γm,γM [, il existe une constante strictement
positive minorant pour tout temps la fonction ψ(x(t,x0,γ0)). Nous pouvons alors effectuer le changement
d’e´chelle de temps:
t′ =
∫ t
0
ψ(x(τ,x0,γ0))dτ
La trajectoire du syste`me (2.23) issue de la condition initiale (x0,γ0)T a alors le meˆme comportement
(a` l’e´chelle de temps pre`s) que la trajectoire issue de (x0,γ0)T du syste`me suivant:
dx
dt′ = γAx+ (γb+ c)
dγ
dt′ = signe(ck)K(xk − x?k)(γ − γm)(γM − γ)
x0  0, γ0 ∈]γm, γM [
(2.27)
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Notons que le syste`me (2.27) est un syste`me triangulaire autonome (au sens de [139], cf. the´ore`me 2.11
page 80): les dynamiques des variables xk et γ ne de´pendent pas des autres variables d’e´tat; en effet la
k-ie`me ligne de la matrice A est nulle, sauf le terme diagonal ak,k.
Nous montrons maintenant que la trajectoire issue de la condition initiale (x0,γ0)T du syste`me (2.27)
converge asymptotiquement vers l’e´quilibre (x?,γ?), x? e´tant de k-ie`me coordonne´e x?k, ce qui permettra
alors de conclure sur la trajectoire issue de (x0,γ0)T du syste`me (2.23).
Conside´rons tout d’abord le sous-syste`me autonome re´gissant les dynamiques de xk et γ. Remarquons
que ak,k est valeur propre de A, donc strictement ne´gatif (H1,i); en notant avec un “prime” la de´rive´e
par rapport a` t′, on obtient:
x′k = γ(ak,kxk + bk) + ck
γ′ = signe(ck)K(xk − x?k)(γ − γm)(γM − γ)
xk,0 > 0, γ0 ∈]γm, γM [
(2.28)
Pour faciliter l’e´tude, conside´rons le changement de variable z = −signe(ck)(ak,kxk + bk). On obtient:
z′ = ak,k(γz − signe(ck)ck)
En notant z? = −signe(ck)(ak,kx?k + bk), on a: γ?z? = signe(ck)ck, d’ou`:
z′ = ak,k(γz − γ?z?)
Le syste`me (2.28) devient alors avec la nouvelle variable z: z
′ = ak,k(γz − γ?z?)
γ′ = Kak,k (z
? − z)(γ − γm)(γM − γ)
(2.29)
Nous montrons tout d’abord que toutes les trajectoires du syste`me (2.29) pe´ne`trent en temps fini dans
l’ensemble {z, z > 0}. Conside´rons la dynamique de la variable z(t) dans l’ensemble {z, z ≤ 0}, avec
γ(t) ∈ [γm,γM ]; on a selon (2.29), comme ak,k < 0:
z′ = ak,k(γz − γ?z?) ≥ −ak,kγ?k? > 0
Ce qui suffit a` prouver que les trajectoires du syste`me (2.29) pe´ne`trent en temps fini dans l’ensemble
{z, z > 0}. Par la suite nous ne conside´rons (e´ventuellement par une translation du temps) que les
conditions initiales (z0,γ0)T appartiennent a` l’ensemble (invariant) E = { z > 0, γ ∈]γm,γM [}.
Nous introduisons maintenant la fonction de Lasalle suivante, qui est assez semblable a` celle utilise´e
pour la preuve du the´ore`me 2.7.
W (z,γ) =
∫ z
z?
w − z?
−ak,kwdw +
∫ γ
γ?
−ak,k(w − γ?)
K(w − γm)(γM − w)dw
Il est clair que la fonction W (.) est de´finie sur E , positive (les fonctions inte´gre´es e´tant croissantes,
nulles en z? ou γ?) et nulle uniquement au point (z?,γ?)T . Calculons la de´rive´e de W (.) par rapport a`
t′, on a:
W ′(z,γ) = z′
(
z − z?−ak,kz
)
+ γ′
( −ak,k(γ − γ?)
K(γ − γm)(γM − γ)
)
= −
[
(γz − γ?z?)
(
z − z?
z
)
− (z − z?)(γ − γ?)
]
= −γ
?
z (z − z?)2
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Donc W ′ est de´finie et ne´gative sur E et s’annule uniquement en z = z?. En argumentant comme
dans la preuve du the´ore`me 2.7 en utilisant le the´ore`me de Lasalle 2.8, nous concluons que le point
d’e´quilibre (z?,γ?)T du syste`me (2.29) est globalement attractif sur E . La stabilite´ locale de (z?,γ?)T
est triviale, nous concluons donc que celui-ci est globalement asymptotiquement stable.
En repassant dans les coordonne´es originelles (xk,γ)T nous concluons donc que le point d’e´quilibre
(x?k,γ
?)T du syste`me (2.28) est GAS sur l’ensemble {xk > 0, γ0 ∈]γm, γM [}.
E´tudions maintenant le comportement des (n − 1) variables restantes xj 6=k du syste`me (2.27), sur
l’ensemble de´fini par xk = x?k et γ = γ
?, on obtient le syste`me (2.30) page 81. Ce syste`me est un
syste`me line´aire fortement positif et stable. Par le the´ore`me 1.9, il admet donc un (unique) e´quilibre
GAS sur Rn−1+∗ tel que:
(x?1, . . . , x
?
k−1, x
?
k+1, . . . , x
?
n)
T  0
Nous utilisons maintenant un re´sultat sur les syste`mes non-line´aires triangulaires (autonomes), dit
“principe de se´paration non-line´aire”, dont on trouvera une preuve dans [139]. Ce re´sultat est assez
semblable a` celui propose´ par Vidyasagar dans [138] mais pour les syste`mes triangulaires exponentiel-
lement stables et non asymptotiquement stables.
The´ore`me 2.11
Conside´rons le syste`me non-line´aire triangulaire autonome:
{
x˙1 = f(x1,x2)
x˙2 = g(x2)
(2.31)
avec x2 ∈ Rh et x1 ∈ Rn−h. Supposons que:
(Ha): 0 ∈ Rh est un e´quilibre GAS pour x˙2 = g(x2)
(Hb): 0 ∈ Rn−h est un e´quilibre GAS pour x˙1 = f(x1,0)
(Hc): toutes les trajectoires du syste`me (2.31) sont borne´es.
Alors 0 ∈ Rn est un e´quilibre Globalement Asymptotiquement Stable pour le syste`me (2.31)
Rappelons que le syste`me (2.27) est un syste`me non-line´aire triangulaire et autonome. Notons aussi
que ce syste`me (a` une translation de l’e´quilibre pre`s) remplit les conditions (Ha), (Hb) et (Hc) du
the´ore`me 2.11. Donc, en appliquant ce the´ore`me, on peut conclure que le point d’e´quilibre (x?,γ?)T du
syste`me (2.27), avec x? de k-ie`me coordonne´e x?k, est GAS sur l’ensemble Rn+∗×]γm,γM [.
Donc, la trajectoire du syste`me (2.27) issue de la condition initiale x  0 et γ0 ∈]γm,γM [ converge
asymptotiquement vers (x?,γ?)T .
La trajectoire du syste`me (2.25), issue de la condition initiale x0  0 et γ0 ∈]γm,γM [, converge donc
elle aussi asymptotiquement vers le point d’e´quilibre (x?,γ?)T . Le meˆme raisonnement e´tant valable
pour toutes les conditions initiales conside´re´es, on conclut que l’e´quilibre (x?,γ?)T du syste`me (2.25)
est globalement attractif sur Rn+∗×]γm,γM [. La stabilite´ locale de l’e´quilibre (x?,γ?)T du syste`me (2.25)
se de´duit facilement puisque ψ(x?) > 0.
2.3 Loi de Commande Adaptative 81
            
x
′ 1 . . .
x
′ k−
1
x
′ k+
1
. . . x′ n
            =
γ
?
            
a
1
,1
..
.
a
1
,k
−
1
a
1
,k
+
1
..
.
a
1
,n
. . .
. .
.
. . .
. . .
. . .
a
k
−
1
,1
..
.
a
k
−
1
,k
−
1
a
k
−
1
,k
+
1
..
.
a
k
−
1
,n
a
k
+
1
,1
..
.
a
k
+
1
,k
−
1
a
k
+
1
,k
+
1
..
.
a
k
+
1
,n
. . .
. . .
. . .
. .
.
. . .
a
n
,1
..
.
a
n
,k
−
1
a
n
,k
+
1
..
.
a
n
,n
            
︸
︷︷
︸
M
a
tr
ic
e
d
e
M
e
tz
le
r
S
ta
b
le
            
x
1 . . .
x
k
−
1
x
k
+
1
. . . x n
            +
γ
?
x
? k
            
a
1
,k . . .
a
k
−
1
,k
a
k
+
1
,k
. . .
a
n
,k
            +
γ
?
            
b 1 . . .
b k
−
1
b k
+
1
. . . b n
            +
            
c 1 . . .
c k
−
1
c k
+
1
. . . c n
            
︸
︷︷
︸
V
e
c
te
u
r
F
o
rt
e
m
e
n
t
P
o
si
ti
f
(2
.3
0)
82 Stabilisation Globale de Syste`mes Positifs Mal Connus
On peut donc conclure que le point d’e´quilibre (x?,γ?)T du syste`me controˆle´ (2.25), avec x? de k-ie`me
coordonne´e x?k, est GAS sur Rn+∗×]γm,γM [, ce qui ache`ve la preuve du the´ore`me 2.9. 2
2.4 Simulations et Extensions Possibles
2.4.1 Retour sur l’Exemple (1.19)
Nous revenons ici sur l’exemple (1.19) page 46. Rappelons qu’en boucle ouverte, pour u = 1, ce
syste`me admet un unique e´quilibre positif x? = (0.8, 0.9, 1)T instable et entoure´ par un cycle limite
attractif.
Nous illustrons sur la simulation suivante l’efficacite´ des strate´gies de commande propose´es au cours
de ce chapitre: a` l’aide des commandes statique et adaptative nous stabilisons le syste`me (1.19) vers le
point d’e´quilibre x? = (0.8, 0.9, 1)T . Les simulations sont initialise´es en la meˆme condition initiale que
sur la figure 1.2 page 47: x0 = (0.5, 1, 1)T .
Pour la loi de commande statique, on applique au syste`me (1.19):
u = 2ψ(x)
Pour la commande adaptative, on applique:
u = γ(t)ψ(x)
γ˙ = 80 ψ(x)(x1 − 0.8)(γ − 1.5)(2.5− γ)
γ0 = 1.7
Il est aise´ de ve´rifier que ces deux lois respectent les hypothe`ses des the´ore`mes 2.2 et 2.9, respectivement.
Notons que la commande adaptative stabilise moins rapidement le syste`me que la commande statique,
mais ne requiert pas la connaissance pre´alable des valeurs nume´riques des parame`tres du syste`me (1.19).
2.4.2 Cas de ψ(.) De´pendant du Temps: Exemple du Mode`le de Peˆche
Au cours du chapitre, nous avons remarque´ que si la fonction ψ(.) e´tait influence´e par le temps mais
conservait la proprie´te´ qualitative:
∀x 0,∀t ≥ 0, ψ(x,t) > 0
alors, les the´ore`mes que nous avons de´montre´s au cours du chapitre restaient valides. Notre propos
n’est pas ici de (re)de´montrer en de´tails ces re´sultats (les preuves sont tre`s semblables a` celles effectue´es,
sauf au niveau des changements de temps t en t′). Nous illustrons juste ceci sur des simulations du
mode`le de peˆche (1.13).
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Fig. 2.1 Simulation du syste`me (1.19) controˆle´. Cas de la commande statique (a` gauche) et de
la commande adaptative (a` droite).
Le terme incertain dans le mode`le (1.13) est la vitesse de croissance du stock de poissons (reproduction
des poissons ajoute´e a` la croissance spe´cifique de chacun des poissons du stock). Une mode´lisation
re´aliste de ce terme ne´cessite de prendre en compte des variations induites par les saisons: les pe´riodes
de reproduction des poissons ne sont pas e´tale´es tout au long de l’anne´e mais se produisent a` certains
moments de l’anne´e. Nous proposons donc le mode`le suivant de´crivant ce phe´nome`ne:
ϕ(x,t) =
(
1 + 0.9 cos
(pi
6
t
))
φ(x)
Le terme
(
1 + 0.9 cos
(
pi
6 t
))
est charge´ de repre´senter la variabilite´ due au caracte`re saisonnier de la
reproduction: t = 0 mod 12 correspond ici a` la pe´riode (le temps est en mois) ou` la reproduction est
maximale; t = 6 mod 12 correspond a` la pe´riode de plus faible reproduction. Le terme de croissance
φ(x) donne l’amplitude de la vitesse de croissance du stock de poissons.
Nous prenons en compte plusieurs phe´nome`nes dans la mode´lisation du terme φ(x):
– En dessous d’un seuil de stock de poissons x¯, φ(.) est croissante: plus il y a de poissons plus le
stock grandit.
– Pour prendre en compte la compe´tition avec d’autres espe`ces non peˆche´es, si x est faible alors
φ(x) est faible (les autres espe`ces, en nombre plus important, tirent parti de la faiblesse du stock
de poissons x et consomment les ressources a` sa place, ralentissant fortement sa croissance).
– Dans une zone “optimale” (autour de x¯) le stock est en nombre suffisant et s’accroˆıt a` pleine
vitesse.
– Au dessus du seuil x¯, le stock de poissons commence a` eˆtre trop important et e´puise les ressources
du milieu; le stock s’accroˆıt de moins en moins rapidement.
– La croissance est tre`s faible pour un stock de poissons important (les ressources du milieu sont
trop faibles pour soutenir la croissance du stock).
Nous proposons donc le mode`le suivant pour φ(.) qui respecte les points mentionne´s ci-dessus (l’unite´
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de x est telle que x¯ ∼ 1) ainsi que la positivite´ requise de ϕ(x,t):
φ(x) = 200 arctan(x)e−5x
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Commenc¸ons par deux simulations sur 10 ans, en boucle ouverte, l’effort de peˆche u e´tant constant
e´gal a` 0.1. La simulation de gauche est initialise´e en x0 = 0.6, celle de droite en x0 = 0.56027. Ces
conditions initiales, bien que tre`s voisines engendrent des comportements radicalement diffe´rents:
– Sur la simulation de gauche, le stock de poissons est pe´rennise´ mais subi des variations saisonnie`res
– Sur la simulation de droite, l’effort de peˆche est trop important et le stock initial trop faible pour
survivre plus de deux anne´es.
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Fig. 2.2 Simulation du mode`le de peˆche (1.13), la vitesse de croissance du stock prenant en
compte une reproduction saisonnie`re avec u = 0.1. Pe´rennisation du stock (a` gauche)
ou disparition du stock (a` droite) selon l’e´tat initial du stock x0.
Une strate´gie de peˆche base´e sur un effort de peˆche constant est donc tre`s dangereuse et n’assure en
aucun cas la survie a` long terme du stock de poissons. La situation de droite sur la figure 2.2 ou` le
stock disparaˆıt doit eˆtre a` tous prix e´vite´e.
En utilisant les commandes statique et adaptative propose´es dans ce chapitre, nous proposons deux
strate´gies de peˆche permettant de stabiliser (globalement) le stock de poissons vers un niveau constant
x? = 1 (croissance quasi optimale du stock), malgre´ le phe´nome`ne de reproduction saisonnie`re.
Nous proposons comme strate´gie de peˆche “statique” l’effort suivant:
u = φ(x,t)
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Nous proposons comme strate´gie de peˆche “adaptative” l’effort suivant:
u = γ(t)φ(x,t)
γ˙ = 10 φ(x,t)(x− 1)(γ − 0.5)(1.5− γ)
γ0 = 0.7
Nous effectuons sur la figure 2.3 les simulations sur trois ans du mode`le controˆle´ avec la commande
statique (a` gauche) et avec la commande adaptative (a` droite) pour la condition initiale x0 = 0.56027
conduisant en boucle ouverte a` la disparition du stock (en haut), et pour x0 = 1.4 (en bas).
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Fig. 2.3 Simulation du mode`le de peˆche (1.13) controˆle´, la vitesse de croissance du stock pre-
nant en compte une reproduction saisonnie`re. Cas d’une strate´gie de peˆche de type
“statique” (a` gauche) et “adaptative” (a` droite).
Dans chacun des cas le stock est stabilise´ autour de sa valeur d’e´quilibre, qui est atteinte en moins
d’un an, ce malgre´ la reproduction saisonnie`re des poissons. Les strate´gies de peˆche propose´es sont
donc durables au sens ou` le stock de poisson subsiste.
2.4.3 Extension des Re´sultats
Les re´sultats que nous avons de´veloppe´s au cours de ce chapitre peuvent aussi eˆtre e´tendus a` des
syste`mes plus complexes, dont seule une sous partie du syste`me admet une structure “quasi-line´aire”
ou “quasi-coope´rative”. On parlera alors d’une “structure en cascade” pour de´crire les syste`mes de Rn+∗
suivants:  x˙1 = g(x1,x2,u)x˙2 = uf(x2) + cψ(x1,x2) (2.32)
Avec x1 ∈ Rh+, x2 ∈ Rn−h+ et sous re´serve que les hypothe`ses associe´es (i.e. (H2), (H3) . . . ) soient
ve´rifie´es par le sous syste`me x˙2 et que le sous syste`me x˙1 soit positif.
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Nous supposons de plus que :
Hypothe`se 5 (H5):
(i) ∃γ ≥ βm tel que la commande u(.) = γψ(x1,x2) stabilise (inde´pendamment de x1) globalement
asymptotiquement x2 vers x?2  0 solution de f(x?2) = −1γ c.
(ii) ∀γ ve´rifiant (H5,i), le syste`me :
x˙1 = g(x1,x?2,γψ(x1,x
?
2)
admet un e´quilibre x?1  0 GAS sur Rh+∗.
Il nous est alors possible d’e´tablir le re´sultat suivant, qui s’ave`re tre`s utile pour certains cas pratiques
(cf. chapitres 4 et 5) :
The´ore`me 2.12 Conside´rons un syste`me non-line´aire positif (2.32) sous les hypothe`ses explicite´es
ci-dessus. Alors pour tout γ ve´rifiant (H5), le retour de sortie statique :
u(.) = γy = γψ(x)
stabilise globalement asymptotiquement sur Rn+∗ le syste`me (2.32) vers l’e´quilibre (unique)
(x?1, x
?
2)
T  0. Celui-ci est re´glable par le choix de γ.
Preuve :
La preuve est imme´diate en appliquant le the´ore`me 2.4 et des re´sultats de se´paration comme le the´o-
re`me 2.11 ou un re´sultat relativement semblable de Markus [91, 135], cf. annexe D. 2
Remarque – Remarquons que les hypothe`ses (H5) jouent ici un roˆle comparable aux hypothe`ses
de type “minimum de phase” (cf. e.g. [139, 140, 58, 3, 6]) tre`s fre´quemment invoque´es en controˆle
pour e´tendre les re´sultats obtenus en petites dimensions. Si ce type d’extensions peut paraˆıtre un peu
artificiel, nous verrons dans la seconde partie de ce me´moire, notamment dans les chapitres 4 et 5, que
cette approche permet de re´gler le cas de nombre d’applications re´elles dont le mode`le diffe`re de la
classe (1.20).
Il nous faudra dans chaque cas de´montrer que les hypothe`ses (H5) sont valides, ce qui demandera
parfois beaucoup de travail (cf. chapitre 5).
Notons enfin qu’un raisonnement similaire pourrait eˆtre tenu dans le cas ou` l’on cherche a` de´velopper
une commande de type adaptatif sur des syste`mes de type (2.32).
2.4.4 Perspectives et Proble`mes Ouverts
Cas Ge´ne´ral pour la Commande Adaptative
Le cas d’une commande adaptative n’a e´te´ e´tudie´ que pour une sous classe assez particulie`re des
syste`mes positifs quasi-line´aires. Ceci est essentiellement duˆ a` la de´monstration propose´e qui s’inspire
fortement du cas unidimensionnel (cf. mode`le de peˆche) traite´ dans le the´ore`me 2.7.
Si le the´ore`me 2.9 est amplement suffisant pour traiter les diffe´rents cas pratiques que nous pre´-
senterons dans la seconde partie, il aurait ne´anmoins e´te´ inte´ressant de pouvoir e´largir notre re´sultat
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adaptatif a` toute la classe des syste`mes positifs quasi line´aires, voire a` la classe des syste`mes quasi
coope´ratifs.
Ce proble`me reste pour l’instant a` l’e´tude. Aux vues des arguments de´veloppe´s au cours de ce chapitre,
il nous semble cependant vraisemblable qu’un re´sultat similaire s’applique aussi aux classes de syste`mes
plus ge´ne´rales, sentiment confirme´ sur plusieurs e´tudes simulatoires.
Il convient cependant de modifier la partie adaptative de la loi de commande pour assurer la stabili-
sation globale de l’e´tat vers un e´quilibre correspondant a` une consigne x?k. Nous proposons de modifier
la commande du the´ore`me 2.9 de la fac¸on suivante:{
u(.) = γψ(x)
γ˙ = δKψ(x)(xk − x?k)(γ − γm)(γM − γ)
(2.33)
Avec : K > 0, γ0 ∈]γm,γM [, 0 ≤ βm < γm < γ? < γM et :
δ = −signe
(
∂x?k(statique)
∂γ
)
La notation: signe
(
∂x?k(statique)
∂γ
)
, au demeurant peu heureuse, donne le sens de variation, pour
une commande de type statique de x?k par rapport a` γ. Ce sens de variation est le meˆme pour tous les
γ > βm, il peut ainsi se calculer aise´ment, si l’on connaˆıt mal le syste`me, a` partir de deux expe´riences
avec une commande de type statique pour deux γ diffe´rents.
Notons que pour un syste`me quasi-line´aire, si la k-ie`me ligne de la matrice A n’admet que ak,k pour
seul terme non-nul, on retrouve bien la partie adaptative propose´e dans le the´ore`me 2.9.
Nous montrons ci-dessous deux exemples simulatoires en petite dimension de syste`mes positifs quasi-
line´aires, qui sugge`rent que le re´sultat 2.9 s’applique a` toute la classe de syste`mes et non uniquement
a` la sous classe pour laquelle le re´sultat est effectivement prouve´.
On conside`re le syste`me positif quasi-line´aire suivant:
x˙ = u
[(
−1 1
2 −3
)
x+
(
0
1
)]
+
(
1
−1
)
x1(sin(x2)+1.1)
On veut stabiliser par une commande adaptative le syste`me
vers l’e´quilibre correspondant a` x?2 = 1.5. On applique une
commande de type (2.33) propose´e plus haut:
u(.) = γ(t)(x1(sin(x2) + 1.1))
γ˙ = x1(sin(x2) + 1.1)(x2 − 1.5)(γ − 1.5)(3− γ)
γ0 = 2.5
Les simulations montrent que la commande est efficace, bien
que le syste`me soit plus complexe que ceux conside´re´s aupa-
ravant.
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Remarquons que sur l’exemple pre´ce´dent, le signe de c2 ne suffit pas a` de´terminer le signe de
(
∂x?2
∂γ
)
.
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Il faut calculer l’expression de l’e´quilibre re´sultant d’une commande de type statique et ensuite analy-
ser le sens de variation de x?2 par rapport a` γ. Appliquer directement le re´sultat du the´ore`me 2.9 ne
stabilise absolument pas le syste`me: la partie adaptative requise par la loi (2.33) propose´e pour le cas
ge´ne´ral est l’exacte contraire de celle du the´ore`me 2.9.
Nous revenons maintenant sur l’exemple (1.19) page 46. Remarquons que si la premie`re ligne de la
matrice A n’admet que le terme diagonal comme terme non-nul, ce n’est pas le cas pour les deuxie`me
et troisie`me lignes. Vouloir stabiliser l’e´tat a` l’aide d’une commande adaptative vers un e´quilibre cor-
respondant a` x?3 = 1 n’est donc pas un cas de´crit par le the´ore`me 2.9.
Pour la simulation nous appliquons la loi de commande de
type (2.33) suivante:
u(.) = γ(t)ψ(x)
γ˙ = 7 ψ(x)(x3 − 1)(γ − 1.5)(2.5− γ)
γ0 = 2.3
La simulation montre que la commande reste efficace, bien
que le syste`me soit plus complexe.
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Dans l’exemple pre´ce´dent, meˆme si la 3-e`me ligne de matrice A a plusieurs coefficients non-nuls, le
the´ore`me 2.9 et la commande pour le cas ge´ne´ral (2.33) donnent la meˆme commande.
Ces deux exemples nous confortent donc dans l’ide´e que la strate´gie propose´e dans le the´ore`me 2.9,
mais avec une partie adaptative de type (2.33), reste valable pour les classes plus ge´ne´rales que sont
les syste`mes quasi-line´aires et quasi-positifs.
La preuve du cas ge´ne´ral serait cependant fort diffe´rente de la preuve propose´e pour le the´ore`me
2.9: il conviendrait suˆrement de conside´rer le syste`me global (et non l’e´tudier en deux parties). On
utiliserait alors le the´ore`me (2.2) (resp. (2.4)) qui assure que pour chaque γ fixe´ dans ]γm,γM [ il existe
une fonction de Lyapunov V (x,γ) assurant la convergence de x vers l’e´quilibre x?(γ) correspondant.
Cette famille de fonctions de Lyapunov, re-conside´re´es a` γ non constant (et suivant la dynamique
(2.33)), devrait nous permettre de conclure sur le cas ge´ne´ral.
Cas d’une Mesure Retarde´e de ψ(x)
Une autre proble´matique inte´ressante serait, tout en gardant la meˆme philosophie que celle de´veloppe´e
ici, de baser nos commandes sur une mesure retarde´e:
y = ψ(x(t− τ))
En effet, notamment dans le cas de mode`les de processus biologiques, les mesures sont parfois ef-
fectue´es “hors-ligne”, c’est a` dire qu’entre l’instant ou` l’on choisit de faire une mesure et celui ou` l’on
dispose de la valeur de la mesure, il s’est e´coule´ une dure´e sensible par rapport aux e´chelles de temps
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du phe´nome`ne conside´re´. C’est le cas notamment pour les biore´acteurs (sur lesquels nous reviendrons)
ou` certaines mesures s’effectuent a` partir de l’analyse biochimique (qui prend du temps) d’un e´chan-
tillon pre´leve´ a` un certain instant. Il convient alors de prendre en compte ce de´lai pour assurer que les
controˆleurs restent efficaces.
Ce proble`me reste ouvert, l’e´tude des syste`mes dynamiques a` retard restant nettement plus complexe
que celle des syste`mes sans retard.
Conclusion
Nous avons de´montre´ au cours de ce chapitre les principaux re´sultats the´oriques de ce me´moire sur le
controˆle de syste`mes positifs mal connus. Les lois de commande propose´es tirent profit d’une mesure de
la partie incertaine du syste`me, de sa positivite´ (proprie´te´ qualitative) ainsi que de la structure stable de
la partie connue du syste`me. Les re´sultats propose´s permettent alors, en de´pit de l’absence d’expression
analytique (i.e. de mode`le) de la partie mal mode´lise´e, de stabiliser globalement asymptotiquement les
syste`mes conside´re´s.
Ces re´sultats s’ave`rent particulie`rement inte´ressants pour les proble´matiques de controˆle de phe´-
nome`nes biologiques: la difficulte´ de proposer une expression analytique repre´sentative de certains
processus (natalite´, croissance, pre´dation . . . ) est inhe´rente a` la taˆche de mode´lisation dans les sciences
du vivant. C’est ce que nous avons illustre´ sur l’exemple du mode`le de peˆche qui, bien que caricatural,
nous a permis de poser clairement notre proble´matique.
Les proce´de´s biotechnologiques, ou biore´acteurs, permettent la culture d’une ou plusieurs espe`ces de
microorganismes a` des fins varie´es: production de biomasse inte´ressante, consommation de polluants,
production de compose´s (bio)chimiques... Ces proce´de´s sont eux aussi soumis aux difficulte´s lie´es a` la
mode´lisation du vivant. Sans mode`le fiable, il est alors de´licat de pre´voir le devenir du proce´de´: va-t-il
ou non re´aliser ce que l’on attend de lui?
Nous proposons a` partir de maintenant d’appliquer les re´sultats the´oriques de´veloppe´s au cours de
ce chapitre a` diffe´rents types de biore´acteurs. Ceci permettra entre autres de re´pondre par l’affirma-
tive a` la question pre´ce´dente: les strate´gies de commande propose´es permettrons de garantir le bon
fonctionnement du proce´de´ en de´pit des incertitudes fortes des mode`les.
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Introduction
Les biore´acteurs sont des dispositifs de culture de micro-organismes forme´s d’un re´cipient renfermant
un milieu liquide contenant les e´le´ments nutritifs ne´cessaires a` la croissance de la biomasse microbienne,
croissance donnant parfois lieu a` l’apparition de nouveaux compose´s biochimiques. Ces proce´de´s sont
utilise´s depuis fort longtemps par l’Homme, notamment pour la fabrication de boissons alcoolise´es par
la fermentation de levures sur des sucres d’origines ve´ge´tales.
C’est sur un mode de fonctionnement particulier, dit “continu”, des biore´acteurs (alors aussi appele´s
chemostats) que nous nous concentrons dans la suite de ce me´moire. Le chemostat a e´te´ introduit
presque simultane´ment dans les anne´es 1940 par plusieurs auteurs. Citons notamment J. Monod [95, 96]
dont les e´tudes sur la croissance de bacte´ries (en dispositif de culture continu) ont, entre autres, permis
de conceptualiser le proce´de´ expe´rimental, et A. Novick et S. Szilard [102] qui ont appele´ ce dispositif
“chemostat”. Un chemostat est une enceinte contenant le milieu de culture et les micro-organismes qui
est traverse´e par un flux de matie`re. Le flux entrant est charge´ des e´le´ments nutritifs ne´cessaires a` la
croissance des micro-organismes, le milieu est bien me´lange´ et le flux sortant est donc compose´ des
meˆmes e´le´ments que ceux pre´sents au sein du re´acteur.
Ces biore´acteurs continus, ou chemostats, sont tre`s utilise´s, tant par les biologistes, par les mathe´-
maticiens que par les inge´nieurs en proce´de´s. Du point de vue de la biologie, ils permettent, de part
leur simplicite´, une e´tude approfondie de la croissance de micro-organismes dans des conditions envi-
ronnementales connues et bien maˆıtrise´es. Les chemostats offrent aux mathe´maticiens / e´cologues la
possibilite´ de de´velopper des mode`les de dynamique de populations (coope´ration entre espe`ces, compe´ti-
tion pour une meˆme ressource, pre´dation...) et, point essentiel, de confronter les re´sultats the´oriques de
leurs e´tudes a` ceux obtenus graˆce au dispositif expe´rimental. Il faut noter qu’un tel retour a` l’expe´rience
est tre`s rare en e´cologie. Enfin, des biore´acteurs continus sont couramment utilise´s dans l’industrie pour
la production de diffe´rents compose´s extraits (ou produits par) des micro-organismes (e.g. production
d’insuline, de carote`ne, fermentation alcoolique...), la production de biomasse d’inte´reˆt industriel (e.g.
levure de boulanger, certains champignons microscopiques...) ou encore la de´gradation biologique de
polluants pre´sents dans les eaux use´es (e.g. proce´de´ a` boues active´es, fermenteur anae´robie...). Pour
une e´tude mathe´matique approfondie et documente´e du chemostat on pourra par exemple consulter
[127].
Dans ce chapitre nous nous inte´ressons a` un biore´acteur exploitant une unique espe`ce de micro-
organismes (note´e X par la suite). Cette espe`ce grandit en consommant diffe´rents nutriments (Sh),
pre´sents dans le flux entrant, et produit diffe´rents compose´s biochimiques (Pj). De plus, la croissance
de l’espe`ce est acce´le´re´e ou inhibe´e par diffe´rents compose´s chimiques non consomme´s (Ci).
Nous commencerons par mode´liser le comportement dynamique des e´le´ments au sein du biore´acteur
sur la base de bilans de masse. Il en re´sulte un mode`le comportant une partie physique (lie´e au flux
traversant) et une partie biologique (lie´e a` la croissance de la biomasse) difficile a` mettre en e´quation.
Devant la diversite´ des comportements dynamiques produits selon l’expression retenue pour de´crire ce
terme, nous proposerons une me´thode permettant, graˆce au controˆle, de garantir le comportement du
dispositif. Une comparaison entre notre approche et d’autres de´marches issues de la litte´rature conclura
ce chapitre.
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3.1 Mode´lisation des Biore´acteurs Continus
Un biore´acteur continu est une enceinte remplie d’un milieu liquide de volume constant V a` l’inte´rieur
de laquelle sont cultive´s des micro-organismes. Il pe´ne`tre dans le re´acteur un flux de liquide entrant
(note´ Fin) et s’en e´chappe un flux sortant (note´ Fout). Le flux entrant est compose´ des nutriments
permettant de nourrir la culture et e´ventuellement de compose´s chimiques qui ne sont pas consomme´s
par la biomasse mais acce´le`rent ou inhibent sa croissance. Le flux sortant est compose´ des meˆmes
constituants que ceux pre´sents a` l’inte´rieur du chemostat a` savoir les nutriments, les micro-organismes,
les produits de la croissance ainsi que les acce´le´rateurs ou inhibiteurs chimiques.
L’enceinte est parfaitement me´lange´e de fac¸on a` ce que les concentrations des diffe´rents constituants
pre´sents a` l’inte´rieur de l’enceinte puissent eˆtre conside´re´es comme homoge`nes. Par la suite, nous
notons en lettres minuscules les concentrations des diffe´rents constituants dans le re´acteur (Sh a` la
concentration sh . . . ). Nous conside´rons aussi le cas des biore´acteurs a`“lit”ou` une proportion de certains
constituants “s’accroche” sur un support, fixe´ ou non, dans le re´acteur [14, 127]. Nous pre´sentons un
sche´ma de principe des biore´acteurs continus sur la figure 3.1.
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Fig. 3.1 Sche´ma de principe du Chemostat
A` la diffe´rence d’autres modes de fonctionnement des biore´acteurs, le volume d’un biore´acteur continu
est constant, ce qui implique clairement que:
Fin = Fout = F
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3.1.1 Le Mode`le du Biore´acteur Mono-Espe`ce
Nous conside´rons pour ce chapitre le cas d’un biore´acteur ne contenant qu’une seule espe`ce de micro-
organismes. Nous pouvons re´sumer par le sche´ma re´actionnel (3.1) la biore´action telle que la biomasse
X consomme les ns substrats Sh pour grandir, produit les np compose´s Pj en pre´sence des nc activateurs
ou inhibiteurs Ci. Ce type de biore´actions ne mettant en jeu qu’une seule espe`ce X sera par la suite
re´fe´rence´ comme une biore´action simple. La biore´action est auto-catalyse´e par la biomasse X (i.e. la
re´action ne s’effectue que pour X > 0):
ns∑
h=1
khSh +
nc∑
i=1
Ci
r(.)
ü X +
np∑
j=1
ljPj +
nc∑
i=1
Ci (3.1)
La vitesse (volumique) de la biore´action est repre´sente´e par le terme r(.): il s’agit de la quantite´ de
biomasse X produite, par unite´ de temps et par unite´ de volume. La notation r(.) signifie que nous
ne pre´cisons pas les variables qui influencent cette vitesse de re´action: a priori tous les constituants
implique´s dans la re´action (X et les Sh, Ci, Pj) sont susceptibles de l’influencer. Les ns parame`tres kh
et les np parame`tres lj sont des coefficients de rendement (ou stœchiome´triques): kh unite´s de chacun
des ns substrat Sh sont ne´cessaires pour former une unite´ de biomasse X et lj unite´s de chacun des np
produits Pj . Rappelons que les constituants Ci sont uniquement des catalyseurs ou des inhibiteurs de
la biore´action (3.1) et ne sont donc ni consomme´s ni produits.
Nous de´crivons dans un premier temps le bilan de matie`re pour un constituant quelconque de la phase
liquide du biore´acteur [10]. Les e´changes de masse sont de trois types: les e´changes physiques lie´s au
flux traversant l’enceinte, les e´changes physiques de constituants entre les phases liquides et gazeuses
et les e´changes biochimiques lie´s aux biore´actions se produisant dans le re´acteur. Le bilan de matie`re
s’e´crit donc pour un constituant (M de´signant sa masse totale au sein du re´acteur):
dM
dt
=M Entre´e −M Sortie︸ ︷︷ ︸
Bilan Physique: Flux
+ M Gaz→Liqu. −M Liqu.→Gaz︸ ︷︷ ︸
Bilan Physique: e´changes gaz / liquide
+ M Produite −M Consomme´e︸ ︷︷ ︸
Bilan Biochimique: Biore´action
Nous supposerons pour l’instant que les diffe´rents constituants ne sont pas volatiles. Il n’y a alors pas
d’e´changes entre les phases liquides et gazeuses. On obtient donc:
dM
dt
=M Entre´e −M Sortie︸ ︷︷ ︸
Bilan Physique: Flux
+M Produite −M Consomme´e︸ ︷︷ ︸
Bilan Biochimique: Biore´action
Deux parties distinctes sont ainsi prises en compte dans le bilan de matie`re: la partie entre´e / sortie
physique (flux entrant et sortant) et la partie consommation / production biologique (consommation
des substrats, production de biomasse et de produits). On obtient alors le mode`le suivant de´crivant
l’e´volution temporelle des masses totales (note´es en majuscules) des constituants dans la phase liquide
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du biore´acteur: 
∀i ∈ [1..nc], dCidt = Fci,in − αciFci︸ ︷︷ ︸
bilan physique
+ 0︸︷︷︸
bilan biochimique
∀h ∈ [1..ns], dShdt = Fsh,in − αshFsh︸ ︷︷ ︸
bilan physique
−khr(.)V︸ ︷︷ ︸
bilan biochimique
∀j ∈ [1..np], dPjdt = −αpjFpj︸ ︷︷ ︸
bilan physique
+ljr(.)V︸ ︷︷ ︸
bilan biochimique
dX
dt
= −αxFx︸ ︷︷ ︸
bilan physique
+r(.)V︸ ︷︷ ︸
bilan biochimique
Nous avons suppose´, en suivant la meˆme approche que [14], que seule une proportion αM ∈]0,1]
de chacun des constituants M , pre´sente dans le re´acteur n’est pas fixe´e et est donc entraˆıne´e hors
de l’enceinte par le flux sortant. Ainsi si tous les αM sont e´gaux a` 1, nous sommes dans le cas d’un
biore´acteur continu classique, c’est a` dire sans “lit”.
Les concentrations dans la phase liquide e´tant homoge`nes, nous avons:
∀h, i, j, Sh = shV, Ci = ciV, Pj = pjV et X = xV
Nous obtenons donc, en notant d = F/V le “taux de dilution” (cf. [10]) le mode`le suivant, qui re´git
les e´volutions des concentrations de chacun des constituants au sein du chemostat:
c˙1 = d(c1,in − αc1c1)
: :
c˙nc = d(cnc,in − αcnc cnc)
s˙1 = d(s1,in − αs1s1) −k1r(.)
: : :
s˙ns = d(sns,in − αsns sns) −knsr(.)
p˙1 = −αp1dp1 +l1r(.)
: : :
p˙np = −αpnpdpnp +lnpr(.)
x˙ = −αxdx +r(.)
Par la suite nous noterons ξ le vecteur e´tat (c1,.., cnc , s1,.., sns , p1,.., pnp , x)
T . Sous forme matricielle,
on obtient:
ξ˙ = d

−

αc1 0 . . . . . . . . . . . . . . . . . . . . . 0
0
. . . . . .
...... 0 αcnc 0
...
... 0 αs1 0
...
...
. . . . . . . . .
...... 0 αsns 0
...
... 0 αp1 0
...
...
. . . . . . . . .
...... 0 αpnp 0
0 . . . . . . . . . . . . . . . . . . 0 0 αx

ξ + ξin

+

0
...
0
−k1
...
−kns
l1
...
lnp
1

r(ξ)
(3.2)
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Avec ξin = (c1,in,.., cnc,in, s1,in,.., sns,in, 0,.., 0, 0)
T . Soit en re´sume´:
ξ˙ = d(Aξ + ξin) +Kr(.)
A e´tant diagonale (donc Metzler) et stable, ξin ≥ 0 et:
∀β > max
h∈[1..ns]
(
kh
sh,in
)
, βξin +K  0
D’autre part, d’apre`s la de´finition du taux de dilution d, celui-ci est toujours positif. Un taux de
dilution strictement ne´gatif n’a aucun sens dans le mode`le que nous venons de de´velopper. Un d nul
pour tout temps correspondrait lui au mode dit“batch”que nous ne conside´rons pas ici. D’autre part, le
taux de dilution (en re´alite´ le de´bit de matie`re traversant) est aise´ment manipulable; nous conside´rons
pour la suite qu’il s’agit de la commande du mode`le (3.2).
3.1.2 Mode´lisation de la Vitesse de Re´action r(.)
Remarques sur la Biore´action (3.1)
Le mode`le (3.2) est charge´ de de´crire l’e´volution des diffe´rents constituants au sein du biore´acteur
lorsque la biore´action (3.1) s’y produit.
Remarquons tout d’abord que la vitesse de la biore´action r(.) reste ne´cessairement positive. En effet,
un r(.) strictement ne´gatif correspondrait a` l’inversion de la biore´action: la biomasse et les produits
seraient alors consomme´s par la re´action et transforme´s en e´le´ments nutritifs, ce qui est absurde. Ce type
de phe´nome`ne est bien connu en chimie ou` on parle d’une re´action re´versible, mais nous conside´rons
ici une re´action biologique et non chimique, en de´pit du formalisme utilise´ qui est tre`s proche de la
chimie.
La biore´action (3.1) ne se produit donc par de´finition que dans le sens d’une production de biomasse,
le pire des cas e´tant celui ou` la biore´action est stoppe´e (cf. e.g. [8, 127, 10]). On a donc clairement:
∀ξ ≥ 0, r(ξ) ≥ 0
D’autre part, comme nous l’avons de´ja` note´ pre´ce´demment, la biore´action (3.1) est auto-catalyse´e par
la biomasse X pre´sente dans le re´acteur. Notamment, en cas d’absence de la biomasse, la biore´action
ne peut se produire puisque c’est la biomasse elle-meˆme qui la re´alise. Ceci implique que:
x = 0 =⇒ r(ξ|x=0) = 0
Enfin, la biomasse ne peut croˆıtre et rejeter les produits Pj , que si tous les e´le´ments nutritifs Sh
ne´cessaires a` sa croissance sont pre´sents dans le milieu. Si l’un de ces e´le´ments est absent, la biore´action
est bloque´e, d’ou`:
∀h ∈ [1..ns], sh = 0 =⇒ r(ξ|sh=0) = 0
Positivite´ du Mode`le (3.2)
Le mode`le (3.2) de´crit des concentrations donc des quantite´s qui n’ont de sens que si elles sont
positives. Il faut donc que le mode`le soit un mode`le positif. Selon la de´finition 1.5 page 21, nous devons
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donc nous assurer que:
∀i ∈ [1 . . . (nc + ns + np + 1)], ξ˙ |ξi=0 ≥ 0
Ceci devant eˆtre assure´ pour toutes les valeurs admissibles de d ≥ 0.
Il est clair que cette proprie´te´ est ve´rifie´e par toutes les variables d’e´tat ci (i ∈ [1..nc]) pour tout
d positif et sans condition sur r(.) puisque ces constituants ne sont ni consomme´s ni produits par la
re´action (3.1).
Pour les variables sh (h ∈ [1..ns]), la positivite´ est assure´e par le fait que la biore´action ne se produit
que si tous les substrats sont pre´sents. On a donc:
s˙h(sh = 0) = d(sh,in) ≥ 0
Les variables pj (j ∈ [1..np]) restent elles aussi positives, r(.) e´tant positif si l’e´tat est positif.
Enfin, d’apre`s la remarque pre´ce´dente sur le caracte`re auto-catalytique de la biore´action, la concen-
tration en biomasse reste positive puisque:
x˙(x = 0) = 0
Nous avons donc ve´rifie´ que le mode`le (3.2) est bien, sous ces hypothe`ses ge´ne´rales, un syste`me positif.
Du Choix Difficile d’une Expression Analytique pour r(.)
Comme nous l’avons rappele´ dans l’introduction, c’est entre autres a` J. Monod que l’on doit les
premie`res recherches utilisant des “dipositifs de culture continu” ou chemostats. Sa the`se et quelques
travaux ulte´rieurs [95, 96] ont permis la description quantitative, a` partir de ses expe´riences, du taux
de croissance de certaines bacte´ries soumises a` diffe´rentes concentrations en glucose. Il en de´duit le
bien connu “taux de croissance de Monod”, sur lequel nous revenons dans la section suivante.
A` la suite de Monod, nombre de biologistes s’emparent du meˆme type de proble´matique pour diverses
espe`ces de micro-organismes. Ceci conduit immanquablement a` une prolife´ration impressionnante de
mode`les, plus ou moins diffe´rents, charge´s de de´crire la croissance de micro-organismes spe´cifiques sans
chercher une possible de´marche unificatrice. On pourra par exemple consulter [10, 77] qui re´fe´rencent
plusieurs dizaines de mode`les de vitesses de croissance de micro-organismes parus dans la litte´rature. On
pourra aussi se reporter a` l’annexe B. Cette profusion d’expressions analytiques diffe´rentes mode´lisant la
vitesse de croissance de micro-organismes rend tre`s de´licat le choix parmi tous ces mode`les. Les re´sultats
obtenus suivant l’expression analytique retenue pour r(.) peuvent pourtant varier sensiblement, point
que nous illustrons sur deux exemples dans la section suivante.
Pour la suite, nous supposerons que la vitesse r(.) de la biore´action (3.1) ve´rifie seulement les hy-
pothe`ses suivantes. Il est a` noter que la quasi-totalite´ des expressions propose´es dans la litte´rature
remplissent ces conditions (cf. annexe B et e.g. [8, 10, 77]).
Hypothe`ses I (HI): Nous supposons que:
a: r(.) est positif et fonction C1 de l’e´tat ξ
b: r(ξ) est strictement positif si ξ  0
c: ∀h, sh = 0 =⇒ r(ξ|sh=0) = 0
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3.2 E´tude du Mode`le: Influence de la Vitesse de Re´action r(.)
Nous illustrons ici la diversite´ des comportements dynamiques produits par le mode`le (3.2), en s’atta-
chant a` deux cas particuliers de vitesses de re´action r(.) issues de la litte´rature: les lois dites de Monod
et de Haldane. Nous nous contentons ici de de´crire une biore´action tre`s simple, cas particulier de (3.1):
kS
r(.)
ü X
Nous supposons aussi que les constituants ne peuvent s’accrocher dans le re´acteur, d’ou`: αx = αs = 1.
D’autre part, puisque r(.) est nul pour x nul, beaucoup d’auteurs (e.g. [127, 10]), proposent de
de´coupler la vitesse de re´action r(.) en un taux de croissance par unite´ de biomasse (note´ µ(.)) multiplie´
par la concentration en biomasse:
r(s,x) = µ(s)x
C’est cette approche qui est retenue dans les cas e´tudie´s ici.
D’apre`s (3.2), nous sommes donc confronte´s a` l’e´tude du mode`le suivant, µ(.) e´tant explicite´ plus loin
selon les cas Monod et Haldane. {
s˙ = d(sin − s)− kµ(s)x
x˙ = µ(s)x− dx (3.3)
Les e´quilibres du mode`le sont donc les solutions du syste`me:{
d(sin − s) = kµ(s)x
µ(s)x = dx
Il y a donc deux cas distincts, sans pre´juger si ces e´quations admettent ou pas des solutions:{
µ(s) = d
x = 1
k
(sin − s)
ou
{
s = sin
x = 0
(3.4)
Le cas x = 0, s = sin est souvent appele´ e´quilibre trivial ou point de lessivage (toute la biomasse
est lessive´e du chemostat: la biore´action ne se produit plus). Le ou les autres e´quilibres (s’ils existent,
ils doivent ve´rifier 0 < s < sin et x > 0) sont les points d’e´quilibre “inte´ressants” ou “points de
fonctionnement”: la biore´action a encore lieu (a` l’e´quilibre) au sein du biore´acteur.
La stabilite´ (locale) de chacun des e´quilibres est calcule´e a` partir de la Jacobienne suivante, e´value´e
a` l’e´quilibre conside´re´:
J (x,s) =
 −d− kx∂µ∂s (s) −kµ(s)x
x
∂µ
∂s
(s) µ(s)− d

3.2.1 Cas du Taux de Croissance de Monod
Ce mode`le de croissance de micro-organismes en chemostat est de loin le plus classique. Il a e´te´
introduit en biologie par Monod en 1942 [96, 95] qui proposa la forme analytique suivante pour de´crire
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le taux de croissance µ(s):
Loi de Monod
µ(s) = µmsκ+ s
avec µm > 0 et κ > 0
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Notons qu’avec cette expression, la vitesse de re´action r(.) ve´rifie bien les hypothe`ses (HI).
Nous nous plac¸ons dans le cas ou` d est constant appartenant a` l’intervalle ]0, µ(sin)[. Ceci assure
l’existence d’un e´quilibre inte´ressant ξ? = (s?, x?)T  0, diffe´rent de l’e´quilibre de lessivage. Le
comportement de ce mode`le a e´te´ de nombreuses fois e´tudie´ dans la litte´rature (e.g. [127, 10, 81]), nous
en rappelons juste les conclusions qui sont illustre´es sur la figure 3.2.
Le point d’e´quilibre ξ? est GAS sur l’orthant fortement positif de l’espace d’e´tat.
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Fig. 3.2 Comportement du mode`le de Monod dans l’espace d’e´tat: un e´quilibre GAS sur l’or-
thant fortement positif. Les e´quilibres sont les points rouges.
3.2.2 Cas du taux de croissance de Haldane
Ce mode`le est moins classique que le mode`le de Monod. Il a e´te´ introduit en biologie de la croissance
cellulaire par Andrews en 1968 [4] pour rendre compte des phe´nome`nes d’inhibition (baisse du taux
de croissance) induits par des exce`s de substrat, notamment dans le cas de certaines fermentations.
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Pour de´crire ce phe´nome`ne, Andrews proposa comme forme analytique du taux de croissance µ(.),
une fonction introduite initialement en biochimie par Haldane en 1930 pour de´crire certaines re´actions
enzymatiques [42].
Loi de Haldane
µ(s) = µms
κ1 + s+ κ2 s2
avec µm > 0, κ1 > 0 et κ2 > 0
Notons qu’avec cette expression, la vitesse de re´action r(.) ve´rifie bien les hypothe`ses (HI).
Nous nous plac¸ons ici dans le cas le plus complique´ du mode`le de Haldane ou` sin est plus grand que
argmax(µ(s)) et ou` d est constant appartenant a` l’intervalle ]µ(sin), max(µ(s))[.
L’e´quation:
µ(s) = d
admet alors deux solutions strictement positives. Notons les s et s¯ telles que: sin > s¯ > s > 0. Le mode`le
de Haldane admet donc trois e´quilibres dont deux sont fortement positifs. L’analyse de leur stabilite´
montre que l’e´quilibre ξ = (s, x)T ainsi que l’e´quilibre de lessivage sont tous les deux localement
stables; l’e´quilibre ξ¯ = (s¯, x¯)T est lui un point col (ou selle): il admet une valeur propre stable et une
instable. La varie´te´ stable de ξ¯ partage ainsi l’orthant positif en deux ensembles, bassins d’attraction
respectifs de ξ et de l’e´quilibre de lessivage (cf. [127, 10, 81]). On appelle cette varie´te´ “se´paratrice”.
Nous illustrons ce comportement dans l’espace d’e´tat sur la figure 3.3.
3.2.3 Remarques
Les deux exemples de la section pre´ce´dente nous ont permis de mettre en e´vidence les diffe´rents
comportements dynamiques possibles pour les trajectoires du mode`le (3.3) suivant diffe´rentes formes
du taux de croissance µ(.). Ceci est a fortiori vrai pour le mode`le ge´ne´ral (3.2).
Nous avons constate´ d’importantes diffe´rences qualitatives au niveau des comportements ge´ne´re´s:
si pour le mode`le de Monod, l’e´quilibre inte´rieur est unique et globalement stable pourvu que de la
biomasse soit initialement pre´sente dans le chemostat, ce n’est pas le cas pour le mode`le de Haldane.
Pour le cas Haldane, selon la position de la condition initiale par rapport a` la se´paratrice (notons
qu’une initialisation exactement sur la varie´te´ stable de ξ¯ est tre`s improbable), le biore´acteur mono-
espe`ce aura un comportement futur radicalement diffe´rent: la trajectoire peut converger soit vers un
e´quilibre inte´ressant, soit vers le point de lessivage. Quelle que soit l’utilisation a` laquelle est voue´e
le biore´acteur, cette deuxie`me situation est toujours a` e´viter. La biomasse n’est plus pre´sente dans
l’enceinte, la biore´action ne s’y produit plus et on re´cupe`re finalement en sortie du dispositif exactement
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Fig. 3.3 Comportement du mode`le de Haldane dans l’espace d’e´tat: coexistence de trois e´qui-
libres. Deux e´quilibres (ξ  0 et le point de lessivage) sont globalement stables sur
leurs bassins d’attractions de´finis par la varie´te´ stable de ξ¯. Les e´quilibres sont les
points rouges, la “se´paratrice” la courbe rouge.
ce qui pe´ne`tre dans l’entre´e. Il est clair que les diffe´rentes utilisations des biore´acteurs (traitement de
l’eau, production de compose´s biochimiques, culture de cellules...) ne peuvent se satisfaire d’une telle
situation. D’autre part, comme nous l’illustrons sur la simulation de la figure 3.4, il est parfois tre`s
difficile de pre´voir le futur a` long terme du proce´de´ uniquement a` la vue de son comportement au de´but
de l’expe´rience: ce n’est que tre`s (parfois trop) tard que l’on se rend compte du lessivage vraisemblable
du re´acteur. Ceci est spe´cialement vrai pour les trajectoires qui sont proches de la se´paratrice.
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Fig. 3.4 Sur la difficulte´ de pre´voir le comportement du mode`le de Haldane a` long terme: com-
paraison entre une trajectoire convergeant vers l’e´quilibre inte´ressant et une trajectoire
convergeant vers l’e´quilibre de lessivage sur deux simulations pour deux jeux de condi-
tions initiales diffe´rentes (droite et gauche). Pre´visions impossibles avant t = 40.
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Devant la varie´te´ des comportements possibles suivant les expressions de r(.) et devant la difficulte´ de
pre´voir le comportement a` long terme du proce´de´ sur la base de son comportement initial, il apparaˆıt
ne´cessaire de de´velopper une strate´gie de commande. Cette strate´gie doit permettre de stabiliser globa-
lement le syste`me vers un e´quilibre fortement positif, donc de garder la biomasse au sein du re´acteur et
ainsi pe´renniser la biore´action. D’autre part, la proce´dure se doit d’eˆtre inde´pendante de la formulation
analytique de r(.) qui est particulie`rement difficile a` mode´liser.
3.3 Controˆle des Biore´acteurs Mono-Espe`ce
Selon l’utilisation a` laquelle est destine´ le bioproce´de´ conside´re´, nous cherchons a` stabiliser globale-
ment le syste`me vers une consigne donne´e: cette consigne peut correspondre a` une concentration en un
des substrats sh (traitement de l’eau), en biomasse x (production de biomasse), ou en un des produits
pj (synthe`se d’un compose´ biochimique). Notons que tant que les re´acteurs sont en mode continu (i.e.
d strictement positif), on ne peut influer, en utilisant le taux de dilution, sur les concentrations des
compose´s ci qui atteignent asymptotiquement les concentrations entrantes ci,in (cf. remarque apre`s le
the´ore`me 2.9 page 75).
Apre`s avoir remarque´ que le mode`le d’un biore´acteur mono-espe`ce (3.2) appartient a` la classe des
syste`mes positifs quasi-line´aires, nous proposons d’appliquer a` ce mode`le les the´ore`mes 2.2 et 2.9
de´veloppe´s au chapitre pre´ce´dent, sans pre´supposer de forme analytique pour la vitesse de re´action
r(.); nous supposons juste que r(.) ve´rifie les hypothe`ses (HI).
Nous commenc¸ons par donner quelques hypothe`ses (e´quivalentes aux hypothe`ses (H3) et (H4) du
chapitre 2) avant d’appliquer nos re´sultats. Nous ferons ensuite une remarque importante sur le syste`me
sous la loi de commande du the´ore`me 2.2. Puis, sur l’exemple d’un mode`le tre`s simple de proce´de´ de
traitement de l’eau issu de la litte´rature [8, 40] (la fermentation anae´robie, mode`le de type Haldane cf.
section 3.2.2), nous effectuerons quelques simulations illustrant l’action des commandes propose´es.
Nous reviendrons sur les proce´de´s de fermentation anae´robie dans le chapitre 4 en appliquant notre
de´marche a` un mode`le plus complexe, mais plus re´aliste que le cas e´tudie´ ici.
3.3.1 Hypothe`ses
Avant de s’engager dans le controˆle proprement dit, nous faisons ici les hypothe`ses ne´cessaires a`
l’application de nos re´sultats. Rappelons que le taux de dilution d est proportionnel au flux de ma-
tie`re traversant le re´acteur, flux que l’on peut facilement re´gler par l’interme´diaire de pompes. Nous
conside´rons donc le taux de dilution d comme la commande du syste`me.
Nous supposons d’autre part que nous sommes a` meˆme de mesurer sur le proce´de´ l’activite´ de la
biomasse, c’est a` dire sa vitesse de croissance r(.). Si dans certains cas (e.g. la fermentation anae´robie
ou` r(.) est proportionnel a` un flux gazeux s’e´chappant du re´acteur cf. section 3.3.4) cette hypothe`se est
tre`s peu restrictive, il s’agit cependant de l’hypothe`se clef dictant la possibilite´ ou non d’appliquer notre
me´thode. Des travaux re´cents sur des capteurs “respirome´triques” [107] permettent ainsi d’obtenir une
mesure en ligne de l’activite´ microbienne r(.). Une autre approche concerne certaines biore´actions a`
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caracte`re exothermique ou endothermique. Les e´changes de chaleur avec l’exte´rieur de l’enceinte, dont
la mesure est technologiquement aise´e, sont fortement lie´s a` l’activite´ de la biomasse ce qui pre´sente
un moyen alternatif pour obtenir en ligne une mesure de la quantite´ r(.) cf. e.g. [3, 58].
Si l’activite´ de la biomasse n’est malgre´ tout pas mesure´e on pourra toujours utiliser d’autres sorties
pour la reconstruire au moyen d’observateurs ou de de´rivateurs nume´riques cf. e.g. [33].
Nous re´sumons ces points dans l’hypothe`se suivante:
Hypothe`ses II (HII): Nous supposons que:
a: la quantite´ y1 = r(.), est une sortie du mode`le (3.2).
b: d est la commande du mode`le (3.2).
Enfin pour la version adaptative de la loi de commande, puisque nous cherchons a` atteindre une
consigne correspondant a` s?h, p
?
j ou x
?, nous avons besoin d’une mesure de la variable correspondante,
respectivement sh, pj , ou x. Ces variables correspondent aux ξi avec i > nc, les ci ne pouvant eˆtre
controˆle´s.
Hypothe`ses III (HIII): Nous supposons que:
la quantite´ y2 = ξi, i > nc, est une sortie du mode`le (3.2).
Nous supposons aussi que la condition initiale du syste`me (3.2) ve´rifie ξ(0) 0.
Nous commenc¸ons par mettre en e´vidence que le syste`me (3.2) appartient a` la classe des syste`mes
positifs quasi-line´aires (1.17).
3.3.2 Le Mode`le (3.2): un Syste`me Positif Quasi-Line´aire
Rappelons le mode`le (3.2) dans sa forme condense´e:
ξ˙ = d(Aξ + ξin) +Kr(.)
Avec:
• d est positif et est la commande du syste`me (⇒ H1,iv).
• A est stable et diagonale, donc Metzler (⇒ H1,i).
• ξin ≥ 0 et ∀β > max
(
kh
sh,in
)
, βξin +K  0 (⇒ H1,ii).
• r(.) ve´rifie les hypothe`ses (HI) (⇒ H1,iii).
Il est donc clair que le syste`me (3.2) a la structure d’un syste`me positif quasi-line´aire et qu’il ve´rifie
les hypothe`ses (H1) page 45. D’autre part, les hypothe`ses (HII) et (HIII) sont ve´rifie´es, nous pouvons
donc appliquer au mode`le (3.2) les re´sultats de´veloppe´s au chapitre 2.
3.3.3 Lois de Commande
Loi de Commande Statique
Nous cherchons ici a` stabiliser le syste`me (3.2), vers un unique e´quilibre fortement positif et globale-
ment stable sur l’orthant fortement positif.
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Proposition 3.1
Sous les hypothe`ses (HI) et (HII), ∀ γ > max
(
kh
sh,in
)
, la loi de commande:
d(.) = γy1 = γr(ξ) (3.5)
Stabilise globalement asymptotiquement le syste`me (3.2) sur l’orthant fortement positif vers l’e´quilibre
fortement positif ξ? = −A−1
(
ξin + 1γK
)
.
Preuve :
La preuve est imme´diate, en appliquant au syste`me (3.2) le the´ore`me 2.2. 2
Remarque – La valeur de l’e´quilibre ξ? est re´glable par un choix judicieux de γ. On a en effet pour
tout i:
ξ?i =
1
αξi
(
ξi,in +
1
γ
Ki
)
avec γ > max
h∈[1..ns]
(
kh
sh,in
)
Ainsi, si l’on cherche a` rejoindre un e´quilibre correspondant a` une consigne s?k pour un certain k fixe´
dans [1..ns], on peut choisir cette valeur dans l’intervalle suivant:
s?k ∈

sk,in − kkminh
(
sh,in
kh
)
αsk
 , (sk,inαsk
)
Ainsi, contrairement a` ce que l’on aurait pu penser de prime abord, on ne peut pas choisir s?k aussi
petit que l’on veut (sauf s’il s’agit de l’indice k correspondant au minimum des (sh,in/kh)).
Ceci s’explique par le fait que choisir un s?k aussi petit que l’on veut revient a` imposer un γ infe´rieur a`
max(kh/sh,in). La dilution applique´e serait alors assez faible, la biomasse pourrait alors se de´velopper
de fac¸on excessive entraˆınant la consommation totale du substrat le plus consomme´ par la re´action et le
moins apporte´ dans l’entre´e. Ce substrat correspond au plus faible rapport de la concentration entrante
sur la quantite´ consomme´e par la re´action (i.e. l’indice pour lequel (sh,in/kh) est le plus faible). Ce
substrat requis serait alors absent du re´acteur, ce qui bloque la re´action (3.1) et doit donc eˆtre e´vite´
e´tant donne´ notre objectif de pe´renniser la biore´action.
Le meˆme type de raisonnement explique pourquoi on ne peut rejoindre a` l’e´quilibre une quantite´
trop importante de biomasse ou de l’un des produits: un des substrats n’est pas disponible en quantite´
suffisante pour permettre un de´veloppement trop important de la biomasse, par la` meˆme des produits.
Ainsi on peut choisir une consigne en biomasse x? dans l’intervalle:
x? ∈
]
0,
1
αx
min
h
(
sh,in
kh
)[
On peut choisir une consigne en un des produits p?j pour un j fixe´ de [1..np] dans l’intervalle:
p?j ∈
]
0,
lj
αpj
min
h
(
sh,in
kh
)[
Cette remarque est tout aussi valable pour la commande adaptative et explique pourquoi on ne peut
pas choisir une consigne quelconque ξ?i avec i > nc.
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Remarque – Conside´rons les e´quations du mode`le (3.2) sous la loi de commande (3.5). On obtient
pour tout i > nc :
ξ˙i = αξid(.)(ξ
?
i − ξi)
Puisque d(.) est positif, on peut remarquer qu’une proprie´te´ tre`s inte´ressante de cette loi de commande
est que:
∀T ≥ 0, ∀t ≥ T, ξi(t) ∈ (ξi(T ), ξ?i )
En d’autres termes, pour tout temps:
La seule e´volution possible de chacune des variables ξi est de se rapprocher de son e´quilibre ξ?i
La commande (3.5) impose donc que chacune des variables suit un comportement comparable a` un
premier ordre, mais avec une vitesse de convergence variant dans le temps.
Notons que la proposition 3.1 permet de retrouver, sur un mode`le plus ge´ne´ral, les re´sultats propose´s
par Pullammanappallil et al. dans [44, 110]. Ces de´veloppements ont ensuite e´te´ repris par la meˆme
e´quipe dans le cadre du controˆle de bioproce´de´s a` l’aide de syste`mes experts [108, 109]. Ces re´fe´rences
me´riteraient sans doute une e´tude approfondie, certaines assertions e´tant justifie´es d’une fac¸on pour
le moins succincte et peu mathe´matique. C’est notamment le cas dans [110], qui certifie, sans preuve
convaincante, qu’une commande de type (3.5) permet, pour un γ bien choisi, de maintenir une activite´
optimale de la biomasse sur un horizon fini (i.e.
∫ T
0
r(ξ(τ))dτ maximal). Ce re´sultat, au demeurant
fort inte´ressant, n’a cependant pas grand chose a` voir avec la stabilisation globale d’un biore´acteur,
point qui nous occupe ici. Nous ne reviendrons donc pas ulte´rieurement sur ce sujet. Les re´sultats
expe´rimentaux pre´sente´s dans [108, 109] confirment cependant l’effet stabilisateur d’une commande de
type (3.5) en pre´sence d’inhibiteurs dans l’entre´e.
Loi de Commande Adaptative
Afin de stabiliser le syste`me (3.2) exactement vers un point d’e´quilibre ξ?, correspondant a` une
consigne ξ?i , sans erreur statique, il faut connaˆıtre parfaitement la valeur du triplet de parame`tres
αξi , ξi,in et Ki. Une erreur sur l’un de ces parame`tres entraˆıne une erreur sur la valeur du gain γ
calcule´, et donc au final une erreur sur l’e´quilibre effectivement atteint asymptotiquement.
L’identification pre´cise de parame`tres sur des phe´nome`nes biologiques est assez difficile du fait no-
tamment du manque de reproductibilite´ des expe´riences et du caracte`re tre`s bruite´ des sorties. Par
exemple, sur un mode`le de proce´de´ de fermentation anae´robie (pre´sente´ au chapitre 4), Bernard et
al. [14] identifient les parame`tres de leur mode`le sur un jeu conse´quent de mesures effectue´es sur une
installation re´elle. L’identification des coefficients de rendement (correspondant dans notre mode`le aux
Ki) donne des distributions dont les e´carts type varient (suivant le parame`tre) entre 20 % et 285 % de
la valeur nominale du parame`tre.
Une loi de commande permettant de s’affranchir de la phase d’identification des parame`tres du
mode`le repre´sente donc un net progre`s par rapport a` la loi (3.5). C’est ce que nous e´nonc¸ons dans la
proposition suivante, ou` une mesure de la variable ξi a` re´guler permet a` la commande de s’auto-re´gler
et ainsi calculer la valeur du gain requise.
Remarque – Par analogie avec (a,b), nous posons la notation: )a,b( signifiant: ]min(a,b),max(a,b)[.
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Proposition 3.2
Conside´rons le mode`le (3.2) et une consigne ξ?i (avec i > nc) telle que:
ξ?i ∈
)
(ξi,in) , (ξi,in +min
h
(
sh,in
kh
)
Ki)
(
Alors, sous les hypothe`ses (HI), (HII) et (HIII), la loi de commande:
d(.) = γ(t)y1 = γ(t)r(ξ)
γ˙ = Γ signe(Ki) y2 (ξi − ξ?i )(γ − γm)(γM − γ)
= Γ signe(Ki) r(ξ) (ξi − ξ?i )(γ − γm)(γM − γ)
(3.6)
Avec Γ > 0 et γ0 ∈]γm, γM [:
0 < max
h
(
kh
sh,in
)
< γm < γ
? < γM (3.7)
Stabilise globalement asymptotiquement le syste`me (3.2), sur l’orthant fortement positif, vers le point
d’e´quilibre (fortement positif) ξ? de i-e`me coordonne´e ξ?i .
Preuve :
Ce re´sultat est une application directe du the´ore`me 2.9. 2
Remarque – Notons que si la loi de commande (3.6) permet de contourner les proble`mes pose´s par
les incertitudes sur les parame`tres, nous perdons une proprie´te´ inte´ressante de la loi statique (3.5). Le
calcul en ligne du gain γ implique que la proprie´te´: “chacune des variables ne peut que se rapprocher
de son e´quilibre” n’est plus valable. Des oscillations amorties des variables autour de leur e´quilibre sont
susceptibles de se produire avec la commande adaptative.
Remarque: Cas d’un r(.) Fonction de Variables Externes
Comme nous l’avons de´ja` remarque´ au chapitre 2 (cf. section 2.4.2), si un ou plusieurs phe´nome`nes
externes influencent la vitesse de re´action r(.) tout en conservant ses proprie´te´s (HI), alors les propo-
sitions 3.1 et 3.2 restent valables.
Les vitesses de re´action modifie´es par des phe´nome`nes externes sont le´gions dans les biore´acteurs. Pour
me´moire, on citera le cas de la tempe´rature, de l’intensite´ lumineuse baignant un chemostat cultivant
des algues phytoplanctoniques (effectuant donc la photosynthe`se), ou encore le cas de l’acidite´ du milieu
(le pH) pour certaines fermentations. . .
3.3.4 Exemple en Traitement de l’Eau: Cas de la Fermentation Anae´robie
Nous pre´sentons ici brie`vement un proce´de´ anae´robie de traitement biologique des eaux use´es comme
illustration de nos re´sultats. Nous y reviendrons plus en de´tails dans le chapitre 4.
Du point de vue micro-biologique, ce proce´de´ met en œuvre une succession complexe de de´gradations
biologiques, s’effectuant en l’absence d’oxyge`ne (d’ou` le nom), par laquelle la matie`re organique (en
d’autres termes: la pollution organique) est convertie en biogaz (i.e. un me´lange de dioxyde de carbone
CO2 et de me´thane CH4) et en biomasse bacte´rienne.
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Les proce´de´s de fermentation anae´robie sont bien connus pour avoir un tre`s bon rendement e´puratoire
et une grande capacite´ a` de´grader des substrats tre`s polluants, fort peu biode´gradables (e.g. re´sidus
de production d’alcools) meˆme a` des concentrations importantes. Ils ne ne´cessitent d’autre part que
tre`s peu d’e´nergie pour fonctionner, celle-ci pouvant aise´ment eˆtre re´cupe´re´e graˆce a` la combustion du
me´thane e´mis.
Malgre´ ces caracte´ristiques avantageuses, beaucoup d’industriels sont encore re´ticents a` l’utilisation
de ce type de proce´de´s. En effet, le prix a` payer pour leur efficacite´ est leur “instabilite´” naturelle:
sous de trop fortes charges polluantes, un phe´nome`ne d’inhibition de l’activite´ bacte´rienne apparaˆıt,
conduisant au possible lessivage de la biomasse, donc a` l’interruption de l’activite´ e´puratoire [14]. Le
syste`me de type Haldane (cf. section 3.2.2) repre´sente bien ce type de phe´nome`ne et a e´te´ l’un des
premiers mode`les propose´s pour de´crire les proce´de´s de fermentation anae´robie [4, 40, 8]. Des mode`les
de plus grande dimension ont par la suite e´te´ de´veloppe´s afin de rendre compte plus pre´cise´ment de la
complexite´ du proce´de´.
Nous nous attachons pour l’instant au cas du mode`le propose´ dans [8] qui est de type Haldane. Dans
un premier temps nous de´crivons le mode`le retenu ainsi que certaines hypothe`ses sur le proce´de´. Puis
nous illustrons l’utilite´ et l’efficacite´ de la strate´gie de commande (3.6) au travers d’une simulation
comparative entre un proce´de´ controˆle´ et un proce´de´ en boucle ouverte.
Un Mode`le Simple de Proce´de´ de Fermentation Anae´robie
Nous reprenons l’un des premiers mode`les propose´s, base´ sur les travaux d’Andrews sur les fermen-
tations [4], et introduit sur le cas particulier de la fermentation anae´robie par Graef et Andrews [40],
puis repris dans [8].
Ce mode`le se concentre sur une biore´action “macroscopique” suppose´e principale: une unique popula-
tion bacte´rienne “moyenne” ou “limitante”X consomme la matie`re organique dissoute S en produisant
du me´thane. Notons que c’est en fait plus d’une centaine d’espe`ces bacte´riennes qui re´alisent de conserve
la biode´gradation de la matie`re organique (elle-meˆme sous plusieurs formes chimiques) en me´thane. La
description que nous retenons ici est donc une toute premie`re approximation de la biore´action re´elle;
nous reviendrons au chapitre 4 sur un mode`le plus de´taille´ et sur le lien fort existant entre le mode`le
simple et le mode`le plus complexe.
Il est a` noter que la tre`s faible solubilite´ du me´thane permet de supposer que celui-ci est essentiellement
gazeux. On peut re´sumer la biore´action du point de vue macroscopique par le sche´ma re´actionnel
suivant:
kS
r(.)
ü X + l CH4︸ ︷︷ ︸
gazeux
Ou` la vitesse de re´action r(.) = µ(s)x, le taux de croissance µ(s) suivant une loi de Haldane. Il
faut noter ici que contrairement aux produits conside´re´s dans le mode`le (3.2), la tre`s faible solubilite´
du me´thane implique qu’il s’e´chappe totalement sous forme gazeuse et n’intervient donc pas dans les
e´quations du mode`le de proce´de´ de fermentation anae´robie, a` la diffe´rence des produits conside´re´s dans
le mode`le (3.2). Cette proprie´te´ nous sera aussi tre`s utile pour mesurer l’activite´ de la biomasse r(.).
Le sche´ma re´actionnel pre´ce´dent conduit au mode`le suivant (pour les concentrations s de S et x de
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X, le me´thane restant a` une concentration nulle).{
s˙ = d(sin − s)− kµ(s)x
x˙ = µ(s)x− αdx (3.8)
De plus, tout le me´thane gazeux s’e´chappant du re´acteur e´tant produit par la biore´action, le flux de
me´thane gazeux est donc:
QCH4 = lµ(s)x
Le mode`le (3.8) est donc un cas particulier du mode`le ge´ne´ral (3.2). D’autre part les hypothe`ses
(HI) sont ve´rifie´es. Nous supposons pour la simulation qu’une mesure du de´bit de me´thane sortant est
effectue´e en ligne et que le taux de dilution d est une commande du proce´de´ (⇒ (HII)). D’autre part,
comme nous cherchons a` re´guler la concentration en polluants s a` la sortie du re´acteur, nous supposons
qu’une mesure de s est disponible en ligne (⇒ (HIII)). Ces hypothe`ses sont souvent valide´es sur les
installations re´elles. C’est notamment le cas du fermenteur anae´robie du Laboratoire de Biotechnologie
de l’Environnement de l’INRA (Narbonne) que nous de´crirons plus pre´cise´ment dans le chapitre 4.
Simulations
Afin d’e´valuer les avantages de la loi de commande adaptative (3.6), nous effectuons une simulation
comparative entre le mode`le en boucle ouverte (i.e. non-controˆle´: d = constante) et le mode`le controˆle´, la
dilution suivant la loi (3.6). Nous reviendrons dans la section suivante sur le cas de la commande statique
(3.5) dans la comparaison avec une strate´gie de commande tre`s prise´e: la commande line´arisante.
Pour les simulations, nous choisissons des parame`tres re´alistes (cf. [88]) re´sume´s dans la table 3.1
et adoptons, pour les deux syste`mes, une consigne de concentration en pollution s? = 4g DCO/L.
La DCO, Demande Chimique en Oxyge`ne, est l’unite´ classique de mesure d’une quantite´ de matie`re
organique polluante (quantite´ d’oxyge`ne ne´cessaire a` la combustion totale de la matie`re organique).
Parame`tre Valeur Unite´
α 0.8 -
µm 0.9 1/jours
κ1 9 g DCO/L
κ2 1/3 L/g DCO
k 2 g DCO/g cell.
s? 4 g DCO/L
d? (boucle ouverte) 0.2455 1/jours
γm (boucle ferme´e) 0.1334 L/g cell.
γM (boucle ferme´e) 0.4 L/g cell.
Γ (boucle ferme´e) 0.8 -
Tab. 3.1 Valeurs des parame`tres pour les simulations du mode`le (3.8) (cf. figure 3.5)
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Fig. 3.5 Simulations du mode`le en boucle ouverte (ligne continue) et du syste`me en boucle
ferme´e (pointille´s) avec la commande (3.6) (figures B, C, D). La figure A repre´sente
la concentration en pollution de l’influent. Remarquons que l’e´chelon en sin est fatal
au proce´de´ en boucle ouverte: la biomasse disparaˆıt du fermenteur.
Les re´sultats de ces simulations sont pre´sente´s sur la figure 3.5. Pour le mode`le en boucle ouverte,
nous appliquons une dilution correspondant a` un e´quilibre s? = 4g DCO/L (i.e. on a d? = µ(s?)/α).
Il faut noter que le calcul de d? ne´cessite de connaˆıtre parfaitement les parame`tres du mode`le (3.8).
Par contre, pour le mode`le en boucle ferme´e, la dilution est calcule´e (en ligne) a` partir de l’expression
(3.6) et des mesures de de´bit de me´thane y1 = QCH4 et de la concentration en substrat y2 = s. La loi
(3.6) ne requiert pas les valeurs exactes des diffe´rents parame`tres, mais juste d’assurer les proprie´te´s
“qualitatives” (3.7) sur γm et γM .
Pour mettre en e´vidence l’inte´reˆt d’une loi de commande adaptative, nous modifions au cours de
la simulation l’un des parame`tres: nous optons pour une concentration de l’influent en pollution sin
constante par morceaux. Ces variations sont bien entendu suppose´es inconnues du point de vue de la
commande.
Il faut garder a` l’esprit que, malgre´ ces variations de sin, il faut absolument e´viter que la biomasse soit
lessive´e du biore´acteur. En effet, si cette de´stabilisation se produit, il faudrait alors vider totalement
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le re´acteur avant de le re´ensemencer; ces ope´rations peuvent durer jusqu’a` plusieurs mois. Pendant ce
temps, la “solution” (qui n’en est pas une) consiste a` rejeter les eaux use´es dans les rivie`res. . .
Commentons maintenant ces simulations. De t = 0 a` t = 60 les deux syste`mes (controˆle´ et en boucle
ouverte) convergent vers l’e´quilibre correspondant a` la consigne en substrat s?, le mode`le controˆle´
convergeant plus rapidement que celui en boucle ouverte.
A` l’instant t = 60, la concentration en matie`re organique augmente de 10 a` 15g DCO/L. D’un coˆte´,
il en de´coule le de´but de la de´stabilisation du proce´de´ en boucle ouverte vers le point de lessivage.
De l’autre, le mode`le controˆle´ commence par s’e´loigner un peu de la consigne s?, avant d’eˆtre ramene´
par la commande vers l’e´quilibre correspondant a` la consigne s?: le changement de concentration de
l’influent a e´te´ efficacement rejete´. La valeur de la biomasse a` l’e´quilibre est par contre modifie´e: il y
a plus de matie`re organique en entre´e du re´acteur, il faut donc plus de bacte´ries pour en consommer
l’exce`s.
Enfin a` l’instant t = 120, sin de´croˆıt de 15 a` 12.5g DCO/L. Bien que cette de´croissance soit a
priori “stabilisante” pour le proce´de´ en boucle ouverte (l’inhibition par le substrat est plus faible), la
de´stabilisation vers le lessivage est de´ja` trop avance´e, la biomasse ne peut plus se multiplier suffisamment
pour subsister dans l’enceinte et en est irre´me´diablement chasse´e. Au contraire, la loi de commande
(3.6) demeure efficace et le proce´de´ rejette a` nouveau la variation de sin.
Notons que sur toute la dure´e de la simulation, la diffe´rence entre la dilution d? et la dilution calcule´e
a` partir de la loi de commande (3.6) reste relativement faible. Ceci est assez e´tonnant puisque les
deux syste`mes ont des comportements radicalement diffe´rents. Une bonne action au moment ade´quat
(re´alise´e automatiquement par la loi (3.6)) suffit ainsi a` maintenir le proce´de´ en e´tat de fonctionnement,
en de´pit des variations de sin.
3.4 Comparaison avec les Commandes “Line´arisantes”
Les commandes des bioproce´de´s sont tre`s souvent base´es sur des approches locales (line´arisation du
syste`me autour d’un point de fonctionnement) utilisant des techniques classiques de l’automatique
line´aire (placement de poˆles, PID, controˆleurs H2 e.g. [46, 111]). Ce type de strate´gie peut s’ave´rer
assez efficace si l’e´tat est proche de l’e´quilibre consigne mais ne re´sout en aucun cas le proble`me si l’on
est loin de l’e´quilibre. Certains auteurs notent meˆme que des strate´gies issues d’approches locales sont
parfois dangereuses pour le proce´de´, le risque de lessiver la biomasse e´tant grand (cf. [108, 109]).
Les approches dites “globales”, tenant compte du caracte`re non-line´aire des mode`les de bioproce´de´s,
sont principalement base´es sur les travaux d’Isidori [55] sur le controˆle line´arisant. Elles sont parfois
agre´mente´es de parties adaptatives pour contourner les proble`mes d’identification de parame`tres ou
leurs possibles e´volutions temporelles (cf. [10, 29, 105, 15]). Le proble`me principal de ce type de
de´marche tient dans le fait que les re´sultats de controˆle line´arisant sont donne´s pour des commandes
non-contraintes, alors que les commandes des bioproce´de´s sont contraintes (notamment d ≥ 0). Nous
proposons de discuter ici de ce type de commande, en reprenant un cas de´veloppe´ dans [10] et de le
comparer a` nos re´sultats.
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3.4.1 Analyse Mathe´matique
Dans [10], les auteurs conside`rent un syste`me similaire au mode`le (3.3) page 100. Ils proposent une
commande line´arisante permettant a` une variable de rejoindre un e´quilibre choisi correspondant a` une
consigne (s? ou x?), selon une dynamique line´aire de premier ordre a` une vitesse λ > 0 choisie. Ainsi,
contrairement a` notre approche qui se contente de chercher a` ramener une variable vers une consigne, ici
on cherche aussi a` imposer une dynamique pre´cise permettant a` la variable de rejoindre cette consigne.
Nous supposerons ici que le mode`le et ses parame`tres sont parfaitement connus, rendant inutile de
conside´rer une partie adaptative. De meˆme nous supposerons que nous mesurons tout ce qui sera
ne´cessaire par la suite. Devant la disparite´ des re´sultats obtenus pour la re´gulation du substrat et pour
celle de la biomasse, nous se´parons l’analyse en deux cas.
Re´gulation du substrat
L’objectif est de controˆler la dynamique de la variable s, par l’interme´diaire de la commande d, de
fac¸on a` ce que s suive une dynamique line´aire, ramenant s a` s? < sin selon un premier ordre a` la
vitesse choisie λ > 0. On cherche donc a` imposer a` s la dynamique suivante:
s˙ = λ(s? − s)
Un rapide calcul sur le syste`me (3.3) montre que la commande d doit alors suivre la loi suivante:
d(.) =
λ(s? − s) + kµ(s)x
sin − s
Mais ceci n’est pas totalement rigoureux puisque la dilution d est une quantite´ force´ment positive. La
vraie commande obtenue est donc:
d(.) = max
(
0 ,
λ(s? − s) + kµ(s)x
sin − s
)
(3.9)
Ce qui impose que le syste`me controˆle´ est alors le syste`me hybride suivant (cf. [12]), a` deux e´tats
discrets (Σ1) et (Σ2):
Si
(
λ(s? − s) + kµ(s)x
sin − s
)
≥ 0 alors (Σ1) :
 s˙ = λ(s
? − s)
x˙ = µ(s)x− α
(
λ(s? − s) + kµ(s)x
sin − s
)
x
Si
(
λ(s? − s) + kµ(s)x
sin − s
)
≤ 0 alors (Σ2) :
{
s˙ = −kµ(s)x
x˙ = µ(s)x
(3.10)
La commande ne line´arise donc pas la dynamique de la variable s sur tout l’espace d’e´tat, mais
uniquement dans les zones de´finies par:(
λ(s? − s) + kµ(s)x
sin − s
)
≥ 0
Malgre´ cela, le fait que la commande ne soit line´arisante que sur une certaine zone, n’implique pas
que la variable s ne converge pas asymptotiquement vers la consigne s?. En effet, si les zones ou` la
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commande d est nulle sont sources (i.e. les trajectoires initialise´es dans ces zones s’en e´chappent en
temps fini), alors la variable s pe´ne`tre en temps fini dans une zone ou` la commande est line´arisante, et
converge alors vers l’e´quilibre correspondant a` la consigne s?. Nous montrons maintenant, que, dans le
cas de la re´gulation de la variable s, celle-ci converge vers s?.
Remarquons que la commande d n’est pas de´finie pour s = sin. Pour l’analyse, nous conside´rerons
donc uniquement la zone de l’espace d’e´tat s < sin. Dans cette zone, la courbe de commutation possible
entre (Σ1) et (Σ2) est la partie x > 0 de la courbe:
x =
λ(s− s?)
kµ(s)
(3.11)
Cette courbe correspond a` un x > 0 si et seulement si s > s?. La courbe de commutation peut, selon
l’expression de µ, avoir plusieurs formes (strictement croissante, croissante puis de´croissante etc...) mais
elle reste positive pour s > s? (puisque µ(.) est positif) et strictement croissante en s = s?.
Le raisonnement que nous effectuons ici est illustre´ sur la figure 3.6. Remarquons que si s > s? alors,
que le syste`me suive la dynamique (Σ1) ou (Σ2), on a s˙ < 0. D’autre part, il existe force´ment un s¯ > s?
tel que sur [s?, s¯] la courbe de commutation soit strictement croissante.
En utilisant ces deux proprie´te´s, on peut garantir que s(t) pe´ne`tre toujours en temps fini dans une
zone ve´rifiant s < s¯, que le syste`me suive (Σ1) ou (Σ2). Une fois dans cette zone on se rame`ne facilement
au cas ou` la courbe de commutation est strictement croissante et que nous traitons maintenant.
Σ1
Σ2
: orientation du champ : orientation du champ
X
SSinS* S* Sin S
XA B
Σ2
S
Σ2
Σ1 Σ1
: équilibre <−> consigne : équilibre <−> consigne
Fig. 3.6 Courbe de commutation entre (Σ1) et (Σ2) pour la re´gulation du substrat, et orienta-
tion du champ: cas A (courbe strictement croissante) et B (courbe non monotone)
Conside´rons le cas ou` la courbe de commutation (3.11) est strictement croissante.
D’apre`s (3.10), le syste`me suit la dynamique (Σ2) dans la zone situe´e sous la courbe de commutation.
Dans cette zone et sur la courbe de commutation, on a clairement d’apre`s (Σ2): s˙ < 0 et x˙ > 0.
La courbe de commutation e´tant nulle en s? et croissante pour s > s? il est clair (cf. figure 3.6)
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que les trajectoires la franchissent et pe´ne`trent ainsi en temps fini dans la zone situe´e au dessus de
la courbe de commutation (3.11). Dans cette zone, le syste`me suit la dynamique (Σ1), les trajectoires
convergent donc vers le point d’e´quilibre correspondant a` la consigne s?.
La commande “line´arisante” (pour la re´gulation de s) permet donc de ramener asymptotiquement la
variable s vers la consigne s? pour les conditions initiales ve´rifiant s(0) < sin.
Cependant, il n’est pas possible d’affirmer que la dynamique de s est line´aire a` vitesse λ choisie; ce
re´sultat est uniquement local sur la zone ou` Σ1 est valide.
Re´gulation de la Biomasse
Les re´sultats satisfaisants obtenus plus haut pour la re´gulation du substrat peuvent laisser a` penser
que des re´sultats similaires restent valides si l’objectif est de line´ariser la dynamique de la concentration
en biomasse x. Nous allons cependant de´montrer ici que les re´sultats sont, dans ce cas, plus faibles que
pour la re´gulation du substrat: la convergence n’est pas toujours assure´e.
L’objectif est de ramener x a` une consigne x? > 0 en lui faisant suivre la dynamique line´aire suivante
(avec λ > 0 choisi):
x˙ = λ(x? − x)
Un rapide calcul montre que la commande d doit ve´rifier:
d =
(
µ(s) +
λ(x− x?)
x
)
Comme d est contraint a` la positivite´, on a en re´alite´:
d = max
(
0 ,
(
µ(s) +
λ(x− x?)
x
))
(3.12)
Le syste`me controˆle´ est alors le syste`me hybride suivant a` deux e´tats discrets (Σ′1) et (Σ
′
2):
Si
(
µ(s) + λ(x−x
?)
x
)
≥ 0 alors (Σ′1) :
 s˙ =
(
µ(s) + λ(x−x
?)
x
)
(sin − s)− kµ(s)x
x˙ = λ(x? − x)
Si
(
µ(s) + λ(x−x
?)
x
)
≤ 0 alors (Σ′2) :
{
s˙ = −kµ(s)x
x˙ = µ(s)x
(3.13)
Comme pre´ce´demment, la commande (3.12) ne line´arise la dynamique de x que sur une partie de
l’espace d’e´tat R2+∗ de´finie par:
µ(s) +
λ(x− x?)
x
≥ 0
La commande rame`ne-t-elle malgre´ tout asymptotiquement la variable x vers la consigne x? > 0 ?
Nous montrons ici que la re´gulation de x vers x? n’est pas globale et ce de fac¸on structurelle: il existe
toujours un ensemble de conditions initiales tel que les trajectoires en e´tant issues ne convergent pas
vers l’e´quilibre correspondant a` la consigne x?.
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La courbe de commutation entre les dynamiques (Σ′1) et (Σ
′
2) admet pour e´quation:
x =
λx?
µ(s) + λ
Le raisonnement que nous effectuons ici est illustre´ par la figure 3.7. Il est a` noter que contrairement
au cas pre´ce´dent, cette courbe de commutation correspond toujours a` un x strictement positif. D’autre
part, son sens de variation en fonction de s est l’exact contraire de celui de µ(s). Notons aussi que le
point (s = 0, x = x?) appartient a` cette courbe qui est donc de´croissante en ce point.
Σ’1 Σ’1
Σ’2
Σ’2Σ’2
: orientation du champ
X
S
: équilibre <−> consigne
X*
A
: orientation du champ
X
S
: équilibre <−> consigne
X*
A
Π
: zone de non convergence garantie : zone de non convergence garantie
Π (A) (A)
’2Σ
Fig. 3.7 Courbe de commutation entre (Σ′1) et (Σ
′
2) pour la re´gulation de la biomasse, orienta-
tion du champ et zone de non fonctionnement de la commande garantie: cas typique
de Monod (a` gauche) et de Haldane (a` droite)
Conside´rons le champ lorsque le syste`me suit la dynamique (Σ′2) (i.e. dans la zone de l’espace d’e´tat
situe´e sous la courbe de commutation). Selon (3.13), il est clair que le champ est, dans cette zone,
toujours oriente´ selon le vecteur (s = −1, x = k). Cela permet notamment d’en de´duire un ensemble
de conditions initiales pour lesquelles le syste`me suit la dynamique (Σ′2) pour tous temps.
En effet, conside´rons le segment A = {s = 0, x ∈ [0, x?]}. Soit Π la projection sur la courbe de
commutation, selon le vecteur (s = 1, x = −k). Cette projection Π n’est pas force´ment bijective:
plusieurs images d’un point sont possibles ou aucune. Nous de´finissons plus pre´cise´ment Π de fac¸on a`
obtenir une bijection. Conside´rons un point p de A:
• si la projection de p sur la courbe de commutation selon (s = 1, x = −k) admet au moins une
solution, alors Π(p) est de´fini comme le projete´ de p de plus petite coordonne´e en substrat.
• si la projection de p sur la courbe de commutation selon (s = 1, x = −k) n’admet pas de solution,
alors Π(p) est la projection de p sur la droite s = 0.
Une e´tude ge´ome´trique simple du champ dans la zone balaye´e par la projection du segment A par
Π, zone note´e σ(A) (cf. zone hachure´e sur la figure 3.7), montre que toute trajectoire initialise´e dans
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σ(A) ne peut en sortir.
Les trajectoires initialise´es dans σ(A) (i.e. la “zone de non convergence garantie”) ne convergent donc
pas vers l’e´quilibre correspondant a` la consigne x?.
Ce raisonnement est tre`s clair si l’on conside`re la figure 3.7, pre´sentant deux cas particuliers.
Il est cependant a` noter que l’ensemble de conditions initiales σ(A) sous-estime l’ensemble des condi-
tions initiales pour lesquelles la loi de commande (3.12) ne rame`ne pas les trajectoires vers l’e´quilibre
correspondant a` la consigne x?. En effet, cet ensemble ne tient pas compte des trajectoires pouvant
pe´ne´trer dans cet ensemble en temps fini en provenance de la zone ou` (Σ′1) est active. Par exemple un
point tre`s proche d’une“zone de non convergence garantie”peut, si le champ pointe vers cette zone, eˆtre
une condition initiale pour laquelle la commande (3.12) ne fonctionne pas. Le caracte`re non-line´aire de
(Σ′1) empeˆche cependant de donner une estimation plus pre´cise de cet ensemble de conditions initiales.
Pour conclure, l’approche line´arisante pour la re´gulation de la biomasse n’impose qu’une convergence
locale (sur la zone ou` Σ′1 est valide) des trajectoires vers l’e´quilibre consigne; d’autre part la dynamique
de x n’est line´aire que localement sur cette meˆme zone.
3.4.2 Simulations Comparatives
Cette partie simulatoire a pour but de comparer les trajectoires d’un syste`me controˆle´ par une com-
mande line´arisante (re´gulation de s ou de x) avec celles du meˆme syste`me controˆle´ selon notre approche
non-adaptative (cf. proposition 3.1).
Pour les simulations, nous utiliserons le mode`le de la digestion anae´robie (3.8), le taux de croissance
e´tant de type Haldane. Les parame`tres utilise´s sont ceux de la table 3.1 et sin = 10 g DCO/L.
Cas de la Re´gulation du Substrat
Nous pre´sentons ici la comparaison entre la commande line´arisante dans le cas de la re´gulation du
substrat s et la commande de la proposition (3.1).
D’apre`s la discussion pre´ce´dente, il est clair que localement autour de l’e´quilibre correspondant a` la
consigne s? (i.e. dans un zone ou` la dynamique (Σ1) est suivie pour tous temps) les re´sultats de la
commande line´arisante seront meilleurs que ceux de notre commande: en effet, il est possible de choisir
la vitesse de convergence exponentielle λ, ce qui n’est pas le cas de notre commande (3.5). Si on choisit
λ plus grand que d? (cf. tableau 3.1), on peut assurer que la convergence sera plus rapide avec la
commande line´arisante qu’avec notre commande (3.5).
C’est ce que nous illustrons, pour deux conditions initiales diffe´rentes, sur la figure 3.8 en choisissant
λ = 1 jour−1 (supe´rieur a` d?). Pour chacune des deux conditions initiales, la commande line´arisante est
efficace: la dynamique de s est line´aire et converge effectivement plus vite qu’avec la commande (3.5).
Cependant, suivant les cas, la biomasse x ne converge pas plus vite avec la commande line´arisante (cf.
cas bleu). En effet, la variable z = s+ kx (masse totale dans le re´acteur) suit la dynamique:
z˙ = d(.)(sin − z)
Donc une grande rapidite´ de convergence de s se paye sur une moindre rapidite´ de convergence de x.
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Notons qu’avec notre commande (3.5), la vitesse de convergence de s et celle de x sont non re´glables
mais e´gales a` αMd(.) (M = s ou x).
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Fig. 3.8 Simulation comparative “locale” entre la commande line´arisante (3.9) (pointille´s) et la
commande (3.5) (ligne continue) pour deux conditions initiales (bleu et noir).
Le cas pre´sente´ sur la figure 3.8 ou` s est line´arise´ pour tous temps n’est pas toujours valable (cf.
figure 3.6). Nous illustrons ce cas sur la figure 3.9, pour deux conditions initiales diffe´rentes.
Ici la commande “line´arisante” ne garantit plus que s suit une dynamique de premier ordre du fait de
la ne´cessaire positivite´ de la commande. En effet sur chacun des deux cas, la commande est sature´e a` 0
pour les temps petits. Malgre´ cette saturation, dans les deux cas la convergence de s vers s? reste plus
rapide sous commande “line´arisante” que sous la commande (3.5). Ce re´sultat semble vrai pour toutes
conditions initiales s(0) < sin. On ne peut toujours pas conclure sur la convergence de x.
0 5 10 15 20 25 300
2
4
6
8
Su
bs
tra
t S
 (g
 D
CO
/L
)
Temps (jours)
S* 
0 5 10 15 20 25 300
2
4
6
8
B
io
m
as
se
  X
 (g
 ce
ll/L
)
Temps (jours)
X* 
0 5 10 15 20 25 300  
.1
.2
.3
.4
.5
.6
d:
 co
m
m
an
de
 ap
pl
iq
ue
e (
jou
r−1
)
Temps (jours)
d* 
Fig. 3.9 Simulation comparative entre la commande line´arisante (3.9) saturant a` ze´ro (poin-
tille´s) et la commande (3.5) (ligne continue) pour deux conditions initiales.
Nous simulons sur la figure 3.10 un cas ou` la condition initiale en substrat s(0) est supe´rieure a` sin.
Pour rejoindre la consigne s? < sin, les trajectoires passent obligatoirement par une singularite´ de la
commande line´arisante (3.9) en sin. Nous proposons de nous affranchir de ce proble`me en saturant la
valeur de la commande a` dmax > 0. Nous pre´sentons sur la figure 3.10 deux cas pour la meˆme condition
initiale avec dmax = 1 en bleu et dmax = 2 en noir.
Notons que de fac¸on assez paradoxale, plus on s’e´loigne de la valeur the´orique donne´e par la loi
de commande line´arisante (i.e. plus dmax est petit) plus s converge rapidement vers la consigne. On
peut l’expliquer par le fait qu’un fort d entraˆıne un lessivage important de la biomasse, de´stabilisant
le syste`me (la biomasse met beaucoup de temps a` se reconstituer). Ceci est aussi confirme´ par une
analyse lent-rapide du syste`me en s = sin avec d = +∞ : la vitesse s˙ reste finie alors que la vitesse x˙
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vaut moins l’infini, entraˆınant la convergence de x vers 0 avant que s devienne infe´rieur a` sin.
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Fig. 3.10 Simulation comparative entre la commande line´arisante saturant a` 0 et dmax (poin-
tille´s) et la commande (3.5) (continue) pour dmax = 1 (bleu) et dmax = 2 (noir).
Nous pouvons aussi remarquer que, pour ce type de conditions initiales, la convergence de s vers
la consigne est bien meilleure avec la loi (3.5) qu’avec la commande line´arisante sature´e. Enfin la
dynamique de s est tre`s loin du premier ordre a priori pre´vu par la commande line´arisante.
Cas de la Re´gulation de la Biomasse
La comparaison entre la loi de commande (3.5) et la commande line´arisante pour la re´gulation de
la biomasse (3.12), est plus flatteuse pour notre approche que le cas de la re´gulation du substrat. En
effet, la commande (3.5) rame`ne l’e´tat a` une consigne choisie de fac¸on globale, ce qui n’est pas le cas
de la commande line´arisante (3.12). Ceci est toujours duˆ a` la ne´cessaire positivite´ de la commande (cf.
figure 3.7).
Cependant, localement autour de la consigne a` atteindre, la commande line´arisante assure la conver-
gence de x vers la consigne x?, a` la vitesse λ choisie. Localement, la convergence sera donc (si λ > d?)
meilleure sous commande line´arisante (3.12) que sous la commande (3.5). Nous illustrons ce phe´nome`ne
sur la figure 3.11 avec x? = 3 et λ = 1.
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Fig. 3.11 Simulation comparative “locale” entre la commande line´arisante (pointille´s) et la com-
mande (3.5) (ligne continue) pour deux conditions initiales (bleu et noir)
Notons que pour les meˆmes raisons que pour la re´gulation du substrat, la rapidite´ de la convergence
de x sur la figure 3.11 avec la commande line´arisante se paye directement sur la convergence de s qui
est nettement moins rapide qu’avec notre commande (3.5).
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Cependant, la saturation de la commande line´arisante a` ze´ro est susceptible d’alte´rer la dynamique
de x et, suivant les cas, rame`ne ou non l’e´tat vers l’e´quilibre correspondant a` x?. C’est ce que nous
illustrons sur la figure 3.12. Nous y montrons deux cas diffe´rents, l’un, en bleu, ou` la commande (3.12)
rame`ne l’e´tat a` la consigne x?, mais sans garantir une dynamique line´aire de x, et l’autre, en noir,
ou` la commande “line´arisante” reste sature´e a` ze´ro, pour tous temps, ne permettant donc pas a` x de
rejoindre sa consigne.
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Fig. 3.12 Simulation comparative entre la commande line´arisante saturant a` 0 (pointille´s) et la
commande (3.5) (ligne continue) pour deux conditions initiales. La re´gulation fonc-
tionne (en noir) ou ne fonctionne pas (en bleu).
Devant ces incertitudes concernant la convergence ou non de l’e´tat vers l’e´quilibre consigne suivant
les conditions initiales, il semble, dans le cas de la re´gulation de la biomasse, pre´fe´rable de choisir une
commande de type (3.5) plutoˆt qu’une commande de type line´arisante.
3.4.3 Remarques
Au cours de cette section nous avons effectue´ une comparaison, au niveau analytique et simulatoire,
entre une loi de commande de type line´arisant et notre approche en vue du controˆle d’un biore´acteur
mono-espe`ce.
Au dela` des proble`mes induits par la formulation analytique complexe des commandes line´arisantes,
ne´cessitant notamment une connaissance tre`s pre´cise de la formulation analytique du mode`le, il s’ave`re
que les commandes line´arisantes ne sont que localement line´arisantes. Ce caracte`re local provient de la
nature contrainte de la commande qui dans le cas e´tudie´, comme souvent dans les syste`mes biologiques,
est ne´cessairement positive.
Suivant la variable a` re´guler (ici s ou x), cette positivite´ de la commande permet ou non d’assurer une
convergence globale de l’e´tat vers l’e´quilibre fortement positif correspondant a` la consigne. Ainsi, dans le
cas de la re´gulation du substrat, la convergence asymptotique de l’e´tat vers la consigne est assure´e dans
la zone s < sin, mais pas la dynamique line´aire. Dans la zone s ≥ sin, la singularite´ d = +∞ en s = sin
est contourne´e en saturant la commande a` dmax, ce qui ne modifie pas la convergence asymptotique,
mais ralentit beaucoup la vitesse de convergence. La commande line´arisante s’ave`re beaucoup moins
efficace dans le cas de la re´gulation de la biomasse: pour un ensemble de mesure non-nulle de conditions
initiales (donc probable), la commande line´arisante ne fonctionne pas: les trajectoires initialise´es dans
cet ensemble ne convergent pas vers l’e´quilibre fortement positif correspondant a` la consigne x?.
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Par rapport a` ces inconve´nients, la commande (3.5) de proposition 3.1, en de´pit d’une convergence
locale moins rapide et non re´glable, a plusieurs avantages inte´ressants:
– la convergence du syste`me est ve´ritablement globale sur tout l’orthant R2+∗.
– la commande n’est jamais contrainte a` ze´ro, ce qui e´vite les cas impre´vus.
– la connaissance pre´cise de la forme analytique du mode`le, notamment de la cine´tique r(.) n’est
pas requise.
– la convergence des trajectoires est exponentielle (pour un compact de conditions initiales) et ces
trajectoires ve´rifient l’encadrement suivant:
∀T ≥ 0, ∀t ≥ T, s(t) ∈ (s?, s(T )) et x(t) ∈ (x?, x(T ))
i.e. les trajectoires ne peuvent que se rapprocher de l’e´quilibre consigne
La convergence globale assure´e et la robustesse structurelle de la loi de commande (3.5) compensent
a` notre sens largement la vitesse de convergence moindre du syste`me controˆle´. Il s’agit dans tous les cas
d’un choix a` faire entre rapidite´ de convergence (commande line´arisante) et suˆrete´ de fonctionnement
(commande (3.5)).
Conclusion
Au cours de ce chapitre nous avons propose´ un mode`le relativement classique d’un biore´acteur en
mode continu dans lequel se de´veloppe une espe`ce de micro-organismes consommant des nutriments et
synthe´tisant des produits. Ce mode`le tient aussi compte des e´ventuels effets catalyseurs ou inhibiteurs
induits par la pre´sence de compose´s chimiques non-consomme´s par la biomasse.
Nous avons mis en e´vidence, sur deux cas particuliers issus de la litte´rature, la tre`s forte influence de
l’expression analytique de la vitesse de la biore´action sur le comportement dynamique du proce´de´.
Afin de stabiliser globalement le mode`le de biore´acteur mono-espe`ce, inde´pendamment de l’expression
analytique de la vitesse de la biore´action, nous avons applique´ les re´sultats pre´alablement de´veloppe´s au
chapitre 2. Un exemple simulatoire sur un mode`le tre`s simple d’un proce´de´ anae´robie de traitement des
eaux justifie la pertinence de notre approche au travers d’une comparaison entre le proce´de´ en boucle
ouverte et avec notre strate´gie de commande. Ces travaux font pour partie l’objet d’une publication
[88], reproduite dans l’annexe page 195 et suivantes.
Enfin, nous avons conclu ce chapitre par une comparaison entre notre approche et l’une des me´-
thodes the´oriques les plus propose´es dans la litte´rature pour le controˆle des bioproce´de´s continus: les
commandes line´arisantes. La confrontation entre les deux approches s’ave`re difficile, chacune ayant
ses avantages. Cependant, si la performance en vitesse de convergence est a` mettre au profit de la
commande line´arisante, la commande (3.5) a l’inte´reˆt d’assurer une convergence ve´ritablement glo-
bale, de reque´rir nettement moins d’informations sur le mode`le et d’e´viter les proble`mes pose´s par les
singularite´s de la commande (en d = 0 et d = +∞).
La loi de commande (3.5) pre´sente aussi d’autres avantages. En effet, comme nous l’avons de´ja` note´,
le mode`le (3.2) propose´ ici n’est qu’une premie`re approximation d’une biore´action bien plus com-
plexe (pouvant e.g. mettre en jeu plusieurs espe`ces) accomplie par la biomasse totale pour s’accroˆıtre.
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C’est notamment le cas de la culture du phytoplancton en chemostat ou des proce´de´s de fermentation
anae´robie pour lesquels des mode`les plus complexes, mais plus proches de la re´alite´ des processus bio-
logiques, ont e´te´ de´veloppe´s [30, 14]. Nous nous attelons maintenant a` l’analyse des conse´quences de
notre approche sur ces mode`les plus re´alistes et nous montrons que les re´sultats de convergence globale
persistent.
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Introduction
Nous avons propose´ au chapitre pre´ce´dent un mode`le tre`s ge´ne´ral de croissance d’une espe`ce de micro-
organismes en biore´acteur continu. Si ce mode`le a e´te´ valide´ pour un nombre conse´quent d’espe`ces
[10, 127] et reste souvent une bonne approximation de la re´alite´ biologique, certains auteurs comme M.
R. Droop l’ont mis en de´faut lors d’expe´riences sur certaines algues phytoplanctoniques, notamment
Monochrysis lutheri confronte´e a` une limitation en vitamine B12. Droop identifie ainsi un processus de
stockage de substrat dans ces algues phytoplanctoniques et de´veloppe un mode`le empirique du taux de
croissance de cette espe`ce d’algue [30]. D’autres auteurs s’emparent de cette the´matique et proposent
le meˆme type de mode`les pour d’autres espe`ces cf. [101]. Citons par exemple les travaux de O. Bernard
qui, suivant aussi une approche base´e sur des re´sultats expe´rimentaux, met en e´vidence le meˆme type
de phe´nome`ne sur l’algue phytoplanctonique Dunaliella tertiolecta soumise a` une limitation en nitrate
[13]. Dans des travaux plus re´cents, V. Lemesle justifie, cette fois ci par une approche me´caniste, les
e´quations propose´es par Droop [73], travaux a` rapprocher de ceux de Kooijman [66].
Cette inade´quation entre re´alite´ expe´rimentale et description d’un processus biologique par un mode`le
simple de de type (3.2) n’est pas uniquement le propre des algues phytoplanctoniques. La fermentation
anae´robie, dont le mode`le “historique” propose´ et valide´ par S.P. Graef et J.F. Andrews [40] (reproduit
page 110) est du type (3.2), a ainsi donne´ lieu a` de nombreux mode`les plus de´taille´s, cense´s repre´senter
plus fide`lement la re´alite´ du processus biologique [98, 46, 11, 57]. Ces mode`les, de complexite´ croissante,
posent rapidement d’e´vidents proble`mes de validation duˆs au nombre impressionnant de degre´s de
liberte´ dont ils disposent (pour me´moire le mode`le de [57] comporte 26 variables d’e´tat et plus de 80
parame`tres). Pour contourner ce proble`me certains auteurs de´veloppent des mode`les de complexite´
interme´diaire, plus faciles a` valider ou invalider que les mode`les tre`s complexes, mais plus descriptifs
de la re´alite´ biologique que les mode`les trop simples du type (3.2). C’est notamment le cas des travaux
de O. Bernard et al. qui proposent un mode`le de dimension re´duite (6 variables d’e´tat) et le valident
sur un large ensemble de donne´es [14].
Notre proble´matique dans ce chapitre est de ve´rifier the´oriquement la robustesse au mode`le des
strate´gies de commande propose´es au chapitre 2 en utilisant l’approche sugge´re´e par le the´ore`me 2.12,
section 2.4.3 page 85. Plus pre´cise´ment nous analysons les effets d’une commande du type (3.5) page
106, sur le mode`le de Droop et sur le mode`le de fermentation anae´robie propose´ dans [14] et nous
montrons que, the´oriquement, la de´marche reste valable pour ces mode`les. La validite´ de nos re´sultats
qui persiste sur des mode`les plus repre´sentatifs de la re´alite´ nous conforte dans l’ide´e que notre de´marche
fournit une strate´gie inte´ressante pour le controˆle d’installations re´elles. Ceci est aussi confirme´ par des
expe´riences re´alise´es sur un proce´de´ de fermentation anae´robie, mis a` notre disposition par J.P. Steyer
du Laboratoire de Biotechnologie de l’Environnement (LBE) de l’INRA (Narbonne), expe´riences qui
valident notre approche sur un bioproce´de´ re´el.
4.1 La Croissance d’Algues Phytoplanctoniques
Dans cette section, nous rappelons tout d’abord les expe´riences qui ont conduit Droop a` formuler
un mode`le plus complexe que le mode`le de type Monod (i.e. mode`le de type (3.2)). Nous donnons
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ensuite les e´quations de ce mode`le ainsi que les re´sultats mathe´matiques existants sur le comportement
dynamique ge´ne´re´ par celui-ci.
Apre`s avoir justifie´ sur des re´sultats expe´rimentaux la ne´cessite´ de mettre en œuvre des proce´dures
de controˆle, nous montrons que les strate´gies propose´es au chapitre 2 restent valables. Nous illustrons
cette section sur une comparaison en simulations entre le chemostat controˆle´ et en boucle ouverte.
Les travaux introduits dans cette section ont e´te´ publie´s dans [89], article reproduit dans l’annexe
page 195 et suivantes. Les re´sultats ne seront donc pas rede´montre´s ici.
4.1.1 Le Mode`le de Droop
Dans le courant des anne´es soixante, M.R. Droop, e´tudiant la croissance d’algues phytoplanctoniques
au laboratoire, notammentMonochrysis lutheri, propose une description de sa croissance [30] qui s’ave`re
en contradiction avec les re´sultats pre´dits par le mode`le de Monod, diffe´rence qu’il analysera par la
suite [31].
La figure 4.1 est bien repre´sentative de cette diffe´rence. Il s’agit d’une expe´rience mene´e en chemostat
en mode batch (i.e. d = 0), sur Chlamydomonas reinhardii soumise a` une limitation en azote, par
Cunningham [24]. La diffe´rence avec le mode`le de Monod est claire: celui-ci pre´dit en effet que, pour
d = 0, et lorsque tout le substrat limitant est consomme´, la biomasse s’arreˆte de grandir. On peut
constater qu’ici la biomasse continue de croˆıtre alors que le substrat est de´ja` totalement consomme´.
x>0.
s=0
Fig. 4.1 Expe´rience en chemostat batch: mise en e´vidence d’un phe´nome`ne de stockage intra-
cellulaire du substrat dans Chlamydomonas reinhardii. Substrat limitant (en rouge),
biomasse phytoplanctonique (en vert). Figure reproduite depuis [101].
Pour tenir compte de ce de´lai entre disparition du substrat et arreˆt de la croissance de la biomasse
dans un mode`le, deux approches sont possibles: soit le substrat est inge´re´ puis utilise´ pour la croissance
apre`s un certain temps (mode`le avec retard [20, 127]) soit il est inge´re´ puis stocke´ pour eˆtre re´utilise´
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pour la croissance (le phe´nome`ne de“retard”est alors mode´lise´ par un inte´grateur non-line´aire [30, 19]).
La de´marche propose´e par Droop suit la deuxie`me approche: il propose de tenir compte des phe´-
nome`nes de stockage des e´le´ments nutritifs dans les cellules phytoplanctoniques en introduisant une
nouvelle variable, le quota interne q en e´le´ment limitant: la quantite´ de nutriment intracellulaire par
unite´ de biomasse (i.e. par cellule). Il formule ainsi sur la base de ses expe´riences un taux de croissance
par unite´ de biomasse de´pendant uniquement de ce quota limitant. Cette fonction est de type Monod,
mais de´cale´e: la biomasse ne croˆıt que pour un quota interne supe´rieur a` un quota minimum qm > 0.
Ces travaux donnent lieu au “mode`le de Droop”, en re´alite´ formule´ par Burmaster [19], pour rendre
compte de la croissance d’algues phytoplanctoniques en chemostat. Les e´quations du mode`le sont les
suivantes, avec s la concentration en substrat limitant, (qx) la concentration totale en e´le´ment limitant
intracellulaire et x la concentration en biomasse:
s˙ = d(sin − s)− r1(.)
˙(qx) = r1(.)− d(qx)
x˙ = r2(.)− dx
(4.1)
Avec r1(.) = ρ(s)x la vitesse d’absorption du substrat ρ(.) e´tant de type Monod et, r2(.) = µ(q)x la
vitesse de croissance de la biomasse µ(.) e´tant la fonction propose´e par Droop, repre´sente´e sur la figure
4.2.
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Fig. 4.2 Taux de croissance de´pendant du quota interne q propose´ par Droop [30].
Ce mode`le peut se re´e´crire sous une forme le´ge`rement diffe´rente en utilisant la premie`re inte´grale de
Burmaster [19]: z = s + qx qui repre´sente la quantite´ totale de substrat (extra et intracellulaire) par
unite´ de volume. C’est cette forme que l’on utilisera pour la suite:
s˙ = d(sin − s)− ρ(s)x
z˙ = d(sin − z)
x˙ = µ(q)x− dx
(4.2)
Le mode`le de Droop a e´te´ bien e´tudie´ par Lange et Oyarzun [70, 103] avec les expressions analytiques
des taux ρ(.) et µ(.) propose´es dans [19], mais aussi avec des expressions “qualitatives”: ρ(.) fonction
croissante majore´e de s nulle en 0 et µ(.) fonction croissante majore´e de q nulle en qm > 0. Leurs
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conclusions sont similaires dans les deux cas: si d n’est pas trop important, il existe un unique e´quilibre
fortement positif globalement asymptotiquement stable sur l’ensemble x > 0 et q > qm.
Nous supposerons pour la suite uniquement que ρ(.) est une fonction croissante majore´e de s nulle
en 0 et que la vitesse de croissance de la biomasse r2(.) est strictement positive si q > qm et x > 0.
4.1.2 Motivation
Si le chemostat est tre`s utilise´ par les biologistes pour l’e´tude au laboratoire des algues phytoplanc-
toniques, les expe´riences mene´es ne couvrent ge´ne´ralement pas toute la plage d’utilisation the´orique
du chemostat. En effet il y a the´oriquement, a` l’e´quilibre, une coexistence possible entre biomasse
et nutriment limitant sur une plage assez large: e´le´ment tre`s limitant a` peu limitant. Le choix de la
concentration en e´le´ment limitant s’effectuant par un choix judicieux du taux de dilution.
Dans la pratique, afin d’e´viter a` tout prix le lessivage de la biomasse (qui conduirait a` recommencer
l’expe´rience depuis le de´but, ce qui est fort couˆteux tant en temps qu’en mate´riel), les biologistes
se cantonnent a` des expe´riences mene´es avec des taux de dilution assez faibles ce qui impose qu’a`
l’e´quilibre le substrat est toujours tre`s limitant, allant en dessous du seuil de de´tection des capteurs
utilise´s. C’est ce que nous illustrons sur la figure 4.3 qui reproduit une expe´rience typique mene´e par
L. Pawlowski a` l’Observatoire Oce´anologique de Villefranche sur Mer (CNRS).
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Fig. 4.3 Expe´rience typique sur la croissance d’algues phytoplanctoniques en chemostat.
La concentration en e´le´ments nutritifs, et spe´cialement en nitrates, est faible dans une grande partie
des oce´ans, notamment dans la partie haute de la colonne d’eau ou` se de´veloppe le phytoplancton. Les
expe´riences mene´es en chemostat sont donc bien repre´sentatives de la croissance phytoplanctonique
pour une bonne part des conditions rencontre´es dans les oce´ans.
Certaines zones (upwellings provoquant une remonte´e des eaux profondes, estuaires, zones coˆtie`res
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. . . ) pre´sentent cependant des concentrations bien supe´rieures a` celles habituellement reproduites en
chemostat. Ces zones riches en nitrates sont propices aux “blooms” algaux (mare´es vertes, rouges ou
blanches: de´veloppement rapide d’une espe`ce planctonique cf. figure 4.4). Ces blooms sont souvent
ne´fastes au reste de l’e´cosyste`me local et restent encore relativement mal explique´s aujourd’hui. Ainsi,
si ces conditions environnementales sont tre`s difficiles a` reproduire a` l’aide du chemostat dans des
conditions ope´ratoires classiques, elles n’en sont pas moins inte´ressantes.
Fig. 4.4 Photographies (sans trucage, dans le domaine visible) de blooms algaux. A` gauche une
“mare´e verte” (Bretagne) duˆe a` un bloom de plancton chlorophylien. Au milieu une
“mare´e rouge” duˆe a` un bloom de dinoflagelle´s. A` droite une “mare´e blanche”, vue
depuis l’espace, duˆe a` un bloom d’haptophytes.
Nous proposons ici un protocole (controˆle du chemostat) permettant de maintenir tous les types de
concentration du milieu en substrat tout en garantissant la pe´rennite´ de la culture (pas de lessivage).
4.1.3 Controˆle des Cultures Phytoplanctoniques en Chemostat
Le controˆle, suivant la meˆme approche que celle pre´sente´e dans les chapitres pre´ce´dents, ne´cessite au
pre´alable la de´finition des sorties utilise´es ainsi que la variable de commande. Comme pre´ce´demment
nous supposons que nous mesurons l’activite´ de la biomasse r2(.) ainsi que pour la commande adaptative
la biomasse x elle-meˆme. D’autre part, nous supposons que nous pouvons manipuler la dilution d.
Proposition 4.1
La loi de commande:
d(.) = γr2(.) = γµ(q)x avec γ >
qm
sin
stabilise globalement asymptotiquement le mode`le de Droop (4.1) vers un unique e´quilibre tel que:
s? > 0, q? > qm et x? > 0. Cet e´quilibre est re´glable par un choix judicieux de γ.
Preuve :
La preuve est effectue´e selon le principe propose´ dans la section 2.4.3 du chapitre 2. Elle est e´crite dans
[89] reproduit dans l’annexe page 195 et suivantes. Notons que cette preuve ne requiert pas les formes
analytiques des fonctions de croissance. 2
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Proposition 4.2
La loi de commande: {
d(.) = γ(t)r2(.)
γ˙ = Kr2(.)(x− x?)(γ − γm)(γM − γ)
Avec: K > 0, γ(0) ∈]γm,γM [ et:
0 <
qm
sin
< γm <
1
x?
< γM
stabilise globalement asymptotiquement le mode`le de Droop (4.1) vers un unique e´quilibre correspondant
a` la consigne x?.
Preuve :
La preuve se de´duit facilement de la proposition 4.1, en suivant une argumentation maintenant clas-
sique du type de celle pre´sente´e dans la section 2.3 du chapitre 2. 2
Bien que le mode`le de Droop soit plus complexe que le mode`le (3.2) et qu’il ne rentre pas dans le
cadre des syste`mes e´tudie´s au chapitre 2, les strate´gies de commande que nous avons propose´es restent
malgre´ tout valables.
4.1.4 Simulations
Dans un premier temps nous illustrons les proble`mes pose´s par le chemostat pour de forts taux de
dilution, c’est a` dire dans des conditions repre´sentatives d’un milieu riche en substrat. Ces simulations
nous permettent de comprendre la re´ticence des biologistes a` faire fonctionner le chemostat dans de
telles conditions.
Dans ce but nous choisissons un scenario de protocole expe´rimental des plus re´alistes que nous expli-
citons ci-dessous. Dans un second temps nous montrons, sur ce meˆme sce´nario, l’inte´reˆt de controˆler le
chemostat si l’on cherche a` obtenir, a` l’e´quilibre, un milieu riche en nutriments.
L’un des principaux proble`mes rencontre´s dans la conduite d’expe´riences en chemostat est le “stress”
des algues lorsqu’elles sont confronte´es a` des conditions environnementales fluctuantes. Ce stress se
caracte´rise par une baisse de la vitesse de croissance de la biomasse ce qui peut entraˆıner le lessivage
de la biomasse.
Le milieu entrant dans le chemostat est re´gulie`rement renouvele´ pour des raisons e´videntes: le flux
entrant provient d’un re´cipient dans lequel on puise le liquide; ce re´cipient a un volume important mais
la dure´e des expe´riences (cf. figure 4.3) ne´cessite de le renouveler re´gulie`rement (en pratique celui-ci
est remplace´ chaque semaine). Les diffe´rents milieux entrant dans le chemostat sont majoritairement
identiques a` de petites variations pre`s. Ces petites variations entraˆınent un stress des algues confronte´es
a` des conditions environnementales diffe´rentes, qui se produira alors cycliquement chaque semaine.
Remarque – Notons ici que ce n’est pas le seul type de stress possible: les variations de tempe´rature
ou de lumie`re ont le meˆme impact. Ces conditions sont cependant bien mieux controˆle´es et ces types
de stress moins fre´quents cf. [13].
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Nous proposons de mode´liser, de manie`re artificielle et assez grossie`re, ce stress cyclique par une
modulation de vitesse de croissance algale par une fonction κ(t) de´finie pour t ∈ [0,7] modulo 7 jours.
Nous choisissons la forme pre´sente´e sur la figure 4.5 pour κ(t). Ce choix a juste une valeur d’exemple
et est tre`s caricatural.
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Fig. 4.5 Fonction κ(t) modulant la vitesse de croissance r2(.) mode´lisant le stress des algues duˆ
au renouvellement hebdomadaire du milieu entrant. Fort stress pendant la demi jour-
ne´e conse´cutive au renouvellement du milieu entrant, retour progressif a` la normale
pendant la demi-journe´e suivante.
Des expe´riences effectue´es pour un d constant (i.e. chemostat non controˆle´) donneraient alors des
re´sultats du type de ceux pre´sente´s sur la figure 4.6. Les parame`tres choisis pour les simulations du
mode`le de Droop sont ceux identifie´s par O. Bernard pour Dunaliela tertiolecta [13]. Nous avons choisis
ici un taux de dilution relativement important (d = 1,25 jour−1) mais garantissant cependant l’existence
d’un e´quilibre de fonctionnement si les algues n’e´taient pas stresse´es.
Notre strate´gie de commande prouve tout son inte´reˆt dans cette situation, ce que nous pre´sentons
sur la figure 4.7. En de´pit du stress algal, la population d’algues phytoplanctoniques est maintenue a`
une concentration constante strictement positive, et empeˆche donc le lessivage de la biomasse.
Ces simulations paraissent ainsi valider l’approche propose´e sur un cas tre`s proche de la re´alite´ d’une
expe´rience de laboratoire. Cette approche n’a cependant pas pour l’instant pu eˆtre teste´e expe´rimen-
talement sur un chemostat.
Le Laboratoire Oce´anologique de Villefranche sur Mer (LOV) dispose d’un chemostat tre`s instrumente´
disposant de nombreux capteurs et actionneurs. Ces e´quipements permettent notamment d’obtenir des
mesures re´gulie`res de la concentration en biomasse et de son activite´ ainsi que la maˆıtrise de la dilution
applique´e. Cette installation expe´rimentale est ainsi pourvue de toute la technologie requise pour tester
la validite´ des strate´gies propose´es et des tests expe´rimentaux devraient eˆtre prochainement effectue´s
au LOV.
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Fig. 4.6 Expe´rience simule´e avec des algues stresse´es a` cause du renouvellement hebdomadaire
du milieu entrant pour une dilution constante d = 1.25 j−1 : lessivage de la biomasse
phytoplanctonique.
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Fig. 4.7 Expe´rience simule´e d’un chemostat controˆle´ avec des algues stresse´es a` cause du re-
nouvellement hebdomadaire du milieu entrant: maintien d’une population viable dans
le chemostat en de´pit du stress algal.
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4.2 La Fermentation Anae´robie
Les travaux introduits dans cette section ont e´te´ publie´s dans des actes de confe´rences [83, 84, 85].
Certains ont donne´ lieu a` publications dans un journal sur les biotechnologies [87], et dans un journal
d’automatique [86] qui sont tous deux reproduits dans l’annexe page 195 et suivantes. Les re´sultats
rappele´s ici ne seront donc pas rede´montre´s, d’autant plus qu’il s’agit d’un cas particulier de l’e´tude
que nous me`nerons au chapitre 5.
Nous avons rappele´ au cours du chapitre pre´ce´dent le premier mode`le propose´ par Graef et Andrews
[40, 8] pour de´crire les dynamiques des fermenteurs anae´robies. Ce mode`le, trop simpliste, a par la
suite motive´ nombre de recherches donnant ainsi lieu a` des mode`les cense´s repre´senter de plus en
plus fide`lement la re´alite´ du processus biologique [98, 46, 11, 57]. Le nombre impressionnant de para-
me`tres, donc de degre´s de liberte´, de certains mode`les implique alors d’e´normes difficulte´s de validation
expe´rimentale.
Pour pallier ce type de proble`mes, certains travaux se concentrent sur des mode`les de complexite´ inter-
me´diaire, plus repre´sentatifs de la biologie que le mode`le (3.8) mais de taille relativement raisonnable,
donc plus a` meˆme d’eˆtre valide´s expe´rimentalement. Nous choisissons plus pre´cise´ment l’approche re-
tenue par O. Bernard [14] qui prend explicitement le parti de de´crire de fac¸on relativement simple la
biologie mise en œuvre dans les proce´de´s de fermentation anae´robie.
Le mode`le que nous pre´sentons dans cette section a e´te´ identifie´ et valide´ sur sur le fermenteur
anae´robie a` lit fixe pilote du Laboratoire de Biotechnologie de l’Environnement (LBE) de l’INRA a`
Narbonne [14]. On trouvera une description comple`te de l’installation et de ses nombreux capteurs et
actionneurs dans [131]. Il convient juste de retenir que ce fermenteur est pourvu de tous les capteurs
fournissant les mesures requises par les lois de commandes et que la dilution est re´gle´e par l’interme´diaire
d’une pompe. Tous les capteurs et actionneurs sont relie´s a` une unite´ micro-informatique qui permet le
calcul, en ligne et a` partir des mesures, de la commande a` appliquer. C’est aussi sur cette installation
que nous avons pu tester expe´rimentalement notre approche pour le controˆle de fermenteurs anae´robie.
Nous pre´sentons ces re´sultats expe´rimentaux a` la fin de cette section.
4.2.1 Description de la Biologie de la Fermentation Anae´robie
Le parti pris de la mode´lisation pre´sente´e ici consiste en la description de la communaute´ bacte´rienne
complexe re´alisant la fermentation anae´robie en deux grandes familles bacte´riennes re´alisant deux
biore´actions successives ou “en cascade”. Nous conserverons cette deuxie`me terminologie par la suite.
Les compose´s organiques polluants sont eux meˆmes classifie´s en deux cate´gories: les subtrats organiques
complexes (S1) et les acides gras volatils (S2).
La premie`re communaute´ bacte´rienne (X1 dite acidoge`ne) re´alise une biore´action d’acidoge´ne`se: elle
consomme les substrats organiques les plus gros et les plus polluants S1 pour grandir; les re´sidus (ou
produits) de cette biore´action sont les acides gras volatils S2 moins polluants et du dioxyde de carbone
CO2. Les acides gras volatils S2 sont eux meˆmes consomme´s par la seconde communaute´ bacte´rienne
(X2 dite me´thanoge`ne) pour grandir; elle produit du CO2 et du me´thane CH4.
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Nous pouvons re´sumer cette biore´action complexe par les deux biore´actions simples (i.e. de type
(3.1)) en cascade:
Re´action d’acidoge´ne`se:
k1S1
r1(.)
ü X1 + k2S2 + k4CO2 (4.3)
Re´action de me´thanoge´ne`se:
k3S2
r2(.)
ü X2 + k5CO2 + k6CH4 (4.4)
Les hypothe`ses que nous faisons sur les termes charge´s de de´crire les vitesses de re´action ri(.) seront
pre´cise´s par la suite.
4.2.2 Le Mode`le du Fermenteur Anae´robie
En suivant exactement la meˆme me´thodologie que celle pre´sente´e a` la section 3.1 du chapitre pre´-
ce´dent, puisque les compose´s de type S1 et de type S2 sont tre`s peu volatils dans les conditions de
tempe´rature et de pression classiques des fermenteurs anae´robie (cf. [14, 81]). Rappelons que les fer-
menteurs anae´robie sont des biore´acteurs continus; le flux entrant e´tant compose´ d’un me´lange des
substrats S1 et S2 aux concentrations s1,in et s2,in.
L’analyse des bilans de masse conduit au mode`le suivant, de´crivant l’e´volution temporelle des concen-
trations des diffe´rents consituants S1, X1, S2 et X2:
s˙1 = d(s1,in − s1)− k1r1(.)
x˙1 = r1(.)− αdx1
s˙2 = d(s2,in − s2) + k2r1(.)− k3r2(.)
x˙2 = r2(.)− αdx2
(4.5)
avec d le taux de dilution, α ∈]0, 1] le taux de non-fixation des biomasses, les ki e´tant les coefficients
de rendement des biore´actions (4.3) et (4.4).
Le mode`le propose´ dans [14] de´crit deux variables supple´mentaires, la concentration en carbone
dissout et l’alcalinite´. Si les dynamiques de ces deux variables sont de´pendantes des variables de´crites
dans le mode`le (4.5), elles n’influent pas sur celui-ci; nous ne les conside´rerons donc pas ici, leur
comportement e´tant entie`rement de´termine´ par le comportement du mode`le (4.5) (cf. [81]).
Les vitesses r1(.) et r2(.) des re´actions d’acidoge´ne`se et de me´thanoge´ne`se sont mode´lise´es par des
taux de re´action par unite´ de biomasse multiplie´es par la quantite´ de biomasse, c’est a` dire:
ri(.) = µi(.)xi
Dans [14], les auteurs retiennent pour µ1(.) une fonction de type Monod de´pendant uniquement de
la concentration en substrat s1 et pour µ2(.) une fonction de type Haldane de´pendant uniquement de
la concentration en substrat s2. Une telle mode´lisation permet ainsi de rendre compte des phe´nome`nes
d’inhibition de la croissance de la biomasse me´thanoge`ne en pre´sence de fortes concentrations en acides
gras volatils S2. On retrouve ainsi sur le mode`le (4.5) la sensibilite´ caracte´ristique de la fermentation
anae´robie pour de fortes charges polluantes induisant un risque de lessivage (cf. section 3.3.4 du chapitre
pre´ce´dent).
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Nous prenons ici des hypothe`ses moins restrictives sur les vitesses des biore´actions. En suivant l’ap-
proche que nous menons dans [86], nous supposons uniquement que, pour i = 1,2, µi(.) est une fonction
suffisamment lisse, de´pendant de si, nulle si si = 0 et strictement positive si si > 0 (d’autres grandeurs
que si peuvent donc influencer µi). Ceci implique entre autres que pour un si faible, µi est une fonction
croissante de si. Notons que ces hypothe`ses garantissent la positivite´ du mode`le (4.5).
Comme de´ja` spe´cifie´ dans la section 3.3.4 du chapitre pre´ce´dent, le me´thane produit est, du fait de sa
tre`s faible solubilite´, essentiellement gazeux: tout le me´thane produit par la re´action de me´thanoge´ne`se
est entie`rement e´vacue´ dans la phase gazeuse. Les e´quipements du fermenteur pilote dont dispose le
LBE-INRA permettent entre autres de mesurer le flux gazeux sortant du fermenteur ainsi que de doser
la proportion de me´thane qu’il contient. Cette installation nous permet donc de mesurer en ligne sur
le proce´de´ la grandeur suivante:
y1 = QCH4 = k6r2(.)
Notons que les capteurs requis pour obtenir la mesure du flux de me´thane sortant sont relativement
peu one´reux et donc souvent imple´mente´s sur les fermenteurs anae´robies.
4.2.3 Lien Mode`le Simple (3.8) / Mode`le plus Complexe (4.5)
Conside´rons la variable suivante, appele´e “matie`re organique biode´gradable totale”:
sT = s1 +
k1
k2
s2
Notons que
(
k1
k2
s2
)
correspond a` la quantite´ de substrat s1 ne´cessaire pour obtenir par re´action
d’acidoge´ne`se totale la quantite´ d’acides gras volatils s2. La de´finition de sT est proche de celle de la
demande chimique en oxyge`ne totale (DCO, mesure classique de la pollution organique), mais celle-ci est
base´e sur les rendements chimiques des re´actions de combustion des compose´s organiques polluants. Ici
nous utilisons la meˆme approche a` ceci pre`s que les coefficients de rendement des re´actions biochimiques
remplacent les rendements chimiques dans la de´finition de la matie`re organique biode´gradable totale.
On consultera [86, 87] pour plus de de´tails sur cette notion.
On obtient alors un sous syste`me en sT et x2 de type (3.2):{
s˙T = d(sT,in − sT )− k3k1k2 r2(.)
x˙2 = r2(.)− αdx2
Ce syste`me correspond a` la biore´action synthe´tique suivante qui est du type (3.1):(
k3k1
k2
)
sT
r2(.)
ü X2 + k6CH4
La notion de matie`re organique biode´gradable totale sT permet en quelque sorte de retrouver l’ap-
proximation “macroscopique” de Graef et Andrews [40] de´crite dans la section 3.3.4. La matie`re orga-
nique dissoute est ici repre´sente´e par ST et la biomasse “moyenne” ou “limitante” par la communaute´
bacte´rienne me´thanoge`ne X2. Le mode`le (4.5) permet donc de retrouver le mode`le historique de [40],
a` la diffe´rence notable que la vitesse de la re´action “macroscopique” r2(.) est influence´e par des phe´no-
me`nes exte´rieurs (notamment par s1(t)). Cette de´pendance envers des phe´nome`nes externes n’est pas
de´crite dans [40] mais rentre dans le cadre de l’e´tude mene´e au chapitre pre´ce´dent.
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4.2.4 Controˆle du Fermenteur Anae´robie
Nous proposons toujours le meˆme type de controˆleurs que ceux pre´sente´s au chapitre 2. Dans le
de´roulement temporel de la the`se, c’est cet exemple que nous avons en premier traite´ (cf. [83]) et dont
nous avons par la suite e´tendu les re´sultats.
Proposition 4.3
Conside´rons une consigne s?T suffisamment petite. La loi de commande:
d(.) =
k3k1
k2(sT,in − s?T )
r2(.) =
k3k1
k6k2(sT,in − s?T )
QCH4
stabilise globalement asymptotiquement le mode`le (4.5) vers un unique e´quilibre fortement positif cor-
respondant a` la consigne s?T .
Preuve :
La preuve est bien de´taille´e dans [86] reproduit dans l’annexe 195 et suivantes. C’est aussi un cas
particulier de l’e´tude du chapitre 5. 2
La ne´cessite´ de choisir une consigne en concentration en pollution s?T suffisamment petite est essen-
tiellement technique, afin de pouvoir garantir la convergence asymptotique de tout le syste`me controˆle´
vers un unique e´quilibre. Ceci n’est pas tre`s geˆnant pour l’application pratique: on cherche ici a` de´pol-
luer l’eau c’est a` dire a` garantir une concentration en matie`re organique biode´gradable totale sT faible.
Remarquons tout de meˆme que la preuve garantit la convergence de sT vers s?T tant que cette consigne
est plus faible que sT,in (et non suffisamment petite). Cette hypothe`se n’est requise que pour montrer
la convergence de s1 vers un unique e´quilibre s?1.
Nous ne pre´sentons pas ici de cas adaptatif la preuve n’e´tant pas entie`rement e´crite et relativement
technique. Il semble cependant qu’une adaptation “classique” combine´e a` une mesure de sT fonctionne
sous re´serve que la borne minimale du gain de retour de sortie γm est strictement plus grande que(
k3k1
k6k2 sT,in
)
et que γM n’est pas trop grand. Il s’agit de conditions ne´cessaires, rien ne nous permet
d’affirmer qu’elles seront suffisantes.
4.2.5 Re´sultats Expe´rimentaux
Nous avons re´alise´ des tests expe´rimentaux de la loi de commande statique de la proposition 4.3 sur
le fermenteur anae´robie a` lit fixe du LBE de l’INRA par l’e´quipe du LBE dirige´e par J.P. Steyer. Une
commande de type adaptatif n’a pas encore e´te´ teste´e, mais les re´sultats obtenus jusqu’ici dans le cas
statique sont tre`s encourageants.
Les eaux use´es traite´es par ce proce´de´ proviennent des industries viticoles locales: il s’agit de re-
jets organiques issus de la vinification, de´chets tre`s polluants et difficiles a` traiter par des moyens
conventionnels (station d’e´puration a` boues active´es...).
Nous pre´sentons sur la figure 4.8 deux comportements transitoires (A et B) du proce´de´ dont la
dilution obe´it a` une loi du type celle de la proposition 4.3. Sont reproduits, la concentration en matie`re
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organique au sein de l’enceinte sT ainsi que la dilution d applique´e tout au long de ces transitoires. La
concentration en biomasse n’est, elle, pas mesure´e par les capteurs e´quipant le fementeur.
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Fig. 4.8 Comportement du flux traversant (d × volume du re´acteur) et de la concentration en
pollution s durant deux transitoires: cas A et B
Les deux transitoires repre´sente´s correspondent a` des valeurs diffe´rentes de la consigne s?T . Les re´-
sultats obtenus sont parfaitement en accord avec le comportement attendu: la charge polluante suit
un comportement de type premier ordre dont la vitesse de convergence, tout en restant positive, est
variable. Ceci valide donc notre approche dans le cas d’une installation re´elle.
Comme souvent lors de la conduite d’expe´riences au laboratoire, des phe´nome`nes impre´vus se sont
produits lors des tests conduits.
Ces proble`mes techniques permettent parfois de mettre en valeur des comportements, inte´ressants
ou non, qui n’e´taient pas initialement pre´vus. Dans notre cas, les expe´riences ont permis de constater
l’effet be´ne´fique de la commande propose´e par rapport a` certains types de pannes.
Un proble`me technique s’est produit sur le proce´de´ qui a conduit a` remplir le fermenteur avec de l’eau
pure au lieu d’eau pollue´e. Ce proble`me s’est produit pendant que la commande ramenait le proce´de´
vers un nouveau point d’e´quilibre. Le re´sultat de cette panne est pre´sente´ sur la figure 4.9.
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Fig. 4.9 Comportement du flux traversant et de la concentration en pollution s lorsque le fer-
menteur est nourri a` l’eau pure.
La panne (i.e. sT,in = 0) se produit environ a` t = 9 heures sur la figure 4.9. Une re´gulation classique
de type proportionnel a` l’erreur entre sT et la consigne s?T aurait plutoˆt tendance, pour compenser la
baisse de sT , a` augmenter la dilution afin d’accroˆıtre la quantite´ de matie`re organique suppose´e entrante
d(sT,in − sT ) > 0. Dans le cas qui nous occupe cela aurait irre´me´diablement conduit au lessivage de la
biomasse bacte´rienne du fait d’une augmentation conside´rable de la dilution (l’action du re´gulateur P
entraˆıne ici l’exact contraire de ce qu’il pre´voit, celui-ci augmente alors plus encore la dilution).
Ici la re´action de notre loi de commande est beaucoup plus saine: la de´croissance de sT induit une
de´croissance du de´bit de me´thane e´mis QCH4 , qui entraˆıne une de´croissance de la dilution (propor-
tionnelle a` ce de´bit). Ceci conduit le flux traversant le re´acteur a` sa valeur minimale 5L/h (contrainte
technologique). Il est a` noter que dans cet e´tat, le proce´de´ est dans l’e´tat le plus suˆr: la biomasse ne
peut eˆtre lessive´e et les ope´rateurs humains disposent du temps ne´cessaire pour effectuer les re´parations
requises.
Notons que ce type de panne est aussi repre´sentatif de l’adjonction dans l’influent d’un compose´
chimique toxique pour les populations bacte´riennes pre´sentes dans le re´acteur. La loi de commande
(3.5) aurait en effet un comportement similaire, conduisant a` minimiser l’introduction du toxique dans
le re´acteur, au contraire des re´gulateurs classiques de type P. Cette caracte´ristique se´curisante est un
avantage inconstestable de notre approche, ce qui nous permet de pressentir son application a` l’e´chelle
industrielle.
Conclusion
Nous avons pre´sente´ dans ce chapitre l’application de nos re´sultats au mode`le de Droop pour la
croissance d’algues phytoplanctoniques en chemostat ainsi qu’a` un mode`le d’un proce´de´ continu de
fermentation anae´robie. Ces mode`les ont une structure plus complexe que les mode`les de biore´acteurs
e´tudie´s au chapitre pre´ce´dent: ils de´crivent ainsi plus pre´cise´ment les processus biologiques mis en jeu.
Nous avons montre´ qu’en de´pit de cette structure plus complexe et sous des hypothe`ses relativement
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peu restrictives, nos re´sultats de convergence des syste`mes controˆle´s persistent. Cette robustesse au
mode`le est de plus valide´e sur des expe´riences effectue´es sur un proce´de´ de traitement de l’eau par
fermentation anae´robie, expe´riences qui corroborent nos re´sultats the´oriques.
La description de la biologie de la fermentation anae´robie propose´e par Bernard et al. [14], repre´sente´e
par deux biore´actions en cascade, sugge`re une forme plus ge´ne´rale de re´seau trophique microbien
exploite´ en biore´acteur: le cas de n biore´actions en cascade. Nous nous inte´ressons dans le prochain et
dernier chapitre a` ce type de re´seau trophique. Plus particulie`rement, nous e´tudions la validite´ ou non
de nos re´sultats de convergence globale lorsque nous controˆlons le proce´de´ avec une loi de commande
de type statique (3.5). Nous montrons que, sous certaines conditions, ces re´sultats restent vrais dans
le cas ge´ne´ral des cascades de n biore´actions simples.
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Introduction
Nous nous inte´ressons dans ce chapitre au cas ge´ne´ral de la structure du re´seau trophique microbien
propose´ par Bernard et al. [14] et pre´sente´ au chapitre pre´ce´dent. Nous parlerons alors de biore´actions
en cascade a` n e´tapes ou de re´seau trophique microbien en cascade. Comme pre´ce´demment, nous nous
attachons au cas de bioproce´de´s de type continu exploitant un re´seau trophique microbien en cascade.
Plus spe´cialement nous nous inte´ressons a` l’effet d’une de nos commandes de type statique sur les
dynamiques du proce´de´. Nous montrons ici que, sous certaines conditions, la convergence globale des
trajectoires vers un unique e´quilibre fortement positif est assure´e.
Dans un premier temps nous explicitons la structure du re´seau trophique conside´re´ et donnons un
mode`le pour son exploitation dans un biore´acteur en mode continu. Nous appliquons ensuite une loi
de commande de type statique selon la meˆme approche que celle propose´e au chapitre pre´ce´dent pour
la fermentation anae´robie et cherchons une condition suffisante garantissant la convergence globale des
trajectoires vers un unique e´quilibre fortement positif. Nous proposons une de´marche base´e sur une
me´thodologie re´cente propose´e par Angeli et Sontag [5]. Nous conclurons par quelques perspectives.
5.1 Mode´lisation des Biore´actions en Cascade
5.1.1 Structure du Re´seau Trophique Microbien
Le re´seau trophique microbien en cascade a la structure ge´ne´rique pre´sente´e sur la figure 5.1. Il est
compose´ d’une cascade de biore´actions simples de type (3.1). Son fonctionnement est le suivant: une
premie`re espe`ce microbienne (note´eX1) croˆıt en consommant un premier substrat S1. La consommation
de ce substrat entraˆıne l’excre´tion par la biomasseX1 d’un substrat (de´chet ou produit de la biore´action)
que l’on notera S2. Ce substrat est consomme´ par une seconde espe`ce bacte´rienne X2 qui se de´veloppe
et rejette un substrat S3. Le re´seau se poursuit jusqu’a` la nie`me biore´action qui termine la cascade.
Xn
S1
Inflow
S2
Inflow
X1 X2
Sn+1Sn
Inflow
Fig. 5.1 Sche´ma d’une biore´action en cascade a` n e´tapes
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En conservant le meˆme type de description que celle pre´sente´e dans les deux chapitres pre´ce´dents, on
peut associer a` cette structure le sche´ma re´actionnel suivant:
k1S1
r1(.)−→ X1 + l2S2
...
...
...
kjSj
rj(.)−→ Xj + lj+1Sj+1
...
...
...
knSn
rn(.)−→ Xn + ln+1Sn+1
Les vitesses de re´actions sont les ri(.) qui sont a priori inconnues pour cette e´tude, mais doivent
respecter quelques hypothe`ses classiques ve´rifie´es la plupart du temps (cf. section 5.1.3).
On voit apparaˆıtre ici une premie`re grandeur importante pour ce mode`le, le nombre de biore´actions
implique´es dans la biore´action en cascade: n ∈ N∗. A chaque e´tape j de la biore´action en cascade
mode´lise´e, correspondent deux variables: la quantite´ de biomasse Xj et la quantite´ de substrat Sj ;
par la suite nous nous inte´ressons aux concentrations de ces biomasses et substrats a` l’inte´rieur du
biore´acteur que nous noterons respectivement xj et sj .
Nous choisissons ici de ne pas mode´liser l’e´volution temporelle de la concentration en substrat final
Sn+1. Le mode`le que nous de´veloppons impliquera donc 2n variables d’e´tat, pour une cascade de n
biore´actions simples.
Les proce´de´s de traitement des eaux use´es correspondent a` ce type de structure: ce sont des biode´gra-
dations en n e´tapes. Une premie`re population bacte´rienne consomme un substrat organique polluant.
Cette population bacte´rienne croit sur ce substrat: son me´tabolisme de´grade la mole´cule organique en
plus petites mole´cules, moins polluantes et en tire de l’e´nergie pour sa croissance. Les re´sidus de cette
re´action servent de substrat pour la croissance d’une seconde population bacte´rienne et ainsi de suite.
La fermentation anae´robie (cf. le chapitre pre´ce´dent) est un exemple repre´sentatif de cette structure.
5.1.2 Notations et Mode`le des Biore´actions en Cascade
Avant d’effectuer le bilan de masse pour chacun des constituants, au sein du biore´acteur, nous prenons
soin de de´finir les notations utilise´es:
• xj ∈ R+: concentration en biomasse j au sein du biore´acteur
• sj ∈ R+: concentration en substrat j au sein du biore´acteur
• rj(.) ∈ R+: vitesse de la biore´action j (de´pendance explicite´e a` la section 5.1.3)
• sj,in ∈ R+∗ : concentration (strictement positive) du flux entrant en substrat sj
• d ≥ 0: taux de dilution (par la suite la commande du syste`me)
• kj > 0 quantite´ de substrat j ne´cessaire a` la production d’une unite´ de biomasse j
• lj > 0 quantite´ de substrat j produite par la croissance d’une unite´ de biomasse (j − 1)
• ξ est le vecteur e´tat complet
En suivant la meˆme approche de bilan de masse que celle de´crite au chapitre 3, on obtient aise´ment
le mode`le suivant de´crivant l’e´volution des concentrations des diffe´rents constituants au sein du bio-
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re´acteur (nous supposons ici qu’aucun constituant n’est susceptible de se fixer au sein du re´acteur, les
αj sont donc tous e´gaux a` 1):
x˙1 = r1(.)− dx1
s˙1 = d(s1,in − s1)− k1r1(.)
...
x˙j = rj(.)− dxj
s˙j = d(sj,in − sj)− kjrj(.) + ljrj−1(.)
...
x˙n = rn(.)− dxn
s˙n = d(sn,in − sn)− knrn(.) + lnrn−1(.)
(5.1)
5.1.3 Hypothe`ses
Nous donnons dans cette section des hypothe`ses ge´ne´rales sur le mode`le (5.1) et particulie`rement
sur les vitesses rj(.) des n biore´actions. Comme pre´ce´demment, nous faisons le minimum d’hypothe`ses
sur les formes analytiques des rj(.) qui sont toujours tre`s difficiles a` mode´liser. Nous expliciterons les
conside´rations biologiques permettant de justifier ces hypothe`ses dans chacun des cas.
Hypothe`ses HC:
• HC1: ∀j ∈ [1..n], rj(.) = µj(sj)xj
Comme une grande majorite´ d’auteurs [10, 127], nous mode´lisons chacune des vitesses de re´action
par un taux de croissance de la biomasse Xj multiplie´ par la concentration en biomasse xj .
• HC2: ∀j ∈ [1..n], µj(0) = 0 et sj > 0⇒ µj(sj) > 0
La biomasse Xj croˆıt en pre´sence de substrat Sj , elle ne croˆıt pas en l’absence de substrat Sj .
L’hypothe`se HC2 implique notamment pour tout j l’existence d’un sj > 0 tel que:
∀j ∈ [1..n], sj ∈ [0; sj [ ⇒ dµj
dsj
(sj) > 0
Notons que sj peut valoir +∞ (e.g. loi de Monod).
• HC3: µn(min(sn, sn,in)) ≤ mini(µi(min(si, si,in)))
Cette hypothe`se technique est ne´cessaire pour les calculs mene´s dans la section 5.4. En termes
biologiques, nous supposons ici que la nie`me re´action est la plus lente de la cascade.
Certaines hypothe`ses mathe´matiques sont aussi ne´cessaires pour l’analyse du mode`le (5.1):
• HC4: ∀j ∈ [1..n], µj(.) est C1 et borne´e
Remarque – Notons que les hypothe`ses HC suffisent a` garantir la positivite´ du syste`me (5.1).
5.1.4 Re´duction du Nombre de Parame`tres
Il est possible par des changements de variables simples de re´duire le nombre de parame`tres du mode`le
(5.1) et ainsi simplifier grandement les calculs. Le changement d’unite´ de mesure des concentrations
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en chacune des biomasses permet notamment de de supprimer les n parame`tres kj du mode`le. Nous
proposons les changements de variables suivants:
∀j ∈ [1..n], κj = kjxj
Sous les hypothe`ses HC, et avec ce changement de variable, le syste`me (5.1) est e´quivalent (sur tout
l’orthant positif) au syste`me suivant:
κ˙1 = (µ1(s1)− d)κ1
s˙1 = d(s1,in − s1)− µ1(s1)κ1
...
κ˙j = (µj(sj)− d)κj
s˙j = d(sj,in − sj)− µj(sj)κj + hj−1µj−1(sj−1)κj−1
...
κ˙n = (µn(sn)− d)κn
s˙n = d(sn,in − sn)− µn(sn)κn + hn−1µn−1(sn−1)κn−1
(5.2)
avec ∀j ∈ [1..n− 1], hj = lj+1kj > 0
5.1.5 Influence des Taux de Croissance µj(.)
Nous avons de´ja` discute´ (cf. section 3.2 du chapitre 3) de la difficulte´ de mode´liser les vitesses de re´ac-
tion ainsi que de la grande influence que peuvent avoir leurs formes analytiques sur les comportements
dynamiques qualitatifs engendre´s (un e´quilibre GAS, multi-e´quilibres stables).
Ici nous ne conside´rons pas une unique biore´action simple, mais une cascade de biore´actions simples.
A` titre d’exemple conside´rons une cascade de n = 2 biore´actions, chacun des taux de croissance des
biomasses suivant une loi de Haldane. Pour un s1,in suffisamment important et a` d constant la premie`re
population admet trois e´quilibres, dont deux localement stables. En conside´rant cette premie`re re´action
en un de ses e´quilibres, la seconde biore´action admet (si s2,in est suffisamment grand) a` d constant elle-
meˆme trois e´quilibres dont deux localement stables. Le syste`me global aura donc 9 e´quilibres dont 4 sont
localement stables, ce que nous illustrons sur la figure 5.2 en projection dans le plan des concentrations
en biomasses.
Les remarques du chapitre 3 sur les comportement dynamiques engendre´s suivant les µj(.) sont donc
tout autant valables ici. Les comportements dynamiques possibles des biore´actions en cascade sont
juste nettement plus complexes que pour une biore´action simple.
Nous cherchons dans ce chapitre a` imposer une dilution (fortement inspire´e de nos re´sultats pre´-
ce´dents) permettant de stabiliser globalement le syste`me vers un e´quilibre ou` toutes les biomasses
coexistent. L’action de la commande e´nonce´e dans le the´ore`me 5.1 sur le mode`le conside´re´ est pre´sen-
te´e sur la figure 5.3 ci-apre`s. Son efficacite´ est inde´niable.
La suite de ce chapitre est consacre´e a` la preuve de l’efficacite´ de la loi de commande (5.3) dans le
cas ge´ne´ral d’une biore´action en cascade a` n e´tapes.
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Fig. 5.2 Simulation en projection dans le plan des concentrations en biomasse d’une cascade
de deux biore´actions, pour d constant, les µi(.) suivant une loi de Haldane. Mise en
e´vidence de quatre e´quilibres localement stables
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Fig. 5.3 Simulation en projection dans le plan des concentrations en biomasse d’une cascade de
deux biore´actions les µi(.) suivant une loi de Haldane. syste`me en boucle ouverte a` d
constant (traits pleins) et controˆle´ avec d suivant la loi (5.3) (tirets). Mise en e´vidence
de l’efficacite´ de la loi de commande (5.3).
5.2 Controˆle des Biore´actions en Cascade
Nous proposons ici une me´thode de controˆle des biore´actions en cascade qui s’inspire fortement des
me´thodes que nous avons propose´es au cours de ce manuscript. Nous cherchons donc a` stabiliser glo-
balement asymptotiquement le syste`me (5.2) sur l’orthant fortement positif, vers un unique e´quilibre
fortement positif re´glable, assurant ainsi la pe´rennite´ de la biore´action. Comme a` notre habitude nous
souhaitons que les re´sultats obtenus soient le plus possible inde´pendants des formes analytiques des vi-
tesses des biore´actions implique´es dans la cascade. Les seules hypothe`ses que nous supposerons ve´rifie´es
pour la suite sont donc les hypothe`ses HC.
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Nous de´finissons maintenant la commande du syste`me (5.2) ainsi que la mesure (sortie) disponible
en ligne.
• le taux de dilution d est la commande du syste`me (5.2)
• la sortie du syste`me est l’activite´ de la nie`me biomasse κn (i.e. la vitesse de la dernie`re biore´action):
y = µn(sn)κn
5.2.1 Loi de Commande
Nous proposons ici une loi de commande tre`s semblable a` celle propose´e au chapitre pre´ce´dent sur le
cas particulier du mode`le de fermentation anae´robie de Bernard et al. [14].
The´ore`me 5.1
Pour tout s?T ∈
]
0 , minj
(
sn, sn,in,
(∏n−1
k=j hk
)
sj,in,
(∏n−1
k=j hk
)
sj
)[
, la loi de commande:
d(.) =
1[
sn,in +
n−1∑
k=1
( n−1∏
j=k
hj
)
sk,in
]
− s?T
µn(sn)κn (5.3)
stabilise globalement asymptotiquement le syste`me (5.2) sur R2n+∗ vers un unique e´quilibre ξ?  0 si la
condition (5.29) page 161 est remplie. ξ? est re´glable par l’interme´diaire du choix de s?T .
Remarque – La suite de ce chapitre est de´die´e a` la preuve de ce the´ore`me. Nous prouvons notamment
que la condition (5.29) est une condition suffisante assurant la stabilisation asymptotique globale du
syste`me vers ξ?  0.
Par la suite nous utiliserons la notation d(.) pour signifier que l’entre´e du syste`me (5.2) suit la loi de
commande (5.3) du The´ore`me 5.1.
Le plan de la preuve (relativement longue) est le suivant:
• nous montrons dans un premier temps que le syste`me (5.2) sous la commande (5.3) reste un
syste`me positif et que d(.) reste aussi positive.
• nous effectuons ensuite (n+ 1) changements de variables qui s’ave`reront forts utiles par la suite.
• puis nous montrons par l’absurde que l’inte´grale sur les temps positifs ∫ +∞
τ=0
d(τ)dτ = +∞, ce qui
nous permettra de re´duire notre e´tude a` un syste`me de dimension (n− 1).
• Enfin l’e´tude du syste`me re´duit est effectue´e en utilisant une me´thodologie propose´e par Angeli et
Sontag [5]. Cette me´thode permet de de´duire la condition suffisante (5.29) qui assure la validite´
du the´ore`me 5.1.
5.2.2 Positivite´ du Syste`me Controˆle´
Nous introduisons dans un premier temps la notation:
sT,in = sn,in +
n−1∑
k=1
( n−1∏
j=k
hj
)
sk,in
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Cette notation sera justifie´e par la suite par l’introduction du “substrat e´quivalent” sT (cf. le cas
particulier de la fermentation anae´robie a` la section 4.2). Avec cette notation, on a:
d(.) =
1
sT,in − s?T
µn(sn)κn
Notons que (sT,in − s?T ) > 0 car s?T < sn,in.
Conside´rons maintenant les e´quations du syste`me (5.2) soumis a` la loi de commande (5.3):
κ˙1 =
(
µ1(s1)−
(
1
sT,in−s?T µn(sn)κn
))
κ1
s˙1 =
(
1
sT,in−s?T µn(sn)κn
)(
s1,in − s1
)
− µ1(s1)κ1
...
κ˙j =
(
µj(sj)−
(
1
sT,in−s?T µn(sn)κn
))
κj
s˙j =
(
1
sT,in−s?T µn(sn)κn
)(
sj,in − sj
)
− µj(sj)κj + hj−1µj−1(sj−1)κj−1
...
κ˙n =
(
µn(sn)−
(
1
sT,in−s?T µn(sn)κn
))
κn
s˙n =
(
1
sT,in−s?T µn(sn)κn
)(
sn,in − sn
)
− µn(sn)κn + hn−1µn−1(sn−1)κn−1
(5.4)
Rappelons que nous ne conside´rons que des conditions initiales fortement positives. D’apre`s (5.4), il
est clair que pour tout j, κj = 0 implique κ˙j = 0, et donc:
∀t ≥ 0, κj(t) ≥ 0 (5.5)
Montrons maintenant que les variables sj restent elles aussi positives.
Conside´rons la variable sn(t). Nous cherchons a` montrer que cette variable ne peut pas devenir
strictement ne´gative. Puisque sn(t = 0) > 0 et que sn(t) est une fonction continue, pour que la
variable puisse devenir ne´gative, il existe ne´cessairement un temps t1 > 0 tel que sn(t1) = 0 et
∀t ∈ [0; t1[, sn(t) > 0. Conside´rons s˙n au temps t1, on a:
s˙n(t1) = hn−1µn−1(sn−1(t1))κn−1(t1)
κn−1(t1) e´tant positif, sn ne peut devenir strictement ne´gative que si µn−1(sn−1(t1)) est strictement
ne´gatif, donc uniquement si sn−1(t1) est strictement ne´gative. Comme sn−1(t = 0) > 0, il doit exister
un temps t2 ∈]0; t1[ tel que sn−1(t2) = 0 et ∀t ∈ [0; t2[, sn−1(t) > 0. Conside´rons s˙n−1 au temps t2:
s˙n−1(t2) =
( 1
sT,in − s?T
µn(sn(t2))κn(t2)
)(
sn−2,in
)
︸ ︷︷ ︸
≥0 car sn(t2)>0
+hn−2µn−2(sn−2(t2))κn−2(t2)︸ ︷︷ ︸
signe a priori inconnu
Une condition ne´cessaire pour que sn−1 devienne strictement ne´gative est que µn−2(sn−2(t2)) soit
strictement ne´gatif, donc que sn−2(t2) soit strictement ne´gative. Puisque sn−2(t = 0) > 0, il doit
exister un temps t3 ∈]0; t2[ tel que sn−2(t3) = 0 et ∀t ∈ [0; t3[, sn−2(t) > 0.
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En ite´rant le raisonnement (re´currence triviale), une condition ne´cessaire pour que s2 devienne stric-
tement ne´gative est que s1(tn−1) soit strictement ne´gative. Puisque s1(t = 0) > 0, il existe donc un
temps tn ∈]0; tn−1[⊂ [0; t1[ tel que s1(tn) = 0 et ∀t ∈ [0; tn[, s1(t) > 0. Conside´rons s˙1 au temps tn:
s˙1(tn) =
( 1
sT,in − s?T
µn(sn(tn))κn(tn)
)(
s1,in
)
︸ ︷︷ ︸
≥0 car sn(tn)>0
Comme tn ∈ [0,t1[, on a force´ment sn(tn) > 0. D’ou` s˙1(tn) ≥ 0 ce qui implique que s1 ne peut devenir
strictement ne´gative. Il s’agissait d’une condition ne´cessaire pour que sn puisse e´ventuellement devenir
strictement ne´gative, donc sn ne peut devenir strictement ne´gatif.
En reprenant un raisonnement similaire au pre´ce´dent et en l’appliquant a` sn−1 et non a` sn, on montre
que sn−1 ne peut devenir ne´gative. En l’appliquant a` sn−2 puis a` sn−3 etc... on montre qu’aucun des
sj ne peut devenir strictement ne´gatif. D’ou`:
∀j ∈ [1..n], ∀t ≥ 0, sj(t) ≥ 0 (5.6)
Comme ∀t ≥ 0, κn(t) ≥ 0 et sn(t) ≥ 0 (cf. (5.5) et (5.6)), il est clair que la commande:
d(.) =
1
sT,in − s?T
µn(sn)κn
reste, pour les conditions initiales fortement positives conside´re´es, positive pour tout temps:
∀t ≥ 0, d(.) ≥ 0 (5.7)
5.2.3 Changements de Variables
Pour faciliter l’e´tude du syste`me (5.4) (i.e. le syste`me controˆle´), nous allons effectuer des changements
de variables qui vont simplifier fortement la structure du syste`me.
Posons tout d’abord le changement de variable suivant qui de´finit un “substrat e´quivalent”:
sT = sn +
n−1∑
k=1
( n−1∏
j=k
hj
)
sk (5.8)
Notons que l’existence de ce substrat e´quivalent n’est en aucun cas duˆe au controˆle retenu ou aux
hypothe`ses HC, mais a` la structure meˆme du re´seau trophique microbien.
La biore´action en cascade peut alors eˆtre de´crite (cf. syste`me (5.11)) de fac¸on moins comple`te mais
beaucoup plus dense par la biore´action synthe´tique suivante (cf. section 4.2):
ST
rn(.)
ü Xn (5.9)
On retrouve ainsi sur un cas ge´ne´ral la notion de “biore´action e´quivalente”, ou “macroscopique”. Nous
reviendrons sur ce point en fin de chapitre dans la section 5.6.2 consacre´e aux biore´actions arborescentes
qui peuvent, elles aussi, toujours se ramener a` une biore´action synthe´tique e´quivalente.
Conside´rons maintenant le n changement de variables suivant:
z1 = s1 + κ1
∀j ∈ [2..n], zj = sj + κj − hj−1κj−1
(5.10)
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Conside´rons la famille de variables {z1,z2, . . . ,zn,sT ,κn}. On a:
Card{z1,z2, . . . ,zn,sT ,κn} = n+ 2
Un rapide calcul montre que le rang de la famille est (n+1): une des variables est combinaison line´aire
des (n + 1) autres. Cependant nous aurons besoin plus loin de ces (n + 2) variables pour de´duire
certaines contraintes ge´ome´triques sur le syste`me.
Nous exprimons le syste`me dans la famille de variables {z1, . . . ,zn−1,sT ,κn,κ1, . . . ,κn−1} (qui est
bien de rang et de cardinal 2n). Le syste`me (5.4) est alors e´quivalent au syste`me suivant:

z˙1 = d(.)(s1,in − z1)
...
z˙n−1 = d(.)(sn−1,in − zn−1)
s˙T = d(.)(s?T − sT )
κ˙n = d(.)(κ?n − κn)

κ˙1 = (µ1(z1 − κ1)− d(.))κ1
...
κ˙j = (µj(zj − κj + hj−1κj−1)− d(.))κj
...
κ˙n−1 = (µn−1(zn−1 − κn−1 + hn−2κn−2)− d(.))κn−1
(5.11)
avec: κ?n = sT,in − s?T
Remarque – Les arguments des fonctions µj(.), si ils n’en ont pas l’air sont pourtant bien positifs.
il s’agit d’une contrainte ge´ome´trique cf. section 5.2.2.
Il est important de noter que les (n + 1) premie`res e´quations du syste`me (5.11) ont toutes la meˆme
structure, et que les (n− 1) e´quations restantes sont elles aussi assez semblables entre elles.
En utilisant des re´sultats sur les syste`mes “asymptotiquement autonomes” introduits par
Markus (1956) [91] et e´tendus par Thieme [135] (re´sultats reproduits dans l’Annexe D), nous al-
lons de´coupler l’e´tude du syste`me (5.11), en conside´rant d’abord les (n + 1) premie`res e´quations puis
en traitant les (n − 1) e´quations restantes sur la surface atteinte asymptotiquement par les (n + 1)
premie`res variables.
5.2.4 Bornitude de l’E´tat
Conside´rons les n variables zj de´finies par (5.10), qui re´pondent a` l’e´quation diffe´rentielle:
∀j ∈ [1..n], z˙j = d(.)(sj,in − zj) = d(t)(sj,in − zj) (5.12)
Avec ∀t ≥ 0, d(t) ≥ 0 et d(t) est une fonction C1 de l’e´tat lui-meˆme C1 du temps, donc d(t) est C1 du
temps.
L’annexe C de´taille l’e´tude des e´quations du type (5.12), et permet notamment de conclure, puisque
d(t) ≥ 0, que tous les zj sont borne´s, ve´rifiant:
∀t ≥ 0, ∀j ∈ [1..n], zj(t) ∈
[
min(zj(0),sj,in);max(zj(0),sj,in)
]
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Nous montrons maintenant que les 2n composantes de l’e´tat du syste`me sont borne´es.
• z1 = s1 + κ1 est borne´; or s1 ≥ 0 et κ1 ≥ 0, donc les variables s1 et κ1 sont borne´es.
• z2 = s2 + κ2 − h1κ1 soit: z2 + h1κ1 = s2 + κ2; or (z2 + h1κ1) est borne´ et: s2 ≥ 0 et κ2 ≥ 0; donc
les variables s2 et κ2 sont borne´es.
• En ite´rant le raisonnement, on montre que tout l’e´tat du syste`me est borne´.
5.3 Re´duction Asymptotique du Syste`me Controˆle´
5.3.1 Preuve de
∫∞
τ=0
d(τ)dτ = +∞
Nous allons montrer ici par l’absurde que l’inte´grale sur les temps positifs
∫∞
τ=0
d(τ)dτ diverge, l’entre´e
d(.) suivant la loi de commande (5.3).
Tout d’abord, conside´rons les de´rive´es premie`res des variables d’e´tat par rapport au temps ξ˙j : ce
sont des fonctions C1 de l’e´tat sur R2n+ . L’e´tat e´tant borne´, les de´rive´es premie`res de l’e´tat sont donc
borne´es, leurs primitives par rapport au temps (i.e. ξj(t)) sont donc lipschitziennes du temps i.e. les
variables d’e´tat sont des fonctions lipschitziennes du temps. Donc les variables d’e´tat ξj(t) sont des
fonctions uniforme´ment continues du temps.
d(.) est une fonction C1 de l’e´tat (uniforme´ment continu du temps) et est donc une fonction unifor-
me´ment continue du temps. Comme d(.) ≥ 0, ∫∞
τ=0
d(τ)dτ est soit borne´e soit divergente vers +∞.
Supposons que
∫∞
τ=0
d(τ)dτ est borne´e, puisque d(.) est positif elle est donc convergente. Nous intro-
duisons maintenant le Lemme de Barbalat dont on trouvera une preuve dans [63]:
Lemme 5.2 (Barbalat)
Soit χ : R→ R une fonction uniforme´ment continue sur [0 +∞[.
Si limt→+∞
∫ t
0
χ(t)dt existe et est finie alors:
lim
t→+∞χ(t) = 0
d(.) e´tant une fonction uniforme´ment continue du temps, le lemme de Barbalat assure qu’une condi-
tion ne´cessaire pour que
∫∞
τ=0
d(τ)dτ soit borne´e est:
lim
t→+∞ d(t) = 0
Conside´rons la variable κn, on a (cf. syste`me (5.11)):
κ˙n = d(.)(κ?n − κn)
En appliquant les re´sultats de l’annexe C, puisque κn(0) > 0 et d(.) ≥ 0, on a:
∀t ≥ 0, κn(t) ≥ min(κn(0),κ?n) > 0
La seule possibilite´ pour que d(.) soit nul asymptotiquement est donc que sn(t) le soit aussi (cf.
hypothe`se HC2):
lim
t→+∞ d(t) = 0 ⇒ limt→+∞ sn(t) = 0
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Conside´rons a` nouveau les de´rive´es premie`res des variables d’e´tat par rapport au temps ξ˙j . Les ξ˙j
sont des fonctions C1 de l’e´tat sur R2n+ , les de´rive´es secondes des variables d’e´tat par rapport au temps
ξ¨j (de´rive´es premie`res des ξ˙j par rapport au temps) sont donc des fonctions C0 de l’e´tat sur R2n+ . L’e´tat
e´tant borne´, les ξ¨j sont donc aussi borne´es. Leurs primitives par rapport au temps (i.e. ξ˙j) sont donc
des fonctions lipschitziennes du temps i.e. les de´rive´es premie`res des variables d’e´tat par rapport au
temps ξ˙j sont des fonctions lipschitziennes du temps. Donc les ξ˙j sont des fonctions uniforme´ment
continues du temps.
Nous appliquons maintenant le Lemme de Barbalat a` s˙n. On a:
lim
t→+∞ sn(t) = 0 ⇒ limt→+∞ s˙n(t) = 0
Rappelons que d’apre`s le syste`me (5.4), s˙n ve´rifie l’e´quation suivante:
s˙n = d(.)(sn,in − sn)− µn(sn)κn + hn−1µn−1(sn−1)κn−1
Or nous conside´rons la dynamique de sn sur un ensemble tel que lim∞ d(t) = 0 et lim∞ sn(t) = 0, ce
qui implique que:
lim
t→+∞ s˙n = limt→+∞
(
hn−1µn−1(sn−1(t))κn−1(t)
)
= 0
Selon l’hypothe`se HC2, deux cas sont alors possibles:
lim
t→+∞ sn−1(t) = 0 ou limt→+∞κn−1(t) = 0
Nous e´tudions maintenant chacun de ces deux cas.
• Cas lim∞ κn−1(t) = 0
D’apre`s le syste`me (5.11), on peut exprimer la solution κn−1(t) pour tout t ≥ 0:
κn−1(t) =
κn−1(0) e
∫ t
0
µn−1(sn−1(τ))dτ
 e−
∫ t
0
d(τ)dτ
Rappelons que d’apre`s l’hypothe`se HC2, µn−1(sn−1(0)) > 0. De plus d’apre`s la section 5.2.2 et l’hy-
pothe`se HC2, pour tout temps, µn−1(sn−1) ≥ 0 et κn−1(0) > 0. Le terme entre parenthe`ses dans
l’expression de κn−1(t) est donc strictement positif et on a ainsi:
lim
t→+∞κn−1(t) = 0 ⇒
∫ +∞
τ=0
d(τ)dτ = +∞
Ce qui est absurde puisque
∫ +∞
0
d(τ)dτ est suppose´e borne´e.
• Cas limt→+∞ sn−1(t) = 0
Par l’uniforme continuite´ de s˙n−1(t), en utilisant le Lemme de Barbalat, on a:
lim
t→+∞ s˙n−1(t) = 0
Nous exploitons comme pre´ce´demment les limites de d(t), de sn(t) et de sn−1(t), et on obtient:
lim
t→+∞
(
hn−2µn−2(sn−2(t))κn−2(t)
)
= 0
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Nous sommes donc a` nouveau confronte´s a` deux cas:
lim
t→+∞ sn−2(t) = 0 ou limt→+∞κn−2(t) = 0
En poursuivant cette re´currence, on conclut soit a` des absurdite´s (tous les cas correspondant a`
lim∞ κj(t) = 0 qui impliquent
∫∞
0
d(τ)dτ = +∞), soit a`:
∀j ∈ [1..n], lim
t→+∞ sj(t) = 0 (5.13)
Conside´rons maintenant la variable sT = sn +
∑n−1
k=1
(∏n−1
j=k hj
)
sk. On a d’apre`s le syste`me (5.11):
˙sT = d(.)(s?T − sT )
Comme d(.) ≥ 0 et sT (0) > 0, on peut conclure en utilisant l’annexe C que:
∀t ≥ 0, sT (t) ≥ min(sT (0),s?T ) > 0 (5.14)
Or la condition (5.13) conduit a`:
∀j ∈ [1..n], lim
t→+∞ sj(t) = 0⇒ limt→+∞ sT (t) = 0
Ce qui est absurde puisque sT (t) est minore´e pour tout temps par une constante strictement positive.
Le raisonnement mene´ sur la base de l’hypothe`se “
∫∞
0
d(τ)dτ est borne´” conduit dans tous les cas
possibles a` des absurdite´s. Nous pouvons donc conclure que cette hypothe`se est fausse, c’est a` dire que:∫ +∞
τ=0
d(τ)dτ = +∞ (5.15)
5.3.2 Re´duction du Syste`me
Conside´rons le syste`me controˆle´ apre`s changements de variables (5.11). Les (n+1) premie`res e´quations
sont toutes semblables a` l’e´quation de´crite dans l’annexe C, la commande d(.) ve´rifiant les proprie´te´s:
∀t ≥ 0, d(t) ≥ 0∫ +∞
τ=0
d(τ)dτ = +∞
On peut donc conclure, en conside´rant que d(.) est une fonction du temps et d’apre`s la de´monstration
de l’annexe C, que les e´quations:
∀j ∈ [1..n], z˙j = d(t)(sj,in − zj)
s˙T = d(t)(s?T − sT )
κ˙n = d(t)(κ?n − κn)
ont respectivement un unique e´quilibre, globalement asymptotiquement stable, tels que:
∀j ∈ [1..n], limt→+∞ zj(t) = sj,in
limt→+∞ sT (t) = s?T
limt→+∞ κn(t) = κ?n = sT,in − s?T
(5.16)
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Conside´rons les (n − 1) dernie`res e´quations du syste`me (5.11) en injectant les solutions de´pen-
dantes du temps des (n + 1) premie`res e´quations. Nous obtenons, pour chaque conditions initiales
(z1(0), . . . ,zn−1(0),sT (0),κn(0))T , le syste`me non-autonome de dimension (n − 1) suivant, e´quivalent
au syste`me (5.11) pour le meˆme jeu de conditions initiales (z1(0), . . . ,zn−1(0),sT (0),κn(0))T :

κ˙1 =
(
µ1
(
z1(t,z1(0)
)− κ1) . . .
− 1
sT,in − s?T µn
(
zn(t,zn(0))− κn(t,κn(0)) + hn−1κn−1
)
κn(t,κn(0))
)
κ1
...
κ˙j =
(
µj
(
zj(t,zj(0))− κj + hj−1κj−1
)
. . .
− 1
sT,in − s?T µn
(
zn(t,zn(0))− κn(t,κn(0)) + hn−1κn−1
)
κn(t,κn(0))
)
κj
...
κ˙n−1 =
(
µn−1
(
zn−1(t,zn−1(0))− κn−1 + hn−2κn−2
)
. . .
− 1
sT,in − s?T µn
(
zn(t,zn(0))− κn(t,κn(0)) + hn−1κn−1
)
κn(t,κn(0))
)
κn−1
(5.17)
D’apre`s les e´quations (5.16), pour chaque conditions initiales (z1(0), . . . ,zn(0),sT (0),κn(0))T , le sys-
te`me non-autonome correspondant (5.17) est asymptotiquement autonome au sens de Markus [91] (cf.
annexe D) avec pour syste`me diffe´rentiel limite le syste`me autonome suivant:

κ˙1 =
(
µ1(s1,in − κ1)− µn(sn,in − sT,in + s?T + hn−1κn−1)
)
κ1
...
κ˙j =
(
µj(sj,in − κj + hj−1κj−1)− µn(sn,in − sT,in + s?T + hn−1κn−1)
)
κj
...
κ˙n−1 =
(
µn−1(sn−1,in − κn−1 + hn−2κn−2)− µn(sn,in − sT,in + s?T + hn−1κn−1)
)
κn−1
(5.18)
5.4 E´tude du Syste`me Re´duit: Fin de la Preuve
Nous e´tudions maintenant le syste`me autonome re´duit (5.18) en suivant la me´thodologie de Angeli et
Sontag [5]. Cette e´tude permet de de´duire la condition suffisante (5.29) assurant que le syste`me re´duit
(5.18) a un unique e´quilibre globalement asymptotiquement stable sur Rn−1+∗ .
Dans un deuxie`me temps, en appliquant le the´ore`me de Markus (cf. the´ore`me D.2 de l’annexe D)
sur les syste`mes asymptotiquement autonomes, nous conclurons que pour chaque conditions initiales
(z1(0), . . . ,zn(0),sT (0),κn(0))T , le syste`me non-autonome correspondant (5.17) admet lui aussi un
unique e´quilibre GAS si la condition (5.29) est remplie. Cet e´quilibre est identique pour toutes les
conditions initiales (z1(0), . . . ,zn(0),sT (0),κn(0))T , puisque tous les syste`mes non-autonomes (5.17)
ont le meˆme syste`me limite (5.18).
Enfin, puisque pour chaque condition initiale (z1(0), . . . ,zn(0),sT (0),κn(0))T , le syste`me (5.11) est
e´quivalent a` un syste`me non-autonome de type (5.17), nous pourrons conclure a` la validite´ du the´ore`me
5.1.
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5.4.1 Contraintes Ge´ome´triques sur le Syste`me Re´duit
Par la suite nous utiliserons la notation:
∀j ∈ [1..n], µ′j(sj) =
dµj
dsj
(sj)
Conside´rons le syste`me limite (5.18). Notons que les arguments des fonctions µj(.): sj = sj,in −κj +
hj−1κj−1 sont tous positifs (cf. section 5.2.2).
Rappelons que nous conside´rons ce syste`me sur un ensemble qui ve´rifie entre autres la condition:
sT = s?T = sn +
n−1∑
j=1
( n−1∏
k=j
hk
)
sj
Les sj e´tant tous positifs, il vient aise´ment:
∀j ∈ [1..n− 1],
( n−1∏
k=j
hk
)
sj ≤ s?T et sn ≤ s?T
La contrainte sur s?T impose´e dans le The´ore`me 5.1, implique donc que:
∀j ∈ [1..n], sj ∈ [0, min(sj , sj,in)[ (5.19)
Les arguments des fonctions µj(.) dans le syste`me re´duit (5.18) e´tant e´gaux aux sj , ils ve´rifient donc
les meˆme conditions: ils appartiennent respectivement aux domaines de stricte croissance des fonctions
µj(.) (cf. hypothe`se HC2).
Les contraintes ge´ome´triques sur le syste`me re´duit (5.18) impliquent donc que les fonctions µj(.) sont
strictement croissantes de leurs arguments respectifs sur l’ensemble conside´re´:
µ′j(.) > 0 sur l’ensemble conside´re´
5.4.2 Syste`me a` Interactions Monotones
Nous montrons ici que le syste`me re´duit (5.18) est un syste`me a` interactions monotones [126] c’est
a` dire que les termes hors diagonaux de sa matrice Jacobienne sont en tous points de signe fixe´. Par
exemple, les syste`mes coope´ratifs (cf. chapitre 1) sont des cas particuliers de syste`mes a` interactions
monotones.
L’expression de la matrice jacobienne du syste`me (5.18) en tous points de l’ensemble conside´re´ est
donne´e page 154.
En prenant en compte les contraintes ge´ome´triques explicite´es plus haut (notamment que les µj(.)
sont croissantes de leurs arguments), nous de´duisons que les signes des e´le´ments hors diagonaux de la
Jacobienne (i.e. les interactions) sont de signe fixe´ pour tous points dans l’ensemble conside´re´.
154 Cas des Biore´actions en Cascade
J
= 
−
µ ′1 (.)κ
1
+
µ
1 (.)−
µ
n (.)
0
...
...
0
−
h
n−
1 µ ′n (.)κ
1
h
1 µ ′2 (.)κ
2
−
µ ′2 (.)κ
2
+
µ
2 (.)−
µ
n (.)
0
...
0
−
h
n−
1 µ ′n (.)κ
2
0
...
...
0
...
...
...
0
...
...
0
...
...
...
0
h
n−
3 µ ′n−
2 (.)κ
n−
2
−
µ ′n−
2 (.)κ
n−
2
+
µ
n−
2 (.)−
µ
n (.)
−
h
n−
1 µ ′n (.)κ
n−
2
0
...
...
0
h
n−
2 µ ′n−
1 (.)κ
n−
1
−
(µ ′n−
1 (.)
+
h
n−
1 µ ′n (.))κ
n−
1
+
µ
n−
1 (.)−
µ
n (.)

M
atrice
jacobienne
(n−
1×
n−
1)
du
syste`m
e
re´duit
(5.18).
L
es
argum
ents
des
fonctions
µ
j (.)
sont
les
m
eˆm
es
que
dans
le
syste`m
e
(5.18).
5.4 E´tude du Syste`me Re´duit: Fin de la Preuve 155
J =

• 0 . . . . . . 0 −
+ • 0 . . . . . . 0 −
0 + • 0 . . . . . . 0 −
0 0 + • 0 . . . 0 −
...
. . . . . . . . . . . .
...
...
0 . . . . . . 0 + • 0 −
0 . . . . . . 0 + • −
0 . . . . . . 0 + •

(5.20)
Le syste`me (5.18) est donc bien un syste`me a` interactions monotones [126]. Les termes compe´titifs
de la Jacobienne (i.e. les interactions ne´gatives, dernie`re colonne de la Jacobienne) sont:
∀j ∈ [1.. n− 2], − hn−1µ′n(sn,in − sT,in + s?T + hn−1κn−1)κj
Bien qu’il posse`de la structure tre`s caracte´ristique des syste`mes a` interactions monotones, l’e´tude du
syste`me (5.18) s’est ave´re´e tre`s complique´e dans le cas ge´ne´ral. Les me´thodes classiques que nous avons
teste´es ne nous ont pas permis de conclure.
Cependant, une publication re´cente d’Angeli et Sontag [5] sur les syste`mes a` interaction monotones
propose une me´thodologie d’e´tude de ces syste`mes base´e sur un encadrement du syste`me et l’e´tude
des ine´galite´s diffe´rentielles re´sultantes. Cette me´thode conduit a` l’expression de conditions suffisantes
sur le syste`me conside´re´, permettant de conclure qu’il admet un unique point d’e´quilibre globalement
asymptotiquement stable.
Le proble`me qui nous occupe ici se re´duit cependant a` un cas nettement plus simple que la proble´ma-
tique ge´ne´rale de [5], qui est au demeurant assez complexe. Nous pre´sentons donc ici une me´thodologie
simplifie´e, cas particulier de la the´orie d’Angeli et Sontag. Nous ne de´taillons pas la preuve qui est
assez technique (on se reportera au cas ge´ne´ral dans [5]). Nous donnons juste les principales e´tapes du
raisonnement qui permettent de conclure.
5.4.3 Me´thodologie
Le principe de la me´thode d’Angeli et Sontag [5] re´side dans la de´composition d’un syste`me dynamique
a` interactions monotones en deux parties, l’une autonome, l’autre jouant le roˆle d’une entre´e:
x˙ = f(x) ⇐⇒
{
x˙ = f(x,w)
avec w = g(x)
En conside´rant une trajectoire du syste`me apre`s de´composition, a` partir de bornes sur l’entre´e w on
de´duit des bornes sur l’e´tat (les trajectoires e´tant borne´es) bornes que l’on re´injecte alors dans l’entre´e
w. On en de´duit de nouvelles bornes sur la trajectoire qui induisent de nouvelles bornes sur l’entre´e.
En ite´rant, on arrive a` conclure a` la convergence de l’e´tat vers un e´quilibre sous certaines conditions.
Notons cependant que la de´composition du syste`me n’est pas force´ment unique, ce qui explique que
dans l’e´tude ulte´rieure du syste`me (5.18) nous pourrons suivre deux approches diffe´rentes. Explicitons
maintenant la me´thode pre´sente´e dans [5] au niveau mathe´matique.
156 Cas des Biore´actions en Cascade
Conside´rons un syste`me dynamique autonome de Rn pouvant eˆtre de´compose´ sous la forme:{
x˙ = f(x,w) ; x(t0) = x0
avec w = g(x)
(5.21)
g e´tant C1 sur un ouvert convexe D ⊂ Rn a` valeur dans A ⊂ R, et f e´tant C1 sur D ×A.
Nous supposons que le syste`me (5.21) ve´rifie les hypothe`ses suivantes:
• HMa: pour tout w fixe´ dans A, les trajectoires de (5.21) issues de D sont borne´es.
• HMb: pour tout w fixe´ dans A, le syste`me (5.21) est coope´ratif: ∀(x,w) ∈ D×A, ∂fi
∂xj 6=i
(x,w) ≥ 0
• HMc: ∀i ∈ [1..n], ∀(x,w) ∈ D ×A, ∂fi
∂w
(x,w) ≤ 0
• HMd: pour tout β fixe´ dans A, le syste`me x˙ = f(x,β) admet un unique e´quilibre x?β GAS sur D
• HMe: ∀(x,y) ∈ D2, x ≤ y, g(x) ≤ g(y) (g(.) est croissante par rapport a` “≤”)
Nous de´finissons sur A la fonction W qui a` tout β associe l’e´quilibre GAS correspondant x?β :
W : A → D
β 7→ x?β
Conside´rons l’ensemble des trajectoires issue d’un x0 du syste`me (5.21) pour chaque w de A. D’apre`s
HMa, chacune de ces trajectoires est borne´e. L’ensemble forme´ par les trajectoires conside´re´es appar-
tient donc a` un compact de Rn. La fonction g(.) e´tant C1, l’image de ce compact est un compact et il
existe donc w1 et w1 tels que:
∀w ∈ A, ∀t ≥ t0, g
(
φf(.,w)(t,x0,t0)
) ∈ [ w1 , w1 ] ⊂ A
En conside´rant la relation “≤” sur Rn et l’hypothe`se HMc, il vient pour tout x dans l’ensemble
conside´re´:
f(x,w1) ≤ f(x,w) ≤ f(x,w1)
Puisque f(x,w1) et f(x,w1) sont coope´ratifs (HMb), en utilisant le The´ore`me 1.12, l’hypothe`se HMd
et en appliquant la fonction g(.), on a quand t tend vers l’infini:
w2 = g(W (w1)) ≤ lim
t→+∞ g(φf(.,w)(t,x0,t0)) ≤ g(W (w1)) = w2
En ite´rant k fois ce raisonnement, on obtient:
wk+1 = (g ◦W )k(w1) ≤ lim
t→+∞ g(φf (t,x0,t0)) ≤ (g ◦W )
k(w1) = wk+1 (5.22)
De´finissons la fonction Ω de A dans A telle que:
Ω : A → A
β → Ω(β) = g ◦W (β)
Conside´rons les suites re´currentes (uk)k∈N∗ de A de´finies par:
uk+2 = Ω ◦ Ω(uk)
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Remarquons que les suites (wk) et (wk) sont des suites (uk) initialise´es en des valeurs diffe´rentes. Ainsi
si l’on arrive a` conclure que toutes les suites re´currentes (uk) convergent vers un point fixe globalement
attractif w?, nous aurons fait un grand pas vers la solution.
Une condition suffisante permettant de conclure que toutes les suites (uk) convergent vers un unique
point fixe est pour tout β (the´ore`me de petit gain):∣∣∣∣dΩdβ
∣∣∣∣ < 1 (5.23)
On a donc si la condition (5.23) est remplie:
∀(u1,u2) ∈ A2, lim
k→+∞
uk = w?
En utilisant l’e´quation (5.22), nous pouvons donc conclure que pour toutes conditions initiales
(w1,w2) ∈ A2 (idem pour les wi):
lim
k→+∞
wk = lim
k→+∞
wk = lim
t→+∞ g(φf(.,w)(t,x0,t0)) = w
?
Le syste`me (5.21) initialise´ en x0 est donc asymptotiquement autonome avec pour syste`me diffe´rentiel
limite le syste`me (cf. annexe D):
x˙ = f(x,w?)
Le meˆme raisonnement est valable pour toutes les conditions initiales x0 ∈ D; les seules diffe´rences
sont les conditions initiales des suites (wk) et (wk) ce qui ne modifie pas leur convergence vers w?.
En appliquant le the´ore`me D.2, il vient:
∀x0 ∈ D, lim
t→+∞x(t,x0) =W (w
?)
La stabilite´ locale du point W (w?) est imme´diate par l’hypothe`se HMd.
Nous concluons que le syste`me (5.21) admet un unique e´quilibre W (w?) globalement asymptotique-
ment stable sur D. 2
Remarque – Dans la pratique pour appliquer ce raisonnement on se contentera de ve´rifier les hypo-
the`ses HMa a` HMe. Puis nous exprimerons la fonction Ω et imposerons la condition (5.23) a` sa de´rive´e.
Ceci nous donnera ainsi une condition suffisante assurant que le syste`me conside´re´ admet un e´quilibre
globalement asymptotiquement stable.
5.4.4 Retour au syste`me (5.18)
Nous appliquons ici au syste`me (5.18) la me´thodologie de´taille´e a` la section pre´ce´dente.
Conside´rons le syste`me (5.18). Nous posons dans toutes les e´quations du syste`me:
w = µn(sn,in − sT,in + s?T + hn−1κn−1) (5.24)
Nous allons e´tudier le syste`me a` w constant et montrer que les hypothe`ses HMa a` HMe sont ve´rifie´es.
Puis nous calculerons la fonction Ω correspondant a` cette de´composition du syste`me (5.18), et, dans
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un second temps, nous calculerons sa de´rive´e. Nous en de´duirons ainsi une condition suffisante pour
que le syste`me (5.18) ait un unique e´quilibre globalement asymptotiquement stable.
Remarquons que l’e´quation (5.19) impose d’une part que:
w ∈ [ 0 , µn(min(sn, sn,in)) [ (5.25)
Et d’autre part que le syste`me re´duit (5.18) est initialise´ dans la zone ou` les µj(.) sont croissantes de
leurs arguments.
Nous conside´rons donc le syste`me suivant, initialise´ en des conditions initiales fortement positives
correspondant a` la zone de stricte croissance des µj(.) et a` w constant dans l’intervalle de´fini par
(5.25): 
κ˙1 =
(
µ1(s1,in − κ1)− w
)
κ1
...
κ˙j =
(
µj(sj,in − κj + hj−1κj−1)− w
)
κj
...
κ˙n−1 =
(
µn−1(sn−1,in − κn−1 + hn−2κn−2)− w
)
κn−1
(5.26)
Notons que puisque les κj sont initialise´s dans la zone correspondant a` la stricte croissance de µj(.)
(note´e Θ par la suite), on a au moins (cf. HC2 page 142):
∀j ∈ [1..n− 1], κj(0) ≤ min(sj ,sj,in) < sj,in + hj−1sj−1,in
Ceci suffit a` montrer que les trajectoires de (5.26) a` w constant et issues de telles conditions initiales
sont borne´es. En effet, si κ1(0) < s1,in alors, en majorant κ˙1 en prenant w = 0, il est aise´ de montrer
que, pour tout temps, κ1(t,κ1(0)) ≤ s1,in. Conside´rons maintenant l’e´quation κ˙2, on a:
κ˙2 ≤ µ2(s2,in − κ2 + h1κ1)κ2
κ1 e´tant majore´ par s1,in pour les conditions initiales conside´re´es, on montre de la meˆme fac¸on que
κ2(t,κ2(0)) est borne´e. Par re´currence, on montre que toutes les variables sont borne´es, l’hypothe`se
HMa est donc ve´rifie´e.
Rappelons que le syste`me original (5.18) laisse invariante Θ, la zone de stricte croissance des µj(.).
Ce n’est cependant pas le cas du syste`me (5.26) conside´re´ a` w constant dans l’intervalle (5.25), qui
est lui susceptible de ge´ne´rer des arguments des fonctions µj(.) qui sortent de Θ. Le syste`me (5.26) ne
pourrait alors plus eˆtre conside´re´ comme un syste`me a` interactions monotones, empeˆchant l’application
de la me´thode de´crite dans la section pre´ce´dente.
Ici nous contournons ce proble`me en conside´rant que les fonctions µj(.) dans le syste`me (5.26) sont
les prolongements, croissants et borne´s, des fonctions µj(.) du syste`me initial (5.18) qui n’e´taient, elles,
pas obligatoirement monotones, ce que nous illustrons sur la figure 5.4.
Dans la zone Θ, le syste`me (5.26) est donc bien une de´composition du syste`me (5.18). Nous montrons
dans un second temps que la de´composition (5.26), avec les µj(.) prolonge´s, admet pour chaque w
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Fig. 5.4 Prolongements strictement croissants et borne´s des µj(.) pour l’e´tude du syste`me (5.26)
constant un unique e´quilibre GAS. De plus, nous montrons que cet e´quilibre appartient, pour chaque
w constant, a` la zone Θ. Donc, en appliquant la me´thode de´crite dans la section pre´ce´dente, on conclura
que le syste`me (5.26) prolonge´ et avec w de´finit par (5.24) admet un e´quilibre GAS, situe´ dans Θ.
Rappelons que sur la zone Θ, le syste`me original (5.18) co¨ıncide avec le syste`me (5.26) prolonge´. On
pourra alors conclure que l’e´quilibre est aussi GAS pour le syste`me original (5.18) sur la zone Θ, ce
qui est le re´sultat recherche´.
Revenons a` l’e´tude du syste`me (5.26) les µj(.) e´tant prolonge´s comme indique´ sur la figure 5.4. Graˆce
au prolongement des µj(.) en des fonctions croissantes partout, le syste`me (5.26) est bien coope´ratif,
l’hypothe`se, HMb est donc ve´rifie´e. E´tant donne´e l’expression de w, il est clair que les hypothe`ses HMc
et HMe sont aussi remplies, reste a` ve´rifier l’hypothe`se HMd.
Nous allons e´tudier les e´quations une par une en propageant les valeurs de chaque e´quilibre dans
l’e´quation suivante. Pour conclure a` l’existence pour tout w d’un unique e´quilibre fortement positif
GAS sur l’ensemble conside´re´, nous appliquerons le the´ore`me suivant, dont la preuve est triviale en
appliquant le the´ore`me 2.11 page 80 par re´currence.
The´ore`me 5.3 Conside´rons le syste`me non-line´aire:
x˙1 = f1(x1,x2, . . . . . . . . . . . . ,xh)
...
x˙j = fj(xj ,xj+1, . . . ,xh)
...
x˙h = fh(xh)
(5.27)
avec xj ∈ Rkj et
∑h
j=1 kj = n. Supposons que:
• [H1] 0kh ∈ Rkh est un e´quilibre GAS pour x˙h = fh(xh)
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• [H2] ∀j ∈ [1..h− 1], 0kj ∈ Rkj est un e´quilibre GAS pour x˙j = fj(xj ,0, . . . ,0)
• [H3] toutes les trajectoires du syste`me (5.27) sont borne´es.
Alors 0n ∈ Rn est un e´quilibre GAS pour le syste`me (5.27)
Remarque – Ce the´ore`me reste valable si l’on remplace les ensembles Rkj par des ouverts inclus dans
les ensembles Rkj .
Revenons a` l’e´tude du syste`me (5.26). Conside´rons l’e´quation κ˙1. D’apre`s l’hypothe`se HC3, et les
conditions ge´ome´triques (5.19) et (5.25) il est clair que l’e´quation:(
µ1(s1,in − κ1)− w
)
κ1 = 0
admet toujours deux solutions, l’une κ1 = 0, et l’autre une solution strictement positive κ?1 telle que:
κ?1 = s1,in − µ−11 (w)
Cette solution strictement positive est unique car µ1(.) est une fonction strictement croissante de son
argument apre`s son prolongement. µ−11 de´signe donc l’inverse du prolongement croissant de µ1. Par la
suite nous utiliserons la meˆme notation pour tous les µi.
D’autre part, puisque µ1(.) est croissante, il est clair que:
0 < κ1 < κ?1 =⇒ κ˙1 > 0
κ1 > κ?1 =⇒ κ˙1 < 0
Ceci implique d’un coˆte´ que l’e´quilibre κ1 = 0 est inatteignable depuis des conditions initiales stricte-
ment positives, et de l’autre que κ?1 est un e´quilibre GAS pour l’e´quation κ˙1 sur l’ensemble conside´re´.
Injectons maintenant κ?1 dans l’e´quation κ˙2, on a:
κ˙2 =
(
µ2(s2,in − κ2 + h1κ?1)− w
)
κ2
Par un raisonnement analogue a` celui mene´ pour l’e´quation κ˙1, on montre que κ2 = 0 n’est pas
atteignable depuis des conditions initiales strictement positives et qu’il existe un unique e´quilibre
strictement positif κ?2 GAS pour l’e´quation κ˙2, tel que:
κ?2 = s2,in + h1s1,in − µ−12 (w)− h1µ−11 (w)
Par re´currence on montre aise´ment le meˆme re´sultat pour tous les k ∈ [1..n − 1]. En appliquant
le the´ore`me 5.3, on montre ainsi que le syste`me (5.26) admet un unique e´quilibre (κ?1 , . . . , κ?n−1)T ,
fortement positif et GAS. Cet e´quilibre, note´ κ?(w), est tel que:
∀i ∈ [1..n− 1], κ?i = si,in − µ−1i (w) +
i−1∑
k=1
( i−1∏
j=k
hj
)(
sk,in − µ−1k (w)
)
(5.28)
Montrons que l’e´quilibre κ?(w) appartient pour toutes les valeurs de w a` Θ, la zone de stricte
croissance des µj . Notons (en accord avec le changement de variable (5.10)):
∀j ∈ [1..n− 1], s?j (w) = sj,in − x?j (w) + hj−1x?j−1(w)
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Avec cette notation, pour montrer que κ?(w) appartient pour toutes les valeurs de w a` Θ, il suffit de
montrer que (cf. hypothe`se HC2 page 142):
∀j ∈ [1..n− 1], s?j (w) ∈ [0, min(sj ,sj,in)[
On a facilement:
∀j ∈ [1..n− 1], s?j (w) = µ−1j (w) avec w ∈ [ 0 , µn(min(sn, sn,in)) [
Puisque µ−1j (.) est strictement croissante, on a donc:
∀j ∈ [1..n− 1], 0 ≤ s?j (w) < µ−1j (µn(min(sn, sn,in)))
le majorant de s?j (w) existe bien (par HC3 page 142) et, en utilisant a` nouveau HC3, on montre que
pour w fixe´ dans [0,µn(min(sn,sn,in))[:
∀j ∈ [1..n− 1], 0 ≤ s?j (w) < min(sj ,sj,in)
On conclut que le point d’e´quilibre κ?(w) GAS pour le syste`me (5.26) appartient bien a` Θ, la zone
correspondant a` la stricte croissance des µj(.) avant leur prolongement.
Revenons maintenant a` la me´thodologie de la section pre´ce´dente. La fonction Ω correspondant a` la
de´composition (5.26) du syste`me (5.18) est de´finie par:
∀w ∈ [ 0, µn(min(sn, sn,in)) [, Ω(w) = µn(sn,in − sT,in + s?T + hn−1κ?n−1(w))
En remplac¸ant κ?n−1(w) par sa valeur, on obtient apre`s simplifications:
Ω(w) = µn
(
s?T −
n−1∑
k=1
( n−1∏
j=k
hj
)
µ−1k (w)
)
Une condition suffisante pour que le syste`me avant de´composition (5.18) admette un e´quilibre forte-
ment positif κ? GAS sur l’ensemble conside´re´ est donc:∣∣∣dΩ
dw
∣∣∣ < 1
On a: ∣∣∣∣dΩdw (w)
∣∣∣∣ =
∣∣∣∣∣∣−
( n−1∑
k=1
( n−1∏
j=k
hj
) d
dw
(µ−1k (w))
)
× µ′n
(
s?T −
n−1∑
k=1
( n−1∏
j=k
hj
)
µ−1k (w)
)∣∣∣∣∣∣
Soit, puisque les µk ont leur argument dans Θ :∣∣∣∣dΩdw (w)
∣∣∣∣ = ( n−1∑
k=1
( n−1∏
j=k
hj
) 1
µ′k ◦ µ−1k (w)
)
× µ′n
(
s?T −
n−1∑
k=1
( n−1∏
j=k
hj
)
µ−1k (w)
)
Une condition suffisante pour que le syste`me (5.18) ait un unique e´quilibre fortement positif κ? GAS
est donc que, ∀w ∈ [ 0, µn(min(sn, sn,in))[
n−1∑
k=1
( n−1∏
j=k
hj
) 1
µ′k ◦ µ−1k (w)
<
1
µ′n
(
s?T −
∑n−1
k=1
(∏n−1
j=k hj
)
µ−1k (w)
) (5.29)
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Rappelons que le syste`me (5.18) est le syste`me limite du syste`me asymptotiquement autonome (5.17),
ce pour tous les jeux de conditions initiales (z1(0), . . . ,zn−1(0),sT (0),κn(0))T conside´re´s.
En appliquant le the´ore`me D.2 de Markus (cf. Annexe D) sur les syste`mes asymptotiquement auto-
nomes, on peut conclure que l’e´quilibre fortement positif κ? de´fini plus haut est globalement attractif
pour le syste`me (5.17) pour un jeu de conditions initiales (z1(0), . . . ,zn−1(0),sT (0),κn(0))T .
L’attractivite´ globale de κ? pour le syste`me (5.17) reste vraie pour chaque jeu de conditions ini-
tiales (z1(0), . . . ,zn−1(0),sT (0),κn(0))T possible. Or, pour chaque jeu de conditions initiales possible,
le syste`me (5.17) est e´quivalent au syste`me (5.11) pour ces meˆmes conditions initiales. On peut donc
conclure a` l’attractivite´ globale, pour le syste`me (5.11) sur l’ensemble conside´re´, du point ξ? tel que:
ξ? = (s1,in, . . . ,sn−1,in,s?T ,κ?n,κ?1 , . . . ,κ?n−1)T
La stabilite´ locale de ξ? est ve´rifie´e car ses (n + 1) premie`res e´quations sont localement stables en
l’e´quilibre (cf. annexe D) et ses (n − 1) dernie`res le sont aussi, par la de´monstration effectue´e ci-
dessus. On conclut donc a` la globale asymptotique stabilite´ de ξ? pour le syste`me (5.11) sur l’ensemble
conside´re´.
En repassant dans les coordonne´es originelles (κ1,s1, . . . ,κn,sn)T du syste`me controˆle´ (5.4), on peut
donc conclure que ξ? dans les bonnes coordonne´es est un e´quilibre GAS du syste`me (5.4).
Il faut encore montrer que dans ces coordonne´es, ξ? est fortement positif. En effet, on sait d’apre`s
(5.28) que:
∀j ∈ [1..n− 1], κ?j ∈
]
0 , sj,in +
j−1∑
k=1
( j−1∏
i=k
hi
)
sk,in
]
Mais il reste possible que κ?j soit e´gal a`
(
sj,in +
∑j−1
k=1
(∏j−1
i=k hi
)
sk,in
)
. E´tant donne´s les changements
de variables (5.10), cela correspond a` la possibilite´ que s?j soit nul.
En conside´rant le syste`me (5.4), les x?j e´tant strictement positifs, la seule possibilite´ pour que un des
s?j soit nul et soit une coordonne´e de l’e´quilibre ξ
? est que pour tous les i ∈ [1..n] les s?i soient nuls. Or
la somme ponde´re´e des si est toujours plus grande qu’une quantite´ strictement positive (cf. ine´galite´
(5.14)). Tous les s?j sont donc obligatoirement strictement positifs.
Nous avons donc montre´ que la condition (5.29) permet d’assurer que le syste`me controˆle´ (5.4) admet
un e´quilibre ξ? fortement positif et GAS sur R2n+∗, correspondant a` la consigne s?T . 2
5.5 Remarques sur le Re´sultat Obtenu
Nous avons prouve´ que sous la condition (5.29), la commande propose´e dans le The´ore`me 5.1 permet
de stabiliser globalement le mode`le de la biore´action en cascade. Ce re´sultat est global sur l’orthant
fortement positif permettant ainsi d’assurer un fonctionnement suˆr du proce´de´. La condition (5.29) reste
cependant assez difficile a` interpre´ter mais n’est pas en contradiction avec les hypothe`ses intialement
retenues. Ainsi, on pourra par exemple garantir que le the´ore`me 5.1 est vraie si la pente du taux de
croissance µn(.) reste suffisamment faible (dans sa zone de croissance) et si les pentes des autres taux
de croissance µj<n(.) restent suffisamment fortes sur la zone de croissance de µn(.).
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La condition suffisante (5.29) est cependant tre`s restrictive et il semble que le re´sultat reste va-
lable dans une grande partie des cas, graˆce aux hypothe`ses HC du de´but du chapitre qui sont assez
contraignantes.
En effet, certaines des hypothe`ses sur le mode`le de la biore´action en cascade lui-meˆme sont assez
restrictives. C’est tout particulie`rement le cas de l’hypothe`se HC3 ainsi que l’ensemble dans lequel doit
eˆtre choisi la consigne s?T .
L’hypothe`se HC3 implique que la vitesse globale de la biore´action en cascade est limite´e par la nie`me
vitesse de re´action (ce qui est parfaitement cohe´rent avec la condition 5.29). Cette condition limite donc
le champ d’application de la commande propose´e aux seules biore´actions en cascade, dont le maximum
de la vitesse de la dernie`re re´action est le plus faible de la cascade.
L’autre hypothe`se qui restreint le champ d’application de la me´thode est l’ensemble dans lequel il
faut choisir la consigne s?T :
0 < s?T < min
j∈[1..n]
(
sn, sj,in,
( n−1∏
k=j
hk
)
sj
)
En termes moins techniques on impose une borne supe´rieure a` la consigne s?T . Ainsi, cette me´thode
de controˆle est tout a` fait adapte´e a` une biode´gradation en cascade (i.e. un proce´de´ de de´pollution)
dans laquelle on cherche a` ramener une somme ponde´re´e des polluants (e´quivalent a` sT ) en dessous
d’un certain seuil. Dans le cas d’une bioproduction en cascade, ou` l’on cherche a` maximiser le produit
final (sn+1 produit par la nie`me re´action), la me´thode est moins adapte´e: il faut choisir une consigne
en substrat e´quivalent faible pour obtenir un sn+1 suffisamment fort. On ne peut cependant pas fixer
directement une consigne pour ce produit de la biore´action en cascade.
5.6 Perspectives
5.6.1 Loi de Commande Adaptative
Il semble possible de proposer une version adaptative du controˆleur propose´ dans le The´ore`me 5.1 en
tirant parti d’une mesure du substrat e´quivalent sT et en choisissant les bornes du gain γm et γM en
cohe´rence avec l’ensemble dans lequel il faut choisir la consigne s?T pour le controˆleur du The´ore`me 5.1
et la condition (5.29).
E´tant donne´ la technicite´ de la preuve pour le controˆleur de type statique du The´ore`me 5.1, et
notamment qu’il ne nous a pas e´te´ possible de de´montrer que la commande d(.) reste strictement positive
pour tout temps (ce qui empeˆche le changement de temps “classique” et nous contraint a` l’e´tude mene´e
dans la section 5.3), il apparaˆıt que la preuve ge´ne´rique pour une cascade de n biore´actions simples
risque d’eˆtre fort longue et fastidieuse. A priori cette preuve ne´cessiterait une approche nouvelle, celle
mene´e au chapitre 2 ne pouvant s’appliquer du fait de l’impossibilite´ d’effectuer le changement de
temps “classique”.
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5.6.2 Les Biore´actions Arborescentes
Il est a` noter que, plus que la structure en cascade des biore´actions, c’est l’existence d’un substrat
e´quivalent sT et la possibilite´ de de´crire sommairement la biore´action en cascade par une biore´action
macroscopique simple du type (5.9) qui nous permet de conclure.
Il convient ici de mentionner une autre structure de biore´action qui posse`de cette caracte´ristique
importante: les biore´actions arborescentes. Elles sont forme´es d’une cascade de biore´actions sur laquelle
se fixent plusieurs “branches” elles-meˆmes de type cascade. En ite´rant le processus sur chacune des
branches, on obtient une structure ge´ne´rale de biore´action que l’on qualifie alors d’arborescente. Nous
en pre´sentons un exemple sur la figure 5.5.
Sn+1
Biomasses
Substrats
Xn
Fig. 5.5 Exemple d’une biore´action arborescente.
Si l’arbre forme´ par les biore´actions simples n’a qu’un seul “pied”, c’est a` dire si toutes les biore´actions
me`nent in fine a` la meˆme biore´action terminale, il est alors facile de ve´rifier qu’il existe toujours un
substrat e´quivalent permettant une description synthe´tique du type (5.9) de la biore´action arborescente.
La preuve est imme´diate en conside´rant chacune des biore´actions en cascade qui se rame`ne facilement a`
une biore´action synthe´tique. Chacun des nœuds de l’arbre se rame`ne aussi a` une biore´action synthe´tique
(on pourra consulter la figure 5.6). En ite´rant le processus autant de fois que la structure de l’arbre
le requiert, on finit par n’avoir plus qu’une biore´action macroscopique simple de´crivant la biore´action
arborescente.
Cette caracte´ristique forte nous donne bon espoir quant a` la validite´ d’une proce´dure de controˆle du
meˆme type que celle pre´sente´e ici. L’un des principaux proble`mes reste pour l’instant de trouver une
me´thode ge´ne´rique pour de´crire les biore´actions arborescentes, ce qui est aise´ pour une biore´action
arborescente a` une seule branche (i.e. en cascade) mais l’est nettement moins dans le cas ge´ne´ral.
La preuve demandera cependant beaucoup d’efforts ainsi que probablement la mise en œuvre de
nouvelles techniques mathe´matiques ne nous apparaissant pas clairement jusqu’ici. La preuve que sT
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S3
S4
X3
Biomasses
Substrats
S4
ST
ST
S1 S2
X1 X2
Fig. 5.6 Exemple d’agre´gation d’un nœud d’une biore´action arborescente. Transformation:
ST e´gale a` une somme ponde´re´e (suivant les coefficients de rendement) des Si.
rejoindrait bien sa consigne s?T semble par contre tre`s similaire a` l’e´tude mene´e a` la section 5.3.2.
Conclusion
Au cours de ce chapitre, nous avons propose´ une mode´lisation d’un re´seau trophique microbien en
cascade, cas ge´ne´ral de la proble´matique souleve´e par la description de la fermentation anae´robie pro-
pose´e par Bernard et al. [14]. La description retenue exhibe un “substrat e´quivalent”, somme ponde´re´e
des diffe´rents substrats, qui permet de de´crire de fac¸on agre´ge´e, ou macroscopique, la biore´action en
cascade par une unique biore´action simple de type (3.1), auto-catalyse´e par la dernie`re biomasse de
la cascade, mais dont la vitesse de re´action ne suit pas un mode`le classique comme e.g. un taux de
croissance de Monod ou de Haldane. . .
Cette possible agre´gation de la structure ge´ne´rale du re´seau trophique n’est pas seulement le propre
des biore´actions en cascade; nous montrons ainsi que les biore´actions arborescentes, dont les biore´ac-
tions en cascade sont des cas particuliers, peuvent aussi eˆtre re´duites a` une biore´action macroscopique
simple, auto-catalyse´e par la biomasse terminale de l’arbre qui consomme un “substrat e´quivalent”
(somme ponde´re´e des substrats). A` nouveau la vitesse de la re´action macroscopique n’est pas classique.
Nous avons montre´ que, sous certaines conditions, il restait possible de garantir la stabilisation globale
d’une biore´action en cascade ge´ne´rique par un controˆle inspire´ de celui propose´ au chapitre 2, base´ sur la
biore´action agre´ge´e (5.9). Notons qu’il est assez facile de prouver, sous peu d’hypothe`ses, la convergence
du substrat e´quivalent sT et de la biomasse finale xn vers la consigne impose´e, ce qui montre que le
controˆle propose´ est a` meˆme de stabiliser l’interpre´tation re´duite de la biore´action complexe globale.
Le point clef de cette de´monstration re´side dans la preuve que
∫∞
0
d(.)dτ diverge. La preuve ne devient
ve´ritablement technique qu’a` partir du moment ou` l’on cherche a` conclure pour toutes les variables
d’e´tat, ce qui produit, du fait de la complexite´ du mode`le, une condition assurant la convergence
relativement technique. Il est fort probable que cette condition suffisante soit cependant beaucoup trop
restrictive et que notre approche reste valide dans la plupart des cas. Notons que la me´thode propose´e
par Angeli et Sontag [5], tre`s utile dans le cas ge´ne´ral des mode`les biologiques, fournit dans notre cas un
outil the´orique puissant qui permet de conclure au moins dans certains cas. Des diffe´rentes me´thodes
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que nous avons teste´es pour l’e´tude du syste`me re´duit (5.18), c’est en effet la seule qui nous ait permis
de conclure.
L’existence d’une agre´gation de meˆme type pour les biore´actions arborescentes nous laisse pressentir
qu’une me´thode de controˆle base´e sur la biore´action macroscopique fonctionnerait toujours. Ainsi,
notre approche semble permettre la stabilisation d’un nombre conse´quent de biore´actions complexes
exploite´es en biore´acteurs, ce tant que le re´seau trophique re´el est susceptible d’eˆtre de´crit sous une
forme agre´ge´e du type “biore´action simple” (3.1).
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Conclusion
“La nature, pour eˆtre commande´e, doit eˆtre obe´ie.”
Francis Bacon. Juriste et Homme d’E´tat. 1561 - 1626.
Les travaux expose´s dans ce me´moire traitent de la stabilisation globale de syste`mes positifs, avec des
applications en Biologie et en particulier en biotechnologie. Apre`s l’instauration d’un cadre the´orique
sur les syste`mes dynamiques positifs, nous avons mis en e´vidence une classe de syste`mes, semi-qualitatifs
ou mal connus. Cette charpente formelle nous a ainsi permis de proposer des me´thodes de controˆle
innovantes de bioproce´de´s permettant, graˆce a` l’approche semi-qualitative, de s’affranchir d’une bonne
part des difficulte´s lie´es a` la mode´lisation mathe´matique en Biologie.
Nous avons notamment contribue´ a` la recherche d’une voie unifie´e dans la pre´sentation des syste`mes
d’e´quations diffe´rentielles ordinaires positifs. Ces syste`mes jouent un roˆle pre´ponde´rant dans la mode´li-
sation mathe´matique des phe´nome`nes biologiques, intrinse`quement de´crits par des grandeurs positives.
Nous avons entre autres montre´ que le caracte`re positif de ces syste`mes est tre`s contraignant (cf. le
cas line´aire) et qu’il est possible, sous relativement peu d’hypothe`ses, d’obtenir des re´sultats puissants
d’existence et de stabilite´ globale d’un e´quilibre pour des syste`mes non-line´aires positifs (e.g. the´ore`me
1.15).
Ces re´sultats nous ont permis de de´gager une sous classe de syste`mes non-line´aires positifs qui trouve
de nombreux cas d’application en Biologie, comme l’illustrent l’exemple halieutique (1.13), le cas ge´ne´-
ral des biore´acteurs mono-espe`ce et l’interpre´tation macroscopique de re´seaux trophiques microbiens
complexes (en cascade et arborescents). Le caracte`re semi-qualitatif de la classe de syste`mes isole´e
ne´cessite des hypothe`ses qui peuvent a` premie`re vue sembler contraignantes. Il ne s’agit cependant que
de la traduction de leur positivite´, de leur bornitude et du caracte`re stable des parties bien connues
de ces syste`mes. Ces hypothe`ses n’empeˆchent en tous cas pas une grande varie´te´ de comportements
dynamiques: stabilite´ globale d’un e´quilibre, coexistence de multiples e´quilibres stables, comportement
asymptotique cyclique voire meˆme tre`s probablement chaos.
La principale contribution de nos travaux est certainement la conception de lois de commande as-
surant la stabilisation globale de cette classe de syste`mes non-line´aires positifs. Afin de compenser
l’incertitude sur la formulation analytique des syste`mes, les controˆles tirent partie d’une mesure de la
partie mal connue, hypothe`se qui peut a` nouveau paraˆıtre forte. Il convient ne´anmoins de remarquer
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que le de´veloppement re´cent d’analyseurs de gaz et de respirome`tres [107] permet cette mesure dans
une bonne part des applications biotechnologiques. A` la diffe´rence des strate´gies de commande usuelles
en Automatique (inapplicables dans notre cas) ou` les notions de performances sont primordiales, nos
commandes agissent seulement comme des simplificateurs de comportement dynamique. Leur point
fort est de garantir la convergence globale vers un unique e´quilibre re´glable (y compris dans des zones
instables en boucle ouverte) et ce quel que soit le comportement du syste`me non controˆle´. La contre-
partie directe est ne´anmoins l’impossibilite´ de spe´cifier la vitesse de convergence vers l’e´quilibre. Le cas
pratique des biore´acteurs mono-espe`ce pre´sente cependant une proprie´te´ atte´nuant cette particularite´:
chaque variable d’e´tat ne peut que se rapprocher de son e´quilibre.
L’efficacite´ des proce´dures de controˆle propose´es dans leur application au cas des biore´acteurs mono-
espe`ce nous a incite´s a` conside´rer des mode`les de structure plus complexe. Nous nous sommes ainsi
penche´s sur le cas de la croissance phytoplanctonique de´crite par le mode`le de Droop [19], et sur celui
de la fermentation anae´robie de´crite par le mode`le propose´ par Bernard et al. [14]. En conservant, a`
la diffe´rence des mode`les originaux, le choix d’une description semi-qualitative des termes biologiques,
nous montrons, sous relativement peu d’hypothe`ses supple´mentaires, que notre proce´dure garantit la
stabilisation globale de ces mode`les. L’inte´reˆt de notre approche est en outre confirme´e par des tests
expe´rimentaux conduits sur le fermenteur anae´robie pilote du LBE-INRA.
Nous avons par la suite e´tendu notre e´tude au cas ge´ne´ral des re´seaux trophiques microbiens en
cascade, sugge´re´ par la structure retenue pour de´crire la fermentation anae´robie. En remarquant que
l’agre´gation de cette structure nous rame`ne a` un cas tre`s proche de celui des biore´acteurs mono-
espe`ce, nous introduisons alors les concepts de substrat e´quivalent et de biore´action macroscopique. En
conservant une approche semi-qualitative, nous montrons alors qu’une commande synthe´tise´e pour la
description macroscopique de la biore´action en cascade, est, sous certaines conditions, a` meˆme de stabi-
liser globalement la cascade elle-meˆme. Les re´seaux trophiques microbiens de structures arborescentes
peuvent eux aussi eˆtre de´crits par une biore´action macroscopique consommant un substrat e´quivalent.
Nous avons ainsi bon espoir de pouvoir e´tendre nos re´sultats de stabilisation globale a` ces structures
plus complexes.
Ainsi les strate´gies de commande que nous avons propose´es affichent des proprie´te´s de robustesse de
deux types: en premier lieu robustesse a` la formulation analytique de la partie biologique des mode`les,
ce pourquoi elles ont e´te´ initialement conc¸ues; mais aussi, dans une certaine mesure, robustesse au
degre´ de complexite´ structurel du phe´nome`ne biologique conside´re´. Ces deux points nous confortent
dans l’ide´e que notre approche fournit une bonne strate´gie en vue du controˆle de bioproce´de´s re´els.
Perspectives
Le concept de mode`les mal connus s’est ave´re´ tre`s utile pour le controˆle des bioproce´de´s, en permettant
de contourner les difficulte´s lie´es a` leur mode´lisation. Le cas qui nous a occupe´ dans la premie`re partie
reste ne´anmoins relativement simple: la partie mal connue est ge´ne´re´e par une seule fonction scalaire.
Nous avons certes quelque peu e´largi ces re´sultats au chapitre 5, mais sous d’assez fortes conditions et
sur le cas, qui reste particulier, des biore´actions en cascade. De´gager de nouvelles structures ge´ne´riques
de syste`mes semi-qualitatifs, ou` les parties mal connues seraient de dimensions supe´rieures, pour ensuite
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concevoir des proce´dures de controˆle de´die´es, serait d’un inte´reˆt indiscutable.
On pourrait aussi imaginer des proce´dures de controˆle hybrides, tirant avantage de la convergence glo-
bale garantie par notre approche pour se ramener dans une zone proche de la consigne recherche´e. Une
fois dans cette zone, il serait alors possible de changer de strate´gie et utiliser localement des me´thodes
de controˆle, s’appuyant sur la formulation comple`te du mode`le, et ayant prouve´ leur performances en
Automatique. De telles proce´dures permettraient de combiner les avantages de simplification de com-
portement de notre me´thode a` l’efficacite´ reconnue de proce´dures plus classiques, mais ne fonctionnant
que localement.
Un autre axe de recherche concerne le de´veloppement actuel des cultures en milieu confine´ et dans des
conditions maˆıtrise´es. Ces proce´de´s sont de plusieurs types: des cultures hors-sol aux re´serves renou-
velables de nourriture pour engins spatiaux en autarcie, en passant par les “e´cotrons” qui permettent
l’e´tude de la re´ponse d’e´cosyste`mes a` des scenarii de changements environnementaux. Ces dispositifs
ne sont pas sans faire penser, au moins au niveau conceptuel, aux biore´acteurs: un petit e´cosyste`me
est reproduit dans une enceinte et les e´le´ments nutritifs qui lui sont ne´cessaires sont apporte´s depuis
l’exte´rieur, renouvelant ainsi une partie du milieu a` une vitesse choisie. La consommation des nutri-
ments est tre`s variable, notamment suivant le degre´ de maturite´ des cultures, et difficile a` mode´liser.
Ge´rer les renouvellements du milieu de manie`re automatique est primordial; utiliser des proce´dures de
controˆle inspire´es de nos me´thodes, plutoˆt que de strate´gies plus classiques, permettrait de prendre
explicitement en compte ces difficulte´s de mode´lisation dans la conception de lois de commande.
172 Conclusion
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Annexe A
Calculs sur les Exemples de
Syste`mes Positifs “Quasi-Line´aires”
A.1 Exemple (1.18)
Rappelons le syste`me positif quasi-line´aire (1.18) e´voque´ au premier chapitre. Soit u > 0 (constante),
on conside`re le syste`me scalaire: {
x˙ = −ux+ x(sin(x) + 2)
x0 > 0
Caracte´risons les comportements ge´ne´re´s dans R+∗ par cette e´quation selon les valeurs prises par u:
• Si u ∈]0, 1[
L’e´quation n’admet qu’un seul e´quilibre x = 0 qui est localement instable:
∂x˙
∂x
(x = 0) = −u+ 2 > 0
Toutes les trajectoires x(t,x0) divergent vers +∞.
• Si u = 1
L’e´quation admet toujours l’e´quilibre instable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres
solutions de:
sin(x) = −1
Ces e´quilibres sont les x?k =
3pi
2 + 2kpi, k ∈ N. E´tudions la stabilite´ de ces e´quilibres. Puisque u = 1 on
a pour tout x > 0:
x˙ = x(sin(x) + 1) ≥ 0
x˙ e´tant nul en chacun des x?k. Les e´quilibres x
?
k sont donc instables, mais “attractifs par dessous” i.e.
si x0 ∈]x?k, x?k+1] alors limt→∞ x(t,x0) = x?k+1, ce pour tout k ∈ N.
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• Si u ∈]1, 2[
L’e´quation admet toujours l’e´quilibre instable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres
solutions de:
sin(x) = u− 2 < 0
Ces e´quilibres x?k sont tels que: x
?
2k+1 ∈](2k + 1)pi, pi2 + (2k + 1)pi[ et x?2k ∈]pi2 + (2k + 1)pi, (2k + 2)pi[.
En remarquant que pour tout x ∈]x?2k+1, x?2k+2[, x˙ < 0 et que pour tout x ∈]x?2k, x?2k+1[, x˙ > 0 on
peut conclure que les x?2k+1 sont stables sur les ensembles ]x
?
2k, x
?
2k+2[, les autres e´tant instables.
• Si u = 2
L’e´quilibre x = 0 est alors juste stable (le line´arise´ est nul). Cependant il est localement re´pulsif vers
les x > 0, en effet:
∀x ∈]0, pi[, x˙ = x(sin(x)) > 0
L’e´quation admet aussi une infinite´ d’autres e´quilibres solutions de:
sin(x) = 0
Ces e´quilibres sont les x?k = kpi, k ∈ N. E´tudions leur stabilite´. x˙ est toujours du signe de sin(x) donc:
∀x ∈]x?2k, x?2k+1[, x˙ > 0, ∀x ∈]x?2k+1, x?2k+2[, x˙ < 0
On en de´duit que les e´quilibres x?2k+1, k ∈ N sont stables avec pour domaines d’attractivite´ les ensembles
]x?2k, x
?
2k+2[. Tous les e´quilibres x
?
2k sont instables.
• Si u ∈]2, 3[
L’e´quation admet l’e´quilibre x = 0 qui est maintenant stable. Elle admet aussi une infinite´ d’e´quilibres
solutions de:
sin(x) = u− 2 > 0
Ces e´quilibres x?k sont tels que: x
?
2k+1 ∈]2kpi, pi2 + 2kpi[ et x?2k ∈]pi2 + 2kpi, (2k + 1)pi[. En remarquant
que pour tout x ∈]x?2k+1, x?2k+2[, x˙ > 0 et que pour tout x ∈]x?2k+2, x?2k+3[, x˙ < 0 on peut conclure
que les x?2k+2 sont stables sur les ensembles ]x
?
2k+1, x
?
2k+3[, les autres e´quilibres e´tant instables.
• Si u = 3
L’e´quation admet l’e´quilibre stable x = 0. Elle admet aussi une infinite´ d’autres e´quilibres solutions
de:
sin(x) = 1
Ces e´quilibres sont les x?k =
pi
2 + 2kpi, k ∈ N. E´tudions la stabilite´ de ces e´quilibres. Puisque u = 3 on
a pour tout x > 0:
x˙ = x(sin(x)− 1) ≤ 0
x˙ e´tant nul en chacun des x?k. Les e´quilibres x
?
k sont donc instables, mais “attractifs par dessus” i.e. si
x0 ∈ [x?k, x?k+1[ alors limt→∞ x(t,x0) = x?k, ce pour tout k ∈ N.
• Si u > 3
L’e´quation n’admet qu’un seul e´quilibre x = 0 qui est globalement asymptotiquement stable.
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Conside´rons le syste`me dynamique (1.19) de R3 suivant, avec u > 0 (constante):
x˙ =

x˙1
x˙2
x˙3
 = u


−0.625 0 0
1 −1 0
0 1 −1
x+

0
0.1
0.1

+

1
0
0
 11 + x303 (A.1)
Il est assez facile de montrer que ce syste`me est bien un syste`me positif quasi-line´aire ve´rifiant les
hypothe`ses (H1), en effet:
• la matrice A est clairement Metzler stable.
• b est bien un vecteur positif
• ∀β > 0, βb+ c 0
• ψ(x) = 1/(1 + x303 ) est bien strictement positif pour tout x 0
• ∀i, ciψ(x|xi=0) ≥ 0
Nous supposons maintenant que u = 1.
Nous conside´rons donc le syste`me suivant:
x˙1 = −0.625x1 + 11+x303
x˙2 = x1 − x2 + 0.1
x˙3 = x2 − x3 + 0.1
(A.2)
qui posse`de un unique point d’e´quilibre x? = (0.8,0.9,1)T .
D’apre`s un re´sultat de Smith issu de [126], puisque le nombre de termes hors diagonaux est impair,
le syste`me (A.2) est e´quivalent a` un syste`me compe´titif par un changement de variable.
En effet, en conside´rant le changement de variables z1 = x1, z2 = −x2, z3 = x3, on obtient le syste`me
suivant: 
z˙1 = −0.625z1 + 11 + z303
z˙2 = −z1 − z2 − 0.1
z˙3 = −z2 − z3 + 0.1
(A.3)
La matrice Jacobienne associe´e au syste`me (A.3) est la suivante au point quelconque (z1,z2,z3)T :
J =

−0.625 0 −30z
29
3
(1 + z303 )
2
−1 −1 0
0 −1 1

Les termes hors diagonaux e´tant tous ne´gatifs, selon la de´finition de Smith [126], le syste`me (A.3) est
un syste`me compe´titif.
La compe´titivite´ du syste`me (A.3) permet d’utiliser un the´ore`me de Smith sur les syste`mes d’ODEs
compe´titifs de dimension 3 (issu de [126]) qui, sous certaines conditions, assure l’existence d’une orbite
pe´riodique non-triviale. Nous rappelons ce the´ore`me ci-dessous.
186 Calculs sur les Exemples de Syste`mes Positifs “Quasi-Line´aires”
The´ore`me A.1 (Smith)
Soit x˙ = f(x) un syste`me compe´titif dans un ouvert D ⊂ R3; supposons que D contient un unique
point d’e´quilibre x? qui est de plus hyperbolique. Supposons que la varie´te´ stable de x?, W s(x?), est de
dimension 1 et tangente en x? a` un vecteur v  0.
Si pour un point q ∈ D\W s(x?) l’orbite positive issue de q, γ+(q), a une fermeture compacte dans
D, alors on peut conclure que l’ensemble ome´ga-limite de γ+(q), ω(q), est une orbite pe´riodique non
triviale.
Nous montrons maintenant que le syste`me (A.3) ve´rifie les hypothe`ses du the´ore`me A.1, assurant
ainsi l’existence d’une orbite pe´riodique non-triviale confirmant ainsi la simulation pre´sente´e sur la
figure 1.2 page 47.
Preuve :
• Le point d’e´quilibre z? = (0.8,− 0.9,1)T est unique dans notre domaine d’e´tude: R+ × R− × R+.
Le calcul de la Jacobienne au point d’e´quilibre z? conduit a`:
J? =

−0.625 0 −7.5
−1 −1 0
0 −1 1

• Nous montrons que z? est hyperbolique (toutes les valeurs propres de la Jacobienne en z? sont
non-nulles). On a facilement:
det(J ?) = −6 .875 < 0
Ce qui assure que les valeurs valeurs propres de J? sont non nulles.
• Nous montrons maintenant que la varie´te´ stable de z? est de dimension 1.
Un rapide calcul montre que J? n’admet qu’une seule valeur propre a` partie re´elle strictement ne´gative
qui est de plus re´elle; Ws(z?) est donc de dimension 1. D’autres parts le vecteur propre associe´ a` cette
valeur propre est fortement positif. Or Ws(z?) est tangent en z? au vecteur propre associe´ a` la valeur
propre strictement ne´gative; Ws(z?) est donc tangent en z? a` un vecteur fortement positif. (Il faut
conside´rer −J? qui est Metzler et le the´ore`me 1.4 page 21).
• De plus l’orbite positive issue d’un point q /∈W s(z?) a une fermeture compacte: le domaine d’e´tude
R+ × R− × R+ est invariant et les trajectoires sont borne´es.
• Toutes les hypothe`ses du the´ore`me A.1 e´tant ve´rifie´es, nous avons donc montre´ l’existence d’une
orbite pe´riodique non triviale pour le syste`me (A.3), donc pour le syste`me (A.2). 2
Pour u diffe´rent de 1, une e´tude similaire permettrait de donner un ensemble de valeurs de u pour
lequel, a` u constant, le syste`me (A.1) admettrait une orbite pe´riodique.
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Annexe B
E´tat de l’Art sur les Taux de
Croissance
Nous pre´sentons ici un e´tat de l’art non-exhaustif des taux spe´cifiques de croissance qui ont e´te´ propo-
se´s dans la litte´rature. Nous de´crivons tout d’abord les taux de croissances monotones qui ne prennent
pas en compte les phe´nome`nes d’inhibition induites par de fortes concentrations en substrat. Puis
nous de´crivons les taux de croissances non-monotones qui eux de´crivent les phe´nome`nes d’inhibition.
Il est important de remarquer que la plupart des taux de croissance de´cris ici ve´rifient les hypothe`ses
de la section 5.1.3, et sont donc de possibles fonctions candidates a` apparaˆıtre dans les mode`les de
biore´actions simples, en cascade ou arborescentes.
B.1 Taux de Croissance Monotones
• Taux de croissance de Blackman (1905) [16]
µ(s) =
{ µm
κ s si s ≤ κ
µm si s > κ
avec µm > 0 et κ > 0
Remarque – Ce taux de croissance est C0 mais pas C1 et ne ve´rifie donc pas les hypothe`ses de la
section 5.1.3. Cependant une rupture de pente paraˆıt assez peu re´aliste puisqu’il s’agit du mode`le d’un
phe´nome`ne biologique.
• Taux de croissance de Michaelis Menten (1913) / Monod (1942) [93, 95]:
µ(s) =
µms
κ+ s
avec µm > 0 et κ > 0
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• Taux de croissance de Tessier (1942) [134]:
µ(s) = µm(1− e−s/κ)
avec µm > 0 et κ > 0
• Taux de croissance de Moser (1958) [97]:
µ(s) =
µms
λ
κ+ sλ
avec µm > 0, κ > 0 et λ > 0
• Taux de croissance de Shehata et Marr (1971) [119]:
µ(s) =
µ1s
κ1 + s
+
µ2s
κ2 + s
avec µ1 > 0, µ2 > 0, κ1 > 0 et κ2 > 0
• Taux de croissance de Jost . et al. (1973) [60]:
µ(s) =
µms
2
(κ1 + s)(κ2 + s)
avec µm > 0, κ1 > 0 et κ2 > 0
• Taux de croissance de Ming . et al. (1988) [94]:
Il s’agit d’un cas particulier du taux de croissance propose´ par Moser.
µ(s) =
µms
2
κ+ s2
avec µm > 0 et κ > 0
B.2 Taux de Croissance Non-Monotones
• Taux de croissance de Haldane (1930) / Andrews (1958) [42, 4]:
µ(s) =
µms
κ1 + s+ κ2s2
avec µm > 0, κ1 > 0 et κ2 > 0
• Taux de croissance de Sokol et Howell (1981) [128]:
µ(s) =
µms
κ+ sλ
avec µm > 0, κ > 0 et λ > 1
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B.3 Taux de Croissance Multi-de´pendants
• Taux de croissance de Aiba et al. (1968) [1]:
µ(p) = µme−κp
avec µm > 0 et κ > 0.
• Taux de croissance de Jin et al. (1981) [59]:
µ(s,p) = µm
s
κ1 + s
e−κ2p− κ3s
avec s la concentration en substrat, p en produit et µm > 0, κ1 > 0 κ2 > 0 et κ3 > 0.
• Taux de croissance de Contois (1959) [22]:
µ(s,x) = µm
s
κx+ s
avec s la concentration en substrat, x en biomasse et µm > 0, κ > 0
On pourra trouver des listes encore plus fournies en taux de croissance diffe´rents, de´pendants parfois
d’autres variables e.g. dans [10, 8].
190 E´tat de l’Art sur les Taux de Croissance
191
Annexe C
E´tude de l’E´quation x˙ = f (t)(x? − x)
Nous conside´rons ici une e´quation diffe´rentielle (positive) qui apparaˆıt re´gulie`rement tout au long
du manuscript; nous effectuons ici l’analyse de cette e´quation et en de´duisons certaines proprie´te´s
importantes. Il s’agit d’une e´quation unidimensionnelle non autonome du type:
x˙ = f(t)(x? − x) (C.1)
avec les contraintes:
x? > 0
f(t) est une fonction C1
∀t ≥ t0, f(t) ≥ 0
C.1 Solution x(t)
De part sa grande similitude avec une e´quation line´aire du premier ordre, il est possible
de re´soudre exactement l’e´quation (C.1), et d’en donner la solution issue d’une condition
initiale x0. On obtient:
x(t,t0,x0) = x? + (x0 − x?)e−
∫ t
t0
f(τ)dτ (C.2)
C.2 Bornitude de x(t)
D’apre`s la contrainte de positivite´ sur la fonction f(t), on a trivialement:
∀t ≥ 0,
∫ t
t0
f(τ)dτ ≥ 0
On a donc facilement:
∀t ≥ 0,
(
e
− ∫ t
t0
f(τ)dτ
)
∈ [ 0 ; 1 ]
On peut donc conclure que la solution x(t) est borne´e et ve´rifie:
∀t ≥ 0, min(x0,x?) ≤ x(t) ≤ max(x0,x?) (C.3)
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En conside´rant la contrainte sur x?, et en supposant que x0 > 0 (ce qui est souvent le cas dans le
manusript), on a donc:
∀t ≥ 0, ∃α > 0, x(t) > α (C.4)
C.3 Implications de
∫ +∞
τ=t0
f(τ)dτ = +∞
Nous allons supposer ici que
∫ +∞
t0
f(τ)dτ = +∞ et montrer alors que le point d’e´quilibre x? est glo-
balement asymptotiquement stable. D’apre`s l’e´quation (C.2), il est clair que le point x? est globalement
attractif:
∀x0, lim
t→+∞x(t,t0,x0) = x
? (C.5)
La stabilite´ locale est par contre plus difficile a` obtenir. En effet une e´tude classique de l’e´quation
line´arise´e autour de x? ne permet pas de conclure car on ne connait pas la valeur de f(t) en ce point.
Il faut revenir a` la de´finition de la stabilite´ locale (cf. [138]):
De´finition C.1 L’e´quilibre x? est stable si, pour chaque  > 0 et pour chaque t0 ∈ R+, il existe un
δ = δ(,t0) tel que:
||x0 − x?|| < δ(,t0) =⇒ ∀t ≥ t0, ||x(t,t0,x0)− x?|| <  (C.6)
D’apre`s l’e´quation (C.2), il est clair que:
∀t ≥ t0, ||x(t,t0,x0)− x?|| = ||x0 − x?||e−
∫ t
t0
f(τ)dτ
D’ou`:
||x0 − x?|| < δ =⇒ ∀t ≥ t0, ||x(t,t0,x0)− x?|| ≤ δe−
∫ t
t0
f(τ)dτ
Or e−
∫ t
t0
f(τ)dτ ∈ [0; 1]. Donc:
||x0 − x?|| < δ =⇒ ∀t ≥ t0, ||x(t,t0,x0)− x?|| ≤ δ (C.7)
Il suffit donc de prendre δ =  pour ve´rifier la de´finition C.1. Le point x? est donc (localement) stable.
Comme il est aussi globalement attractif, le point x? est donc globalement asymptotiquement stable
pour l’e´quation (C.1).
Selon la de´finition d’uniforme stabilite´ de [138], on pourrait meˆme conclure que x? est uniforme´ment
stable (pas de de´pendance en t0) mais cela ne nous servira pas ici.
Remarque – Toute cette annexe ne suppose aucune formulation analytique de la fonction f(t).
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Annexe D
Syste`mes Asymptotiquement
Autonomes
Nous rappelons ici quelques re´sultats de [91] repris et e´tendus par la suite par [43, 135], qui facilitent
grandement l’e´tude de certains syste`mes dynamiques. Il s’agit en quelque sorte d’une extension du
principe de se´paration non-line´aire pre´sente´ dans le the´ore`me 2.11 page 80, mais dont les re´sultats sont
plus ge´ne´raux. Nous commenc¸ons par donner la de´finition d’un syste`me asymptotiquement autonome.
De´finition D.1 (Markus) Conside´rons les syste`mes dynamiques:
x˙ = f(x,t) (D.1)
y˙ = g(y) (D.2)
avec f(x,t) et g(x) continues en (x,t) et localement Lipschitz en x sur un ouvert θ de Rn.
Le syste`me (D.1) est dit asymptotiquement autonome avec pour e´quation limite (D.2) si pour tout
compact K ⊂ θ:
lim
t→+∞ f(t,x) = g(x), ∀x ∈ K
L’un des the´ore`mes qui nous est le plus utiles est le suivant, donne´ par Thieme dans [135] mais prouve´
pre´ce´demment dans un cas plus ge´ne´ral par Markus dans [91]:
The´ore`me D.2 (Markus) Soit e un point d’e´quilibre localement asymptotiquement stable de (D.2)
et ω l’ensemble ω-limite d’une solution borne´e x de (D.1). Si ω contient un point y0 tel que la solution
y de (D.2) issue de y0 converge vers e, alors:
lim
t→+∞x(t) = e
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Abstract
We consider a control problem for a single bioreaction occurring in a continuous and well-mixed bioreactor, assuming that the
bioreaction’s kinetics is not represented by a validated model. We develop a nonlinear controller and prove the global asymptotic stability
of the closed-loop system towards the equilibrium corresponding to the set point. Since this control law needs the knowledge of some
parameters, we derive an adaptive version of the nonlinear controller and prove again the global asymptotic stability of the closed-loop
system. Finally, we show the relevance of our approach on a real-life wastewater treatment plant.
? 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
Biological processes have become widely used in the
industry for the last decades, with di;erent purposes: ei-
ther to produce some chemical compounds synthesized by
a microorganism (alcoholic fermentation...), to cultivate a
biomass for its utilization (baker’s yeast...) or extraction of
its metabolites (carotene from plankton...), or to degrade a
pollutant (wastewater treatment...). Therefore, bioreactors
require advanced regulation procedures to ensure the bio-
processes’ performances and e?ciency.
However, the control of bioreactors is a delicate problem
since most of the time the available biological models are
only rough approximations. Indeed, biological systems are
known to be highly variable and di?cult to measure so that
no reliable biological law is available. A way to circumvent
this di?culty is the mass-balance-based modelling (Bastin
& Dochain, 1990): the biological lacks of knowledge are
located in dedicated terms, namely the bioreaction’s kinetics.
In this paper, we focus on continuous bioprocesses; some
di;erent approaches for their control can be found in the
 This paper was not presented at any IFAC meeting. This paper was
recommended for publication in revised form by Associate Editor Martin
Guay under the direction of Editor Frank AllgEower.
∗ Corresponding author. Fax: +33-4-92-38-78-58.
E-mail addresses: ludovic.mailleret@inria.fr (L. Mailleret),
olivier.bernard@inria.fr (O. Bernard), steyer@ensam.inra.fr (J.-P. Steyer).
literature. The three main trends are: local approaches,
global approaches based on full model knowledge and global
approaches taking into account some model uncertainties.
Local approaches (Heinzle, Dunn, & Ryhiner, 1993) use the
linearized model around the desired operating point together
with linear systems control’s results. Global approaches are
mainly linearizing controllers (Perrier & Dochain, 1993;
Bastin & Van Impe, 1995; Proell & Karim, 1994), using
full model knowledge for exact model linearization. The
main drawback of these global approaches is that they use
perfect model knowledge. Other global control techniques
assuming model uncertainties arise (Rapaport & Harmand,
2002), using interval observers results (GouzJe, Rapaport, &
Hadj-Sadok, 2000). However, a drawback common to most
of the aforementioned control strategies is that they of-
ten do not explicitly take into account the non-negativity
constraints on the manipulated variables.
We consider in this paper a simple class of bioreactions,
often used to describe the growth of a single species of
microorganisms (Bailey & Ollis, 1986). Here, we only
assume qualitative hypotheses on the involved biological
phenomena: we do not suppose any analytical expression
for the kinetic function. Therefore, our approach applies to
a broad class of microbial species. Despite these modelling
uncertainties, we develop a regulation procedure, which
guarantees the desired closed-loop behavior of the biopro-
cess: stabilization towards a chosen operating point, even
0005-1098/$ - see front matter ? 2004 Elsevier Ltd. All rights reserved.
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unreachable in open loop. Then, we derive an adaptive ver-
sion of this regulation procedure, to take into account param-
eters uncertainty and/or temporal evolution. Both results are
global. Finally, we illustrate the performance of such a con-
troller with both numerical simulation and real data on an
e?cient but unstable wastewater treatment plant (WWTP),
using anaerobic digestion (AD).
2. General model description
We focus on a simple bioreaction occurring in a contin-
uous stirred tank reactor (CSTR). We consider a reaction
involving microorganisms of a single species (X ), growing
on a substrate (S) and yielding a product (P). This reac-
tion, which can result from a Mrst approximation of a more
complex reaction network, is written
kS
r(:)
→ X + hP (1)
The reaction rate is given by r(:), this notation means that
we do not specify yet the variables which inNuence it. The
parameters k and h are yield coe?cients associated with
biomass growth and product synthesis.
2.1. The model for bioreactions in CSTR
Concentrations in the liquid phase are supposed to be ho-
mogeneous in a CSTR. However, note that a part of the
biomass (and/or the product) can be attached (Mxed-bed
bioreactors). A liquid Now passes through the reactor, the
inNow feeds the reactor with the substrate S at a concentra-
tion sin. The outNow is composed by the same compounds
than in the liquid phase of the reactor, substrate S, biomass X
and product P at concentrations s, x and p, respectively. Ac-
cording to classical mass-balance based modelling (Bastin
& Dochain, 1990), the state variables s, x, p are solutions
of the following system of di;erential equations:
x˙= r(:)− ux;
s˙= u(sin − s)− kr(:);
p˙= hr(:)− up; (2)
where u is the dilution rate (the non-negative manipulated
variable). In the sequel, we will denote  = (x; s; p) the
state vector. We suppose that only a constant proportion
(∈ (0; 1]) of biomass X is not attached on the support and
thus is a;ected by dilution e;ects (Bernard, Hadj-Sadok,
Dochain, Genovesi, & Steyer, 2001). We deMne ∈ (0; 1] a
coe?cient of product non-Mxation.
2.2. The r(:) modelling issue
The most crucial problem in solving Eqs. (2) is the for-
mulation of a reasonable expression for the kinetic function
r(:). As described by Bastin and Dochain (1990), a large
number of analytical expressions have been proposed to de-
scribe these kinetics.Here, we do not assume any analytical
expression for the function r(:), we only make the follow-
ing assumptions based on biological evidence:
Hypothesis 1 (H1). We assume that:
a: r(:) is nonnegative and is at least a function of s and x
b: ∀s; x positive, r(s; x; ::) is positive
c: r(s; x; ::) is a C1 function.
Note that with (H1c), Cauchy conditions for uniqueness
of trajectories of (2) are fulMlled (Khalil, 1992). Since most
kinetics described in the literature verify these hypothe-
ses (e.g. laws of Monod, Haldane, Contois... see Bastin &
Dochain (1990)), our work is very general. However, in or-
der to design our controller, we need another hypothesis:
Hypothesis 2 (H2). We assume that the quantity:
y1 = r(s; x; ::) ( denoting a positive constant) is available
online from the plant.
This hypothesis is again very general and almost as appli-
cable as (H1). Real sensors or numerical estimators (Farza,
Busawon, & Hammouri, 1998) can indeed be used to obtain
online the quantity y1. Remark that, for a large part of bio-
processes, the production (or consumption) of gaseous com-
ponents (O2;CO2 : : :) is monitored and is directly related to
the reaction kinetics, therefore to y1 (Mailleret, Bernard, &
Steyer, 2003a). In the sequel, we will suppose that hypothe-
ses (H1) and (H2) hold.
3. Controllers design
Depending on the bioprocess purpose, we want to glob-
ally regulate either the substrate concentration s, the product
concentration p or the biomass concentration x. However,
in each case, we will see later that the values of x and p
obtained at equilibrium, are completely determined by the
value of the targeted set point s? for substrate concentration.
Then, in the sequel, we will only focus on the s regulation
problem.
We propose in this section an output feedback controller,
that achieves the global asymptotic stabilization of a biopro-
cess, without any knowledge of its kinetics and with respect
to the non-negativity constraint of the input. However, this
static controller requires accurate knowledge of the param-
eters k; sin and  to achieve asymptotic regulation without
error. We propose thus an adaptive control law perform-
ing exact regulation towards the set point despite parameter
uncertainty.
3.1. Simple nonlinear controller design
Let us denote s? ∈ (0; sin) the desired set point for
substrate concentration. We compute the corresponding
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positive equilibrium values of the two last state variables
x? = (sin − s
?)=k and p? = h(sin − s
?)=k.
Proposition 1. Under assumptions (H1) and (H2), the non-
linear feedback control law
u(:) =
k
(sin − s?)
y1 =
k
(sin − s?)
r(s; x; ::) (3)
globally stabilizes system (2) towards the positive set point
? = (x?; s?; p?).
Proof. We have the following closed-loop system:
x˙= u(:)(x? − x);
s˙= u(:)(s? − s);
p˙= u(:)(p? − p): (4)
From (H1a), it is straightforward that the non-negative or-
thant of the state space is positively invariant by system
(4). Thus, for any positive initial state conditions (that are
assumed to be positive throughout the paper), the control
variable u(:) is such that: u(:)¿ 0. Integrating system (4)
and since u(:)¿ 0, we show that ∀t¿ 0
max(x?; x(0))¿ x(t)¿min(x?; x(0))¿ 0;
max(s?; s(0))¿ s(t)¿min(s?; s(0))¿ 0: (5)
Using (H1b), we conclude that for any positive initial state
conditions and for all non-negative time, the function r(:)
and thus the manipulated variable u(:) (following law (3))
is bounded below by a positive constant. Considering the
closed-loop system (4), it is straightforward to see that ?
is globally exponentially stable.
3.2. Adaptive nonlinear controller design
The controller proposed in Section 3.1 requires perfect
knowledge of the parameters k= and sin to perform the sta-
bilization towards the targeted set point without static er-
ror. However, identiMcation of these parameters is a di?cult
task, especially for bioprocesses. To solve this drawback,
we propose an adaptive feedback control law based on a
new information obtained from the plant.
Hypothesis 3 (H3). We assume that the state variable s=y2
is available from the plant.
In the sequel, we suppose that (H1), (H2) and (H3) hold.
Moreover s?, belongs to (0; sin). Let us denote =(x; s; p; )
the new state vector and ? = k=((sin − s
?)).
Proposition 2. Under assumptions (H1)–(H3), the nonlin-
ear adaptive feedback control law
u(:) = (t)y1 = (t)r(s; x; ::);
˙= Ky1(s
? − y2)(− m)(M − )
With : 0¡
k
sin
¡m¡
?¡M and K ¿ 0 (6)
globally stabilizes system (2) towards the positive set point
? = (x?; s?; p?; ?).
Proof. Control law (6) yields to the closed-loop system
x˙ = y1
(
1

− x
)
;
s˙= y1
[
(sin − s)−
k

]
;
p˙= y1
(
h

− p
)
;
˙= Ky1(s
? − y2)(− m)(M − ): (7)
In the sequel we will only consider positive initial conditions
x(0), s(0), p(0) and (0) such that (0)∈ (m; M ). With
these initial conditions x, s, p remain non-negative and 
remains in (m; M ). Using  boundary values, as for Eq. (5),
we show that ∀t¿ 0 the state variables s(t) and x(t) remain
positive; thus using (H1b) we conclude that y1 = r(:) is
bounded below by a positive constant. We are now able to
make the time change t′=
∫ t
0
y1(!) d! (Chicone, 1999). Let
us make the useful change of coordinate: v = sin − s. The
closed-loop system (7) becomes (denoting with a prime the
time derivatives with respect to t′, and v? = sin − s
?):
x′ =
(
1

− x
)
;
p′ =
(
h

− p
)
;
v′ = ?v? − v;
′ = K(v − v?)(− m)(M − ): (8)
The dynamical system (8) is an autonomous triangular sys-
tem (Viel, Busvelle, & Gauthier, 1995): the system in v and
 does not depend upon the two other state variables x and
p. Now we consider the sub-system in v and 
v′ = ?v? − v;
′ = K(v − v?)(− m)(M − ): (9)
First we want to show that the state of system (9) enters
the set {v¿ 0} in Mnite time. Considering the dynamics of
v(t) in the set v6 0, we show that v′¿ ?v?¿ 0, which
proves that v enters the set {v¿ 0} in Mnite time. In the
sequel, we will consider the initial time (by time translation
if necessary) belonging to the set E={v¿ 0; ∈ (m; M )}.
We introduce the Lasalle function used by Harrison (1979)
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in the context of Lyapunov stability for predator–prey
models:
W (v; ) =
∫ v
v?
w − v?
w
dw +
∫ 
?
w − ?
K(w − m)(M − w)
dw:
We check that W (v; ) is deMned, non-negative on E and
vanishes only for v= v? and = ?. Furthermore
W ′ =−
(
?
v
(v? − v)2
)
:
Thus, W ′ is deMned and negative on E and vanishes only
for v = v?. Lasalle’s theorem implies that every solution
of system (9) approaches the largest invariant set in the
domain deMned by W ′=0 (Khalil, 1992); let us denote this
set $ = {v = v?; ∈ (m; M )}. Now, consider a trajectory
initialized in $ at v=v? and  = ?; with respect to system
(9) it is clear that this trajectory escapes from$ and therefore
that the largest invariant set in $ is the Mxed point (v?; ?).
Then (v?; ?) is a globally attractive Mxed point for system
(9).
A straightforward Jacobian matrix computation at the
point (v?; ?) proves that this Mxed point is locally stable
too. Then, we conclude that (v?; ?) is a globally asymp-
totically stable (GAS) Mxed point for system (9).
Now let us study the behavior of the last two state vari-
ables x and p on the set deMned by v= v? and = ?. The
corresponding system is linear and has a single equilibrium
(x?; p?)= (1=?; h=?) which is GAS. In order to Mn-
ish the proof, we need the following result for autonomous
triangular systems, which is proved by Viel et al. (1995).
Lemma. Consider the triangular system in Rn:
(%)
{
z˙ = f(z; w);
w˙ = g(w)
with: z ∈Rn−k , w∈Rk , f(:) and g(:) C1 functions.
Moreover we assume that:
A1: w = 0 is a GAS >xed point for w˙ = g(w),
A2: z = 0 is a GAS >xed point for z˙ = f(z; 0),
A3: every forward orbit of system (%) is bounded.
Then, 0 is a GAS >xed point for system (%).
Note that assumptions (A1)–(A3) hold for system (8).
Thus applying the lemma (after state translation) to system
(8), we conclude that the Mxed point deMned by v = v?,
=?, x=x? and p=p? is a GAS Mxed point for (8). Thus,
coming back to the original time and state variables, we
conclude that the control law (6) globally stabilizes system
(2) towards the point ?.
Remark. If we want to regulate x, we can build an adap-
tive control using x measurements with a set point x?. For
example for x we have
˙= K(x − x?)(m − )(M − )
with
0¡
k
sin
¡m¡
1
x?
¡M
The same kind of adaptation can be done for p regulation.
Remark. Suppose kinetics measurement is corrupted by a
(small) relative perturbation )(t) such that y1=(1+ ))r(:).
Then, since y1 is in factor in system (4) (respectively (7)),
one can show the state remains asymptotically in a ball
centered on ? (?), of a radius proportional to ) amplitude,
highlighting controller’s robustness.
3.3. The problem of discrete time y2 measurements
In practice the substrate s is sometimes only available at
low-frequency time measurements y2(iT ) = s(iT ) (T the
sampling period). We show that the control law (6) still
works, but requires slow adaptation, i.e. a small K .
Indeed, we can choose a K small enough ensuring that
 is a slow variable of the closed-loop system while s; x; p
are fast ones. Singular perturbation theory (Khalil, 1992)
applies, such that s remains on the manifold s= sin − k=.
Straightforward calculus shows that the adaptive equation is
such that ∀t ∈ [iT; (i + 1)T )
˙= y1
Kk
?(iT )
(? − (iT ))(− m)(M − ):
Integrating this equation between iT and (i + 1)T , we Mnd
the recurrent expression of ((i+1)T ). Then, we show that
a su?cient condition for the convergence of the sequence
((iT ))i∈N towards 
? is
0¡T ¡
1
K
[
2?m
k max(y1)(M − m)2
]
:
Then for all sampling period T , there exists a small enough
K , such that T fulMlls this necessary condition.
4. Real life example: an anaerobic WWTP
Anaerobic digestion (AD) consists of a succession of bi-
ological degradations that take place in the absence of oxy-
gen and by which organic matter is decomposed and biocon-
verted on the one hand into biogas (i.e., a mixture of CO2
and CH4) and, on the other hand, into microbial biomass
and residual organic matter.
The main advantages of AD processes for water treat-
ment are a good capacity to treat substrates at high con-
centrations, and the possibility for energy recovery through
methane combustion. However, many industrials are still re-
luctant to use AD processes, because of an intrinsic disad-
vantage: they have two stable equilibrium points (Bernard
et al., 2001). One is an operating point while the other corre-
sponds to biomass washout. AD processes require therefore
a regulation procedure to work safely. Moreover, the con-
trol’s robustness towards kinetics modelling is important,
since there does not exist any reliable model.
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We thus propose a very simple model, describing the
key features of AD, derived from (Bailey & Ollis, 1986).
This model focuses only on the main bioreaction and is
thus a basic summary of the whole bioreaction. Denoting
S the chemical oxygen demand (COD, pollutant matter), X
the bacterial population performing anaerobic digestion to
produce methane, we have the reaction (1), and
r(s; x; ::) = ,(s)x:
The speciMc growth rate ,(:) of biomass X is often repre-
sented as a Haldane law
,(s) =
,ms
Km + s+ s2=Ki
with ,m, Km, Ki biological (positive) constants. Note that
with this expression for r(s; x), hypothesis (H1) is fulMlled.
The model for compounds concentration is of the form (2),
but with no equation for the produced methane. Indeed, since
the methane solubility is very low, the produced methane is
mainly gaseous. Then dissolved methane remains at steady
state and of zero concentration. Moreover, the gaseous out-
Now of methane can be easily measured on the plant, so that
(H2) holds
QCH4 = r(s; x) = y1:
4.1. Simulations
AD’s model is simulated to evaluate the beneMts of
the control law (6) through comparison between open-
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Fig. 1. Simulations of the open-loop plant (continuous line) and of the closed loop plant with the control law (6) (dashed line) (Figs. B, C, D). In
Fig. A the piecewise constant inNuent concentration sin (continuous line) is shown. Note that the step in sin is lethal for the open-loop digester.
and closed-loop performances. Together with a sub-
strate concentration set point s? = 4 gCOD=l, we as-
sume the following realistic parameters’ values  = 0:8,
,m=0:9 day
−1, Km=9 g=l, Ki=3 g=l, k=2, m=0:1334 l=g,
M = 0:4 l=g and K = 0:8. Results are shown in Fig. 1.
For the open-loop model, it results in applying the dilution
u? = ,(s?)= = 0:2455 day−1, while for the closed-loop
model, the control law is computed from the expression
(6). We choose a piecewise constant inNuent pollutant
concentration sin (unknown) to highlight the adaptive con-
troller’s action. It must be kept in mind that the destabi-
lization (see, e.g. the open-loop system in Fig. 1) of the
process implies the disappearance of the biomass from
the digester. Then the digester has to be inoculated again,
which lasts for months, while wastewater is no longer
treated.
Indeed from t=0 to 60 both the open- and the closed-loop
systems converge towards the equilibrium corresponding
to the set point s = s?. At t = 60, inNuent substrate con-
centration increases from 10 to 15 gCOD=l. On the one
hand, it results in the destabilization of the open-loop pro-
cess: the biomass starts to be washed out of the bioreactor.
On the other hand, the closed-loop process escapes from
the equilibrium s = s? for a short time but, the control
law (6) drives the state variables back towards the equi-
librium corresponding to the set point s = s?; the change
of sin has been e?ciently rejected. Then, at t = 120, sin
decreases from 15 to 12:5 gCOD=l. Destabilization of the
open-loop system still goes on though the decrease of sin.
The control law remains e?cient and rejects the sin change
again.
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Fig. 2. Input (inNow) and s behaviors during two transients: cases A and B.
4.2. Real life experiments
An experimental test of the controller has been performed
on a fully instrumented Mxed-bed anaerobic digester (Steyer,
Bouvier, Conte, Gras, & Sousbie, 2002), located in Nar-
bonne (France), at the “Laboratoire de Biotechnologie de
l’Environnement” (LBE) of INRA. Raw industrial distillery
wastewaters obtained from local wineries in the area of
Narbonne, France, were used. They have di;erent charac-
teristics according to the wineries where the wastewater is
taken from. The process is a pilot-scale up-Now anaerobic
Mxed-bed reactor and has a useful volume of about 1 m3
(Steyer et al., 2003).
Two transient changes obtained for the input variable and
for the controlled variable s using the control law (3) are
presented in Fig. 2. Transients are presented for two di;erent
set points values s?. These experiments perfectly agree with
the expected qualitative behavior of the closed-loop plant
(a Mrst order with an unsettled gain) and thus validate our
approach on a real life process. Unfortunately, the adaptive
version of the control law (6) has not been tested yet.
Nevertheless, the practical interest of the control law was
also demonstrated in an additional experiment (see Fig. 3).
In this case, a technical problem in the feeding line indeed
lead to feed the process with pure water (instead of vinasses)
while the control law was driving the process to a new steady
state. This experiment is as well representative of the pres-
ence of a toxicant in the feeding (Mailleret et al., 2003a;
Mailleret, GouzJe, & Bernard, 2003b).
This failure happens at t = 9 h in Fig. 3. Reaction of
the control law was then particularly safe since it decreased
0 5 10 15 20 25
4
5
6
7
8
9
10
(In
)F
lo
w
 
(L
/h
)
Time (h)
Failure
0 5 10 15 20 25
1
1.5
2
S 
(gC
O
D
/L
)
Time (h)
Failure
Fig. 3. Input (inNow) and s behaviors as the digester is fed with water.
the feed Now down to its minimal technological value. It
is to be mentioned that most other control laws (e.g. PID
controllers) would have instead increased the feed Now to
maintain the COD concentration at the desired value. In such
a case, washout of the bacterial population would probably
occur. This safety characteristic of our control law is a key
advantage for practical applications and allows us to foresee
industrial implementation.
5. Conclusion
We have proposed two control laws for the regulation of
a generic model of simple bioreactions in continuous stirred
tank bioreactors. We have proved the global asymptotic sta-
bility of both closed-loop systems towards a chosen oper-
ating point, while the laws fulMll the input non-negativity
constraint. Moreover, no assumption has been made about
the analytical expression of the bioreaction’s kinetics r(:).
In addition, these control laws are robust to a relative noise
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on r(:) measurements and the adaptive law does not require
any model parameters.
Some other work shows that the controllers can also be
applied to a broader class of positive systems (Mailleret,
2003), and to more complex bioreaction schemes such as
variable yield bioreactions (Mailleret et al., 2003b) or “cas-
cade” bioreactions (Mailleret et al., 2003a).
Finally, the real-life experiments we performed on a
pilot-scale anaerobic WWTP show the practical relevance
of our approach, together with an unexpected safe behavior
towards some process failures.
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Abstract This paper deals with the problem of controlling anaerobic digestion processes. A two-step (i.e.
acidogenesis-methanization) mass balance model is considered for a 1 m3 fixed bed digester treating
industrial wine distillery wastewater. The control law aims at regulating the organic pollution level while
avoiding washout of biomass. To this end, a simple output feedback controller is considered which regulates
a variable strongly related to the Chemical Oxygen Demand (COD). Numerical simulations assuming noisy
measurements first illustrate the robustness of this control procedure. Then, the regulating procedure is
implemented on the considered anaerobic digestion process in order to validate and demonstrate its
efficiency in real life experiments.
Keywords Anaerobic wastewater treatment; continuous bioreactor; control; real life experiment
Introduction
Wastewater treatment using anaerobic processes is a very promising re-emerging tech-
nology which presents extremely interesting advantages compared to the classical aerobic
treatment (Pavlostathis, 1994; Mata-Alvarez et al., 2000): it has a high capacity for degrad-
ing concentrated and resilient substrates (plant residues, animal wastes, food industry
wastewater, etc…), produces very little sludge, requires little energy and it can become
profitable with the use of biogas (methane) combustion for cogeneration. But in spite of
these advantages, the anaerobic treatment plants are still rare at the industrial scale,
probably because they are known to become easily unstable under some circumstances like
variations of the process operating conditions and because they need a high level of
expertise to be operated. Nevertheless, these drawbacks can be overcome by associating a
control procedure to enhance the stable performance of the wastewater treatment operation
via feedback control and to connect the process through the Internet to an expert center to
ensure its perenniality: this is the goal of the IST European project TELEMAC. The first
step in this remote advanced management strategy is therefore to have a dynamic model of
the process, which is required for the design of control algorithms.
The dynamic modelling of anaerobic digestion has been an active research area over the
past three decades. Andrews (1968) introduced the Haldane model to characterise growth
inhibition, which can emphasise the process instability, i.e. the biomass washout via the
accumulation of acids. A model with a single bacterial population was then proposed
(Graef and Andrews, 1974). The main modelling studies have been since then extended 
and detailed by other authors in order to get closer to the complexity of the process 
(Mosey, 1983; Costello et al., 1991a, 1991b; Batstone et al., 2000; IWA Task Group,
2002). It results in detailed models of the anaerobic digestion process that include several
bacterial populations and several substrates. As a consequence, these models are difficult
to calibrate and to use for control purposes. However, simpler models based on mass
balance considerations (Bastin and Dochain, 1990) circumvent this difficulty by locating
the biological lack of knowledge in dedicated terms, namely the reaction rates. The use 
of such models for control design has been proved to be more effective than detailed
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models, because they minimise the number of assumptions in the model building 
exercise.
However, even based on such mass-balance models, control of anaerobic wastewater
treatment plants remains a delicate problem, especially due to the difficulty in estimating
the expressions of the bacterial growth rates or of the yield coefficients by adaptive
algorithms (Bastin and Dochain, 1990; Perrier and Dochain, 1993). In this paper, a method
is developed to control the system with the minimal assumptions on the growth rates and it
is shown how to guarantee safe behaviour of the process which is of primary importance for
using anaerobic digestion at industrial scale.
This paper is organised as follows. The first section describes the considered anaerobic
fixed bed pilot reactor and the corresponding dynamical mass-balance model that will be
used for the controller design. Then, a control law is proposed to drive the model to a
desired set point for any initial operating conditions. Non-linear system theory guarantees
the behaviour of the closed loop plant and the robustness of the used control law to the
process uncertainties. These theoretical considerations are then validated, first on noisy
simulations and secondly with real-life experiments performed on the pilot reactor.
Material and methods
Experimental set-up
The influent. The experiments were performed with raw industrial wine distillery vinasses
obtained from local wineries in the area of Narbonne, France. This substrate, neither sterile
nor homogeneous, is stored in three 27 m3 tanks connected to the reactor by a piping system
of about 0.5 m3. The main characteristics of the influent are given in Table 1.
The reactor. The process is an up-flow anaerobic fixed bed reactor made of a circular col-
umn of 3.5 m height, 0.6 m diameter and a useful volume of 0.948 m3. The reactor is highly
instrumented with the following measurements available on-line every 2 minutes: input
and recirculation liquid flow rates, pH of the reactor and of the input wastewater, heater and
reactor temperatures, biogas output flow rate, CO2, CH4 and H2 composition in the gas
phase and total organic carbon (TOC) in the reactor. Other measurements are available
every half hour using a titrimetric sensor (Bouvier et al., 2002) and a mid infra-red spec-
trometer (Steyer et al., 2002b): total volatile fatty acids (VFA), soluble chemical oxygen
demand (COD), bicarbonate concentrations and total and partial alkalinity in the liquid
phase. More details about the process and evaluation of its on-line instrumentation are
available in (Steyer et al. (2002a).
The mass balance model
As previously stated, a mass-balance model of this anaerobic digestion process is consid-
ered (Bernard et al., 2001). The underlying model assumes that two main bacterial popula-
tions are present. The first one, the acidogenic bacteria X1, consumes the organic substrate
S1 (total soluble COD except Volatile Fatty Acids) and produces Volatile Fatty Acids
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Table 1 Main characteristics of the industrial
wine distillery wastewater used in the present
study
Component Range
Volatile fatty acids (g/L) [5–6]
Total COD (g/L) [9–17.4]
Alkalinity (meq/L) [30.8–62.4]
pH [5–5.4]
(VFA) S2 through an acidogenesis step. The second population, the methanogenic bacteria
X2, uses the VFA in a methanization step as substrate for growth and produces methane.
The dynamic model is based on the following biological reaction pathways:
The reaction rates are given by: ri(.) = µi(.)Xi. According to Bastin and Dochain (1990), the
following model is obtained:
(1)
where D is the dilution rate, the terms S1in and S2in are the influent concentrations of S1 and
S2 respectively. The ki represent the yield coefficients associated with bacterial growth, the
µi (.) are the specific growth rates of biomass Xi. The parameter α ∈ [0,1] represents the pro-
portion of bacteria that are not fixed on the bed, and therefore which are affected by the
dilution effect: α = 0 would correspond to an ideal fixed bed reactor, α = 1 to an ideal con-
tinuous stirred tank reactor.
Methane solubility is very low, therefore the methane produced by the methanization
step is not stored in the liquid phase. The output methane flow rate (QCH4
) can then be
written as a function of the state as follows:
The methane flow rate is on-line measured, let us denote this output: .
Usually, the most crucial problem in solving equations (1) is the formulation of reasonable
expressions for the corresponding specific growth rates: µ1(.) and µ2(.). However, it is
important to point out that the proposed controller does not assume any analytical expres-
sion for the growth rates and thus they are not detailed in the model presentation.
Control design
In the following, a control law using the methane flow rate y and the dilution rate D(.) as the
manipulated variable is proposed. As previously stated, the controller achieves – independ-
ently from the growth rates expressions – the global stabilization of a process following
model (1).
In fact, such a controller does not exactly regulate the COD, but a biological equivalent
of the total amount of organic substrate in the digester, denoted ST with:
Classical pollution measurements using the COD are based on yields of chemical reactions
involved in organic pollution degradation. Indeed, the theoretical computation of the COD
associated to an organic pollutant can be computed from the knowledge of the stoichio-
metric coefficients involved in the complete oxidation of the considered molecule. Here,
y
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the same reasoning is followed but the approach is based on the stoichiometry of the bio-
chemical reactions involved in bacterial organic pollution degradation. Thus, regulating ST
is equivalent to the classical pollution (COD concentration) regulation.
The objective is to compute the control variable D(.) to be applied so that, with a chosen
fixed positive S*T, ST has the following dynamics:
(2)
It is straightforward from system (1) that D(.) must be computed from the output y as follows:
(3)
Hypothesis
• µi are functions of Si only; µi(0) = 0 and µi >0 when Si >0
• The initial conditions for the state variables, S1in and S2in are all positive
• 0 < S*T < S1in
• µ1(.) is an increasing function of , µ2(.) is an increasing function of
Theoretical considerations on the closed loop system show that there is only one equilib-
rium (corresponding to the set point S*T). Moreover, it is globally asymptotically stable pro-
vided that our hypotheses hold (Mailleret and Bernard, 2001, 2002).
Results and discussion
Simulation study
In this section, the parameter values given by Bernard et al. (2001) have been used to run
the numerical simulation of the controlled model (1). A high level multiplicative white
noise (40%) has been added to the measurement of the methane flow rate in order to check
the controller robustness.
S*T = 2 gCOD/L is chosen as the desired set point for ST. With the kinetics expressions of
Bernard et al. (2001), (i.e. µ1(S1) follows Monod kinetics while µ2(S2) is modelled with
Haldane law), the above hypotheses are fulfilled. Thus, the proof that the closed loop system
has a single equilibrium, globally asymptotically stable (GAS), holds for this simulation study.
Then, it is straightforward that the results will agree with our predictions: the plant is prevented
from biomass washout and has a single GAS equilibrium for a fixed set of parameters.
The simulated controller results can be seen on Figure 1. A simple linear filter in the
feedback loop decreases the noise level for high frequencies. Despite the high level of noise
(40%), the controller action remains efficient.
Moreover, in order to take into account the fact that the influent pollutant concentration
can change as time goes on during the process operation, a piecewise constant STin is
imposed during the simulation. It is important to note that to maintain ST at its equilibrium,
STin variations have to be known and actualised in the feedback gain (see control law (3)).
However, it appears that despite these variations in the influent and the high level of
noise in the output, the variable ST remains in a very small interval around its chosen
equilibrium value S*T = 2 gCOD/L. From Eq. (2), one can notice that the converging rate of
the closed loop system is non-linear and not adjustable by an operator. In spite of this draw-
back, the converging rate seems to be fast enough for wastewater treatment.
Experimental results
To validate this mathematical approach to the control of anaerobic digestion processes,
real-life experiments were also performed under various operating conditions of the pilot
0 2
1
, *
k
k T
S


0,
*
ST[ ]
L. M
ailleret e
t a
l.
90
˙ (.)( )*S D S ST T T= −
D y
k k
k S S
y
Tin T
( )
( )*
=
−
3 1
2
scale anaerobic digester described previously. For clarity, these experiments are intro-
duced in two different parts : first, the usual operating conditions for wastewater treatment
(i.e. no failures in the equipment); then since some breakdowns occurred as the experi-
ments were carried out, the safe behaviour of the controlled plant is shown. Note that this
situation could have been hazardous for the reactor without any regulation procedure.
Normal operating conditions. In these operating conditions, the reactor follows model (1).
Thus, the controlled plant is expected to have the simple behaviour the control law has been
designed for. In particular, the pollutant concentration ST must follow the non-linear Eq. (2)
but since this equation is non-linear, it is difficult to ensure that ST has good quantitative
behaviour. However, it can be noticed that ST has to follow the same qualitative behaviour
that Eq. (2) predicts: ST should follow a first order behaviour with a variable positive gain.
In other words, if ST is below (respectively above) its chosen set point, it will increase
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Figure 1 Simulation of the controlled up-flow anaerobic fixed bed digester, with variations of the influent
COD concentration. 40% noise has been added on the measurement of the methane flow rate (y). The sub-
strates S1, ST and the biomasses X1 and X2 are also represented
(respectively decrease) exponentially (but not at a constant speed) towards its chosen set
point.
Two transient behaviours for the input variable D and for the controlled variable ST are
illustrated in Figure 2. The other variables are not represented since the key points of 
the control action are presented with these two. It is worth noting that the controller action
is efficient and agrees with our mathematical predictions: ST qualitative behaviour is as it is
expected to be. Moreover, despite the fact that the convergence rate is not adjustable, it
seems to be fast enough for wastewater treatment.
Breakdown operating conditions. As usual in real-life experiments, some unforeseen fail-
ures happened on the reactor devices. Therefore, the process model differs from model (1)
or, at least, the controlled plant behaviour differs from its expected dynamic behaviour. It is
worth noting that most plant breakdowns occur together with a decrease in the output bio-
gas (methane) flow rate (so does the output y). What is interesting in the present regulation
procedure is that, for the closed loop plant, a decrease in the output y will lead to reducing
the dilution rate. This is indeed the easiest way to prevent the reactor from biomass
washout, which could have happened because of the process failure.
This phenomenon is highlighted on Figure 3. In this experiment, a problem in the mixing
between influent vinasses and water in the dilution system has occurred. Then, the digester
has been fed with pure water. If the process was run in open loop, the biomass would have
quickly decreased and been washed out of the reactor. For the controlled system, since the
methane flow rate decreases, the dilution rate decreases too, leading D to its minimum
value (i.e. 5 L/h, imposed by the process configuration). This prevents on one hand the bio-
mass from short-term washout and, on the other hand, provides the required time to human
operators to fix the problem.
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Figure 2 Evolution of the controlled process. The dilution rate D and the values of ST are represented for
two experiments (A and B) on the up-flow anaerobic fixed bed digester
Conclusion
A robust non-linear controller has been proposed for a fixed bed anaerobic digestion pilot
process and proved its convergence for a mass-balance model independently from the
model’s biological uncertainty. This controller is very simple in its design since it only con-
sists in an output feedback law. The single required parameter is the feedback gain that can be
tuned online (i.e. by trials and errors) by moving this gain to reach the desired set point value
for ST. A simulation study has shown that this regulation procedure is very robust to a high
level of noise and insensitive to variations of the influent pollutant concentration. To validate
our approach in real life, regulation experiments were performed on the pilot digester. The
closed loop plant experimental results agreed with our theoretical predictions and exhibited
an unexpected but interesting safe behaviour towards some hazardous plant failures.
It is worth noting that this regulation procedure can also be applied to the model present-
ed by Bernard et al. (2001). This dimension 6 model is an extension of model (1) with two
other equations in cascade; one for alkalinity and the other for the total dissolved inorganic
carbon. Therefore the control law will globally stabilise the more general dimension 
6 model as well.
Another point important to emphasise is that this controller regulates the value of a
variable (related to the COD) which is not online measured. As a consequence, with this
control approach, it is not mandatory to have an on-line sensor for the COD measurements,
which is often a limiting step for the implementation of a controller. It also explains why
this type of controller cannot be compared e.g. to a PID which would require on-line COD
measurements. Nevertheless, to avoid drifts, some off-line values of the COD are required
to regularly recalibrate the controller. This is now our current work to develop an adaptive
version of the control law (3), based on off-line values, in order to perform an automatic
controller tuning without model identification.
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RÉSUMÉ. Nous nous intéressons ici à la fermentation anaérobie en bioréacteur continu, procédé
de traitement des eaux usées à haut rendement épuratoire mais intrinsèquement instable. Après
une brève présentation du modèle de ce procédé, basé sur deux étapes principales (acidogé-
nèse puis méthanogénèse), nous proposons une loi de commande permettant de contrôler le
niveau de pollution organique (la Demande Chimique en Oxygène, DCO) au sein d’un fermen-
teur anaérobie continu. Cette commande, globalement asymptotiquement stabilisante, régule
un indicateur biologique de la pollution organique. Le comportement du système bouclé est en-
suite illustré sur une simulation bruitée et finalement validé expérimentalement sur un procédé
pilote.
ABSTRACT. In this paper we focus on anaerobic digestion in a continuous bioreactor, a high yield
waste water treatment process but which is intrinsequely unstable. After a brief description of
the underlying model, based on two main steps (acidogenesis and methanogenesis), we propose
a control law allowing to choose organic pollution level (Chemical Oxigen Demand, COD)
inside a continuous anaerobic digester. This globally asymptotically stabilising control law,
regulates a biologically based measurement of organic pollution. The closed loop system be-
havior is then illustrated on a noisy simulation and finally validated on a real life pilot process.
MOTS-CLÉS : épuration des eaux usées, fermentation anaérobie, bioréacteurs continus, stabili-
sation globale, contrôle robuste, validation expérimentale.
KEYWORDS: Wastewater treatment, anaerobic digestion, continuous bioreactors, global stabili-
sation, robust control, experimental validation.
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1. Introduction
Les bioréacteurs dédiés au traitement des eaux usées sont des écosystèmes com-
plexes comprenant un grand nombre de populations bactériennes distinctes. De plus
les différents constituants (bactéries ou matière organique) présents au sein du bio-
réacteur sont mal connus et rarement mesurés. En outre, les modèles de bioréacteurs
ne sont que des approximations plus ou moins fidèles de la réalité, rendant le problème
de leur contrôle particulièrement ardu. En effet, contrairement à la physique classique,
régie par des lois bien connues et très fiables, nous ne disposons pas de telles lois pour
décrire précisément les systèmes biologiques. Pour pallier cette difficulté, Bastin et
Dochain [BAS 90] ont développé une méthode de modélisation basée sur les bilans de
masse entre constituants. Les échanges de masse sont de types physique (bien connus :
entrées et sorties du bioréacteur) ou biologique (mal connus : dépendant des cinétiques
des bioréactions). La régulation de ces bioréacteurs nécessite donc une description
macroscopique (modèle) relativement fiable des réactions biologiques, ainsi qu’une
loi de commande robuste aux incertitudes du modèle utilisant des mesures simples à
obtenir en ligne.
Nous allons plus particulièrement nous attacher ici au problème posé par la fer-
mentation anaérobie en bioréacteur continu (un flux continu “traverse” le réacteur),
procédé à haut rendement épuratoire mais naturellement instable. La modélisation
de ce procédé suppose le regroupement fonctionnel des bactéries en deux popula-
tions réalisant deux biodégradations en chaîne. La première population   (bactéries
acidogènes) consomme le substrat organique   et produit des Acides Gras Volatils
 (AGV). La DCO (Demande Chimique en Oxygène) totale est représentée par la
somme de   et  . La deuxième population    (bactéries méthanogènes) consomme
les AGV et produit du méthane ( 
	 ).
Nous présentons tout d’abord un modèle de la fermentation anaérobie. Nous dé-
crivons ensuite une loi de commande et prouvons la stabilité asymptotique globale du
système en boucle fermée. Des simulations informatiques et des études expérimentales
illustrent finalement la pertinence de notre approche.
2. Bilan de masse, modèle
Nous développons un modèle macroscopique de la fermentation anaérobie sur la
base du schéma réactionnel suivant [BER 01] :
– Acidogénèse :



 

 





– Méthanogénèse :
ﬀ

ﬁﬂﬃ 

 



	 !	
Les vitesses de ces bioréactions sont les suivantes : "$#%&('*),+-#%&.'   #
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Le bilan de masse au sein du bioréacteur continu s’écrit alors :
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représente le taux de dilution,
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et
ﬀ*' %.&
les concentrations en substrats or-
ganiques
ﬀ 
et
ﬀ*'
dans le flux entrant. Les coefficients ﬂ1% sont les coefficients stœ-
chiométriques associés aux bioréactions, 
23 et 

' 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les taux spécifiques de crois-
sance des bactéries 4 et 
'
. Le paramètre
65*798:;7
modélise le taux de fixation de
la biomasse dans le réacteur ( ﬁ<: correspond à un réacteur infiniment mélangé).
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représente le vecteur état.
La solubilité du méthane étant très faible, nous supposons que le méthane produit
est uniquement gazeux et que le flux de méthane sortant est mesuré en ligne :
C
EDGFHJI
ﬂLK

(')'
Le problème crucial dans la formulation du modèle [1] est de donner des expres-
sions raisonnables aux cinétiques



 
et

(' 
. Dans la littérature




a souvent
été modélisé par une loi de Monod,

J'L
par une loi de Haldane [GRA 74, MOS 83,
BAI 86, BER 01].
Nous n’expliciterons pas ici les expressions analytiques des cinétiques 
2 et


'

. Nous faisons seulement les hypothèses qualitatives suivantes, basées sur des
constatations biologiques.
Hypothèse 1 (H1)


est fonction de ﬀ  , 
@8MN8 et 
POQ8 si ﬀ PO8


'
est fonction de ﬀ0' , 
 ' 8MN8 et 
 ' OQ8 si ﬀ*' O8

3
et


'
 
sont des fonctions R

sur S
8T?
"VU
S
Par la suite nous supposerons que les conditions initiales sont strictement positives :
WYX
5
S
:L. ZL7!?
=
%
8M#O8
et
WM[
5
S
:L. \@7!?
ﬀT]^
%.&
O8
Propriété 1 Sous l’hypothèse (H1), les trajectoires du modèle [1] restent dans _
K `
La preuve est immédiate en remarquant que sur les faces du cône _
K `
les dérivées de
l’état sont positives donc “rentrantes” (i.e.

=
%
=
%ab8cedf8 ). Ces frontières sont donc
infranchissables par les trajectoires du système [1].
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3. Loi de commande
3.1. Objectifs
Les procédés biologiques de traitement des eaux usées utilisent des micro-
organismes pour dégrader les composants organiques présents dans des effluents. Le
but est de réduire la concentration en polluants en sortie du dispositif et la maintenir
en dessous d’une certaine valeur, fixée par des normes environnementales.
On trouve dans la littérature des approches différentes pour le contrôle de fer-
menteurs anaérobies [BAS 90, HEI 93, PER 93]. Elles peuvent être basées sur des
approximations locales (contrôleur PI ou PID appliqué au système linéarisé), des lois
de commande linéarisantes (nécessitant la connaissance parfaite du modèle, des ciné-
tiques ainsi que tout ou partie de l’état) ou encore sur des simplifications du modèle
original (approximations lent-rapide par la théorie des perturbations singulières).
Nous proposons ici une loi de commande permettant la stabilisation globale d’un
procédé de digestion anaérobie, basée sur la partie robuste du modèle original (échan-
ges physiques), indépendamment des expressions analytiques des cinétiques, et n’uti-
lisant que des mesures technologiquement simples à réaliser. Cette loi de commande
permettra de réguler un équivalent biologique de la DCO, que nous définirons comme
la matière organique biodégradable totale, notée
 
et définie par (cf. annexe I) :
  
	


 

Notre objectif est de réguler la variable   , en utilisant la sortie  et le taux de
dilution  considéré comme une entrée.
3.2. Loi de commande
Notre approche se base sur [MAI 01] : nous cherchons la loi régissant l’entrée
 pour que
 
ait la dynamique suivante,
 
ﬁﬀﬃﬂ étant la consigne :

 


 
 

!
 

 [2]
Nous en déduisons :
 #"$

&%'



 )(*
!
 



 [3]
Les équations du modèle en boucle fermée deviennent :
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,
-
,
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/0
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
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

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
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/


3
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[4]
Contrôle des fermenteurs anaérobie 279
avec la notation
 
	




ﬀﬀﬂﬁ
. Faisons maintenant l’hypothèse suivante quant à
la consigne et aux cinétiques.
Hypothèse 2 (H2)
ﬃ! 

"
# %$'&)(
*
$,+'-). fonction strictement croissante sur / ﬃ0 "1
*

+'-). fonction strictement croissante sur / ﬃ 	
ﬂﬁ
 

"%1
Cette hypothèse reste très raisonnable : en pratique nous choisissons une consigne  "
de faible valeur. Prouvons maintenant la stabilité asymptotique globale du modèle en
boucle fermée.
Proposition 1 Sous les hypothèses (H1, H2), il existe un unique point d’équilibre 2 
dans 354687 pour le système [4]. De plus 2  est globalement asymptotiquement stable
sur 354687 .
Nous prouvons d’abord le lemme suivant.
Lemme 1 Sous l’hypothèse (H1), le système [4] impose la convergence de  " vers
 

" et de
 
 vers
 


.
Preuve du Lemme 1 :
Nous montrons dans l’annexe II que : 9
68:
;<=?>
+
2
+@A.B.DCE@
GFIH
Ce qui prouve, en intégrant J " et J
 
 dans [4] que KMLMN ;PO 68:  " +PQ.   " et que
K)LRN
;PO
68:
 

+DQ.

 


.
Soit : S UT 2WVXY4687[Z  "   " Z
 


 


Z
 
]\
ﬃ_^
. Notons que le lemme 1 et
la démonstration de l’annexe II imposent la convergence de toutes les orbites vers S .
D’autre part, sur S , > + 2 . s’exprime :
>
+
2
.

*

+
 

.
`
ba
`
*
ced

d
$
+
 

"gf
 
$h.Di
\
ﬃ [5]
Preuve de la Proposition 1 :
Réécrivons, sous la contrainte 2jVkS , le système réduit en   $ et  8$ , avec le change-
ment de temps Qml  9
;
=
>
+P@A.DCE@ [HOF 88] :
no
o
p
o
oq
C
 
$
CQ
l

+Drs+
 
$,.
f
`
.
 
$
C
 %$
CQ
l

+
 
$'&)(
f
 
$h.
f
d
$trs+
 
$h.
 
$
[6]
Avec : rs+  $. 
[u
ﬁ
v[ﬁ

u


	w

w
ﬁ

v


[ﬁ
v
Le système [6] est considéré sur S donc :  s$ Vx/ ﬃ Z  " / . Les hypothèses (H1,H2) étant
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vérifiées, on montre que
 
est une fonction strictement croissante sur  	



 .
Le système [6] correspond à un chemostat “classique” qui a un unique équilibre
strictement positif et globalement asymptotiquement stable (GAS) [SMI 95]. Nous
concluons donc qu’il existe dans  un unique équilibre 

pour le système bouclé.
Et 
ﬀ



ﬁ



ﬀ
ﬂ


ﬁ
ﬂ


s’exprime :


ﬃ
 ! #"%$  &

'(
)  '
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
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
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,*-

Revenons maintenant au système [4] et considérons les équations .  et .  , en
injectant les solutions  ﬂ */0 et   */0 issues de  ﬂ  	  et de    	  . Nous obtenons
alors, pour chaque condition initiale

ﬂ

	






	

, le système non autonome suivant :
1
2 3
.
4576894 $ ':
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*/0



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/0
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ﬃ


/0



ﬂ
/0


9
-
+9! #"
$
9>
[7]
Remarquons que le lemme 1 prouve que, pour chaque condition initiale

ﬂ

	

,



	

, le système non autonome [7], est “asymptotiquement autonome” (au sens de
[MAR 56]) avec le système différentiel limite [6]. En appliquant le corollaire 4.3 de
[THI 92], on conclut que, pour chaque condition initiale  ﬂ  	  
    	  , chaque orbite
du système [7] converge vers le point d’équilibre GAS du système différentiel limite
[6]. Donc, pour chaque condition initiale   	  , les orbites du système [4] convergent
vers 

. On a donc montré que 

est globalement attractif sur A .
Calculons la matrice jacobienne du système bouclé [4] (avec le changement de
temps
/CBDEﬁF
G
:HIJ*KLI ) localement autour de   (dans les coordonnées M 
 9 
  ﬂ ,

 ). Remarquons que la matrice jacobienne est triangulaire supérieure par blocs :
N

PO A B
0 C Q
On cherche les valeurs propres de
N

, racines du polynôme caractéristique :
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Il faut remarquer que : 


l
+ﬁ



ﬁ





l
ﬁ

%
	 , par définition de la fonction
Ł
9
qui est croissante, notamment autour de


.
On a donc : trace
*^
	 et
WZY\[\*^(
	 , ce qui, étant donné l’expression de
a
, assure
la stabilité locale du point d’équilibre 

pour le système [4].
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On a montré que
 
est globalement attractif sur  et localement stable. On
conclut donc que
 
est GAS sur 	

.
REMARQUE. — La démonstration n’est basée sur aucune formulation analytique des
taux de croissance 
	 et 
 , ce qui est particulièrement important pour la robustesse
du contrôleur face aux incertitudes inhérentes au modèle.
4. Simulations
Dans cette section nous avons choisi les valeurs des paramètres donnés par
[BER 01] pour simuler le modèle bouclé. Pour illustrer la robustesse au bruit du feed-
back, un bruit blanc multiplicatif d’écart type 0,4 a été ajouté dans la mesure du débit
de méthane. Nous choisissons la consigne 

ﬁﬀﬃﬂ
. Avec les cinétiques don-
nées par [BER 01], les hypothèses (H1, H2) de la Proposition 1 sont vérifiées. 
! "$#
et 
 %&'# sont définies par :

(' %$#


(*)+
,.-0/


et 
1 "&# 

2)ﬁ&
,.-0/


/
 %

ﬀ
,3
#

Les résultats sont présentés sur la Figure 1. Nous avons ajouté un filtre linéaire
passe-bas dans la boucle de feedback, afin de filtrer les hautes fréquences. Malgré
le bruit, le contrôleur est efficace et la DCO soluble totale reste dans un intervalle
raisonnable. La vitesse de convergence (dépendant des conditions initiales) semble
suffisante et le contrôleur est robuste aux variations de la charge organique en entrée
(  5476 ).
5. Résultats expérimentaux
5.1. Le procédé
La validation expérimentale de la loi de commande a été effectuée sur un fermen-
teur anaérobie à lit fixe [STE 01], situé à Narbonne, au Laboratoire de biotechnologie
de l’environnement (LBE) de l’INRA. Le réacteur, de volume 8 :9<; =ﬃ>'?@ , est
nourri avec des rejets organiques issus des industries viticoles locales. Le réacteur est
muni d’un grand nombre de capteurs et actionneurs reliés à un système informatique
permettant l’acquisition, le traitement et le stockage des données relatives au procédé.
Le système est pourvu d’une interface logicielle permettant le calcul et l’application
de lois de commande complexes.
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Figure 1. Simulation du système bouclé, bruit multiplicatif de 40 % sur la sortie
5.2. Validation expérimentale, discussion
Nous exposons ici l’implémentation du feedback [3] sur le procédé. Deux transi-
toires pour l’entrée
 
et la variable contrôlée  sont présentés figure 2. Le compor-
tement de  , “premier ordre à gain variable”, est compatible avec le comportement
attendu, et valide donc notre approche théorique. D’autre part, quelques pannes se
sont produites lors des expériences. Le comportement du procédé en boucle fermée
face à ces pannes a été particulièrement sain. En effet, la plupart des pannes ont eu
pour conséquence une baisse du flux de méthane sortant du fermenteur. La loi de
commande diminue alors la dilution, ce qui diminue à nouveau le flux de méthane
sortant. Ainsi, si une panne diminuant 	
 se produit, le feedback tend à ramener
la dilution à zéro, ce qui est la situation la plus sûre pour les fermenteurs anaérobie
(lessivage des biomasses impossible). Nous montrons ce phénomène sur deux types
de pannes sur la figure 3. La première (panne A) est un dysfonctionnement de l’analy-
seur du gaz. La seconde (panne B) est le remplissage malencontreux du réacteur avec
de l’eau. Remarquons que dans les deux cas, la loi de commande calculée diminue la
dilution jusqu’à sa valeur minimale (limitation technologique à  ). Le technicien
dispose alors du temps nécessaire pour effectuer les réparations sur le procédé.
Il est important de noter que des contrôleurs de type PI ou PID (en supposant que
 est mesuré en ligne) appliqués à  auraient eu l’action contraire : augmenter la
dilution afin d’augmenter  , au risque de lessiver le fermenteur.
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Figure 2. Comportement de   et  durant deux transitoires
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Figure 3. Comportement de   et  face aux pannes
6. Conclusion
Nous avons proposé ici un contrôleur non linéaire permettant la régulation asymp-
totique de la matière organique biodégradable en sortie d’un fermenteur anaérobie à
lit fixe. La loi de commande est simple et fiable : il s’agit d’un retour de sortie statique,
basé sur une mesure technologiquement simple. Le système bouclé admet un unique
équilibre, globalement asymptotiquement stable, et ne requiert pas une identification
précise du procédé (notamment des cinétiques, point crucial en biotechnologies). Il
est en effet possible de modifier en ligne la consigne, pour chaque condition initiale

	


	
, (i.e. le gain du feedback) pour atteindre la valeur désirée de la matière
organique biodégradable à l’équilibre.
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Cette loi de commande, robuste aux incertitudes de modélisation des cinétiques,
s’avère aussi robuste au bruit et supporte bien les variations de charge organique en
entrée. Des tests expérimentaux nous ont permis de valider le comportement du sys-
tème bouclé ainsi que d’exhiber ses réactions saines face aux pannes. L’ajout d’une
action intégrale (contrôleur adaptatif) dans la boucle de feedback est actuellement à
l’étude.
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Annexe I. Matière organique biodégradable
Notons
 
	



 et expliquons le sens biologique de cette quantité. Nous vou-
lons montrer que celle-ci est la quantité de DCO (   ) nécessaire pour obtenir, après
acidogénèse totale, la quantité d’AGV


. Nous allons donc considérer un procédé
d’acidogénèse en batch (   ). La bioréaction ne sera ainsi pas affectée par les
effets de la dilution.

  
 ﬁﬀﬂﬁﬃ  
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 "!#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
ﬀ'
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ﬃ
(
[8]
Nous prenons donc les conditions initiales : 
ﬁﬀ)*ﬃ,+-/.0$ﬀ1*ﬃ2
 
$.,

ﬀ)*ﬃ23
.
Remarquons que : 4
465
ﬀ'
,7






ﬃ23
et 4
465
ﬀﬂ!
(87


ﬃ29
. On a donc :
:*;2<>=@?BADC	EF;HG/IKJ
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J
CTQCREU=ﬁG/IVNADC
Supposons que l’hypothèse (H1) soit vérifiée, l’équilibre du système est défini par :
2W

3/.02W
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Une étude géométrique simple assure que cet équilibre est GAS, d’où :
Z\[^]
5)_`a

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ﬀ1b6ﬃ
!

!Y
 
%&


Ce qui montre donc que la dégradation totale par acidogénèse de
 

produit la quantité
d’AGV
2

. Nous introduisons donc la Matière Organique Biodégradable totale, notée
dc
:
dc>&
7
!

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


Annexe II. Preuve de : e `a
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En considérant les changements de variables p

et p  , nous montrons tout d’abord
que l’état du système est borné.
p
&
7
!#


et p 
&

7
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

r!



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Nous montrons, sous (H1) que les dérivées de l’état (par rapport au temps) sont des
fonctions lipschitziennes du temps : il faut considérer les dérivées secondes de l’état
(par rapport au temps), fonctions   de l’état sur un compact, donc bornées, leurs
primitives étant donc lipschitziennes en temps.
Nous allons démontrer le résultat cherché par l’absurde : supposons que

 	
 est borné.
On sait que : ﬀﬂﬁﬂﬃ "!ﬀ . Une condition nécessaire pour que

 	
#$
soit borné est donc : %'&)(
*+
-,
 ./10  [9]
Utilisons le lemme de Barbalat [KHA 92]. Supposons que l’équation [9] est vraie.
Comme 2
,
 est une fonction lipschitzienne du temps, en appliquant le lemme on a :
%'&)(
*+

2
,
 ./10 
Donc, en utilisant [4] : %3&)(
*+
46547

,
7
./8
ﬃ
7
./10

Ce qui conduit aux deux cas suivants :
%3&)(
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
,
7
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*+
4
ﬃ
7
./90

– Cas :
%'&)(

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
D’après le système [4], on a :
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Donc
%3&)(

ﬃ
7
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 implique au moins que :
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Ce qui est absurde.
– Cas :
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Nous avons donc :
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Or nous savons que : ;]Mﬀ;ﬁ
,
\
!ﬀ] . L’équation [10] est donc absurde.
On a donc montré que
P

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n’était pas borné, comme
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on a prouvé que :
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Abstract
We consider the control problem for a class of biological mo-
dels of photo-synthetic algae growth in the chemostat. These
models are “variable yield” models, on the contrary to classical
bioprocess models that are “constant yield” ones. We develop
then a nonlinear controller for a wide class of qualitatively
known variable yield models and theoretically prove the global
asymptotic stability of the resulting set point for the closed
loop system. Finally some simulations for Dunaliella terti-
olecta growth, with realistic parameters, illustrate this proof.
Moreover, the controller appears to be robust to noise and algae
concentration dynamics does not depend upon feeding nutrient
concentration.
1 Introduction
Since Monod did the first model for microorganisms growth
in continuous controlled laboratory devices [12], so-called
chemostats, it appears that, especially for unicellular photo-
synthetic algae growth, the “Monod” like models do not fit so
well experimental data. Later, Droop proposed a new one [4],
taking into account nutrient supply accumulation in the cells,
using two steps to model the unicellular algae growth on one
limiting nutrient: first ingestion of the nutrient in the cell to
make some cell supply, then metabolisation of these supplies
by the cell to grow. These Droop like models are often called
“variable yield models” [15], on the contrary to Monod like
models that are of “constant yield” type.
In a previous work, we exhibited a new nonlinear feedback
control for Monod like models, that needs only qualitative hy-
potheses on the microorganisms’ growth rates [9, 10]. This
contribution’s subject is the study of these kind of non-linear
feedback control for variable yield models of algae growth.
This paper is organized as follows: we first present the general
variable yield model for unicellular algae growth in chemostats
and we make some qualitative hypotheses about the algae’s up-
take and growth rates. Then we propose the nonlinear con-
troller and prove the global asymptotic stability of the closed
loop resulting system. Finally some simulations illustrate our
approach.
2 The Variable Yield Model
2.1 The Model
The model variables are the extracellular limiting nutrient con-
centration (denoted  ), the intra-cellular supply of limiting
nutrient per unit of biomass (denoted cell quota  ) and the
biomass (denoted  ). The function 	
 , depending on the ex-
tracellular limiting nutrient concentration  , is the uptake rate
while the function 
 , depending on the cell quota  , is the
growth rate of the algae.
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(1)
It is well known in biology that the most important problem in
modelling these kind of biological phenomena is to give some
reasonable expressions for the functions 	(
 and 
 . As in
[13], in order to relax this modelling difficulties, we only sup-
pose qualitative hypotheses about these functions.
Hypothesis 1:
	(
+567ﬁ5 and 	
 is a 879 , increasing, bounded function of 

 is a 8&9 , non-negative, increasing, bounded function of 
there exists ;:=<>5 such that 
);:?7@5
The qualitative hypotheses (H1) mean that: if there is some
extracellular nutrient, then the cell takes it up to make some
supplies. The parameter  : is the minimum cell quota: when 
drops below ;: there is insufficient internal nutrient to sustain
the cell.
Throughout the paper we will only consider initial conditions
for the state variables belonging to the set ABDCEF<B56G/<

:
GH<56I which only has biological sense. Note that the
closure of A is invariant by system (1).
In order to exhibit a better form of this system, we use a change
of coordinates, so-called “first integral of Burmaster” [3, 13],
J
KMLNE which represents the total amount of intra-cellular
and extracellular limiting nutrient in the chemostat. Then we
obtain the following system, which is easier to deal with:
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2.2 Behavior of the open loop model
It is well known that the asymptotic behavior of system (1)
is of two different types, depending on the value of
 
com-
pared to  [15, 8]: either there exists a positive equilibrium
point towards each forward positive orbits initiated in  goes,
either not and every forward orbit goes to the washout point
corresponding to the disappearance of the algae from the che-
mostat (i.e. 	
 ). Here our goal is to control the model in
order to prevent the washout of the biomass and to impose the
convergence of the state towards a positive equilibrium point.
Specifically, we want to drive biomass concentration towards a
chosen equilibrium. Moreover, chemostat devices sometimes
suffers from uncertainty on the feeding substrate concentration
  , that can destabilize the system so that the algae are washed
out of the chemostat. Then it is important to guarantee that the
biomass goes towards its chosen equilibrium value, indepen-
dently from  variations.
3 Nonlinear Control Design
3.1 Statement of the control framework
Applied control of biological systems generally differs from
the theoretical framework of control where it is generally as-
sumed that the model is perfectly known and the state variables
are outputs of the system [7]. To control biological systems, we
have to take into account first that the model may be not fully or
only qualitatively known, and second, that the outputs are not
necessarily the full state and may be some qualitatively (badly)
known nonlinear functions of the state variables. Moreover,
inputs are considered free in classical control theory, whereas
they usually fulfill some constraints (e.g. positivity) in biologi-
cal systems.
Due to the high variability of biological phenomena, we con-
sider here a qualitatively known model, qualitative outputs and
constrained input and therefore we can not apply classical li-
nearisation techniques (see e.g. [5]).
However, we still need to define the manipulated variables,
i.e. the inputs, and the online available variables, i.e. the
outputs. In chemostat-like systems, it is well known that the
(non-negative) dilution rate   is easy to manipulate, thus we
use it as the (constrained) input of the system. Now we define
the outputs; here since we aim at applying results in a same
way as in [10], and since this approach was based on gaseous
measurements related to biomass growth, we suppose that our
chemostat is instrumented with sensors that can measure, either
the fixed carbon or the produced oxygen by the algae photo-
synthesis. Note that both of these quantities are proportional
to the cells’ growth rate and hence we assume that the output

 is available online from the plant. Note that  is of
qualitatively known state function output type. Let us summa-
rize these assumptions in the following hypothesis.
Hypothesis 2:
 

 is a constrained input of system (1)

 is an output of the system (1)
3.2 Nonlinear Control Design
Here we will use the output  together with the input
 
to
design a nonlinear controller for system (1). Let us denote by

the state vector.
Proposition 1:
Under assumptions (H1) and (H2), the nonlinear control law:
 
ﬁﬀﬂﬃ 

! with #" %$

(3)
globally stabilizes system (1) towards the single “positive”
equilibrium
'&
, determined by the value of the gain  .
By “positive” equilibrium point we mean that each coordinate
of the point is positive. For instance the washout point that cor-
responds to the disappearance of algae from the chemostat (i.e.
corresponding to ( 
 and )* + ) is an equilibrium point of
(1), but not a “positive” one. Moreover, note that with expres-
sion (3), the input   ,ﬀ is non-negative and therefore fulfills its
constraint.
Proof:
The control law (3) leads to the following closed loop system:
-
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We first want to show that for the closed loop system (4),
both variables 2 and  converge (asymptotically) to  + and
7
9
respectively. Therefore we need to prove that the quantity
?ﬃ@
A
 
BCD8B diverges towards infinity as E tends to infinity. Let
us integrate the two first equations of this system, we have:
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(5)
Since
 
ﬁﬀﬂ is non-negative, it is straightforward that:
K8L
MO
PZQSRUTVXWYT]\_^

a`cbed . Then, we have:
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Let us suppose that t
nUi
@uHv:w
?
@
A
 
xBCD8B is bounded. Thus
a necessary condition is that t
n+i
@uyv:w
 
E3lz
 . From (6),
since  is positive and  lower bounded by a positive constant,
it implies at least that:
t
nUi
@uyv:w
{E3ﬃ*
$
Since {E3 is a time-Lipschitz function (
0
 is bounded) and using
Barbalat’s lemma [7], we show:
t
n+i
@uyv:w
0
y 

that leads to: t
nUi
@uHv:w
<
>8E3,
 and thus:
t
nUi
@uHv:w
8E3ﬃ*

Note that, these points, corresponding to    and   , are
equilibria for all values of the variable 	 . Since 	 is positively
lower bounded, they are defined, for all 	


	
ﬀﬁ
, by:
ﬂﬃ

 


 !  

	
 "
Now we want to show that these equilibria are not reachable
from initial conditions belonging to the set # . To achieve this
purpose, let us compute the Jacobian matrix at these equilib-
rium points, in the  

 

	

" variables, we have:
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It is straightforward that one of the eigenvalue is zero, with the
associated eigenvector  


7

"
, which corresponds to the fact
that we have a continuum of equilibria that does not depend
upon the variable 	 . Note that the only non zero term of the
last line is different from zero, otherwise our proof is over (see
equation (5)).
Now let us wonder about the two other eigenvalues. These are
the same eigenvalues as the following matrix 8 :
8
:9
(+*,

ﬀ
	 -/.
,

 


	/10;2
*,

ﬀ
(
.
,

 

< 
>=
(8)
Remind that since (H1) hold, *ﬀ,  ﬀ and . ,   ?@ are positive,
then the trace of matrix 8 is obviously negative. Now we com-
pute the determinant, we have:
AﬀB?C
8

*
,

ﬀ
	D.
,

 ?E

 ?
(
-F
02

This determinant is negative since -:
HG<I
JLKNM
, then there ex-
ist a positive real eigenvalue and unfortunately a negative real
one. Now we focus only on the stable eigenspace, since the
equilibrium points
ﬂ
ﬃ
can only be reached from this manifold.
Hence, we want to show that the stable eigenvector, at
ﬂﬃ
, does
not point from the set # towards the point
ﬂ1ﬃ
, which will prove
that
ﬂﬃ
can not be reached from # .
Note that the matrix 8 is off-diagonal positive and irreducible.
Then we apply Perron-Frobenius theorem, in fact the corollary
3.2 from chapter 4 in [14], what shows that the positive eigen-
vectors are associated only with the largest eigenvalue (here
the positive one). Then the stable eigenvector of matrix 8 is
non-positive.
From matrix 8 , since none of its components is zero, it is
straightforward that the stable eigenvector has no zero com-
ponent and then both components have different signs. Note
that these components are the same as the two first compo-
nents of the stable eigenvector of the Jacobian matrix
$

ﬂﬃ

.
Then, the stable eigenvector of the Jacobian matrix has no zero
components and its first two components are of different signs,
which proves that the tangent vector, at
ﬂ1ﬃ
, of the stable ma-
nifold does not point from the set # towards the point
ﬂﬃ
, and
therefore that the equilibrium points
ﬂ
ﬃ
are not reachable from
the set # . Then OPRQTSUWVYX
Q
Z\[
T]
 ^
] cannot be bounded, and
since [ `_ bac , we have:
O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f]
 ^
]
hgi j (9)
Note that equation (9) together with (5) implies that:
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Then all forward trajectories of system (4), converges towards
the set o qp
ﬂsr
#

l

102

	


 
tu10;2/v . Now let us
consider the “reduced” system (4), in  , under the constraint
ﬂr
o , we have:
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which is equivalent to (see e.g.[6]):
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`
(x*
 
 (12)
Since 
rFy



02z , -{

G
I
J
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, and .nﬁ_  is an increasing function,
it is straightforward that |}T-



-W<
02
(


.nf-% 
0;2
(

` is
a decreasing function of  on
y



02~z . Note that |/f-


 is an
increasing function of - on  U  . This situation corresponds to
figure 1, which shows that there exists a single positive equi-
librium ? for (12) which is globally asymptotically stable on
y


10;2
z . Moreover, note that ? increases as - increases.
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Figure 1: Existence, unicity and stability of  for system (12)
Then it is straightforward that system (4) has a single, positive,
equilibrium denoted
ﬂ


<?02






"
. Moreover, the choice
of the gain - allows to choose the desired equilibrium point
?
rFy


10;2
z .
Now let us come back to system (4) and consider the w equa-
tion, injecting the solutions
l
Tm
 and 	WTm  initiated at
l

ﬀ and
 
. Then, for each couple of initial conditions  	
 	 , we
obtain the following non-autonomous system:





 ﬁﬀﬃﬂ !"$#%"  (13)
Remark that equation (9) implies that for each couple of ini-
tial conditions  
  , the non-autonomous system (13) is
“asymptotically autonomous” (in the sense of [11]) with limit
equation (11). Applying corollary 4.3 from [16], we conclude
that for each couple of initial conditions  
  , each for-
ward trajectory of system (13) converges towards the globally
asymptotically stable equilibrium point '& of the limit equation
(11). Thus, for each initial state vector (  , the forward orbit
of system (4) converges towards the point ( & )'ﬀ*ﬂ+
	,
-

 & .
.
Then we conclude that ( & is globally attractive on /1023 .
Now let us compute the Jacobian matrix of the closed loop sys-
tem (4) around the equilibrium point ( & in the   
 
" . coor-
dinates. Remark that this matrix is lower triangular, then we
only care about the diagonal terms of this matrix ( 4 will stand
for any possible term). We have:
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Since #CDE is an increasing function, ? is positive and 9 ( &FG
H1I?G
ﬀﬃﬂ
Jﬁ& is positive, it is straightforward that ( & is lo-
cally stable for system K . Since ( & is globally attractive too, we
conclude that ( & is a positive, globally asymptotically stable
equilibrium point for the closed loop system (4). L
Remark 1: Remind that the demonstration is not based on any
analytical expression for the “biological” functions H1D* and
#CDE what is particularly important regarding to the difficulty of
modelling and identification of these functions.
Remark 2: It is important to note that the asymptotic behavior
of biomass concentration   does not depend on parameter  ﬀ*ﬂ .
Then, even for a time varying parameter  ﬀﬃﬂ  , biomass con-
centration   will asymptotically converge towards ,
-
, provided
that for all time ?NM OP
=RQESTﬃUIV
.
4 Simulations
We consider as an example Dunaliella tertiolecta growth; this
is a chlorophilian phytoplanktonic green microalga. Then ac-
cording to [1], the uptake and growth rates are (for all simula-
tions):
#CW1
#YXZ
[]\

and H1^F_a`cbedf	
H+Xghi
^jX
^

Liters are denoted k , micro grams of nitrogen Hml , number of
cells n and days o . The parameters are according to [1] (for all
the simulations):
#FX
[
H+X ^ﬁX ?
h"Dqp 	D "r h"D r sD*h>p 	Dﬃh
hﬁ	@%tuH g.c @ , D d @ , H g.L @ , d @ , hﬁ	@%tjH g.c @ , hﬁ	@%t L.c @ ,
On figure 2, the parameter  ﬀﬃﬂ equals v iH g.L @ , , while on fig-
ure 4  ﬀﬃﬂ varies from p to K gH g.L @ , . On the figures, extra-
cellular nutrient concentration axis is graduated in H g.L @ , , par-
ticular nutrient axis in H g.L @ , , biomass axis in hﬁFt cell.L @ , and
time axis in days.
We show on figure 2 some numerical simulations of the closed
loop plant. From biologists’ point of view, the control law (3)
drives the state variables towards the desired equilibrium de-
termined by the value of the feedback gain ? . Note that the
behavior of the closed loop plant is quite simple and agrees
with the predicted theoretical behavior.
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Figure 2: Simulation of the closed loop system; constant  ﬀﬃﬂ
On figure 3, we show some noisy simulations: we put a 15%
white noise on the output w to check the controller robustness.
Results are good, especially for biomass concentration that fil-
ters almost all the noise.
Moreover, to illustrate the fact that time variations of influent
substrate concentration >ﬀﬃﬂ do not change the behavior of the
biomass concentration   , we put a piecewise constant time-
dependent 'ﬀﬃﬂ ; the results are shown on figure 4. We check
that, despite fast and large >ﬀﬃﬂ variations, the behavior of the
variable   remains the same than with fixed >ﬀﬃﬂ : it converges
towards its equilibrium   & x,
-
: in both of these simulations
we had chosen ?yzsD*h , hence  %&Z{hﬁ .
0 5 10
9
9.2
9.4
9.6
9.8
10
10.2
Ex
tra
ce
llu
la
r n
ut
rie
nt
 S
Time
0 5 10
10.4
10.6
10.8
11
Pa
rti
cu
la
r n
ut
rie
nt
 N
=Q
X
Time
0 5 10
5
6
7
8
9
10
11
Bi
om
as
s 
X
Time
Figure 3: Simulation; constant   ; 15% white noise on 
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Figure 4: Simulation of the closed loop system; varying   
	
Finally, from controllers’ point of view, note that the only re-
quired knowledge from the plant for control is the output  and
the feedback gain  . It ensures (provided that  
 ﬀﬂﬁﬃ "!$#ﬀ#
)
a very simple behavior for biomass concentration % that goes
asymptotically towards &
'
like a first order with moving gain,
independently from   (	 , even for quick and/or large varia-
tions. Of course, since model (1) is not controllable, in the
classical sense [7], the other variables change in time as % re-
mains at equilibrium.
5 Conclusions
In this contribution, we have proposed a nonlinear controller
able to globally stabilize algae growth biological models in the
chemostat. The hypothesis assumed on the model are of qual-
itative and of structural type, therefore our approach would be
suitable for a wide class of variable yield models for microor-
ganisms growth in controlled laboratory devices as bioreactors.
Some simulations with realistic parameters for Dunaliella terti-
olecta growth had been performed and had shown the relevance
of our approach. Moreover, the controller appears to be quite
robust to noisy output.
A further step in this study could be to manipulate the feeding
substrate concentration   )(	 in order to reconstruct a dynam-
ical extracellular concentration signal  * 
	 whereas we keep
biomass concentration at a constant level. It should be interest-
ing for instance in the experimental laboratory study of algae
meeting various limiting substrate concentrations as in the sea
(see e.g. [2]).
Of course, this approach is, up to now, mainly theoretical and
needs experimental tests to prove its interest in real life phe-
nomena.
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Stabilisation Globale de Syste`mes Dynamiques Positifs Mal Connus
Applications en Biologie
Les travaux pre´sente´s dans cette the`se portent sur des proble´matiques de controˆle de syste`mes non-
line´aires d’e´quations diffe´rentielles ordinaires positifs. Les mode`les issus des sciences de la vie, charge´s
de de´crire l’e´volution de quantite´s positives, appartiennent a` cette classe de syste`mes. Ces mode`les
comportent souvent certaines parties, lie´es a` la biologie du processus conside´re´, qui sont de formes
analytiques incertaines mais connues qualitativement. Nous proposons ici d’exploiter ces proprie´te´s
qualitatives au moyen d’une commande utilisant une mesure de l’incertitude, afin d’imposer au syste`me
un comportement simple : la convergence de l’e´tat vers un e´quilibre unique et re´glable.
Apre`s un bref e´tat de l’art sur les syste`mes positifs, nous introduisons les classes de syste`mes pour
lesquelles une strate´gie de commande assurant la stabilisation globale est propose´e. L’ajout d’une
partie adaptative ame´liore cette strate´gie, permettant alors de rejoindre un e´quilibre choisi, en de´pit
d’incertitudes parame´triques.
Nous appliquons ces re´sultats the´oriques a` plusieurs mode`les biologiques: gestion de la peˆche, culture
de micro-organismes en biore´acteurs... Une de nos principales applications porte sur la stabilisation de
bioproce´de´s exploitant des re´seaux trophiques microbiens en cascade. Nous avons pu valider expe´ri-
mentalement notre de´marche sur un cas particulier de ces proce´de´s : un fermenteur anae´robie, proce´de´
de traitement biologique de l’eau a` haut rendement mais tre`s sensible aux conditions ope´ratoires.
Mots Clefs: syste`mes non-line´aires positifs, mode´lisation imparfaite, stabilisation globale, bioproce´de´s.
Global Stabilization of Poorly Known Positive Dynamical Systems
Applications to Biology
Works presented in this thesis focus on problems related to the control of positive systems of nonlinear
ordinary differential equations. Biological models, that aim at describing the evolution of positive
quantities, do belong to this class of systems. These models often include some parts, related to the
phenomenon’s biology, which have unknown analytical expressions but are known in a qualitative
manner. In this thesis, we propose to use these qualitative properties together with a control law,
based on the measurement of the uncertain part, in order to globally stabilize any trajectory towards
a single equilibrium.
A brief state of the art on positive systems begins the thesis. We introduce then a control law, able
to ensure the global stabilization of the considered class of systems. The introduction of an adaptive
part enhance our approach, so that the control law is able to deal with some parameter uncertainties.
We apply these results to some biological models: fishery magement model, bioreactors exploiting
microorganisms... One of our main applications concerns cascade bioreactions occuring in bioreactors.
Some experimental tests of our approach on an anaerobic digester, an efficient but multi-stable waste
water treatment plant, validate our approach.
Keywords: nonlinear positive systems, uncertain modelling, global stabilization, bioprocesses.
