A maximum linear matroid parity set is called a basic matroid parity set, if its size is the rank of the matroid. We show that determining the existence of a common base (basic matroid parity set) for linear matroid intersection (linear matroid parity) is in N C 2 , provided that there are polynomial number of common bases (basic matroid parity sets). For graphic matroids, we show that finding a common base for matroid intersection is in N C 2 , if the number of common bases is polynomial bounded. To our knowledge, these algorithms are the first deterministic N C algorithms for matroid intersection and matroid parity. We also give a new RN C 2 algorithm that finds a common base for graphic matroid intersection.
1. Introduction. In the algorithmic view, the problems of linear matroid intersection and linear matroid parity are similar to the graph matching problem. All those three problems are polynomial-time solvable. Thus a question in parallel complexity is that whether all these three problems have N C algorithms. There is an RN C 2 algorithm to find a perfect matching in a general graph [17] . When the graph is planar, Vazirani gives an N C 2 algorithm to determine whether the graph has a perfect matching [21] . In the same paper, an N C 2 algorithm to determine the number of perfect matchings in a planar graph is also presented. When the graph has polynomial number of perfect matchings, Grigoriev and Karpinski give an N C 3 algorithm to find all perfect matchings [7] . Recently, Agrawal, Hoang and Thierauf [1] improve the results of Grigoriev and Karpinski. Specifically, they show that constructing all perfect matchings is in N C 2 , provided that the input graph has polynomial number of perfect matchings.
Since there is a strong link between matroids and matchings, it is interesting whether the parallel algorithms for matching can be extended to the parallel algorithms for relevant matroid problems. Based on the Cauchy-Binet theorem and the Isolating Lemma, Narayanan, Saran and Vazirani [18] show that there are RN C 2 algorithms for the problems of linear matroid intersection and linear matroid matching (linear matroid parity). However, whether there are deterministic N C algorithms for the problems of linear matroid parity and linear matroid intersection is still open. Matroid intersection and matroid parity have many applications. For example, they are used in approximation algorithms [2, 3] and network coding [9] . Thus the efficient N C algorithms for matroid intersection and matroid parity are very useful. Moreover, those N C algorithms may also lead to fast sequential algorithms.
Recently, elegant matrix formulations for the problems of linear matroid intersection and linear matroid parity are obtained [8, 10] . Based on these formulations, fast randomized algebraic algorithms for the problems of linear matroid intersection and linear matroid parity are presented [4, 8] . Both of these algorithms are based on the work of Coppersmith and Winograd [6] Mucha and Sankowski [16] .
1.1. Main Results. We define the following problems for matroid intersection and matroid parity.
• Existence: determine whether there is a common base (basic matroid parity set) for matroid intersection (matroid parity).
• Enumeration: count the number of common bases (basic matroid parity sets) for matroid intersection (matroid parity).
• Find-One: find a common base for matroid intersection.
• Construct-All: construct all common bases for matroid intersection. Assume that there are polynomial bounded number of common bases (basic matroid parity sets) for linear matroid intersection (linear matroid parity). We show that the Enumeration for linear matroid intersection and the Enumeration for linear matroid parity are in N C 2 . As a conclusion, the Existence for linear matroid intersection and the Existence for linear matroid parity are in N C 2 . Moreover, we show that the Construct-All for graphic matroid intersection is in N C 2 . As a result, the corresponding Find-One is in N C 2 for graphic matroid intersection. All these algorithms are based on the work of Agrawal, Hoang and Thierauf [1] . The condition that there are polynomial number of common bases (basic matroid parity sets) is nontrivial. Since the Existence for linear matroid intersection and the Existence for linear matroid parity are related to PIT (Polynomial Identity Testing). Kabanets and Impagliazzo [11] show that any deterministic algorithm for PIT implies the arithmetic circuit lower bounds. For the historic reason, it is hard to prove the arithmetic circuit lower bounds and it is still an open problem to design a polynomial time algorithm for PIT. So our algorithms are best possible based on current techniques. In fact, we prove that if there is a black-box N C algorithm for PIT, then there is an N C algorithm of the Existence for linear matroid intersection and there is an N C algorithm of the Existence for linear matroid parity.
In order to obtain the N C algorithms, we relate the number of common bases for linear matroid intersection and basic matroid parity sets for linear matroid parity with the matrix formulations of these problems introduced by Geelen, Iwata [10] and Harvey [8] . To achieve this goal, we use the Theorem 4.1 and the Theorem 4.2 in [8] .
Hence we also answer a problem of Harvey [8] 1 .
Besides, We give a new RN C 2 algorithm for graphic matroid intersection, which is simpler than that in [18] .
Notations and Preliminaries.
2.1. Linear Algebra. Given a matrix A, let A R,C denote the submatrix induced by rows R and columns C. A submatrix of A containing all rows (columns) is denoted by A * ,C (A R, * ). An entry of A is denoted by A i,j . The submatrix A del(i,j) of A denotes the submatrix without row i and column j. The adjoint of A is denoted by adj(A). An n × n square matrix A is called skew-symmetric if A = −A T . Now assume that n is even for the skew-symmetric matrix A. Let pf (A) denote the Pfaffian of A.
Lemma 2.1. 
In particular, if all x 1 , · · · , x n are distinct, V is nonsingular. A Tutte matrix T for a simple directed graph G with even number of vertices can be defined as follows
where x e is an indeterminate. If G is an undirected graph, we can first give an arbitrary orientation of G and then define the Tutte matrix as above.
Matroid.
All definitions and facts in this subsection can be found in [20, 22] . The Lemma 2.3 follows from [22] (page 148, Theorem 1 and 2). Matroid Intersection. Let the pair of linear matroids be represented over the same field. Given two maroids M 1 = (S, I 1 ) and M 2 = (S, I 2 ), the matroid intersection problem is to find a maximum common independent set I ∈ I 1 ∩ I 2 . There is a matrix formulation for the linear matroid intersection problem. More details can be found in [8] . Let Q 1 be an r × n matrix whose columns represent M 1 and let Q 2 be an n × r matrix whose rows represent M 2 . Let T be a diagonal matrix where T i,i is an indeterminate t i for 1 ≤ i ≤ n. Given J ⊆ S, define the matrix Similar to the Tutte's theorem, the Corollary 2.5 is a determinant criterion for the existence of a common base for matroid intersection.
Matroid Parity. Let M = (S, I) be a matroid and let S 1 , S 2 , · · · , S m be a partition of S into pairs where S = S 1 ∪· · ·∪S m . The matroid parity problem is to find a maximum size collection
Sometimes the matroid parity problem is also called the matroid matching problem. There are polynomial time algorithms for the linear matroid parity problem [4, 14, 20] . Now we give a matrix formulation for the linear matroid parity problem introduced by Geelen and Iwata [10] . Let Q be an r × 2m matrix whose columns represent the matroid M . We construct a graph G = (S, E) as follows. The vertex set S is the ground set of M . The edge set E consists of all the pairs S 1 , S 2 , · · · , S m . As a result, there are exactly m edges in G and those m edges correspond to the partition of S. Let T be the Tutte matrix of G and let V(M ) denote the cardinality of the maximum matroid parity set.
Lemma 2.6. Define
The proof of the Lemma 2.6 follows from [10] (Theorem 4.1). Since T is a skewsymmetric matrix, K is also a skew-symmetric matrix.
Parallel Complexity.
Most results in this subsection follows from Karp and Ramachandran [12] and Papadimitriou [19] . Let C = (C 0 , C 1 , · · · ) be a uniform family of Boolean circuits. The class N C k where k > 1 is the class of problems that are solvable by a uniform family of Boolean circuits with O(log k (n)) depth and poly(n) size where poly(n) = k≥1 O(n k ). We define N C 1 to be the class of problems that are solvable by alternating Turing machines in O(log(n)) time. The class N C is defined to be k≥1 N C k . The class RN C is the randomized version of the class N C. The formal definition of RN C can be found in [19] . Given an n-bit integer x and an integer i where 1 ≤ i ≤ n, the Powering problem is to compute x i . Lemma 2.7. Addition, subtraction, multiplication and division of integers are solvable in N C 1 . Moreover, the Powering can be computed in N C 1 . The proof is in [5, 12] . We assume that binary arithmetic operations in a field take unit time. Then we have Lemma 2.8. Let A, B be n × n matrices with entries in a field
Above results can be found in [12, 15] .
3. NC Algorithms for Matroid Intersection. Given two maroids M 1 = (S, I 1 ) and M 2 = (S, I 2 ) with |S| = n, let Q 1 be an r × n matrix whose columns represent M 1 and let Q 2 be an n × r matrix whose rows represent
Let π and π i with an index i denote the subsets of {1, 2, · · · , n} with n − r distinct elements. Further, π(j) and π i (j) represent the jth element of π and π i respectively (the elements of π and π i are listed in the nondecreasing order). It can be observed that det(Z) is a multilinear polynomial such that
where C i is a constant and
. There is a bijection between the nonzero terms (monomials) of det(Z) and the set of common bases. Specifically, each term
} is a common base. Proof. Let S = {1, · · · , n} be the ground set of two matroids. Let B = {1, 2, · · · , r} be a subset of S where r is the rank of two matroids and let B 1 (B 2 ) be the first r columns (rows) of
It is sufficient to show that B is a common base if and only if C 1 = 0. We set
Since det(Z) is a multi-linear polynomial such that each term consists of n−r different variables, det(Z) = C 1 after the assignment of t i in (3.1). On the other hand, the matrix Z has the form (after the assignment in (3.1))
From be definition of B, B 1 and B 2 , we can conclude that B is a common base if and only if det(B 1 ) = 0 and det(B 2 ) = 0. As a consequence, the set B is a common base if and only if C 1 = 0. In other words, B is a common base if and only if C 1 n i=r+1 t i is a nonzero term in det(Z). For any other subset B of S with r elements, we can interchange rows and columns of Z such that the first r columns(rows) of
Since interchanging rows and columns only change the sign of the determinant, we can apply the same argument as above to B after change. Similarly, for any other term C i n−r j=1 t π i (j) in det(Z), we can interchange rows and columns of Z such that the last n − r entries of T are t π i (1) , t π i (2) , · · · , t π i (n−r) . Then we can apply the same argument as above.
Now we map each common base
. It is also surjective, since each nonzero term 
where
Proof. Suppose that a nonzero term in det(Z) is C 1 n i=r+1 t i . It is sufficient to show that C 1 is either −1 or 1. We set
Just as in the proof of the Theorem 3.1, the matrix Z has the form
where B i is a nonsingular r×r matrix for i = 1, 2. From the Lemma 2.3, we know that each column(row) of B 1 (B 2 ) consists of only one nonzero entry (−1 or 1) or consists of two nonzero entries −1 and 1. Thus we can apply following two types elementary row(column) operations so that B 1 (B 2 ) becomes an identity matrix I: 
We have | det(Z )| = 1. Since operations (a) and (b) do not change the absolute value of the determinant, we have |C 1 | = 1. For other nonzero terms, we can apply the similar argument. Let P be a polynomial such that M 1 and M 2 have at most P (n) common bases. Assume that there is an oracle O that computes P with input n. Define an n × n matrix T m (t) as
where t is a variable, q > nP 2 (n) is a prime and m ∈ F q . Define matrices Z m (t) for 1 ≤ m < q as
where e m (π i ) = 
Moreover, the degree of each polynomial p π is bounded by n. Thus p π i − p π j can have at most n roots for each i = j. Since 
The matrixV is nonsingular, sinceV is the Vandermonde matrix with
Now the Algorithm 1 is an N C 2 algorithm of the Enumeration for matroid intersection.
Algorithm 1: A parallel algorithm of the Enumeration for matroid intersection input : An r × n matrix Q 1 and an n × r matrix Q 2 that represent the matroids M 1 and M 2 respectively. begin 
. Assume that there are polynomial bounded number of common bases. Then the Algorithm 1 is an N C 2 algorithm of the Enumeration for linear matroid intersection. As a consequence, the Existence for linear matroid intersection is also solvable in N C
2 . Proof. We first prove the correctness of the algorithm. By the Theorem 3.1 and the Lemma 3.3, the number of nonzero coefficients C m (i) in D m (t) is the number of common bases for some m < q. Since we do not know m, we can compute the number of nonzero coefficients C m (i) for each m with 1 ≤ m < q. The largest one is the number of common bases.
Next, we show that the Algorithm 1 is in N C
2 . The algorithm needs a procedure F indP rime() to find a prime q. Since P 2 (n) is a polynomial of n, without loss of generality, assume nP 2 (n) = n k for some k. By the prime number theorem, there is a prime between n k and n k+1 . In F indP rime(), we can in parallel test whether q is a prime for each n k ≤ q ≤ n k+1 . The test can be done by trial division. In other words, try dividing q by each integer 2, · · · , √ q in parallel. Thus the procedure F indP rime() can be done with poly(n) processors and O(log(n)) parallel time. Finding the maximum value among m elements can be done in N C 2 , then the step 12 of the algorithm is in N C 2 . So we need only focus on the steps from 5 to 11 in the algorithm. We can run the steps from 5 to 11 in parallel for each 1 ≤ m ≤ q − 1. Thus the Enumeration for matroid intersection is in N C 2 . Since N = 0 if and only if there is a common base, the Existence for matroid intersection is in N C 2 .
Next, we show that constructing all common bases for graphic matroid intersection is in N C 2 . At first, we revise the definition of T m (t). Find n distinct prime numbers
By the Corollary 3.2, the determinant D m (t) becomes
where each nonzero coefficient satisfies
Thus we can design a parallel algorithm to construct all common bases from C m (i).
, then t j does not appear in the nonzero term with the coefficient C m (i). Thus j is in the common base by the Theorem 3.1. Since testing whether C m (i) ≡ 0( mod q j ) can be done in N C 1 , we can construct all common bases in N C 2 . The pseudocode is as follows.
Algorithm 2:
A parallel algorithm of the Construct-All for graphic matroid intersection input : An r × n matrix Q 1 that represents the graphic matroid M 1 and an n × r matrix Q 2 that represents the graphic matroid M 2 . begin 1 query the oracle O to obtain P (n); 4. RNC Algorithm for Graphic Matroid Intersection. In this section, we give an RNC algorithm for graphic matroid intersection. Our algorithm is "simpler" than the algorithm in [18] . Since our algorithm of finding a common base is nearly identical to the algorithm of finding a perfect matching in a bipartite graph that is introduced in [17] , which is easy to be understood and programmed. Recall that the matrix Z and T defined in the Section 2.2, we have
The RN C 2 algorithm to find a common base for graphic matroid intersection is as follows. In order to prove the theorem, we need the following lemma, which is called the Isolating Lemma.
set with n elements and let F be a family of subsets of S. If each element x i of S is assigned an integer weight w i that is chosen uniformly and independently from [1, 2n], then

P r(there is a unique minimum weight set in F) ≥ 1/2
where the weight of the set S j ∈ F is xi∈Sj w i .
The proof is in [17] . Now we prove the correctness of the algorithm. Proof. (Theorem 4.1) If there is no common base, then det(Z) ≡ 0 by the Corollary 2.5. So the step 5 correctly returns false when there is no common base. Suppose that there is at least one common base, we show that with probability at least 1/2, the algorithm returns a common base. Let U := {t 1 , · · · , t n }. From the Corollary 3.2, we know that each common base for graphic matroid intersection corresponds to a subset of U . Let F be a family of all those subsets of U that correspond to common bases for graphic matroid intersection. By the Isolating Lemma, there is a unique minimum weight subset after the step 3 of the algorithm with probability at least 1/2. Assume that C is the unique minimum weight subset in F after the step 3 of the algorithm. Without loss of generality, let C := {t r+1 , · · · , t n } and let w = n i=r+1 w i , which is the weight of C. Then C corresponds to the common base B := {1, · · · , r}. From the Corollary 3.2, we have
w . Moreover, every other term C j · T j satisfies 2 w | C j · T j , since w is the minimum weight. So det(Z) = 0 and 2 w is the highest power of 2 that divides det(Z). Next, we show that the algorithm returns the common base B := {1, · · · , r} that corresponds to the subset C. Notice that the entry Z (r+i)(r+i) of the matrix Z is
w is even. Since t i ∈ C if and only if i ∈ B, the set B that is returned by the algorithm is the common base {1, · · · , r}. Thus the Algorithm 2 is an RN C 2 -algorithm that finds a common base for graphic matroid intersection.
If the maximum common independent set for graphic matroid intersection is not a base, it is possible to use a similar technique that finds a maximum matching of a bipartite graph in [17] to obtain an RN C 2 algorithm of finding a maximum common independent set.
5. NC Algorithms for Matroid Parity. Let Q be an r × 2m matrix whose columns represent the matroid M = (S, I) and let T be the Tutte matrix of G = (S, E). The unique perfect matching {S 1 , · · · , S m } of G is the partition of S into pairs. Assume that the maximum parity set has size r. Then r = 2n for some integer n. Let
Since K is skew-symmetric, we can compute the Pfaffian pf (K) of K. Each nonzero term of pf (K) contains (2m + r)/2 = m + n entries of K. Because Q is an r × 2m matrix and the north-west submatrix of K is the zero matrix, each nonzero term of pf (K) contains r elements from Q and m − r/2 = m − n elements from T . Thus,
where C i = 0 is a constant and 
Next, we set each T ij appearing in T d to be 1. So the corresponding T ji = −1. Further, we set any other T ij in the matrix T to be 0. Since the matrix K N W is skew-symmetric, we have (after the assignment of T ij ) Proof. From the Theorem 5.1, we know that pf (K) ≡ 0 if and only if the linear matroid M has no basic matroid parity set. Since det(K) = (pf K) 2 , the statement follows.
Let A = (a ij ) be the adjacency matrix of G = (S, E). Suppose that P (2m) is the upper bound of the number of basic matroid parity sets. Define matrices
otherwise where q is a prime such that q ≥ (2m) 2 P 2 (2m) and d ∈ F q . Then define 2m) 2 P 2 (2m)) ;
construct the matrixV ;
C m (i); 6. NC Algorithms for PIT Implies NC Algorithms for Matroid Intersection and Matroid Parity. The problem of PIT (Polynomial Identity Testing) can be defined as follows. Given an arithmetic circuit C computing a multivariate polynomial P (x 1 , · · · , x n ) over a field F, decide if the polynomial P (x 1 , · · · , x n ) is identically zero. The black-box model of PIT can be defined as a model in which the only access to the circuit is by asking for its value on inputs. In this model, every algorithm of PIT must produce a set of points H = {(a 1 , · · · , a n )|a 1 , · · · , a n ∈ F} such that if P (a 1 , · · · , a n ) = 0 for each (a 1 , · · · , a n ) ∈ H then the circuit computes the zero polynomial. We call this set of points H a hitting set for PIT. Proof. Since there is a black-box algorithm for PIT, there is an N C algorithm that can produce a hitting set. From the Corollary 2.5 we know that there is a common base for linear matroid intersection if and only if det(Z) is not identically zero. From the definition of the matrix Z, det(Z) is a multilinear polynomial. Thus we can first generate a hitting set H of det(Z), which can be done by an N C algorithm for PIT. Then we test whether det(Z) is zero for all points of H in parallel. Since det(Z) can be computed in N C 2 , we have an N C algorithm of the Existence for matroid intersection. A similar argument can be applied to the Existence for linear matroid parity. Since there is a basic matroid parity set if and only if det(K) is not identically zero from the Corollary 5.2.
7. Conclusion and Future Work. Suppose that there are polynomial bounded number of common bases (basic matroid parity sets). We show that the Existence for linear matroid intersection and the Existence for linear matroid parity are in N C 2 . Moreover, the Find-One for graphic matroid intersection is in N C 2 . All presented algorithms are oracle algorithms. We also give a new RN C 2 algorithm to find a common base for graphic matroid intersection. This randomized parallel algorithm is simpler than that in [18] . Finally, we show that a black-box N C algorithm for PIT implies an N C algorithm of the Existence for linear matroid intersection and an N C algorithm of the Existence for linear matroid parity.
Our results may be extended to the weighted version. Techniques in [1] may be applicable under the appropriate assumption about the weights.
