Abstract. Facility/supplier location-allocation and supplier selection-order allocation are two of the most important decisions for both designing and operation supply chains. Conventionally, these two issues will be discussed separately. Due to similarity and relationship between these issues, in this paper, we investigate an integrated model for supplier location-selection and order allocation problems in Supply Chain Management (SCM). The objective function is set in such a way that the establishment costs, inventoryrelated costs, and transportation costs as quantitative criteria have been minimized. As regards, the costs are uncertainty; therefore, we have considered them stochastic. This paper develops a bi-objective model for optimization of the mean and variance of costs. Also, the capacities of supplier are limited. This mixed-integer nonlinear program is solved with two meta-heuristic methods: genetic algorithm and simulated annealing. Finally, these two methods are compared in terms of both solution quality and computational time. To obtain a high degree of validity and reliability, the results of GAMS software and meta-heuristic results are compared in small sizes.
Introduction
The purpose of Facility Location-Allocation (FLA) problem is identifying the locations of some facilities to serve a set of distributed customers and allocation of each customer to the facilities such that the total transportation costs are minimized or other objectives are satis ed. Decision making about facility allocation plays a critical role in the strategic design of supply chain networks. The strategic level in SCM includes decisions related to the number, location, and capacities of the manufacturing plants, warehouses, and other facilities or the ow of materials in the logistics network. This statement establishes a clear relationship between allocation models and strategic SCM.
Many types of FLA models have been developed to nd the optimal design with respect to di erent location objectives such as: time, costs, coverage, and access of others. The classical transportation problem satis es demands of customers at minimum transportation cost. The incapacitated FLA problem model develops this by choosing among a number of potential sites for locating supply facilities so that the sum of transportation costs and the xed costs of opening facilities are minimized. The incapacitated model assumes unlimited capacity for each facility, and as a result, if a facility supplies a customer, it will satisfy all the demands. Therefore, to serve a speci c demand, only one facility is necessary. The capacitated facility allocation problem operates under the given supply capacity constraints. There are many extensions to this basic modeling framework that include multi-objective formulations, dynamic situations, etc.
Inventory management and determined inventory policy are other important issues in the SCM. E ective inventory management can play a vital role in decreasing inventory holding costs and boosting pro t across di erent layers of the supply chain. Economic Order Quantity (EOQ) is one of the classical inventory models. EOQ determines the order quantity that minimizes total inventory holding and ordering costs. Given di erent conditions such as shortage allowed, discount, etc., EOQ model can be developed.
The two crucial decisions, namely facility allocation and inventory policy, are mutually dependent. For example, the transportation cost is one of the key cost components for the facility allocation problem, which depends on the frequency of inventory replenishment at facilities. This replenishment frequency is dependent on the inventory policy. The relevance between the facility allocation and inventory policy problems develops an integrated model with the FLA for which inventory problem is needed to solve network design problems.
Suppliers are a core component of supply chain because of the substantial role of their performance in quality, cost, delivery, service, etc. In achieving the objectives of a supply chain, supplier selection is one of the most critical activities of purchasing management in an SCM. The cost of raw materials and components in manufacturing industries involves a signi cant part of the cost of nal product, sometimes up to 70% of product cost.
Supplier selection decisions are complicated by the fact that various criteria must be considered in decision making process. Some of the most important criteria include price, quality, delivery, performance history, warranties and claim policy, production facility and capacity, geographical location, and so on. These criteria are divided into qualitative and quantitative, generally. There are various methods to choose supplier based on the speci ed criteria such as MCDM techniques, Mathematical Programming (MP) techniques (LP, GP), Arti cial Intelligence (AI) techniques, and integrated approaches (AHP, ANP, DEA).
In this study, we consider supplier as facility and develop a located-allocated model along with selectedorder allocated supplier(s) with capacity constraint, simultaneously. Speci cally, we consider a rm which operates several geographically dispersed plants/stores that face speci c deterministic, stationary demand and stochastic costs. The supplier location-selection-order allocation decisions for each plant are conducted at the rm level, considering a collection of sites and suppliers that meet initial criteria. We analyze the case where each plant/store operates under the assumptions of EOQ model with backordering allowed.
We consider stochastic transportation (distancebased transportation cost), establishment x, purchasing, inventory replenishment, holding, and shortage costs as quantitative criteria for the located and selected supplier(s); allocate customers to supplier(s); and determine order quantity for each customer. Transportation, establishment x costs, and capacity of supplier(s) are dependent on the location of supplier establish but purchasing costs are independent.
We use MODM and Goal Attainment methods to solve this model along with Lp-metric for integrated objective functions. In small size, we use GAMS software; but in medium and large sizes, we used Genetic Algorithm and Simulated Annealing to solve this mixed-integer nonlinear model. The remainder of this paper is organized as follows: section 2 reviews the literature on the topics used in this research. Section 3 presents all the details about the model we have discussed. In Section 4, we have described MODM techniques and meta-heuristic algorithms used to solve the model. In the next section, numerical examples and results are presented. Finally, section 6 gives conclusions and suggestions for future works.
Literature review
Location theory has been considered in di erent studies. Here, some previous studies are brie y presented. Fontan (1826) was the rst researcher who raised location theory in agricultural activities [1] . But, formulation of it took place by Alfred Weber in 1909 [2] . Weber located a single warehouse by minimizing the total travel distance between the warehouse and a set of distributed customers. This problem was extended from single warehouse (facility) to multiple supply points (facility) by another research in 1963 which was a p-median location allocation problem [3] . Then, according to distribution network and the objective function (maximum/minimum), the optimal number and location of facilities were determined. In some of the past studies, facilities and demands were used through nodes or continuous space through synthetic data. In facility location problem, a network of discrete nodes was used for facilities and demands, which were solved by Hosage and Goodchild [4] . Discrete nodes for facility or demand are also used by Medaglia et al. [5] , Uno et al. [6] , and Yang et al. [7] . In 1982, Murtagh and Niwattisyawong [8] proposed the capacitated Facility Location-Allocation (FLA). Their model is considered to be one of the most important FLA studies focusing on capacity of facility. Another important extension regards the inclusion of stochastic components such as future customer demands and costs in facility location models [9] [10] [11] [12] . Owen and Daskin [13] provided an overview of research on facility location through the consideration of time and uncertainty.
Nowadays, FLA problems in combination with supply chain approach have been considered by researchers. Among the studies done based on solution approach, Ho et al. (2008) optimized the FLA problem in a customer-driven supply chain [14] . They considered both quantitative and qualitative criteria and used the Goal Programming (GP) and Analytic Hierarchy Process (AHP) in order to maximize. Then, Melo et al. presented a comprehensive review of Facility Location and SCM [15] . In 2011, Wang et al. [16] presented Location-Allocation (LA) decisions in the two-echelon supply chain with both pro t and cost objectives. Ahmadi Javid and Nader Azad proposed a novel model to simultaneously optimize location, allocation, capacity, inventory, and routing decisions in a stochastic supply chain system [17] . Yu-Chung Tsao et al. applied an integrated facility location and inventory allocation problem for designing a distribution network with multiple distribution centers and retailers [18] . Amin and Zhang [19] used a multi-objective facility location model for closed-loop supply chain network under uncertain demand and return.
Weber and Current [20] represented the relationship between the facility location and supplier selection decisions. Research on supplier evaluation and selection in the context of purchasing strategy can go back to the early 1960s. There is a lot of research in this area, including conceptual and empirical studies. Weber et al. [21] provided a review of 74 articles related to supplier selection since 1966. This research categorized the models with respect to the solution methodologies used/developed. Degraeve et al. [22] examined some existing supplier selection models with respect to their e ciency. Minner [23] reviewed multi-supplier inventory models, which focused on the speci cation of the inventory policy of each store under the assumption of multi-sourcing. Aissaoui et al. [24] provided an extensive review focusing on supplier selection and order lot size modeling. Burcu et al. [25] Proposed an integration of strategic and tactical decisions for vendor selection under capacity constraints, (They developed an integrated location-inventory model with distancebased transportation costs and capacity constraints.) In their research, they noted that relatively little research had been devoted to developing mathematical programming models to address the supplier selection problem [26] [27] [28] . The research on the theory of integrated location-inventory problems is relatively new. The theory aims at investigating the interaction between the strategic facility location and tactical inventory decisions. Some research emphasizes the inclusion of inventory costs in network design problems, e.g. [29, 30] .
For solving FLA in SCM, numerous algorithms have been designed, involving branch-and-bound algorithms [31] , branch-and-cut [32, 33] , Lagrangian relaxation [34, 35] , decomposition techniques [36, 37] , tabu search [38, 39] , genetic algorithms [40, 41] , simulated annealing [42, 43] , and scatter search [44, 45] . In some cases, the development of a heuristic procedure combines di erent techniques. This is the case, for example, for Jang et al. [46] who use Lagrangian relaxation and a genetic algorithm. The structure of the paper is as follows. Problem assumptions are discussed in the`Problem description' section. In the`Methods' section, the mathematical model is described; it is tested in a real case in thè Results and discussion' section. Concluding remarks are in the`Conclusions' section.
Problem description and the proposed model
In this paper, a two-echelon supply chain consisting of supplier as facility and plants/stores of a rm is represented. Capacity of supplier is limited. Also, in the context of capacitated supplier location-allocation, we consider transportation cost ( xed and variable) and establishment cost and in the context of supplier selection and order allocation, we consider the overall logistical costs including not only the purchasing costs considered in traditional models, but also the transportation ( xed and variable), inventory replenishment, holding, and [25] shortage costs. This paper develops a bi-objective supplier location-selection-order allocation that determines inventory policy of each plant/store (when and how much to order at each plant/store) to minimize total variance and mean of the mentioned costs.
This proposed mixed-integer nonlinear programming model is solved by the following important decisions:
1. How many and which suppliers should be selected to meet the demand? 2. Which site(s) should be allocated to this (these) supplier(s)? 3. Which plants/stores should be allocated to this (these) supplier(s)? 4. How much should each plant/store order from this (these) supplier(s)?
Assumptions
To develop a mathematical model, we rst present the assumptions and notations, respectively. The main assumptions considered in the problem formulation are as follows:
All demands of plants/stores are satis ed by the supplier(s);
All candidate suppliers and sites meet initial criteria; Each plant/store operates under the assumptions of the EOQ Model with backordering allowed; Repletion of each plant/store is done by a single supplier and holds inventory to meet the deterministic stationary demand; Capacity of supplier is limited and dependent on establishment site and ability of supplier; Fixed and variable transportation costs are dependent on establishment site and supplier; Except for xed dispatch (transportation) cost, all costs are stochastic. Distance between plant/store i and site k P jk :
Capacity of supplier j at site k h i :
Inventory holding cost rate for each unit of inventory at plant/store i k i :
Fixed ordering (inventory replenishment) cost of plant/store i s i :
Shortage cost rate for each unit of commodity at plant/store i c j :
Per-unit (purchasing, handling, etc.) cost o ered by supplier j f jk :
Fixed cost of establishment supplier j at site k r ijk :
Per-mile (distance-based transportation) cost to plant/store i from supplier j is established at site k. t ijk :
Fixed dispatch (transportation) cost to plant/store i from supplier j establish at site k. :
The pre x indicates the mean of costs. h i :
Mean of inventory holding cost rate for each unit of inventory at plant/store i. :
The pre x indicates the standard deviation of costs, such as h i :
standard deviation of inventory holding cost rate for each unit of inventory at plant/store i. 1 if supplier j is established at site k is allocated to plant/store i; 0 otherwise 
y ijk x jk 8i 2 I; 8j 2 J; 8k 2 K;
x jk 2 f0; 1g 8j 2 J; k 2 K;
y ijk 2 f0:1g 8i 2 I; 8j 2 J; 8k 2 K;
Q i 2 R + 8i 2 I:
The rst objective function is aimed at minimizing the mean of annual total cost, which includes (i) purchasing costs, (ii) xed dispatch and distance-based transportation costs from the selected site to the plant/store, (iii) inventory replenishment, shortage, and holding costs of the plants/stores, and (iv) xed cost of establishment supplier j at site k. The second objective function is aimed at minimizing the variance of annual mention costs (except xed dispatch transportation cost). Constraint (3) ensures that each site is assigned to, at maximum, one supplier. Constraint (4) ensures that each supplier is assigned to, at maximum, one site. Constraint (5) dictates that the demand of each plant/store must be satis ed. In other words, this constraint ensures that each plant/store is assigned to a supplier (repletion of each plant/store by a single supplier). Constraint (6) ensures that each plant/store is assigned to the located-selected supplier. Constraint (7) represents the throughput capacities of the suppliers. In other words, Constraint (7) relates to in ow and out ow with respect to the production capacities of the suppliers. Finally, Constraints (8) and (9) ensure integrality, whereas Constraint (10) ensures non-negativity.
The proposed solution method
The model developed in Section 3.3 is a constrained multiple-objective problem. Multiple-objective problems are concerned with the optimization of multiple (vector of objectives F (x)), con icting, and noncommensurable objective functions subject to constraints representing the availability of multiple objective problems.
A multi-objective optimization problem can be formulated as:
Min fF 1 (x); F 2 (x); :::; F q (x)g X 2 R n s.t.
X 2 x; where the integer p 2 is the number of objectives and the set x is the feasible set of decision vectors. In multiobjective optimization, there does not usually exist a feasible solution that minimizes all objective functions simultaneously. Therefore, attention is paid to the Pareto-optimal solutions that cannot be improved in any of the objectives without degrading at least one of the other objectives. There are di erent ways for solving MOPS such as MODM techniques, NSGA-II, MOPSO, SPEA-2, etc.
In this research, MODM techniques are used to convert the original problem with multiple objectives into a single-objective optimization problem.
MODM techniques
Various methods that are available to solve multiobjective programming models are classi ed in four categories. The methods in the rst category do not have to get primitive information from decision makers and consist of individual optimization, the Lpmetrics/global criteria, the Maxi-Min, and the ltering/displaced ideal solution (DIS). The methods in the second category consist of the goal programming, the lexicography/preemptive optimization, converting of objectives into constraints, the goal attainment, and the utility function that require primitive information from the decision maker. The methods of the third category include Geo rion method, satisfactory goals method, and the STEM method and require re ection on the act with decision makers. The methods of the fourth category need information from the decision maker at the end of solution. The multi-criteria simplex method, the minimum deviation method, and the De Novo programming are placed in this category [25] . The selected MODM methods to solve the model include the Goal Attainment and Lp-metric.
Goal attainment method
The method described here is the Goal Attainment method of Gembicki [47] . It involves expressing a set of design goals, F = fF 1 ; F 2 ; :::; F q g, which are associated with a set of objectives, F (x) = fF 1 (x), [50] , call this method compromise programming. The most common metrics to measure the distance between the reference point and the feasible region are those derived from the Lpmetric, which is de ned by:
X 2 x; for 1 p 1. The value of p indicates the type of metric. For p = 1, we obtain the Manhattan metric, while for p = 1, we obtain the so called Tchebyche metric.
In this research, we used Lp-metric with p = 1.
Meta-heuristic algorithms
After using MODM techniques, the model is solved by GAMS software to solve smaller sizes. Since GAMS software cannot be used in larger sizes, Genetic algorithm and simulated annealing are used to solve the obtained model.
Genetic algorithm
Genetic Algorithms (GAs) are adaptive heuristic search algorithms based on the evolutionary ideas of natural selection and genetics by Fraser 1957 [51] , Bremermann 1958 [52] , and Holland 1975 [53] . They are search techniques used in computing to nd true or approximate solutions to optimization and search problems. GAs use techniques inspired by evolutionary biology, such as inheritance, mutation, selection, and crossover (also called recombination). The owchart of the proposed GA is shown in Figure 1 .
Chromosomes. One of the major components of the GA is the selection of chromosomes. In the proposed GA, we tried to select the best chromosomes that would give us good results and require low run-times. The binary y ijk and continuous Q i variables were considered to design two-layer chromosomes. The rst layer represents variable y ijk and is three-dimensional, including dimensions i, j, and k. For each i (plant/store) at j (supplier), and k (site)surfaces, there is only one cell with number 1, and the other cells are zero. This indicates that each plant/store is allocated to only one located supplier. Di erent cells, containing (1), have exactly the same j and k indices or both indices are di erent. This guarantees satisfaction Constraints (3) and (4). Figure 2 shows an example of chromosomes. x jk is computed from y ijk variables. For Constraint (7), we consider penalty function for violation of the constraints.
Initial population. A certain number of chromosomes were randomly created.
Genetic operations. The following describes the main operations of the GA, which are crossover, mutation, and selection.
Crossover. To perform the crossover, two chromosomes (parents) must be merged. First, the parents to be combined should be identi ed. For this reason, we used Roulette Wheel Selection (RWS). After selection of parents, we used single-point crossover on the dimension i for the rst layer, see Figure 3 .
For the second layer, we used the following crossover: After applying crossover, the rst layers of children were repaired. For repair child 1, rst i layer after cut point parent 2 if have exactly the same j and k indices for (1) cell or both indices vary with j and k indices for (1) cell of i layers before cut point parent 1, this layer replace else don't replace, in order to end. Mutation. The mutation probability refers to the probability of change in any gene. Chromosomes were randomly selected for mutation. In this study, we de ned two types of mutation for the rst layer of chromosomes, which are illustrated in Figure 4 . Mutation type was selected randomly. We used the following mutation for the second layer: perform the selection function, and the elite strategy was chosen in this study. First, the parents and the produced children were merged. Then, values of children's objective functions were calculated. Finally, these chromosomes were sorted according to the objective value and the best chromosomes were selected according to the population size of the next generation.
Simulated annealing
In the early 1980s, Kirkpatric Ketal (1983) [54] and, dependently, Cemy (1985) [55] introduced the concept of annealing in combinatorial optimization. Simulated Annealing (SA) is a random-search technique, which exploits an analogy between the annealing process (a process in which a metal cools and freezes into a minimum energy crystalline structure) and the search for a minimum in a more general system. The algorithm is as follows: In this algorithm, there are two loops: internal loop (sub-iteration = 15) for search neighbors of a solution in the same temperature (form stage 3 to 5), and external loop (iteration = 1500) for decreasing temperature. Also, to create neighbor, the mutation operation in GA is used.
Results and discussion
Parameter values were used for solving the model listed in Table 1 . As shown in Table 2 , the sample problems with di erent dimensions were used to solve the model with GAMS software (win 32, 24.1.2). For each size, three examples with di erent parameters were solved. Table 3 shows the results of the rst and the second objective functions and CPU times in two Goal Attainment and Lp-metric techniques. The Goal Attainment and Lp-metric techniques are compared with using Z1, Z2, and CPU time criteria to nd which technique is better. For this purpose, SAW and TOPSIS methods are used. One of the best models of MADM (MultipleAttribute Decision Making) is TOPSIS (Technique for Order-Preference by Similarity to Ideal Solution) method. In this method, I alternatives are evaluated by J criteria. TOPSIS technique is based on the concept that the selected alternative should have the farthest distance from ideal negative solution (worst possible manner) and nearest distance from ideal positive solution (best possible manner). SAW is a simple scoring method, which is another method of MADM. The SAW method is based on the weighted average. Table 4 shows decision matrix. Weights of the three criteria were assumed to be equal. After calculation, the results of the SAW and TOPSIS show that goal attainment is better than in Lp-metric technique, see Table 5 .
By increasing the size of the problems, GAMS software is not able to solve them. For this reason, we used genetic algorithm and simulated annealing (explained above) and solved them with Matlab software (R2013a).
For validation of genetic algorithm and simulated annealing, several sample problems with small sizes were solved by GAMS software, GA, and SA. Then, the results were compared, as shown in Tables 6  and 7 . The results show that the solution for the rst and second objective functions (Z1 and Z2) in three techniques (individual optimization, Lp-metric, goal attainment) is very small. Thus, the designed algorithms are valid. Table 8 shows 30 problems with di erent dimensions used to solve the model with meta-heuristics and Matlab. Each problem was solved three times and mean of values was considered. Table 9 shows the results of Z1, Z2, and CPU time for solving the problems with genetic algorithm and simulated annealing for two Lp-metric and goal attainment MCDM techniques.
As an illustrative example, the results for the twenty-fth sample problem are presented. In this sample problem, fteen plants/stores, eight potential suppliers, and seven potential locations have been considered. After solving the model with genetic algorithm and goal attainment approach, these results were obtained. The third supplier is established in the seventh location and all of the plants/stores are To compare the performance of two algorithms, we used Z1, Z2, and CPU time criteria (Lp-metric and goal attainment techniques were compared separately). We used TOPSIS and SAW methods and statistical comparison in this section. Tables 10 and 11 show decision matrices for the two techniques. Weights of the three criteria were assumed to be equal. The results show that in both techniques, simulated annealing is better than genetic algorithm, see Tables 12 and 13 . We used T-test with P-value = 0.05 for statistical comparisons and the calculations were performed with the SPSS20 software. The results showed that the means of Z1 and Z2 at two meta-heuristics did not have signi cant di erence (sing = 0.503, 0.783 for Lp-metric and sing = 0.834, 0.983 for goal attainment), but the means of CPU time had a signi cant di erence (sing = 0 for both Lp-metric and Goal attainment), see Tables 14 and 15 .
The amount of CPU time in simulated annealing is less than that in genetic algorithm and this criterion plays a very important role in excellence of simulated annealing in the genetic algorithm. The comparisons between Z1, Z2, and CPU time for SA and GA in each technique are presented in Figure 5 . 
Conclusions and suggestions
In this paper, a novel model for integrating the facility (supplier) location-allocation problem and supplier selection-order allocation for a two-echelon supply chain (supplier(s) and plant(s)/store(s)) was proposed. This model also determined the inventory policy for each plant/store (when and how much to order at each plant/store). Therefore, the proposed bi-objective mixed-integer nonlinear programming was solved using two MODM methods by GAMS software for small-size and meta-heuristic algorithms (genetic algorithm and simulated annealing) by Matlab software for medium and large sizes. Numerical examples with di erent sizes were provided to demonstrate the application and to compare the performances of the investigated solution methods in terms of mean and variance of the overall supply chain costs and required CPU time.
The results showed that goal attainment had better performance than Lp-metric technique for small sizes. For large sizes, the comparisons showed that the means of objective functions (Z1 and Z2) obtained from GA and SA did not have signi cant di erences, but the mean of SA-CPU time was signi cantly less than that of the GA-CPU time. Thus, the simulated annealing had better performance than the genetic algorithm. Design of a Model with fuzzy or stochastic demand or use of De Novo programming to determine the capacity of the supplier are suggested for future research. Moreover, NSGA-II, NRGA, and MOPSO algorithms can be used to solve the model. 220(4598), pp. 671-680 (1983).
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