In this paper we show that, under the assumption that all the zeros of the L-functions under consideration are either real or lie on the critical line, one may considerably improve on the known results on Landau-Siegel zeros.
Introduction
Let D be a fundamental discriminant, and let χ D (n) = (D/n) be the corresponding Kronecker symbol. In particular, χ D is a real primitive character on N with conductor |D|. A well-known problem whose solution would have far-reaching implications is to give lower bounds for
L. Dirichlet [5] , who first faced this problem in his work on primes in arithmetic progressions, proved that
This problem is well known to be intimately connected to possible real zeros β of L(s, χ D ) near s = 1. Such zeros are generally referred to as Landau-Siegel zeros. Indeed, the best-known lower bound for L(1, χ D ), or for the distance of β to 1, is due to C. Siegel [21] , who, after E. Landau [14] , proved the following. Given 0 < < 1/2, there is c( ) > 0 which is ineffective (i.e., the proof, even in principle, does not allow for a determination of c( )) such that
Effective lower bounds, which are crucial in many applications (see, e.g., [7] , [6] ), are much harder to come by. In fact, the only improvement over Dirichlet's bounds above is for D < 0, where, combining the results of D. Goldfeld [7] and B. Gross and D. Zagier [8] , one can show the following (see J. Oesterlé [18] and also the elegant treatment in H. Iwaniec [12] ).
For D < 0,
In fact, Goldfeld shows that if there is an elliptic curve E over Q whose L-function L(s, E) has a zero of order g at s = 1/2 (this in our normalization being the central point of this L-function), then there is an effective constant c(E) such that if µ = 1 or 2 when
Such E's with g = 3 are known (see [8] ), and candidates for such E's with g as large as 24 are also known (see [16] ). It seems likely that there are E's with g arbitrarily large.
The optimal lower bound for L(1, χ D ) was determined by J. Littlewood [15] assuming the generalized Riemann hypothesis (GRH) for L(s, χ D ):
for an effective universal c. In this note we assume Hypothesis H below. It allows for the existence of such Landau-Siegel zeros for L(s, χ D ) but shows that they alone cannot do too much harm. 
HYPOTHESIS H All the zeros of any of the L-functions in question (namely, for L(s
, χ D ) and L(s, E ⊗ χ D )) are
THEOREM 1 Assume Hypothesis H (for Dirichlet L-functions only). Then for any
|D| η .
THEOREM 3

Assume Hypothesis H. Given an elliptic curve E over Q whose L-function has a zero of order m at s = 1/2, for any > 0 there is an effective constant c(E, ) > 0 such that for any D one has
Remarks (R1) Theorem 1 shows that statement (C3) is impossible, at least if one takes the meaning of Landau-Siegel zeros to be as in, say, [9] ; that is, there is a sequence of D j 's, |D j | → ∞, and corresponding zeros 
Proofs
Proof of Theorem 3
First note that, to even make sense of the statement of this theorem in the generality stated, we need to know that L(s, E) is defined at s = 1/2. That this is so is a consequence of the recent celebrated work of A. Wiles and R. Taylor and in particular the complete solution of the modularity problem (see [2] ). According to this result,
for a holomorphic modular form of weight 2 on the upper halfplane. So we proceed in this context, that is, assume that we are given a weight 2 newform
In what follows, all implied constants depend effectively on f . We may write
It is entire and satisfies the functional equation
with w( f ) = ±1. We can twist f by our character χ D as follows:
is also entire and satisfies
where M is the corresponding conductor (M is a divisor of N D 2 ) and w( f ⊗ χ D ) =
±1.
Consider now the L-function F(s) given by the product
and the corresponding completed function (s, F). F(s) has a double pole at s = 1 and is otherwise analytic. A simple calculation of the logarithmic derivative of F(s) yields
Clearly, this Dirichlet series has nonnegative coefficients, as does the series defining F(s) itself. We apply the explicit formula to F(s) (see [19] or [13] ), obtaining the following relation. Let φ be an even function on R witĥ
and for whichφ is continuous and of compact support. Let ρ = β + iγ run over the zeros of F(s) (with multiplicities). Then
where
α j = 0 or 1, and 4 . Let B be a parameter to be chosen later (it is of order log |D|), and choose φ in (2.8) to be Our choice has been such as to arrange that
(2.14)
With this, (2.8) reads
Using b(n) ≥ 0, we drop all terms in the n-sum except n = p 2 , which yields
Similarly, using Hypothesis H, we drop all zeros γ of (s, F) except γ = 0 and the potential Landau-Siegel zero of L(s, χ D ) (which occurs with multiplicity two in F(s)), and the inequality continues to hold. Inserting the formula for φ 0 (x) yields
The sum in (2.17) no longer involves D and can be evaluated using the RankinSelberg L-function L(s, f ⊗ f ) (see [19] ). One has
From this one easily derives
Returning to (2.16), we now have
for a suitable effective positive constant c( , f ).
The passage from inequality (2.19) concerning the zero β D of L(s, χ D ) nearest to 1 to the lower bound claimed in Theorem 3 is known. For example, one can deduce this from Tatuzawa's paper (see [22, Lem. 8] ). This completes the proof of Theorem 3.
Proof of Theorem 2
To apply Theorem 3 we use the elliptic curve (see [8] )
It has conductor N = 37 · 139 2 , and according to [8] , L(s, E) has a zero of order 3 at s = 1/2. Moreover, under our assumption that χ D (37) = −1,
Hence the function F(s) in (2.6) has a zero of order at least 4 at s = 1/2. Thus we may deduce the lower bound in Theorem 3 with m taken to be equal to 4; this yields Theorem 2.
Proof of Theorem 1
The proof of Theorem 1 goes on the same lines as that of Theorem 3 and is technically simpler. Fix a small 1 > 0, and assume first that we have a fundamental discriminant D 1 such that L(s, χ D 1 ) has a real zero β 1 ≥ 1 − 1 . Then take a large D for which L(s, χ D ) has a (Landau-Siegel) zero β, and consider the product used by Siegel: 
with the same choice for the test function φ 0 . As before,
where this time
Again we ignore the positive sum on the right-hand side of the explicit formula while from the left-hand side we pick up the contribution of the Landau-Siegel zeros of
Given 1 > 0, we choose B = (1 + 3 1 ) log log |D|, and from the above inequality we derive 1 − β ≥ c( 
Proof of Theorem 4
Let E and D be as in the statement of the theorem, and let β be a Landau-Siegel zero of L(s, χ D ). As in the proof of Theorem 3, we let f be the modular form corresponding to E and set
Since we are assuming only the local hypothesis, Hypothesis H * , we proceed at this point in a somewhat different way. For Re(s) > 1, one has
On the other hand, we have the partial fraction expansion
Here B E,D is a constant depending on E and D. For k ≥ 1, we differentiate the above identity (2k − 1) times and get
We choose s = 2. Since the right-hand side is positive, by taking the real part on both sides, one has 2 − 2 (2 − β) 2k ≥ Re
If we remove from the right-hand side the real zeros of F(s) except ρ 1 = 1/2, the inequality is still valid. We want to show that there exists k relatively small for which the right-hand side is large. This prevents β from being very close to 1. At this point we write the numbers 1/(2 − ρ) 2 as a sequence of complex numbers z 1 , z 2 , . . . , with multiplicities m 1 , m 2 , . . . , arranged such that |z 1 | ≥ |z 2 | ≥ · · · . Then the right-hand side of the above inequality equals Re j≥1 m j z k j . We need the following lemma of Turan type. 
