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Supplementary variableAbstract In this paper, retrial queue with unreliable server and bulk arrivals is investigated. The
server is capable of providing m-optional services and any one of these available services, may be
rendered to the customer after the ﬁrst essential service if the customer opts for the same. It is
assumed that the server may fail while rendering any phase of service and undergoes for the imme-
diate repair. After the completion of the service of a customer, the server may either take a vacation
for a random period or may continue to provide the service to the other customers waiting in the
queue. The supplementary variables corresponding to service time, repair time and retrial time are
incorporated to determine the queue size distribution. To examine the effect of different parameters
on the performance measures of the system, the numerical illustration is given which is supported by
numerical simulation and sensitivity analysis.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In most of the literature of queueing theory, it is usual phe-
nomenon that if the arriving customer in the system ﬁnds the
server busy, then he cannot get the service immediately; in such
situation, either he joins the queue to get the service or leaves
the system forever. But, in many real world day-to-dayactivities, it is general practice that the customer again joins
the system after some random time to get the service at the
same service station. In such scenarios, the customers wait in
a virtual buffer called retrial orbit and the queue with repeated
attempts or queue of rejoining customers is formed which is
known as retrial queue. To cite the retrial queueing situation,
we consider the call center where the callers on ﬁnding the line
busy may decide to join the retrial orbit and can try again and
again after some time till ﬁnding the line free. Similar situation
can be observed at the manufacturing system where the quality
control engineer has to check the quality of the ready stock of
the products, but on arrival if he ﬁnds that the server is not in
the position to provide the service immediately because of its
busy schedule then he may decide to join the virtual orbit
and after some random period of time, he again comes back
to check the quality of the stock of products if ready for
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for checking.
In day-to-day activities of the real world situations, it is a com-
mon assumption that the service stationworks on permanent basis
without any interruption. In ﬂexible manufacturing/production
systems, the service station may breakdown and requires immedi-
ate attentionof the repairman to get back in good condition so that
the functioning of the system can be restored. Sometimes, the cus-
tomersmay be discouraged due to the service interruption. For the
effective results inproduction systems, themanufacturer has topay
special attention toward the maintenance of the machines for the
smooth functioning of the system. The server may take the regular
vacation of ﬁxed duration for the overhauling of the machines or
optional vacationwhenever required to correct some sudden faults
in themachinery parts. In industrial queues, some units are kept in
inactive mode i.e. automatically go on vacation and become active
after certain duration i.e. vacation period so as to be ready to ren-
der the service.
In some congestion situations of service system, the provi-
sion of optional services on the demand of the customers is
very realistic and is provided to the customers on demand after
completion of the ﬁrst essential phase of service. Such multi-
phase optional service systems are economic and time saving
as the customer can receive the several phases of the service
from the same server and this type of service facility can be
realized in numerous real-life activities. For more clarity of
the situation, we cite the example of the health care centers
wherein the patients arrive for the routine checkup as regular
service but some of the patients who are not satisﬁed with
the regular checkup due to health problem or with the advice
of the doctor, can go for additional checkup facilitated by the
same doctor who desires to perform other tests viz. ECG,
blood pressure checkup, etc.
In the congestion situations of retrial queues, several
researchers have contributed signiﬁcantly to develop stochastic
models in different frameworks. Falin and Templeton [1] have
discussed various models on retrial queues. In recent past,
many researchers presented the important works on retrial
queues with different variations [2–7]. Atencia and Moreno
[8] discussed a queueing system with general retrial times under
the assumption that the only unit at the head of the orbit is
allowed to get another chance for the service. They obtained
various performance indices to study the steady-state behavior
of the system size distribution. The multi-server ﬁnite source
retrial queue for limited capacity server was considered by
Wuchner et al. [9] by incorporating the balking phenomenon.
Purohit et al. [10] considered the M=M=1 queue with state
dependent rates and constant retrial policy. In this work, they
considered the threshold level to start the repair of the failed
server. Using supplementary variable approach, the single ser-
ver retrial queue with bulk input and balking was investigated
by Bhagat and Jain [11]. In this paper, they assumed that sec-
ond optional phase service is provided to the customers after
availing ﬁrst phase essential service. The queue size
distribution and other performance indices to study the
steady-state behavior for the non-markovian retrial queue with
two phases of service under general vacation policy were
studied by Kumar and Arumuganathan [12]. Choudhury and
Ke [13] have analyzed the MX=G=1 system with general retrial
time and Bernoulli vacation schedule and presented the perfor-
mance analysis of the system to study the steadystate behavior. Singh et al. [14] have investigated the non-
markovian queueing system with general service and state
dependent arrival rates. In this investigation, they assumed that
the server may breakdown at any stage of the service and
undergoes for immediate repair. Recently, Zhang et al. [15]
have considered the stochastic model for the unreliable server
queue based on queueing characterization. They assumed that
the server may fail at any stage of the service and the arriving
customers decide to enter the retrial orbit or to follow the balk-
ing behavior based on the current information available in the
system at their arrival. The non-markovian model of the queue-
ing system with bulk arrival and general distribution of service
time was studied by Singh et al. [16]. By incorporating some
more realistic features namely the server vacation of a ﬁxed
duration and balking behavior of the customers, the mathemat-
ical analysis to study the steady state behavior of the system
was done by using supplementary variable technique. Jain
and Bhagat [17] have investigated the modiﬁed vacation policy
for a retrial queue with bulk arrival and k-essential phases of
service rendered to all customers by a server which is subject
to breakdown and repair. Recently, Dimitriou [18] has ana-
lyzed a retrial queue to examine the performance characteristics
of fault-tolerant system. The stochastic model of retrial queue
for double orbit system with ﬁnite capacity and unreliable ser-
ver was considered by Jain et al. [19]. In this study, they applied
the matrix method to obtain the steady state results and thresh-
old recovery parameter.
Choudhury and Deka [20] considered an unreliable server
M=G=1 system where the customers join the system singly with
homogeneous rate to get the two phases of services. In this
investigation, they have obtained the probability-generating
functions of the queue size distribution to evaluate the perfor-
mance measures of interest. In industrial scenario, it is com-
mon practice that the units/jobs may join the service system
in batches and the server is unreliable and may fail at any stage
of the service. On the arrival, if the customers notice a long
queue in the service system and ﬁnd no scope of the immediate
service, they immediately take the decision to join the retrial
orbit to get the service in the next attempt. Beside this, in
the real world congestion scenarios there are so many similar
situations where the customers may not leave the system for-
ever and would like to retry their attempts after random inter-
val of time. Such important applications in real time situations
motivated us to extend the model of Choudhury and Deka [20]
by incorporating the retrial policy for batch arrival queue with
the provision of essential service and m-optional services.
In many practical situations, the concept of retrial queues
and the demand of optional services apart from the ﬁrst phase
essential service are normal features. Furthermore, the provi-
sion of vacation schedule of the server may be required for
other secondary works, for example for maintenance work
or to check the efﬁciency of the system. For many machining
systems or servers, the rest is also needed for further smooth
functioning which can be provided during the vacation period
from the economic view point. In view of the above, the pre-
sent investigation deals as the extension of Choudhury and
Deka [20] by considering a single server queueing system with
the provision to opt one of the m-optional services available in
addition to ﬁrst essential service rendered to all arriving cus-
tomers. The aim of this investigation is to ﬁnd the queue size
and orbit size distributions which are further employed to
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system. The outline of the remaining sections is as follows. By
stating the requisite assumptions and notations, the mathemat-
ical model is described in Section 2. In Section 3, the supple-
mentary variables corresponding to elapsed times of different
processes such as service time, repair time and retrial time
are considered and the governing equations are constructed.
Section 4 contains the mathematical analysis of the systemcðtÞ ¼
0; if the server is idle with no customer in the system at time t:
1; if the server is idle during retrial duration at time t:
2; if the server is busy in rendering the essential service at time t:
2þ i; if the server is busy in rendering the ithði ¼ 1; 2; . . . ;mÞ optional service at time t:
3þm; if the server is on vacation at time t:
4þm; if the server is under repair when failed during the essential service at time t:
4þmþ j; if the server is under repair when failed during the jth optional service at time t:
8>>>>>><
>>>>>>:by using the probability reasoning. The stochastic decomposi-
tion is presented in Section 5. In Sections 6 and 7, the perfor-
mance measures of the system and some special cases by
setting the parameters are discussed. The numerical illustration
for the sensitivity analysis of the model is considered in
Section 8. Finally, the conclusion of the present investigation
is drawn in the last section.
2. Model description
To analyze the more versatile service system of many realistic sit-
uations, we consider themulti-phase service system. It is assumed
that the customers arrive in the batches of random size X with
probability mass function ck ¼ PðX ¼ kÞ; kP 1 and follow
Poissonprocesswith ratek. Sinceﬁrst phase service is compulsory
to all arriving customers, as soon as essential service is completed
either the customer may opt ithði ¼ 1; 2; . . . ;mÞ optional service
immediatelywith probability ri or leave the systemwith probabil-
ity r0 ¼ 1
Pm
i¼1ri. It is also considered that after service comple-
tion of the customers, the server may take a vacation with
probability p ormay continue in the system for service with prob-
ability ð1 pÞ. Furthermore, on arrival if primary customer ﬁnds
that the server is in busy state or on vacation state/broken down
state, the customer may join the group of unsatisﬁed customers
i.e. retrial orbit. Let the orbit size at time t be NðtÞ. The random
variable R denotes the retrial time with distribution function
MðxÞ and its Laplace Stieltjes transformsMð:Þ.
It is assumed that the inter arrival time and service time of
essential/optional services are independent. Further, the ser-
vice times of ﬁrst essential service and ithði ¼ 1; 2; . . . ;mÞ
optional service are general distributed with distribution func-
tions B0ðxÞ and BiðxÞ, their Laplace Stieltjes transforms B0ð:Þ
and Bið:Þ, respectively. The general distribution functions of
the vacation time, repair time of the server failed during essen-
tial service and repair time of the server failed during
ithði ¼ 1; 2; . . . ;mÞ service, respectively are denoted by
VðxÞ; G0ðxÞ and GiðxÞ, with their respective Laplace Stieltjes
transforms Vð:Þ; G0ð:Þ and Gið:Þ. The kth moment of repair
time of the failed server during essential service and ith
optional service are denoted by g
ðkÞ
0 and g
ðkÞ
i , respectively. Attime t, the elapsed times of different processes such as retrial,
service of essential service, service of ithði ¼ 1; 2; . . . ;mÞ
optional phase, vacation, repair if fails during the essential ser-
vice, and repair of the server failed in the state of ith optional
service are assumed as R0ðtÞ; B00ðtÞ; B0i ðtÞ; V0ðtÞ; G00ðtÞ and
G0i ðtÞ, respectively.
To specify the different server’s state, the random variable
cðtÞ is deﬁned as:For the analysis of the non-markovian model, the elapsed time
R0ðtÞ; B00ðtÞ; B0i ðtÞ; V0ðtÞ; G00ðtÞ and G0i ðtÞ are introduced as
supplementary variables to obtain the joint distribution of
the number of customers in the orbit and in the queue by con-
sidering the bi-variate Markov process NðtÞ;YðtÞf g where
NðtÞ ¼ 0; 1; 2; . . .; and
YðtÞ ¼ 0; if cðtÞ ¼ 0;YðtÞ ¼ R0ðtÞ; if cðtÞ ¼ 1;
YðtÞ ¼ B00ðtÞ; if cðtÞ ¼ 2:
YðtÞ ¼ B0i ðtÞ; if cðtÞ ¼ 2þ i for i ¼ 1; 2; . . . ;m;
YðtÞ ¼ V0ðtÞ; if cðtÞ ¼ 3þm:
YðtÞ ¼ G00ðtÞ; if cðtÞ ¼ 4þm;YðtÞ ¼ G0i ðtÞ;
if cðtÞ ¼ 4þmþ iði ¼ 1; 2; . . . ;mÞ:
The limiting probabilities are deﬁned as
I0 ¼ lim
t!1
PrfNðtÞ ¼ 0;YðtÞ ¼ 0g; ð1Þ
AnðxÞ ¼ lim
t!1
PrfNðtÞ ¼ n;YðtÞ ¼ R0ðtÞ; x 6 R0ðtÞ
6 xþ dxg; x > 0; nP 1; ð2Þ
Pð0Þn ðxÞ ¼ lim
t!1
PrfNðtÞ ¼ n;YðtÞ ¼ B00ðtÞ; x 6 B00ðtÞ
6 xþ dxg; x > 0; nP 1; ð3Þ
PðiÞn ðxÞ ¼ lim
t!1
PrfNðtÞ ¼ n;YðtÞ ¼ B0i ðtÞ; x 6 B0i ðtÞ
6 xþ dxg; x > 0; nP 1; 1 6 i 6 m; ð4Þ
VnðyÞ ¼ lim
t!1
PrfNðtÞ ¼ n;YðtÞ ¼ V0ðtÞ; y 6 V0ðtÞ
6 yþ dyg; y > 0; nP 0; ð5Þ
Rð0Þn ðx; yÞ ¼ lim
t!1
PrfNðtÞ ¼ n;YðtÞ ¼ R00ðtÞ; y 6 R00ðtÞ
6 yþ dy=B00ðtÞ ¼ xg; ðx; yÞ > 0; nP 1; ð6Þ
RðiÞn ðx;yÞ¼ lim
t!1
PrfNðtÞ¼ n;YðtÞ¼R0i ðtÞ;y6R0i ðtÞ
6 yþdy=B0i ðtÞ¼ xg; ðx;yÞ> 0;nP 1;16 i6m:
ð7Þ
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Vð1Þ ¼ 1, Bið0Þ ¼ 0, Bið1Þ ¼ 1, Gið0Þ ¼ 0, Gið1Þ ¼ 1;
GiðyÞ; VðyÞ are continuous at y ¼ 0 and BiðxÞ is continuous
at x ¼ 0, so that hazard rates corresponding to respective dis-
tributions are obtained as
kðxÞdx ¼ dMðxÞ
1MðxÞ ; liðxÞdx ¼
dBiðxÞ
1 BiðxÞ ; vðyÞdy
¼ dVðyÞ
1 VðyÞ ; giðyÞdy ¼
dGiðyÞ
1 GiðyÞ ; 0 6 i 6 m:
The probability generating functions with jzj < 1 for
i ¼ 0; 1; 2; . . . ;m, are deﬁned as follows:
RðiÞðx; y; zÞ ¼
X1
n¼1
znRðiÞn ðx; yÞ;RðiÞðx; 0; zÞ
¼
X1
n¼1
znRðiÞn ðx; 0Þ;PðiÞðx; zÞ ¼
X1
n¼1
znPðiÞn ðxÞ;
PðiÞð0; zÞ ¼
X1
n¼1
znPðiÞn ð0Þ;Vðy; zÞ ¼
X1
n¼0
znVnðyÞ;Vð0; zÞ
¼
X1
n¼0
znVnð0Þ;Aðx; zÞ ¼
X1
n¼1
znAnðxÞ:3. Governing equations
By using the probability reasoning as discussed in Cox [21], the
equations governing the model are formulated as follows:
kI0 ¼ q r0
Z 1
0
l0ðxÞPð0Þ1 ðxÞdxþ
Xm
i¼1
Z 1
0
liðxÞPðiÞ1 ðxÞdx
" #
þ
Z 1
0
mðyÞV0ðyÞdy; ð8Þ
d
dx
AnðxÞ þ ½kþ kðxÞAnðxÞ ¼ 0; nP 1; ð9Þ
d
dx
PðiÞn ðxÞ þ ½kþ ai þ liðxÞPðiÞn ðxÞ
¼ k
Xn
j¼1
cjP
ðiÞ
njðxÞ þ
Z 1
0
giðyÞRðiÞn ðx; yÞdy;
ðx; yÞ > 0; 0 6 i 6 m: ð10Þ
d
dy
VnðyÞ þ ½kþ mðyÞVnðyÞ ¼ k
Xn
j¼1
cjVnjðyÞ; nP 0; y > 0;
ð11Þ
d
dy
RðiÞn ðx; yÞ þ ½kþ giðyÞRðiÞn ðx; yÞ
¼ k
Xn
j¼1
cjR
ðiÞ
njðx; yÞ; nP 1; ðx; yÞ > 0; 0 6 i 6 m: ð12Þ
To solve Eqs. (9) and (10), the following boundary conditions
at x ¼ 0 are considered.
Anð0Þ ¼ q r0
Z 1
0
l0ðxÞPð0Þnþ1ðxÞdxþ
Z 1
0
l1ðxÞPð1Þnþ1ðxÞdxþ   

þ
Z 1
0
lmðxÞPðmÞnþ1ðxÞdx

þ
Z 1
0
mðyÞVnðyÞdy; nP 1;
ð13ÞPð0Þn ð0Þ¼ k
Xn
i¼1
ci
Z 1
0
AniðxÞdxþkcnI0þ
Z 1
0
kðxÞAnðxÞdx; nP 1;
ð14Þ
PðiÞn ð0Þ ¼ ri
Z 1
0
l0ðxÞPð0Þn ðxÞdx; nP 1; 1 6 i 6 m: ð15Þ
The boundary condition at y ¼ 0 for the solution of Eq. (11) is
deﬁned as follows:
Vnð0Þ ¼ p r0
Z 1
0
l0ðxÞPð0Þnþ1ðxÞdxþ
Xm
i¼1
Z 1
0
liðxÞPðiÞnþ1ðxÞdx
" #
;
nP 0 ð16Þ
For the solution of Eq. (12), the boundary condition for ﬁxed
value of x, at y ¼ 0 is considered as
RðiÞn ðx; 0Þ ¼ aiPðiÞn ðxÞ; nP 1; i ¼ 0; 1; 2; . . . ;m ð17Þ
The normalizing condition can be stated as
I0 þ
X1
n¼1
Xm
i¼0
Z 1
0
PðiÞn ðxÞdxþ
Z 1
0
Z 1
0
RðiÞn ðx; yÞdxdy
 
þ
X1
n¼1
Z 1
0
AnðxÞdxþ
X1
n¼0
Z 1
0
VnðyÞdy ¼ 1 ð18Þ4. Mathematical analysis
Following Choudhury and Deka [20], from Eqs. (9), (11) and
(12), we get
Aðx; zÞ ¼ Að0; zÞ½1MðxÞ expðkxÞ; x > 0; ð19Þ
Vðy; zÞ ¼ Vð0; zÞ½1 VðyÞ expðaðzÞyÞ; y > 0; ð20Þ
RðiÞðx; y; zÞ ¼ RðiÞðx; 0; zÞ½1 GiðyÞ expðaðzÞyÞ;
ðx; yÞ > 0; 0 6 i 6 m: ð21Þ
On multiplying Eq. (17) with suitable power of z, we get
RðiÞðx; 0; zÞ ¼ aiPðiÞðx; zÞ; i ¼ 0; 1; 2; . . . ;m ð22Þ
On solving Eq. (10) and using (21), we have
d
dx
PðiÞðx; zÞ þ ðaðzÞ þ ai þ liðxÞÞPðiÞðx; zÞ
¼ RðiÞðx; 0; zÞGiðaðzÞÞ; 0 6 i 6 m: ð23Þ
By using Eq. (22) in (23) and on simpliﬁcation, we get
PðiÞðx; zÞ ¼ PðiÞð0; zÞ½1 BiðxÞ expð/iðzÞxÞ;
x > 0; 0 6 i 6 m: ð24Þ
with /iðzÞ ¼ aðzÞ þ aið1 GiðaðzÞÞÞ and aðzÞ ¼ kð1 XðzÞÞ.
From Eqs. (21), (22) and (24), we have
RðiÞðx; y; zÞ ¼ aiPðiÞð0; zÞ½1 BiðxÞ expð/iðzÞxÞ½1 GiðyÞ
 expðaðzÞyÞ; ðx; yÞ > 0; 0 6 i 6 m: ð25Þ
On multiplying Eqs. (15) and (16) by suitable power of z and
further solving, we get
PðiÞð0; zÞ ¼ riPð0Þð0; zÞB0ð/0ðzÞÞ; 1 6 i 6 m: ð26Þ
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ð0Þð0; zÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 
z
ð27Þ
Again, multiplying Eq. (13) by suitable power of z for nP 1
and using Eqs. (26) and (27), we have
Að0; zÞ ¼ z1Pð0Þð0; zÞB0ð/0ðzÞÞ r0 þ
Xm
i¼1
riBið/iðzÞÞ
( )
 fqþ pVðaðzÞÞg  kI0 ð28Þ
Similarly, Eq. (14) gives
Pð0Þð0; zÞ ¼ kI0XðzÞ þ Að0; zÞ½MðkÞ þ XðzÞð1MðkÞÞ ð29Þ
Using Eqs. (28) and (29), we get
Pð0Þð0; zÞ ¼ zI0aðzÞMðkÞ
SðzÞ ð30Þ
with
SðzÞ ¼ B0ð/0ðzÞÞ r0 þ
Xm
i¼1
riBið/iðzÞÞ
( )
fqþ pVðaðzÞÞg½MðkÞ
þ XðzÞð1MðkÞÞ  z:
By using Eqs. (28) and (30), we getAð0; zÞ ¼ zI0 z B0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞgXðzÞ 
SðzÞ ð31ÞTaking limit z! 1; Eq. (30) yields
Pð0Þð0; 1Þ ¼ kI0EðXÞMðkÞð1 q EðXÞð1MðkÞÞÞ ð32Þ
where
q¼ kEðXÞfEðB0Þ 1þa0gð1Þ0
 
þ
Xm
i¼1
riEðBiÞ 1þaigð1Þi
 
þpEðVÞg:
By taking the limit z! 1 in Eqs. (19)–(21), (24)–(27) and
using Eq. (32), we have
Aðx; 1Þ ¼ kI0½EðXÞ  ð1 qÞ½1MðkÞ expðkxÞ½1 q EðXÞð1MðkÞÞ ð33ÞAðx; zÞ ¼ k½1 q EðXÞð1MðkÞÞ½1MðxÞ expðkxÞ  z B

MðkÞSð
Pð0Þðx; zÞ ¼ ½1 q EðXÞð1MðkÞÞzaðzÞ½1 B0ðxÞ expð/0ðzÞxÞ
SðzÞ
PðiÞðx; zÞ ¼ ri½1 q EðXÞð1MðkÞÞzaðzÞB0ð/0ðzÞÞ½1 BiðxÞ exp
SðzÞ
Vðy; zÞ ¼ p½1 q EðXÞð1MðkÞÞaðzÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/

SðzÞPð0Þðx; 1Þ ¼ kI0EðXÞMðkÞ½1 B0ðxÞ½1 q EðXÞð1MðkÞÞ ; x > 0; ð34Þ
PðiÞðx; 1Þ ¼ rikI0EðXÞMðkÞ½1 BiðxÞ½1 q EðXÞð1MðkÞÞ ; x > 0; 1 6 i 6 m
ð35Þ
Vðy; 1Þ ¼ pkI0EðXÞMðkÞ½1 VðyÞ½1 q EðXÞð1MðkÞÞ ; y > 0; ð36Þ
Rð0Þðx; y; 1Þ ¼ a0kI0EðXÞMðkÞ½1 B0ðxÞ½1 G0ðyÞ½1 q EðXÞð1MðkÞÞ ;
ðx; yÞ > 0: ð37Þ
RðiÞðx;y;1Þ¼ airikI0EðXÞMðkÞ½1BiðxÞ½1GiðyÞ½1qEðXÞð1MðkÞÞ ; ðx;yÞ> 0:
ð38Þ
Using Eqs. (33)–(38) in normalizing condition (18), we have
I0 ¼ ½1 q EðXÞð1MðkÞÞ
MðkÞ ð39ÞLemma 1. The necessary and sufﬁcient condition for the system
to be stable is given by inequality
qþ EðXÞð1MðkÞÞ < 1: ð40Þ
where q¼kEðXÞ EðB0Þ 1þa0gð1Þ0
 
þPmi¼1riEðBiÞ 1þaigð1Þi þn
pEðVÞg.
Proof. For proof see Appendix A. h
Theorem 1. Under stability condition qþ EðXÞð1MðkÞÞ < 1;
the probability generating functions of joint probability distribu-
tions of the server state and orbit size are given by0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞgXðzÞ
zÞ ð41Þ
ð42Þ
f/iðzÞxg ; 1 6 i 6 m ð43Þ
iðzÞÞ
	½1 VðyÞ expðaðzÞyÞ ð44Þ
Rð0Þðx; y; zÞ ¼ a0½1 q EðXÞð1MðkÞÞzaðzÞ½1 B0ðxÞ expf/0ðzÞxg½1 G0ðyÞ expfaðzÞyg
SðzÞ ; ð45Þ
RðiÞðx; y; zÞ ¼ airi½1 q EðXÞð1MðkÞÞzaðzÞB0ð/0ðzÞÞ½1 BiðxÞ expf/iðzÞxg  ½1 GiðyÞ expfaðzÞyg
SðzÞ ; 1 6 i 6 m ð46Þ
420 C.J. Singh et al.Proof. Using Eqs. (26), (30), (31) and (39) in Eqs. (19), (20)
and (24), (25), we get the required results. h
Theorem 2. The probability generating functions of the mar-
ginal probability distributions of the orbit size for different server
states areAðzÞ ¼ ½1 q EðXÞð1MðkÞÞ½1MðkÞ  ½z B0ð/0ðzÞÞfr0 þ
Pm
i¼1riBið/iðzÞÞgfqþ pVðaðzÞÞgXðzÞ
MðkÞSðzÞ ð47Þ
Pð0ÞðzÞ ¼ ½1 q EðXÞð1MðkÞÞzaðzÞ½1 B0ð/0ðzÞÞ
SðzÞ/0ðzÞ
ð48Þ
PðiÞðzÞ ¼ ri½1 q EðXÞð1MðkÞÞzaðzÞB0ð/0ðzÞÞ½1 Bið/iðzÞÞ
SðzÞ/iðzÞ
; 1 6 i 6 m: ð49Þ
VðzÞ ¼ p½1 q EðXÞð1MðkÞÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	½1 VðaðzÞÞ
SðzÞ ð50Þ
Rð0ÞðzÞ ¼ a0z½1 q EðXÞð1MðkÞÞ½1 B0ð/0ðzÞÞ½1 G0ðaðzÞÞ
SðzÞ/0ðzÞ
ð51Þ
RðiÞðzÞ ¼ airiz½1 q EðXÞð1MðkÞÞB0ð/0ðzÞÞ½1 Bið/iðzÞÞ½1 GiðaðzÞÞ
SðzÞ/iðzÞ
; 1 6 i 6 m: ð52ÞProof. For proof see Appendix B. h
Theorem 3. The probability generating functions of the queue
size in the system and orbit at the arbitrary epoch, arePðzÞ ¼ ½1 q EðXÞð1MðkÞÞð1 zÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg
SðzÞ ð53ÞOðzÞ ¼ ½1 q EðXÞð1MðkÞÞð1 zÞ
SðzÞ ð54Þ
Proof. For proof see Appendix C. h
Theorem 4. The probability generating function of the queue
size at the departure epoch, ispðzÞ ¼ ½1 q EðXÞð1MðkÞÞð1 XðzÞÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riB

EðXÞSðzÞProof. For proof see Appendix D. h5. Stochastic decomposition
The probability generating function given in Eq. (55) can be
written aspðzÞ ¼ PðzÞ  ð1 XðzÞÞ
EðXÞð1 zÞ ð56ÞIt is clear from Eq. (56) that the queue size distribution at
departure epoch can be decomposed into following two parts:
(i) Probability generating function P ðzÞ as the stationary
queue size distribution of unreliable bulk queue with
retrial customers, J optional service, single optional
vacation and repair of the failed server.
(ii) Term corresponding to the number of customers placed
before a tagged customer.ið/iðzÞÞ
	fqþ pVðaðzÞÞg ð55Þ
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tem can be given as
PðzÞ ¼ P0ðzÞvðzÞ ð57Þ
where P0ðzÞ is the PGF of the system size of anMX=G=1 queue
with unreliable server under Bernoulli vacation and its distri-
bution can be obtained by setting MðkÞ ¼ 1 in Eq. (53). ThusP0ðzÞ ¼
ð1 qÞð1 zÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg
B0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg  z  ð58ÞAlso vðzÞ is the PGF for additional system size due to retrial
time and is given byvðzÞ ¼ ½1 q EðXÞð1MðkÞÞ½B0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg  z
ð1 qÞSðzÞ ð59Þ6. Performance measures
In the previous sections, we have established the analytical
results for the probability generating functions for the mar-
ginal and joint queue size distributions for the different system
states which we can further use to evaluate some measures of
performance as follows:
6.1. System state probabilities
The long run system state probabilities of the server being in
different states can be obtained by taking limit z ! 1 in the
marginal probability generating functions of the queue size dis-
tributions. Thus.
 The probability that the server is in idle state but is non
empty
PN ¼ ðqþ EðXÞ  1Þð1MðkÞÞ
MðkÞ ;L0 ¼ dOðzÞ
dz





z¼1
¼
ðkEðXÞÞ2 2EðB0Þ 1þ a0gð1Þ0
 Pm
i¼1riEðBiÞ 1þ aigð1Þi
 
þE B20
 
1þ

2ð1qEðX
þ
pðkEðXÞÞ2 2EðVÞPmi¼1riEðBiÞ 1þ aigð1Þi þ 2EðB0Þ 1þ a0gð1Þ0 En
2ð1qEðXÞð1MðkÞÞÞ
 ðqþEðXÞð1MðkÞÞÞð1qEðXÞð1MðkÞÞÞ The probability that server is busy in rendering the
essential servicePB0 ¼ kEðXÞEðB0Þ;
 The probability that server is busy in rendering the
ithði ¼ 1; 2; . . . ;mÞ optional servicea0g
ð1Þ
0
Þð1
ðVÞþPBi ¼ rikEðXÞEðBiÞ; The probability that server is under vacation
PV ¼ pkEðXÞEðVÞ;
 The probability that the server failed during essential
service is under repairPR0 ¼ a0kEðXÞEðB0Þgð1Þ0 ;
 The probability that the server failed during the
ithð1 6 i 6 mÞ optional service is under repair
PRi ¼ riaikEðXÞEðBiÞgð1Þi ;
 The probability that server is idlePI ¼ 1 q EðXÞð1MðkÞÞ
MðkÞ :6.2. Mean queue length
(i) Mean number of customers in the orbit
The mean number of customers in the orbit is obtained as2
þ a0gð2Þ0 EðB0Þþ
Pm
i¼1ri E B
2
i
 
1þ aigð1Þi
 2
þ aigð2Þi EðBiÞ
 
MðkÞÞÞ
EðV2Þ
o
þ qEðXÞð1MðkÞÞÞð1qEðXÞð1MðkÞÞÞþ
EðXð2ÞÞ
2EðXÞ
ð60Þ
422 C.J. Singh et al.(ii) Mean system size at arbitrary epoch
The mean number of customers ðLqÞ at arbitrary epoch isLq ¼ dPðzÞ
dz





z¼1
Lq¼qþ
ðkEðXÞÞ2 2EðB0Þ 1þa0gð1Þ0
 Pm
i¼1riEðBiÞ 1þaigð1Þi
 
þE B20
 
1þa0gð1Þ0
 2
þa0gð2Þ0 EðB0Þþ
Pm
i¼1ri E B
2
i
 
1þaigð1Þi
 2
þaigð2Þi EðBiÞ
  
2ð1qEðXÞð1MðkÞÞÞ
þ
pðkEðXÞÞ2 2EðVÞPmi¼1riEðBiÞ 1þaigð1Þi þ2EðB0Þ 1þa0gð1Þ0 EðVÞþEðV2Þn o
2ð1qEðXÞð1MðkÞÞÞ
þ qEðXÞð1MðkÞÞÞð1qEðXÞð1MðkÞÞÞþ
EðXð2ÞÞ
2EðXÞ
ðqþEðXÞð1MðkÞÞÞ
ð1qEðXÞð1MðkÞÞÞ ð61Þ(iii) Mean system size at departure epoch
The mean system size ðLDÞ at departure epoch can be
determined by using
From Eqs. (61) and (62) we can observe that
LD ¼ Lq þ EðX ð2ÞÞ2EðX Þ .LD ¼ dpðzÞ
dz





z¼1
LD ¼ qþ
ðkEðXÞÞ2 2EðB0Þ 1þ a0gð1Þ0
 Pm
i¼1riEðBiÞ 1þ aigð1Þi
 
þE B20
 
1þ a0gð1Þ0
 2
þ a0gð2Þ0 EðB0Þþ
Pm
i¼1ri E B
2
i
 
1þ aigð1Þi
 2
þ aigð2Þi EðBiÞ
  
2ð1qEðXÞð1MðkÞÞÞ
þ
pðkEðXÞÞ2 2EðVÞPmi¼1riEðBiÞ 1þ aigð1Þi þ 2EðB0Þ 1þ a0gð1Þ0 EðVÞþEðV2Þn o
2ð1qEðXÞð1MðkÞÞÞ
þ qEðXÞð1MðkÞÞÞð1qEðXÞð1MðkÞÞÞþ
EðXð2ÞÞ
2EðXÞ
ðqþEðXÞð1MðkÞÞÞ
ð1qEðXÞð1MðkÞÞÞþ
EðXð2ÞÞ
2EðXÞ ð62Þ6.3. Reliability indices
The steady state availability Av, which is the probability that
the server is either busy in rendering service or in an idle state,
is obtained asAv ¼ lim
z!1
I0 þ Pð0ÞðzÞ þ
Xm
i¼1
PðiÞðzÞ
( )
¼
1 EðXÞ k EðB0Þ 1þ a0gð1Þ0
 
þPmi¼1riEðBiÞ 1þ aigð1Þi þ pEðVnh
MðkÞThe steady state failure frequency of the server is obtained
asFf ¼ a0
Z 1
0
Pð1Þðx; 1Þdxþ
Xm
i¼1
ai
Z 1
0
PðiÞðx; 1Þdx
¼ kEðXÞfa0EðB0Þ þ
Xm
i¼1
riaiEðBiÞg ð64ÞTheorem 5. The expected lengths of busy period ðTbÞ and busy
cycle ðTcÞ respectively, areÞ þ ð1MðkÞÞ MðkÞ EðB0Þ þ
Pm
i¼1riEðBiÞ
 oi
:
ð63Þ
EðTbÞ¼ ½1MðkÞðEðXÞ1Þ
kEðXÞ½1EðXÞð1MðkÞÞq
þ
EðB0Þð1þa0gð1Þ0 Þþ
Pm
i¼1riEðBiÞ 1þaigð1Þi
 
þpEðVÞ
½1EðXÞð1MðkÞÞq ð65Þ
pðzÞ ¼ ð1 qÞð1 zÞ½B0ðkð1 XðzÞÞÞB1ðkð1 XðzÞÞÞfqþ pVðkð1 XðzÞÞÞg½B0ðkð1 XðzÞÞÞB1ðkð1 XðzÞÞÞfqþ pVðkð1 XðzÞÞÞg  z
ð71Þ
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kEðXÞ½1 EðXÞð1MðkÞÞ  q ð66Þ
Proof. By using the argument of renewal theory [13], we have
EðTbÞ ¼ 1kEðXÞ
1
I0
 1
 
ð67Þ
EðTcÞ ¼ 1kEðXÞI0 : ð68Þ
On substituting the results from (39) in (67) and (68), we get
the results as given in Eqs. (65) and (66).
Further, if T0 be the length of idle period thenPðzÞ ¼ ½ð1 qÞðkþ mÞ  EðXÞkð1 zÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg
B0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg½mþ XðzÞk  zðkþ mÞ ð73Þ
OðzÞ ¼ ½ð1 qÞðkþ mÞ  EðXÞkð1 zÞ
B0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg½mþ XðzÞk  zðkþ mÞ ð74Þ
pðzÞ ¼ ½ð1 qÞðkþ mÞ  EðXÞkð1 XðzÞÞB0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg
EðXÞ½B0ð/0ðzÞÞfr0 þ
Pm
i¼1riBið/iðzÞÞgfqþ pVðaðzÞÞg½mþ XðzÞk  zðkþ mÞ
ð75ÞEðTcÞ ¼ EðT0Þ þ EðTbÞ;
Thus, we get
EðT0Þ ¼ 1kEðXÞ : ð69Þ7. Special cases
In this section, some special cases are evaluated by setting the
appropriate parameters to validate our results with the existing
models.
Case (i): By setting P ðX ¼ 1Þ ¼ 1; r1 ¼ 1, m ¼ 1;MðkÞ ¼ 1;
Eq. (55) yields
pðzÞ ¼ ð1 qÞð1 zÞ½B0ð/0ðzÞÞB1ð/1ðzÞÞfqþ pVðkð1 zÞÞg½B0ð/0ðzÞÞB1ð/1ðzÞÞfqþ pVða1ðzÞÞg  z
ð70Þwhere /iðzÞ ¼ kð1 zÞ þ aið1 Giðkð1 zÞÞÞ, i ¼ 0; 1.The
above result matched with the results obtained by
Chaudhury and Deka [20].
Case (ii): By setting r1 ¼ 1;m ¼ 1; a1 ¼ a2 ¼    ¼ am ¼ 0,
MðkÞ ¼ 1; Eq. (55) givesThe above result tallies with the results as given by
Choudhury and Madan [22].
Case (iii): By setting a0 ¼ a1 ¼    ¼ am ¼ 0, p ¼ 0; r2 ¼   
¼ rm ¼ 0, PðX ¼ 1Þ ¼ 1;MðkÞ ¼ 1; Eq. (55) con-
verts to
pðzÞ ¼ ð1 qÞð1 zÞB0ðkð1 zÞÞfr0 þ B1ðkð1 zÞÞg½B0ðkð1 zÞÞfr0 þ B1ðkð1 zÞÞg  z
ð72Þ
It is same as obtained by Jararha and Madan [23] and Medhi
[24].
Case (iv): In case of retrial time distribution as exponential
distribution with parameter m > 0;MðkÞ ¼ vkþm.
Now Eqs. (53)–(55) yieldAgain, by setting a0 ¼ a1 ¼    ¼ am ¼ 0;
p ¼ 0; r2 ¼    ¼ rm ¼ 0; PðX ¼ 1Þ ¼ 1 in Eq. (73),
the above results coincide with those obtained by
Choi et al. [25].
8. Numerical illustration
The queueing model developed in the present investigation has
the potential applications in many congestion situations
including the delay encountered in the quality control process
of the electronic equipments in the production system. To elab-
orate the speciﬁc utility and economic issues, we cite the retrial
queueing problem encountered in the quality check up process
as follows: After manufacturing, the ready stock of the prod-
ucts i.e. electronic equipments arrive in bulk at the quality con-
trol department where checking is done by a quality control
engineer in phases. After completing the ﬁrst round checking,
the engineer may either satisfy with the quality of the unit or
424 C.J. Singh et al.may require some more checking/testing which can be per-
formed in the optional phases as per requirement to ensure
the quality of the unit. Due to hectic job of the checking
phases, after completing the quality control process of an elec-
tronic unit, the quality engineer has the choice of either start-
ing the job on the other unit or going for vacation. The quality
engineer may not be available due to illness which reveals that
he is unreliable and is subject to failure. In case, if the engineer
is not in the position to perform his job due to either being
busy in doing testing of the other unit or being on vaca-
tion/breakdown, the new ready stock may either wait in the
queue or joins the virtual orbit. From the orbit after some ran-
dom period of time, the electronic unit can again make attempt
to ﬁnd the engineer free for the quality checking. In order to
examine the performance of the electronic equipments produc-
tion system in the context of quality check up, various perfor-
mance characteristics along with system state probabilities can
be computed based on analytical results established in the pre-
vious section. In order to minimize the total cost involved, the
optimal parameters should be determined. The sensitivity of
the total cost with respect to various design parameters such
as optional vacation probability, retrial rate, and admission
rate, is also a key concern for the quality control engineer in
order to provide the quality product. In the present section,
we determine the optimal service rate by constructing the cost
function in terms of different activities and associated cost ele-
ments. The extensive numerical experiment has been done to
explore the sensitivity aspect of the concerned model.
For the computation of performance measures, the com-
puter program is developed by coding it in MATLAB soft-
ware. To observe the affects of the different parameters on
various system performance measures, we consider that the
input batch size of the customers follows geometric distribu-
tion. The ﬁrst and second moments of batch size are consid-
ered as EðXÞ ¼ b
a
, EðX2Þ ¼ bð1þbÞ
a2
; b ¼ 1 a. The essential
and optional service times are considered to be exponential dis-
tributed. For the computation purpose, the ﬁrst and second
moments are obtained by using EðBiÞ ¼ 1li, EðB
2
i Þ ¼ 2l2
i
;Table 1 Effect of arrival rate ðkÞ on Lq.
k p ¼ 0:3 p ¼ 0:5
h ¼ 3:5 h ¼ 3:6 h ¼ 3:7 h ¼ 3:5
2.10 18.34 17.32 16.42 22.57
2.15 22.15 20.74 19.53 28.34
2.20 27.41 25.39 23.67 37.10
2.25 35.15 32.02 29.46 51.97
2.30 47.60 42.26 38.09 82.64
Table 2 Effect of service rate ðl0Þ on Lq.
l0 p ¼ 0:3 p ¼ 0:5
h ¼ 3:5 h ¼ 3:6 h ¼ 3:7 h ¼ 3:5
5.25 53.77 47.07 41.96 101.28
5.50 35.15 32.02 29.46 51.97
5.75 26.35 24.47 22.88 35.38
6.00 21.22 19.94 18.82 27.06
6.25 17.87 16.91 16.06 22.06i ¼ 0; 1; 2 where li denotes the rate of ith phase service. The
vacation time distribution is assumed to be exponential with
parameters m. The ﬁrst and second moments of vacation time
distribution are obtained as EðVÞ ¼ 1
v
; EðV2Þ ¼ 2
v2
.
Furthermore, we assume that the repair time follows the expo-
nential distribution with parameter gi so that the ﬁrst two
moments become as g
ð1Þ
i ¼ 1gi ; g
ð2Þ
i ¼ 2g2
i
; i ¼ 0; 1; 2. It is further
assumed that the retrial time is considered as exponential dis-
tributed with parameter h, such that MðkÞ ¼ hhþk
 
:
The interpretation of the results based on numerical illus-
tration carried out for the different performance measures is
as follows:
8.1. Queue length of the system
The single server can provide the service only one customer at
a time, therefore rest of the arrivals either not join the system
or form the queue in the system to get the service. The queue
length of the customers is affected by various parameters of the
system namely service rate of the server, arrival rate of the cus-
tomers, retrial rate, etc. To discuss the effects of different
parameters on the queue length, we provide the numerical
results for which the default parameters are set as follows:
Table 1: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a0 ¼ 0:1; a1 ¼ a2 ¼ 2a0;
r0 ¼ r1 ¼ r2 ¼ 1=3; v ¼ 20; l0 ¼ 5:5;m ¼ 2; gð1Þ0 ¼ EðB0Þ=5;
gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Table 2: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a1 ¼ a2 ¼ 2a0; r0 ¼ r1 ¼
r2 ¼ 1=3; v ¼ 20; m ¼ 2; k ¼ 2:25; gð1Þ0 ¼ EðB0Þ=5; gð1Þ1 ¼
EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5; a0 ¼ 0:1:
Table 3: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a1 ¼ a2 ¼ 2a0; r0 ¼ r1 ¼
r2 ¼ 1=3; v ¼ 20; k ¼ 2:2; l0 ¼ 5:5;m ¼ 2; gð1Þ0 ¼ EðB0Þ=5;
gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Tables 1 and 2 exhibit the effects of arrival rate ðkÞ and the
service rates (l0Þ respectively, for the ﬁxed values of otherp ¼ 0:7
h ¼ 3:6 h ¼ 3:7 h ¼ 3:5 h ¼ 3:6 h ¼ 3:7
21.10 19.84 28.92 26.65 24.75
26.16 24.34 38.61 34.84 31.80
33.62 30.80 55.93 48.65 43.16
45.65 40.81 95.55 76.82 64.47
68.30 58.40 277.30 165.52 118.75
p ¼ 0:7
h ¼ 3:6 h ¼ 3:7 h ¼ 3:5 h ¼ 3:6 h ¼ 3:7
80.58 67.16 650.26 251.69 157.43
45.65 40.81 95.55 76.82 64.47
32.21 29.61 52.50 46.05 41.12
25.09 23.42 36.62 33.24 30.49
20.68 19.48 28.36 26.22 24.41
MX/G/1 unreliable retrial queue 425parameters on the queue length ðLqÞ. It is noted that the
queue length ðLqÞ increases (decreases) with the growth of
arrival rate (service rate) for the ﬁxed values of optional
vacation probabilities or retrial rates of the customers.
Table 3 presents the queue length ðLqÞ by varying the failure
rate (a0Þ for the ﬁxed values of optional vacation probabil-
ity (pÞ or retrial rate ðhÞ of the customers. It is observed that
the queue length ðLqÞ increases with the increment in the
failure rate (a0Þ which is as per our expectation.
8.2. Reliability indices
For the queueing system with unreliable server, the reliability
measures also provide the information which is required for
the improvement of the system. To justify and validate the
analytical results of the model, the availability measure ðAvÞ
and failure frequency ðFfÞ are obtained. For computation of
these measures, the default parameters are considered as
follows:
Table 4: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a1 ¼ a2 ¼ 2a0; r0 ¼ r1 ¼
r2 ¼ 1=3; v ¼ 20; p ¼ 0:5; gð1Þ0 ¼ EðB0Þ=5; gð1Þ1 ¼ EðB1Þ=5;
gð1Þ2 ¼ EðB2Þ=5:Table 3 Effect of failure rate (a0Þ on Lq.
a0 p ¼ 0:3 p ¼ 0:5
h ¼ 3:5 h ¼ 3:6 h ¼ 3:7 h ¼ 3:5
0.1 27.41 25.39 23.67 37.10
0.3 28.61 26.43 24.59 39.20
0.5 29.91 27.54 25.57 41.52
0.7 31.31 28.75 26.62 44.12
0.9 32.83 30.05 27.75 47.02
Table 4 Effects of failure rate (a0Þ and number of optional service
a0 m ¼ 0 m ¼ 1
h ¼ 3:5 h ¼ 3:7 h ¼ 3:5
Av Ff Av Ff Av Ff
0.1 0.642 0.041 0.658 0.041 0.598 0.055
0.3 0.637 0.123 0.654 0.123 0.593 0.164
0.5 0.632 0.205 0.649 0.205 0.587 0.273
0.7 0.628 0.286 0.644 0.286 0.582 0.382
0.9 0.623 0.368 0.639 0.368 0.576 0.491
Table 5 Effects of failure rate (a0Þ and arrival rate ðkÞ on Av and F
a0 k ¼ 2:2 k ¼ 2:25
h ¼ 3:5 h ¼ 3:7 h ¼ 3:5
Av Ff Av Ff Av Ff
0.1 0.600 0.058 0.619 0.058 0.584 0.059
0.3 0.595 0.173 0.614 0.173 0.578 0.177
0.5 0.590 0.289 0.608 0.289 0.572 0.296
0.7 0.584 0.404 0.603 0.404 0.567 0.414
0.9 0.579 0.520 0.598 0.520 0.561 0.532Table 5: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a1 ¼ a2 ¼ 2a0; v ¼ 20;
p ¼ 0:5; k ¼ 2:25; gð1Þ0 ¼ EðB0Þ=5; gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼
EðB2Þ=5:
Table 4 demonstrates that Av decreases but Ff increases
with the growth of failure rate ða0Þ and the same pattern we
observe with the increase in the number of optional services
ðmÞ. From Table 5, it is evident that as more customers arrive
in the system, availability ðAvÞ decreases but failure frequency
ðFfÞ increases. On the contrary, for the ﬁxed arrival rate, Av
increases with the growth of the retrial rates ðhÞ of the cus-
tomers. The system can be made more efﬁcient by increasing
the system efﬁciency in terms of enhancement in the service
rate, which can reduce the failure frequency of the server.
8.2.1. Cost analysis
The total cost of the system depends on the cost incurred on
different activities. In order to explore the effect of different
parameters on the cost function and to determine the optimal
service rate, the cost function is constructed as
TC ¼ ChLq þ C0 EðTbÞ
EðTcÞ þ CS
1
EðTcÞ þ Ca
EðT0Þ
EðTcÞ
¼ ChLq þ C0ð1 I0Þ þ CSkEðXÞI0 þ CaI0p ¼ 0:7
h ¼ 3:6 h ¼ 3:7 h ¼ 3:5 h ¼ 3:6 h ¼ 3:7
33.62 30.80 55.93 48.65 43.16
35.36 32.27 60.56 52.17 45.95
37.27 33.88 65.96 56.20 49.10
39.38 35.65 72.35 60.85 52.66
41.72 37.58 80.04 66.28 56.75
ðmÞ on Av and Ff.
m ¼ 2
h ¼ 3:7 h ¼ 3:5 h ¼ 3:7
Av Ff Av Ff Av Ff
0.617 0.055 0.583 0.059 0.603 0.059
0.611 0.164 0.578 0.177 0.597 0.177
0.606 0.273 0.572 0.296 0.592 0.296
0.601 0.382 0.567 0.414 0.586 0.414
0.595 0.491 0.561 0.532 0.581 0.532
f.
k ¼ 2:3
h ¼ 3:7 h ¼ 3:5 h ¼ 3:7
Av Ff Av Ff Av Ff
0.603 0.059 0.566 0.060 0.586 0.060
0.597 0.177 0.560 0.181 0.581 0.181
0.592 0.296 0.554 0.302 0.575 0.302
0.586 0.414 0.549 0.423 0.569 0.423
0.581 0.532 0.543 0.544 0.564 0.544
426 C.J. Singh et al.where Ch is the holding cost per unit time; C0 is the cost per
unit time to keep the server on and in operations; CS is setup
cost per busy cycle and Ca is the startup cost per unit time for
the preparation work of the server before starting the service.
The default values of different costs elements are taken as
Ch ¼ $5, C0 ¼ $100, Ca ¼ $100, Cs ¼ $1000. The other default
parameters for the numerical results displayed in Tables 6–8
are set as follows:
Table 6: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a0 ¼ 0:1; a1 ¼ a2 ¼ 2a0;
r0 ¼ r1 ¼ r2 ¼ 1=3; v ¼ 20; l0 ¼ 5:5;m ¼ 2; gð1Þ0 ¼ EðB0Þ=5;
gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Table 7: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a1 ¼ a2 ¼ 2a0; r0 ¼ r1 ¼
r2 ¼ 1=3; v ¼ 20; k ¼ 2:2; l0 ¼ 5:5;m ¼ 2; gð1Þ0 ¼ EðB0Þ=5;
gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Table 8: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a1 ¼ a2 ¼ 2a0; r0 ¼ r1 ¼
r2 ¼ 1=3; v ¼ 20; m ¼ 2; k ¼ 2:25; gð1Þ0 ¼ EðB0Þ=5; gð1Þ1 ¼
EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5; a0 ¼ 0:1:
Table 6 depicts the variations of the total cost with k and
noted that the cost decreases ﬁrst and then starts increasing
with the growth of k for different retrial rate ðhÞ and p: The
convex nature of cost function with respect to arrival rateTable 6 Effect of arrival rate ðkÞ on TC. The bold values
indicate optimal values of total cost (TC).
k p ¼ 0:5 p ¼ 0:7
h ¼ 3:5 h ¼ 3:6 h ¼ 3:7 h ¼ 3:5 h ¼ 3:6 h ¼ 3:7
2.10 563.07 573.98 584.93 524.27 531.87 540.32
2.15 541.23 549.93 559.33 518.00 519.47 523.53
2.20 530.84 534.39 540.10 546.19 531.58 524.76
2.25 547.40 538.24 535.21 682.14 611.81 572.13
2.30 639.33 591.58 564.71 1524.97 990.99 780.66
Table 7 Effect of service rate ðl0Þ on TC. The bold values
indicate optimal values of total cost (TC).
l0 p ¼ 0:5 p ¼ 0:7
h ¼ 3:5 h ¼ 3:6 h ¼ 3:7 h ¼ 3:5 h ¼ 3:6 h ¼ 3:7
5.25 705.31 625.18 580.23 3367.06 1398.47 950.15
5.50 547.40 538.24 535.21 682.14 611.81 572.13
5.75 545.36 551.03 558.42 547.78 537.99 534.54
6.00 577.88 588.75 600.01 542.53 547.25 553.95
6.25 621.04 634.14 647.08 569.41 579.57 590.29
Table 8 Effect of failure rate (a0Þ on TC. The bold values
indicate optimal values of total cost (TC).
a0 p ¼ 0:5 p ¼ 0:7
h ¼ 3:5 h ¼ 3:6 h ¼ 3:7 h ¼ 3:5 h ¼ 3:6 h ¼ 3:7
0.1 530.84 534.39 540.10 546.19 531.58 524.76
0.3 529.36 531.26 535.77 557.34 537.33 526.99
0.5 529.02 528.98 532.10 572.39 545.62 530.99
0.7 530.02 527.69 529.19 592.39 557.03 537.11
0.9 532.59 527.54 527.15 618.85 572.36 545.82provides insight for the admission control policy. Further,
variation seems prevalent with the increasing value of p and
arrival rate which is due to the fact that with the growth in
these parameters, the number of customers and completion
period of the service become larger as such cost increases
rapidly. Further for ﬁxed values of k, total cost increases
(decreases) with the growth in retrial rate hðpÞ but after certain
value of k, this opposite trend is seen. Further it is also evident
that for ﬁxed values of p, minimum total cost increases with
the growth of h.
Table 7 shows the effect of service rate (l0Þ on total cost
(TC) with the variation in p and h. From table, we observe that
the total cost initially decreases with the growth in service rate
(l0Þ which shows the convexity of the cost function with
respect to l0. It is also noticed that the cost function decreases
with the increase in retrial rates ðhÞ for different values of p.
Such situations can be observed in many real life congestion
situations and may be helpful in the modeling of the real time
system. Further for ﬁxed values of l0, total cost decreases
(increases) with the increase in retrial rate hðpÞ but after certain
values of l0, this trend reveals a reverse pattern. Further from
the table, it is also observed that for ﬁxed values of p, mini-
mum total cost decreases with the increase values of h.
Table 8 shows the change in the cost for the varying the values
of failure rates ða0Þ of the server for different values of p and h.
The following default parameters are considered in order to
ﬁnd the optimal values of total cost as shown in Figs. 1–4.
Fig. 1: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a0 ¼ 0:1; a1 ¼ a2 ¼ 2a0;
r0 ¼ r1 ¼ r2 ¼ 1=3; v ¼ 20; l0 ¼ 5:5;m ¼ 2; p ¼ 0:5; gð1Þ0 ¼
EðB0Þ=5; gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Fig. 2: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a0 ¼ 0:1; a1 ¼ a2 ¼ 2a0;
r0 ¼ r1 ¼ r2 ¼ 1=3; v ¼ 20; k ¼ 2:15;m ¼ 2; p ¼ 0:5; gð1Þ0 ¼
EðB0Þ=5; gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Fig. 3: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a0 ¼ 0:1; a1 ¼ a2 ¼ 2a0;
r0 ¼ r1 ¼ r2 ¼ 1=3; v ¼ 20; l0 ¼ 5:5;m ¼ 2; h ¼ 3:5; gð1Þ0 ¼
EðB0Þ=5; gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:
Fig. 4: EðX Þ ¼ 1; l1 ¼ l2 ¼ 3l0; a0 ¼ 0:1; a1 ¼ a2 ¼ 2a0;
r0 ¼ r1 ¼ r2 ¼ 1=3; v ¼ 20; k ¼ 2:15;m ¼ 2; h ¼ 3:5; gð1Þ0 ¼
EðB0Þ=5; gð1Þ1 ¼ EðB1Þ=5; gð1Þ2 ¼ EðB2Þ=5:Figure 1 Effects of k and h on the total cost.
MX/G/1 unreliable retrial queue 427From Figs. 1 and 2, the optimal values for ðk; hÞ and
ðl0; hÞ are obtained as (2.1,3.1) and (5.5,3.5), respectively
with their optimal total costs $525.00 and $530.00 for ﬁxed
values of other parameters. Figs. 3 and 4 depict the optimalFigure 2 Effects of l0 and h on the total cost.
Figure 3 Effects of k and p on the total cost.
Figure 4 Effects of l0 and p on the total cost.values for ðk; pÞ ¼ ð2:1; 0:9Þ and ðl0; pÞ ¼ ð6:0; 0:9Þ; the
corresponding optimal total cost ðTCÞ is $506.00 and
$528.00, respectively.9. Conclusion
The retrial queueing system with unreliable server studied
under Bernoulli vacation policy has the provision for the
waiting of the customers in a virtual pool i.e. retrial orbit
in order to try again in case if the server is busy. The incor-
poration of the provision of m-optional services apart from
essential service makes the system closer to real life situa-
tions. Queueing characterization of such type of service facil-
ity may be helpful in reducing the congestion encountered at
shopping malls, hospitals, and many other places and may
also attract the customers for getting the service at one place
as per requirement. We have provided explicit expressions
for various performance measures which are validated by
taking numerical illustration. The investigation done will
provide insight to the concerned system designers and deci-
sion makers to develop more economic and better grade of
service (GoS) based on the quantitative assessment of vari-
ous performance characteristics of interest. This study can
be further extended for the optimal N-policy or admission
control based queueing system. The more realistic features
viz. balking behavior of the customers and/or delayed repair
of the server can also be incorporated for which work is in
progress.Acknowledgments
The authors are thankful to the reviewers for their valuable
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Appendix A.
Proof of Lemma 1. It is evident that fXn; n 2 Zþg is an
irreducible and periodic Markov chain. Following
Foster’s criterion on the mean drift (cf. Choudhury and Ke
[13]), we can establish that an irreducible aperiodic Markov
chain is positive recurrent if the conditions given by (40) are
satisﬁed.Appendix B.
Proof of Theorem 2. On integrating Eqs. (41)–(43) w.r.t. ‘x’
and using the resultZ 1
0
esxð1MðxÞÞdx ¼ 1MðsÞ
s
ðB:1Þ
we get Eqs. (47)–(49).
Similarly on integrating Eq. (44) w.r.t. ‘y’ and using (B.1),
we obtain Eq. (50). In the similar manner, from Eqs. (45) and
(46) and using equation (B.1), we get the results given in Eqs.
(51) and (52).
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Proof of Theorem 3. The probability generating function of
the queue size distribution at arbitrary epoch is obtained by
using Eqs. (47)–(52) in the relation
PðzÞ ¼ I0 þ AðzÞ þ
Xm
i¼0
PðiÞðzÞ þ VðzÞ þ
Xm
i¼0
RðiÞðzÞ; ðC:1Þ
Further, the result given in Eq. (54) is obtained by using
Eq. (53) in the relation
PðzÞ ¼ OðzÞB0ð/0ðzÞÞ r0 þ
Xm
i¼1
riBið/iðzÞÞ
( )
fq
þ pVðaðzÞÞg; ðC:2Þ
we obtain the result given in Eq. (54).Appendix D.
Proof of Theorem 4. Let fpj; j ¼ 0; 1; 2; . . .g be the probability
that there are j customers in the queue at a departure epoch.
Then the queue size distribution at the departure epoch is
determined usingpj ¼ k0 q r0
Z 1
0
l0ðxÞPð0Þjþ1ðxÞdxþ
Z 1
0
l1ðxÞPð1Þjþ1ðxÞdxþ    þ
Z 1
0
lmðxÞPðmÞjþ1ðxÞdx
 
þ
Z 1
0
mðyÞVjðyÞdy
 
ðD:1Þwhere k0 is the normalizing constant.
On multiplying Eq. (D.1) by z j, using pðzÞ ¼P1j¼0pjz j, and
after some algebraic manipulation, we getpðzÞ ¼ k0½1 q EðXÞð1MðkÞÞaðzÞ B0ð/0ðzÞÞ r0 þ
Pm
i¼1riBið/iðzÞÞ
 	fqþ pVðaðzÞÞg 
SðzÞ ðD:2ÞUsing the condition pð1Þ ¼ 1, we get
k0 ¼ 1kEðXÞ ðD:3Þ
Eqs. (D.2) and (D.3) provide the required result.References
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