Abstract. In recent years, with the rapid development of social network, deeply analyzing and mining the social network users is of great significance in the area of information propagation and advertising, and there have been increasing research efforts on it. In this paper, we analyze the CASINO algorithm deeply and propose a parallel CASINO algorithm based on MapReduce, and then test the performance of the algorithm under different conditions. The experimental result shows that compared to CASINO, the parallel CASINO algorithm has a better performance and a faster speed.
Introduction
The social network is a form of expression which indicates the relationship among people in the network [1] . And the influence of the social network users is based on this relationship, according to a certain rule that can make the abstractive influence digitized. So far the main methods which can calculate the influence of the social network users are as follows:(1)the PageRank [2] [3] algorithm and the HITS [4] (Hypertext-Induced Topic Search) algorithm which are based on links in network. Many researchers used the thought of the PageRank algorithm when measuring the influence of the social network users while the thought of the HITS algorithm is not used so much. (2) Algorithms based on user behavior such as the number of microblogs, comments or likes, can be used as indexes to compute the influence. This is intuitive and has certain rationale, but the establishment of the relationship between users in the social network is somewhat accidental and the strength of the relationship between different users is also diverse. So sometimes these algorithms can't reflect the real influence of users.
CASINO algorithm [5] calculates the Influence and Conformity under different topics from the perspective of sentiment analysis, and it also firstly introduces the Conformity into measuring the influence of the social network users. The result fits the reality very well and the index of Influence and Conformity calculated by CASINO algorithm shows a high degree of accuracy. Applying this algorithm on the most popular social networks such as Weibo and Facebook, we can analyze the similarity and the difference of the users, and their characteristics in various social networks can also be found.
With the development of social networks, the user data of the whole network is getting larger and larger. If we apply the serial CASINO algorithm on only one computer, it would be inefficient and cost too many resources. In this paper, based on these problems we choose the MapReduce framework on the Hadoop platform to implement the distributed computing which makes CASINO algorithm parallel, and analyze the modified algorithm from aspects of performance and extendibility. We also compare the modified algorithm with the serial CASINO algorithm.
Related Work

CASINO Algorithm.
The CASINO algorithm can be divided into two parts: Data preprocessing and computation of influence and conformity. In data preprocessing stage, we first divide the social network into several subnetworks based on topic. For every subnetwork, each social network user is regarded as a node, and the relationship between users is converted to a directed edge. In this way, each subnetwork is transformed into a graph. Then, from the perspective of emotion analysis, the emotional differences between different users are analyzed. When the emotional difference between the two users is small, it is said that their opinions are similar. When when the emotional difference between the two users is great, it is said that their opinions are different. So we can judge whether a user trusts or distrusts another one. Based on this, we can label every directed edge as positive or negative one. In computation of influence and conformity stage, this is the real beginning of the algorithm. According to the above results, we initialize influence and conformity of all the users to 1, and then compute it based on a certain rule. In the computation process, influence index and conformity index affect each other. The result will not be output until it converges.
The basic formulas of the algorithm are as follows: Influence Index:
(1)
U and v are nodes in the network, presents the edge labeled as positive, and presents the edge labeled as negative. From the basic formulas of the algorithm, we can see that the influence index of one user equals that the sum of influences of users who trust this user minus sum of influences of users who distrust this user .While the conformity index of one user equals that the sum of conformities of users who are trusted by this user minus sum of conformities of users who are distrusted by this user. After several rounds of iteration, the result will converge, so we can get the influence index and conformity index of every user.
The complete calculation procedure is as follows:
for each u<V do for each u<V do (V, ) is the subnetwork which contains all the positive edges, and (V, ) is subnetwork which contains all the negative edges. I represents a collection of the influence index of all users. C represents a collection of the conformity index of all users. From the basic formulas of the algorithm, we can see that the conformity index of one user depends on the conformities of users who are trusted or distrusted by this user. Similarly, the influence index of one user depends on the influences of users who trust or distrust this user.
Hadoop.
Hadoop is an open source project under the Apache foundation, which provides a convenient distributed computing framework for users. HDFS (distributed file system) and MapReduce engine are the most core part of Hadoop. The data is processed in a parallel way, so it has high efficiency; multiple copies of a file are copied and stored on a plurality of nodes, which can be recovered from other nodes when a node breaks down, so it is reliable. Hadoop is used to distribute data among the available computers in the cluster and to complete the calculation task, and the cluster can be easily extended to thousands of nodes and thus has high scalability. Because of these advantages, Hadoop is widely used by many companies, such as Amazon, Facebook and so on.
MapReduce.
MapReduce is a parallel software architecture first proposed by Google, and it can deal with the parallel computation with large-scale datasets [8, 9] . MapReduce includes two parts: Map and Reduce. Each task is also divided into two stages: map stage and reduce stage. In each stage, input and output are in the form of <key, value>. Map generates an intermediate result based on the input. The MapReduce framework will pass the same key value generated by Map-to-Reduce function. Reduce function can receive only one key and a set of value for processing at the same time, and thus produce the final result. MapReduce hides the implementation details of bottom layer, and offers programmers highly abstractive interface, which provides much convenience to the programmers. Hadoop-MapReduce is composed of Job Tracker (Master) and Task Trackers (Workers): Job Tracker is responsible for receiving the user's task, and divides the task into map tasks, then assigns it to Task Trackers, and reports to user when all tasks are completed. Each Task Tracker can handle map tasks as well as reduce tasks, and the scale can be set.
Hadoop-MapReduce execution process is as shown in Fig. 1 : Fig. 1 Overview of MapReduce
CASINO Algorithm Based on MapReduce
Algorithm design.
In each round of iteration of the CASINO algorithm, the calculation of the conformity index and influence index of each node are not affected by each other, so it is suitable for Map-Reduce framework, and various nodes can perform Map tasks or Reduce tasks in the calculation process of the algorithm. Every iteration of parallel CASINO algorithm based on MapReduce is a MapReduce process, so designing Map and Reduce functions is the core of improved algorithm.
The format of data for the Map is (x, Ω(x) , Φ(x) , outbound links, inbound links) .x, Φ(x) and Ω(x) represent node x, its influence index and conformity index. Outbound links represent a set of directed edges emitted by the node x, inbound links represent a set of directed edges pointing to node x, and edges may be labeled as positive as well as negative. Map accepts input in this format, firstly outputs (x, links) as the input of Reduce, and then judges the relationship between current node and any node y in the outbound links is positive or negative. It will output (y, b, Φ(x)) if it is positive, otherwise output (y, b, -Φ(x)). That means donating conformity index of the current node to all the nodes in the outbound links as their influence index, and inbound links are similar. The second field of the output is the symbol of conformity index and influence index, where a presents influence index and b presents conformity index, and then entering the Reduce process, all the data line with the same key value will be received and processed by a Reduce process. In this Reduce process, we can obtain the influence index of a node and the sum of the conformity index.
Map function pseudo code is as follows: Map(key, value){ //key is node x in the network //value is(Φ( After each round of iteration of MapReduce, the influence index and conformity index should be normalized. Then it will go to the next turn until influence index and conformity index of all nodes tend to be stable.
Algorithm analysis.
Map process of the parallel CASINO algorithm is to produce influence index that a certain node receives from others and the conformity index that other nodes give to a certain node. Reduce process is to accumulate all of the influence index and conformity index of a node to generate the final results. The time complexity of the single-machine serial CASINO algorithm is related to the number of nodes and the number of edges because the algorithm needs to calculate the influence index and conformity index of each node, and it also needs to find all edges that point to the node. While parallel CASINO algorithm can deal with several nodes at the same time, which depends on the number of map/reduce tasks that the cluster can be process simultaneously, and when the amount of data is huge, the algorithm can greatly reduce the time and improve the efficiency.
Experimental Results and Analysis
Experimental environment.
The operating environment of single-machine is shown in Table 1 . The CASINO algorithm is implemented by using Java. In the LAN environment, we use 4 sets of PC machines to build a multi-node cluster test environment, and choose one of them as the master node and the other three as slave nodes. The operating environment of every node is as follows: Table 2 The operating environment of the machine in the cluster 
Experimental data.
We use the dataset of hot topic of Micro-blog, choose the most discussed topic #Running Man# on Weibo and obtain the Micro-blogs and their comments. We collect a total of 316212 nodes: the relationship among them is "@" or "forward", which means if user A and user B both comment on a topic ,and A can @ B, and then we analyze their emotions; if A's emotion is close to B, the edge of A to B is positive, otherwise negative. In this way, we can set up a labeled social network and transform the dataset into data with 316212 rows.
Experimental results and analysis. 4.3.1 Running time of the parallel CASINO algorithm for different number of slave nodes
We run parallel CASINO algorithm based on #1, #2, and #3 slave nodes respectively, and measure the running time of an iteration of MapReduce using the micro-blog dataset. The results are as follows: Fig. 2 Running parallel CASINO algorithm based on slave nodes As shown in Fig. 2 , the more the slave nodes are, the less time will be spent. Because we use more slave nodes, more map task and reduce task can be processed at the same time. The overall CPU and storage and other resources are fully utilized, so better results can be obtained, which shows that the algorithm has good scalability and extensibility.
Contrast experiments between serial CASINO algorithm and parallel CASINO algorithm
We divide the dataset collected from micro-blog into the 100k-row dataset and 300k-row dataset. For micro-blog data with different sizes, we measure the running time of a round of iteration of serial algorithm to calculate influence index and conformity index and time of a Map-Reduce of the parallel algorithm respectively. The result is shown in Fig. 3 : Fig. 3 Contrast experiments When the scale of the data is small, for some reason like interaction between cluster nodes, the parallel algorithm takes more time than the serial algorithm. When the scale is large, the parallel algorithm has more advantages in handling large amounts of data, namely when the scale of data reaches to 300,000 rows, the efficiency of parallel CASINO algorithm is higher than serial CASINO algorithm. It can be easily predicted that the larger the scale of the data is and the more obvious advantages of parallel algorithms will have.
Conclusion
In the field of social networks, the CASINO algorithm is representative based on users' emotion among various algorithms that measure the influence of the social network users. In this paper, we proposed a parallel CASINO algorithm based on MapReduce and analyzed its performance under different scales of cluster, which proved that the algorithm has good expansibility. We also compared the parallel CASINO algorithm with the serial CASINO algorithm and proved that the parallel algorithm has an obvious advantage in dealing with large scale of data. So parallelizing the CASINO algorithm to adapt to the growing scale and increasing amount of computing of social network is of great significance.
