Abstract. This paper reviews generalized Pareto copulas (GPC), which turn out to be a key to multivariate extreme value theory. Any GPC can be represented in an easy analytic way using a particular type of norm on R d , called
Introduction and Preliminaries
Let X = (X 1 , . . . , X d ) be a random vector (rv), whose distribution function (df) is in the domain of attraction of a multivariate non degenerate df G, denoted by F ∈ D(G), i.e., there exist vectors a n > 0 ∈ R d , b n ∈ R d , n ∈ N, such that
The limit df G is necessarily max-stable, i.e., there exist vectors a n > 0 ∈ R d ,
A characterization of multivariate max-stable df was established by de Haan and and Vatan (1985) ; for an introduction to multivariate extreme value theory see, e.g., Falk et al. (2011, Chapter 4 ).
The univariate margins G i , 1 ≤ i ≤ d, of a multivariate max-stable df G belong necessarily to the family of univariate max-stable df, which is a parametric family
for α > 0,
for α < 0, and (2) G 0 (x) := exp(−e −x ), x ∈ R, being the family of reverse Weibull, Fréchet and Gumbel distributions. Note that G 1 (x) = exp(x), x ≤ 0, is the standard negative exponential df. We refer, e.g., to Galambos (1987, Section 2. 3) or Resnick (1987, Chapter 1) . By Sklar's theorem (Sklar (1959 (Sklar ( , 1996 ), there exists a rv U = (U 1 , . . . , U d ) with the property that each component U i follows the uniform distribution on (0, 1), such that
where F i is the df of X i and F −1 i (u) = inf {t ∈ R : F i (t) ≥ u}, u ∈ (0, 1), is the common generalized inverse or quantile function of F i , 1 ≤ i ≤ d. By = D we denote equality in distribution.
The rv U , therefore, follows a copula, say C F . If F is continuous, then the copula C F is uniquely determined and given by C F (u) = F F −1 1 (u 1 ), . . . , F −1
Deheuvels (1984) and Galambos (1987) showed that F ∈ D(G) iff this is true for each univariate margin F i and for the copula C F . Precisely, they established the following result.
Theorem 1.1 (Deheuvels (1984) , Galambos (1987) ). The df F satisfies F ∈ D(G)
iff this is true for the univariate margins of F together with the convergence of the copulas:
, u = (u 1 , . . . , u d ) ∈ (0, 1) d , where G i denotes the i-th margin of G, 1 ≤ i ≤ d.
Let U (1) , U (2) , . . . be independent copies of the rv U , which follows the copula C F . Then the copula C Mn of
is C n F u 1/n , where the maximum is also taken componentwise. The df of M n is C n F and, thus, we have
Therefore, condition (3) actually means pointwise convergence of the copulas
where
, u ∈ (0, 1) d , is the copula of G. This is an extreme value copula. Note that each margin G i of G is continuous, which is equivalent with the continuity of G (see, e.g., Reiss (1989, Lemma 2.2.6) ).
Elementary arguments imply that condition (3) is equivalent with the condition (4) C n F 1 + y n → n→∞ G * (y) := C G (exp(y)),
where 1 = (1, . . . , 1) ∈ R d and G * (y), y ≤ 0 ∈ R d , defines a max-stable df with standard negative exponential margins G * i (y) = exp(y), y ≤ 0, 1 ≤ i ≤ d. Such a max-stable df will be called a standard one, abbreviated by SMS (standard maxstable).
While the condition on the univariate margins F i in Theorem 1.1 addresses univariate extreme value theory, condition (3) on the copula C F means by the equivalent condition (4) that the copula C F is in the domain of attraction of a multivariate SMS df:
Let C be an arbitrary copula on R d . Then condition (1) becomes
where the norming constants a n , b n are determined by the univariate margins C i of C, i.e., the uniform distribution on (0, 1): With a n = 1/n, b n = 1 we obtain for large n C i (a n x + b n ) n = 1 + x n n → n→∞ exp(x), x ≤ 0.
We therefore obtain the conclusion: If a copula C satisfies C ∈ D(G), then the limiting df G has necessarily standard negative exponential margins:
i.e., the limiting df G is necessarily a SMS df.
As a consequence we obtain that multivariate extreme value theory actually means extreme value theory for copulas.
This paper is organized as follows. In the next section we introduce D-norms, which turn out to be a common thread in multivariate extreme value theory. Using the concept of D-norms, we introduce in Section 3 generalized Pareto copulas (GPC). The characteristic property of a GPC is its excursion or exceedance stability, established in Theorem 4.1. The family of GPC together with the well-known set of univariate generalized Pareto distributions (GPD) enables the definition of multivariate GPD in Section 5. As the set of univariate GPD equals the set of univariate non degenerate exceedance stable distributions, its extension to higher dimensions via a GPC and GPD margins is an obvious idea. δ-neighborhoods of a GPC are introduced in Section 6. The normal copula is a prominent example.
Among others we show how to simulate data, which follow a copula from such a δ-neighborhood. In Section 7 we show how our findings on GPC can be used to estimate exceedance probabilities above high thresholds, including confidence intervals. A case study in Section 8 on joint exceedance probabilities for air pollutants such as ozone, nitrogen dioxide, nitrogen oxide, sulphur dioxide and particulate matter, completes the paper.
Introducing D-Norms
A crucial characterization of SMS df due to Balkema and Resnick (1977) , de Haan and Resnick (1977) , Pickands (1981) and Vatan (1985) can be formulated as follows;
see Falk et al. (2011, Section 4.4) .
Theorem 2.1 (Balkema and Resnick (1977) , de Haan and Resnick (1977) , Pickands (1981) , Vatan (1985) ). A df G on R d is an SMS df iff there exists a norm · on
Elementary arguments imply the following consequence. Those norms, which can appear in the preceding result, can be characterized.
Any norm · in equation (5) or (6) is necessarily of the following kind: There exists a rv Z = (Z 1 , . . . , Z d ), whose components satisfy
Such a norm · D is called D-norm, with generator Z. The additional index D means dependence. D-norms were first mentioned in Falk et al. (2004, equation (4.25) ) and more elaborated in Falk et al. (2011, Section 4.4) . Examples are:
• x ∞ = max 1≤i≤d |x i |, with generator Z = (1, . . . , 1) ∈ R d , • Let the rv X = (X 1 , . . . , X d ) follow a multivariate normal distribution with mean vector zero, i.e., E(X i ) = 0, 1 ≤ i ≤ d, and covariance matrix Σ = (σ ij ) 1≤i,j≤d = (E(X i X j )) 1≤i,j≤d . Then exp(X i ) follows a log-normal i.e., each C i is the uniform df on (0, 1). But C does in general not define a df, see, e.g., Falk et al. (2011, Proposition 5.1.3) . We require, therefore, the expansion C(u) = 1 − 1 − u D only for u close to 1 ∈ R d , i.e., for u ∈ [u 0 , 1] ⊂ R d with some 0 < u 0 < 1 ∈ R d .
A copula C with this property will be called a generalized Pareto copula (GPC).
These copulas were introduced in Aulbach et al. (2012) ; tests, whether data are generated by a copula in a δ-neighborhood of a GPC were derived in Aulbach et al. (2018) , see Section 6 for the precise definition of this neighborhood. The multivariate generalized Pareto distributions defined in Section 5 show that GPC actually exist for any D-norm · D . The corresponding construction of a generalized
Pareto distributed rv also provides a way to simulate data from an arbitrary GPC.
As a consequence, an arbitrary copula C satisfies the following equivalences
⇐⇒ C is in its upper tail close to that of a GPC.
In this case we have
Example 3.1. Take an arbitrary Archimedean copula on R It follows from Charpentier and Segers (2009, Theorem 4 .1) that C is in its upper tail close to the GPC with corresponding logistic D-norm · p .
Suppose that the generator function ϕ : (0, 1] → [0, ∞) satisfies with some s 0 ∈ (0, 1)
with p ∈ [1, ∞). Then C ϕ is a GPC, precisely,
This is readily seen as follows. Condition (8) 
Characterization of a GPC
Next we derive the characteristic property of a GPC. Suppose the rv U follows a GPC C. Then its survival function equals
is the dual D-norm function pertaining to · D with generator Z = (Z 1 , . . . , Z d ), see the proof of Theorem 4.1. Using the equations (10) below it is straightforward to prove that · D does not depend on the particular choice of the generator Z of · D . We have, for example,
Note that the mapping · D → · D is not one-to-one, i.e., two different D-norms can have identical dual D-norm functions.
The function · D is obviously homogeneous:
As a consequence, a GPC is excursion stable:
for u close to 0 ∈ R d , provided u D > 0.
Note that each marginal distribution of a GPC C is a lower dimensional GPC as well: If the rv U = (U 1 , . . . , U d ) follows the GPC C on R d , then the rv U T := (U i1 , . . . , U im ) follows a GPC on R m , for each nonempty subset T = {i 1 , . . . , i m } ⊂ {1, . . . , d}. We have
(1 − The characteristic property of a GPC is its excursion stability, as formulated in the next result.
Theorem 4.1. Let the rv U = (U 1 , . . . , U d ) follow a copula C. Then C is a GPC iff for each nonempty subset T = {i 1 , . . . , i m } of {1, . . . , d} the rv U T = (U i1 , . . . , U im ) is exceedance stable, i.e.,
for u close to 0 ∈ R m .
Proof. The implication "⇐" in the preceding result is just a reformulation of Falk and Guillou (2008, Proposition 6 ). The conclusion "⇒" can be seen as follows. We can assume without loss of generality that T = {1, . . . , d}.
Using induction, it is easy to see that arbitrary numbers a 1 , . . . , a d ∈ R satisfy the equations
By choosing a 1 = · · · = a d = 1, the preceding equations imply in particular
Replacing v by tu yields the assertion.
But P (U T ≥ 1 − u) can be equal to zero for all u close to 1 ∈ R m . This is for example the case, when the underlying D-norm · D is · 1 . Then · D = 0, and,
While the characteristic property of a GPC is its excursion stability, the characteristic property of an extreme value copula
d , which corresponds to a max-stable df G, is its max-stability, defined below. By transforming the univariate margins to the standard negative distribution, we can assume without loss of generality that G is an SMS df. In this case
, and, thus, we obtain the representation of the copula of an arbitrary max-stable df
with some D-norm · D . For a discussion of parametric families of extreme value copulas and their statistical analysis we refer to Genest and Nešlehová (2012) . Equation (12) obviously implies the max-stability of an extreme value copula
If, on the other hand, an arbitrary copula C satisfies equation (13), then it is clearly the copula C G of a SMS df G. As a consequence, we have two stabilities of copulas:
max-stability and exceedance stability.
Let C be an arbitrary copula on R d . The considerations in this section show that the copula C C n of C n converges point-wise to a max-stable copula if, and only if, C is in its upper tail close to that of an excursion stable copula, i.e., to that of a GPC.
The message of the considerations in this section is: If one wants to model the copula of multivariate exceedances above high thresholds, then a GPC is a first option.
Multivariate Generalized Pareto Distributions
Let {G α : α ∈ R} be the set of univariate max-stable df as defined by the equations above and in (2). The family of univariate generalized Pareto distributions (GPD) is the family of univariate excursion stable distributions:
Suppose the rv V follows the df H α . Then
For a threshold s and an x > s, the univariate GPD takes the form of the following scale and shape family of distributions
where ξ = 1/α and σ > 0 (e.g. Falk et al., 2011, page 35) .
The definition of a multivariate GPD is, however, not unique in the literature.
There are different approaches (Rootzén and Tajvidi (2006) , ), each one trying to catch the excursion stability of a multivariate rv. The following suggestion might conclude this debate. Clearly, the excursion stability of a rv X should be satisfied by its margins and its copula. This is reflected in the following definition.
Definition 5.1. A rv X = (X 1 , . . . , X d ) follows a multivariate GPD, if each component X i follows a univariate GPD (at least in its upper tail), and if the copula C corresponding to X is a GPC, i.e., there exists a D-norm
As a consequence, each such rv X, which follows a multivariate GPD, is exceedance stable and vice versa.
Example 5.2. The following construction extends the bivariate approach proposed by Buishand et al. (2008) to arbitrary dimension. It provides a rv, which follows an arbitrary multivariate GPD as in Definition 5.1. Let Z = (Z 1 , . . . , Z d ) be the generator of a D-norm · D , with the additional property that each Z i ≤ c, for some c ≥ 1. Note that such a generator exists for an arbitrary D-norm according to the normed generators theorem for D-norms (Falk (2019) ). Let the rv U be uniformly on (0, 1) distributed and independent of Z. Put
Then, for each i ∈ {1, . . . , d},
i.e., V i follows in its upper tail a univariate standard Pareto distribution, and, by elementary computation, we have
The preceding equation implies that the copula of V is a GPC with corresponding
The rv V can be seen as a prototype of a rv, which follows a multivariate GPD. This GPD is commonly called simple. (15) and numbers α 1 , . . . , α d ∈ R. Then
follows a general multivariate GPD with margins H α1 , . . . , H α d in its univariate upper tails.
With the particular choice α 1 = · · · = α d = 1 we obtain a standard multivariate
Its df is
With the particular choice α 1 = · · · = α d = 0 we obtain a multivariate GPD with Gumbel margins in the upper tails
where − log(U ) follows the standard exponential distribution on (0, ∞).
Up to a possible location and scale shift, each rv X = (X 1 , . 
δ-Neighborhoods of GPC
A major problem with the construction in (15) is the additional boundedness condition on the generator Z. This is, for example, not given in case of the logistic D-norm · p with p ∈ (1, ∞) or the Hüsler-Reiss D-norm. From the normed generators theorem in Falk (2019) we know that bounded generators exist, but, to the best of our knowledge, they are unknown in both cases.
In this section we drop this boundedness condition and show that the construction (15) provides a copula, which is in a particular neighborhood of a GPC, called δ-neighborhood. We are going to define this neighborhood next.
Then C t is a univariate df on (−∞, 0], and the copula C is obviously determined by the family
of univariate spectral df C t . The family P(C) is the spectral decomposition of C; cf Falk et al. (2011, Section 5.4) . A copula C is, consequently, in D(G) iff its spectral decomposition satisfies
as s ↑ 0. The copula C is by definition in the δ-neighborhood of the GPC C D with D-norm · D if their upper tails are close to one another, precisely, if
as s ↑ 0, uniformly for t ∈ R. In this case we know from Falk et al. (2011, Theorem 5.5.5 ) that
Under additional differentiability conditions on C t (s) with respect to s, also the reverse implication (18) =⇒ (17) holds; cf. Falk et al. (2011, Theorem 5.5.5) .
Therefore, the δ-neighborhood of a GPC, roughly, collects those copula with a polynomial rate of convergence for maxima.
Condition (17) can also be formulated in the following way:
With t = 1, this is the fragility index, introduced by Geluk et al. (2007) to measure the stability of the stochastic system U 1 , . . . , U d . The system is called stable if FI (1, u) is close to one, otherwise it is called fragile. The asymptotic distribution −tui) , given N u > 0, was investigated in Falk and Tichy (2011, 2012) .
If U follows a GPC with corresponding D-norm · D , we obtain for u close enough to zero
Writing
implies that there is a least favorable direction r 0 ∈ R with
A vector u with u = sr 0 , s > 0, maximizes the fragility index. For arbitrary d ≥ 2
and · D = · p , p ∈ (1, ∞), one obtains for example r 0 with constant entry 1/d and
If U follows a copula, which is in a δ-neighborhood of a GPC with D-norm · D , then we obtain the representation
If we replace U for example by
, is the standard Pareto df, then we obtain for the fragility index
Let Z = (Z 1 , . . . , Z d ) be a generator of the D-norm · D and let U be a rv, which is independent of Z and which follows the uniform distribution on (0, 1). If Z is bounded, then the copula of Z/U is a GPC C D as established in Section 5.
If we drop the boundedness of Z and require that E(Z 2 i ) < ∞, then, roughly, the copula of Z/U is in a δ-neighborhood of C D with δ = 1. This is the content of our next result.
is in the δ-neighborhood of the GPC C D with δ = 1.
where by Tschebyscheff's inequality
and, using also Hölder's inequality
As a consequence we obtain
and, thus,
Therefore, the df F i of Z i /U is in the δ-neighborhood of the standard Pareto distribution with δ = 1.
From Falk et al. (2011, Proposition 2.2 .1) we obtain as a consequence
for q ∈ (0, 1) as q → 0.
We have for s < 0 close enough to zero
We have
and, thus, applying Tschebyscheff's inequality and Hölder's inequality again,
as s ↑ 0, uniformly for t ∈ R. Note that there exist constants K 1 , K 2 > 0 such that
This completes the proof of Theorem 6.2.
An obvious example is the generator of a Hüsler-Reiss D-norm
Another example is the generator of the logistic norm · p , p ∈ (2, ∞),
Both generators are unbounded, but they have square integrable components with continuous df. It is known that bounded generators actually exist in both cases, but to the best of our knowledge, they are unknown. Aulbach et al. (2018) propose and extensively discuss a χ 2 -goodness-of-fit test for testing, whether the underlying copula of iid rv in arbitrary dimension is in the δ-neighborhood of a GPC with an arbitrary δ > 0. This test might also used to test for a GPC.
Estimation of Exceedance Probability
In this section we apply the preceding results to derive estimates of the probability that a rv U = (U 1 , . . . , U d ), which follows a copula, realizes in an interval
, where x 0 is close to 1 ∈ R d and, thus, there are typically no observations available to estimate this probability by its empirical counterpart. This is a typical applied problem in extreme value analysis.
Suppose that the copula of U , say C, is in the domain of attraction of a maxstable df. In this case, its upper tail is by Corollary 2.2 close to that of a GPC.
We assume that the copula C is a GPC (or very close to one in its upper tail).
Being a GPC is by Theorem 4.1 characterized by the equation
We want to estimate
for some x 0 close to one, based on independent copies U (1) , . . . , U (n) of U . Even more, we want to derive confidence interval pertaining to our estimators of q.
Choose u 0 close to zero, such that equation (19) is satisfied for each t ∈ [0, 1], and (21) x 0 = 1 − t 0 u 0 with some t 0 ∈ (0, 1). Then the unknown probability q satisfies the equation
The threshold 1 − u 0 should be much smaller than the initial threshold x 0 = 1 − t 0 u 0 , in which case the the unknown probability p can be estimated from the data byp
Note that np n is binomial distributed B(n, p); a confidence interval for p can be obtained by Clopper-Pearson, for example. A popular approach is due to Agresti and Coull (1998) ; see also Brown et al. (2001) .
A confidence interval for p, say I = (a, b), can by equation (22) be turned into a confidence interval I * for q (with the same confidence level) by putting 
This means that those observations in the data max 1≤j≤d 1 − U (i) j /u 0j , 1 ≤ i ≤ n, which are not greater than one, actually follow the uniform distribution on (0, 1). We denote these by M 1 , . . . , M m , where their number m is a random variable: Falk et al. (2011, Section 5.8) .
Then, clearly,
But as u(t) needs to be in [0, 1] d , we obtain the restriction
i.e.,
Choosing u 0 as large as possible now becomes choosing t ≥ t low as small as possible.
We obtain for each t ∈ [t low , 1] observations M 1 (t), . . . , M m(t) (t) in the data 
Precisely, we plot the minimum of p 1 (t) and p 2 (t), obtained from the KolmogorovSmirnov test and the Cramer-Von Mises test.
A candidate for t 0 is the lowest possible value that leads to a minimum p-value of at least 50%. This is done in Figure 1 . 7.2. Confidence interval. Now that we have chosen u 0 , we can estimate p = P (U ≥ u 0 ) as described before bŷ
Under our model assumptions, the random variable np n is binomial distributed B(n, p) and a confidence interval for p can be obtained by Clopper-Pearson or the Agresti and Coull (1998) approach. t 0 from before. Both plots are derived from scenario 6 in the following case study.
A Case Study
Air pollution is an important social issue. It is well-recognized that high emissions of air pollutants have a negative impact on the environment, climate and living being, e.g. Rossi et al. (1999) (Heffernan and Tawn (2004) ). Since the thresholds in Table 1 are designed for different averaging periods, for comparison purposes we focus on the daily maximum (of hourly averages) for all the pollutants except for PM 10 where we are forced to consider the daily average. Figure 3 displays in the top and bottom parts the pairwise scatter plot for the summer and winter datasets, respectively, together with histograms of the individual pollutants levels.
SO 2 has been removed from the summer dataset and O 3 winter dataset, because they seem independent from the other pollutants. In each dataset the pollutants seem to be highly dependent and this is especially true for NO 2 , NO and PM 10 .NO 0 500 1000 1500 winter.data [, win.ind[j]] winter.data [, win.ind[j] ] winter.data [, win.ind[j] ]
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0 50 150 250 Figure 3 . Histograms and pairwise plots of pollutants levels in µg/m 3 . Upper and lower panels concern the summer and winter data, respectively. Table 2 reports 7 possible combinations of the thresholds listed in Table 1 . The first 3 scenarios concern the summer season (with n = 1655 observations) and the last four (with n = 1713 observations) the winter season. For each scenario the Joint Empirical Exceedance Probability (JEEP) and for each individual pollutant of certain scenario the Marginal Empirical Exceedance Probability (MEEP) are We use our approach to estimate the probabilities of joint exceedances that are concerning extreme thresholds. For this purpose, in the first place we estimate for each pollutant the probability, say p 0 , of being below an extreme threshold, say y.
We do this using the piecing together approach (Falk et al., 2011, Chapter 2.7) . In short, we find a high-threshold, say s, with which we can use the survival function of the univariate GPD to approximate the exceeding probability of y, given that the latter is greater than s. We multiply an estimate of such a probability for the probability of exceeding s (which we estimate by the empirical survival function)
obtaining an estimate for the unconditional probability of exceeding y (which allows to an estimate of the unconditional probability of being below than y). We select the threshold s through the commonly used exploratory graphical methods that are described in Coles (2001, Chapters 4.3.1, 4.3.4) . The GPD parameters are estimated using the maximum likelihood method (Coles (2001, Chapter 4.3.2) ).
Estimates of the variances for the GPD parameters estimates are are obtained using the asymptotic variance, see Smith (1984) . An estimate of the variance for the estimate of the probability p 0 is obtained using the delta method (Van der Vaart (2000, Chapter 3)). Note that each p 0 acts as a component of x 0 in (20). Table 3 shows the estimation results. Specifically, the column named Threshold reports the extreme thresholds of the scenarios in Table 2 with small percentages of exceedances. s indicates the threshold used for estimating the univariate GPD parameters. NE is the number of exccedances of s and EEP is the relative empirical exceedance probability (in percentage format). The valuesσ andξ are the estimates of the scale and shape parameters of the univariate GPD, see equation (14) . The valuep 0 is an estimate of the unconditional probability (in percentage) to be below the extreme threshold reported in the third column (from the left). The standard errors are reported in parentheses. The variance of EEP is obtained using the fact that NE follows a Binomial distribution with unknown exceedance probability (estimated by EEP) and sample size n (see Table 2 ). Table 3 . Estimate of the GPD parameters and the unconditional probability to be below the individual extreme thresholds.
Once the extreme thresholds were transformed to values in (0,1), we apply the estimation method introduced in Section 7 for estimating the probabilities of their exceedances on the copula level, using the empirical copula of the original data.
Estimation of joint exceedance probabilities on the copula level can be based on the transformation of the margins if their df are known. It was, however, shown in Bücher (2012) that it is more efficient if the additional knowledge of the margins is Table 4 . Probability estimates of joint exceedances of extreme thresholds. Results are given in percentage format. ignored and estimators are based on ranks, i.e., if the empirical copula of the initial data is used. Table 4 reports, in the column labeled byq n , the estimates of exceedances probabilities (in percentage) for the scenarios listed in Table 2 . The lower and upper bounds of their 95% confidence interval are reported in the columns LB-CI and UB-CI, respectively. Due to the reasonably large underlying sample size, Clopper-Pearson is used for the confidence bounds. The factors t 0 are given in percentage format as well. Furthermore, estimates for some combinations of three and two extreme thresholds are also reported. The lines highlighted in grey concern the higher estimated probabilities. Scenarios 1 and 4 are not considered because the thresholds for O 3 (in summer) and NO 2 and NO (in winter) are not extreme. However, upper bounds for those probabilities are given by the results listed in the second and twentieth line. Note that in scenario 3 we found a critical value u 0 in (21) such thatp n = 0. By defining the new critical valuẽ x 0 · 100% = (99.947, 99.947, 99.947, 99.947) , which uses the only the smallestp 0 , we were able to check condition (19). Indeed, we found that it holds. Thus, although the exceedance probability estimate isq n = 0 we computed the upper bound of its 95% confidence interval. Some interpretations are as follows. In summer, we expect that the Information and Limit thresholds for O 3 and PM 10 , respectively, are simultaneously exceeded on average approximately between two and four times every three years (with the latter that also means once per year). In winter, we expect that the Limit, double the Alert and the Alert thresholds for NO 2 , NO and PM 10 , respectively, are simultaneously exceeded on average approximately between once every two years and once per year. Finally, we expect that double the Alert and the Alert thresholds for NO 2 and NO, respectively, are simultaneously exceeded on average approximately between once and twice per year. Although joint thresholds exceedances do not happen often, they should not happen at all since the involved thresholds mean indeed very extreme pollution concentrations.
