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Nutzung vorhandener Infrastruktur im spurgeführten Schienenverkehr 
von großer Bedeutung. Voraussetzung für eine flächendeckende Einfüh-
rung bordautonomer, satellitengestützter Lokalisierungsverfahren sind 
geometrische Karten des Trassennetzes. Häufig existieren diese Karten 
jedoch nicht.
Herkömmliche manuelle Verfahren zur Kartierung von Verkehrswegen 
sind mit hohen Kosten verbunden und beeinträchtigen den laufenden 
Betrieb. Abhilfe schafft die Verwendung fahrzeuginterner Sensoren. 
Deren automatisierte Verarbeitung erfordert simultan zur Kartierung 
der Umgebung die Lokalisierung des Fahrzeugs. Resultierende Abhän-
gigkeiten zwischen der Fahrzeugbewegung und der Karte werden auf 
diese Weise berücksichtigt.
In dieser Arbeit wird das Problem der simultanen Lokalisierung und Kar-
tierung für spurgeführte Systeme im Zustandsraum modelliert und mit 
einem rekursiven Verfahren gelöst. Die Modellbildung basiert auf der 
konsequenten Verwertung der wesentlichen Eigenschaft spurgeführter 
Fahrzeuge, immer exakt dem Netz aus Trassen zu folgen: Kubische Spli-
nekurven beschreiben die Geometrie dieser Trassen in einem Kurvenat-
las und die Fahrzeugbewegung wird in eindimensionalen Kurvenko-
ordinaten modelliert. Die Bestimmung des Systemzustands erfolgt mit 
einem konsistenten Schätzverfahren, basierend auf dem Erweiterten 
Kalman-Filter. Zusätzlich entscheidet ein sequentieller Hypothesentest 
in Situationen, in denen mehrere konkurrierende Zustandshypothesen 
bestehen. Die Leistungsfähigkeit des Verfahrens wird an Experimenten 
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Kurzfassung
Die zuverlässige Bestimmung der Fahrzeugposition ist zur effizienten Nutzung vorhandener Infrastruk-
tur im spurgeführten Schienenverkehr von großer Bedeutung. Voraussetzung für eine flächendeckende
Einführung bordautonomer, satellitengestützter Lokalisierungsverfahren sind geometrische Karten des
Trassennetzes. Häufig existieren diese Karten jedoch nicht.
Herkömmliche manuelle Verfahren zur Kartierung von Verkehrswegen sind mit hohen Kosten ver-
bunden und beeinträchtigen den laufenden Betrieb. Abhilfe schafft die Verwendung fahrzeuginterner
Sensoren. Deren automatisierte Verarbeitung erfordert simultan zur Kartierung der Umgebung die Lo-
kalisierung des Fahrzeugs. Resultierende Abhängigkeiten zwischen der Fahrzeugbewegung und der
Karte werden auf diese Weise berücksichtigt.
In dieser Arbeit wird das Problem der simultanen Lokalisierung und Kartierung für spurgeführte Syste-
me im Zustandsraum modelliert und mit einem rekursiven Verfahren gelöst. Die Modellbildung basiert
auf der konsequenten Verwertung der wesentlichen Eigenschaft spurgeführter Fahrzeuge, immer exakt
dem Netz aus Trassen zu folgen: Kubische Splinekurven beschreiben die Geometrie dieser Trassen in
einem Kurvenatlas und die Fahrzeugbewegung wird in eindimensionalen Kurvenkoordinaten model-
liert. Die Bestimmung des Systemzustands erfolgt mit einem konsistenten Schätzverfahren, basierend
auf dem Erweiterten Kalman-Filter. Zusätzlich entscheidet ein sequentieller Hypothesentest in Situa-
tionen, in denen mehrere konkurrierende Zustandshypothesen bestehen. Die Leistungsfähigkeit des
Verfahrens wird an Experimenten im Karlsruher Straßenbahnnetz und auf einer Eisenbahnstrecke im
Schwarzwald demonstriert.
Schlagworte: Simultane Lokalisierung und Kartierung – Splinekurve – Spurgeführtes System
Abstract
The reliable determination of the vehicle position is vitally important for an efficient use of existing
infrastructure in track guided rail traffic. A precondition for an area wide implementation of vehicle
autonomous, satellite based localization systems are geometric maps of the track network. Often these
maps are nonexistent.
Conventional manual mapping methods of traffic infrastructure cause high costs and affect the going
operation negatively. To avoid this, onboard sensors are used. While there data is processed, mapping
and localization have to be performed simultaneously. By this means the resulting dependency between
vehicle motion and map are considered.
Throughout this work the problem of simultaneous localization and mapping for track guided systems is
modeled in state space and solved recursively. The modeling makes use of the essential characteristic of
guided vehicles, that follow the track network at all times exactly: Cubic spline curves describe the track
geometry within a curve atlas and the vehicle motion is modeled in one dimensional curve coordinates.
The determination of the state is carried out by a consistent estimator, based on the extended Kalman
filter. Additionally a sequential hypothesis test resolves situations with several competing hypothesis.
The performance is verified by experiments in the track network of Karlsruhe and a railway section in
black forest region.
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1 Einleitung
Die Lokalisierung eines Fahrzeugs beschreibt die Bestimmung der Fahrzeugkoor-
dinaten relativ zu einem raumfesten Koordinatensystem. Dabei werden eine Karte
der Umgebung und Beobachtungen eines Sensorsystems verwendet [Thrun u. a.
2005]. Die ermittelten Koordinaten können zu jedem Zeitpunkt relativ zu der ver-
wendeten Karte angegeben werden. Die abgeleiteten Informationen nehmen in vie-
len Anwendungen eine zentrale Rolle ein. Sie werden benutzt, um das Systemver-
halten zu optimieren, sicher zu machen oder dem Anwender den Systemzustand
zu visualisieren.
Im Rahmen dieser Arbeit wird die Lokalisierung von Schienenfahrzeugen be-
handelt. Deren Bewegungen folgen einer vorgegebenen mechanischen Spurfüh-
rung, der Fahrzeugtrasse. Der Verbund aus Fahrzeug und Spurführung wird als
spurgeführtes System bezeichnet [Pachl 1999]. Die überwiegende Mehrheit heu-
te im Schienenverkehr eingesetzter Lokalisierungsverfahren beruht auf verteilten
Messsystemen. Diese sind entlang des Netzes aus Trassen angebracht und liefern
ereignisdiskrete Positionsinformationen. Abhängig von der individuellen Katego-
rie einer Trasse ist die momentan erreichte Genauigkeit der Lokalisierung sehr
unterschiedlich: Während die Fahrzeugposition entlang einer modernen Hoch-
geschwindigkeitstrasse bis auf wenige Meter bekannt ist, beträgt der Abstand be-
nachbarter Messstellen auf Nebenstrecken häufig mehrere Kilometer. Steigende
Anforderungen an die Genauigkeit der Positionsbestimmung, um beispielswei-
se die Auslastung der vorhandenen Infrastruktur zu steigern, führen so direkt
zu einer wachsenden Anzahl solcher Messstellen. Dementsprechend nehmen die
Installations- und Wartungskosten zu.
Der Schlüssel zur flächendeckenden Bereitstellung einer präzisen und zuverläs-
sigen Lokalisierung auf allen Fahrzeugtrassen liegt daher in der Vermeidung zu-
sätzlicher ortsfester Messstellen zugunsten fahrzeuginterner Messsysteme. Durch
einen erfolgreichen Einsatz dieser Systeme wäre es prinzipiell möglich, eine kon-
tinuierliche Verfolgung jedes Schienenfahrzeugs innerhalb des gesamten Trassen-
netzes zu garantieren. Autonomer Individualverkehr [Gebauer u. Pree 2008] oder
Funktionen zur Kollisionserkennung [Strang u. a. 2006] könnten auf diese Weise
umgesetzt werden.
In den letzten Jahren wurden einige bordautonome Lokalisierungssysteme für
Schienenfahrzeuge erfolgreich realisiert, die den Navigationssystemen im Auto-
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mobilbereich [Skog u. Händel 2009] in vielen Punkten ähneln: Wesentliche In-
formationsquellen sind neben dem verwendeten Messsystem, das den Fahrzeug-
zustand indirekt beobachtet, ein Bewegungsmodell, das die Fahrzeugkinematik
beschreibt, und eine Umgebungskarte. Beispielsweise wurde im Rahmen des Pro-
jekts DemoOrt ein derartiges System am Institut für Mess- und Regelungstech-
nik des Karlsruher Instituts für Technologie entwickelt und für einen Zeitraum
von 18 Monaten erfolgreich im regulären Betrieb erprobt [Beisel u. a. 2009].
Die Bestimmung der Fahrzeugposition gelang durch Fusion von Positionsmessun-
gen eines globalen Navigationssatellitensystems (engl. Global Navigation Satellite
System (GNSS)) mit den Geschwindigkeitsmessungen eines Wirbelstromsensor-
systems und einer digitalen Streckenkarte [Böhringer 2008]. Um die Genauig-
keit der Lokalisierung zu steigern, wurden zusätzlich Weichenüberfahrungen auf
Grundlage der Signale des Wirbelstromsensorsystems wiedererkannt und verar-
beitet [Geistler 2007].
Obwohl solche Systeme erfolgreich realisiert werden konnten, ist deren Einfüh-
rung lediglich in kleinen Ausschnitten des Trassennetzes gelungen. Das größte
Hindernis, das einer flächendeckenden Einführung bisher im Weg steht, ist die
Verfügbarkeit einer geometrischen Karte des vernetzten Systems aus Fahrzeug-
trassen. Da diese in allen realisierten Systemen unverzichtbare Schnittstelle zwi-
schen den GNSS-Beobachtungen und der Netztopologie ist, stellt sie neben der
verwendeten Sensorinformation die zweite zentrale Komponente bordautonomer
Lokalisierungsverfahren dar.
Obgleich sich die eingesetzten Karten im Detail unterscheiden, beinhalten sie al-
le prinzipiell sowohl topologische Informationen über die Verbindungen einzel-
ner Trassen als auch über die geometrische Form der einzelnen Trassenelemente.
Da die Kenntnis der Netztopologie zum Betreiben eines Schienenverkehrssystems
zwingend erforderlich ist, sind topologische Karten verfügbar. Völlig anders ist es
um die Verfügbarkeit geometrischer Karten bestellt: Diese existieren in den meis-
ten Fällen gar nicht, weichen teilweise stark von der Realität ab oder liegen nicht
in einer geeigneten digitalen Form vor. Ihre Erstellung bzw. die Umwandlung vor-
handener analoger Karten stellt einen manuell aufwändigen und fehleranfälligen
Prozess dar.
Im Gegensatz zu heute eingesetzten Lokalisierungsmethoden auf Basis des ver-
teilten Messsystems, bei denen ein hoher Wartungs- und Instandhaltungsaufwand
anfällt, ist der Einsatz bordautonomer Verfahren geprägt vom Erstellungs- und
Wartungsaufwand der verwendeten, geometrischen Karte des Gleisnetzes. Hier
besteht ein immenses Automatisierungspotential, das im Rahmen dieser Arbeit
genutzt werden soll, um die Attraktivität bordautonomer Lokalisierungsverfahren
zu erhöhen und ihre flächendeckende Einführung zu ermöglichen.
1.1. ZIELE DER ARBEIT 3
1.1 Ziele der Arbeit
Das Ziel der Arbeit ist die Entwicklung eines Verfahrens zur automatisierten Er-
stellung digitaler geometrischer Karten zur Lokalisierung spurgeführter Fahrzeu-
ge. Um mit klassischen Vermessungsmethoden die notwendige Genauigkeit in ei-
nem einzigen Kartierungsschritt zu gewährleisten, ist einmalig ein großer mess-
technischer Aufwand notwendig, der häufig den Betrieb des Systems beeinträch-
tigt und der mit hohen Kosten verbunden ist. Um gleichwertige Messergebnisse zu
erzielen, wird der benötigte Aufwand deshalb auf mehrere weniger genaue Mess-
zyklen verteilt, die im täglichen Betrieb durchgeführt werden können. Dazu wird
die klassische, sequentielle Abfolge von Kartierung und kartengestützter Lokali-
sierung aufgebrochen: Wie in Bild 1.1 dargestellt wird eine Kartierung vorgeschla-
gen, die simultan zur Verwendung der Karte erfolgt und auf einer Initialisierung
der Karte aufbaut. Dabei liegt das Hauptaugenmerk auf dem häufig nicht oder nur
unvollständig vorhandenen geometrischen Karteninhalt.
Der simultane Prozess aus Kartierung und Lokalisierung wird als Parameter-
schätzproblem aufgefasst. An die erforderliche Modellierung und das verwendete
Schätzverfahren werden dabei eine Reihe von Anforderungen gestellt. Diese basie-
ren auf der Idee, immanente Eigenschaften spurgeführter Systeme bei der Lösung
umfassend zu nutzen:
• Ein spurgeführtes System setzt sich aus einem Netz aus Fahrzeugtrassen und
einem spurgeführten Fahrzeug zusammen. Das Gesamtmodell des Systems
soll flexibel aufgebaut sein, um alle gängigen Fahrzeugtypen und Trassen-
formen abbilden zu können. Es soll zwischen einem Modell der Fahrzeug-
bewegung und einem Modell der Umgebung unterscheiden. Beide Kompo-
nenten sollen separat ausgetauscht und erweitert werden können.
• Das Modell der Fahrzeugbewegung soll berücksichtigen, dass das spurge-
führte Fahrzeug zu jedem Zeitpunkt exakt dem Netz aus Fahrzeugtrassen
folgt. Der Übergang zwischen zwei Trassen erfolgt ausschließlich an einer
Verzweigung.
• Das Umgebungsmodell soll das verzweigte Netz aus Fahrzeugtrassen syste-
matisch abbilden. Es soll strikt zwischen topologischer und geometrischer
Information unterscheiden, damit Vorwissen über die Topologie übersicht-
lich integriert werden kann. Die zulässigen geometrischen Eigenschaften
von Trassen, insbesondere der Formen einzelner Bauteile, sollen berück-
sichtigt werden.
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Bild 1.1: Konkurrierende Strategien zur Kartierung einer unbekannten Umge-
bung [Hanebeck u. a. 2008]: In der oberen Zeile ist die klassische, sequentielle
Abfolge aus Kartierung und Lokalisierung dargestellt. Die untere Zeile illustriert
die simultane Lokalisierung und Kartierung, die sich an eine initiale Kartierungs-
phase anschließt.
• Entsprechend den individuellen Formen einzelner Trassen soll die Dimensi-
on des Umgebungsmodells automatisiert an die jeweilige Umgebung ange-
passt werden. Insgesamt soll das Umgebungsmodell die Trassengeometrie
kompakt mit einer adäquaten Anzahl an Formparametern beschreiben, auf
deren Grundlage dann eine Lokalisierung möglich ist.
• Die Unsicherheit sämtlicher Modellparameter, insbesondere die Unsicher-
heit der Formparameter des Umgebungsmodells, soll systematisch in das
Gesamtmodell integriert und bei der Schätzung berücksichtigt werden. Dar-
über hinaus sollen auch Zeiträume behandelt werden, in denen die Zuord-
nung der Fahrzeugpositionen zu einer bestimmten Trasse zunächst nicht be-
kannt ist, beispielsweise nach dem Passieren einer Verzweigung.
• Durch den Einsatz eines rekursiven Schätzverfahrens soll die schritthaltende
Verarbeitung von Beobachtungen ermöglicht werden, um die größtmögliche
Aktualität der Schätzung garantieren zu können.
Die Umsetzung der formulierten Anforderungen erfolgt schrittweise: Um die
benötigte Umgebungsinformation über das Netz aus Fahrzeugtrassen handhab-
bar zu machen, wird sie in einem hierarchischen Kurvenatlas kompakt zusam-
mengefasst. Zur mathematischen Beschreibung der Trassen werden global ku-
bische 2D-Splinekurven verwendet. Diese ermöglichen eine präzise Beschrei-
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bung unterschiedlichster Trassengeometrien und eignen sich zur Kartierung unver-
zweigter Abschnitte. Durch die konsequente Kopplung der Karte mit einem 1D-
Bewegungsmodell wird die simultane Lokalisierung und Kartierung ermöglicht.
Die gleichzeitige Schätzung von Fahrzeug und Karte wird mit einem Bayes-Filter
umgesetzt und erfolgt schritthaltend mit dem Eintreffen von Beobachtungen. Auf-
bauend auf dieser Strategie wird eine Erweiterung zur globalen Lokalisierung und
Kartierung verzweigter Abschnitte entwickelt. Experimentell werden die Model-
le und Schätzer sowohl mit synthetischen als auch mit experimentell gewonnenen
Datensätzen von Straßenbahn- und Eisenbahnstrecken getestet. Die Arbeit liefert
damit einen Beitrag zur simultanen Lokalisierung und Kartierung mobiler Syste-
me. Sie beschreibt ein für spurgeführte Systeme geeignetes Verfahren und dessen
experimentelle Validierung im Anwendungsszenario Schienenfahrzeug.
1.2 Einordnung der Arbeit
In vielerlei Hinsicht vergleichbar mit Schienenfahrzeugen sind Automobile, die
sich entlang von Straßen bzw. Fahrstreifen bewegen. Aus diesem Grund wird im
Rahmen dieser Einordnung nicht zwischen fahrstreifen- und schienengeführten
Fahrzeugen unterschieden.
Klassischerweise erfolgt die Vermessung von Verkehrswegen mit Methoden aus
dem Fachgebiet der Vermessungskunde1. Diese beruhen in der Regel auf opti-
schen, trigonometrischen Messungen und vermehrt auch auf dem Einsatz satel-
litenbasierter Methoden. In jedem Fall ist der manuelle Aufwand hoch und die
Verfügbarkeit von aktuellen Karten häufig begrenzt.
Alternativ dazu wurden in den letzten Jahren unterschiedliche Strategien vorge-
schlagen, um den manuellen Aufwand zu reduzieren. Die Hauptunterschiede zur
klassischen Vermessung sind zum einen die verwendeten Sensoren und zum an-
deren die neuartigen Strategien zur Aufzeichnung von Messungen und Messse-
quenzen im laufenden Betrieb. Eine verbreitete Methode beruht auf der Extraktion
charakteristischer Merkmale in georeferenzierten Luftbildern und der Anpassung
deformierbarer Modelle auf der Grundlage der so gewonnenen Merkmale [Amo
u. a. 2006]. Aktuelle Arbeiten beziehen dabei auch vorhandene Vektorkarten der
Straßen mit ein [Song u. a. 2009]. Andere Arbeiten verwenden Regressionsme-
thoden oder verwandte Verfahren aus dem Bereich des Maschinellen Lernens, um
1Die Vermessungskunde beschäftigt sich mit Lagemessungen (Horizontalmessungen) und Höhen-
messungen (Vertikalmessungen) und den daraus resultierenden Berechnungen. Im Gegensatz dazu be-
fasst sich die Geodäsie (griech. für Erdteilung) mit der Erdvermessung und der Landesvermessung.
Aufgrund der großen betrachteten Gebiete ist es dabei u. a. notwendig, die Schwerebeschleunigung zu
berücksichtigen [Matthews 2003].
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beispielsweise aus Positionsbeobachtungen Kurvenverläufe offline zu bestimmen
und so Verkehrswege zu kartieren: In den Arbeiten von [ONeil 2001], [Ulmke u.
Koch 2006b] und [Sklarz u. a. 2008] werden zu diesem Zweck aufgezeichnete Se-
quenzen von Radarmessungen bewegter Ziele zur Extraktion der Straßenverläufe
verwendet. Die Ansätze in [Rogers 2000], [Brüntrup u. a. 2005] und [Guo u. a.
2007] nutzen stattdessen GPS-Datensätze.
Die Verfahren unterscheiden sich dabei sowohl bei den verwendeten Kurventypen
als auch bei den eingesetzten Schätzstrategien. In den Arbeiten von [ONeil 2001],
[Ulmke u. Koch 2006b] und [Brüntrup u. a. 2005] wird der Verlauf der Spurfüh-
rung als Polygonzug modelliert. Die Verarbeitung von Beobachtungen zur Aktua-
lisierung der Karte erfolgt durch Anpassung der jeweils nächstgelegenen Stütz-
stelle. In [Ulmke u. Koch 2006b] wird zusätzlich, abhängig von der Richtungsab-
weichung zwischen Karte und Beobachtung, eine zusätzliche Stützstelle ergänzt.
Auf diese Weise wird in Bereichen mit großer Krümmung die Abtastung des rea-
len Verlaufs erhöht. Andere Arbeiten modellieren die Geometrie beispielsweise als
Bézier-Kurve [Amo u. a. 2006] und fusionieren diese als Ganzes mit dem beobach-
teten Verlauf. In [Sklarz u. a. 2008] wird zu diesem Zweck eine speziell angepasste
Variante der dynamischen Zeitverzerrung (engl. dynamic time warping) eingesetzt.
Verursacht durch den Messvorgang und den sich daran anschließenden Verarbei-
tungsprozess ist die Karte unsicher. Um diese Unsicherheit zu reduzieren, ist es
notwendig, die beschriebenen Verfahren zu verbessern und die Kartierung konse-
quent fortzusetzen. Die resultierende methodische Kopplung von Kartierung und
Lokalisierung erfordert u. a. eine explizite Modellierung der zugrunde liegenden
kinematischen Eigenschaften des beobachteten Fahrzeugs (bei Radarmessungen)
bzw. des Messgeräteträgers (bei GPS-Beobachtungen). In den Arbeiten [ONeil
2001] und [Ulmke u. Koch 2006b] wird deshalb vor der eigentlichen Kartierungs-
phase eine Vorverarbeitung der Beobachtungen vorgeschlagen und damit eine se-
quentielle Abfolge von Lokalisierung und Kartierung erreicht. Zu diesem Zweck
wird zunächst eine stochastische Filterung der Beobachtungssequenz mit einem
Bewegungsmodell des Fahrzeugs durchgeführt. Die gespeicherte Bewegungstra-
jektorie wird anschließend durch ein geometrisches Modell approximiert. Zwangs-
läufig vorhandene Korrelationen zwischen der Bewegung des Fahrzeugs und der
geschätzten Karte werden bei dieser Strategie nicht berücksichtigt.
Um die vorhandenen Abhängigkeiten zwischen der Umgebungskarte und der Be-
wegung des Fahrzeugs vollständig zu berücksichtigen, ist eine simultane Lokali-
sierung und Kartierung (engl. Simultaneous Localization and Mapping (SLAM))
notwendig. In der Robotik wird das SLAM-Problem seit einigen Jahren in vie-
lerlei Hinsicht behandelt und stellt weiterhin ein viel beachtetes Forschungsge-
biet dar. Die dominierende Form ist der stochastische SLAM, der in [Smith u. a.
1.2. EINORDNUNG DER ARBEIT 7
1987] erstmals vorgestellt wurde. Die Unsicherheiten, die bei der Aufzeichnung
von Messungen entstehen, werden dabei explizit behandelt: Sie verursachen ei-
ne Unsicherheit in der erstellten Karte und damit auch in der Lokalisierung des
Roboters. Zwangsläufig hängen die Schätzungen der Karte und der kinematischen
Zustände des Roboters voneinander ab. Eine konsequente Berücksichtigung die-
ser Unsicherheit ist unbedingt erforderlich, um konsistente Schätzungen zu er-
halten [Durrant-Whyte u. Bailey 2006]. Praktische Implementierungen modellie-
ren diese Unsicherheiten und Korrelationen mit Hilfe gaußverteilter Zufallsvaria-
blen und aktualisieren diese mit dem Erweiterten Kalman-Filter (EKF) [Gamini
Dissanayake u. a. 2001]. Diese SLAM-Variante wird in der Regel als EKF-SLAM
bezeichnet. Sie ermöglicht die schritthaltende Verarbeitung von Beobachtungen
und damit die größtmögliche Aktualität der Schätzung von Fahrzeugposition und
Karte. Neben dem EKF-SLAM gibt es eine Vielzahl weiterer Ansätze, die häufig
auf alternativen Implementierungen des Bayes-Filters aufbauen. Einen umfangrei-
chen Überblick gibt [Thrun u. a. 2005].
Eine Hauptschwierigkeit bei der Umsetzung des EKF-SLAM besteht in der Wahl
eines leistungsfähigen Kartenmodells, das die Geometrie der Umgebung geeig-
net abbildet. Klassischerweise wird die Umgebung dazu beispielsweise durch ei-
ne Menge einfacher, diskreter Orientierungspunkte bzw. Landmarken beschrieben.
Diese werden durch ein geometrisches Primitiv wie einen Punkt, eine Strecke oder
ein Kreissegment repräsentiert [Bailey u. Durrant-Whyte 2006]. Eine Erweiterung
dieser Beschreibung wird in [Pedraza u. a. 2007] und [Pedraza u. a. 2009] durch
die Verwendung von Basissplines vorgeschlagen: Die Modellierung mit Splines
ermöglicht eine kompakte Beschreibung und Kartierung glatt geformter Oberflä-
chen in Innenräumen.
Eine zweite Herausforderung ist der Rechenaufwand des EKF-SLAM. Dieser ska-
liert bei einer naiven Implementierung quadratisch mit der Anzahl der Systemzu-
stände [Guivant u. Nebot 2001], deren Anzahl bei der Kartierung einer unbekann-
ten Umgebung zwangsläufig zunimmt. Das Problem wird hauptsächlich durch die
Korrelationen zwischen den Kartenzuständen verursacht und ergibt sich direkt aus
dem Messprinzip: Da der Sensor sich entlang der Orientierungspunkte bewegt, ist
seine Positionsunsicherheit mit der Unsicherheit des jeweils beobachteten Karten-
ausschnitts korreliert. Mit der Zeit ergeben sich so Korrelationen zwischen allen
Kartenausschnitten. Einige Vorschläge zur Behandlung dieses Problems beruhen
weitestgehend auf der Teilaktualisierung des Zustands. In [Leonard u. Feder 1999]
wird zu diesem Zweck die Gesamtkarte in unabhängige Teilkarten unterteilt. Um
Abhängigkeiten zwischen den Teilkarten zu berücksichtigen, wird in [Piniés u.
Tardos 2007] eine Methode vorgeschlagen, die konsistente Schätzungen auch für
große Umgebungen ermöglicht.
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Die vorliegende Arbeit befasst sich mit der Lokalisierung und Kartierung auf
der Grundlage geometrischer Beobachtungsgrößen, wie z. B. der Fahrzeugposition
und der Fahrtrichtung. Sie liefert eine vollständige Modellierung des Gesamtsys-
tems und dessen Einbettung in eine zweistufige Strategie: Nach einer Initialisie-
rung der Karte in einer ersten Stufe wird in einer zweiten Stufe eine kontinuier-
liche Aktualisierung der Karte im laufenden Betrieb simultan zur Lokalisierung
realisiert. Die entwickelten Verfahren orientieren sich dabei an Arbeiten aus dem
Bereich der Robotik und der Informationsfusion und integrieren vorhandene Er-
fahrungen und Modelle aus dem Bereich der Intelligenten Transportsysteme.
1.3 Aufbau der Arbeit
Die vorliegende Arbeit gliedert sich in folgende Kapitel:
• Kapitel 2 behandelt die Auswahl eines geeigneten Umgebungsmodells. Es
beschreibt den Kurvenatlas, das der Arbeit zugrunde liegende hierarchische
Modell der Umgebung: Der Kurvenatlas speichert sowohl die Topologie des
vernetzten Systems aus Fahrzeugtrassen als auch die geometrischen Eigen-
schaften einzelner Trassenabschnitte und gibt den Rahmen für die entwi-
ckelten Kartierungs- und Lokalisierungsverfahren vor. Die Teilkarten des
Kurvenatlas beinhalten die Geometrie einzelner Trassenabschnitte zwischen
benachbarten Verzweigungen. Ihre Gestalt wird kompakt durch global ku-
bische 2D-Splinekurven approximiert. Im Rahmen dieses Kapitels wird die
Verwendung dieses Kurventyps eingeführt und die für das weitere Vorge-
hen grundlegende Berechnung interpolierender, global kubischer Splines in
Bogenlängenparametrisierung zusammengefasst. Schließlich erfolgt die Be-
stimmung und Diskussion der mit dem Modell erreichbaren Genauigkeit, in
Abhängigkeit der relevanten Parameter.
• Ausgehend von der zweistufigen Berechnungsvorschrift interpolierender
Splines wird in Kapitel 3 zunächst eine kompaktere Beschreibung global ku-
bischer Splinekurven hergeleitet. Die entwickelte lokal parametrische Dar-
stellung speichert den erwarteten kontinuierlichen Trassenverlauf und die
Unsicherheit des Verlaufs vollständig in den Stützstellen der Splinekurven.
Auf Grundlage des lokal parametrischen Splinemodells und verrauschter
Beobachtungen der Trassengeometrie wird im Anschluss eine Strategie vor-
gestellt, die offline eine initiale Kartierung einzelner Trassen ermöglicht. Die
Vorgehensweise beruht auf dem Satz von Bayes und geht von einer Menge
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konkurrierender Modelle aus, die sich in der Stützstellenanzahl unterschei-
den. Die zweistufige Bayes’sche Kartierung beinhaltet die Schätzung der
reellwertigen Stützstellenpositionen und die automatisierte Auswahl einer
ganzzahligen Stützstellenanzahl. Die Strategie wird beschrieben und ihre
Leistungsfähigkeit wird an einer Beispieltrasse exemplarisch demonstriert.
• In Kapitel 4 wird ein rekursives Verfahren zur simultanen Lokalisierung
und Kartierung mit einem Bayes-Filter vorgestellt. Das Verfahren beruht
auf einer zeitdiskreten Beschreibung des Systems. Diese beinhaltet sowohl
die kinematischen Fahrzeugzustände eines 1D-Bewegungsmodells als auch
die Stützstellen der Fahrzeugtrasse, entlang der sich das Fahrzeug bewegt.
Die Beschreibung ermöglicht die modellbasierte, zeitliche und räumliche
Prädiktion, insbesondere der Karte, sowie die Aktualisierung des Systemzu-
stands schritthaltend mit dem Eintreffen von Beobachtungen. Die notwendi-
gen Modelle werden hergeleitet und das entwickelte Schätzverfahren wird in
unterschiedlichen Szenarien erprobt, in denen kein Vorwissen über die Tras-
sengeometrie besteht oder bewusst fehlerhafte Karten verwendet werden.
Anhand der Ergebnisse erfolgt schließlich die Untersuchung und Bewertung
der Leistungsfähigkeit des Schätzers und der Konvergenzeigenschaften der
Schätzung, insbesondere der geschätzten Karte.
• In Kapitel 5 wird ein Verfahren zur globalen Lokalisierung und Kartierung
im Kurvenatlas präsentiert. Mit dem können Situationen behandelt werden,
in denen beispielsweise die Zuordnung der Fahrzeugposition zu einer Tras-
se nicht gegeben ist. Dazu wird die existierende Beschreibung des System-
zustands erweitert: Zum gleichen Zeitpunkt existieren mehrere konkurrie-
rende Hypothesen über den korrekten Zustand des Systems, die mit einem
Multi-Hypothesen-Filter aktualisiert werden. Bei der Suche nach der richti-
gen Hypothese erfolgt die Reduktion der Hypothesenanzahl mit einem se-
quentiellen Hypothesentest. Eine Aktualisierung der zentralen Karte erfolgt
erst, nachdem die richtige Hypothese bekannt ist. Die Verfolgung mehrerer
Hypothesen wird in unterschiedlichen Szenarien erprobt und bewertet.
• Das im Rahmen dieser Arbeit entwickelte Verfahren zur Kartierung und Lo-
kalisierung spurgeführter Systeme wurde im Gleisnetz des Karlsruher Ver-
kehrsverbundes erprobt. In Kapitel 6 werden die Ergebnisse vorgestellt und
bewertet.
• Kapitel 7 fasst die wesentlichen Ergebnisse der Arbeit zusammen und gibt
einen Ausblick auf zukünftige Aufgabenstellungen.
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2 Modell der Umgebung
Grundlegend für jedes kartengestützte Verfahren zur Lokalisierung eines Fahr-
zeugs ist ein mathematisches Modell der Umgebung. Bei spurgeführten Fahrzeu-
gen ist der mögliche Aufenthaltsbereich vollständig durch das Netz aus Fahrzeug-
trassen vorgegeben und die Umgebungskarte muss dieses vernetzte System geeig-
net abbilden. Im Folgenden werden gängige Kartentypen vorgestellt, ein für spur-
geführte Systeme geeigneter Typ ausgewählt und dessen Umsetzung beschrieben.
2.1 Stand der Technik und Lösungsansatz
Grundsätzlich werden bei der Kartierung der Umgebung metrische und topolo-
gische Karten unterschieden: Metrische Karten fassen die geometrischen Eigen-
schaften der Umgebung zusammen, während topologische Karten die Verbunden-
heit einzelner signifikanter Plätze beschreiben [Thrun 2003]. Ein klassischer me-
trischer Ansatz basiert auf Belegungskarten (engl. occupancy grid maps), in de-
nen die Umgebung mit einem Gitter in einzelne Bereiche unterteilt wird und die
Karte den Belegungsgrad zellenweise speichert [Elfes 1987]. Ein anderer metri-
scher Kartentyp sind Landmarkenkarten, in denen die Grenzen zwischen beleg-
ten und freien Flächen durch geometrische Primitive wie z. B. Linien beschrieben
werden [Chatila u. Laumond 1985]. Im Gegensatz dazu beinhalten topologische
Karten eine Liste von Plätzen, die durch Kanten verbunden sind.
Ein intuitiver Ansatz, räumlich ausgedehnte Gebiete übersichtlich zu beschrei-
ben, basiert auf der Verwendung eines Atlanten. Dieser besteht aus einer geord-
neten Sammlung zusammenhängender Kartenausschnitte und stellt eine gekoppelt
topologisch-metrische Karte dar. In der Robotik wurde die Idee, eine Gesamtkarte
in handhabbare Kartenausschnitte mit lokalen Koordinatensystemen zu untertei-
len, in [Chong u. Kleeman 1997] erstmals aufgegriffen und zur Kartierung von
Innenräumen erfolgreich eingesetzt. Die Kartierung großer, statischer Umgebun-
gen auf der Basis eines topologisch-metrischen Modells gelang in [Simhon u. Du-
dek 1998]. Die Karte wird dabei als Menge unabhängiger Teilkarten aufgefasst,
die durch ihre Topologie in Bezug zueinander gesetzt werden. Dabei beinhaltet
jede Teilkarte quantitative Umgebungsinformationen in einem lokalen Koordina-
tensystem. In [Bosse u. a. 2003] wird erstmals der Begriff Atlas verwendet und ei-
ne flexible Strategie vorgeschlagen, in die unterschiedlichste Kartierungsverfahren
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integriert werden können. Ein vergleichbarer Ansatz zur Repräsentation der Um-
gebung wird in [Lisien u. a. 2005] als hierarchischer Atlas vorgestellt und in [Tully
u. a. 2007] zur Lokalisierung verwendet.
Im Rahmen dieser Arbeit wird das Netz aus Fahrzeugtrassen durch einen Atlas
aus ebenen, parametrisierten Kurven beschrieben. Diese fassen den befahrbaren
Bereich zwischen zwei Verzweigungen mit einer endlichen Anzahl an Formpara-
metern zusammen. Insgesamt wird das Netz somit durch einen Kurvenatlas mo-
delliert.
2.2 Der Kurvenatlas
Der Kurvenatlas wird im weiteren Verlauf durch einen gerichteten Graphen [Dies-
tel 2006] aus Knoten und Kanten repräsentiert. Die Komponenten haben in der
gewählten Darstellung folgende Bedeutung [Hasberg u. Hensel 2010b]:
• In den Knoten des Graphen wird die Geometrie der Spurführung zwischen
zwei Verzweigungen zusammengefasst. Die Geometrie wird jeweils durch






mit l ∈ [a, b] (2.1)
beschrieben, die in der Ebene verläuft, d. h. deren Werte in R2 liegen.
• Die Kanten des Graphen bilden die Beziehungen einzelner Kartenausschnit-
te zueinander ab. Existiert eine Kante zwischen zwei Kartenausschnitten,
handelt es sich um Nachbarn. Durch die gerichtete Beziehung wird festge-
legt, welcher der beiden Kartenausschnitte Vorgänger bzw. Nachfolger ist.
In Bild 2.1 ist ein Beispiel für einen Kurvenatlas visualisiert, bei dem das Trassen-
netz an der dargestellten Verzweigung in drei Kartenausschnitte aufgeteilt wird.
Der weitere Verlauf des Kapitels beschäftigt sich mit der Auswahl einer geeigne-
ten Beschreibung der Geometrie der Spurführung, beginnend mit der Vorstellung
realer Trassenverläufe. Aufgrund ihrer stellenweise unhandlichen, geometrischen
Grundelemente wird der reale Verlauf im Rahmen dieser Arbeit durch Splinekur-
ven angenähert, die sich aus stückweise definierten, polynomialen Kurven zusam-
mensetzen. Die Eigenschaften des ausgewählten Splinetyps sowie relevante Be-
rechnungsvorschriften der Splineparameter werden vorgestellt. Abschließend er-
folgt eine quantitative Bestimmung der Abweichungen zwischen realen Trassen
2.3. FAHRZEUGTRASSEN IM SCHIENENVERKEHR 13
Bild 2.1: Kurvenatlas für ein Netz aus drei Trassen c(1), c(2) und c(3): Die Infor-
mationen über die geometrischen Verläufe sind in den Knoten zusammengefasst,
während die gerichteten Kanten die Nachbarschaftsbeziehungen der Trassen ab-
bilden. Für die Trasse c(1) ist zusätzlich der Wertebereich des Kurvenparameters l
dargestellt.
und dem Splinemodell und eine Diskussion der erreichbaren Genauigkeit der Mo-
dellierung.
2.3 Fahrzeugtrassen im Schienenverkehr
Um die Voraussetzungen für eine sichere und komfortable Nutzung zu schaffen,
gelten sowohl beim Entwurf als auch beim anschließenden Bau eines Verkehrs-
wegs (Straße oder Gleistrasse) strenge Vorgaben. Entsprechend diesen Vorgaben
wird die Achse eines Verkehrsweges exakt durch eine parametrisierte Kurve be-
schrieben. Diese Kurve oder Fahrzeugtrasse setzt sich in horizontaler Richtung aus
einer Folge von Trassenelementen zusammen. Die Beschreibung des vertikalen
Verlaufs erfolgt durch zusätzliche Elemente, die Längs- und Querneigungen zu-
sammenfassen. Positionen entlang des Verkehrswegs werden fortlaufend in Rich-
tung der definierten Achse in Metern oder Kilometern angegeben (sog. Kilometrie-
rung). Bei der Planung einer Trasse spielt die Entwurfsgeschwindigkeit eine über-
geordnete Rolle. Sie ergibt sich aus der vorgesehenen Netzfunktion einer Strecke.
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Ihr sind Richtwerte für die Formparameter der verwendeten Entwurfselemente zu-
geordnet, wie z. B. zulässige Kurvenmindestradien. Nach Möglichkeit soll die Ent-
wurfsgeschwindigkeit über längere Streckenabschnitte konstant sein [RAS 1984],
um so gleichbleibende fahrdynamische Eigenschaften zu gewährleisten. Ein wei-
teres Optimierungskriterium ist ein möglichst kurzer Wegverlauf bei geeigneter
Anpassung an das Gelände.
2.3.1 Mathematische Beschreibung der Trasse
Die Fahrzeugtrasse c(l) ist stückweise durch eine Folge von Trassenelemen-
ten cn(l) mit n = 1, . . . , N gegeben. Das n-te Element der Trasse hat die Bo-
genlänge Ln. Eine fortlaufende Parametrisierung von c(l) nach der Bogenlänge
wird durch lineare Transformationen der Kurvenparameter erreicht. Diese Trans-




c1(l), für l ∈ [0;L1]
c2(l) für l ∈ [L1;L1 + L2]
...
...






Die gängigsten Trassenelemente sind Geradenabschnitte, Kreis- und Übergangs-
bögen. Die Übergangsbögen sind meist Klothoiden. Sie dienen einer stetigen,
ruckarmen Krümmungsänderung zwischen geraden und kreisförmigen Trassen-
abschnitten1. Ein Beispiel für eine Trasse, die sich aus N = 9 Trassenelementen
zusammensetzt, ist in Bild 2.2 abgebildet.
Um eine regelgerechte Trasse mathematisch eindeutig zu beschreiben, ist es not-
wendig, eine Reihe von Parametern zu kennen: Insgesamt ist jedes Trassenelement
durch kontinuierliche und diskrete intrinsische Formparameter sowie extrinsische
Positions- und Lageparameter beschrieben. Der Entwurf einer Trasse erfordert zu-
sätzlich die Einhaltung von Regeln, die die Abfolge der Grundelemente festlegen,
wobei die Anzahl der Grundelemente von Trasse zu Trasse variiert.
Nachfolgend werden die Parameterdarstellungen der genannten Grundelemente
vorgestellt, aus denen sich jede beliebige Fahrzeugtrasse zusammensetzt. Die Be-
schreibung der ebenen Trassenelemente erfolgt in kartesischen Koordinaten und
mit positiver Orientierung der Krümmung:
1Tatsächlich werden beim Bau aus Kostengründen häufig Übergangsbögen durch eine Folge von
Kreisbögen ersetzt. Die Abweichungen vom projektierten Verlauf sind nur minimal und werden in
dieser Arbeit vernachlässigt.
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Bild 2.2: Regelgerechte Trasse: Die links dargestellte Trasse c(l) setzt sich ab-
wechselnd aus Elementen mit konstanter Krümmung (blau) und konstanter Än-
derung der Krümmung (rot) zusammen. Das Krümmungsband κ(l) der Trasse ist
rechts abgebildet.
• Der Geradenabschnittϕ1(l) verbindet die beiden Punkte (0,0)T und (L,0)T.







für l ∈ [0, L] eindeutig beschrieben.
• Der Kreisbogen ϕ2(l) mit dem Radius R und der Bogenlänge L verbindet







1− cos( lR )
]
(2.4)
für l ∈ [0, L].
• Die Klothoide ϕ3(l) ist eine spezielle Kurve, bei der der Radius R umge-
kehrt proportional zur Bogenlänge L ist:R = A
2
L . Entsprechend ist der Klo-
thoidenparameter A2 eine Konstante. Die Gleichung der Klothoide lautet in



















Je nach Bedarf werden Eiklothoiden zum Verbinden von gleichsinnig ge-
krümmten Kreisbögen und Wendeklothoiden zum Verbinden von gegen-
sinnig gekrümmten Kreisbögen verwendet. Eine detaillierte Darstellung ist
in [Schramm 1962] zu finden.
Aus den Grundelementen ϕj(l) mit j = 1, 2, 3 können beliebige Trassen c(l) mit
stetigem Krümmungsverlauf zusammengesetzt werden. Dabei sei das n-te Grund-
element der Trasse durch ϕjn(l) gegeben. Seine charakteristische Form wird ei-
nerseits durch die Orientierung der Krümmung und andererseits durch die intrinsi-
schen Formparameter (Bogenlänge Ln, Radius Rn und Klothoidenparameter An)
festgelegt. Durch Rotation mit der Rotationsmatrix Rn und Verschiebung um den
Translationsvektor Tn gemäß
cn(l) = Rnϕjn(l) + Tn (2.6)
nimmt das so geformte Grundelement seine Position und Ausrichtung in der pro-
jektierten Trasse ein. Durch den Hauptsatz über ebene Kurven [Bär 2001] ist si-
chergestellt, dass die Kurvenform des Grundelements bei der Transformation (2.6)
erhalten bleibt.
2.3.2 Richtwerte für die Formparameter der Trassenelemente
Die zulässigen Formparameter der Trassenelemente unterliegen strengen Vor-
schriften und sind beim Eisenbahnbau in einem Regelwerk, der Eisenbahnbau-
und Betriebsordnung [EBO], zusammengefasst. Alle Richtwerte, die für das wei-
tere Vorgehen relevant sind, werden im folgenden Abschnitt zusammengefasst.
Eine detaillierte Beschreibung und ausführliche Hinweise zur praktischen Umset-
zung der geltenden Richtlinien sind in [Schramm 1962] zu finden.
Grundsätzlich werden Haupt-, Neben- und Straßenbahnen unterschieden. Wäh-
rend bei Hauptbahnen ein minimaler Radius von 300 m gefordert wird, sind bei
Nebenbahnen Radien bis minimal 180 m und bei Straßenbahnen sogar bis mini-
mal 15 m erlaubt [EBO].
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Im Gegensatz zu baulichen Vorgaben im Straßenverkehr werden im Schienenver-
kehr keine Mindest- oder Maximalbogenlängen von Trassenelementen mit kon-
stanter Krümmung vorgeschrieben. Lediglich die maximale Krümmungsänderung
unterliegt Regeln, aus denen sich zulässige Klothoidenbogenlängen ergeben. Dar-
über hinaus wird ausgehend von der zulässigen Höchstgeschwindigkeit vmax einer
Strecke der Wertebereich erlaubter Radien gemäß
R ≥ k1v2max (2.7)
mit k1 = 1,530 s2/m weiter eingeschränkt. Unter Berücksichtigung dieser Ein-











mit k2 = 3,732 s3/m und k3 = 41,472 s2/m. Für Haupt- und Nebenbahnen erge-
ben sich daraus Regellängen im Bereich L ∈ [30 m, 240 m]. Daraus folgen Werte
des Klothoidenparameters von A ∈ [100 m, 600 m]. Für Straßenbahnen wird bei
niedrigen Geschwindigkeiten üblicherweise auf die Verwendung von Übergangs-
bögen ganz verzichtet [Schramm 1962].
2.4 Modell der Fahrzeugtrasse
Die vorgestellte Beschreibung der Fahrzeugtrasse ist bei der Planung und auch
beim Bau neuer Verkehrswege durchaus üblich, jedoch stellenweise unhandlich
und mathematisch schwer handhabbar. Die Auswertung der Klothoide erfordert
beispielsweise das Lösen der Fresnel-Integrale, und das Ergebnis ist analytisch
nicht verfügbar. Auch die Tatsache, dass zur eindeutigen Beschreibung realer Fahr-
zeugtrassen kontinuierliche und diskrete Parameter notwendig sind, erschwert das
Ableiten von Schätzgleichungen der Kurvenform. Eine Modellierung der Trasse
mit Splines stellt zwar eine Approximation des tatsächlichen Verlaufs dar, hat je-
doch für das weitere Vorgehen entscheidende Vorteile.
Ursprünglich stammt der Begriff Spline aus dem Schiffbau: Eine lange dünne
Straklatte (engl. spline), die an einzelnen Punkten durch Strakgewichte (sog. Mol-
che) fixiert wird, biegt sich genau wie ein global kubischer Spline mit natürlichen
Randbedingungen2. Die durch die Biegung der Straklatte verursachte innere Span-
nung wird dabei minimiert bzw. verteilt. Beim Schiffsbau werden Straklatten z. B.
2Bei einem Spline mit natürlichen Randbedingungen verschwindet die Krümmung an den Spline-
enden.
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beim Entwurf und Bau des Rumpfes eingesetzt. Zur Beschreibung von glatten,
stückweise aus Polynomen bestehenden Funktionen wurde der Begriff Spline erst-
mals in [Schoenberg 1946] verwendet.
Obwohl im Bereich der Interpolation polynomiale Methoden grundlegend sind,
wurden diese in jüngster Vergangenheit häufig durch stückweise polynomiale Ver-
fahren ersetzt. Diese Splineinterpolationsmethoden bauen auf den klassischen An-
sätzen auf, ermöglichen jedoch schnellere und präzisere Berechnungen [Farin
2002]. Aufgrund ihrer stückweisen Definition sind Splines flexibler als Polyno-
me und dennoch relativ einfach handhabbar. Unerwünschte Oszillationen, die bei
der Verwendung von Polynomen höheren Grades durch die Unbeschränktheit der
Polynominterpolation entstehen, werden bei der Splineinterpolation grundsätzlich
vermieden.
In einer Reihe von Arbeiten, wie z. B. in [Kirubarajan u. a. 2000] [Koch 2001]
[Agate u. Sullivan 2003] [Pannetier u. a. 2005], werden Straßenverläufe durch li-
neare Splines (Polygonzüge) modelliert. Diese sind zwar einfach berechenbar, aber
es ist offensichtlich, dass kleine Interpolationsfehler nur durch kurze Bogenlängen
der einzelnen Geradenabschnitte erzielt werden können. In [Atkinson 2002] wird
daher die Verwendung kubischer Splines vorgeschlagen, um die Interpolationsei-
genschaften des Modells zu verbessern. Generell wird zwischen lokal und global
kubischen Splines unterschieden [Knott 2000]: Im Gegensatz zu lokal kubischen
Splines oder Hermite-Splines müssen die Tangenten bei global kubischen Splines
an den Übergängen der stückweise definierten Interpolationsfunktionen nicht vor-
ab berechnet werden. Sie ergeben sich stattdessen aus der Forderung nach Stetig-
keit der zweiten Ableitungen genau an diesen Übergängen.
Aufgrund seiner Eigenschaften werden im Rahmen dieser Arbeit global kubische
Splines zur Approximation einzelner Fahrzeugtrassen verwendet. Im weiteren Ver-
lauf des Kapitels werden zunächst das mathematische Modell und relevante Mo-
delleigenschaften vorgestellt. Daran schließen sich die Beschreibungen der mehr-
stufigen Berechnungsvorschrift der Splinekoeffizienten und der Bogenlängenpara-
metrisierung an.
2.4.1 Interpolation mit global kubischen Splinekurven







für l ∈ [l1, lM ], (2.9)
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die eine gegebene Folge von Stützstellen pi = (px,i, py,i)T ∈ R2 mit i = 1, . . .,M
interpoliert. Die Kurve sei nach der Bogenlänge parametrisiert und die Kurvenpa-
rameter an den Stützstellen lauten
l1 < l2 < · · · < li < li+1 < · · · < lM . (2.10)
Sowohl die x-Komponentenfunktion sx(l) als auch die y-Komponentenfunktion
sy(l) der Kurve sind global kubische Splinefunktionen. Diese setzen sich stück-
weise aus Polynomen dritten Grades zusammen und erfüllen an den Übergängen
eine Reihe von Stetigkeitsanforderungen. In Bild 2.3 ist die Entstehung der ebenen
Splinekurve durch Überlagerung der beiden Komponentenfunktionen an einem
Beispiel visualisiert. Zwischen zwei benachbarten Stützstellen pi und pi+1 ist die







beschrieben. Detaillierte Betrachtungen global kubischer Splines zum Lösen von
Interpolations- und Approximationsaufgaben oder zum Design glatter Kurven sind
in [de Boor 2001], [Knott 2000] und [Farin 2002] zu finden.
Die bemerkenswerteste Eigenschaft global kubischer Splines ist die Minimum-
eigenschaft (engl. minimum property) [Farin 2002], die ihn unter allen zweimal
stetig differenzierbaren Kurven auszeichnet: Der global kubische Spline s(l) ist
die Kurve mit der komponentenweise kleinsten, inneren Energie E. Man erhält
unter allen Kurven, die eine Folge von Stützstellen für gegebene Parameterwerte












Die Minimumeigenschaft liefert im Hinblick auf den Einsatz global kubischer
Splines zur Beschreibung der Geometrie unterschiedlichster Verkehrswege die we-
sentliche Begründung: Prinzipielle Anforderungen an die Trassenformen, wie z. B.
eine kurze Bogenlänge der Trasse oder eine konstante Krümmungscharakteristik
einzelner Trassenabschnitte, werden durch global kubische Splines unmittelbar be-
rücksichtigt.
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Bild 2.3: Die in [Farin 2002] als Kreuzdiagramm (engl. crossplot) eingeführte
Darstellung veranschaulicht die Entstehung der Kurve s(l) durch Überlagerung
der beiden voneinander unabhängigen Komponentenfunktionen sx(l) und sy(l).
Eine lineare Parametertransformation der Form l+i = ali+b verändert den Verlauf
der Komponentenfunktionen zu s+x (l) und s
+
y (l), die Form der Kurve s
+ ist aber
identisch zu der ursprünglichen Kurve s.
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2.4.2 Rekursive Berechnung der Splinekoeffizienten
Die Splinekoeffizienten werden für jede Komponentenfunktion separat berechnet:
Die Funktion sx(l) interpoliert die x-Komponenten der Stützstellen px,i und die
Funktion sy(l) interpoliert die y-Komponenten der Stützstellen py,i, jeweils für
eine Abfolge von Kurvenparametern li gemäß Gleichung (2.10). Aus Gründen der
Lesbarkeit erfolgt die Beschreibung für die allgemeine Folge von Stützstellen pi
mit i = 1, . . . ,M im Intervall l1 ≤ l ≤ lM .
In der Reihenfolge der Stützstellen wird das gesamte Intervall in M − 1 Teilinter-
valle aufgeteilt. Für jedes Teilintervall [li, li+1] der Länge
hi = li+1 − li (2.13)
ist die gesuchte Funktion s(l) = si(l) durch ein Polynom dritten Grades der allge-
meinen Form
si(l) = ai + bi(l − li) + ci(l − li)2 + di(l − li)3 (2.14)
festgelegt. Insgesamt müssen also 4(M − 1) Splinekoeffizienten ai, . . . , di be-




ergibt sich für den Funktionswert und die ersten beiden Ableitungen an den Inter-
vallenden
si(li) = ai = pi (2.16)
s′i(li) = bi (2.17)
s′′i (li) = 2ci := mi (2.18)
si(li+1) = ai + bihi + cih2i + dih
3
i = pi+1 (2.19)
s′i(li+1) = bi + 2cihi + 3dih
2
i (2.20)
s′′i (li+1) = 2ci + 6dihi := mi+1. (2.21)
Die gesuchten Splinekoeffizienten ai, bi, ci und di können durch die gegebenen
Stützstellen pi und pi+1 und durch die noch unbekannten zweiten Ableitungen, die
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so genannten Momente mi und mi+1, ausgedrückt werden [Kiencke u. a. 2005]:















Um Stetigkeit der zweiten Ableitung der stückweise gegebenen Splinefunktion zu







an den Intervallgrenzen eingehalten werden. Zur Lösung des Gleichungssystems
mit 4(M − 1) Splinekoeffizienten stehen 3(M − 2) Bedingungen aufgrund der
Gleichungen (2.26) bis (2.28) und weitere M Bedingungen aufgrund von (2.15)
zur Verfügung. Um ein eindeutig lösbares Gleichungssystem zu erhalten, müssen
daher noch zwei zusätzliche Randbedingungen ergänzt werden. Dabei ermögli-





bei Trassenelementen mit konstantem Radius gute Ergebnisse und sind natürli-
chen Randbedingungen überlegen, die ein Verschwinden der Krümmung an den
Splineenden fordern. Sie werden daher im weiteren Verlauf zur Approximation
der Fahrzeugtrasse verwendet.
Um die Splinekoeffizienten der interpolierenden Splinefunktion vollständig zu be-
rechnen, wird ein Gleichungssystem für die noch unbekannten zweiten Momen-
te mi = s′′i (li) aufgestellt und gelöst [Werner 1992]. Ausgangspunkt für die Mo-
mentenmethode ist der Ansatz
s′′i (l) = mi +
mi+1 −mi
li+1 − li
(l − li). (2.31)
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Zweifache Integration im Intervall [li, l] mit hi = li+1 − li liefert
s′i(l) = Bi +mi(l − li) +
mi+1 −mi
2hi
(l − li)2 (2.32)
si(l) = Ai +Bi(l − li) +
mi
2
(l − li)2 +
mi+1 −mi
6hi
(l − li)3 (2.33)
mit den Integrationskonstanten Ai und Bi. Diese ergeben sich mit den Interpola-
tionsbedingungen si(li) = pi und si(li+1) = pi+1 gemäß Gleichung (2.15) zu

















− hi+1(mi+2 + 2mi+1)
6
. (2.36)
Ausgehend von der geforderten Stetigkeit der ersten Ableitung in Gleichung (2.27)




erfüllt sein. Insgesamt ergibt sich durch Einsetzen das Gleichungssystem
himi + 2(hi + hi+1)mi+1 + hi+1mi+2 =
6(pi+2 − pi+1)
hi+1
− 6(pi+1 − pi)
hi
(2.38)
für die gesuchten Momente [Ahlberg u. a. 1967].
Unter Berücksichtigung der Randbedingungen (2.29) und (2.30) ergibt sich ein
eindeutig lösbares, lineares Gleichungssystem zur Bestimmung der unbekannten
Momente mi an den Stützstellen pi. Nach Lösung des Gleichungssystems können
mit Hilfe der Gleichungen (2.22) bis (2.25) die gesuchten Splinekoeffizienten er-
mittelt werden. In Bild 2.4 ist exemplarisch die resultierende Splinefunktion und
deren erste und zweite Ableitung dargestellt, die eine gegebene Folge von M = 7
Stützstellen interpoliert.
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Bild 2.4: Spline s(l) für l ∈ [l1, l7] und Verlauf der ersten Ableitung s′(l) und
der zweiten Ableitung s′′(l): Aufgrund der parabolischen Randbedingungen (2.29)
und (2.30) ist die zweite Ableitung im ersten und letzten Intervall konstant.
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2.4.3 Parametrisierung nach der Bogenlänge
Um gültige Transformationen zwischen einer Bewegung entlang der Splinekurve
und den Fahrzeugkoordinaten in R2 zu garantieren, muss die Kurve nach der Bo-
genlänge parametrisiert sein. Für die Kurve s(l) mit l ∈ [l1, lM ] muss somit die





‖s′(τ)‖dτ != lb − la für la, lb ∈ [l1, lM ] (2.39)
entsprechen. Insbesondere muss die Bedingung für Kurvenparameterwerte la = li
und lb = li+1 benachbarter Stützstellen erfüllt sein.
In Situationen, in denen der Verlauf der Kurve noch unbekannt ist, und lediglich
die Stützstellen pi mit i = 1, . . . ,M gegeben sind, kann bereits eine untere Ab-
schätzung der Bogenlänge der Kurve angeben werden: Offensichtlich ist der Po-
lygonzug durch die Stützstellen die kürzeste Interpolierende. Entsprechend ist die
Bogenlänge einer Splinekurve s(l) höherer Ordnung im Allgemeinen größer als







‖pi+1 − pi‖. (2.40)
Insgesamt beruht die Abschätzung der Bogenlänge lediglich auf den gegebenen
Positionen der Stützstellen.
Zu Beginn der Interpolation stehen keine Parameterwerte li zur Verfügung, und de-
ren Bestimmung basiert zunächst auf Gleichung (2.40). Da die Bogenlänge Li,i+1
genau der Differenz der Parameterwerte li+1 und li entsprechen soll, erfolgt die
rekursive Berechnung der unbekannten Parameterwerte entsprechend
l̂i+1 = l̂i + ‖pi+1 − pi‖, (2.41)
mit l̂1 = 0 und i = 2, . . . ,M − 1. Diese Methode kommt ohne die Kenntnis der
Kurvenform aus und wird deshalb initial zur Berechnung der Kurvenparameter-
werte eingesetzt. Sie wird als Sehnenlängenparametrisierung (engl. chord length
parameterization) bezeichnet [Farin 2002]. Entsprechend ist die Splinekurve s(l),
die die Stützstellen pi für die berechneten Kurvenparameter l̂1 < · · · < l̂M inter-
poliert nach der Sehnenlänge parametrisiert.
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Es ist offensichtlich, dass die Abweichung der tatsächlichen Bogenlänge von der
Differenz der korrespondierenden Kurvenparameter
∆L = Li,i+1 − (l̂i+1 − l̂i) (2.42)
abhängig von der Kurvenform im Allgemeinen zunimmt, je größer die Differenz
l̂i+1 − l̂i ist. Im Rahmen einer Parametertransformation ist es möglich, diese Zu-
nahme vollständig zu kompensieren [Gil u. Keren 1997]:
1. Im ersten Schritt wird die Bogenlänge L als Funktion des Kurvenparame-
ters l berechnet. Die Bogenlängenfunktion lautet L = f(l).
2. Da die Funktion f(.) streng monoton steigt, kann im zweiten Schritt die
Inverse l = f−1(L) der Bogenlängenfunktion berechnet werden. Durch
Substitution der invertierten Funktion in s(l) erhält man die exakt nach der
Bogenlänge parametrisierte Kurve s(f−1(L)) mit L ∈ [0, L(l̂M )].
Zwar bleibt die Kurvenform bei der beschriebenen Umparametrisierung [Bär
2001] exakt erhalten, jedoch setzt die Auswertung der Splinekurve die Kenntnis
der invertierten Bogenlängenfunktion f−1(.) voraus.
Die in [Floater u. Surazhsky 2005] vorgeschlagene, alternative Vorgehensweise
kommt ohne die explizite Kenntnis der Funktion f−1(.) aus, weshalb sie für das
weitere Vorgehen entscheidende Vorteile hat: Ausgehend von der nach der Sehnen-








mit l̂+1 = 0 und i = 2, . . . ,M−1 erneut rekursiv berechnet. Obwohl im Allgemei-
nen keine analytische Lösung des Integrals zur Bestimmung der Bogenlänge zur
Verfügung steht, ist eine näherungsweise Berechnung mit numerischen Verfahren,
wie beispielsweise der Gauß-Quadratur [Meyberg u. Vachenauer 2003], möglich.
Auf Basis der aktualisierten Kurvenparameter l̂+1 < · · · < l̂
+
M und der gegebenen
Stützstellen pi wird die interpolierende Splinekurve s+(l) berechnet.
Durch diese Vorgehensweise wird die resultierende Abweichung ∆L nach Glei-
chung (2.42) abhängig von der Kurvenform reduziert. Verursacht durch die nicht-
lineare Transformation, die auf die Parameterwerte l̂i zur Bestimmung von l̂+i
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angewendet wird, weicht die Form der resultierenden Kurve s+(l) minimal von
der vorher berechneten Kurve s(l) ab. Anschaulich kann man sich den Effekt mit
Hilfe von Bild 2.3 verdeutlichen: Eine lineare Transformation dehnt oder staucht
beide Komponentenfunktionen in gleicher Weise. Dieser Vorgang hat keinen Ein-
fluss auf die Form der Kurve. Jede ungleichförmige Dehnung oder Stauchung der
beiden Funktionen, die im Rahmen einer nichtlinearen Parametertransformation
zwangsläufig stattfindet, verursacht ihrerseits eine Veränderung der Kurvenform.
2.4.4 Einfluss der Approximationsfehler
Das Splinemodell s(l) nähert die Eigenschaften der Fahrzeugtrasse c(l) aus zwei
Gründen nur an: Zum einen stimmt die geometrische Form der Modellkurve offen-
sichtlich nicht exakt mit der Form der Fahrzeugtrasse überein. Zum anderen ist die
Parametrisierung des Modells nach der Bogenlänge eine Näherung. Beide Fehler-
quellen beeinflussen sich gegenseitig und variieren abhängig von der Bogenlänge
Li,i+1 zwischen benachbarten Stützstellen der Modellkurve.
Um den Zusammenhang zwischen der Bogenlänge Li,i+1 und den resultierenden
Modellabweichungen zu ermitteln, werden zunächst Referenztrassen mit unter-
schiedlichen s-förmigen Verläufen erzeugt. Dabei werden die Eigenschaften realer
Trassen gemäß Kapitel 2.3 zugrunde gelegt. Im Anschluss erfolgt die Interpolation
der Trassen mit dem in Kapitel 2.4 vorgestellten Splinemodell für unterschiedliche
Bogenlängen Li,i+1. Zur Beurteilung der geometrischen Ähnlichkeit von Modell-
kurve und Trasse wird der diskrete Fréchet-Abstand dfr berechnet [Eiter u. Man-
nila 1994]3. Um zusätzlich die Genauigkeit der Bogenlängenparametrisierung zu





In Bild 2.5 sind die Abweichungen für drei Testszenarien mit unterschiedlichen
minimalen Radien R1 bis R3 dargestellt. Abhängig von Li,i+1 variiert die Ge-
nauigkeit, mit der die Splinekurven die Fahrzeugtrassen annähern. Insgesamt ist
die mit der Modellierung erreichbare Genauigkeit ausreichend, um eine kartenge-
stützte Lokalisierung zu ermöglichen. Aufgrund des geforderten Mindestabstands
3Eine Veranschaulichung des Fréchet-Abstands liefert folgendes Beispiel: Ein Mann hat einen Hund
an der Leine. Der Mann folgt einer Kurve und der Hund einer anderen. Die Geschwindigkeit der beiden
variiert, darf aber nicht negativ werden. Der Fréchet-Abstand ist die kürzeste Leine, die die beschrie-
bene Traversierung ermöglicht.
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Bild 2.5: Abweichung der Splinekurve von der Trasse als Funktion der Bogenlänge
zwischen benachbarten Stützstellen Li,i+1: Links ist der Fréchet-Abstand dfr und
rechts ist die maximale Abweichung ∆Lmax zwischen dem Parameter l und der
exakten Bogenlänge L(l) dargestellt.
paralleler Trassen von 3,8 m [EBO] kann eine Unterscheidbarkeit der Modellkur-
ven durch die Festlegung von Li,i+1 für Trassen mit beliebigen minimalen Radien
garantiert werden. Darüber hinaus sind die Abweichungen zwischen der exakten
und der angenäherten Bogenlängenparametrisierung im Vergleich zu den Gesamt-
bogenlängen der Kurven verschwindend klein.
2.5 Zusammenfassung
Um die Grundlage für eine kartengestützte Lokalisierung spurgeführter Fahrzeuge
zu schaffen, wird das Netz aus Fahrzeugtrassen durch einen Kurvenatlas beschrie-
ben. Die im Vermessungswesen und Verkehrswegebau übliche Beschreibung der
Trassen ist unhandlich und der tatsächliche Verlauf wird deshalb mit global kubi-
schen Splines approximiert. Gegenüber Polygonen und einfach stetig differenzier-
2.5. ZUSAMMENFASSUNG 29
baren Kurven resultiert die Verwendung von global zweifach stetig differenzierba-
ren Kurven in einer realitätsnahen Abbildung der tatsächlichen Verläufe der Spur-
führung. Die Interpolationsfehler sind vernachlässigbar klein. Übereinstimmend
mit realen Trassen ist der Verlauf der Krümmung bei der gewählten Modellkurve
stetig und die Voraussetzungen für eine präzise Näherung sind geschaffen. Os-
zillationen der Kurve zwischen den Stützstellen werden wirkungsvoll verhindert.
Die zur Umsetzung des ausgewählten Modells relevante Berechnungsvorschrift
der Splinekoeffizienten wurde vorgestellt. Darüber hinaus wurde eine Methode






Grundlegend für eine präzise Lokalisierung ist eine Karte, die die Eigenschaften
der Umgebung, wie beispielsweise den geometrischen Verlauf der Trasse, präzise
wiedergibt. Häufig liegt die benötigte Karte jedoch nicht in einem geeigneten For-
mat vor, ist unvollständig oder gar nicht vorhanden. In diesen Fällen schafft eine
Kartierung die Voraussetzungen für eine anschließende kartengestützte Lokalisie-
rung.
Aus Messkampagnen entlang einzelner Fahrzeugtrassen stehen Paare aus zurück-
gelegtem Weg und verrauschter Positionsmessung zur Verfügung. Basierend auf
diesen Daten soll eine Karte in Form einer 2D-Kurve geschätzt werden, auf deren
Grundlage die Vorhersage des kontinuierlichen Trassenverlaufs möglich ist. Zu-
sätzlich zur Angabe der Fahrzeugposition ist häufig auch die modellgestützte Vor-
hersage abgeleiteter Größen wie der Orientierung oder der Krümmung notwendig,
um z. B. Beobachtungen der Fahrzeugausrichtung zur Lokalisierung verwenden
zu können. Um Stetigkeit dieser Vorhersagen zu gewährleisten, ist eine global C2-
stetige Kurve erforderlich.
3.1 Stand der Technik und Lösungsansatz
Die Kartierung auf der Grundlage unsicherer Beobachtungen ist ein in der Ro-
botik vielfach behandeltes Problem, welches mit der Lokalisierung des Roboters
eng verknüpft ist. Setzt man die Lokalisierung als gegeben voraus (engl. map-
ping with known poses [Thrun u. a. 2005]), liegt ein reines Kartierungsproblem
vor, dessen Bearbeitung typischerweise offline unter Berücksichtigung aller zur
Verfügung stehender Beobachtungen erfolgt. Für dessen Behandlung bieten sich
Methoden der Ausgleichsrechnung an.
Aufbauend auf den Überlegungen in Kapitel 2 eignen sich global kubische Splines,
um die erwarteten Trassenverläufe präzise zu beschreiben. Eine klassische Me-
thode zur Approximation verrauschter Beobachtungen mit Splinefunktionen sind
Glättungssplines (engl. smoothing splines) [Reinsch 1967]. Diese ergeben sich bei
gegebenen Ein-/Ausgangsdaten (ln, pn) mit n = 1, . . . , N durch Minimierung




(pn − f(ln))2 + λ
∫
(f ′′(τ))2dτ. (3.1)
Dabei wird berücksichtigt, dass die gesuchte Funktion f zweimal stetig differen-
zierbar ist. Während der erste Term in (3.1) die Abweichungen zwischen Modell
und Beobachtungen bewertet, bestraft der zweite Term Krümmungen der Funkti-
on. Insgesamt schafft der Regularisierungsparameter λ ≥ 0 einen Ausgleich zwi-
schen den beiden Termen: Für λ = 0 interpoliert die Funktion f die gegebenen
Beobachtungen, während sich im anderen Extremfall für λ → ∞ eine Gerade er-
gibt, da keinerlei zweite Ableitungen toleriert werden. Für den global kubischen
Spline mit natürlichen Randbedingungen und Stützstellen an den ln’s wird der
Gesamtausdruck (3.1) minimal [Hastie u. a. 2001]. Man erhält den optimalen Glät-
tungsspline (engl. optimal smoothing spline) [Knott 2000].
Obwohl das Ergebnis die Forderung nachC2-Stetigkeit erfüllt, hat das beschriebe-
ne Vorgehen einen gravierenden Nachteil: Die Methode umgeht die systematische
Festlegung der Stützstellenanzahl und verwendet stattdessen deren maximal mög-
liche Anzahl. Diese ist identisch zu der Beobachtungsanzahl und unabhängig von
der Charakteristik der zugrunde liegenden Funktion. Außerdem steigt der Rechen-
aufwand bei der Minimierung von (3.1), aufgrund der notwendigen Inversion der
Beobachtungsmatrix, quadratisch mit der Anzahl der Beobachtungen an.
Regressionsmethoden wie z. B. Regressionssplines [Wahba 1990] kommen oh-
ne zusätzlichen Regularisierungterm aus. Sie bieten stattdessen die Möglichkeit,
die Anzahl der verwendeten Basisfunktionen und damit die Dimension des Mo-
dells [Schwarz 1978] zu variieren. Eine Überanpassung (engl. overfitting) des
Modells an die Beobachtungen wird auf diese Weise verhindert. Häufig verwen-
dete Basisfunktionen sind Gauß-Funktionen [Rasmussen u. Williams 2006] und
Polynome [Bishop 2006]. Steht fest, welche Basisfunktionen verwendet werden,
stellt sich die Frage nach einer geeigneten Anzahl an Basisfunktionen. Einerseits
aufgrund unterschiedlichster Trassenlängen und Krümmungsverläufe und ande-
rerseits verursacht durch die individuellen Charakteristiken der Beobachtungsse-
quenzen, ist eine systematische Abschätzung der Dimension vorab nicht möglich.
Praktikabler ist stattdessen die Angabe einer Menge konkurrierender Modelle, die
sich in eben dieser Dimension unterscheiden. Um beim Vergleich dieser Modelle
die prädiktiven Eigenschaften ausreichend zu berücksichtigen und bei der Mo-
dellwahl eine Überanpassung an die Beobachtungen zu verhindern, stehen eine
Reihe von Kriterien zur Verfügung. Einen Überblick gibt [Stoica u. Selen 2004].
Ein häufig eingesetztes Kriterium ist das Bayes’sche Informationskriterium (engl.
Bayesian information criterion (BIC))[Schwarz 1978], das über die näherungswei-
se Berechnung der Modellevidenz hergeleitet werden kann [Stoica u. Selen 2004].
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Es belohnt die Anpassung des Modells an die Beobachtungen und bestraft im Ge-
genzug den Anstieg der Dimension des Modells, was insgesamt zu einer ausgewo-
genen Entscheidung führt. Die Bewertung unterschiedlicher Modelle im Rahmen
einer Kreuzvalidierung [Hastie u. a. 2001] kann auf diese Weise umgangen wer-
den.
Im Rahmen dieser Arbeit bilden global kubische Splines die Grundlage der Kar-
tierung. Um die Parameter der Splines bestimmen zu können, wird eine kompakte
Beschreibung der Splines in Matrixschreibweise hergeleitet: Ausgehend von der
in Kapitel 2 beschriebenen Methode zur Bestimmung der Splinekoeffizienten er-
gibt sich eine lineare Beziehung zwischen dem Vektor der Stützstellen und dem
Funktionswert. Dies ist in Übereinstimmung mit den Ergebnissen in [Yu u. Deng
2009]. Prinzipiell eignet sich die Beschreibung zur Lösung unterschiedlichster Pa-
rameterschätzaufgaben, deren Beobachtungsgleichungen durch Splines modelliert
werden können. Das Modell wird in [Brunn u. Hanebeck 2005] zur Kalibrierung
einer Werkzeugmaschine und in [Hasberg u. Hensel 2008] zur Kartierung ebener
Fahrzeugtrassen mit GPS-Beobachtungen eingesetzt.
Die Positionen der Stützstellen entsprechen bei der lokal parametrischen Darstel-
lung den Gewichten von Basisfunktionen. Diese Interpretation erlaubt die Anwen-
dung moderner Regressionsmethoden zur Bestimmung der unbekannten Stützstel-
lenpositionen und der Stützstellenanzahl auf Grundlage der Beobachtungen. Ins-
gesamt orientiert sich das weitere Vorgehen an der in [MacKay 2003] präsentier-
ten zweistufigen Strategie zur Bestimmung des Modells auf der Grundlage des
Satzes von Bayes. Sowohl die Schätzung der reellwertigen Gewichte als auch
der Vergleich von Modellen mit unterschiedlich vielen Basisfunktionen erfolgt
im Rahmen einer zweistufigen Bayes’schen Kartierung: In der ersten Inferenz-
stufe werden die Stützstellenpositionen der konkurrierenden Modelle, ausgehend
von den verrauschten Beobachtungen, geschätzt. Im Anschluss daran erfolgen der
Vergleich der Modelle und die Auswahl eines der Modelle in einer zweiten Infe-
renzstufe, basierend auf der Modellevidenz. Der geschätzte Kurvenverlauf erfüllt
die Forderung nach C2-Stetigkeit und ist gemäß Gleichung (2.12) die Kurve mit
der kleinsten inneren Energie. Die Bayes’sche Strategie ermöglicht den direkten
Vergleich aller Modelle, wobei zur Schätzung der Modellparameter sämtliche Be-
obachtungen zur Verfügung stehen.
3.2 Stochastisches Modell global kubischer Splines
Die Berechnung der Splinekoeffizienten, unter Berücksichtigung aller Interpola-
tionsbedingungen, erfolgt wie in Kapitel 2 beschrieben, durch Lösen des zugrun-
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deliegenden Gleichungssystems. Dabei werden zunächst die zweiten Momente an
den inneren Stützstellen und daran anschließend die gesuchten Splinekoeffizien-
ten bestimmt. Insgesamt ist dieser zweistufige Prozess in der beschriebenen Form
ungeeignet, um in die Schätzung der Geometrie der Spurführung integriert zu wer-
den. Grundlegend für das weitere Vorgehen ist stattdessen ein kompakteres Modell
zur Vorhersage der Kurvenposition in einem Schritt. Bei geeigneter Gruppierung
der Stützstellen gehen diese linear in die benötigte Gleichung zur Vorhersage der
Kurvenposition ein und eignen sich somit ideal als Geometrieparameter, die zudem
im Gegensatz zu Polynomkoeffizienten eine anschauliche Interpretation erlauben.
Die für den 1D-Fall entwickelte Beschreibung eignet sich für die notwendige 2D-
Erweiterung und zur Integration geometrischer Unsicherheit in das Modell. Diese
muss berücksichtigt werden, da jede Karte das Ergebnis eines Messprozesses ist,
der auf unsicherheitsbehafteten Messungen beruht.
3.2.1 Lineares eindimensionales Modell
Gesucht ist eine Beschreibung, mit der die 1D-Komponentenfunktionen sx(l) und
sy(l) der Splinekurve s(l) direkt in Abhängigkeit der korrespondierenden Stütz-
stellenkomponenten px,i und py,i vorausgesagt werden können. Aus Gründen der
Lesbarkeit erfolgt die Beschreibung wie schon in Kapitel 2.4.2 für die allgemeine
Folge von Stützstellen pi mit i = 1, . . . ,M im Intervall l1 ≤ l ≤ lM .
Zur Herleitung der gesuchten Beschreibung werden die Positionen der Stützstellen
in q = [p1, . . . , pM ]T und die zu den Stützstellen korrespondierende Folge von Pa-
rametern l1 < l2 < · · · < lM in l = [l1, . . . , lM ]T zusammengefasst. Entsprechend
dem in Kapitel 2.4.2 beschriebenen Vorgehen folgen die inneren Momente mi aus
dem Gleichungssystem (2.38). In einer für das weitere Vorgehen angepassten Form
lautet dieses
















hi = li+1 − li. (3.3)
Definiert man den Vektor der Momente m = [m1, . . . ,mM ]T und ergänzt die Mo-
mente an den Enden des Splines m1 = m2 und mM = mM−1, die aufgrund der
parabolischen Randbedingungen bereits feststehen, erhält man ein lineares System
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von M Gleichungen für die unbekannten zweiten Momente [Kiencke u. a. 2005].
In Matrixnotation folgt




1 −1 0 · · · 0
h1 2(h1 + h2) h2 · · · 0
...
. . . . . . . . .
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0 · · · hM−2 2(hM−2 + hM−1) hM−1
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0 · · · 0 0 0
 .
Da es sich bei der Matrix M um eine Tridiagonalmatrix handelt, ist der Berech-
nungsaufwand zum Lösen des Gleichungssystems (3.4) proportional zur Stützstel-
lenanzahl [Werner 1992]. Die Lösung ist selbst bei vergleichsweise großer Dimen-
sion von m effizient berechenbar. Für die Momente ergibt sich
m = M−1Lq. (3.5)
Bei bekannten Stützstellen pi und Momenten mi können mit Hilfe der Gleichun-
gen (2.22) bis (2.25), entsprechend
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die Splinekoeffizienten berechnet werden. Fasst man diese ebenfalls in Vekto-
ren a = [a1, . . . , aM−1]T bis d = [d1, . . . , dM−1]T zusammen, kann ihre Be-
rechnung in Matrixnotation übersichtlich gemäß
a = A1q (3.10)
b = B1q+B2m (3.11)
c = C1m (3.12)
d = D1m (3.13)
notiert werden. Die dabei verwendeten Matrizen lauten
A1 =

1 0 0 · · · 0
0 1 0 · · · 0
...
. . . . . . . . .
...
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−h2
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2 0 0 · · · 0
0 12 0 · · · 0
...
. . . . . . . . .
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· · · 0
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Unter Verwendung von Gleichung (3.5) wird schließlich der Momentenvektor m
in den Gleichungen (3.10) bis (3.13) eliminiert. Insgesamt handelt es sich bei den
Koeffizientenvektoren a bis d somit um lineare Transformationen des Stützstel-
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lenvektors q entsprechend
a = A1q := Aq (3.14)
b = B1q + B2m = B1q + B2(M−1L)q
= (B1 + B2M−1L)q := Bq (3.15)
c = C1m = C1(M
−1L)q := Cq (3.16)
d = D1m = D1(M
−1L)q := Dq. (3.17)
Um schließlich den Funktionswert für ein beliebiges Argument l vorherzusagen,
muss das korrespondierende Splinesegment gefunden und dessen Koeffizienten
ausgewählt werden: Zunächst wird das gesuchte Segment i bei gegebenem l mit
li ≤ l < li+1 bestimmt. Ein Maskierungsvektor ki ermöglicht dann, abhängig
von i, die Auswahl der gültigen Funktion aus dem Vektor der Splinefunktionen

































Entsprechend Gleichung (2.14) und unter Verwendung der Vektoren a, b, c und
d wird der Vektor der Splinefunktionen (s1(l), . . . , sM−1(l))T folgendermaßen
ersetzt:
s(l) = kTi [a + b(l − li) + c(l − li)2 + d(l − li)3]. (3.19)
Der Funktionswert s für ein gegebenes l ist somit eine Linearkombination der
Splinekoeffizientenvektoren, gewichtet mit den Faktoren (l−li)j für j = 0, 1, 2, 3.
Mit den Gleichungen (3.14) bis (3.17) folgt der lineare Zusammenhang1 zwischen
1Je nach gewählter Parametrisierung hängen die Parameterwerte li an den Stützstellen von deren
Position ab und die Separierung in Gleichung (3.20) ist nicht vollständig. Aufgrund des geringen Ein-
flusses wird diese Abhängigkeit in der vorliegenden Arbeit nicht weiter berücksichtigt.
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dem Stützstellenvektor q und der 1D-Splinefunktion s(l) entsprechend
s(l) = kTi [Aq + Bq(l − li) + Cq(l − li)2 + Dq(l − li)3]
= kTi [A + B(l − li) + C(l − li)2 + D(l − li)3]q
:= gT(l, l)q. (3.20)
In Gleichung (3.20) konnte gezeigt werden, dass die Funktion s(l) als Produkt
des Stützstellenvektors q mit der Funktion gT(l, l) ausgedrückt werden kann. Eine
anschauliche Interpretation ermöglicht die Darstellung der Funktion s(l) als Line-
arkombination M nichtlinearer Basisfunktionen φi(l, l) mit i = 1, . . . ,M gemäß




In Bild 3.1 sind die Basisfunktionen exemplarisch für q ∈ R5 visualisiert. Ei-
ne bemerkenswerte Eigenschaft der verwendeten Splines ist der globale Einfluss
von Änderungen der Stützstellenpositionen. Verschiebt man beispielsweise eine
der Stützstellen des Stützstellenvektors q, entspricht das einer Neugewichtung der
korrespondierenden Basisfunktion. Aufgrund des globalen Einflusses jeder einzel-
nen Basisfunktion ändert sich der Verlauf der Splinefunktion s(l) deshalb ebenfalls
global. Die Auswirkung der Änderung nimmt jedoch mit zunehmendem Abstand
von der verschobenen Stützstelle ab.
Basierend auf der entwickelten Darstellung wird kontinuierlich verfügbare geo-
metrische Unsicherheit der Funktion s(l) über eine kontinuierliche multivariate
Wahrscheinlichkeitsverteilung des Stützstellenvektors q im entwickelten Modell
berücksichtigt. Das resultierende stochastische Modell bildet die gewählte Vertei-
lung der Stützstellen auf die Splinefunktion am Ausgang ab.
Wie in Bild 3.2 exemplarisch dargestellt sind die Positionen der einzelnen
Stützstellen pi nicht sicher bekannt. Die resultierende Unsicherheit des Vektors
q = (p1, . . ., pM )T wird durch eine Gauß-Verteilung modelliert2, die vollständig
durch die ersten beiden Momente µq und Σq der Wahrscheinlichkeitsdichtefunk-
tion3
p(q) = N (q|µq,Σq) (3.22)
2Neben dem zentralen Grenzwertsatz wird diese Annahme hauptsächlich durch die resultierende
analytische Handhabbarkeit motiviert. Prinzipiell kann aber auch jede andere Wahrscheinlichkeitsver-
teilung verwendet werden.
3Aus Gründen der Lesbarkeit wird im weiteren Verlauf der Arbeit der Begriff Dichte gleichbedeu-
tend mit Wahrscheinlichkeitsdichtefunktion verwendet.
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Bild 3.1: Basisfunktionen global kubischer Splines (1D-Fall): Aufgrund vari-
ierender Abstände benachbarter Stützstellen ist die Form der einzelnen Basis-
funktionen φi(l, l) mit i = 1, . . . ,5 unterschiedlich (oben). Überlagert man
die gewichteten Basisfunktionen entsprechend Gleichung (3.21) mit dem Vek-
tor q = [1 − 2 3 5 5]T ergibt sich der dargestellte Verlauf für die Funktion s(l)
(unten).
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beschrieben wird. Die Wahrscheinlichkeitsverteilung des Funktionswertes
von s(l) für ein gegebenes Argument l ergibt sich mit Hilfe des linearen Zusam-
menhangs in Gleichung (3.20). Die Abhängigkeit der resultierenden Gauß-Dichte
von l wird im Rahmen dieser Arbeit folgendermaßen ausgedrückt:
p(s(l)) = N (s(l)|µs(l), σ2s(l)) (3.23)
= N (s(l)|gT(l, l)µq,g(l, l)ΣqgT(l, l)). (3.24)
Beachtenswert ist, dass sowohl der Mittelwert µs(l) als auch die Varianz σ2s(l)
von l abhängen und die Funktion µs(l) exakt die erwarteten Positionen der Stütz-
stellen interpoliert. In Bild 3.2 sind exemplarisch die Verteilungen des Stützstel-
lenvektors und der korrespondierenden Splinefunktion sowie jeweils 10 Realisie-
rungen für eine Funktion mit insgesamt M = 6 Stützstellen zu sehen.
3.2.2 Lineares zweidimensionales Modell
Die global kubische Splinekurve s(l) interpoliert die Stützstellen pi ∈ R2 für eine
Folge von Parametern li mit i = 1, . . . ,M . Zur eindeutigen Beschreibung der Kur-
ve s(l) werden zwei voneinander unabhängige Komponentenfunktionen sx(l) und
sy(l) benötigt. Bei denen handelt es sich um global kubische Splinefunktionen,
für die in Kapitel 3.2.1 ein lineares 1D-Modell hergeleitet werden konnte. Eine für
das weitere Vorgehen grundlegende, ebenfalls lineare Beschreibung der Kurve s(l)
basiert auf der entwickelten Darstellung. Sie wird in diesem Kapitel vorgestellt.
Die Parameter li und die Stützstellen pi = (px,i, py,i)T werden zunächst zu den
Vektoren
l = (l1, . . . , lM )T, (3.25)
qx = (px,1, . . . , px,M )T und (3.26)
qy = (py,1, . . . , py,M )T (3.27)
gruppiert. Mit der Gleichung (3.20) erhält man anschließend die Parameterdarstel-
















:= G(l, l)x, (3.28)
deren Entstehung in Bild 3.3 exemplarisch mit Hilfe eines Kreuzdiagramms dar-
gestellt ist.
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Bild 3.2: Veranschaulichung der Interpolation mit M = 6 Stützstellen: Basierend
auf den Stützstellen pi ∼ N (µi, σ2i ) mit i = 1, . . . ,6 (links oben) ergibt sich
der erwartete kontinuierliche Verlauf µs(l) in blau und der Verlauf der Standard-
abweichung σs(l) in rot (links unten). Zusätzlich sind in der rechten Spalte 10
Realisierungen der korrespondierenden Verteilungen visualisiert.
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Entsprechend Gleichung (3.28) ergibt sich der Verlauf der vektorwertigen Funkti-















Die Anzahl der Basisfunktionen M ist dabei unabhängig von der Dimension der
Kurve. Sie ist stattdessen identisch zur Anzahl der verwendeten Stützstellen. Wei-
terhin ist es bei Kenntnis des Kurvenparametervektors l möglich, die Basisfunk-
tionen φi(l, l) vorab zu berechnen.
Um geometrische Unsicherheit in das Modell zu integrieren, wird analog zur Vor-




te, multivariate Zufallsvariable modelliert, die der Dichte p(x) = N (x|µx,Σx)







wobei Σqxqx die Kovarianzmatrix der Stützstellen der x-Komponentenfunktion,
Σqyqy die Kovarianzmatrix der Stützstellen der y-Komponentenfunktion
und Σqxqy die Kreuzkovarianzmatrix zwischen den Stützstellen der x- und der
y-Komponentenfunktion ist.
In Abhängigkeit der Verteilung von x ergibt sich die Verteilung der Splinekur-
ve. Die Unsicherheit von x hat direkt Einfluss auf die Unsicherheit des Kur-
venverlaufs. Aufgrund der linearen Transformation (3.28) sind die Kurvenposi-
tionen entlang der parametrisierten Kurve s(l) für jeden gültigen Wert des Para-
meters l ∈ [l1, lM ] ebenfalls gaußverteilt und durch die ersten beiden Momente
vollständig beschrieben. Diese sind, wie in Bild 3.3 exemplarisch dargestellt, wie-
derum Funktionen von l und es gilt
p(s(l)) = N (s(l)|µs(l),Σs(l)) (3.31)
= N (s(l)|G(l, l)µx,G(l, l)ΣxGT(l, l)). (3.32)
In Bild 3.4 sind die Verteilungen des Stützstellenvektors und der korrespondieren-
den Splinekurve sowie jeweils 5 Realisierungen in einem realistischen Szenario zu
sehen.
Im weiteren Verlauf wird beispielsweise zur modellbasierten Prädiktion der Fahr-
zeugrichtung der Tangentenvektor t für einen gegebenen Wert des Parameters l
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Bild 3.3: Stochastisches Kreuzdiagramm einer unsicherheitsbehafteten ebenen
Splinekurve: Man erhält für jeden gültigen Wert b des Kurvenparameters durch
Überlagerung der Funktionswerte der beiden Komponentenfunktionen sx(b) und
sy(b) die Verteilung der korrespondierenden Kurvenposition s(b) in der Ebene. Im
hier dargestellten Fall sind die Stützstellenvektoren qx und qy unkorreliert, wes-
wegen die Kovarianzellipse parallel zu den Koordinatenachsen ausgerichtet ist.
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Bild 3.4: Veranschaulichung der Interpolation von M = 9 Stützstellen pi ∈ R2:
Basierend auf den unsicheren Positionen (links oben) ergibt sich der erwartete kon-
tinuierliche Verlauf (rechts oben) in blau und die Unsicherheit des Verlaufs durch
ausgewählte Kovarianzellipsen entlang der Kurve in rot. Zusätzlich sind 5 Reali-
sierungen der Stützstellenverteilung (links unten) und die entsprechende Kurven-
schar (rechts unten) zu sehen.
3.3. BAYES’SCHE KARTIERUNG 45
benötigt. Dieser ergibt sich durch Ableiten der beiden Komponenten der Spline-
kurve s(l). Ausgehend von Gleichung (3.28) folgt der Zusammenhang zwischen
dem Stützstellenvektor x und der Funktion des Tangentenvektors t(l) gemäß







(gT(l, l))′ = kTi (B + 2C(l − li) + 3D(l − li)2). (3.34)
Entsprechend der obigen Argumentation ist auch t(l) gaußverteilt und die Vertei-
lung lässt sich bei bekannter Dichte von x direkt angeben. Sie lautet
p(t(l)) = N (t(l)|µt(l),Σt(l)) (3.35)
= N (t(l)|G′(l, l)µx,G′(l, l)Σx(G′(l, l))T). (3.36)
Aus Gründen der Lesbarkeit wird im weiteren Verlauf der Arbeit die Abhängigkeit
der Funktionen g(.) und G(.) vom Vektor l nur dann explizit angegeben, wenn dies
zum Verständnis benötigt wird.
3.3 Bayes’sche Kartierung
Auf Basis des entwickelten stochastischen Splinemodells wurde in [Hasberg u.
Hensel 2008] ein Verfahren zur Kartierung unbekannter Fahrzeugtrassen mit Be-
obachtungen eines GPS-Messsystems erfolgreich umgesetzt. Eine Erweiterung
wurde in [Hasberg u. Hensel 2010a] vorgeschlagen, um auch die Modelldimension
auf Grundlage der Daten bestimmen zu können: Die Bayes’sche Kartierung basiert
auf der in [MacKay 2003] präsentierten zweistufigen Methode zur Schätzung des
Modells auf der Grundlage des Satzes von Bayes. Die prinzipielle Vorgehensweise
wird zunächst allgemein zusammengefasst. Detaillierte Beschreibungen sind dar-
über hinaus in [Duda u. a. 2001] und [Bishop 2006] zu finden. Im Anschluss daran
folgt die Umsetzung der Strategie zur Lösung der formulierten Kartierungsaufga-
be.
Jedes Element der Menge {Mj}Jj=1 repräsentiert ein Modell. Weiterhin beschreibt
der Vektor x die unbekannten Parameter des Modells Mj und D die zur Verfü-
gung stehenden Daten. Die Auswahl eines der Modelle und die Schätzung der
Modellparameter x erfolgt in zwei Stufen:
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1. Regression: In der ersten Stufe werden die Modellparameter x der kon-
kurrierenden Modelle bestimmt. Ausgangspunkt ist jeweils ein ModellMj ,
das den Zusammenhang zwischen den vorliegenden Daten D und dem un-
bekannten Modellparametervektor x beschreibt.
Im Inferenzschritt werden die Daten D entsprechend dem Satz von Bayes










wird als Evidenz bezeichnet.
Ausgehend von der a posteriori Dichte kann jetzt eine Aussage über den
Wert des Parametervektors getroffen werden. Es ist üblich, beispielsweise
unter Zuhilfenahme von Gradientenmethoden, das Maximum der a poste-
riori Dichte zu bestimmen [MacKay 2003]. Es stellt den wahrscheinlichsten
Wert des Parameters x dar und wird mit x̂ bezeichnet. Häufig kann dieser
mit






berechnet werden, ohne dazu die a posteriori Dichte normalisieren zu müs-
sen.
2. Modellvergleich und Modellauswahl: In der zweiten Stufe werden die
konkurrierenden Modelle miteinander verglichen und es wird eines der Mo-










für j = 1, . . . , J. (3.42)
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Entsprechend dieser Annahme ist die a posteriori Dichte p(Mj |D) propor-
tional zur Evidenz (3.38), die deshalb zur Bewertung der Modelle herange-
zogen wird und auf deren Grundlage die Modelle verglichen werden. Das
Modell mit der höchsten Evidenz
M̂ = arg max
Mj
p(D|Mj) (3.43)
wird ausgewählt. Entsprechend Gleichung (3.38) erhält man p(D|Mj)
durch Marginalisierung über die Modellparameter x. Man spricht deshalb
häufig von der Marginal-Likelihood [Rasmussen u. Williams 2006].
Um die Stützstellenanzahl des Splinemodells anhand einer Folge verrauschter Be-
obachtungen zu bestimmen, wird im weiteren Verlauf des Kapitels eine zwei-
stufige Bayes’sche Strategie vorgestellt, die auf der Maximierung der Modell-
evidenz basiert. Die Vorgehensweise liefert neben der ganzzahligen Stützstellen-
anzahl auch die a posteriori Dichte des Stützstellenvektors, auf deren Grundlage
dann Vorhersagen des kontinuierlichen Kurvenverlaufs möglich sind.
3.3.1 Schätzung der Modellparameter
Es liegen Daten D = {(bn, ẑn)}Nn=1 in Form von N verrauschten Beobach-
tungen ẑn ∈ R2 der Kurvenposition bei jeweils gegebenem Wert des Kurvenpara-
meters bn vor. Die Behandlung der Parameterwerte als exakt bekannte Eingangs-
größen setzt eine perfekte Odometrie voraus, die in sehr guter Näherung durch
das Wirbelstromsensorsystem zur Verfügung gestellt wird [Hensel 2011]. Zusam-
mengefasst ergibt sich der Vektor der Beobachtungen ẑ = [ẑT1, . . . , ẑ
T
N ]
T ∈ R2N .
Es wird weiter angenommen, dass die Beobachtungen gaußverteilt sind und die
Kovarianzmatrix Σz = σ2zI2N bekannt ist.
Jedes Modell Mj ist eine global kubische Splinekurve s(l) mit einer ganzzahli-
gen Stützstellenanzahl M ∈ {1,2, . . . , J} mit bekannter oberer Schranke J . Die
Abstände zwischen den Stützstellen eines SplinemodellsMj sind äquidistant und
der Parametervektor x des Modells lautet x = (qTx,q
T
y)
T ∈ R2M gemäß Glei-
chung (3.28). Je nach erwarteter Trassenform ist jedoch eine unregelmäßige An-
ordnung der Stützstellen entlang der Kurve sinnvoll. Da die Eisenbahnbau- und
Betriebsordnung [EBO] sowohl beim Entwurf als auch beim Bau neuer Trassen
eine gleichbleibende Charakteristik einzelner Trassen fordert, wird auf die Varia-
tion der Abstände verzichtet.
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Die Likelihood-Funktion der Parameter x folgt aus dem in Kapitel 3.2 hergeleite-
ten 2D-Modell der Splines. Entsprechend Gleichung (3.28) liegt ein linearer Zu-
sammenhang zwischen der Kurve s(l) und dem Stützstellenvektor x gemäß
s(l) = G(l)x (3.44)
vor. Unter Ausnutzung dieser Beziehung und einem additiven Rauschterm
e = [eT1, . . ., e
T
N ]
T können die Beobachtungen ẑ insgesamt in einer linearen Be-
obachtungsgleichung












x := Hx (3.45)
erklärt werden [Hasberg 2009]. Die Likelihood-Funktion der Parameter x lautet
p(ẑ|x,Mj) = N (ẑ|Hx,Σz) = N (ẑ|Hx, σ2zI2N ). (3.46)
Im Unterschied zu Polynomkoeffizienten sind die Stützstellen des Splinemodells
anschaulich interpretierbar. Dies erleichtert eine Initialisierung des Parametervek-
tors x. Insgesamt wird das Vorwissen über die Positionen der Stützstellen in der
a priori Dichte der Modellparameter zusammengefasst. Dabei werden die Ko-
ordinaten der Stützstellen im raumfesten Koordinatensystem durch eine Gauß-
Verteilung mit der Kovarianzmatrix Σx = σ2xI2M modelliert. Entsprechend ist
die a priori Dichte durch
p(x|Mj) = N (x|µx,Σx) = N (x|µx, σ2xI2M ) (3.47)
vollständig beschrieben.
Die a posteriori Dichte ist proportional zum Produkt aus Likelihood-Funktion und
a priori Dichte. Aufgrund der konjugierten Gauß’schen a priori Dichte ist diese
ebenfalls gaußverteilt. Ihre analytische Beschreibung ergibt sich entsprechend der
Rechenregeln im Anhang A.2 und lautet
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.
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Bild 3.5: Hinton-Diagramm [Hinton u. Sejnowski 1986] der Kovarianzmatrizen
Σx (links) und Σx|z (rechts) für M = 9 Stützstellen: Jedes Element der Ma-
trix wird als Quadrat dargestellt, dessen Fläche proportional zum Betrag des kor-
respondierenden Matrixeintrags ist. Dabei entspricht weiß einem positiven und
schwarz einem negativen Wert. Verursacht durch den globalen Einfluss jeder ein-
zelnen Basisfunktion, sind die Stützstellen der beiden Komponentenfunktionen
korreliert und die Einträge der Teilmatrizen Σqxqx|z und Σqyqy|z der a posteriori
Dichte sind alle ungleich Null. Eine Korrelation zwischen den Funktionen besteht
jedoch nicht. Entsprechend gilt Σqxqy|z = 0.
In Bild 3.5 ist die Kovarianzmatrix der a priori Dichte und die Kovarianzmatrix der
a posteriori Dichte der Modellparameter x abgebildet. Da die a posteriori Dichte
eine Gauß-Verteilung ist, stimmen Mittelwert und Maximum überein. Dadurch ist
die Maximum der a posteriori Dichte direkt durch x̂ = µx|z gegeben.
3.3.2 Berechnung der Modellevidenz
Entsprechend der beschriebenen Strategie wird die Evidenz als Kriterium verwen-
det, um aus der Menge unterschiedlicher Modelle ein Modell auszuwählen. Die
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Da sowohl die Likelihood-Funktion (3.46) als auch die a priori Dichte (3.47) gege-
ben und gaußverteilt sind, ist es möglich, die gesuchte Randverteilung analytisch
anzugeben. Die Integration über die Modellparameter x (siehe Anhang A.2) ergibt
p(ẑ|Mj) = N (ẑ|Hµx, σ2xHHT + σ2zI2N ). (3.50)
Durch Logarithmieren vereinfacht sich die Berechnung der Evidenz und der ab-
schließende Modellvergleich basiert auf der logarithmierten Evidenz gemäß










(ẑ−Hµx)T(σ2xHHT + σ2zI2N )−1(ẑ−Hµx). (3.51)
Das so abgeleitete Kriterium zur Bewertung einzelner Modelle kann für µx = 0
anschaulich mit Hilfe der a posteriori Dichte (3.48) ausgedrückt werden (Neben-
rechnung im Anhang A.4). Es gilt:

























Während der Term k1 in Gleichung (3.52) im Allgemeinen mit ansteigender An-
zahl zur Verfügung stehender Basisfunktionen ansteigende Werte annimmt und
somit flexiblere Modelle bevorzugt, fungiert der Term k2 als Gegenspieler. Dieser
Regularisierungsterm bestraft Modelle mit vielen Stützstellen4. Insgesamt berück-
sichtigt die Maximierung von (3.52) gemäß (3.43) beide Einflüsse und ermöglicht
eine ausgewogene Entscheidung für eines der zugrunde gelegten Modelle. Der
Wert des Terms k3 ist für alle Modelle gleich, beeinflusst die Entscheidung also
nicht. Unabhängig von der a priori Dichte des Parametervektors x ist die Maxi-
mierung der Evidenz für N → ∞ äquivalent zur Minimierung des BIC [Stoica u.
Selen 2004].
4Im Bereich des Maschinellen Lernens ist in diesem Zusammenhang häufig vom Ockham-Faktor
die Rede, beispielsweise in [MacKay 2003].
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Bild 3.6: Links: Beobachtungen ẑn ∈ R2 mit n = 1, . . . ,50 (grün) entlang der
Wendeschleife, Rechts: Logarithmus der Evidenz (3.52) gegenüber der verwende-
ten Anzahl M an Basisfunktionen bzw. Stützstellen
3.3.3 Kartierung einer Trasse
Anhand der in Bild 3.6 abgebildeten Wendeschleife wird exemplarisch ein Ergeb-
nis des entwickelten Verfahrens vorgestellt. Zunächst werden entlang der Refe-
renzkurve gleichmäßig Positionen synthetisch erzeugt. Dies entspricht einer Fahrt
mit konstanter Geschwindigkeit entlang der abgebildeten Trasse. Den so generier-
ten idealen Beobachtungen wird dann ein mittelwertfreies Gauß’sches Rauschen
mit der Kovarianz σ2zI2N additiv überlagert.
Auf Grundlage der Beobachtungen erfolgt die Schätzung der Modellparameter x
für die ModelleMj mit M ∈ {1, . . . ,50}. Anschließend können die Kurven s(l)







N (s(l)|G(l)x, σ2zI2)N (x|µx|z,Σx|z)dx. (3.54)
Es ergibt sich wieder eine Gauß-Dichte, mit
p(s(l)|ẑ,Mj) = N (s(l)|G(l)µx|z,G(l)Σx|zGT(l) + σ2zI2). (3.55)
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Während der erste Term der Kovarianzmatrix die Vorhersageunsicherheit aufgrund
der geschätzten Modellparameter x beinhaltet, beschreibt der zweite Term das
Rauschen der Beobachtungen.
In Bild 3.6 ist die Modellevidenz über der Anzahl der verwendeten Basisfunk-
tionen dargestellt. Gemeinsam mit Bild 3.7 ist der Verlauf der Evidenz für die
ansteigende Anzahl an Basisfunktionen bzw. Stützstellen direkt nachvollziehbar:
Für M = 3 ist die Qualität des Modells zur Vorhersage der Trasse ungenügend
und entsprechend ist der Wert der Evidenz verschwindend klein. Verwendet man
stattdessen M = 9 Stützstellen, ergibt sich das Modell mit dem maximalen Wert
der Evidenz und präzise Vorhersagen der Geometrie sind möglich. Erhöht man die
Modelldimension weiter, sinkt die Evidenz gegenüber dem Modell mit M = 9
Basisfunktionen wieder ab. Die zusätzlichen Modellfreiheitsgrade führen zu kei-
ner sichtbaren Verbesserung der Vorhersage der Geometrie.
3.4 Zusammenfassung
Das vorliegende Kapitel liefert eine kompakte Beschreibung global kubischer
Splines und ein Verfahren zur Kartierung einzelner Fahrzeugtrassen. Aufgrund ih-
rer Eignung werden global kubische Splines zur Modellierung unterschiedlichster
Trassen verwendet. Basierend auf der klassischen zweistufigen Methode zur Be-
rechnung der Splinekoeffizienten wird ein lineares stochastisches Modell zur Vor-
hersage des kontinuierlichen Trassenverlaufs in einem einzigen Schritt hergelei-
tet. Als Geometrie beschreibende Modellparameter werden dabei die Splinestütz-
stellen verwendet. Diese eignen sich hervorragend zur Integration geometrischer
Unsicherheit. Sie sind zudem, im Gegensatz zu Splinekoeffizienten, anschaulich
interpretierbar. Neben den Positionen dieser Stützstellen ist auch deren notwendi-
ge Anzahl vorab nicht bekannt und wird im Rahmen einer Bayes’schen Kartierung
bestimmt.
Die Bayes’sche Kartierung gliedert sich in zwei Stufen: Zunächst werden die Mo-
dellparameter einzelner Fahrzeugtrassen auf der Basis aller zur Verfügung stehen-
der Beobachtungen geschätzt. Durch Maximierung der Evidenz wird im zweiten
Schritt die Dimension des Modells festgelegt, wobei eine Überanpassung des Mo-
dells systematisch verhindert wird. Aufgrund der Linearität des Geometriemodells
und der Verwendung konjugierter Wahrscheinlichkeitsverteilungen können sowohl
die a posteriori Dichte der Modellparameter als auch die Modellevidenz analy-
tisch angegeben werden. Als Konsequenz bildet die entwickelte Vorgehensweise
Messunsicherheiten vollständig in die Modellparameter ab. Sie schafft so die Vor-
aussetzung, Karteninformation in nachfolgenden Verarbeitungsschritten, entspre-
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Bild 3.7: Ergebnisse der Regressionsstufe: Für eine ansteigende Anzahl M ver-
wendeter Basisfunktionen ist der erwartete Verlauf µs(l) = G(l)µx|z ∈ R2 in rot
entsprechend Gleichung (3.55), jeweils gegenüber dem Verlauf der Referenzkurve
in blau, dargestellt.
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chend ihrer Qualität, nutzen und weiter verbessern zu können. Die Dimension des
Geometriemodells ist dabei an die reale Trassenform angepasst.
Die vorgeschlagene Kartierungsstrategie verwendet die zurückgelegten Wegstre-
cken als Eingangsgrößen. Im folgenden Kapitel werden die zurückgelegten Weg-
strecken als innere Zustandsgrößen modelliert, wodurch simultan zur Kartierung
eine Lokalisierung des Fahrzeugs ermöglicht wird.
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4 Simultane Lokalisierung und
Kartierung einzelner Trassen
In diesem Kapitel wird ein Verfahren zur simultanen Lokalisierung und Kartie-
rung schritthaltend mit dem Eintreffen von Beobachtungen für spurgeführte Syste-
me entwickelt. Ein spurgeführtes System setzt sich dabei aus einem spurgeführten
Fahrzeug und einer Trasse zusammen, der das Fahrzeug folgt.
Die Kenntnis der Spurführungsgeometrie kann beispielsweise durch die im letzten
Kapitel beschriebene Kartierung gegeben sein. Aber auch andere Methoden, wie
etwa die Extraktion der Geometrie aus Luftbildern sind denkbar. Das Verfahren
soll auch ohne Vorwissen über den Verlauf der Spurführung auskommen und eine
Karte dann von Grund auf neu erstellen.
4.1 Stand der Technik und Lösungsansatz
Das Problem der simultanen Lokalisierung und Kartierung (engl. Simultaneous
Localization and Mapping (SLAM)) ist in der Robotik vielfach bearbeitet und für
einige Szenarien gelöst. Eine erfolgversprechende Vorgehensweise formuliert das
Problem als Parameterschätzaufgabe. Dabei beschreibt eine Menge statischer Pa-
rameter die Karte und eine Menge dynamischer Parameter das Fahrzeug [Guivant
u. Nebot 2001]. Bayes-Filter, wie z. B. das Erweiterte Kalman-Filter (EKF), er-
möglichen dann die schritthaltende Verarbeitung von Beobachtungen und liefern
zu jedem Zeitpunkt eine aktuelle Schätzung des Systemzustands.
Grundlage für den Einsatz von Bayes-Filtern ist ein zeitdiskretes Modell, in dem
sowohl die Bewegung des Fahrzeugs als auch die Geometrie der Karte abgebildet
wird. Für die Klasse der spurgeführten Systeme existiert eine solche Beschreibung
bisher nicht. Sie wird deshalb im vorliegenden Kapitel entwickelt und erprobt.
Das betrachtete System besteht aus zwei Komponenten: einer Fahrzeugkompo-
nente und einer Kartenkomponente. Eine geeignete Modellierung der Karte mit
Splinekurven wird in Kapitel 3 entwickelt. Die Modellierung der Fahrzeugkom-
ponente erfordert die Auswahl eines geeigneten Bewegungsmodells. Es werden
existierende Ansätze vorgestellt und auf ihre Eignung hin analysiert.
56 4. SIMULTANE LOKALISIERUNG UND KARTIERUNG EINZELNER TRASSEN
Die klassische Beschreibung formuliert das Bewegungsmodell in kartesischen Ko-
ordinaten [Agate u. Sullivan 2003] [Pannetier u. a. 2005]. Das Fahrzeug kann bei
dieser Modellierung jede 2D-Position einnehmen. Betrachtet man die Fahrzeug-
position jedoch relativ zu einer Karte der Spurführung, verursacht diese Flexibili-
tät zusätzlichen Aufwand, um einen mit der Karte widerspruchsfreien Positions-
schätzwert zu erhalten. Die Vorgehensweisen, um die geforderte Übereinstimmung
herzustellen, werden in der Literatur üblicherweise unter dem Begriff Kartenein-
passung (engl. map matching) [Quddus u. a. 2007] zusammengefasst. Die einge-
setzten Methoden zur Berücksichtigung der zusätzlichen Bedingung, dass sich das
Fahrzeug entlang der Spurführung bewegt, können generell in zwei Klassen ein-
geteilt werden [Julier u. LaViola 2007]:
• Eine Möglichkeit besteht darin, die Karte als Sensor zu betrachten und
auf dieser Basis zusätzliche virtuelle Beobachtungen mit verschwindender
Unsicherheit künstlich zu generieren und diese mit dem Zustand zu fu-
sionieren. Beispielsweise in [El Najjar u. Bonnifait 2005] liefert die Kar-
te Beobachtungen, die dann gleichwertig nach der Verarbeitung von GPS-
Positionsmessungen zur Aktualisierung des Zustands in einem Kalman-
Filter-Innovationsschritt verwendet werden. Die Generierung der zusätzli-
chen Beobachtungen erfolgt dabei am Lotfußpunkt der Fahrzeugposition auf
der Karte.
• Alternativ zu dieser Vorgehensweise existiert eine zweite Klasse von Projek-
tionsmethoden: Nach Bestimmung des Zustands wird dieser mit Hilfe eines
Projektionsoperators auf die Oberfläche der Bedingungsgleichung abgebil-
det. In [Yang u. Blasch 2006] wird die Position eines Fahrzeugs entlang ei-
nes gekrümmten Straßenverlaufs verfolgt. Um das Fahrzeug auf die Straße
zu zwingen, wird eine nichtlineare Projektionsmethode für kubische Ver-
läufe vorgeschlagen, die auf der Anwendung von Lagrange-Multiplikatoren
beruht.
In [Julier u. LaViola 2007] werden derartige Ansätze prinzipiell verglichen. Es
zeigt sich, dass die Verfahren im Fall von nichtlinearen Bedingungsgleichungen zu
singulären Kovarianzmatrizen führen, die den Einsatz von stabilisierendem Sys-
temrauschen notwendig machen. Wenn eine geeignete Anpassung der Modellie-
rung nicht möglich ist, wird zur Lösung ein Verfahren vorgeschlagen, das konsis-
tente Schätzungen gewährleistet.
Alternativ zu der Formulierung in kartesischen Koordinaten kann die Bewe-
gung eines spurgeführten Fahrzeugs vollständig in einer einzigen Dimension
beschrieben werden. Ist eine Karte der Spurführung verfügbar, kann die 1D-
Fahrzeugposition jederzeit mit Hilfe dieser Karte in kartesische Koordinaten trans-
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formiert werden. Dabei ist die Widerspruchsfreiheit der kartesischen Fahrzeugpo-
sition und der Karte zu jedem Zeitpunkt sichergestellt und eine zusätzliche Kar-
teneinpassung wird vollständig umgangen. Diese Strategie kommt bisher in zwei
Arbeiten zur Fahrzeuglokalisierung bzw. -verfolgung zum Einsatz. In [Yang u. a.
2005] wird der Verlauf der Spurführung durch eine Folge von Geradenabschnit-
ten und Kreisbögen modelliert, die ohne Unsicherheit bekannt sind. Alternativ
beschreibt [Ulmke u. Koch 2006a] die Geometrie der Spurführung durch einen
Polygonzug. Jedem Abschnitt dieses Polygonzuges ist eine Kovarianzmatrix zu-
geordnet, die dessen Unsicherheit zusammenfasst. Nach der zeitlichen Prädiktion
entlang der Kurve erfolgt die Innovation der Fahrzeugposition in kartesischen Ko-
ordinaten. Obwohl die Unsicherheit der Karte explizit im Modell berücksichtigt
wird, verzichtet das Verfahren auf die Aktualisierung der Karte im Rahmen einer
Kartierung.
In [Hasberg u. a. 2008] wird die kartesische Beschreibung mit der alternativen 1D-
Modellierung verglichen. Es zeigt sich, dass die konsequente Beschreibung der
Fahrzeugbewegung in einer Dimension die vergangene Bewegung auch für einen
nichtlinearen Verlauf der Spurführung geeignet zusammenfasst und zukünftige Po-
sitionen präzise vorhersagt. Die Voraussetzung dafür ist, dass eine Karte der Spur-
führung in Bogenlängenparametrisierung vorliegt.
Insgesamt beeinflusst die Modellierung entscheidend die Struktur des resultieren-
den Schätzproblems: Der Zustandsvektor bei der kartesischen Beschreibung ist
nicht minimal. Es sind Systemzustände möglich, die im Widerspruch zu einer
zusätzlichen nichtlinearen Bedingungsgleichung (engl. nonlinear equality cons-
traint) stehen und nicht zulässig sind. Um Systemzustände zu erhalten, die nicht
mit der Bedingung im Widerspruch stehen, ist ein weiterer Verarbeitungsschritt
notwendig, der aufgrund der Nichtlinearität der Bedingungsgleichungen Probleme
verursacht. Die Modellierung auf Basis einer 1D-Bewegungsgleichung ist der kar-
tesischen Beschreibung überlegen. Sie beinhaltet keine redundanten Informationen
und zu jedem Zeitpunkt ist gewährleistet, dass die Bewegung des Fahrzeugs exakt
der Karte folgt. Zusätzliche Verarbeitungsschritte zur Herstellung dieser Überein-
stimmung zwischen Karte und Bewegung entfallen vollständig.
Ausgehend von diesen Überlegungen wird im weiteren Verlauf die alternative
1D-Modellierung der Fahrzeugbewegung verwendet und mit dem in Kapitel 3.2
vorgeschlagenen Modell der Karte gekoppelt. Das System ist damit vollständig
beschrieben. Um den Systemzustand aktualisieren zu können, wird ein System-
modell und ein Beobachtungsmodell für Positions-, Richtungs- und Geschwindig-
keitsmessungen hergeleitet. Darüber hinaus ermöglicht ein Extrapolationsmodell
die Kartierung unbekannter Umgebungen. Basierend auf der Modellierung erfolgt
die Schätzung des Systemzustands mit einem Kalman-Filter basierten Ansatz. Die-
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se Vorgehensweise wird häufig als EKF-SLAM bezeichnet [Durrant-Whyte u. Bai-
ley 2006] und ist aus zwei Gründen bei der Lösung des SLAM-Problems weit ver-
breitet: Zum einen liefert der Ansatz direkt eine rekursive Lösung auf Basis der
stochastischen Modellierung, die jederzeit z. B. für Navigationsaufgaben zur Ver-
fügung steht. Zum anderen existiert eine Vielzahl von Methoden und Erfahrungen
aus anderen Bereichen, wie z. B. der Luft- oder Schifffahrt, auf die zurückgegriffen
werden kann.
Neben dem EKF-basierten Ansatz ist der Einsatz alternativer Filtertechniken denk-
bar. Zu diesen zählen verschiedene Varianten des EKFs, wie z.B. das iterative EKF
oder EKFs höherer Ordnung [Simon 2006]. Alternativ zu diesen Filtertechniken,
die auf der Ableitung von System- und Messmodell basieren, existieren Linear Re-
gression Filter [Lefebvre u. a. 2001], wie z.B. das Unscented Kalman Filter [Julier
u. Uhlmann 2004], das Divided Difference Filter [Norgaard u. a. 2000] oder das
Gaussian Filter [Huber u. Hanebeck 2008]. Bei dieser Klasse von Methoden wer-
den zunächst Regressionspunkte deterministisch bestimmt, um die Momente der
Wahrscheinlichkeitsdichte zu beschreiben. Durch das Abbilden der Reggressions-
punkte durch die nichtlineare Systemgleichung, sowie die Berechnung der ersten
beiden Momente der abgebildeten Dichte, wird die nichtlineare Systemgleichung
implizit linearisiert. Die dazu notwendige Anzahl an Regressionspunkten wächst
linear mit der Dimension des Zustandsraums [Beutler u. a. 2009] und ist in der
Regel deutlich geringer im Vergleich zu Partikel Filtern.
Im weiteren Verlauf des Kapitels wird zunächst die entwickelte zeitdiskrete Sys-
tembeschreibung im Zustandsraum vorgestellt. Basierend auf der Modellierung
wird das Schätzproblem formuliert und mit einem Bayes-Filter gelöst. Anhand
von unterschiedlichen Szenarien werden anschließend die Leistungsfähigkeit des
Schätzers bewertet und die Konvergenzeigenschaften der Schätzung untersucht.
4.2 Zeitdiskretes Modell des spurgeführten Systems
Voraussetzung für die simultane Lokalisierung und Kartierung auf der Grundlage
des Bayes-Filters ist eine kompakte aber vollständige Modellierung des Systems.
Dazu wird zunächst der Zustandsvektor eingeführt, der den Systemzustand be-
schreibt. Im Anschluss daran werden die einzelnen Modelle zur Aktualisierung
dieses Zustands entwickelt.
Der innere Zustand des betrachteten Systems im k-ten Zeitschritt setzt sich aus
zwei Komponenten zusammen, die eine vollständige Systembeschreibung gewähr-
leisten: Der erweiterte Zustandsvektor des Gesamtsystems xk beinhaltet sowohl
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Die kinematischen Zustände des spurgeführten Fahrzeugs werden in einer Dimen-
sion entlang der Bogenlänge der parametrisierten Kurve modelliert. Zusammen-










der somit die Bogenlängenposition bk und die ersten n zeitlichen Ableitungen der
Bogenlängenposition ḃk, b̈k bis b
(n)
k beinhaltet. Entsprechend Kapitel 3.2.2 werden








zusammengefasst. Die Fahrzeugbewegung ist dabei in Durchlaufrichtung der
Kurve definiert, die, wenn nötig, durch die lineare Parametertransformation
l+ = (−1) · l des Kurvenparametervektors l = (l1, . . ., lM )T umgedreht wird. Da-
bei verändert sich die Form der Kurve nicht [Bär 2001]. In Bild 2.3 ist der Sach-
verhalt für eine allgemeine lineare Parametertransformationen visualisiert.
Bei der Herleitung des zeitdiskreten Modells wird weiter angenommen, dass der
Systemzustand xk einer Gauß-Verteilung der Dichte
p(xk) = N (xk|x̂k,Σk) (4.4)







Dabei ist Σff,k die Kovarianzmatrix der Fahrzeugzustände, Σmm,k die Kova-
rianzmatrix der Kartenzustände und Σfm,k die Kreuzkovarianzmatrix zwischen
den Fahrzeug- und den Kartenzuständen. Die Flexibilität der Modellierung wird
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Bild 4.1: Visualisierung von jeweils 40 Realisierungen des Systemzustands xk aus
Fahrzeugposition (rotes Kreuz) und Karte der Spurführung (blaue Kurve) für ver-
schiedene Ausprägungen der Kovarianzmatrix Σk in der Ebene: Von links oben
ausgehend nimmt in horizontaler Richtung die Unsicherheit der Kartenzustän-
de xm,k gemäß Σmm,k = a I2M und in vertikaler Richtung die Unsicherheit der
Fahrzeugzustände xf,k gemäß Σff,k = b In+1 zu.
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in Bild 4.1 für unterschiedliche Ausprägungen der Kovarianzmatrix des System-
zustands aus Fahrzeug und Karte dargestellt.
Auf der Basis dieses Zustands werden drei grundlegende Modelle unterschieden,
die eine simultane Lokalisierung und Kartierung ermöglichen [Hasberg u. Hensel
2009]:
• Das Systemmodell ermöglicht die Vorhersage des Systemzustands ausge-
hend von der aktuellen Schätzung und basiert auf Vorwissen über die zu
erwartende zeitliche Entwicklung des Zustandsvektors.
• Das Beobachtungsmodell ermöglicht die Aktualisierung des Zustandsvek-
tors mit eintreffenden Beobachtungen.
• Das Extrapolationsmodell ermöglicht das Anwachsen der Karte und damit
die Kartierung unbekannter Umgebungen durch Hinzufügen neuer Stützstel-
len zum Zustandsvektor.
4.2.1 Systemmodell
Das Systemmodell ermöglicht die Vorhersage des Systemzustands für den nächs-
ten Zeitschritt xk+1 basierend auf dem aktuellen Zustand xk und dem additiven
Systemrauschen wk. Es wird im Allgemeinen durch die Abbildung
xk+1 = fk(xk) + wk (4.5)
vollständig beschrieben. Die Bewegungsmodelle von Fahrzeug und Karte sind ent-
koppelt und jedes für sich linear. Die allgemeine Beschreibung in Gleichung (4.5)




















und die beiden Bewegungsmodelle können separat angegeben werden.
Bewegungsmodell der Karte:
Unter der Annahme eines statischen Verlaufs der Spurführung sk+1(l) = sk(l)
folgt das Systemmodell des Stützstellenvektors zu
xm,k+1 = xm,k. (4.7)
Diese Annahme ist frei von Modellierungsungenauigkeiten, weswegen auf ein
Systemrauschen verzichtet wird. Es gilt Fm,k = I2M und wm,k = 0.
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Bewegungsmodell des Fahrzeugs:
Der Entwurf des Fahrzeugbewegungsmodells hat signifikante Auswirkungen auf
die Leistungsfähigkeit des gesamten Lokalisierungsmoduls [Julier u. Durrant-
Whyte 2003] und ist damit von großer Bedeutung für den kombinierten Prozess
aus Lokalisierung und Kartierung. Im Grundsatz gibt es zwei Möglichkeiten, um
das benötigte zeitdiskrete, verrauschte Bewegungsmodell zu erhalten [Bar-Shalom
u. Fortmann 1988]. Bei beiden Vorgehensweisen handelt es sich um Näherungen
der tatsächlichen Fahrzeugbewegung.
Klassischerweise startet man zunächst mit einer zeitkontinuierlichen Bewegungs-
differentialgleichung, die von einem weißen Rauschen angetrieben wird. Auf
Grundlage dieser Beschreibung wird mit Hilfe einer Zeitdiskretisierung das ge-
suchte Modell vollständig abgeleitet. Alternativ zu dieser Vorgehensweise wird
das zeitdiskrete Systemmodell häufig direkt festgelegt. Abweichungen von der ge-
wählten Bewegungsgleichung werden dann mit Hilfe einer stückweise konstanten,
skalarwertigen, mittelwertfreien und weißen Rauschsequenz
wk ∼ N (0, σ2w,k) mit E{wiwj} = 0 für i 6= j (4.8)
erklärt [Bar-Shalom u. Fortmann 1988]. Diese Methode wird dem klassischen An-
satz vorgezogen, da die Einheit des Rauschens den physikalischen Eigenschaften
der Bewegung zugeordnet ist und deshalb anschaulich interpretierbar bleibt. Bei-
spielsweise hat σw,k unter der Annahme einer stückweise konstanten Geschwin-
digkeit die physikalische Einheit der Beschleunigung.
In der Literatur werden eine Reihe von Annahmen beschrieben, um die zeitliche
Entwicklung der zeitveränderlichen Systemzustände eines Fahrzeugs vorherzusa-
gen. Gängige Vertreter sind die Modelle stückweise konstanter Geschwindigkeit
oder stückweise konstanter Beschleunigung.
Das Modell stückweise konstanter Geschwindigkeit wird häufig zur Verfolgung
von Fahrzeugen genutzt. Eine wichtige Voraussetzung für eine erfolgreiche An-
wendung ist häufig, dass Eingangsgrößen, wie z. B. die antreibende Kraft bekannt
sind. Stehen diese Eingangsgrößen wie in dem hier behandelten System nicht zur
Verfügung, reicht dieses Modell häufig nicht aus, die Bewegung abzubilden. Aus
diesem Grund wird das Modell stückweise konstanter Beschleunigung zur Vorher-
sage verwendet1.
In Kombination mit der 1D-Modellierung der Fahrzeugbewegung werden die Bo-
genlängenposition bk, die Bogenlängengeschwindigkeit ḃk und die Bogenlängen-
1In der englischsprachigen Literatur wird bei dem beschriebenen Modell häufig von einem Discrete
Wiener Process Acceleration (DWPA) Model gesprochen, da es sich bei der Beschleunigung um einen
zeitdiskreten Wiener-Prozess handelt.
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beschleunigung b̈k zum Zeitpunkt tk im Zustandsvektor xf,k zusammengefasst.






xf,k+1 = Ffxf,k + Γfwk =






und ein Zeitintervall hat die Länge T = tk+1 − tk. Die Matrizen Ff und Γf sind
dabei nicht zeitveränderlich.
Um den Einfluss des Systemrauschens (4.8) auf den Zustand xf,k+1 angeben zu
können, wird das Rauschen wk mit der Standardabweichung σw,k entsprechend
der linearen Abbildung in Gleichung (4.10) in den Zustandsraum transformiert.
Der Term Γfwk genügt dann der Verteilung
Γfwk ∼ N (0,Γfσ2w,kΓTf ), (4.11)
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gegeben ist [Bar-Shalom u. a. 2001].
Der einzige verbleibende Designparameter ist die Standardabweichung des Sys-
temrauschens wk. Der Wert von σw,k sollte sich an der maximal möglichen Än-
derung der Fahrzeugbeschleunigung ∆b̈k in einem Zeitschritt T orientieren. Ein
geeigneter Bereich ist 0,5∆b̈k ≤ σw,k ≤ ∆b̈k [Bar-Shalom u. Fortmann 1988].
Abhängig von der betrachteten Bewegung ist es unter Umständen notwendig,
mehrere Bewegungsmodelle verfügbar zu haben und situationsabhängig zwischen
diesen Modellen in einem interagierenden Multi-Modell-Filter (engl. Interacting
Multiple Model (IMM) filter) umzuschalten. Ob das notwendig ist, oder sogar die
Gefahr besteht, aufgrund der aufwändigeren Modellierung schlechtere Ergebnisse
zu erzielen, kann mit Hilfe des Manöverindexes λ beurteilt werden [Kirubarajan u.
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Bar-Shalom 2003]. Dieser lautet z. B. für 2D-Positionsbeobachtungen, denen ein






Für λ > 0,5 wird die Verwendung einer schaltenden Modellierung empfohlen.
Dieser Fall liegt hier nicht vor.
Systemmodell des Gesamtsystems:
Fasst man die beschriebenen Systemmodelle der Teilsysteme zusammen, ergibt











wk := Fxk + wk. (4.14)
Da wk entsprechend Gleichung (4.8) einer mittelwertfreien Gauß-Verteilung ge-
nügt, ist auch wk gaußverteilt mit










Insgesamt ist also sichergestellt, dass die Zustände der Karte xm,k auch im gekop-
pelten Systemmodell vom Systemrauschen unberührt bleibt. Außerdem ergibt sich
E{wiwTj } = 0 für i 6= j.
4.2.2 Beobachtungsmodell
Um den Systemzustand xk schätzen zu können, stehen Messwerte ẑk zur Verfü-
gung. Der Zusammenhang zwischen Messung und Zustand wird in der Beobach-
tungsgleichung
ẑk = hk(xk) + vk (4.17)
beschrieben, wobei das Messrauschen vk die zufällige Messabweichung repräsen-
tiert. Im Hinblick auf das betrachtete Zielsystem stehen drei Beobachtungsgrößen
zur Verfügung:
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• Der Positionsvektor pk = (px,k, py,k)T gibt die gemessene Position in kar-
tesischen Koordinaten an.
• Der auf eins normierte Richtungsvektor tk = (tx,k, ty,k)T gibt die gemes-
sene Fahrtrichtung in kartesischen Koordinaten an.
• Der Skalar vk gibt die gemessene Geschwindigkeit des Fahrzeugs an.
Aufbauend auf der in Bild 4.2 dargestellten Transformation zwischen der Fahr-
zeugbogenlängenposition und den kartesischen Fahrzeugkoordinaten wird nun ein
Beobachtungsmodell hergeleitet.
Setzt man voraus, dass der Systemzustand ohne Unsicherheit bekannt ist, berech-
net sich die Fahrzeugposition in kartesischen Koordinaten pf,k = (px,f,k, py,f,k)T
folgendermaßen: Basierend auf dem Teilzustandsvektor xm,k ist der Ver-
lauf der Spurführung zum Zeitpunkt tk entsprechend Gleichung (3.28) durch
sk(l) = G(l)xm,k gegeben. Sofern die Bogenlängenposition des Fahrzeugs bk in-
nerhalb des Wertebereiches des Kurvenparameters l liegt, ergibt sich die kartesi-






= sk(bk) = G(bk)xm,k für bk ∈ [l1, lM ]. (4.18)
Die Basisvektoren des in Bild 4.2 dargestellten bewegten Fahrzeugkoordinaten-
systems bestehend aus dem Tangentenvektor tf,k = s′k(bk) und dem Hauptnor-
malenvektor nf,k werden ausgehend von Gleichung (3.33) festgelegt2. Mit der














G′(bk)xm,k für bk ∈ [l1, lM ]. (4.19)
Da die Kurve sk(l) nach der Bogenlänge parametrisiert ist, steht s′′k(bk) senkrecht
auf s′k(bk) und es gilt: ‖tf,k‖ = 1. Entsprechend bilden tf,k und nf,k eine Ortho-
normalbasis im R2 und s′′k(bk) ist ein Vielfaches von nf,k [Bär 2001].




verwendet Gleichungen (4.18) und (4.19), lautet die nichtlineare Beobachtungs-




+ vk := hk(xk) + vk. (4.20)
2In der Literatur wird das so definierte bewegte Koordinatensystem häufig als Frenet-
Koordinatensystem bezeichnet und zur Angabe lokaler Kurveneigenschaften verwendet.
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Bild 4.2: Links: Bogenlängenposition bk des Fahrzeugs zum Zeitpunkt tk. Rechts:
Fahrzeugposition pf,k in kartesischen Koordinaten zum Zeitpunkt tk: Mit der Kur-
ve sk(l) = G(l)xm,k und der Bogenlängenposition bk können die Fahrzeugpositi-
on in der Ebene und die Basisvektoren des bewegten Fahrzeugkoordinatensystems
berechnet werden.
Dabei entspricht die gemessene Geschwindigkeit direkt der Bogenlängenge-
schwindigkeit ḃk. Der Vektor vk beschreibt die Messunsicherheit. Diese sei durch
das mittelwertfreie Rauschen
vk ∼ N (0,Σv,k) mit E{vivTj } = 0 für i 6= j. (4.21)
vollständig beschrieben.
4.2.3 Extrapolationsmodell
Das Extrapolationsmodell ermöglicht die Kartierung unbekannter Umgebungen.
Die Extrapolation geht dabei von der bereits erstellten Karte aus, die vollständig
im Zustand xk zusammengefasst ist, und erweitert diese, wie in Bild 4.3 exempla-
risch dargestellt, über den Rand des kartierten Bereichs hinaus. Der aktualisierte
Systemzustand x+k beinhaltet die extrapolierte Geometrie und ergibt sich gemäß
dem Extrapolationsmodell
x+k = ck(xk) + ηk (4.22)
aus dem Zustand xk. Die in der Abbildung zwangsläufig vorhandenen Modellie-
rungsungenauigkeiten werden mit dem Extrapolationsrauschen ηk beschrieben.
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Um ein unbekanntes Gebiet zu kartieren, wird der vorhandene Zustand xk um
einen Eintrag erweitert, der den kartierten Bereich vergrößert. Im hier vorliegenden








In der Robotik weit verbreitete Verfahren führen zusätzliche Orientierungspunk-
te ein, sobald deren Existenz durch eine oder mehrere Beobachtungen mit Hilfe
statistischer Tests bestätigt wird. In [Gamini Dissanayake u. a. 2001] wird zu die-
sem Zweck ein χ2-Test durchgeführt und eine Erweiterung der Liste von Orientie-
rungspunkten nur bei einem positiven Testergebnis vorgenommen. Alternativ zu
dieser Strategie wird im Rahmen dieser Arbeit eine Methode vorgeschlagen, die
vollständig auf die Verwendung zusätzlicher Beobachtungen verzichtet. Die Be-
stimmung der Stützstellenposition pM+1,k erfolgt auf Basis der bekannten Geo-
metrie und hängt ausschließlich vom aktuellen Zustand xk ab. Grundsätzlich ergibt
sich die neue Stützstelle also durch Abbildung des Systemzustands, entsprechend
pM+1,k = dk(xk) + Γkηk, (4.24)
wobei das mit Γk = (γx,k, γy,k)T gewichtete Rauschen ηk additiv in die Gleichung
eingeht.
Die Realisierung der Funktion dk(.) orientiert sich an der klassischen zeitlichen
Prädiktion der dynamischen Fahrzeugzustände. Diese geht von einer Annahme
über das kinematische Verhalten wie z. B. konstanter Position, konstanter Ge-
schwindigkeit oder konstanter Geschwindigkeitsänderung des Fahrzeugs im fol-
genden Zeitintervall [k, k + 1] aus. Entsprechend wird aufgrund einer Annahme
über die räumliche Entwicklung der Splinekarte das nächste Kartenmerkmal in
Form der nächsten Stützstelle, ausgehend von der aktuellen Zustandsschätzung,
vorhergesagt. Analog zur zeitlichen Prädiktion basiert die räumliche Prädiktion
auf einer Annahme über die räumliche Entwicklung der Karte im nächsten Kur-
venintervall [lM , lM+1] wie z. B. konstanter Richtung, konstanter Krümmung oder
konstanter Krümmungsänderung der Kurve. Entsprechend wird die bekannte Kur-
ve näherungsweise durch eine Gerade, eine Kreisbahn oder eine Klothoide fortge-
setzt.
Im Folgenden wird die Umsetzung der Annahme konstanter Richtung vorgestellt.
Das Resultat ist ein lineares Extrapolationsmodell, das in den relevanten Szenarien
ausreicht, um die gesuchte Stützstellenposition präzise vorherzusagen. Ausgehend
von der Position sk(lM ) und der Tangente tk(lM ) wird die Position der neuen
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Stützstelle pM+1,k im Abstand d = lM+1 − lM bestimmt. Das Rauschen geht
additiv in die Bestimmungsgleichung der Position der neuen Stützstelle
pM+1,k = sk(lM ) + d · tk(lM ) + Γkηk (4.25)
ein [Hasberg u. a. 2010]. Mit Hilfe der Gleichungen (3.28) und (3.33) wird diese





































umgeformt und zusammengefasst. Dabei gilt für die Matrix
U(lM ) =
[
0 uT(lM ) 0
0 0 uT(lM )
]
mit
uT(lM ) = gT(lM ) + d · (gT(lM ))′.
Somit ergeben sich die Komponenten der zusätzlichen Stützstelle direkt aus den








0 uT(lM ) 0






Schließlich wird der Zustandsvektor xk um die zusätzliche Stützstelle pM+1,k









mit Hilfe von Gleichung (4.27) übersichtlich als Linearkombination des alten Zu-





T und des Rauschens ηk dargestellt werden. Man
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 ηk := Ckxk + ηk. (4.29)
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Um diese Position auch in kurvenreichen, unbekannten Abschnitten mit der not-
wendigen Unsicherheit vorhersagen zu können, beschreibt Γkηk Abweichungen
von der Annahme über den prädizierten Krümmungsverlauf. Das Rauschen ηk sei
mittelwertfrei, weiß und gaußverteilt und durch
ηk ∼ N (0, σ2η,k) mit E{ηiηTj } = 0 für i 6= j (4.30)
vollständig beschrieben. Der verbleibende Designparameter σ2η,k wird individuell
festgelegt. Dabei sollte gewährleistet sein, dass das Rauschen die Abweichungen
erklären kann. Bei der Auswahl der Gewichtungsmatrix Γk werden zwei Ansätze
unterschieden: Während der erste Ansatz vollständig ohne Vorwissen über typi-
sche Geometrien der Spurführung auskommt, nutzt der zweite Ansatz systema-
tisch vorhandenes Wissen über zulässige Geometrieparameter. Auf diese Weise
wird, wie in Bild 4.3 zu sehen, insgesamt weniger Unsicherheit im Gesamtsystem
verursacht:
• Ungerichtetes Rauschen: Unabhängig von der relativen Lage der neuen
Stützstelle zu der bekannten Kurve wird mit Γk = (1,1)T deren Positions-
unsicherheit in alle Richtungen gleichmäßig erhöht. Für diesen Fall ergibt
sich
Γkηk ∼ N (0, σ2η,kI2). (4.31)
• Gerichtetes Rauschen: Abhängig von der relativen Lage der neuen Stütz-
stelle zu der bekannten Karte wird deren Positionsunsicherheit ungleich-
mäßig erhöht. Die Erhöhung orientiert sich an den Vektoren tk(lM )
und nk(lM ) und gewichtet die Richtungen im Verhältnis ∆t : ∆n gemäß
Γkηk =
[








Die Vorhersage der neuen Stützstelle basiert gemäß Gleichung (4.25) auf
der Annahme einer tangentialen Weiterentwicklung der Spurführung. Geht
diese stattdessen in einen Kreisbogen über, nimmt die Abweichung der vor-
hergesagten Stützstellenposition von der wahren Position mit Abnahme des
Kurvenradius zu. Für einen Kurvenradius R und d = R/2 ergibt sich z. B.
∆t : ∆n ≈ 1 : 4. Bei dieser Vorgehensweise muss berücksichtigt werden,
dass die Gewichtungsmatrix Γk vom Systemzustand xk abhängt. Eine Li-
nearisierung um den geschätzten Mittelwert ermöglicht die näherungsweise
Umsetzung der Strategie und liefert gute Ergebnisse.
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Bemerkenswert ist außerdem, dass lediglich die Einträge der Kovarianzmatrix der
neu hinzugekommenen Stützstelle von dem Extrapolationsrauschen betroffen sind.
Die Unsicherheit aller sonstigen Zustände, insbesondere die der Stützstellen im
bereits kartierten Kurvenverlauf, bleiben erhalten. Gemäß Gleichung (4.29) gilt
ηk ∼ N (0,Ση,k) mit Ση,k = diag(0,0, γx,kσ2η,k,0, γy,kσ2η,k). (4.33)
Basierend auf den Rechenregeln zur linearen Abbildung gaußverteilter Zufallsva-
riablen [Maybeck 1979] können der Mittelwert x̂+k und die Kovarianzmatrix Σ
+
k
des erweiterten Zustands berechnet werden. In Bild 4.3 sind exemplarisch Ergeb-
nisse des Abbildungsschrittes für verschiedene Standardabweichungen und Ge-
wichtungen des Extrapolationsrauschens visualisiert.
4.3 Rekursive Schätzung des Systemzustands
Auf Grundlage der in Kapitel 4.2 entwickelten Modellierung erfolgt die Schät-
zung des Systemzustands xk mit einem Bayes-Filter. Die Modellierung besteht
aus insgesamt drei Komponenten, die an dieser Stelle nochmals kompakt zusam-
mengefasst werden:
• Das Systemmodell (4.14) fasst das zeitliche Verhalten zusammen und er-
möglicht die Vorhersage zukünftiger Zustände gemäß
xk+1 = Fxk + wk. (4.34)
• Das Beobachtungsmodell (4.20) beschreibt den Zusammenhang zwischen
dem Messwert ẑk und dem Zustandsvektor gemäß
ẑk = hk(xk) + vk. (4.35)
• Das Extrapolationsmodell (4.29) fasst die geometrischen Eigenschaften zu-
sammen und ermöglicht die Vorhersage unbekannter Umgebungen entspre-
chend
x+k = Ckxk + ηk. (4.36)
Ergänzend zu den getroffenen Annahmen über die Verteilungen der Rauschterme
der einzelnen Modelle wird zusätzlich angenommen, dass diese jeweils paarweise
unkorreliert sind. Es gilt
E{vkηTk} = E{wkηTk} = E{wkvTk} = 0. (4.37)
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Bild 4.3: Erweiterung der unsicherheitsbehafteten Splinekarte um eine zusätzli-
che Stützstelle pM+1,k ∈ R2 für unterschiedliche Ausprägungen des Extrapola-
tionsrauschens: Ausgehend von dem letzten gültigen Wert der bestehenden Karte
sk(lM ) wird diese in tangentialer Richtung tk(lM ) um d verlängert. Während oben
rechts das Extrapolationsrauschen verschwindet, werden in der zweiten Zeile die
beiden Fälle ungerichtetes (links) und gerichtetes (rechts) Rauschen gegenüberge-
stellt.
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Bild 4.4: Initialisierung der Karte s0(l) ∈ R2 auf Grundlage von p̂0 und t̂0: Ba-
sierend auf dem Extrapolationsmodell (4.36) werden die drei Stützstellen p1,0,
p2,0 und p3,0 mit d = l3 − l2 = l2 − l1 in der Ebene vorhergesagt und
im Teilzustandsvektor xm,0 zusammengefasst. Der Verlauf ergibt sich dann ge-
mäß s0(l) = G(l)xm,0.
Die für Bayes-Filter typische Abfolge von zeitlicher Prädiktion und Innovation
wird um die räumliche Prädiktion auf Basis des Extrapolationsmodells erweitert.
Diese wird konsequent in den Prädiktionsschritt des Filters integriert. Auf Basis
dieser Erweiterung erfolgt die schritthaltende Aktualisierung des Systemzustands
mit einem EKF. Ein detaillierter Überblick über dieses Schätzverfahren und die
gewählte Notation findet sich im Anhang A.3.
Im weiteren Verlauf des Kapitels wird der entwickelte Schätzer beschrieben und
seine Funktionsweise und die Konvergenzeigenschaften der Kartenschätzung in
unterschiedlichen Szenarien erprobt und bewertet.
4.3.1 Lokalisierung und Kartierung mit EKF
Die rekursive Verfolgung des Systemzustands aus Prädiktion und Innovation geht
von einer Initialisierung des Zustands x0 aus. Diese basiert auf der ersten verfüg-
baren Messung ẑ0. Ohne Kenntnis der Spurführungsgeometrie zum Zeitpunkt t0,
wird diese, entsprechend der Darstellung in Bild 4.4, basierend auf der Positions-
messung p̂0 und der Richtungsmessung t̂0 initialisiert. Wenn bereits Vorwissen
über den Verlauf der Spurführung vorhanden ist, wird xm,0 individuell aufgebaut.
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Im Prädiktionsschritt wird die zeitliche und die räumliche Vorhersage des System-
zustands realisiert. Die dem Prädiktionsschritt zugrunde liegenden Modelle sind
das Systemmodell (4.34) und das Extrapolationsmodell (4.36). Beide Abbildun-
gen werden nacheinander auf den Systemzustand angewendet. Da es sich dabei
ausnahmslos um lineare Abbildungen des Zustandsvektors handelt, ist keine Li-
nearisierung notwendig und eine korrekte Fortpflanzung der Unsicherheit des Sys-
temzustands und der akkumulierten Abhängigkeiten zwischen den Zuständen ist
sichergestellt.
Ausgehend von der a posteriori Dichte des Zustands xk−1|k−1 und dem System-
modell wird der Mittelwertvektor und die Kovarianzmatrix gemäß
x̂k|k−1 = Fx̂k−1|k−1 (4.38)
Σk|k−1 = FΣk−1|k−1FT + Σw,k (4.39)
für den nächsten Zeitschritt berechnet.
Nach erfolgter zeitlicher Prädiktion schließt sich die räumliche Prädiktion auf Ba-
sis des Extrapolationsmodells an. Der mögliche Aufenthaltsbereich des Fahrzeugs
ist durch die endliche Bogenlänge der Splinekurve begrenzt. Sobald z. B. der Mit-
telwert der Bogenlängenposition b̂k|k−1 die letzte Stützstelle pM,k der verfügbaren
Karte passiert hat, ist keine Abbildung der Fahrzeugbogenlängenposition in karte-
sische Koordinaten möglich. Die Aktualisierung des Zustands mit Beobachtungen
setzt diese Abbildung voraus und ist dann nicht mehr möglich.
Um die eindeutige Abbildung der Fahrzeugposition in kartesische Koordinaten
sicherzustellen, erfolgt die Extrapolation ausgehend von der Schätzung xk|k−1.
Für b̂k|k−1 > lM,k lautet der Mittelwertvektor und die Kovarianzmatrix
x̂+k|k−1 = Ckx̂k|k−1 (4.40)
Σ+k|k−1 = CkΣk|k−1C
T
k + Ση,k. (4.41)
Für b̂k|k−1 ∈ [l1,k, lM,k] bleibt die Schätzung unverändert und es gilt
x̂+k|k−1 = x̂k|k−1 (4.42)
Σ+k|k−1 = Σk|k−1. (4.43)
Im Innovationsschritt erfolgt die Aktualisierung des Systemzustands mit einer neu
eingetroffenen Beobachtung. Ausgangspunkt für die Aktualisierung ist das nichtli-
neare Beobachtungsmodell (4.35). Die Berechnung der a posteriori Dichte des Zu-
stands xk|k setzt die Berechnung der Jacobi-Matrix Hk voraus (siehe Anhang A.1)
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und geht von der a priori Dichte des Zustands x+k|k−1 aus. Ausgehend vom Mess-
residuum νk und der Kovarianzmatrix Sk
νk = ẑk − hk(x̂+k|k−1) (4.44)
Sk = HkΣ+k|k−1H
T
k + Σv,k (4.45)






x̂k|k = x̂+k|k−1 + Kkνk (4.47)
Σk|k = (I−KkHk)Σ+k|k−1. (4.48)
Ein Beispiel für die gleichzeitige Aktualisierung von Karte und Fahrzeug im Inno-
vationsschritt ist in Bild 4.5 und Bild 4.6 dargestellt.
Zur Berechnung der Jacobi-Matrix Hk wird das Beobachtungsmodell (4.35) mit




























Aufgrund des linearen Teilsystems Karte ergibt sich die korrespondierende Kom-





Aufwändiger gestaltet sich die Berechnung von Hf,k des Teilsystems Fahrzeug, da
gemäß Gleichung (4.49) eine nichtlineare Transformation der dynamischen Fahr-
zeugzustände xf,k zur Vorhersage der Beobachtungen notwendig ist. Die Berech-
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Bild 4.5: Visualisierung eines EKF-Innovationsschritts in der Ebene: Ausgehend
von der Beobachtung ẑk = (p̂Tk, t̂
T
k, v̂k)
T (grün) wird der Systemzustand x+k|k−1
(blau) aktualisiert. Dabei werden gleichzeitig der Verlauf der Kurve und die dyna-
mischen Fahrzeugzustände angepasst. Der aktualisierte Systemzustand lautet xk|k
(rot). Insgesamt gilt ‖(ŝ+k|k−1(b̂k|k−1))
′‖ = ‖(ŝk|k(b̂k|k))
′‖ = ‖t̂k‖ = 1.
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Bild 4.6: Anpassung der Unsicherheit des geschätzen Kurvenverlaufs während ei-
nes EKF-Innovationsschritts: Im direkten Vergleich der Schätzung vor und nach
der Durchführung der Aktualisierung, nimmt die Unsicherheit des geschätzten
Kurvenverlaufs ab.














ax,i,k + bx,i,k(bk − li) + cx,i,k(bk − li)2 + dx,i,k(bk − li)3




bx,i,k + 2cx,i,k(bk − li) + 3dx,i,k(bk − li)2
















bx,i,k + 2cx,i,k(bk − li) + 3dx,i,k(bk − li)2




2cx,i,k + 6dx,i,k(bk − li)
2cy,i,k + 6dy,i,k(bk − li)
]
,
wobei die Splinekoeffizienten bx,i,k, . . . , dy,i,k entsprechend Gleichung (3.14)
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4.3.2 Bewertung der Leistungsfähigkeit des Schätzers
Die Leistungsfähigkeit des beschriebenen rekursiven Schätzers zur simultanen Lo-
kalisierung und Kartierung wird mit Hilfe von synthetischen Daten bewertet. Bei
der Generierung der Referenzdaten werden charakteristische Eigenschaften der
wahren Systeme berücksichtigt. Dazu gehören u. a. die Kinematik des Fahrzeugs,
die Geometrie der Spurführung und die Eigenschaften typischer Messsysteme.
Zunächst wird der Referenzverlauf der Spurführung unter Berücksichtigung der in
Kapitel 2.3 vorgestellten Richtwerte der Formparameter gängiger Trassierungsele-
mente zufällig erzeugt. Im Anschluss daran erfolgt die Generierung der Fahrzeug-
bewegung ausgehend von einem Modell konstanter Geschwindigkeit [Bar-Shalom
u. a. 2001], das mit einem mittelwertfreien, gaußverteilten Rauschen mit der Stan-
dardabweichung σd additiv überlagert wird. Die Manövereigenschaften verschie-
dener Fahrzeugtypen in unterschiedlichen Fahrsituationen werden durch Variati-
on von σd abgebildet und umgesetzt. Basierend auf dem Vergleich zwischen rea-
lem Trassenverlauf und dem gewählten Splinemodell in Kapitel 2.4 wird der Ab-
stand d = li− li−1 zwischen benachbarten Stützstellen pi und pi−1 so festgelegt,
dass ein vorgegebener Approximationsfehler nicht überschritten wird. Beispiels-
weise garantiert ein konstanter Abstand von d = 20 m bei Trassenabschnitten mit
minimalen Radien von Rmin = 40 m, dass die resultierenden Approximationsfeh-
ler kleiner als 0,3 m sind.
Ausgehend von der Bewegung entlang der Referenzspurführung werden Messwer-
te erzeugt. Dazu wird der Referenzvektor zk = (pTk, t
T
k, vk)
T mit einem Rauschen
bekannter Kovarianzmatrix Σv,k gemäß
ẑk = zk + ∆zk mit ∆zk ∼ N (0,Σv,k) (4.53)
überlagert, um so die Eingangswerte ẑk des rekursiven Schätzers zufällig zu er-
zeugen. Die Kovarianzmatrix ist durch Σv,k = diag(1m, 1m, 10−2m, 10−2m, 5 ·
10−2m/s)2 gegeben.
Es werden insgesamt drei Szenarien untersucht, die sich in erster Linie durch die
jeweils initial vorhandene Karte der Spurführung unterscheiden. Von besonderem
Interesse sind Situationen, in denen keine Karte gegeben ist und eine Kartierung
von Grund auf erfolgen muss:
• Szenario 1 Im ersten Szenario wird die Erkundung eines völlig unbekannten
Gebietes untersucht. Vorkenntnisse über die Positionen der Stützstellen sind
dabei nicht gegeben.
Zusätzlich werden Szenarien untersucht, in denen zu Beginn eine Karte zwar vor-
handen ist, der in der Karte abgebildete Verlauf aber von dem der Referenztrasse
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abweicht. Zur Erzeugung qualitativ unterschiedlicher Anfangssituationen werden
die Stützstellen der Referenzkarte pi entsprechend
p̂i,0 = pi + ∆pi mit ∆pi ∼ N (∆p̂, σ2i · I2) (4.54)
überlagert. Die Abweichung ∆pi ist entsprechend Gleichung (4.54) gaußverteilt
mit dem Mittelwert ∆p̂, der für alle Stützstellen einer Karte gleich ist. Zusätzlich
zum ersten Szenario werden folgende Szenarien untersucht:
• Szenario 2 Im zweiten Szenario oszilliert der Verlauf der initial verfügba-
ren Karte um den Referenzverlauf der Spurführung. Dazu wird das Modell
in Gleichung (4.54) mit der Standardabweichung σi = 7,5 m und dem Mit-
telwert ∆p̂ = 0 m parametrisiert.
• Szenario 3 Ergänzend zum zweiten Szenario wird der Verlauf der initia-
len Karte im dritten Szenario verschoben. Dazu wird das Modell in Glei-
chung (4.54) mit der Standardabweichung σi = 7,5 m und dem Mittelwert
∆p̂ = (0,0 15,0)T m parametrisiert.
Es werden zufällig Referenzverläufe erzeugt und je 10 Fahrten pro Trasse durch-
geführt. Dabei wird das Kartierungsergebnis am Ende der j-ten Fahrt als Startwert
in der j + 1-ten Fahrt verwendet. Um die Eigenschaften des Schätzers beurteilen
zu können, werden drei Kennwerte bestimmt:
• Absoluter Positionsfehler: Um die absolute Genauigkeit des Schätzers be-
urteilen zu können, wird die Abweichung zwischen der Referenzposition pk
und der geschätzten Position des Fahrzeugs p̂f,k|k gemäß
ek = ‖pk − p̂f,k|k‖ = ‖pk − ŝk|k(b̂k|k)‖ (4.55)
zu jedem Zeitpunkt tk berechnet. Der Mittelwert der Fahrzeugposition in
kartesischen Koordinaten ergibt sich mit Gleichung (4.18) aus der Schät-
zung x̂k|k.
• NIS: Um die Konsistenz des Schätzers bewerten zu können, wird die
normalisierte quadratische Innovation (engl. Normalized Innovation Squa-




basierend auf dem prädizierten Systemzustand x+k|k−1 entsprechend der
Gleichungen (4.44) und (4.45) berechnet. Ausgehend von der Hypothese
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eines konsistenten Schätzfilters für nz = 5 Freiheitsgrade, wobei nz die
Dimension des Beobachtungsvektors z ist, sollte der Wert der Kenngröße
ε einer χ2-Zufallsverteilung genügen. Betrachtet man eine einzelne Fahrt,
dürfen somit höchstens 5 von 100 Werten außerhalb des 95%-Intervalls lie-
gen, wobei der 5%-Wert in diesem Fall näherungsweise χ25(0,95) = 11,1
ist.
• Fréchet-Abstand: Um die Entwicklung der Genauigkeit der geschätzten
Karte beurteilen zu können, wird der Fréchet-Abstand dfr [Eiter u. Mannila
1994] zwischen dem mittleren Trassenverlauf und dem Referenzverlauf am
Anfang sowie am Ende jeder Fahrt berechnet.
Zunächst werden die Ergebnisse der Lokalisierung und Kartierung für das erste
Szenario vorgestellt. Es werden zwei Kartierungsstrategien verglichen: Die erste
Strategie nutzt die in Kapitel 3 vorgeschlagene Methode und schätzt den Verlauf
der Spurführung auf Basis sämtlicher Beobachtungen der ersten Fahrt nachträg-
lich. Beginnend mit der zweiten Fahrt wird die Karte schritthaltend aktualisiert.
Die zweite Strategie verarbeitet eintreffende Beobachtungen bereits während der
ersten Fahrt schritthaltend und erstellt die Karte dabei von Grund auf neu. In
Bild 4.7 sind die Ergebnisse spaltenweise gegenübergestellt.
Obwohl im betrachteten Szenario keine Karte zur Verfügung steht, schätzen bei-
de Strategien den tatsächlichen Verlauf präzise. Je mehr Beobachtungen verar-
beitet werden, desto genauer stimmt der erwartete Verlauf der Spurführung mit
der realen Trasse überein und desto kleiner sind die resultierenden Abweichungen
zwischen tatsächlicher und geschätzter Fahrzeugposition. Darüber hinaus liegen
sämtliche NIS-Werte innerhalb des 95%-Intervalls. Beide Strategien ermöglichen
somit konsistente Schätzungen des Systemzustands. Vergleicht man die Ergebnis-
se der beiden Strategien, konvergiert die Schätzung der Spurführung bei der ersten
Strategie insgesamt schneller gegen die reale Trasse. Im Gegensatz dazu liefert
die zweite Strategie die Schätzung mit der größtmöglichen Aktualität, da sämtli-
che Beobachtungen umgehend verarbeitet werden. Eine mögliche Erklärung für
die unterschiedlichen Konvergenzeigenschaften ist die zusätzliche Unsicherheit,
die während der Extrapolation bei der zweiten Strategie zunächst in das System
eingebracht wird. Diese muss im Verlauf der nächsten Fahrten zunächst abgebaut
werden.
In Bild 4.8 sind die Ergebnisse für das zweite und das dritte Szenario spaltenweise
zu sehen. Ausgehend von der verfügbaren Karte werden sämtliche Beobachtungen
schritthaltend verarbeitet. Obwohl in beiden Szenarien fehlerhafte Karten verwen-
det werden, schätzt das Verfahren den realen Verlauf bereits nach 10 Fahrten prä-
zise. Abweichungen zwischen der initialen Karte und dem realen Trassenverlauf
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Bild 4.7: Ergebnisse für Szenario 1: In der ersten Zeile sind die resultierenden Po-
sitionsfehler ek,j exemplarisch für 3 Fahrten dargestellt. In der zweiten Zeile ist der
Verlauf der korrespondierenden NIS-Werte εk,j , verglichen mit der 95%-Region,
abgebildet. In der dritten Zeile ist die Entwicklung des Fréchet-Abstands dfr,j
nach jeder Fahrt visualisiert. Die Ergebnisse der ersten Strategie sind in der lin-
ken Spalte und die Ergebnisse der zweiten Strategie sind in der rechten Spalte zu
sehen.
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werden dabei weitgehend korrigiert. Parallel zur Steigerung der Genauigkeit der
Karte nimmt auch die erreichte Genauigkeit der Lokalisierung des Fahrzeugs zu.
Für das zweite Szenario liegen insgesamt weniger als 3 NIS-Werte pro Fahrt au-
ßerhalb des 95%-Intervalls. Im Gegensatz zu diesem konsistenten Verhalten des
Schätzers hat die fehlerhafte Karte im dritten Szenario zumindest während der
Anfangsphase inkonsistente Ergebnisse zur Folge. Probleme verursacht hier die
konstante Verschiebung der Stützstellen der verwendeten Karte. Durch die rekursi-
ve Aktualisierung des Systemzustands wird auch diese Karte korrigiert und liefert
bereits ab der 5-ten Fahrt konsistente Schätzungen.
4.4 Analyse der Kovarianzmatrix der Karte
Die Kovarianzmatrix der Kartenzustände ist gemäß Gleichung (4.4) eine Teilma-








angegeben werden und fasst die Unsicherheit des Zustandsvektors der Kar-




Die Kovarianzmatrix der geschätzten Karte beinhaltet aktuelle Informationen über
die Unsicherheit der einzelnen Komponenten der Karte und über die Korrelationen
zwischen den Kartenkomponenten: Konkret speichern die Varianzen der Stützstel-
lenpositionen die Unsicherheit der Positionsschätzung und damit die Unsicherheit
der Schätzung der Spurführung. Darüber hinaus bilden die Korrelationen zwischen
den einzelnen Stützstellenpositionen das vorhandene Wissen über die geometri-
schen Beziehungen der Positionen zueinander ab.
Die vollständige Aktualisierung der Kovarianzmatrix des Systemzustands, insbe-
sondere der Kovarianzmatrix der Karte, ist ein essentieller Bestandteil bei der
Lösung des SLAM-Problems [Thrun u. a. 2005]. Bei der Aktualisierung sollte
gewährleistet sein, dass die Unsicherheit der Schätzung monoton abnimmt. Au-
ßerdem nehmen die Korrelationen zwischen den Komponenten der Karte insge-
samt zu, wenn die Unsicherheiten vollständigen berücksichtigt werden [Gamini
Dissanayake u. a. 2001]. Im weiteren Verlauf wird anhand synthetisch erzeugter
Daten gezeigt, dass die geschätzte Kovarianzmatrix der Karte diese Eigenschaften
aufweist.
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Bild 4.8: Ergebnisse für Szenario 2 und 3: Analog zu Bild 4.7 sind die Positi-
onsfehler ek,j , die NIS-Werte εk,j und die resultierenden Fréchet-Abstände dfr,j
dargestellt. Die linke Spalte illustriert die Ergebnisse des zweiten Szenarios und
die rechte Spalte die Ergebnisse des dritten Szenarios.
4.4. ANALYSE DER KOVARIANZMATRIX DER KARTE 83
Das Fahrzeug erkundet eine in sich geschlossene Trasse der Länge 1200 m in
Form einer Acht. Insgesamt wird die Trasse dabei 20-mal ohne Unterbrechung be-
fahren. Da keine Vorkenntnisse über die Positionen der Stützstellen gegeben sind,
erfolgt die Kartierung während der ersten Runde von Grund auf. Das notwendige
Zurücksetzen des Fahrzeugs auf die bereits erstellte Karte nach der ersten Runde
(engl. loop closure) wird manuell durchgeführt. Die anschließende Untersuchung
der zeitlichen Entwicklung der Kovarianzmatrix der Karte erfolgt in zwei Schrit-
ten: Zuerst werden die Varianzen der Stützstellenpositionen und danach die Kor-
relationen zwischen den Stützstellen untersucht.
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Dabei beschreibt σu,k die Standardabweichung der u-ten Komponente des Zu-
standsvektors und ruv,k den Korrelationskoeffizienten zwischen der u-ten und der
v-ten Komponente des Zustandsvektors zum Zeitpunkt tk.
In Bild 4.9 ist die zeitliche Entwicklung der Positionsunsicherheit einzelner Stütz-
stellen während der rekursiven Aktualisierung dargestellt. Zum Zeitpunkt der In-
itialisierung der Stützstelle hängt deren Unsicherheit von der aktuellen Kovari-
anzmatrix der Zustandsschätzung des Systemzustands xk und dem gewählten Ex-
trapolationsrauschen ab. Insbesondere die Unsicherheit der Zustandsschätzung ist
zum Zeitpunkt der Initialisierung variabel, entsprechend variiert die initiale Unsi-
cherheit der Stützstellenpositionen. Durch die entwickelte Modellierung ist wäh-
rend der Aktualisierung der Systemkovarianzmatrix jederzeit gewährleistet, dass
die Unsicherheit einer einmal initialisierten Stützstellenposition zu keinem Zeit-
punkt erhöht wird. Insbesondere durch das statische Stützstellenmodell mit ver-
schwindendem Systemrauschen ist sichergestellt, dass die Kovarianzmatrix der
Karte während der zeitlichen Prädiktion exakt erhalten bleibt. Das Gleiche gilt
für die räumliche Prädiktion: Von dem hier benötigten Extrapolationsrauschen ist
lediglich die neue Stützstelle betroffen. Wie in Bild 4.9 zu sehen nimmt die Unsi-
cherheit jeder Stützstellenposition nach erfolgter Initialisierung monoton ab.
Die Korrelationskoeffizienten spiegeln die geometrischen Abhängigkeiten zwi-
schen den Stützstellen wider. Um diese Abhängigkeiten zu untersuchen und dabei
aussagekräftige Ergebnisse zu erhalten, wird die Kovarianzmatrix der Karte ge-
eignet normiert: Mit Uk = diag(1/σ1,k, . . . ,1/σ2M,k) ergibt sich die normierte
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Bild 4.9: Zeitliche Entwicklung der Positionsunsicherheit einzelner Stützstellen
während der rekursiven Aktualisierung: Der Wert der geschätzten Standardabwei-
chung σi,k|k der Stützstellenpositionen in x-Richtung (oben) und in y-Richtung
(unten) nimmt nach erfolgter Initialisierung mit jeder Beobachtung ab.
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Kovarianzmatrix
Σ̃mm,k = UkΣmm,kUk =

1 r12,k · · ·






die auch als Korrelationsmatrix bezeichnet wird. In Bild 4.10 ist die normierte Ko-
varianzmatrix der geschätzten Karte für vier verschiedene Zeitpunkte dargestellt.
Insgesamt beobachtet man qualitativ eine Zunahme der Korrelationen.
Eine quantitative Aussage über die Korrelationen zwischen den Stützstellen ist mit
Hilfe der Determinanten der Kovarianzmatrix der Karte möglich: Für ein lineares
Modell sind die Spalten von Σmm,k|k nach unendlich vielen Beobachtungen linear
abhängig [Gamini Dissanayake u. a. 2001], weshalb die Determinante verschwin-







In Bild 4.11 wird der Verlauf der Determinanten der Kovarianzmatrix der Kar-
te für ein bestimmtes Zeitintervall betrachtet, in dem die Anzahl der Stützstellen
und somit die Dimension des Matrix dim(Σmm,k|k) = 2Mk konstant ist. Trotz
der im entwickelten Modell vorhandenen nichtlinearen Anteile kann eine mono-
tone Abnahme der Determinanten beobachtet werden, während die Korrelationen
zwischen den Stützstellen zunehmen. Dies ist in Übereinstimmung mit den Ergeb-
nissen in [Gamini Dissanayake u. a. 2001].
4.5 Zusammenfassung
Das vorliegende Kapitel beschreibt ein Verfahren zur simultanen Lokalisierung
und Kartierung spurgeführter Systeme. Das entwickelte Verfahren bestimmt re-
kursiv den aktuellen Bewegungszustand des Fahrzeugs und die Geometrie der
Fahrzeugtrasse auf Basis eines zeitdiskreten Modells und von Beobachtungen. Die
neuartige zeitdiskrete Beschreibung parametrisiert das System komponentenwei-
se: Der Verlauf der Fahrzeugtrasse wird durch die Stützstellen einer ebenen Spli-
nekurve beschrieben und die Fahrzeugbewegung wird in einer Dimension elegant
zusammengefasst. Durch die getroffene Auswahl der Systemkomponenten und de-
ren Gruppierung in einem gemeinsamen Systemzustand kommt die Methode ohne
eine zusätzliche Karteneinpassung aus.
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Bild 4.10: Hinton-Diagramme [Hinton u. Sejnowski 1986] der normierten Ko-
varianzmatrix der geschätzten Karte Σ̃mm,k|k zu verschiedenen Zeitpunkten tk:
Jedes Element der Matrix wird als Quadrat dargestellt, dessen Fläche proportio-
nal zum Betrag des korrespondierenden Matrixeintrags ist. Dabei entspricht weiß
einem positiven und schwarz einem negativen Wert. Als Konsequenz der rekursi-
ven Aktualisierung der Kovarianzmatrix nehmen die Korrelationen zwischen den
Stützstellen insgesamt zu.
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Bild 4.11: Logarithmus von det(Σmm,k|k) in rot und Stützstellenanzahl Mk in
blau über der Zeit: Im betrachteten Zeitintervall ist Anzahl der Stützstellen Mk
konstant und der Wert der Determinanten nimmt monoton ab, während die Korre-
lationen zwischen den Stützstellen zunehmen.
Das Verfahren ermöglicht prinzipiell die Kartierung unbekannter Fahrzeugtrassen
und die Korrektur fehlerhafter Karten. Um das zu erreichen, werden die Stütz-
stellen der Karte konsequent als unsicher modelliert und zusätzliche Stützstellen
werden hinzugefügt, um ein Anwachsen der Karte zu realisieren. Durch die rekur-
sive Aktualisierung des gesamten Systemzustands mit dem EKF ist gewährleistet,
dass die in der Karte vorhandene Unsicherheit monoton abgebaut wird und jeder-
zeit eine aktuelle Schätzung der Karte zur Verfügung steht. Die Verringerung der
Unsicherheit der Karte führt direkt zu einer Steigerung der Genauigkeit der Lo-
kalisierung. Parallel dazu steigen die Korrelationen zwischen den Stützstellen der
Splinekurve an, während die geometrischen Abhängigkeiten zunehmen. Es konnte
gezeigt werden, dass das Filter konsistent ist.
Zusätzlich zu der beschriebenen Verfolgung des Systemzustandes bietet die entwi-
ckelte Modellierung die Möglichkeit, eine globale Lokalisierung im Kurvenatlas
zu realisieren. Der grundlegende Lösungsansatz und die notwendigen Erweiterun-




5 Globale Lokalisierung und
Kartierung im Trassennetz
Dieses Kapitel behandelt die globale Lokalisierung und Kartierung eines spur-
geführten Fahrzeugs in einem verzweigten Netz aus Fahrzeugtrassen schritthal-
tend mit dem Eintreffen von Beobachtungen. Das Modell der Umgebung ist der
Kurvenatlas, in dem die Geometrie des Trassenverlaufs zwischen benachbarten
Verzweigungen durch eine ebene Splinekurve in einem Kartenausschnitt zusam-
mengefasst ist.
In Szenarien, in denen der Kurvenatlas die Netztopologie korrekt abbildet und
lediglich die Geometrie der Trassen unsicher bekannt ist, sollen die Fahrzeugko-
ordinaten verfolgt und der Kurvenatlas regelmäßig aktualisiert werden. Das Ver-
fahren soll auch ohne Vorwissen über die Netztopologie und die Trassengeometrie
auskommen und einen Kurvenatlas von Grund auf neu erstellen. Eine langfristig
konsistente Schätzung der Karte hat dabei höchste Priorität.
5.1 Stand der Technik und Lösungsansatz
Traversiert das Fahrzeug das verzweigte Netz aus Trassen, treten eine Reihe von
Situationen auf, in denen der Systemzustand nur unzureichend mit einer unimoda-
len Gauß-Verteilung ausgedrückt werden kann. Stattdessen muss eine allgemeine-
re Verteilung der Fahrzeugposition abgebildet werden. Beispielsweise ist nach dem
Befahren einer Verzweigung zunächst nicht sicher, in welchem der nachfolgenden
Kartenausschnitte sich das Fahrzeug tatsächlich befindet. Das hat zur Folge, dass
mehrere konkurrierende Systembeschreibungen möglich sind, die sich bezogen
auf den Kartenausschnitt unterscheiden. Im vorliegenden Kapitel wird die Model-
lierung dahingehend erweitert, dass derartige Situationen behandelt werden kön-
nen. In der Literatur finden sich eine Reihe von Ansätzen zur Lösung verwandter
Probleme, die zunächst vorgestellt werden.
Eine zweckmäßige Implementierung des Bayes-Filters zur Verfolgung allgemei-
ner Verteilungen ist das Gauß’sche Summenfilter (engl. Gaussian sum filter), das
in [Sorenson u. Alspach 1971] vorgeschlagen wird: Die a priori Dichte des Sys-
temzustands wird mit einer Gauß’schen Mischverteilung (engl. Gaussian mixture
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density) approximiert, wobei die Genauigkeit der Approximation direkt von der
Anzahl der Komponenten abhängt. Prinzipiell besteht keine Beschränkung be-
züglich der erreichbaren Genauigkeit der Approximation [Alspach u. Sorenson
1972]. Zur Berechnung der a posteriori Dichte wird jede Komponente der Misch-
verteilung mit einem Erweiterten Kalman-Filter (EKF) basierend auf dem System-
und dem Messmodell aktualisiert. Zusätzlich werden die Gewichte der einzelnen
Komponenten individuell angepasst. Die Anpassung erfolgt komponentenweise
in Abhängigkeit der Übereinstimmung zwischen vorhergesagter und tatsächlicher
Beobachtung. In [Durrant-Whyte u. a. 2003] wird das Filter zur simultanen Lo-
kalisierung und Kartierung eingesetzt. Jede Komponente der Gauß’schen Misch-
verteilung repräsentiert einen Pfad durch die Historie möglicher Datenassozia-
tionen. Auch [Kwok u. a. 2005] setzt das Gauß’sche Summenfilter zur simulta-
nen Lokalisierung und Kartierung ein. Durch Kopplung mit dem sequentiellen
Likelihood-Quotienten-Test (SLQT) wird die Anzahl der Komponenten angepasst.
In [Schoenberg u. a. 2009] wird das Filter zur Lokalisierung eines autonomen Fahr-
zeugs verwendet, um eine Verfolgung der Fahrzeugposition mit einer Sequenz un-
terschiedlich interpretierbarer Beobachtungen zu realisieren. Die Anzahl der Kom-
ponenten der Gauß’schen Mischverteilung bleibt dabei konstant.
Steht die Verfolgung einer endlichen, variablen Menge von Hypothesen im Vorder-
grund, ist von Multi-Hypothesen-Ansätzen [Blackman u. Popoli 1999] die Rede.
Deren Ursprünge liegen in der militärischen Ein- oder Mehrzielverfolgung (engl.
single/multiple target tracking) mit Radarbeobachtungen. Dabei werden Existenz-
hypothesen über mögliche Ziele aufgestellt, anhand der Beobachtungen überprüft
und über die Zeit verfolgt. In [Roumeliotis u. Bekey 2000] und [Jenseld u. Kristen-
sen 2001] werden Multi-Hypothesen-Ansätze zur Fahrzeuglokalisierung verwen-
det. In den betrachteten Szenarien existiert eine endliche Menge an Positionshypo-
thesen der Fahrzeugkoordinaten, von denen lediglich eine mit der realen Position
übereinstimmt. Die Hypothesen werden verfolgt und mit einem Hypothesentest
wird die Anzahl der Hypothesen angepasst.
Stehen unterschiedliche Mess- und/oder Systemmodelle zur Verfügung, werden
Multi-Modell-Verfahren [Bar-Shalom 2000] verwendet, die, je nach Systemzu-
stand, zwischen den einzelnen Modellen umschalten. Eine etablierte Realisierung
ist das interagierende Multi-Modell-Verfahren (engl. Interacting Multiple Model
(IMM)): Die a posteriori Dichte ergibt sich als gewichtete Mischung der einzel-
nen Modellausgänge. Dabei wird jeder Ausgang separat mit einem EKF berechnet
und die Gewichtung erfolgt entsprechend der Übereinstimmung zwischen dem je-
weiligen Modellausgang und der vorliegenden Beobachtung. In [Kirubarajan u. a.
2000] werden mehrere Fahrzeuge in einem Netz aus Straßen mit einem IMM-
Filter verfolgt. Die Modellauswahl erfolgt in Abhängigkeit von der aktuellen Po-
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sitionsschätzung jedes Fahrzeugs und bezieht die Topologie und Geometrie des
Straßennetzes mit ein.
Alternativ zu den EKF-basierten Methoden stellen Partikelfilter (PF) eine weite-
re Möglichkeit dar, allgemeine Verteilungen zu verfolgen. Ihre Einsetzbarkeit ist
vielfältig und einen guten Überblick über ihre Verwendung zur simultanen Loka-
lisierung und Kartierung gibt [Thrun u. a. 2005]. In [Guivant u. Katz 2007] wird
ein PF erfolgreich zur globalen Lokalisierung eines Fahrzeugs in einem Netz aus
Straßen verwendet. Darüber hinaus wird in [Hensel u. Hasberg 2010] ein PF zur
Lokalisierung im Schienenverkehr erfolgreich eingesetzt, das als Eingangsgrößen
ausschließlich die Signale des Wirbelstromsensorsystems verarbeitet.
Wie aus Kapitel 4 hervorgeht, ermöglicht der EKF-basierte Ansatz die konsistente
Schätzung des spurgeführten Systems. Deshalb wird auch weiterhin auf die Ver-
wendung des rechenintensiveren PF verzichtet. Obwohl der Systemzustand in Ka-
pitel 4 jederzeit durch eine unimodale Gauß-Verteilung beschrieben werden kann,
reicht diese Verteilung in bestimmten Zeitintervallen nicht aus, um das System aus-
reichend zu charakterisieren. Stattdessen bildet eine Menge konkurrierender Zu-
standshypothesen die Systemkenntnis ab. Die Auswahl des pro Hypothese gültigen
System-, Beobachtungs- und Extrapolationsmodells erfolgt in Abhängigkeit der
Netztopologie. Die Aktualisierung der Hypothesen basiert auf dem ausgewählten
Modell und erfolgt mit einem Multi-Hypothesen-Filter (MHF), das jede Zustands-
hypothese separat mit einem EKF aktualisiert. Ergänzend wird in einem SLQT
die Korrektheit jeder einzelnen Hypothese schritthaltend bewertet, um die Hypo-
thesenanzahl zu reduzieren und die richtige Hypothese zu finden. Obgleich bei
der Verfolgung der Hypothesen die Kartierung dezentral für jede Hypothese stän-
dig durchgeführt wird, setzt die Aktualisierung des Kurvenatlas voraus, dass der
SLQT konvergiert ist. Somit ist die Konsistenz der geschätzten Karte langfristig
garantiert.
Obwohl Multi-Hypothesen-Modelle zur Lokalisierung im straßengebundenen Ver-
kehr bereits erfolgreich verwendet werden, ist ihr Einsatz zur simultanen Lokali-
sierung und Kartierung spurgeführter Systeme neu. Die Modellierung erweitert
konsequent die vorhandene Systembeschreibung und ermöglicht eine einheitliche
Behandlung unterschiedlichster Situationen. Auf Basis des Modells kann der ge-
koppelte Einsatz von MHF und SLQT zur Verfolgung der konkurrierenden Zu-
standshypothesen realisiert werden, mit dem vielversprechende Erfahrungen bei
der Lösung des SLAM-Problems bestehen. Der Entscheidung des SLQT basiert
auf der schritthaltenden Auswertung von Likelihood-Funktionen, die individuell
an das spurgeführte System angepasst werden.
Zunächst wird das Multi-Hypothesen-Modell vorgestellt. Anschließend folgt die
Beschreibung des MHF sowie des SLQT. Durch die Kopplung dieser Verfahren ist
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Bild 5.1: Beschreibung des Systems über konkurrierende Hypothesen: In den dar-
gestellten Situationen kann eine ideale Beobachtung z = (pT, tT)T durch mehrere
Hypothesen gleichwertig erklärt werden. Links: Aufgrund der Beobachtung sind
zumindest zwei Hypothesen, pf,1 = s1(b1) und pf,2 = s2(b2), über die Fahr-
zeugposition auf den beiden Kurven s1(l) und s2(l) in der Ebene möglich. Rechts:
Aufgrund der Beobachtung sind ebenfalls zwei Hypothesen, pf,1 = s(b1) und
pf,2 = s(b2), über die Fahrzeugposition auf der Kurve s(l) möglich.
die globale Lokalisierung und Kartierung im Trassennetz möglich, auch wenn der
Kurvenatlas unbekannt ist. Die entwickelte Strategie wird beschrieben und erprobt.
5.2 Multi-Hypothesen-Modell
Die Idee, das unbekannte System über eine endliche Menge konkurrierender Zu-
standshypothesen zu beschreiben, illustriert Bild 5.1. Dabei wird angenommen,
dass eine der Hypothesen richtig ist und diese Hypothese das System korrekt be-
schreibt. Liegt beispielsweise eine einzige Beobachtung des Systemzustands vor,
sind in den dargestellten Situationen zumindest zwei plausible Erklärungen mög-
lich. Erst durch wiederholtes Messen und die zusätzliche zeitliche Verfolgung der
Fahrzeugposition ist es möglich, die richtige Hypothese zu finden.
Der Systemzustand sei x = (xTf ,x
T
m)
T. Seine zeitliche und räumliche Entwick-
lung sowie der mathematische Zusammenhang des Systemzustands zu Beobach-
tungen wird mit der in Kapitel 4 hergeleiteten Modellierung vollständig beschrie-
ben.
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Jeder der Zustände xj mit j = 1, . . . , J stellt eine Hypothese über den System-
zustand x dar. Diese ist vollständig durch den Mittelwertvektor x̂j und die Kova-
rianzmatrix Σj beschrieben. Zusätzlich gibt αj ≥ 0 an, mit welcher Wahrschein-
lichkeit die j-te Hypothese über den Systemzustand richtig ist. Insgesamt werden






zusammengefasst. Darüber hinaus wird angenommen, dass eine der Hypothesen
richtig ist und insgesamt
J∑
j=1
αj = 1 (5.2)
gilt.
Die Dimension der konkurrierenden Zustandsvektoren dim(xj) = 3 + 2Mj ist
direkt abhängig von der Anzahl Mj der Stützstellen des Kartenausschnitts in dem
sich das Fahrzeug befindet. Bestehen mehrere Hypothesen über die Fahrzeugpo-
sition innerhalb unterschiedlicher Kartenausschnitte, variiert die Dimension des
Zustandsvektors zwischen den einzelnen Hypothesen. Die Angabe eines Gesamt-
systemzustands als Summe über die einzelnen Hypothesen mit einer Gauß’schen
Mischverteilung ist auch deshalb nicht möglich.
Statt dessen kann, z. B. zum Zweck der Visualisierung, eine Transformation der
einzelnen Zustandshypothesen erfolgen. Die Dichte der Fahrzeugsposition in kar-




αj · p(pf,j), (5.3)
wobei pf,j gemäß Gleichung (3.28) direkt aus xj folgt. Durch Linearisierung um
den Mittelwert x̂j ist schließlich
pf,j = sj(bj) := v(xj) (5.4)
≈ v(x̂j) + V(xj − x̂j). (5.5)
Dabei ist V die Jacobi-Matrix der Funktion v(xj) an der Stelle x̂j . Die zweite
Komponente der einzelnen Summanden in Gleichung (5.3) ist dann näherungs-
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Bild 5.2: Darstellung der Aufenthaltswahrscheinlichkeit des Fahrzeugs in karte-
sischen Koordinaten: Jede der J = 5 konkurrierenden Zustandshypothesen lie-
fert eine Komponente der Gauß’schen Mischverteilung (links). Dabei sind ŝ1(l)
und ŝ2(l) die erwarteten Verläufe der Spurführung (blau) und es gilt αj = 0,2
für j = 1, . . . ,5. Zusätzlich sind 40 Realisierungen der Verteilungen dargestellt
(rechts).




αj · N (pf,j |v(x̂j),VΣjVT). (5.6)
Somit ist p(pf ) zumindest näherungsweise eine Gauß’sche Mischverteilung, deren
Gewichte αj den Wahrscheinlichkeiten der Zustandshypothesen entsprechen. In
Bild 5.2 ist der Zusammenhang exemplarisch visualisiert.
Im Rahmen der globalen Lokalisierung und Kartierung im Kurvenatlas bietet das
Multi-Hypothesen-Modell die Möglichkeit das System übersichtlich zu beschrei-
ben und zu visualisieren.
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5.3 Sequentielle Verfolgung der Hypothesenmenge
Auf Grundlage der in Kapitel 5.2 beschriebenen Modellierung erfolgt die Ver-
folgung der Menge konkurrierender Zustandshypothesen schritthaltend mit dem





das System zum Zeitpunkt tk kompakt zusammen. Die Strategie, um diese Menge
in einem Zeitschritt zu aktualisieren, gliedert sich in zwei Phasen:
1. Das MHF liefert die Aktualisierung der einzelnen Zustandshypothesen. Die
Anzahl der Hypothesen bleibt dabei konstant.
2. Die Bewertung der Hypothesen und die Reduktion der Hypothesenanzahl Jk
erfolgt mit dem SLQT.
5.3.1 Multi-Hypothesen-Filter
Stehen mehrere sich ergänzende oder konkurrierende Modelle oder Hypothesen
zur Verfügung, ist deren Verfolgung mit einer identischen Anzahl Bayes-Filter
möglich. In der Literatur ist dann in der Regel von Multi-Modell-Filtern [Bar-
Shalom u. a. 2001] oder Multi-Hypothesen-Filtern [Thrun u. a. 2005] die Rede. Da
in vielen Anwendungen eine näherungsweise Beschreibung der einzelnen Kom-
ponenten mit unimodalen Gauß-Verteilungen gültig ist, erfolgt die Verfolgung
in der Regel separat mit EKFs. Ist zur Beschreibung eines Phänomens eine uni-
modale Gauß-Verteilung nicht ausreichend, kann die vorliegende Verteilung mit
Hilfe einer Gauß’schen Mischverteilung approximiert werden [Alspach u. So-
renson 1972]. Die einzelnen Komponenten dieser Verteilung werden mit einem
Gauß’schen Summenfilter verfolgt, das im Kern ebenfalls aus mehreren EKFs be-
steht [Sorenson u. Alspach 1971]. Die Aktualisierung der Gewichte der einzelnen
Komponenten erfolgt in der Regel nach dem Innovationsschritt, z.B. durch Aus-
wertung des Messresiduums. Prinzipiell sind zwei Vorgehensweisen möglich [Ha-
nebeck u. Schrempf 2008]: In einigen Ansätzen, wie z.B. in [Ito u. Xiong 2000],
werden die Gewichte simultan zueinander neu berechnet. Aufgrund des resultie-
renden numerischen Aufwandes werden in der Praxis häufig Verfahren eingesetzt,
bei denen die Anpassung der Gewichte individuell erfolgt. Dieses Konzept wurde
erstmals in [Alspach u. Sorenson 1972] vorgeschlagen und wird seither im We-
sentlichen unverändert angewendet. Die Komponenten- bzw. Hypothesenanzahl
bleibt dabei konstant.
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Das Ziel ist die Verfolgung mehrerer konkurrierender Hypothesen über den Sys-
temzustand. Die Dimension der einzelnen Zustandsvektoren ist im Allgemeinen
nicht gleich und variiert, beispielsweise bei der Erkundung eines unbekannten Ge-
bietes. Die Aktualisierung der Modelle erfolgt separat mit einem EKF pro Hypo-
these und die Anpassung der Gewichte basiert auf der Auswertung des Messresi-
duums.
Jede Hypothese j mit j = 1, . . . , Jk ist durch die ersten beiden Momente x̂j,k
und Σj,k sowie den Gewichtungsfaktor αj,k vollständig beschrieben. Entspre-
chend der Beschreibung in Kapitel 4.3 werden die Momente der einzelnen Hy-
pothesen unabhängig voneinander mit einer Bank von Jk Filtern angepasst. Die
verwendete Notation stimmt mit der in Kapitel 4.3 überein. Ergänzend dazu er-
folgt die Aktualisierung der Gewichte αj,k gemäß dem in [Alspach u. Sorenson
1972] vorgeschlagenen Verfahren. Während im Prädiktionsschritt des Filters die
Gewichte der einzelnen Hypothesen unverändert
α+j,k|k−1 = αj,k−1|k−1 (5.8)
bleiben, werden sie beim Eintreffen eines Messwerts ẑk mit Hilfe des Messresidu-









νj,k = ẑk − hj,k(x̂+j,k|k−1) (5.10)
Sj,k = Hj,kΣ+j,k|k−1H
T
j,k + Σv,k. (5.11)
Bei der Verfolgung einer einzelnen Hypothese mit Jk = 1 ergeben sich für die
betrachteten Momente identische Ergebnisse verglichen mit dem in Kapitel 4 vor-
gestellten Verfahren. Die Vorgehensweise erweitert damit konsequent die bereits
entwickelte Methode.
5.3.2 Sequentieller Likelihood-Quotienten-Test
Der SLQT (engl. sequential likelihood ratio test) ist ein sequentieller Hypothe-
sentest, der anhand aller bisher erfassten Beobachtungen prüft, ob eine begründete
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Entscheidung für oder wider einer Hypothese getroffen werden kann. Reichen die
Beobachtungen nicht aus, um zum aktuellen Zeitpunkt eine Entscheidung zu tref-
fen, wird der Test solange fortgesetzt, bis eine Entscheidung möglich ist. Da die
Beobachtungen generell unsicher sind, ist zwangsläufig auch die abgeleitete Ent-
scheidung unsicher und es kommt zu Fehlentscheidungen. Die Häufigkeit dieser
Fehlentscheidungen wird über die Festlegung eines Signifikanzniveaus gesteuert.
Einen allgemeinen Überblick über gängige (u. a. auch sequentielle) Hypothesen-
tests geben [Fukunaga 1972] und [Kil u. Shin 1996]. Typische Anwendungsgebiete
sind die Identifikation einzelner Sprecher in einem verrauschten Signal [Noda u.
Kawaguchi 2000] oder die Verbesserung des RANSAC-Algorithmus (engl. Ran-
dom Sample Consensus) [Matas u. Chum 2005].
Das Ziel ist, unter den gegebenen Zustandshypothesen den Zustand zu identifi-
zieren, der das System korrekt beschreibt. Um eine heuristische Schlussfolgerung
bei der Auswahl des Zustands zu umgehen und der mit jeder neuen Beobachtung
anwachsenden Systemkenntnis gerecht zu werden, wird ein SLQT eingesetzt. Im
Kern handelt es sich dabei um einen Verhältnistest mit zwei Grenzwerten, der
so lange fortgeführt wird, bis ein vorher festgelegtes Konfidenzintervall erreicht
wird. Da die Qualität der Beobachtungen variiert, ist es im Vorfeld des Tests nicht
möglich, die Anzahl der benötigten Beobachtungen anzugeben. Die sequentielle
Verarbeitung stellt stattdessen sicher, dass die Entscheidung, bei wählbarer Fehler-
rate, mit einer minimalen durchschnittlichen Anzahl von Beobachtungen getroffen
wird [Fukunaga 1972].
Eine Sequenz voneinander unabhängiger Messwerte ẑi des Systemzustands mit
i = 1, . . . , k liegt vor. Die Hypothese H0 spricht für einen bestimmtem Zustand,
während die (Alternativ-) Hypothese H1 gegen diesen Zustand spricht. Weiterhin
sind die Likelihood-Funktionen p(ẑi|H0) und p(ẑi|H1) gegeben. Auf Grundlage
des Quotienten der Likelihood-Funktionen






für alle bisher zur Verfügung stehenden Beobachtungen, wird geprüft, ob eine Ent-
scheidung für eine der beiden Hypothese getroffen werden kann:
• Wenn Λ(ẑ1, . . . , ẑk) > A, ist H0 richtig.
• Wenn Λ(ẑ1, . . . , ẑk) < B, ist H1 richtig.
Die Häufigkeit von Fehlentscheidungen wird dabei durch die beiden Schwellwerte
A und B kontrolliert. Um die Schwellwerte festzulegen, wird in [Wald 1947] eine
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Methode vorgeschlagen. Diese stellt näherungsweise einen Zusammenhang vonA
bzw. B mit den Fehlerwahrscheinlichkeiten α bzw. β für Fehler vom Typ 1 bzw.
Fehler vom Typ 2 her und nutzt diesen zur Bestimmung der Schwellwerte aus.
Dieser Zusammenhang lautet
A ≈ 1− β
α
und B ≈ β
1− α
. (5.13)
Es liegt eine Sequenz voneinander unabhängiger Beobachtungen ẑi des Systems
mit i = 1, . . . , k vor. Zusätzlich stehen Jk unterschiedliche Zustandshypothesen
zur Verfügung, von denen lediglich eine richtig ist. Um diese zu finden, wird über
jede Zustandshypothese separat, jeweils nach dem Eintreffen einer Beobachtung,
entschieden. Für den j-ten Zustand lauten die beiden Hypothesen:
• H0: Der j-te Zustand beschreibt das System korrekt.
• H1: Der j-te Zustand beschreibt das System nicht korrekt.
Wie bereits in [Alspach u. Sorenson 1972] zur adaptiven Anpassung des Modell-
grads vorgeschlagen, werden die Messresiduen νj,i gemäß Gleichung (5.10) und
die Kovarianzmatrix Sj,i entsprechend Gleichung (5.11) verwendet, um die Kor-
rektheit des j-ten Zustands zu bewerten. Der Wert des Likelihood-Quotienten zum
Zeitpunkt tk−1 lautet






und hängt von allen bis zum Zeitpunkt tk−1 zur Verfügung stehenden Messresidu-
en ab. Trifft zum Zeitpunkt tk eine Beobachtung ẑk ∈ Rd ein, lautet der Quotient
der Likelihood-Funktionen






für j = 1, . . . , Jk. Er folgt somit rekursiv aus dem Likelihood-Quotienten zum













5.4. LOKALISIERUNG UND KARTIERUNG IM KURVENATLAS 99







gegen den j-ten Zustand spricht.
Um zum Zeitpunkt tk den j-ten Zustand zu bewerten, wird der Likelihood-
Quotient Λj,k entsprechend Gleichung (5.15) berechnet. Auf Basis des ermittelten
Wertes wird eine der folgenden drei Entscheidungen getroffen:
1. Wenn Λj,k > A, ist der Zustand gefunden, der das System korrekt be-
schreibt. Alle anderen Zustände werden verworfen und der Hypothesentest
ist beendet.
2. Wenn Λj,k < B, ist ein Zustand identifiziert, der das System nicht korrekt
beschreibt. Es wird verworfen und die Suche geht mit der reduzierten An-
zahl an Zuständen weiter.
3. Wenn B ≤ Λj,k ≤ A, ist es zum aktuellen Zeitpunkt nicht möglich eine
endgültige Entscheidung über den j-ten Zustand zu treffen. Die Suche geht
mit der identischen Anzahl an Zuständen weiter.
Sofern Jk > 1, ist es auf diese Weise möglich, die Hypothesenanzahl zu reduzieren
und frühzeitig den Systemzustand zu identifizieren, der die tatsächliche Fahrzeug-
position und die gültige Karte beinhaltet.
5.4 Lokalisierung und Kartierung im Kurvenatlas
Durch die Kopplung von MHF und SLQT zur Verfolgung der konkurrierenden Zu-
standshypothesen wird eine einheitliche Behandlung unterschiedlicher Situationen
erreicht. Beispielsweise kann eine globale Fahrzeuglokalisierung in einem gege-
benen Kurvenatlas erfolgen. Darüber hinaus ist es möglich, einen Kurvenatlas von
Grund auf neu zu erstellen und sowohl die gesamte Netztopologie als auch die
Geometrie einzelner Fahrzeugtrassen zu bestimmen.
Das System wird durch eine Menge konkurrierender Zustandshypothesen be-
schrieben. Die Aktualisierung dieser Hypothesen in einem Zeitschritt setzt sich
aus zwei Phasen zusammen: In der ersten Phase werden die Hypothesen, entspre-
chend Kapitel 5.3.1, zeitlich und räumlich prädiziert und unter Berücksichtigung
der aktuellen Beobachtung ẑk mit einem MHF aktualisiert. Die Hypothesenan-
zahl Jk bleibt in dieser Phase konstant. In der zweiten Phase wird, basierend auf
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dem in Kapitel 5.3.2 vorgestellten SLQT, getestet, ob eine Entscheidung für oder
wider eine einzelne Hypothese getroffen werden kann. Entsprechend dieser Ent-
scheidung reduziert sich dabei ggf. die Hypothesenanzahl Jk. Es treten Zeitpunkte
auf, in denen das System vollständig durch eine einzige Hypothese charakterisiert
wird und Zeitpunkte in denen Jk > 1 gilt. Um langfristig die Widerspruchsfrei-
heit des Kurvenatlas sicherzustellen, wird zwischen einer dezentralen und einer
zentralen Kartierung unterschieden:
• Die dezentrale Kartierung findet parallel zur Lokalisierung für jede der
konkurrierenden Zustandshypothesen zu jedem Zeitpunkt statt. Bei der Ver-
folgung der Hypothesen mit dem MHF wird der Systemzustand jeder Hy-
pothese und damit insbesondere der korrespondierende Kartenausschnitt ak-
tualisiert. Bemerkenswert ist dabei, dass im EKF-Innovationsschritt jede Be-
obachtung zur Aktualisierung jeder Zustandshypothese gleichermaßen ver-
wendet wird.
• Die zentrale Kartierung wird zu Zeitpunkten durchgeführt, in denen die
Anzahl konkurrierender Zustandshypothesen auf Jk = 1 konvergiert ist. Im
Kurvenatlas wird der Kartenausschnitt ersetzt, auf dem sich das Fahrzeug
zum aktuellen Zeitpunkt befindet. Hat das Fahrzeug zum aktuellen Zeit-
punkt bereits den Kartenausschnitt gewechselt, wird zusätzlich die Historie
vergangener Ausschnitte im Kurvenatlas ausgetauscht. Nach der Detektion
eines bisher unbekannten Kartenausschnitts wird darüber hinaus die Topo-
logie des Atlas angepasst und der Ausschnitt im Kurvenatlas ergänzt.
5.4.1 Globale Lokalisierung
In Situationen, in denen die Netztopologie vollständig gegeben ist, ermöglicht die
Kopplung von MHF und SLQT die globale Lokalisierung im Kurvenatlas. Ist die
Trassengeometrie lediglich näherungsweise bekannt, wird die Kartierung parallel
zur Lokalisierung weitergeführt.
Die globale Lokalisierung setzt die Initialisierung der Menge konkurrierender Zu-
standshypothesen voraus. Diese wird mit Hilfe der entwickelten Modellierung in
die Initialisierung der Gauß’schen Mischverteilung überführt und erfolgt allge-
mein durch Approximation einer a priori Dichte mit der gewählten Systembe-
schreibung. Ein bei Gauß’schen Mischverteilungen gängiges Konzept basiert auf
einer Rasterung der relevanten Bereiche des Zustandsraums [Alspach u. Sorenson
1972]: Entlang des gewählten Gitters werden die Mittelwerte x̂j,0 der einzelnen
Komponenten der Gauß’schen Mischverteilung platziert. Die Bestimmung der ver-
bleibenden Parameter erfolgt durch Minimierung eines Abstandsmaßes zwischen
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der a priori Dichte und der resultierenden initialen Gauß’schen Mischverteilung.
Im vorliegenden Fall wird dieses Konzept zur Initialisierung der Menge an Zu-
standshypothesen genutzt.
Im allgemeinen muss angenommen werden, dass kein Vorwissen über die Bo-
genlängenposition b0 des Fahrzeugs vorliegt. Entsprechend ist die a priori Dichte
der Bogenlängenposition eine Gleichverteilung entlang aller Kartenausschnitte des
Kurvenatlas und die kartesische Fahrzeugposition pf,0 wird entsprechend Glei-
chung (5.6) durch eine Gauß’sche Mischverteilung approximiert: Dazu werden
zunächst sämtliche Kurven des Kurvenatlas gleichmäßig entlang ihres Kurvenpa-
rameters gerastert. Entlang dieses Rasters werden anschließend die Mittelwerte
der Bogenlängenpositionen b̂j,0 jeder Komponente der Gauß’schen Mischvertei-
lung platziert, um die a priori Gleichverteilung der Bogenlängenposition anzunä-
hern. Entsprechend der Manövereigenschaften des Fahrzeugs werden schließlich







mit den Stützstellen des korrespondierenden Kartenausschnitts xm,j,0 gekoppelt.
Bei der Verfolgung der Fahrzeughypothesen kommt es vor, dass eine Hypothe-
se von einem Kartenausschnitt an einen benachbarten Ausschnitt weiter gegeben
wird. Da die Topologie bekannt ist, muss dabei keine zusätzliche Unsicherheit be-
rücksichtigt werden. Die Momente der aktualisierten Hypothese folgen aus dem
Zustandsvektor der betroffenen Hypothese. Schließen sich N > 1 Nachbarn an
den aktuellen Ausschnitt an, lautet die Wahrscheinlichkeit der aktualisierten Hy-
pothesen αj,k|k/N und die Hypothesenanzahl nimmt zu.
Die Funktionsweise des beschriebenen rekursiven Schätzers zur globalen Lokali-
sierung wird mit Hilfe synthetischer Daten untersucht. Bei der Generierung der
Referenzdaten werden die in Kapitel 4.3.2 beschriebenen typischen Systemeigen-
schaften berücksichtigt. Es werden zwei Szenarien untersucht:
• Szenario 1: Im ersten Szenario bewegt sich das Fahrzeug entlang der mitt-
leren von fünf parallelen Fahrzeugtrassen. Der Abstand paralleler Trassen
beträgt 4 m.
• Szenario 2: Im zweiten Szenario verlässt das Fahrzeug einen Kartenaus-
schnitt, an den sich drei Kartenausschnitte anschließen, die innerhalb von
50 m in drei parallele Trassen überführt werden. Der Abstand paralleler
Trassen beträgt wieder 4 m und das Fahrzeug fährt entlang der mittleren
Trasse.
102 5. GLOBALE LOKALISIERUNG UND KARTIERUNG IM TRASSENNETZ
σp Anzahl Beobachtungen Fehler Anzahl Beobachtungen Fehler
in [m] µ± σ in % µ± σ in %
A=0,001, B=999 A=0,0001, B=9999
0,0 2,93 ± 0,70 0 3,25 ± 0,59 0
0,5 3,70 ± 1,93 0 4,27 ± 1,69 0
1,0 9,65 ± 3,28 0 10,28 ± 3,69 0
1,5 14,07 ± 6,82 2 15,49 ± 7,14 1
2,0 12,35 ± 9,64 9 17,67 ± 10,19 7
Tabelle 5.1: Ergebnisse des SLQT für das erste Szenario: Für σd = 0,0 m ist die
Karte exakt bekannt und die Kartierung wird ausgesetzt.
Um die Leistungsfähigkeit des Schätzers bewerten zu können, werden jeweils
100 Datensätze erzeugt. Bei konstanter Abtastzeit von T = 1 s sind sowohl die
Manövereigenschaften des Fahrzeugs als auch die Eigenschaften des verwende-
ten Sensorsystems entsprechend Kapitel 4.3.2 konstant. Es gilt σd = 0,4 m/s2
und Σv,k = diag(1m, 1m, 10−2m, 10−2m, 5 · 10−2m/s)2. Basierend auf dem
Modell (4.54) werden durch Variation von σp Kartenausschnitte unterschiedlicher
Qualität erzeugt. Der SLQT wird zweimal mit verschiedenen Entscheidungsgren-
zen A und B durchgeführt.
In Bild 5.3 sind exemplarisch die Ergebnisse für jeweils einen Datensatz pro Sze-
nario dargestellt. Im ersten Szenario werden drei der insgesamt fünf Hypothesen
bereits nach wenigen Beobachtungen ausgeschlossen. Sobald die Entscheidung
gegen die j = 4-te Hypothese (türkis) feststeht, verbleibt lediglich die j = 5-te
Hypothese (grün) und der Hypothesentest wird abgebrochen. Im zweiten Szenario
werden beim Verlassen des aktuellen Kartenausschnitts drei konkurrierende Hypo-
thesen initialisiert. Gleichzeitig wird der SLQT gestartet. Bereits beim Eintreffen
der 4-ten Beobachtung wird die j = 1-te Hypothese (blau) und wenig später die
j = 2-te Hypothese (lila) verworfen.
In Tabelle 5.1 und 5.2 sind die Ergebnisse für alle Datensätze zusammengefasst.
Die Fehlerhäufigkeit hängt in beiden Szenarien von der Qualität der Kartenaus-
schnitte zu Beginn der Verarbeitung ab: Mit einer Zunahme von σp nimmt die
Abweichung zwischen Referenzverlauf und Initialisierung zu. Es dauert länger bis
eine Entscheidung getroffen werden kann und es kommt häufiger zu Fehlentschei-
dungen. Durch Verschiebung der Entscheidungsgrenzen A und B wird zwar die
mittlere Testdauer vergrößert, aber auch die resultierende Fehlerrate verringert.
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Bild 5.3: Spaltenweise Ergebnisse der beiden Szenarien: In der ersten Zeile sind
die Positionsfehler ej,k = ‖pk − p̂f,j,k|k‖ aller Hypothesen und in der zweiten
Zeile ist die logarithmierte Testgröße ln(Λj,k) des SLQT inklusive der logarith-
mierten Entscheidungsgrenzen ln(A) und ln(B) dargestellt. In der dritten Spalte
ist der Verlauf der Anzahl Jk konkurrierender Hypothesen zu sehen.
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σp Anzahl Beobachtungen Fehler Anzahl Beobachtungen Fehler
in [m] µ± σ in % µ± σ in %
A=0,001, B=999 A=0,0001, B=9999
0,0 19,01 ± 1.03 0 19,82 ± 1,03 0
0,5 20,53 ± 1,51 1 21,69 ± 1,58 1
1,0 22,78 ± 2,87 6 25,41 ± 3,97 4
1,5 25,84 ± 6,91 24 30,14 ± 7,64 11
2,0 29,10 ± 12,79 27 31,45 ± 11,18 22
Tabelle 5.2: Ergebnisse des SLQT für das zweiten Szenario
Das entwickelte Verfahren zeigt mit synthetischen Daten sehr gute Ergebnisse.
Durch die Festlegung des Konfidenzintervalls ist es möglich, den Test individuell
an reale Szenarien anzupassen, wodurch insgesamt eine konsistente Schätzung,
insbesondere der Karte, auch über längere Zeiträume sichergestellt wird.
5.4.2 Erstellung des Kurvenatlas
Für Szenarien, in denen sowohl die Topologie als auch die Geometrie des Trassen-
netzes unbekannt sind, ermöglicht das Verfahren die Erstellung des Kurvenatlas
von Grund auf. Simultan erfolgt die Fahrzeuglokalisierung. Prinzipiell ist das Fahr-
zeug zu jedem Zeitpunkt entweder in einer Verbesserungs- oder in einer Erkund-
ungsphase:
• In der Verbesserungsphase befindet sich das Fahrzeug auf einer Trasse, die
in der Vergangenheit kartiert wurde, und verbessert die bestehende Karte
dieser Trasse. Da die Netztopologie nicht gegeben ist, besteht die Möglich-
keit, dass das Fahrzeug diese bekannte Trasse auf einer unbekannten Trasse
verlässt. Aus dem Grund wird regelmäßig eine Existenzhypothese einer bis-
her nicht kartierten Trasse in die Hypothesenmenge aufgenommen und mit
dem MHF aktualisiert. Bestätigt der SLQT die Existenz der zusätzlichen
Trasse, wird sie in den Kurvenatlas aufgenommen und die Atlastopologie
wird entsprechend ergänzt. Das Fahrzeug wechselt in die Erkundungsphase.
• In der Erkundungsphase kartiert das Fahrzeug eine Trasse, die in der
Vergangenheit nicht kartiert wurde, und erstellt erstmalig einen Kartenaus-
schnitt dieser Umgebung. Da die Netztopologie unbekannt ist, besteht zu je-
dem Zeitpunkt die Möglichkeit, dass das Fahrzeug in den kartierten Bereich
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zurückkehrt (in engl. loop closure [Thrun u. a. 2005]). Um dieses Ereignis zu
detektieren, werden in der Umgebung der geschätzten Fahrzeugkoordinaten
alternative Fahrzeughypothesen in existierenden Kartenausschnitten initia-
lisiert. Bestätigt der SLQT eine dieser Hypothesen, wird die Atlastopologie
erweitert und das Fahrzeug wechselt in die Verbesserungsphase.
In Bild 5.4 und Bild 5.5 sind exemplarisch die Ergebnisse der Kartierung jeweils
einer Verzweigung dargestellt. Die Netztopologie wird auf Grundlage der neu ent-
deckten Verzweigung erweitert und mit jeder Erweiterung vollständiger. Die Ent-
scheidung des SLQT basiert auf der Auswertung der Likelihood-Funktionen (5.16)
und (5.17), deren Werte von der Kovarianz
Sj,k = Hj,kΣj,kHTj,k + Σv,k (5.19)
entsprechend Gleichung (5.11) abhängen. Diese ist ein Maß für die Unsicherheit
der Vorhersage der k-ten Beobachtung durch die j-te Hypothese. Befindet sich die
j-te Fahrzeughypothese auf einer Trasse, die in der Vergangenheit bereits kartiert
wurde, ist die Unsicherheit geringer, verglichen mit einer Fahrzeughypothese auf
einer Trasse, die erstmals kartiert wird. Für kleine (oder sogar verschwindende)
Messresiduen bewertet der SLQT deshalb die Fahrzeughypothese innerhalb der
bestehenden Karte höher. Umgekehrt bevorzugt der SLQT für ansteigende Messre-
siduen eine Hypothese in einem neuen Kartenausschnitt, da die vorhandene Karte
die Beobachtungen nicht erklären kann.
5.5 Zusammenfassung
Das vorliegende Kapitel beschreibt ein Verfahren zur globalen Lokalisierung und
Kartierung spurgeführter Systeme. Ausgangspunkt sind Situationen, in denen die
Fahrzeugposition nicht ausreichend genau durch eine unimodale Gauß-Verteilung
charakterisiert werden kann. Stattdessen wird das System vollständig durch Hy-
pothesen über den Systemzustand beschrieben. Basierend auf dieser Hypothe-
senmenge kann die kartesische Fahrzeugposition näherungsweise als Gauß’sche
Mischverteilung dargestellt werden, in der jedem Element der Menge ein Sum-
mand zugeordnet wird. Diese Darstellung ermöglicht die Visualisierung der Hypo-
thesen und darüber hinaus die gezielte Initialisierung der einzelnen Zustandshypo-
thesen durch Approximation beliebiger a priori Verteilungen der Fahrzeugposition
durch die Gauß’sche Mischverteilung.
Aufbauend auf dieser Systembeschreibung kann eine Strategie zur schritthaltenden
Aktualisierung der Menge an Zustandshypothesen erfolgreich realisiert werden.
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Bild 5.4: Ergebnis der Kartierung einer Verzweigung nach der 1. Fahrt (links un-
ten) und nach der 2. Fahrt (rechts unten) in R2: Während der 2. Fahrt befindet sich
das Fahrzeug zunächst auf s(1) und der geschätzte Verlauf dieser Kurve wird ver-
bessert. Zusätzlich zu dieser j = 1-ten Hypothese auf s(1) wird regelmäßig eine
j = 2-te Hypothese auf einer zusätzlichen Kurve s(2) initialisiert, aktualisiert und
geprüft. Die zeitliche Entwicklung von ln(Λj,k) ist für beide Hypothesen in der
oberen Zeile dargestellt. Solange das Fahrzeug sich entlang der bekannten Trasse
bewegt, setzt sich die j = 1-te Hypothese immer wieder durch und die j = 2-te
Hypothese wird vom SLQT verworfen. Sie wird erst bestätigt, nachdem das Fahr-
zeug an der Verzweigung in die unbekannte Trasse abgebogen ist. Nach erfolgter
Detektion der Verzweigung wird der Kurvenatlas um die entdeckte Kurve s(2) er-
weitert. Außerdem wird s(1) in s(11) und s(12) aufgeteilt.
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Bild 5.5: Ergebnis der Kartierung einer Verzweigung während der 2. Fahrt (links
unten) und nach der 2. Fahrt (rechts unten) in der Ebene: Während der 2. Fahrt er-
kundet das Fahrzeug die unbekannte Trasse und erstellt die Kurve s(2). Die j = 1-
te Hypothese befindet sich also auf s(2). Um zu erkennen, wann das Fahrzeug auf
s(1) zurückkehrt, wird regelmäßig eine j = 2-te Hypothesen auf s(1) initialisiert,
aktualisiert und geprüft. Sobald das Fahrzeug die Verzweigung passiert hat, bestä-
tigt der SLQT diese j = 2-te Hypothese. Der zeitlich Verlauf von ln(Λj,k) ist in
der oberen Zeile dargestellt. Die Kurve s(1) wird in s(11) und s(12) aufgeteilt und
die Atlastopologie angepasst.
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Diese basiert auf einer Erweiterung der in Kapitel 4 vorgeschlagenen Schätzung
des Systemzustands mit einem EKF und realisiert die Verfolgung der Elemente
der Hypothesenmenge mit einem MHF. Ergänzend erfolgt die Bewertung einzel-
ner Hypothesen mit einem SLQT. Die Zustandshypothesen, die Beobachtungen
zufriedenstellend erklären können, werden weiter verfolgt, während alle anderen
Hypothesen systematisch verworfen werden. Erst wenn die richtige Hypothese ge-
funden wird, wird eine Aktualisierung des zentralen Kurvenatlas vorgenommen.
Langfristig konsistente Schätzungen der Karte können auf diese Weise gewähr-
leistet werden. Die größtmögliche Aktualität der zentralen Kartierung bei wählba-
rer Fehlerrate ist durch den SLQT sichergestellt. Das Verfahren ermöglicht sowohl
die globale Lokalisierung in einem gegeben Atlas als auch die Erstellung eines
Kurvenatlas von Grund auf.
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6 Experimentelle Ergebnisse
Dieses Kapitel demonstriert die Leistungsfähigkeit der entwickelten
Lokalisierungs- und Kartierungsverfahren. Die Experimente fanden mit Un-
terstützung des Karlsruher Verkehrsverbunds (KVV) statt. Als Versuchsfahrzeug
stand ein 6-achsiger Stadtbahnwagen vom Typ GT6-80C zur Verfügung, der
bereits für die Langzeiterprobung eines bordautonomen Lokalisierungssystems
im Rahmen des Projektes DemoOrt [Beisel u. a. 2009] vom Institut für Mess-
und Regelungstechnik genutzt wurde (siehe Bild 6.1). Das Fahrzeug hat eine
Höchstgeschwindigkeit von 80 km/h und erreicht eine maximale Beschleunigung
von 1,2 m/s2 beim Bremsen.
Anhand von zwei Anwendungsbeispielen werden die entwickelten Modelle und
Schätzer untersucht: In Kapitel 6.1 wird die Kartierung des Gleisnetzes der Stra-
ßenbahnen in der Karlsruher Innenstadt beschrieben. Da kein Vorwissen über To-
pologie und Geometrie zur Verfügung steht, erfolgt die Kartierung von Grund auf.
Die qualitative Bewertung der Ergebnisse wird durch den Vergleich der Karte mit
Luftbildern realisiert. Kapitel 6.2 behandelt die Lokalisierung und Kartierung der
Bild 6.1: Stadtbahnwagen des KVV im Nordschwarzwald und in der Innenstadt
von Karlsruhe. Quelle: KVV
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Eisenbahnstrecke im Albtal südlich von Karlsruhe. Auf Basis einer Referenzkar-
te und vorab gezeichneter Fahrten, bei denen der Fahrweg durch das Trassennetz
bekannt ist, wird die erreichte Genauigkeit quantitativ untersucht und bewertet.
6.1 Lokalisierung und Kartierung eines Straßen-
bahnnetzes
Ziel des Experiments ist die Lokalisierung und Kartierung des KVV-Gleisnetzes
in der Karlsruher Innenstadt ausgehend von den Messungen eines integrierten Na-
vigationssystems [Wendel 2007]. Zu Beginn des Experiments steht keinerlei Vor-
wissen über die Topologie des Netzes und über die Geometrie einzelner Trassen
zur Verfügung und eine Karte wird von Grund auf erstellt.
6.1.1 Versuchsaufbau
Ein integriertes Navigationssystem ist im Schwerpunkt des Versuchsfahrzeugs
montiert. Es bestimmt durch Fusion der Ausgangsgrößen eines GPS-Empfängers
und eines inertialen Messsystems eine langzeitgenaue Navigationslösung aus Po-
sition, Geschwindigkeit und Lage. Obwohl integrierte Navigationssysteme ur-
sprünglich in der Luft- und Raumfahrt verwendet wurden [Bar-Shalom u. a. 2001],
ist ihr Einsatz heute auch im Boden gebundenen Verkehr durchaus üblich, wenn ei-
ne präzise Kenntnis der Fahrzeugzustände unabdingbar ist. Beispielsweise im Au-
tomobilbereich werden zur Realisierung moderner Assistenzfunktionen oder zum
autonomen Fahren in der Regel hochgenaue Positions- und Lageinformationen be-
nötigt [Skog u. Händel 2009]. Auch im Bereich der Schienenverkehrssysteme sind
vielversprechende Erfahrungen vorhanden: So werden in [Böhringer 2008] drei
unterschiedliche Ansätze zur Fusion von GPS-Positionen und inertialen Beobach-
tungen miteinander verglichen. Neben dem integrierten Navigationssystem wird
die Fahrzeugbewegung in einem zweiten Ansatz in einem polaren Koordinaten-
system modelliert und mit einem EKF aktualisiert. Eine dritte Strategie basiert auf
einem IMM-Schätzer, der zwischen zwei kartesischen Beschreibungen umschaltet.
Insgesamt ist das integrierte Navigationssystem den konkurrierenden Ansätzen im
direkten Vergleich überlegen und wird auch im Rahmen dieser Arbeit verwendet.
Die Kernidee eines integrierten Navigationssystems besteht in der Kombinati-
on verschiedener Navigationssensoren, die sich idealerweise vorteilhaft ergänzen.
Häufig anzutreffen ist beispielsweise die Stabilisierung eines inertialen Navigati-
onssystems mit GPS, da sich diese Informationsquellen, aufgrund ihrer komple-
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mentären Eigenschaften, sehr gut ergänzen. Moderne, inertiale Navigationssyste-
me bestehen aus jeweils drei, orthogonal angeordneten und fest am Fahrzeug mon-
tierten Beschleunigungs- und Drehratensensoren. Mit Hilfe der Drehratensenso-
ren wird die Fahrzeuglage ermittelt. Bei Kenntnis der Lage ist die Transformation
der Beschleunigungen in raumfeste Koordinaten möglich. Der letzte Schritt die-
ser Strap-Down-Systeme ist schließlich die Berechnung der Fahrzeuggeschwin-
digkeit und -position durch Integration der transformierten Beschleunigungen.
Insgesamt liefert ein inertiales Navigationssystem zwar jederzeit eine vollstän-
dige Navigationslösung, jedoch wachsen Abweichungen der Navigationslösung
auch bei korrekter Initialisierung im Allgemeinen aufgrund der notwendigen In-
tegrationen mit der Zeit an. Dieses Anwachsen wird durch Kombination mit ei-
nem GPS-Empfänger verhindert. Dieser liefert langzeitgenaue Positions- und Ge-
schwindigkeitsinformationen. Einen Überblick über gängige Systemarchitekturen
geben [Titterton u. Weston 2004] und [Grewal u. a. 2007].
Die vom integrierten Navigationssystem ermittelten Positionen liegen in einem
weltweit gültigen Bezugskoordinatensystem, dem World Geodetic System 1984
(WGS 84), vor. Die Transformation in das zweidimensionale kartesische UTM-
Koordinatensystem (von engl. Universal Transverse Mercator) erfolgt auf Basis
der transversalen Mercator-Projektion, deren Verwendung in der Landvermessung
üblich ist. Einen umfangreichen Überblick über die Materie gibt [Farrell u. Barth
1999].
6.1.2 Ergebnisse der Kartierung
Das spurgeführte System aus Fahrzeug und Trasse wird über eine Menge konkur-
rierender Zustandshypothesen beschrieben. Entsprechend dem in Kapitel 5 vorge-
stellten Verfahren werden die Hypothesen mit einem MHF verfolgt und die Hy-
pothesenanzahl wird mit einem SLQT angepasst. Sobald das System eindeutig
durch eine einzige Hypothese beschrieben werden kann, erfolgt die Aktualisie-
rung des Kurvenatlas im Rahmen der zentralen Kartierung. Durch den Vergleich
des erstellten Kurvenatlas mit georeferenzierten Luftbildern der Innenstadt wird
eine qualitative Bewertung der Ergebnisse ermöglicht.
In Bild 6.2 und Bild 6.3 sind exemplarisch Ergebnisse der Kartierung dargestellt.
Mit einer Bogenlänge von d = 20 m zwischen benachbarten Stützstellen wer-
den die Gleisgeometrien auch im Bereich kleiner Kurvenradien in der Innenstadt
exakt beschrieben. Das Verfahren ist darüber hinaus in der Lage, die Topolo-
gie komplexer Kreuzungen zu bestimmen, sofern sämtliche Fahrwege zumindest
einmal genutzt werden. Obwohl kein Vorwissen über Topologie und Geometrie
des Gleisnetzes verfügbar ist, liefern die entworfenen Algorithmen schritthaltend
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einen Kurvenatlas, der das befahrene Gebiet beschreibt. Auf dessen Grundlage
ist eine präzise Lokalisierung der Fahrzeuge jederzeit möglich. Die Ergebnisse
sind sehr vielversprechend, eine quantitative Bewertung der erreichten Genauig-
keit steht jedoch noch aus. Diese erfolgt im Rahmen des folgenden Experiments.
6.2 Lokalisierung und Kartierung einer Eisenbahn-
strecke
Ziel des Experiments ist die Lokalisierung und Kartierung der Albtalbahn süd-
lich von Karlsruhe auf Grundlage der Messungen eines integrierten Navigations-
systems und der Signale eines Wirbelstromsensorsystems. Zu Beginn des Experi-
ments ist die Topologie des Gleisnetzes bekannt. Die Schätzung der unbekannten
Trassengeometrie basiert auf dem in Kapitel 2 vorgeschlagenen Umgebungsmo-
dell. Sie erfolgt in zwei Phasen:
1. In der ersten Phase werden die Fahrzeugtrassen des Gleisnetzes initial kar-
tiert. In Abhängigkeit der individuellen Trassenform wird die Stützstellenan-
zahl jedes Kartenausschnitts mit der in Kapitel 3 entwickelten Bayes’schen
Kartierung automatisiert bestimmt. Das Verfahren liefert darüber hinaus ei-
ne Schätzung der Modellparameter.
2. In der zweiten Kartierungsphase erfolgt die Aktualisierung der Karte,
schritthaltend mit dem Eintreffen von Beobachtungen. Basierend auf der in
Kapitel 4 und Kapitel 5 entworfenen Methodik wird die Karte dabei simul-
tan zur Lokalisierung des Fahrzeugs verwendet.
Der weitere Kapitelaufbau orientiert sich an dieser zweistufigen Strategie. Die er-
reichte Genauigkeit der Kartierung wird durch Vergleich der erstellten Karte mit
einer hochgenauen Referenzkarte der Albtalbahn [Böhringer u. Geistler 2006] er-
möglicht. Um die Ergebnisse der Lokalisierung zu beurteilen, werden darüber
hinaus Beobachtungssequenzen verwendet, bei denen der Fahrweg durch das ver-
zweigte Trassennetz bekannt ist. Zunächst wird der erweiterte Versuchsaufbau be-
schrieben.
6.2.1 Erweiterter Versuchsaufbau
Auf Eisenbahnstrecken mit offenem Gleiskörper stehen neben den Messwer-
ten des integrierten Navigationssystems die Signale des Wirbelstromsensor-
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Bild 6.2: Ergebnisse der Kartierung: In der oberen Zeile sind die Karten darge-
stellt, nachdem der Versuchsträger 7178 m und 53473 m in der Karlsruher Innen-
stadt zurückgelegt hat. In der unteren Zeile sind Detailansichten für das Gleisnetz
in Daxlanden (Detail A1) und die Haltestelle Haus Bethlehem (Detail A2) in der
Nordstadt zu sehen.
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Bild 6.3: Ergebnis der Kartierung des Gleisnetzes an der Straßenbahnhaltestelle
Yorkstraße (Detail A3 in Bild 6.2) in der Karlsruher Innenstadt
systems (WSS) zur Verfügung. Das WSS wurde am Institut für Mess- und Re-
gelungstechnik zur berührungslosen und schlupffreien Geschwindigkeitsmessung
von Schienenfahrzeugen entwickelt [Engelberg 2001]. Im Rahmen des Projekts
DemoOrt [Beisel u. a. 2009] zeigten sich bei niedrigen Geschwindigkeiten Schwä-
chen der ursprünglich vorgeschlagenen Methode, die jedoch durch zusätzliche
Signalentzerrung überwunden werden konnten [Strauss u. a. 2009]. Neben der Ge-
schwindigkeitsmessung ist es möglich, charakteristische Muster im Sensorsignal
(wieder) zu erkennen, die beispielsweise beim Überfahren einer Weiche entstehen,
und daraus zusätzlich die Befahrrichtung der Weiche zu ermitteln [Geistler 2007].
Verbleibende Schwächen der ursprünglichen Methode konnten durch die Anwen-
dung modellbasierter Ansätze und Verfahren aus dem Bereich des Maschinellen
Lernens überwunden werden [Hensel 2011].
Die Bayes’sche Kartierung setzt die korrekte Zuordnung der Messungen des in-
tegrierten Navigationssystems zu den einzelnen Kartenausschnitten des Kurven-
atlas voraus. Die Lösung dieses Zuordnungsproblems kann durch die Erkennung
von Weichen im Signal des WSS [Hensel u. Hasberg 2008] oder in Kamerabil-
dern [Ross 2010] erfolgen. In [Hasberg u. Hensel 2010b] wird ein Verfahren vor-
gestellt, das anhand erkannter Weichen im Signal des WSS automatisiert die kor-
respondierende Abfolge von Kartenausschnitten bestimmt und somit das Zuord-
nungsproblem löst.
Darüber hinaus können die Ergebnisse des SLQT durch Verarbeitung der Klassi-
fikationsergebnisse des WSS verbessert werden. Konnte die Befahrrichtung einer
bestimmten Weiche klassifiziert werden, ist die Aufenthaltswahrscheinlichkeit des
Fahrzeugs in verschiedenen Kartenausschnitten des Kurvenatlas unterschiedlich.
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Anzahl Stützstellen M Bogenlänge Li,i+1 in [m]
µ± σ µ± σ
Etzenrot - Fischweier 43,52 ± 3,37 65,12 ± 4,77
Fischweier - Marxzell 35,86 ± 2,53 72,46 ± 4,65
Marxzell - Frauenalb 44,72 ± 4,72 64,87 ± 6,87
Frauenalb - Herrenalb 46,44 ± 0,73 82,54 ± 1,27
Tabelle 6.1: Ergebnisse der Modellwahl im Rahmen der initialen Kartierung für
4 Trassen und jeweils 10 unterschiedliche Datensätze je Trasse: Sowohl die Stütz-
stellenanzahl M als auch die Bogenlänge Li,i+1 zwischen benachbarten Stützstel-
len pi und pi+1 streuen nur wenig um den Mittelwert.
Entsprechend dem Quotienten dieser Wahrscheinlichkeiten werden die Testgrößen
der einzelnen Hypothesen aktualisiert, sobald ein Klassifikationsergebnis vorliegt.
Somit kann eine Stützung der simultanen Lokalisierung und Kartierung mit dem
WSS realisiert werden.
6.2.2 Ergebnisse der Bayes’schen Kartierung
Um die Leistungsfähigkeit des entwickelten Verfahrens zu bewerten, wird der ge-
schätzte geometrische Verlauf ŝ(l) punktweise mit der Referenzkarte verglichen.
Die berechneten lateralen Abweichungen sind in Bild 6.4 exemplarisch für 2 Tras-
sen dargestellt. Um die Wiederholgenauigkeit der automatisierten Modellauswahl
zu bewerten, werden die Ergebnisse der Auswahl für jeweils 10 Datensätze vergli-
chen. Die Ergebnisse sind in Tabelle 6.1 zusammengefasst.
Insgesamt ermöglicht der automatisierte Modellvergleich eine ausgewogene Ent-
scheidung über die Stützstellenanzahl M einzelner Trassen. Entsprechend der An-
zahl M ergeben sich mittlere Bogenlängen zwischen benachbarten Stützstellen
von 64 m bis 82 m. Die Streuung um die mittlere Bogenlänge ist bei Verwen-
dung unterschiedlicher Datensätze kleiner als 7 m. Diese hohe Wiederholgenau-
igkeit belegt die Eignung der gewählten Strategie zum Modellvergleich, da die Di-
mension des ausgewählten Modells nur leicht, in Abhängigkeit vom vorliegenden
Datensatz, variiert. Die resultierenden lateralen Positionsfehler sind bei einzelnen
Datensätzen kleiner als 1,5 m. Das Modell ist somit in der Lage, die Geometrie
der Fahrzeugtrasse mit einer hohen Präzision abzubilden. Im Anschluss an die
Bayes‘sche Kartierung wird die Geometrie der Trassen konsequent weiter aktuali-
siert. Vorhandene laterale Positionsfehler werden auf diese Weise verringert.
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Bild 6.4: Kastengrafik [McGill u. a. 1978] der lateralen Abweichungen zwischen
geschätzter Splinekurve und Referenzkarte für zwei Trassen (Trasse 1: Etzenrot -
Fischweier, Trasse 2: Fischweier - Marxzell) und jeweils 10 Datensätze pro Trasse:
Je nach Datensatz betragen die maximalen Abweichungen zwischen 1,5 m und
4,5 m.
6.2.3 Ergebnisse der simultanen Lokalisierung und Kartierung
Das Zusammenspiel zwischen SLQT und MHF ist für eine Fahrt durch den Bahn-
hof in Busenbach exemplarisch in Bild 6.5 für alle zum Zeitpunkt tk formulier-
ten Hypothesen j = 1, . . . , Jk zu sehen. Im betrachteten Zeitraum traversiert das
Fahrzeug in kurzer Abfolge zwei Verzweigungen. Dabei wird jedes Mal der se-
quentielle Hypothesentest gestartet, um die Hypothesen miteinander zu verglei-
chen und die richtige Zustandshypothese zu finden. In beiden Fällen unterstützen
die ersten Messungen nach Testbeginn zunächst die in blau dargestellte Hypothe-
se. Erst nachdem eine ausreichende Anzahl Beobachtungen vorliegt, ändert sich
die Gewichtung und schließlich wird in beiden Tests eine korrekte Entscheidung
für die in rot abgebildete Hypothese getroffen. Lediglich diese Zustandshypothese
wird weiter verfolgt. Um die Eigenschaften des sequentiellen Hypothesetests zu
untersuchen, wird anhand gekennzeichneter Fahrten durch verzweigte Abschnit-
te die Häufigkeit von Fehlern untersucht. Zusätzlich wird die notwendige Anzahl
an Beobachtungen bestimmt, bis der Hypothesentest konvergiert. Es werden je-
weils 24 Fahrten durch 5 Bahnhöfe des Albtals untersucht. Die Ergebnisse sind in
Tabelle 6.2 zu sehen.
Verglichen mit Verzweigungen in der Innenstadt sind die Geometrien in den be-
trachteten Bahnhöfen im Albtal deutlich anspruchsvoller, da sich an die Verzwei-
gung in der Regel parallele Trassen anschließen, die eine Unterscheidbarkeit er-
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Bild 6.5: Ergebnisse des SLQT bei einer Fahrt durch den Bahnhof Busenbach: Zu
sehen sind die Abweichung ej,k zwischen geschätzter und gemessener Fahrzeug-
position, die Verläufe der Wahrscheinlichkeiten αj,k der Zustandshypothesen und
der Logarithmus der Testgrößen Λj,k sowie der Entscheidungsgrenzen A und B.
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Bahnhof Ettlingen nach Herrenalb Herrenalb nach Ettlingen Fehler
Anzahl Beobachtungen Anzahl Beobachtungen
µ± σ µ± σ
Busenbach 18,67 ± 1,748 40,00 ± 12,93 0/24
Etzenrot 26,42 ± 12,26 36,14 ± 13,49 1/24
Fischweier 17,31 ± 12,80 30,92 ± 11,81 0/24
Marxzell 50,17 ± 18,82 53,06 ± 20,84 1/24
Frauenalb 36,93 ± 12,07 33,15 ± 19,55 1/24
Tabelle 6.2: Ergebnisse des SLQT für 24 Fahrten pro Bahnhof
schweren. Trotzdem kommt es lediglich in 3 von 120 untersuchten Bahnhofs-
durchfahrten zu Fehlentscheidungen mit der Konsequenz einer fehlerhaften Ak-
tualisierung der zentralen Karte. Aufgrund der geringen Häufigkeit toleriert das
Verfahren diese Fehler und der Einfluss auf die erstellte Karte ist vernachlässigbar
klein. In insgesamt 4 Durchfahrten konnte keine Entscheidung getroffen werden.
In diesen als korrekt gewerteten Fällen fand keine zentrale Kartierung statt.
Um die Genauigkeit der Kartierung zu bewerten, werden exemplarisch drei Kar-
tenausschnitte ausgewählt. Für diese Ausschnitte werden die Abweichungen zwi-
schen der geschätzten Karte und der Referenzkarte vor und nach aufeinander fol-
genden Fahrten bestimmt. Die Ergebnisse sind in Bild 6.6 zu sehen.
Da die Trassen in einer dicht bewaldeten Region liegen, variiert die Qualität der
Navigationslösung in Abhängigkeit der Sichtbarkeit der GPS-Satelliten. Trotzdem
konvergiert die erstellte Karte gegen den realen Trassenverlauf und die mittleren
Abweichungen sind nach 10 Fahrten im Bereich von 0,5 m. Bei einem vorgeschrie-
benen Mindestgleisabstand von 3,8 m bei Stadtschnellbahnen [EBO] ist mit der er-
reichten Genauigkeit eine Unterscheidbarkeit paralleler Gleise gewährleistet. Be-
reits nach 3-4 Fahrten ist die endgültige Genauigkeit der Karte näherungsweise
erreicht und weitere Fahrten steigern die Genauigkeit nur noch minimal.
Um die Genauigkeit der geschätzten, kartesischen Fahrzeugposition zu beurteilen,
wird die Positionsabweichung zwischen geschätzter und gemessener Position
ek = ‖p̂k − ŝk|k(b̂k|k)‖ (6.1)
zu jedem Zeitpunkt tk, während jeder Fahrt durch die ausgewählten Kartenaus-
schnitte berechnet. Die Ergebnisse des Vergleichs sind für zwei unterschiedliche
Kartenausschnitte in Bild 6.7 dargestellt. Während der Fahrten folgt die geschätzte
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Bild 6.6: Ergebnis der Kartierung für drei Trassen im Albtal: Links sind die drei
untersuchten Kartenausschnitte zu sehen. In der zweiten Spalte ist die Entwicklung
der lateralen Abweichungen zwischen Referenzkarte und Schätzung abgebildet.
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Bild 6.7: Ergebnisse der Lokalisierung für zwei Trassen und jeweils drei Fahrten
pro Trasse
Position der Positionsmessung und die resultierende Abweichung ist in der Regel
kleiner als 5 m. Vereinzelt kommt es zu Abweichungen von über 20 m, die mit dem
Funktionsprinzip des integrierten Navigationssystems erklärt werden können: In
Zeitintervallen, in denen keine absoluten GPS-Positionsmessungen zur Verfügung
stehen, nimmt die Positionsabweichung mit der Zeit häufig immer weiter zu. Ist in
diesem Intervall die geschätzte Karte der Trasse aus vorangegangenen Fahrten be-
reits mit einer geringen Unsicherheit bekannt, kommt es zu bemerkenswert großen
Abweichungen, wie beispielsweise in Trasse 1 bei der i = 2-ten Fahrt. Offensicht-




Die vorliegende Arbeit beschreibt ein Verfahren zur simultanen Lokalisierung
und Kartierung spurgeführter Systeme. Grundlegend ist zunächst die Auswahl
und Umsetzung einer kompakten Beschreibung der Fahrzeugumgebung in ei-
nem Kurvenatlas. Die Kartenausschnitte im Kurvenatlas fassen die Trassengeo-
metrie mit ebenen, global kubischen Splinekurven zusammen. Diese erfüllen die
Minimumeigenschaft und ermöglichen deshalb präzise Näherungen realer Verläu-
fe. Die Genauigkeit der Modellierung und der Einfluss der Stützstellenanzahl auf
die erreichte Genauigkeit werden quantitativ untersucht. Darüber hinaus wird ei-
ne Methode zur Umparametrisierung der Splinekurven vorgestellt, die eine nähe-
rungsweise Parametrisierung nach der Bogenlänge ermöglicht.
Die Schätzung der Trassengeometrie im Rahmen der Kartierung setzt eine lo-
kal parametrische Darstellung der Splinekurve voraus. Die Herleitung dieser
Beschreibung geht von der mehrstufigen Berechnungsvorschrift interpolierender
Splinefunktionen aus. Die Stützstellen, die der Spline interpoliert, gehen linear
in die Vorhersage des kontinuierlichen Verlaufs der Splinefunktion ein. Sie eig-
nen sich deshalb hervorragend als Geometrie beschreibende Parameter und sind
zudem anschaulich interpretierbar. Auf Basis der kompakten Darstellung von 1D-
Splinefunktionen ist eine Erweiterung für 2D-Splinekurven möglich. Um geome-
trische Unsicherheit in der Darstellung zu berücksichtigen, werden die Stützstellen
als gaußverteilte Zufallsvariable modelliert. Auf Grundlage der resultierenden sto-
chastischen Modellierung werden sowohl der erwartete Verlauf der Trasse als auch
die geometrische Unsicherheit jeder 2D-Trassenposition in Form einer Kovarianz-
matrix kontinuierlich für jeden Wert des Kurvenparameters vorhergesagt.
Die simultane Lokalisierung und Kartierung setzt eine initiale Kartierung der ein-
zelnen Kurven des Kurvenatlas voraus. Diese erfolgt für jede Kurve des Kurven-
atlas separat. Sie umfasst zum einen die Bestimmung einer adäquaten Stützstellen-
anzahl der Modellkurve und zum anderen die Schätzung des Kurvenverlaufs auf
Basis verrauschter Beobachtungen. Im Mittelpunkt der zweistufigen Bayes’schen
Kartierung steht die Maximierung der Modellevidenz. Mit der vorgeschlagenen
Strategie ist es möglich unterschiedlichste Geometrien einzelner Trassen automati-
siert zu initialisieren. Die Unsicherheiten werden dabei konsequent berücksichtigt
und stehen für nachfolgende Verarbeitungsschritte zur Verfügung.
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Neben der Karte stellt die Fahrzeugbewegung die zweite zentrale Komponente
des Gesamtsystems dar. Für spurgeführte Fahrzeuge kann die Fahrzeugbewegung
vollständig durch die momentane Bogenlängenposition und deren zeitliche Ab-
leitung beschrieben werden. Diese 1D-Modellierung ist einer 2D-Beschreibung
in kartesischen Koordinaten überlegen: Eine im Bezug zur Karte jederzeit wider-
spruchsfreie Fahrzeugposition ist gewährleistet und präzise Vorhersagen zukünf-
tiger Fahrzeugpositionen sind ohne eine zusätzliche Karteneinpassung (engl. map
matching) möglich. Um die Voraussetzung für eine simultane Lokalisierung und
Kartierung zu schaffen, wird für den Systemzustand aus Fahrzeug und Karte ein
zeitdiskretes stochastisches Zustandsraummodell aus System- und Beobachtungs-
modell entworfen. Die Kartierung unbekannter Trassen basiert auf einer Erweite-
rung der klassischen Zustandsraumdarstellung um ein Extrapolationsmodell, mit
dem die Geometrie der unbekannten Trasse auf Basis des Systemzustands räum-
lich extrapoliert wird.
Auf Basis des Zustandsraummodells wird die simultane Lokalisierung und Kar-
tierung mit einem Bayes-Filter umgesetzt. Dazu wird die typische Abfolge aus
zeitlicher Prädiktion und Innovation um die räumliche Prädiktion des Extrapola-
tionsmodells erweitert, die konsequent in den Prädiktionsschritt integriert werden
konnte. Die schritthaltende Verarbeitung der Beobachtungen wird mit dem Erwei-
terten Kalman-Filter realisiert. Der entwickelte Schätzer wurde in unterschiedli-
chen Referenzszenarien, zur Verbesserung fehlerhafter Karten und zur Erstellung
von Karten unbekannter Trassen, erprobt und liefert vielversprechende Ergebnis-
se. Die vollständige Aktualisierung der Kovarianzmatrix des Systemzustands ist
ein essentieller Bestandteil der Schätzung. Sie führt dazu, dass die Korrelationen
zwischen den einzelnen Stützstellen der Splinekurve insgesamt zunehmen, wäh-
rend die Unsicherheit der geschätzten Karte monoton abnimmt. Es konnte gezeigt
werden, dass das entwickelte Verfahren diese Eigenschaft erfüllt und konsistente
Schätzungen liefert.
Zur Verfolgung der Fahrzeugposition im Trassennetz wird eine Systembeschrei-
bung mit eine Menge konkurrierender Zustandshypothesen vorgeschlagen. Eine
geeignete Transformation dieser Hypothesenmenge ermöglicht die näherungswei-
se Darstellung, beispielsweise der kartesischen Fahrzeugposition, als Gauß’sche
Mischverteilung und liefert eine übersichtliche Visualisierung des Systemzu-
stands. Die schritthaltende Aktualisierung erfolgt in jedem Zeitschritt in zwei
Stufen: In der ersten Stufe werden die Zustandshypothesen mit einem Multi-
Hypothesen-Filter basierend auf der entwickelten stochastischen Zustandsraum-
modellierung verfolgt. In einer zweiten Stufe erfolgt eine Reduktion der Hypothe-
senanzahl mit einem sequentiellen Likelihood-Quotienten-Test. Dieser sequenti-
elle Hypothesentest entscheidet abhängig von den Messresiduen der Zustandshy-
pothesen und einer vorgegebenen Fehlerrate über das Fortbestehen einzelner Hy-
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pothesen: Zustandshypothesen, die die Beobachtungen korrekt wiedergeben, wer-
den verfolgt, während alle anderen Hypothesen so früh wie möglich verworfen
werden. Um eine korrekte Aktualisierung des zentralen Kurvenatlas sicherzustel-
len, wird zwischen einer dezentralen und einer zentralen Kartierung unterschie-
den. Während die dezentrale Kartierung für alle Hypothesen in jedem Zeitschritt
durchgeführt wird, erfolgt ein Ersetzen von Kartenauschnitten im Kurvenatlas erst,
wenn die richtige Zustandshypothese gefunden werden konnte. Das Verfahren er-
möglicht die globale Lokalisierung und die Erstellung des Kurvenatlas, wenn kein
Vorwissen über die Topologie und die Geometrie des Trassennetzes verfügbar ist.
Die beschriebenen Verfahren wurden im Gleisnetz des Karlsruher Verkehrsver-
bundes mit dem Versuchsfahrzeug des Instituts für Mess- und Regelungstechnik
erprobt. Sie liefern für Stadtbahn- und Eisenbahnstrecken in Übereinstimmung mit
den durchgeführten Simulationen sehr gute Ergebnisse.
Obgleich das vorgestellte Verfahren zur Lokalisierung und Kartierung spurgeführ-
ter Systeme bereits sehr gute Ergebnisse erzielt, sind einige Verbesserungen und
Erweiterungen aus heutiger Sicht denkbar:
• Um bordautonome Lokalisierungsverfahren in der Praxis anzuwenden, sind
zusätzliche Tests in unterschiedlichen Szenarien nötig. Darüber hinaus
könnten geometrische und topologische Veränderungen des Gleisnetzes,
beispielsweise nach Umbauarbeiten, in der bisher als statisch angenomme-
nen Umgebung durch eine zusätzliche Plausibilisierungsstufe erkannt und
behandelt werden.
• Um die aus Sicherheitsgründen geforderte Verfügbarkeit der entwickelten
Lokalisierung zu erhöhen, ist die Fusion mit zusätzlichen Messgrößen denk-
bar. Beispielsweise liefern Bildfolgen digitaler Kameras wertvolle Umge-
bungsinformationen und bieten ein vielfältiges Einsatzspektrum, beispiels-
weise zur Klassifikation von Weichenbefahrungen [Ross 2010].
• Im Vergleich zu der hier behandelten Klasse mechanisch spurgeführter Sys-
teme, finden sich viele Gemeinsamkeiten zu Automobilen, die sich entlang
von Fahrstreifen bewegen. Eine Reihe von Arbeiten beschäftigt sich bei-
spielsweise mit der Schätzung der Geometrie der Fahrstreifen (engl. lane
estimation) vor dem Fahrzeug auf der Basis von Kamerabildern. Einen um-
fangreichen Überblick über die Thematik gibt [McCall u. Trivedi 2006]. Die
im Rahmen dieser Arbeit entwickelte Modellierung mit global kubischen
Splines ist eine erfolgversprechende Alternative zu den heute häufig einge-
setzten Klothoidenmodellen. Eine simultane Schätzung der Fahrzeugpose




A.1 Berechnung der Jacobi-Matrix
Für einige im Rahmen dieser Arbeit entwickelten Schätzer ist eine Linearisierung
der zugrunde liegenden Systembeschreibung notwendig. Die lineare Näherung ei-
ner vektorwertigen Funktion eines Vektors erfolgt mit Hilfe der Jacobi-Matrix: Sei
f(x) = (f1(x), . . . , fm(x))T mit x = (x1, . . . ,xn)T eine im Punkt x0 differen-





















gegeben. Mit Hilfe der Jacobi-Matrix kann nun die Taylor-Approximation erster
Ordnung der Funktion f(x) um einen Arbeitspunkt x0 angeben werden. Sie lautet
f(x) ≈ f(x0) + Fx0(x− x0). (A.2)
A.2 Rechnen mit Gauß-Verteilungen
Ein Großteil der im Rahmen dieser Arbeit entwickelten Schätzverfahren basiert
auf der Annahme einer Gauß-Verteilung der unbekannten Parameter x. Neben dem
zentralen Grenzwertsatz ist diese Annahme hauptsächlich durch die resultierende
analytische Handhabbarkeit motiviert. Einige relevante Berechnungen beim Um-
gang mit Gauß-Verteilungen werden hier kurz zusammengefasst. Einen umfang-













Nun sei x = (xTa,x
T
b )
T und die korrespondierenden Momente der Verbunddich-












Ausgehend von der Verbundverteilung erfolgt die Bestimmung der Randvertei-





Die gesuchte Randverteilung ist wieder gaußverteilt und die Wahrscheinlichkeits-
dichte lautet
p(xa) = N (xa|µa,Σaa). (A.6)
Die bedingte Wahrscheinlichkeitsverteilung (engl. conditional distribution)
von xa gegeben xb ist ebenfalls gaußverteilt
p(xa|xb) = N (xa|µa|b,Σa|b), (A.7)
wobei der Mittelwertvektor eine lineare Funktion von xb ist. Er lautet
µa|b = µa + ΣabΣ
−1
bb (xb − µb). (A.8)
Die Kovarianzmatrix ist unabhängig von xb und entspricht dem Schur-
Komplement1 von Σaa in Σ. Sie lautet
Σa|b = (Σ/Σaa) = Σaa −ΣabΣ−1bb Σba. (A.11)







Das Schur-Komplement [Zhang 2005] der Teilmatrix M4 in der Matrix M, geschrieben (M/M4),
lautet
(M/M4) = M1 −M2M−14 M3. (A.10)
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Im weiteren Verlauf ist die Dichte der Randverteilung p(x) und die Dichte der
bedingten Verteilung p(z|x) gegeben. Der Mittelwertvektor von p(z|x) ist dabei
eine lineare Funktion von x und die Kovarianzmatrix ist unabhängig von x. Es gilt
p(x) = N (x|µx,Σx) (A.12)
p(z|x) = N (z|Ax,Σz|x). (A.13)
Die Dichte der Randverteilung von z ist schließlich durch
p(z) = N (z|Aµx,Σz|x + AΣxAT) (A.14)
gegeben. Weiterhin folgt die bedingte Dichte










Eine Variante des Bayes-Filters ist das Kalman-Filter (KF), das nach R. E. Kal-
man benannt ist. Er stellte es 1960 für zeitdiskrete Modelle vor [Kalman 1960]
und erweiterte es 1961 für zeitkontinuierliche Modellierungen [Kalman u. Bucy
1961]. Das Filter ermöglicht die rekursive Schätzung der zeitveränderlichen Para-
meter eines dynamischen Systems auf Grundlage einer Folge von Beobachtungen.
Im vorliegenden Kapitel werden die zugrunde liegenden Annahmen zusammenge-
fasst und die wesentlichen Gleichungen vorgestellt. Detaillierte Herleitungen und
zusätzliche Erläuterungen sind z. B. in [Maybeck 1979] und [Koch 2001] zu fin-
den.
Das zeitdiskrete lineare Systemmodell in der Zustandsraumdarstellung
xk = Fk−1xk−1 + Gk−1uk−1 + wk−1 (A.16)
beschreibt den Zusammenhang zwischen dem Zustandsvektor xk−1 zum Zeit-
punkt tk−1 und dem Zustandsvektor xk zum Zeitpunkt tk. Drei Anteile wer-
den dabei unterschieden: Der deterministische Anteil wird in der Transitions-
matrix Fk−1 zusammengefasst, während der Einfluss der bekannten Eingangs-
größen uk−1 durch die Eingangsmatrix Gk−1 beschrieben wird. Im Allgemei-
nen weicht dieses Modell vom realen Systems ab. Diese Abweichung wird im
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Systemrauschen wk−1 modelliert. Das Systemrauschen besitzt die Kovarianzma-
trix Σw,k−1 und wird als mittelwertfrei, weiß und gaußverteilt angenommen:
wk−1 ∼ N (0,Σw,k−1) mit E{wiwTj } = 0 für i 6= j. (A.17)
Der Zusammenhang zwischen dem Zustandsvektor xk und der Beobachtung ẑk
wird im zeitdiskreten, linearen Beobachtungsmodell
ẑk = Hkxk + vk (A.18)
beschrieben, wobei die Messmatrix Hk den deterministischen Anteil dieses Zu-
sammenhangs beschreibt. Das Messrauschen vk ist mit dem Systemrauschen un-
korreliert. Es besitzt die Kovarianzmatrix Σv,k und wird als mittelwertfrei, weiß
und gaußverteilt angenommen:
vk ∼ N (0,Σv,k) mit E{vivTj } = 0 für i 6= j (A.19)
E{wivTi } = 0. (A.20)
Für das beschriebene lineare System mit gaußverteiltem Rauschen liefert das
KF die beste erwartungstreue Schätzung x̂ des unbekannten Systemzustands x.
Die Schätzung ist biasfrei und die Kovarianzmatrix des Schätzfehlers ist mini-
mal [Maybeck 1979].
Der Schätzalgorithmus zur rekursiven Schätzung des Systemzustands xk wird in
zwei Phasen unterteilt und geht von einem initial bekannten Mittelwertvektor x̂0|0
und einer Kovarianzmatrix Σ0|0 aus:
• Prädiktionsschritt: Ausgehend vom Systemmodell in Gleichung (A.16)
werden der Mittelwertvektor x̂k|k−1 und die Kovarianzmatrix des System-
zustands Σk|k−1 berechnet:
x̂k|k−1 = Fk−1x̂k−1|k−1 + Gk−1uk−1 (A.21)
Σk|k−1 = Fk−1Σk−1|k−1FTk−1 + Σw,k−1. (A.22)
• Innovationsschritt: Liegt eine Beobachtung ẑk vor, wird die prädizierte






x̂k|k = x̂k|k−1 + Kk(ẑk −Hkx̂k|k−1) (A.24)
Σk|k = (I−KkHk)Σk|k−1 (A.25)
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Liegen anstelle des linearen Systemmodells (A.16) und des linearen Beobach-
tungsmodells (A.18) nichtlineare Modelle
xk = fk−1(xk−1,uk−1) + wk−1 (A.26)
ẑk = hk(xk) + vk (A.27)
vor, kann das Erweiterte Kalman-Filter (EKF) zur Zustandsschätzung eingesetzt
werden. Die Grundidee besteht nun darin, die nichtlinearen Funktionen fk−1(.)
und hk(.) um die momentan gültige Schätzung des Mittelwertes x̂ zu linearisieren.
Die resultierenden linearisierten Modelle approximieren dann das Systemverhal-
ten in der Nähe dieses Linearisierungspunktes und schaffen die Voraussetzung für
den Einsatz des KF. Verursacht durch die Abweichungen zwischen tatsächlichem
und linearisiertem Modell, erzielt das EKF, im Gegensatz zum KF, nur subopti-
male Lösungen. Es ist jedoch einfach handhabbar und hat sich deshalb in einer
Vielzahl von Anwendungen durchgesetzt.
Die Transitionsmatrix Fk−1 und die Messmatrix Hk sind die Jacobi-Matrizen der













und werden zur Berechnung der Kalman-Gain-Matrix Kk in Gleichung (A.23) und
zur Aktualisierung der Zustandskovarianzmatrix im Prädiktionsschritt (A.22) und
im Innovationsschritt (A.25) verwendet. Zur Aktualisierung des Mittelwertes im
Prädiktionsschritt und zur Berechnung des Messresiduums im Innovationsschritt
werden jedoch die nichtlinearen Funktionen verwendet:
x̂k|k−1 = fk−1(x̂k−1|k−1,uk−1) (A.30)
x̂k|k = x̂k|k−1 −Kk(ẑk − hk(x̂k|k−1)). (A.31)
A.4 Nebenrechnung zur Auswertung der Evidenz
Um den Ausdruck











T + σ2zI2N )
−1ẑ (A.32)
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schrittweise zu vereinfachen, wird der Zusammenhang
det(ABT + IN ) = det(ATB + IM ) (A.33)
für die Matrizen A und B der Dimension N ×M ausgenutzt. Es gilt
det(σ2xHH
































































Insgesamt ergibt sich somit










T + σ2zI2N )
−1ẑ. (A.36)
Durch Ausnutzung der Woodbury-Identität [Bishop 2006]
(BD−1C + A)−1 = −A−1B(D + CA−1B)−1CA−1 + A−1 (A.37)
vereinfacht sich der Ausdruck folgendermaßen:
(σ2x H H
T + σ2zI2N )
−1
= (H(σ2xI2M )
−1HT + σ2zI2N )
−1





= −σ−4z HΣx|zHT + σ−2z I2N . (A.38)
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Das Einsetzen von (A.39) in Gleichung (A.40) ergibt so direkt:
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Karlsruher Institut für Technologie 
Die zuverlässige Bestimmung der Fahrzeugposition ist zur effizienten 
Nutzung vorhandener Infrastruktur im spurgeführten Schienenverkehr 
von großer Bedeutung. Voraussetzung für eine flächendeckende Einfüh-
rung bordautonomer, satellitengestützter Lokalisierungsverfahren sind 
geometrische Karten des Trassennetzes. Häufig existieren diese Karten 
jedoch nicht.
Herkömmliche manuelle Verfahren zur Kartierung von Verkehrswegen 
sind mit hohen Kosten verbunden und beeinträchtigen den laufenden 
Betrieb. Abhilfe schafft die Verwendung fahrzeuginterner Sensoren. 
Deren automatisierte Verarbeitung erfordert simultan zur Kartierung 
der Umgebung die Lokalisierung des Fahrzeugs. Resultierende Abhän-
gigkeiten zwischen der Fahrzeugbewegung und der Karte werden auf 
diese Weise berücksichtigt.
In dieser Arbeit wird das Problem der simultanen Lokalisierung und Kar-
tierung für spurgeführte Systeme im Zustandsraum modelliert und mit 
einem rekursiven Verfahren gelöst. Die Modellbildung basiert auf der 
konsequenten Verwertung der wesentlichen Eigenschaft spurgeführter 
Fahrzeuge, immer exakt dem Netz aus Trassen zu folgen: Kubische Spli-
nekurven beschreiben die Geometrie dieser Trassen in einem Kurvenat-
las und die Fahrzeugbewegung wird in eindimensionalen Kurvenko-
ordinaten modelliert. Die Bestimmung des Systemzustands erfolgt mit 
einem konsistenten Schätzverfahren, basierend auf dem Erweiterten 
Kalman-Filter. Zusätzlich entscheidet ein sequentieller Hypothesentest 
in Situationen, in denen mehrere konkurrierende Zustandshypothesen 
bestehen. Die Leistungsfähigkeit des Verfahrens wird an Experimenten 
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