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Resumo
As redes de computadores se tornaram parte da infraestrutura crítica de nossasociedade, participando do cotidiano de bilhões de pessoas. O sucesso das redes decomputadores se deve, em grande medida, a simplicidade de seu núcleo. Na arqui-tetura atual, a inteligência da rede está localizada nos sistemas de borda, enquantoo núcleo é simples e transparente. Embora essa abordagem tenha tido sucesso, via-bilizando a Internet, também é a razão para sua inflexibilidade e incapacidade de seatender as necessidades das novas aplicações que deverão surgir no futuro próximo.A inflexibilidade da arquitetura das redes de computadores também traz um de-safio para os pesquisadores da área, pois seus experimentos dificilmente podem seravaliados em redes reais. Sendo assim, em geral, testes de novas tecnologia são re-alizadas em simuladores de rede, o que implica em uma simplificação da realidade.O paradigma de Redes Definidas por Software (Software Defined Networks - SDN)e a arquitetura OpenFlow oferecem um caminho para a implementação de uma ar-quitetura de rede programável, capaz de ser implementada de forma gradativa emredes de produção, que oferece a possibilidade de separação dos mecanismos decontrole dos diversos fluxos de tráfego atendidos, de forma que, por exemplo, umexperimento científico possa ser executado em uma rede real (adaptada para o SDN)sem interferir em seu funcionamento.O presente trabalho contextualiza os problemas existente nas redes de compu-tadores atuais, e apresenta o paradigma de redes SDN como uma das principaispropostas para a viabilização da Internet do Futuro. Nesse contexto, o trabalho dis-cute a arquitetura OpenFlow que permite a criação de aplicações para redes SDN. Otrabalho também apresenta o simulador de redes SDN MiniNet, que implementa ainterface OpenFlow. Finalmente são implementados exemplos de uso da arquiteturaOpenFlow no MiniNet com o intuito de preparar um conjunto de cenários que sirvacomo base para a realização de pesquisas na área de redes SDN, ou como ferramentadidática para o ensino de conceitos complexos em redes de computadores.
Palavras-chave: Redes Definidas por Software (RDS), OpenFlow, POX, MiniNet
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Abstract
The computer networks have become an important element of the critical infras-tructure of our society. The success of these networks is mainly due to the simplicityof its core. In the current architecture the network intelligence is located at the edgedevices while the core remains simple and transparent. Although this approach hasbeen successful, making the Internet a reality, it is also responsible for the inflexibil-ity and the inability to cope with the needs of the novel network applications that willarise in the near future.The inflexibility of today networks brings a challenge for the researchers in thefield, because it makes the evaluation of scientific experiments almost impossible tocarry on in real networks. Thus, frequently, new technologies are test in simulationenvironments, which might be an over simplification of the reality. The SoftwareDefined Networks (SDN) approach and the OpenFlow architecture provide means forthe implementation of a programmatic network, which allows its gradual deploymentin production networks, and oﬀer ways to separate diﬀerent control mechanisms fordiﬀerent network flows which enables, among other things, a scientific experimentto be done in a real network (SDN capable one) without interfering with its operation.This paper the main issues of today’s networks and presents the SDN approachas one of the main proposals to enable the Future Internet. It discusses the OpenFlowarchitecture as a way to implement SDN applications. The MiniNet simulator is alsopresented as a tool to evaluate SDN scenarios by implementing the OpenFlow Inter-face. Finaly, some examples are implemented with the MiniNet in order to compilea set of network scenarios, which might serve as basis for new research in the SDNfield, or as a powerful didactic tool for teaching complex network concepts.
Keywords: Software Defined Network (SDN), OpenFlow, POX, MiniNet
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Capítulo 1
Introdução
A infraestrutura mundial das redes de computadores constitui hoje um dos servi-ços críticos da sociedade. Esta infraestrutura, chamada de Internet, provê uma sériede serviços que atendem a todos os setores da sociedade, sendo considerada umsucesso. Todavia, as mesmas razões que permitiram o nascimento e o crescimentoda Internet, são vistas hoje como barreiras para seu desenvolvimento e, portanto,ameaçam sua capacidade de suprir as necessidades futuras da sociedade.Essas barreiras levaram a comunidade científica a pensar em novas propostaspara atender essas necessidades. Tais propostas contribuem para a definição da In-ternet do Futuro. Embora tais propostas sejam capazes de atender as necessidades,sua implementação é difícil de ser realizada, pois, como as redes de computado-res são parte da infraestrutura crítica da sociedade, mudanças tornam-se obstáculosquase intransponíveis, e acabam sendo descartadas pelos administradores das re-des.Essa inflexibilidade na arquitetura da Internet também traz um desafio para ospesquisadores da área, pois seus experimentos acabam não sendo avaliados emredes reais. Dessa forma, em geral, testes de novas tecnologias são realizados emambientes virtuais que simplificam a realidade não fornecendo, assim, o nível defidelidade necessário para uma implementação em redes reais.O paradigma de Redes Definidas por Software (Software Defined Networks - SDN)e o protocolo OpenFlow oferecem um caminho para vencer esse desafio, por meiode uma solução seja implantada de forma gradativa em redes de produção.
1.1 Motivação
O sucesso das redes de computadores evidenciou o trabalho de pesquisadoresda área, mas sua chance de gerar impacto tornou-se cada vez mais remota. Istoocorre devido a dificuldade para a implantação de novos protocolos e tecnologias,visto que novas propostas, em geral, requerem mudanças em todos os milhares deequipamentos de rede instalados.As redes de computadores são parte da infraestrutura crítica do nosso dia-a-dia, eportanto mudanças tornam-se obstáculos e acabam sendo descartadas pelos admi-
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nistradores de rede. Todas essas barreiras dificultam a implantação de novas ideiasque acabam não sendo testadas em ambientes reais.O paradigma de Redes Definidas por Software e o protocolo OpenFlow foram de-senvolvido com esse propósito, viabilizar o teste de novas propostas em redes reaissem afetar as redes de produção. Dessa forma, além de atender os problemas dainflexibilidade das redes de computadores, o paradigma SDN nos permite atenderas necessidades das novas aplicações de rede que deverão surgir em um futuropróximo, resolvendo problemas associados a requisitos de escalabilidade, gerenci-amento, mobilidade e segurança por meio de uma arquitetura de rede programável.
1.2 Objetivos
Este trabalho tem como objetivos gerais:
• Apresentar o paradigma de redes SDN identificando suas características e ca-pacidades;
• Apresentar o protocolo OpenFlow e suas características;
• Apresentar os detalhes da arquitetura do controlador de redes SDN POX e oselementos principais para a implementação de aplicações no mesmo;
• Por fim, apresentar o simulador de redes SDN MiniNet e todas suas caracterís-ticas.
Este trabalho tem como objetivos específicos:
• Mostrar as possibilidades da arquitetura de rede SDN;
• Mostrar como utilizar um controlador de rede SDN, como o POX, para a imple-mentação de diferentes soluções na área de redes;
• Implementar componentes no POX que sirvam como ponto de partida para asua utilização prática.
1.3 Metodologia
O presente trabalho faz uma revisão bibliográfica dos principais conceitos das re-des de computadores, apresenta seu contexto histórico, sua evolução, as tecnologiasatuais e do futuro, além das implicações deste contexto nos dias de hoje. É apresen-tado o estado da arte, em redes de computadores, para resolver as imperfeições daarquitetura atual. Dentre elas encaixa-se como a mais promissora as redes SDN eo uso do protocolo OpenFlow em comutadores de produção. São apresentadas ascaracterísticas deste paradigma de redes, as características do protocolo OpenFlowe todos os elementos que compõe o modelo de arquitetura deste paradigma.São propostas implementações de referência que servem como base para o de-senvolvimento de aplicações na área de Redes Definidas por Software. As implemen-tações propostas são validadas por meio de simulação e sua corretude é atestada.
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1.4 Organização do Projeto
O restante do trabalho está organizado da seguinte forma. O Capítulo 2 traz ocontexto histórico das redes de computadores, apresentando suas limitações e asinflexibilidades de sua arquitetura atual. O Capítulo 3 aborda as Redes Definidaspor Software, apresentando suas características. O Capítulo 4 apresenta uma ferra-menta de virtualização de redes, o protocolo OpenFlow. No Capitulo 5 é apresentadoo controlador POX, um controlador de Redes Definidas por Software especialmentedesenvolvido para o ambiente de pesquisa e ensino. No Capitulo 6 é apresentado osimulador de redes SDNMiniNet, suas características, seu funcionamento além de serposto em prática com um exemplo simples e de fácil implementação. O Capítulo 7apresenta cenários de teste que servem como ponto de partida para as primeirasaplicações de redes SDN. O Capítulo 8 apresenta os resultados do trabalho, levan-tando desafios de pesquisa para o paradigma SDN e ressaltando a importância daarquitetura de Redes Definidas por Software nas redes de computadores do futuro.Os Apêndices estão organizados da seguinte forma. O Apêndice A descreve al-guns elementos do controlador POX. O Apêndice B contém os códigos das implemen-tações propostas neste trabalho. Por fim, o Apêndice C contém o código de uma APIdesenvolvida neste trabalho para o simulador MiniNet.
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Capítulo 2
Revisão Teórica
As redes de computadores se tornaram parte da infraestrutura crítica de nossasempresas, casas e escolas, sendo um sucesso do cotidiano de bilhões de pessoas.Desde sua origem, as redes de computadores tem crescido bastante e seu uso ficoucada vez mais diversificado. A massificação das tecnologias de rede foi obtida, emgrande parte, pela sua boa adoção sistemática no meio comercial, ao mesmo tempoem que programas multiusuários começaram a ser desenvolvidos. Nesse contextoas redes de computadores cresceram agregando milhões de equipamentos.O sucesso das redes de computadores deve, em grandemedida, a simplicidade deseu núcleo. Na arquitetura atual, a inteligencia da rede está localizada nos sistemasde borda, enquanto o núcleo é simples e transparente. Embora essa simplicidade te-nha tido sucesso, viabilizando a Internet, também é a razão para seu engessamento.Todas essas limitações apresentam problemas estruturais que são difíceis de seremresolvidos, tais como escalabilidade, mobilidades e gerenciamento de serviço [9].Este capítulo apresenta o contexto histórico das redes de computadores, sua evo-lução durante os anos, as tecnologias atuais e do futuro, além das implicações destecontexto nos dias de hoje. É apresentado o estado da arte, em redes de computado-res, para resolver as implicações da arquitetura atual. Dentre elas encaixa-se comoa mais promissora o conceito de Redes Definidas por Software e o uso do protocoloOpenFlow.
2.1 História das Redes de Computadores
As Redes de Computadores surgiram a partir de pesquisas militares no períododa Guerra Fria na década de 1960 quando dois blocos ideológicos e politicamenteantagônicos exerciam enorme poder sobre o mundo. O líder de um desses blocos, osEstados Unidos, temia um ataque do outro bloco, liderado pela União Soviética, a umade suas bases militares. Um ataque poderia revelar todas as informações sigilosasdos Estados Unidos. Temendo tal ataque, o Departamento de Defesa dos EstadosUnidos desenvolveu uma rede de comunicação que tinha o objetivo de descentralizaras informações até então concentrada em pontos específicos.
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Como exemplo, pode-se citar as redes telefônicas, que eram organizadas se-guindo uma topologia em estrela que continha pontos centrais (Figura 2.1a), dessamaneira, se algum desses pontos sofresse um ataque soviético a rede poderia sedesestruturar, causando um grande prejuízo e impacto na guerra.Para descentralizar as informações foi criado uma novo modelo de troca e com-partilhamento das informações entre as bases militares, constituindo a primeira redede computadores, a ARPANET (Advanced Research Projects Agency Network [39]).A ARPANET foi projetada e constituída para ser uma rede tolerante a falhas e alta-mente distribuída. Sua estrutura era organizada seguindo uma topologia em malha(Figura 2.1b) que utilizava comutação por pacotes entre seus nós.
(a) Exemplo de Topologia Es-trela (b) Exemplo de Topologia Malha
Figura 2.1: Diferenças entre as topologias do sistema telefônico e da ARPANET.
A ARPANET era formada por minicomputadores chamados IMP (Interface MessageProcessors) conectados por linhas de transmissão de 56 kbps. Para garantir a con-fiabilidade, cada IMP era conectado a pelo menos dois outros IMPs criando assimcaminhos alternativos em caso de falhas. Caso acontecesse uma falha a mensagemseria encaminhada automaticamente para rotas alternativas, problema que não erapossível resolver utilizando uma topologia estrela 2.1a. Assim, cada nó era consti-tuído por um IMP e um host conectados por um fio curto, no qual o host enviariauma mensagem de 8063 bits para seu IMP que, por sua vez, dividiria essa mensa-gem em pacotes de 1008 bits e os encaminhava de forma independente até o seudestino [44].Depois que a tensão entre URSS e EUA diminuiu, a ARPANET cresceu, pois os EUApermitiram que pesquisadores desenvolvessem estudos para a ARPANET trazendomais usuários a rede. Com isso a dificuldade em administrar o sistema cresceu euma nova ARPANET surgiu com usuários que não tinham relações militares.O desenvolvimento na rede aconteceu de tal modo que todos os usuários se aju-davam e contribuíam para a formação de uma rede de computadores global. Essecrescimento trouxe dificuldades para a interconexão de novas redes demonstrandoque os protocolos da ARPANET não eram adequados e não serviam para o cenárioatual. Nesse contexto pesquisadores começaram a procurar novas maneiras que
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resolvessem este problema, esse esforço resultou na criação dos protocolos e domodelo TCP/IP [7].O TCP/IP foi criado com o objetivo de manipular a comunicação entre redes permi-tindo que o tráfego de informações fosse encaminhado de um lugar para outro comconfiabilidade, com pacotes de diferentes tamanhos, tratando e recuperando errosde transmissão e falhas de sequenciamento de pacotes, além de realizar controle defluxo, congestionamento e verificação de erros fim-a-fim.Por meio da National Science Foundation (NSF) [36], o governo dos EUA e empre-sas particulares investiram na criação de backbones, que consistia em poderosos,porém simples, computadores conectados entre si com a capacidade de dar vazão agrandes fluxos de dados. Os backbones são ligações centrais de um sistema de redemais amplo, ou mais elevado na hierarquia das redes de computadores.O backbone pode ser comparado a uma grande estrada. Durante toda sua exten-são há entradas e saídas para diversas cidades, as quais compõem redes de menorporte. Todas essas vias, ou pequenas redes, estão conectadas à estrada principal. Épossível exemplificar backbones de ligações intercontinentais, que por sua vez de-rivam de backbones nacionais até backbones regionais. Neste ultimo encontram-seas empresas que exploram o acesso as redes de computadores e que nos fornece aconectividade com tais redes.A união de todas as redes define uma interligação global chamada Internet. Éimportante destacar que a Internet não possui um único dono. Isso acontece pelo fatode que as conexões entre essas redes é feita considerando as políticas locais de cadainstituição. Nesse sentido não há uma administração centralizada, embora existamorganizações que se dedicam a definir padrões, normas e regras para sua utilizaçãoe disponibilização, o que garante o seu funcionamento. Podemos exemplificar asseguintes organizações:
• O World Wide Web Consortium (W3C) [46] que concentra-se na padronizaçãode tecnologias da Web.
• A OASIS (Organization for the Advancement of Structured Information Stan-dards) [37] é um consórcio internacional especializado no desenvolvimento depadrões para segurança da Web.
• A Internet Engineering Task Force (IETF) [28] que concentra-se no desenvolvi-mento da arquitetura das redes de computadores e a operação uniforme damesma por meio de protocolos. Cada padrão da IETF é publicado como umaRFC (Request for Comments) e está disponível gratuitamente.
• O IEEE (Institute of Electrical and Electronics Engineers) [27] é uma organizaçãoque cria padrões nas áreas de tecnologia da informação, telecomunicações,medicina e saúde, transporte e outros.
• O comitê ISO (International Organization for Standards) [29] é o maior desen-volvedor de padrões do mundo e mantém uma rede de institutos nacionais depadronização em mais de 140 países.
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2.2 Arquiteturas Atuais
Ao passar dos anos as redes de computadores foram crescendo tornando-se umaglomerado de redes em escala mundial. A interconexão de milhares de computa-dores por meio de protocolos de comunicação padronizados que permite o acesso ainformações e a todo tipo de serviço de dados define a Internet, que é provenienteda expressão internetwork (comunicação entre redes).Uma maneira simples de visualizar a Internet é considerar uma nuvem com com-putadores conectados a ela. Essa nuvem é considerada o núcleo das redes de com-putadores. É uma nuvem dinâmica e cresce a medida que crescem e nascem novasredes.A arquitetura atual das redes de computadores atende praticamente os mesmosrequisitos especificados na arquitetura da ARPANET, esses requisitos consistem em:
• conectividade - permite que qualquer estação de qualquer rede possa enviardados para qualquer outra estação de qualquer outra rede;
• generalidade - dar suporte a diferentes tipos de serviços e aplicações;
• heterogeneidade - permitir a interconexão de diferentes dispositivos e tecnolo-gias de rede;
• robustez - efetuar a comunicação desde que exista algum caminho entre origeme destino;
• acessibilidade - facilitar a conexão de novas estações ou redes.
Para atender tais requisitos a arquitetura atual das redes de computadores é fun-damentada em uma arquitetura monolítica baseada em ummodelo em camadas co-nhecido como modelo TCP/IP. Baseado no modelo mais geral proposto pelo OSI/ISO1,o modelo TCP/IP é utilizado atualmente na Internet devido a sua abrangência e abor-dagem geral de características descritas em cada camada [44].O modelo TCP/IP, ou a pilha de protocolos TCP/IP, é um padrão industrial de proto-colos destinados as redes de computadores sendo as principais peças da arquiteturadas redes de computadores atuais [31]. A arquitetura de redes tem como objetivorealizar a interligação de computadores e redes, não importando o tipo, entre si. Aarquitetura TCP/IP está organizada em quatro camadas: a camada de aplicação; acamada de transporte; a camada de rede; e a camada de enlace/físico. (Figura 2.2).
Camada de Aplicação - A camada de aplicação localiza-se acima da camada detransporte, tem a função de prover serviços para as aplicações criando a comu-nicação, por meio de uma rede, com outras aplicações. A camada de aplicaçãoé responsável por identificar e estabelecer a disponibilidade da aplicação nasmáquinas disponibilizando os recursos para que tal comunicação aconteça. Elacontém todos os protocolos de nível mais alto tais como o SMTP(Simple Mail
1Open Systems Interconnection - OSI é o modelo lançado em 1984 pela International Organizationfor Standardization - ISO para definir formalmente uma arquitetura padrão para a comunicação entremáquinas e redes heterogêneas
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Figura 2.2: Pilha TCP/IP.
Transfer Protocol), o FTP(File Transfer Protocol), o HTTP(Hypertext Transfer Pro-tocol), DNS (Domain Name Service) e outros protocolos que foram incluídos nodecorrer dos anos com novas aplicações e modificações na rede.
Camada de Transporte - A camada de transporte situada entre as camadas deaplicação e de rede, tem como função promover um canal de comunicaçãológico fim-a-fim entre as camadas de aplicação rodando em diferentes com-putadores não se preocupando com os detalhes das camadas inferiores. Osprotocolos de transporte são implementados, em geral, nos sistemas de bordada rede, já que por sua vez tem implementações mais complexas e oferecemum canal lógico fia-a-fim para a camada de aplicação.
Camada de Rede - A camada de rede é responsável pelo roteamento dos pacotesentre fonte e destino. A camada de rede permite que os hosts envie pacotes emqualquer rede garantindo que eles trafegarão independentemente até o des-tino, muitas vezes utilizando rotas diferentes chegando até mesmo em ordemdiferente daquela em que foram enviado. A camada de rede é formada basica-mente pelo protocolo IP que tem como característica o ”melhor esforço” (besteﬀort), isto é, faz o melhor esforço para envio de um pacote entres os hosts nãodando nenhuma garantia de entrega, obrigando então as camadas superiorestratarem suas limitações.
Camada de Enlace/Física - A camada de enlace/física é responsável pela trans-missão e recepção de quadros da camada de rede de um dispositivo para acamada de rede de outro dispositivo fisicamente adjacente, estabelecendo umcontrole de fluxo por meio de um protocolo de comunicação entre sistemas.
O modelo TCP/IP tem o objetivo de reduzir a complexidade da arquitetura de redepor meio da divisão e do isolamento das funcionalidades da rede, permitindo quecada camada preste serviço para a camada superior. Nesse contexto o modelo TCP/IPfaz com que a cada passagem entre as camadas haja um encapsulamento da camadasuperior em um novo tipo de pacote em que são adicionados cabeçalhos dos devi-dos protocolos das camadas correntes, o desencapsulamento ocorre no receptor, etambém nos roteadores ao longo de sua rota, conforme mostra a Figura 2.3.
8
Figura 2.3: Protocolo TCP/IP [31].
Além disso a arquitetura atual das redes de computadores baseia-se na utilizaçãoda comutação em ”pacotes”, que divide uma informação ou mensagem em diversasunidades de tamanhos variáveis chamados de pacotes, em geral menor que o ta-manho da mensagem original, e os envia por caminhos alternativos da origem até odestino [44].Essa característica somada a uma topologia em malha garante a robustez e aconectividade da rede, pois com caminhos alternativos há uma garantia que se umnó da rede falhe o fluxo de dados não será interrompido, pois os pacotes podemprocurar um novo caminho na rede caso haja uma infraestrutura existente, ou seja,um outro caminho da estação origem ao destino.A utilização da comutação em pacotes também garante a eficiência da rede poisos nós evitam o desperdício de recursos devido ao compartilhamento da banda dispo-nível [31]. Assim, os pacotes compartilham os recursos da rede usando totalmentea banda disponível do enlace não desperdiçando seus recursos como acontece nocaso do paradigma de comutação por circuitos, onde os recursos são dedicados aofluxo de dados não havendo o compartilhamento dos recursos do enlace.Cada pacote é enviado utilizando o serviço demelhor esforço. O serviço demelhoresforço não requer que os nós sejam complexos garantindo a heterogeneidade darede, permitindo assim a interconectividade de diferentes dispositivos e tecnologias.Essa característica resulta em computadores simples e de baixo custo no núcleo dasredes. Por esse motivo, o núcleo das redes de computadores não garantem nenhumcontrole de fluxo nem tempo de envio, nem mesmo a entrega dos pacotes, deixandotoda a responsabilidade de controle para as extremidades, ou seja, os computadoresna borda da rede.A rede também baseia-se na ideia de ser transparente, ou seja, o pacote é enca-minhado da origem até o destino sem que a rede modifique seus dados, garantindoa generalidade da rede e, portanto fornecendo suporte a diferentes tipos de serviçose aplicações [35].Outra ideia é a do transporte fia-a-fim que consiste em esconder do usuário finala complexidade do transporte dos dados. Dessa forma o núcleo da rede tem apenasa função de encaminhar os pacotes, com a qualidade do serviço de melhor esforço.
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O transporte fim-a-fim provê a comunicação lógica entre os processos de aplicaçãoexecutados nas estações de origem e destino.Outra solução para o atendimento dos requisitos das redes de computadores éo uso do endereçamento global que garante a acessibilidade da rede, facilitandoa conexão de novas estações e novas redes na Internet. O endereçamento globalgarante a unicidade de cada nó, é com base nessas informações que as decisões deencaminhamento dos pacotes são tomadas. Esse endereçamento é conhecido comoendereço IP (Internet Protocol) que além de identificar os nós, provê uma forma delocalização dos nós na rede global.Em seguida novos requisitos foram incluídos na Internet tais como o controle dis-tribuído, o cálculo global do roteamento e a divisão em regiões [35]. Todos estesrequisitos e soluções são os princípios que configuram os protocolos e a estruturadas redes de computadores atuais.
Controle Distribuído - permite a divisão do sistema de controle em módulos in-terconectados por meio da rede de comunicação, proporcionando a divisão doprocessamento, a redução de custo, além de facilitar o diagnóstico e manuten-ção do sistema e de aumentar a sua flexibilidade e agilidade [43].
Calculo global de roteamento - define os caminhos que os pacotes devem seguirde uma estação de origem a uma estação de destino. Se a rede utiliza o para-digma de comutação por pacotes a decisão de roteamento é tomada para cadapacote. Se a rede utiliza o paradigma de comutação por circuito, o caminho aser seguido é definido no estabelecimento do circuito virtual de maneira quetodos os pacotes da mensagem devem seguir este caminho.
Divisão em regiões - a Internet é formada por um conjunto de redes de computa-dores interconectadas entre si [31]. Cada rede pode ser independente uma daoutra e por sua vez pode utilizar regras e políticas de encaminhamento dife-rentes. Cada rede ou conjunto de redes, que operam sob um mesmo conjuntode regras administrativas define um Sistema Autônomo - SA (Autonomous Sys-tem- AS). Cada SA se conecta a Internet por meio de um provedor de serviçode Internet (Internet Service Provider - ISP) que opera o backbone conectandoo cliente a outros provedores de serviço. A comunicação entre cada SA é re-alizada pelo protocolo BGP (Border Gateway Protocol) que troca informaçõesentre SA’s vizinhos.
A colaboração entre os diferentes SA’s garante que a rede seja totalmente distri-buída. Esse tipo de estrutura atribuí robustez a Internet, pois caso algum SA falhe ourestrinja a comunicação, a rede constrói rotas alternativas que não utilizarão tal SA.Na Internet, as redes de acesso são interconectadas segundo uma hierarquia deníveis de ISP’s. No topo dessa hierarquia existe um número relativamente pequenode ISP’s denominados Tier 1 ou ISP’s de nível 1. Esses ISP’s são especiais com ca-pacidades de transmitirem pacotes a taxas extremamente altas, tem uma coberturainternacional e conectam-se diretamente a cada um dos outros ISP’s de nível 1 [31].Esse ISP’s também são conhecidos como redes de backbone da Internet e por suavez prestam servições para os ISP’s de nível 2 (Tier 2).
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Um ISP de nível 2 normalmente tem alcance regional ou nacional e conectam-seapenas a alguns poucos ISP’s de nível 1. O ISP de nível 2 é denominado um clientedo ISP de nível 1, que, por sua vez, é denominado provedor do seu cliente. Abaixodo Tier 2 estão os IPS de níveis mais baixos que se conectam a Internet por meio deum ou mais IPS’s de nível 2 e, na parte mais baixa dessa hierarquia, estão os IPS’sde acesso.
2.3 Evolução das Redes de Computadores
A utilização do modelo em camadas, a transparência e o principio fim-a-fim per-mitiram o crescimento da Internet. No entanto o fato da sua popularidade e do seutamanho terem crescido absurdamente durante os últimos anos levou a incapacidadede sua estrutura suportar o grande número de usuários. Hoje as mesmas causas quelevaram ao crescimento da Internet são as causas do seu engessamento e restriçãodo seu crescimento. Nesse sentido a estrutura das redes de computadores vem semodificando aos poucos para atender seus requisitos inicialmente propostos.A Internet foi criada dando destaque à generalidade e heterogeneidade na ca-mada de rede [35], ou seja, a Internet é feita de diversos e distintos dispositivos quepodem se interconectar de maneiras diferentes. Sua estrutura, ou seja, seu back-bone consiste de simples, porém poderosos, computadores que formam o núcleo darede. Nesse sentido o núcleo da Internet é simples e transparente com inteligêncianos sistemas de borda, que por sua vez são ricos em funcionalidades. Além dissosua administração é descentralizada, pois consiste na interligação de diversos SA’s.Todo esse contexto leva ao famoso engessamento das redes de computadores.Um núcleo simples, que se baseia no melhor esforço, não é capaz de fornecerinformações sobre o funcionamento interno da rede. Isso implica que o usuário fiquefrustrado quando algo não funciona, pois ele não obtêm informação sobre tal erro.Outra consequência é a grande sobrecarga de configurações manuais, depuraçõesde erros e complexidade no projeto de novas aplicações.Para resolver esses problemas a estrutura das redes de computadores vem semodificando, ao longo do tempo, por meio de ”adaptações” [35]. Todas essas ”adap-tações” foram introduzidas durante o tempo para atender as novas necessidades erequisitos, além do aumento da demanda que não estavam previstas no projeto ori-ginal. Assim as redes de computadores vem sendomodificadas de diversas maneiraspara fornecer umamaior escalabilidade, mobilidade, gerenciamento e segurança [9].O serviço de nome de domínios (DNS) é uma dessas modificações. O DNS é umsistema de gerenciamento de nomes hierárquico e distribuído operando para resolvernomes de domínios em endereços de rede IP [31]. Outra dessas modificações foi aintrodução do CIDR (Classless Inter-Domain Routing) que permite as organizaçõesobterem uma faixa identificadora de rede de tamanho variavél [31]. Além dessasmodificações podemos destacar a criação de sub-redes, de sistemas autônomos emodificações no protocolo TCP (Transmission Control Protocol).O protocolo IP também sofreu modificações, entre elas podemos destacar o IPmulticasting, que permite que um host envie pacotes de dados para um grupo de
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hosts; o IPv6, que aumenta o número de endereços disponíveis, simplifica o cabeça-lho antigo, permitir a identificação de fluxos entre outras coisas; O NAT (NetworkingAddress Translation), que faz com que um conjunto de hosts passe a ser endereçadopor um único endereço de IP; e muitas outras modificações.Todas essas modificações foram necessárias para atender as demandas que vi-nham crescendo para as redes de computadores. As ”adaptações” na arquiteturaatual da Internet demonstram que seu projeto inicial não atende mais aos requisitosatuais, e também não podemos ajustá-los para as necessidades futuras. Nesse sen-tido a arquitetura atual das redes de computadores apresenta inúmeros problemasainda não solucionados tais como: o problema de endereçamento IP, a mobilidadeda rede, a segurança, o gerenciamento, a escalabilidade, além da disponibilidade deserviço e sua qualidade.
Endereçamento - O endereçamento contém problemas associados a escassez deendereços e ao número de informações que um endereço IP carrega, tais comolocalização e identificação [30]. Temos também problemas da falta de autentici-dade do endereço, visto que uma estação pode-se passar por outra usurpandoseu endereço IP. Mesmo com as modificações propostas para o endereçamentoIP tais como NAT, DNS e CIDR a Internet tem crescido tanto que essas modifica-ções já não conseguem suprir todas as necessidades atual tais como problemasde segurança, autenticidade, replicação de dados e serviços de rede.
Mobilidade - Cada vez mais cresce o número de dispositivos móveis que utilizama Internet sem fio. A questão da mobilidade consiste na transição entre os nósmóveis em diferentes pontos de acesso sem que haja a perda da conexão. Essaquestão fere alguns princípios do projeto original da Internet e mesmo com asmodificações propostas para resolver este problema, hoje a arquitetura atualdas rede de computadores já não atendemmais satisfatoriamente os requisitosatuais.
Segurança - Problemas como a disseminação de vírus, a negação de serviço espams não foram previstas no projeto inicial da Internet. Hoje esses proble-mas estão cada vez maiores atingindo cada vez mais usuários na rede. Dessamaneira fez-se necessário que a segurança fosse tratada pela borda da rede,ou seja, os computadores finais. Mesmo com essas modificações ataques distri-buídos de negação de serviço, por exemplo, ainda consistem em um problemana arquitetura atual.
Gerenciamento - Na arquitetura atual das redes de computadores o gerenciamentoda rede é feito de forma distribuída com inteligência nas bordas. O cresci-mento da Internet tem prejudicado esse gerenciamento devido a dificuldadede se gerenciar distribuidamente tantos fluxos de dados. Além disso a arquite-tura atual não dispõe de ferramentas de diagnóstico que possam identificar aorigem de problemas de funcionamento tornando o gerenciamento ainda pior.Uma das modificações para se resolver esse problema foi o protocolo SNMP(Simple Network Management Protocol) [10]2. No entanto o SNMP restringe-
2Simple Network Management Protocol - SNMP é um protocolo de gerenciamento de rede querealiza o intercâmbio de informação entre os dispositivos de rede.
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se basicamente a monitoração dos dispositivos da rede fornecendo apenas umdiagnóstico simples dos dispositivos de rede, deixando ainda em aberto o pro-blema de gerenciamento de aplicações e servidores. Dessa maneira o SNMP éinsuficiente para atender as necessidades atuais.
Escalabilidade - A escalabilidade é um dos maiores problemas da Internet atual. Oaumento do número de estações nas redes leva a um aumento exponencial nastabelas de roteamentos dos dispositivos do núcleo da rede. Além disso, com oaumento do número de estações, aplicações que demandam muita banda co-meçaram a ser mais utilizadas, como é o caso de aplicações multimídia. Outroproblema da escalabilidade está relacionado as redes móveis, pois em grandeparte dos seus protocolos há restrições quanto ao número máximo de nós porrede.
Disponibilidade - A disponibilidade da rede consiste em oferecer um serviço derede confiável, robusto e que fique sempre disponível. No entanto, devido aotamanho crescimento nas redes de computadores, a infraestrutura atual daInternet não é capaz de oferecer tal serviço. Embora a Internet tenha sido pro-jetada para obter uma melhor disponibilidade de serviço que uma rede telefô-nica, esta por sua vez oferece uma maior confiabilidade de entrega de dados.Isso deve-se ao fato que a Internet utiliza a comutação por pacote e as redestelefônicas utilizam a comutação por circuito. Embora a segunda tenha suaconfiabilidade de entrega dos dados garantida não contem a robustez que aprimeira tem. Todavia, os serviços atuais de disponibilidade já não são mais su-ficientes no contexto atual devido a inúmeras falhas dos provedores de serviçoe dos usuários. Estudos mostram que apenas 35% das rotas ficam disponíveispor 99,9% do tempo [32], o tempo de indisponibilidade de serviços na rede de-vido a erros de software e de usuários chega a 40% do tempo de conexão [8].Disponibilidade do acesso a rede sem fio chega a 43% abaixo do divulgado [3]devido a infraestrutura da rede. Isso demonstra a necessidade de uma novaarquitetura que seja capaz de lidar de maneira mais eficiente com erros e quesimplifique as tarefas dos usuários, uma vez que o perfil das pessoas que aces-sam a rede se modificou.
Qualidade de Serviço - A Qualidade de Serviço (Quality of Service - QoS) tem sidoamplamente estudada pela comunidade cientifica, no entanto prover QoS na ar-quitetura atual da Internet é uma tarefa complicada devido às várias restriçõesque a infraestrutura da rede atual impõe. Implementações para dar suporteao QoS vão contra a estrutura atual da rede, pois qualquer mecanismo de re-serva de banda ou mudança de prioridade nos pacotes irão afetar o principiode melhor esforço. É interessante que os provedores de serviços ofereçam QoSpara se destacar na concorrência de mercado, no entanto é bastante compli-cado garantir o QoS devido ao fluxo de dados da origem ao destino, que muitasdas vezes atravessarem diversos SA’s durante a comunicação. Assim, para segarantir o QoS na arquitetura atual é necessário que haja um acordo entre osdiversos SA’s de origem ao destino do pacote. Dessa forma torna-se necessárioprojetar uma nova arquitetura de rede para lidar com este problema.
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Como foi apresentado, as modificações realizadas na arquitetura da rede atualjá não são suficientes para atender alguns problemas recentes, além disso algumasmodificações ferem os requisitos da Internet. Sendo assim, se faz necessário a intro-dução de mudanças no núcleo da rede, porém essas mudanças não são bem vistasentre os administradores de rede, devido ao fato destes não arriscarem a implemen-tação de novos serviços que possam indisponibilizar, mesmo que por pouco tempo,o uso da rede, ou que não sejam efetivamente melhores.A falta de confiabilidade nestes novos serviços deve-se ao fato que pesquisadoresao criarem novos protocolos não conseguem, em geral, testar estes em redes reais,somente em redes simuladas por meio de simuladores de rede. Dessa maneira essesnovos serviços não garantem que são melhores que os serviços atuais e por muitasvezes não são postos em prática, pois os administradores não querem correr o riscode indisponibilizar seu serviço.Enfim, acaba se tornando um problema sem solução, pois novos protocolos nãosão testados em redes reais, devido a necessidade de mudanças em milhares deequipamentos legados, e por esse motivo provedores de serviço não adquirem con-fiança necessária para a ampla implementação em ambientes reais. Dessa forma,muitos pesquisadores consideram que a infraestrutura de rede está ”ossificada”, nãopodendo ser modificada [19].
2.4 Arquiteturas do Futuro
As seções anteriores mostraram que a simplicidade da arquitetura atual das redesde computadores juntamente com os requisitos preestabelecidos da pilha de proto-colos TCP/IP permitiu o seu crescimento fácil e rápido já que as novas aplicaçõesque surgiam não necessitavam realizar modificações no núcleo da rede, apenas noscomputadores de borda. No entanto esses mesmos motivos que fizeram a Internetcrescer foram os mesmos motivos que pararam seu crescimento.A Internet se tornou ossificada tornando suas modificações de difícil implemen-tação [19]. O grande crescimento da Internet trouxe diversos problemas estrutu-rais que já não podem ser resolvidos apenas com modificações da arquitetura atual.Dessa maneira sua estrutura simples que levou a Internet a crescer, agora está limi-tando seu crescimento. Algumas das necessidades atuais só podem ser soluciona-das com mudanças estruturais [2], portanto é necessário uma nova arquitetura paraatender os requisitos atuais e os requisitos das futuras aplicações que serão aindapropostas.As arquiteturas do futuro para as redes de computadores são propostas que vi-sam promover a flexibilidade com a capacidade de mudar e evoluir gradativamente,dando suporte à inovação no núcleo da rede. Os modelos que demonstram a Redesde Computadores do Futuro podem ser divididos em duas abordagens ou paradig-mas, a abordagem purista e a abordagem pluralista [11, 17, 2].A abordagem purista, modela as redes de computadores em uma arquitetura mo-nolítica, com uma única pilha de protocolos executando sobre a estrutura física dasredes (Figura 2.4a).
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Essa abordagem assemelha-se a arquitetura atual das redes de computadorescom a diferença que os protocolos nela utilizados deverão ser flexíveis e adaptáveiso suficiente para garantir a interoperabilidade dos elementos de rede aos novos re-quisitos e demandas. Nesta abordagem a virtualização e as redes sobrepostas sãoapenas ferramentas que podem ser usadas para agregar novas funcionalidades nãofazendo parte de um aspecto fundamental da arquitetura em si.A segunda abordagem, pluralista, aborda uma arquitetura voltada a múltiplaspilhas de protocolos executando simultaneamente (Figura 2.4b). Essa abordagemfaz com que diversas redes possam executar em paralelo para atender aos requisitosde cada nova aplicação. Além disso, sua implementação pode acontecer de formagradual, pois esta abordagem é compatível com a atual.
(a) Arquitetura Atual e Purista (b) Arquitetura Pluralista
Figura 2.4: Representação dos tipos de arquitetura da Internet do Futuro [17].
Todas as abordagens pluralistas baseiam-se na ideia de executar múltiplas redesvirtuais sobre um substrato físico compartilhado [17]. Nessa abordagem as técnicasde virtualização de redes tornam-se fundamentais para permitir a coexistência emparalelo de múltiplas arquiteturas de protocolos. Com a virtualização de redes as re-des virtuais, no entanto, irão se diferenciar no formato dos pacotes, na maneira comoserá tratado o endereçamento dos pacotes e nas execuções dos protocolos, portanto,cada pilha de protocolos, embora divida o mesmo substrato físico, é independente.Comparando as duas abordagens apresentadas, a abordagem purista apresenta-se ainda mais complexa do que a pluralista. A abordagem purista torna-se maiscomplexa pois a nova arquitetura e novos protocolos de rede terão de ser capazesde resolver todos os problemas atuais e o problemas que ainda estão por vir.Já a abordagem pluralista é mais simples no sentido de que sua implementaçãose dará de forma gradual de maneira que cada rede virtualizada possa atender anecessidade de cada nova aplicação, visto que toda sua ideia baseia-se em executarredes virtualizadas sobre um substrato físico compartilhado.Existem outras abordagens além das abordagens purista e pluralista na literatura.Sendo essas arquiteturas que resolvem problemas específicos, como roteamento, se-gurança, qualidade de serviço entre outros. Além dessas abordagens não resolveremo problema, como um todo, não está claro como integrar essas diversas arquitetu-
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ras em um único arcabouço consistente, visto que essas arquiteturas em geral sãoincompatíveis umas com as outras, não podendo ser usadas simultaneamente.A abordagem purista defende a ideia que essas soluções especificas poderiamser integradas a uma única arquitetura devido a sua flexibilidade. Por outro lado, ospluralistas defendem a ideia que tais redes especificas poderiam atuar simultanea-mente por meio de técnicas de virtualização de redes. Ambas as ideias são muitodiscutidas no meio acadêmico [2].
2.5 Redes Virtualizadas
Como já apresentado, a injeção de novas ideias e implementações no núcleo darede sofre discriminação pelos administradores de rede devido a falta de confiançano bom funcionamento na rede, devido aos riscos de indisponibilizar a rede, além docusto benefício a eles envolvidos. Uma das propostas vistas como alternativas parao desenvolvimento de inovações juntamente ao tráfego de produção dar-se com avirtualização de redes.Para explicar a virtualização de redes, vamos primeiro explicar a virtualização desistemas. A virtualização de sistemas é uma técnica que permite que um nó com-putacional, ou seja, uma máquina, execute múltiplos processos oferecendo a cadaum deles a ilusão de estar executando sobre recursos dedicados. Dessa forma cadamáquina virtual acessa interfaces similares amáquina real. Para que asmáquinas vir-tuais tenham a impressão de estarem sendo executadas sobre uma maquina real, osambientes virtuais devem ser isolados, ou seja, a execução de uma máquina virtualnão deve interferir na outra, assim uma máquina virtual deve ter acesso a máquinareal como se fosse a única.Nesse contexto a virtualização de redes também faz uma abstração de um re-curso. A virtualização de redes passou a permitir que os componentes de uma rede fí-sica compartilhassem sua capacidade de maneira que realize simultaneamente múl-tiplas funções, estabelecendo infraestruturas lógicas distintas e mutuamente isola-das provendo um método para que múltiplas arquiteturas de rede distintas compar-tilhem o mesmo substrato físico. Em outras palavras uma rede virtual é uma redecomposta pela interconexão de um conjunto de roteadores virtuais que representamuma ”fatia” de roteadores físicos compartilhados.Como as redes virtuais são isoladas, o tráfego experimental não afetará o trafegode produção (Figura 2.5). Esse modelo consiste em uma das principais abordagenspara as redes de computadores do futuro, em que cada rede virtual é isolada e possuisua própria pilha de protocolos e seu gerenciamento individual.A topologia de uma rede virtual não precisa ser idêntica à topologia de uma redefísica, embora seja necessário uma rede física para transportar os dados. Uma redevirtual é uma rede composta por roteadores lógicos conectados em uma determinadatopologia. Dessa maneira os enlaces virtuais são criados pelo particionamento doenlaces físicos, tal particionamento corresponde a uma ”fatia” da banda disponívelno enlace físico, portanto, a banda do enlace físico é dividida entre os enlaces virtuais.
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Figura 2.5: Exemplo de uma rede virtualizada, com três redes compartilhando omesmo substrato físico [33].
Como a representação da topologia das redes virtuais não é necessariamenteigual a topologia da rede real, para representar roteadores virtuais adjacentes emroteadores físicos não adjacentes, utiliza-se o tunelamento, que cria túneis entreos roteadores físicos para tornar a rota de transmissão transparente para a topologiavirtual. Essa característica de podermapear a rede virtual em uma rede física permiteque as redes virtuais sejam bastante flexíveis. Para que haja essa flexibilidade se faznecessário uma função de migração de redes.Uma função de controle fundamental nas redes virtualizadas é a migração de re-des virtuais. A migração faz a movimentação dos nós das redes virtuais sobre osnós da rede física [47]. Podemos aplicar a migração de diversas maneiras como porexemplo a manutenção de nós na rede, que muitas das vezes causa uma quebrana conexão devido ao seu desligamento causando um atraso para que as rotas se-jam reorganizadas entre os nós. Assim com a migração poderíamos contornar estecenário com uma simples migração do nó virtual para um nó físico que esteja emfuncionamento. Dessa maneira as redes virtuais garantem que a topologia lógicanão seja alterada e assim as rotas continuem válidas.Além dos casos de manutenção podemos destacar os casos de ataques de ne-gação de serviço, bastando trocar todos os nós do substrato em ataque para outrosnós físicos fora da região do ataque, casos para economia de energia, quando há nósfísicos subutilizados a migração pode os detectar na rede física e assim poderem serdesligados entre outros.A migração de redes virtuais ainda sofre alguns desafios tais para remapear osenlaces virtuais sobre um ou mais enlaces físicos e como reduzir o tempo de migra-ção, visto que os nós virtuais ficam indisponíveis durante o processo possibilitandoa perda de pacotes no núcleo da rede. As redes virtuais trazem novos horizontespara o núcleo da rede, com essa grande flexibilidade as redes virtuais permitem ainstanciação, a remoção e a configuração de recursos de redes virtuais sob demandapermitindo também que as redes sejam monitoradas enquanto estão ativas. Dessamaneira a virtualização tem sido amplamente usada para o desenvolvimento de pro-postas para a Internet do Futuro [35], e para o desenvolvimento de redes experimen-tais. Dessa forma, a comunidade cientifica começou a investir mais no tema, pois as
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redes virtuais são capazes de oferecer ambientes reais para testes de novas ideias.Nesse contexto, os pesquisadores de rede estão trabalhando em algumas redesvirtuais programáveis como a GENI [26], um centro de investigação para a experi-mentação de novas arquiteturas de rede e sistemas multiusuários. Esse tipo de redetem como objetivo possibilitar a experimentação de protocolos em larga escala pormeio de Switches e Roteadores programáveis utilizando virtualização. Assim, essarede deve possuir Switches e Roteadores espalhados por todo o mundo que podemser modificados para executar protocolos experimentais. A proposta da GENI emgeral é oferecer ao pesquisador uma ”fatia” dos recursos da rede que consiste emenlaces, roteadores, switches e terminais para que ele possa executar seus experi-mentos, por meio da virtualização, podendo configurar seus recursos como desejar.As redes virtualizadas, embora forneçam uma grande flexibilidade para controlaro núcleo da rede, carregam consigo algumas desvantagens. O gerenciamento deuma rede virtual se parece muito com o gerenciamento de uma rede física, alémdisso temos uma banda muito limitada, visto que a banda de enlace virtual é umafatia da banda física real. Outro problema é o mapeamento dos nós virtuais entreos reais, que exige grande atenção, pois se um dos nós físicos parar de funcionartodos os nós virtuais a ele referenciados deixaram de funcionar até que haja umamigração, causando prejuízos e atrasos na transmissão da rede.Nesse contexto, o paradigma de redes virtuais é parte de uma das abordagens epropostas para a Internet do Futuro. A abordagem pluralista se baseia nessas redescomo parte de sua arquitetura, garantindo maior flexibilidade no núcleo da rede,permitindo que diferentes requisitos de aplicações sejam atendidos. Esse paradigmapossibilita que inúmeros elementos de redes virtuais possam co-existir em um únicoequipamento físico, mas possui ainda enormes desafios a serem vencidos para queesta arquitetura seja uma realidade.
2.6 Redes Definidas por Software
Mesmo com o grande crescimento e evolução da Internet, observamos que suaarquitetura não evoluiu suficientemente nos últimos anos. Embora todas as modifi-cações realizadas, a arquitetura de Internet já não está mais atendendo as demandasdas novas aplicações.Lembramos também que com toda essa evolução das redes de computadores, amesma tornou-se comercial e nesse sentindo os equipamentos de rede tornaram-se”caixas pretas”, ou seja implementações integradas baseadas em software e hard-ware proprietário. O resultado de toda essa evolução causou o já comentado enges-samento da redes de computadores [19]. Em contraste a essa realidade os pesquisa-dores de redes e a comunidade científica começaram a desenvolver novas propostaspara a criação da redes de computadores do futuro, ou seja, novas arquiteturas deimplementação do núcleo da rede.Uma das principais propostas para essa nova arquitetura das redes de computa-dores baseia-se em redes capazes de ser programadas sob demanda, ou seja, redesque sejam programáveis ou redes que sejam flexíveis para lidar com requisitos e
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problemas atuais e futuros. Uma das formas de se prover programabilidade às redesé por meio da implementação de Redes Definidas por Software.Redes Definidas por Software, ou redes programáticas, são redes cujo substratofísico é composto por equipamentos de propósito geral e a função de cada equipa-mento, ou conjunto de equipamentos, é realizada por um software especializado [33].As Redes Definidas por Software são baseadas na separação entre o plano de controlee o plano de dados.O plano de controle é responsável pelos protocolos e pelas tomadas de decisãoque resultam na confecção das tabelas de encaminhamento. O plano de dados, tam-bém chamado plano de encaminhamento, cuida da comutação e repasse dos pacotesde rede. Como já mencionado, nos equipamentos atuais ambos, o plano de controlee de dados, são executados e implementados no próprio equipamento, impedindoqualquer tomada de decisão que não tenha sido prevista nestes protocolos.Para que haja uma tomada de decisão, é necessário quebrar essa restrição per-mitindo que o equipamento de rede encaminhe os pacotes por meio de protocolos eimplementações externas sendo abrigadas em uma máquina física ou virtual. Nessesentido o plano de controle será independente daquele pré-configurado e não selimitará aos protocolos implementados pelo proprietário ou fabricante.Para que se estabeleça uma interface de comunicação entre o plano de controlee o plano de encaminhamento é necessário que os desenvolvedores criem APIs paraque se possa realizar tal comunicação. No entanto, isso acarretaria na criação demúltiplas APIs diferentes para cada fabricante. Para resolver esse problema pode-se optar pela padronização destas APIs. Mesmo com a padronização, ainda assimhaveria uma limitação nas possíveis ações a serem desempenhadas pelo plano decontrole, já que estas mais uma vez deveriam ser previstas pelo software do equipa-mento.O OpenFlow [42] é uma proposta que permite a implementação das Redes De-finidas por Software, uma vez que estabelece uma interface de comunicação en-tre o plano de encaminhamento e o plano de controle com um padrão de interfacebastante flexível para que seja possível a instalação de regras de encaminhamentobaseadas em diversos parâmetros de protocolos de camadas distintas.Sendo assim, existem duas principais correntes para prover o conceito de RedesDefinidas por Software em redes na arquitetura do Futuro. A primeira é representadapelo OpenFlow, uma tecnologia promissora, que provê alto desempenho e controleda rede, a outra corrente é representada pelas propostas de arquiteturas de redesbaseadas em redes virtualizadas, a qual fornece uma grande flexibilidade para con-trolar o núcleo da rede. Ambas fazem parte da abordagem pluralista de arquiteturasda Internet do Futuro.
2.7 Sistema OpenFlow
As redes virtualizadas como a GENI são interessantes para diminuir as barreiraspara o surgimento de novas ideias e testes dessas mesmas, porem a implementaçãodessas redes podem ser custosas devido sua grande escala [19]. Para permitir a ex-
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perimentação de novas propostas para redes de computadores em escalas menores,foi proposto o Comutador OpenFlow [42], cujo maior objetivo é possibilitar que umpesquisador execute seus experimentos em uma rede real. Nesse sentido a plata-forma OpenFlow tem como objetivo criar um ambiente de rede de teste programável,unindo as qualidades da virtualização de redes com o conceito de Redes Definidaspor Software.A virtualização de redes, utilizando uma rede IP sobre IP, consegue de maneirasimples criar uma rede de testes com uma escala considerável [35]. Os elementosdesse tipo de rede virtual são roteadores que executam sobre uma plataforma devirtualização, ou seja, são roteadores virtualizados. Nesse cenário, os roteadoresvirtuais são máquinas virtuais que executam funções de roteamento.Roteadores virtuais agem de maneira similar aos roteadores físicos convencio-nais, mas o desempenho dos roteadores virtuais é inferior ao dos roteadores físicosconvencionais, pois esse tipo de virtualização tem a inconveniência de utilizar im-plementações baseadas na arquitetura das redes atuais apresentando problemas deisolamento nas operações de entrada e saída do roteador físico. Desse maneira qual-quer nova proposta realizada em redes virtualizadas, IP sobre IP, tem a desvantagemde carregar consigo as características e limitações da arquitetura atual da rede.O OpenFlow é uma plataforma de virtualização de redes baseada na comuta-ção de fluxos. A diferença é que o comutador OpenFlow utiliza o conceito de redesdefinidas por software, cujo o substrato físico é composto pela parte que cuida dotráfego de produção da rede e outra parte que cuida do tráfego experimental dasnovas propostas de rede. Assim, a plataforma OpenFlow procura oferecer uma op-ção controlável e programável, sem atrapalhar o fluxo de produção. Nesse sentidoo comutador OpenFlow encaminha os pacotes do tráfego experimental de acordocom regras definidas por um controlador centralizado. A arquitetura da plataformaOpenFlow pode ser vista da Figura 2.6.
Figura 2.6: Arquitetura do comutador OpenFlow [42].
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A vantagem do protocolo OpenFlow é que com sua utilização, pesquisadores po-dem testar suas experiências sem que interfira no tráfego real da rede de produçãoe sem a necessidade que os fabricantes de comutadores exponham os projetos desoftware e hardware dos seus equipamentos.O OpenFlow possibilita que os fabricantes dos roteadores atuais possam adicionaras funcionalidades do OpenFlow aos seus comutadores sem necessitarem expor oprojeto de software e hardware do seus equipamentos. É necessário deixar claroque esses equipamentos devem possuir baixo custo e desempenho semelhante aosjá utilizados, de forma que os administradores da rede aceitem a substituição dosequipamentos já existentes.O comutador OpenFlow tem como característica a implementação em baixo custo,pois não se faz necessário que haja grandes mudanças no núcleo da rede. As mudan-ças podem ser realizada de forma gradual e não influenciarão o fluxo de produção darede. Assim, todas a políticas de roteamento e de tráfego não sofrerão mudanças ecaso sofram, essas não deverão ser significativas. Dessa maneira sua implementa-ção na infraestrutura será realizada com um baixo custo e com um alto desempenho,pois os pesquisadores não irão influenciar no tráfego de produção, deixando o fluxode dados com desempenho semelhante ao de um comutador normal.A arquitetura OpenFlow permite que vários pesquisadores utilizem o comutadorpara realizar várias pesquisas ao mesmo tempo. Isso acontece, pois comutadorOpenFlow virtualiza o tráfego experimental da rede para que as várias pesquisaspossam compartilhar o mesmo fluxo experimental. Outro ponto importante no para-digma OpenFlow é a generalização do plano de dados, ou seja, qualquer modelo deencaminhamento de dados que se baseie na tomada de decisão fundamentada emalgum valor do campo de cabeçalho dos pacotes pode ser suportada. Dessa maneiraa arquitetura OpenFlow pode suportar uma ampla gama de pesquisas científicas.A garantia do isolamento do tráfego experimental do tráfego de produção é umadas melhores características da arquitetura OpenFlow, pois permite que a infraestru-tura se modifique sem que interfira na produção do SA. Isso acontece pois a arqui-tetura do comutador OpenFlow é subdividida em dois planos, o plano de controle deprodução, implementado em hardware, e o plano de controle experimental, imple-mentado no controlador OpenFlow e executado no hardware.Os comutadores OpenFlow implementam módulos que permitem a comunicaçãocom o controlador de forma independente e segura, separada do fluxo real da rede.Dessa maneira as entradas na tabela do fluxo experimental dos comutadores sãointerpretadas como decisões em cache realizadas no hardware e são planejadas noplano de controle no software. Em outras palavras isso quer dizer que as decisõesdo fluxo experimental são planejadas no software e executadas no hardware.O OpenFlow apresenta várias características que ajudam na difícil transição daarquitetura atual para as arquiteturas do futuro. Visto que essa transição não podeser feita instantaneamente, o paradigma OpenFlow irá realizar essa transição demaneira gradativa, pois as novas propostas dos pesquisadores poderão agora servalidadas em rede real não atrapalhando o fluxo de produção da rede. Dessa ma-neira os administradores de rede terão maior confiabilidade nas novas propostas deroteamento, pois estas não foram validadas em redes simuladas, e assim aceitaramimplementar as novas ideias em suas redes.
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Capítulo 3
Redes Definidas por Software
Como podemos observar, apesar de toda essa evolução formidável das redes decomputadores, em termos de penetração e aplicações, sua arquitetura, que fez comque sua evolução fosse possível, não evoluiu da mesma forma e por esse motivo jánão é capaz de atender os requisitos atuais da Internet. Além do mais, a Internetse tornou comercial e por sua vez seus equipamentos de rede se tornaram caixaspretas, isto é, implementações baseadas em software fechado sobre um hardwarepróprio.Dessa forma as redes de computadores se tornaram enormes e ao mesmo tempoestão restringidas pelas suas próprias limitações, sua arquitetura distribuída e fe-chada. Contrapondo a abordagem da arquitetura atual das redes de computadores,surgiram ideias e pesquisas sobre a Internet do Futuro, pesquisas que visam resolveros problemas até então enfrentados pela sua arquiteturamonolítica distribuidamentefechada, tais como problemas associados ao endereçamento, a mobilidade, a esca-labilidade, o gerenciamento e a qualidade de serviço.As abordagens da Internet do Futuro visam resolver os problemas atuais e aten-der as novas demandas de requisitos estabelecidos pela Internet. Em geral essasabordagens se caracterizam por por um plano de controle concentrado que permi-tem mover grande parte da lógica de tomada de decisões dos dispositivos de redespara controladores externos, que podem ser implementados com o uso de tecnologiade servidores comerciais, um recurso abundante, escalável e barato [40].Nos equipamentos de rede tradicionais as tomadas de decisão ocorrem no seupróprio interior, ou seja, o roteamento dos pacotes de rede é definido por algorítimospreviamente calculados geralmente fechados, de difícil ou impossível modificação,uma vez implementado em uma rede o equipamento toma suas próprias decisõespara enviar o pacote.Se o controle das tomadas de decisão fosse logicamente centralizado haveriaa possibilidade da definição do comportamento da rede em software, não apenaspelos próprios fabricantes do equipamento, mas também por fornecedores ou pelospróprios usuários, como, por exemplo, operadores de rede.As Redes Definidas por Software (Software Defined Networks, (SDN)) constituemesse novo paradigma para o desenvolvimento das redes de computadores. As redesSDN abrem novas perspectivas em ambientes de controle lógico da rede, em novas
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aplicações de rede podendo ser desenvolvidas de forma simples e livre dos limitesda arquitetura atual.
3.1 Sugimento das Redes Definidas por Software
Como vimos no capítulo anterior, as redes de computadores fazem parte da infra-estrutura crítica do dia-a-dia da sociedade, logo novas propostas para novas soluçõesde rede fazem-se necessárias mas ao mesmo tempo são difíceis de serem implemen-tadas.Isso ocorre devido ao risco de interrupção das atividades que pode ocorrer ao im-plementar essas novas propostas. Há também problemas econômicos, pois a adoçãode novas ideias, em geral, requer de alterações do hardware utilizado na rede, fa-zendo com que os administradores de rede inviabilizem tais reformas estruturais.Esses problemas levam a ossificação das redes de computadores. A Internet atin-giu um nível de amadurecimento que a tornou pouco flexível. Como visto anterior-mente, a comunidade cientifica visa contornar esse problema com a implementaçãode redes com maiores recursos de programação. Exemplos como a GENI [26] queapostam em recursos de virtualização de rede para permitir que se tornem progra-máveis, apesar de ter um grande potencial, tiveram pouca aceitação pelos adminis-tradores de rede pela tamanha necessidade de alteração dos elementos de rede.Umamaneira de contornar esse problema reduzindo o impacto de interferência narede de produção, consiste em estender o hardware de encaminhamento de pacotede forma mais restrita sobre um controle fino de tráfego. Basta atribuir um rótuloao pacote que determinará como o mesmo sera tratado pelos outros elementos darede.Dessa forma administradores de rede podem exercer controle diferenciado sobredeterminados tráfegos na rede. Com base nessa característica esse hardware per-mite que um administrador de rede desenvolva aplicações de rede que determinamcomo os fluxos serão tratados na rede de produção.Foi com essa ideia que o desenvolvimento do protocolo de rede OpenFlow [42] par-tiu. O protocolo OpenFlow permite que os elementos de encaminhamento da rede,os comutadores, possam conter uma interface de programação simples que permitao acesso ao controle de fluxo, ou a tabela de comutação, utilizado pelo hardware. As-sim o roteamento dos pacotes poderão ser programáveis de maneira que os pacotesrecebidos sejam encaminhados pelas portas programadas pelo administrador.O encaminhamento dos pacotes ainda será eficiente, visto que ocorrerá ainda nohardware, porém as decisões de cada pacote encaminhado poderá ser processadopor uma camada superior em que diferente funcionalidades podem ser implemen-tadas. Essa estrutura permite que a rede seja controlada por meio de aplicaçõesdesenvolvidas em software. A essa nova abordagem da arquitetura de redes dá-seo nome de Redes Definidas por Software, ou Software Defined Networks (SDN).
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3.2 Motivaçao
A abordagem de redes SDN vem sendomuito pesquisada nomeio acadêmico. Issoocorre devido as diversas possibilidades de aplicação que esse paradigma traz paraas redes de computadores. As redes SDN se apresentam como uma forma potencialde implantação da Internet do Futuro.Propostas como o OpenFlow abordam a ideia de que não é necessário que a co-mutação de pacotes seja definida pelo principio de roteamento de redes IP. Os ele-mentos da rede, roteadores e switches, não irão mais controlar a parte lógica doprocesso de comutação de pacotes. O processamento de comutação de pacotes po-derá ser controlado por aplicações em software desenvolvidos independentementedo hardware.No entanto o universo SDN émuito maior que do que aquele definido pelo controledo processo lógico de comutação, definido pelo padrão OpenFlow. O OpenFlow éapenas uma das aplicações abordadas pelas Redes Definidas por Software, o novoparadigma abre também a possibilidade de se desenvolver outras aplicações quecontrolam os elementos de comutação de uma rede física de maneiras totalmentedistintas das que é possíveis com a arquitetura atual das redes de computadores.O desenvolvimento dessas aplicações torna-se possível por meio de controladoresde rede, chamados de Sistemas Operacionais de Rede. Esses elementos oferecemum ambiente de programação favorável para o desenvolvimento dessas aplicações,como por exemplo, desenvolver técnicas de roteamento para determinados tipos defluxos de dados na rede.Os Sistemas Operacionais de Rede formam um ambiente de programação onde odesenvolvedor pode ter acesso aos eventos gerados por uma interface de rede, porexemplo o OpenFlow, gerando os comandos para controlar a estrutura de chavea-mento e comutação. Com esse tipo de aplicação, torna-se mais simples implementarpolíticas de segurança baseados em níveis de abstrações maiores que os atuais en-dereços IP’s cobrindo todos os pontos de rede, por exemplo. [14]As redes SDN possibilitam a implementação de aplicações de rede que realizamlógicas de monitoração e acompanhamento de tráfego mais sofisticado e mais com-pleto que os atuais.
3.3 Arquitetura
A arquitetura atual do roteadores de rede (Figura 3.1) é formada basicamente porduas camadas distintas: O software de controle; e o hardware dedicado ao encami-nhamento de pacotes.O primeiro é encarregado de tomar as decisões de roteamento, definindo a ta-bela de comutação para os roteadores. Este por sua vez transfere essas decisões,a tabela de comutação, por meio de uma API proprietária para o hardware de en-caminhamento, que realiza a comutação dos pacotes ao nível do hardware. A únicainteração de gerência do usuário, no caso o administrador de rede, com o dispositivo,
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Figura 3.1: Arquiteturas de roteadores: modelo atual e modelo programável [40].
ocorre por meio de interfaces de configuração Web ou SNMP limitando-se ao uso defuncionalidades básicas programadas pelo fabricante.Sendo a arquitetura atual definida por duas camadas autocontidas, não é neces-sário que elas sejam fechadas em um mesmo equipamento. A arquitetura das redesSDN (Figura 3.1) subdivide essas camadas de forma que seja possível programar re-motamente o dispositivo de rede, permitindo que a camada de controle possa sermovida para um servidor dedicado e com alta capacidade de processamento.Desse modo, mantém-se o alto desempenho no encaminhamento dos pacotesem hardware aliado à flexibilidade de se inserir, remover fluxo de dados por meio deaplicações em software por meio de um protocolo aberto, API, para programação dalógica do equipamento.
3.4 Elementos Programáveis das redes SDN
De maneira mais específica, os elementos de comutação, switches e roteadores,exportam uma interface de programação que permite software de rede inspecionar,definir e alterar a tabela de roteamento do comutador, isso acontece por exemplonos comutadores OpenFlow.O software em questão, tende a ser na prática organizado com base em contro-ladores de aplicação geral, os Sistemas Operacionais de Rede, que controlam apli-cações especificas para a finalidade de cada rede. Outra possibilidade, e talvez umadas mais interessantes desse paradigma, é a capacidade de utilizar um divisor devisões, como por exemplo o FlowVisor (discutido na Seção 3.5), que permite que asaplicações de rede sejam divididas entre diferentes controladores.O principio básico das Redes Definidas por Software é a capacidade de programaros elementos de uma rede de computadores. Essa programação é a simples mani-
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pulação dos pacotes em um fluxo. Esse fluxo geralmente é definido em função dosrecursos oferecidos pela interface de programação.A maneira como os elementos de rede realizam a operação de encaminhamentodos pacotes é simples. Cada pacote recebido em uma das interfaces do comutadorde rede é inspecionado e dele é gerado uma consulta a uma tabela de encaminha-mento do comutador. Atualmente nos switches Ethernet, essa consulta é baseado noendereço MAC de destino do pacote, em roteadores IP, em um prefixo do endereçoIP de destino.Caso o comutador não encontre esse endereço na tabela de comutação, o pacoteé descartado ou segue um comportamento padrão, como por exemplo enviar ele atodas as portas saídas do comutador (broadcast). Uma vez identificado o destino dopacote, seja ele encontrado na consulta da tabela de comutação ou definido por umcomportamento padrão, o mesmo atravessa as interconexões do comutador paraatingir a porta de destino, onde ela entra em uma fila para a transmissão.Ao passar do tempo, com a evolução das redes de computadores, o processode consulta (lookup) e chaveamento (switching) foi amplamente estudado no meioacadêmico, resultando hoje em soluções baseadas usualmente em hardware comdesempenho suficiente para acompanhar as taxas de transmissão do meio [14].Nesse sentindo as redes SDN tem a capacidade de controlar o plano de encami-nhamento de pacotes por meio de uma interface bem definida. Sem dúvida uma dasinterfaces mais conhecidas deste paradigma, desde o inicio é o OpenFlow. O princi-pal objetivo do OpenFlow é permitir que se utilize equipamentos de rede comerciaispara pesquisas de novos protocolos de rede em paralelo ao tráfego real de produçãoda rede.Isso ocorre com os elementos de divisão de recursos, mais explicitados adiante, noqual se define uma interface de programação que permite o desenvolvedor controlardiretamente a tabela de encaminhamento dos comutadores de pacotes presentes narede. Esse tipo de proposta dá mais credibilidade a pesquisa para a indústria, poisas novas ideias serão validadas com o uso de comutadores de rede reais, de altoprocessamento e utilizadas em redes reais que em geral contém grande fluxo dedados.Apesar do OpenFlow ser o foco principal do paradigma SDN, o paradigma não selimita apenas ao OpenFlow e a forma como ele expõe os recursos dos comutadoresde rede, nem o exige como elemento essencial. Há diversas outras possibilidadesde implementação de uma interface de programação que atenda os objetivos doparadigma.Outra possibilidade de implementação é o conceito de interface de rede sNICh [16].O sNICh é uma implementação para ambientes em redes virtualizadas em que a di-visão do plano de dados é feita de forma em que se possa dividir as tarefas de en-caminhamento entre host e interface de rede. Com essa divisão é garantido umaeficiência no encaminhamento entre as máquinas virtuais no mesmo hospedeiro e arede.Dessa forma é possível se imaginar uma interface definida para essa arquiteturaque possa ser usada para o controle de roteamento por um software implementadoem um controlador de rede, que se apresente como uma opção para o uso de comu-tadores de software como os switches OpenFlow.
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Ainda é possível implementar outras propostas para o paradigma SDN que alte-ram a divisão de tarefas entre o controlador e os switches. Isso é apresentado naproposta de arquitetura do DevoFlow [15]. O DevoFlow aborda o argumento que oOpenFlow é muito dependente do controlador de rede SDN.No OpenFlow existe a necessidade de que todos os fluxos sejam acessíveis parao controlador, isso por sua vez impõe demandas sobre o hardware e limitações dedesempenho que podem não ser aceitáveis em casos particulares nos quais podemser definidos por regras simples.Dessa forma, o DevoFlow reduz o número de casos em que o controlador precisaser acionado, aumentando a eficiência. Outras propostas de solução podem ser apli-cadas ao OpenFlow, basta que se façam regras especificas para cada fluxo que sejaidentificado pelo controlador.
3.5 Divisores de Recursos
Uma das principais vantagens das Redes Definidas por Software são as diversasformas de se dividir os recursos das redes. A possibilidade de se associar todo umprocessamento complexo, definido por software, a pacotes que se encaixem em umdeterminado padrão abriu a possibilidade de se associar diversos comportamentosem uma mesma rede [14].Como dito no capítulo anterior, essa possibilidade de divisão dos comportamentosfez com que se tornasse viável manter um comportamento tradicional para fluxosreais de produção e um outro comportamento diferente para fluxos de pesquisa. Oprimeiro trata-se do tráfego real de produção de uma rede, o comportamento podeseguir as orientações do fabricante do hardware, ou mesmo dos roteadores legadosda rede. O segundo trata-se do tráfego de pesquisa de novas soluções de rede, apossibilidade de realizar pesquisas em redes reais, não simuladas. É de grande valiapara pesquisas, para novas soluções em rede. A proposta do OpenFlow [42] partedeste principio.A capacidade de dividir a rede em fatias já ocorre na arquitetura atual da Internetcom a virtualização de redes por meio do uso de VLANs (redes locais virtuais), emque existe uma cabeçalho especial no pacote que é usado para definir a qual redevirtual ele pertence. O uso de VLANs no entanto tem suas limitações definidas emsua tecnologia de rede Ethernet, e por esse motivo torna-se complexo sua aplicaçãoem contextos nos quais essas fatias devam se estender por mais de uma tecnologiade rede.Considerando essa analogia do uso de VLANs com o contexto atual das redes SDNé possível estender essa divisão de uma forma em que os recursos da rede sejamvirtualizados e apresentados demaneira isolada para cada desenvolvedor que desejeter o seu próprio controlador de rede.Assim com a extensão dessa divisão, é permitido que diferentes tipos de pesqui-sas possam ser colocadas em operação de forma paralela, na mesma rede física,junto com o tráfego de produção, bastando que sejam colocados elementos de divi-são de visão na rede, efetuando a divisão dos recursos entre os diferente controla-dores de rede.
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Isso evita que a rede fique restrita a um único controlador abrindo espaço para quepesquisadores diferentes desenvolvam novos protocolos de rede usando tecnologiasdiferentes em ummesmo ambiente de testes. Além disso garante a não interferênciaentre as diversas aplicações e permite a utilização de diferentes interfaces SDN narede. A virtualização pode ser implementada sobre uma rede física em diversos níveisda mesma maneira que ocorre na virtualização de máquinas físicas.A primeira solução para a divisão de recursos nas redes SDN foi a divisão diretados recursos OpenFlow da rede física pelo FlowVisor [21]. O FlowVisor age comoum controlador de rede que tem a responsabilidade de dividir o espaço de endereça-mento disponível em uma rede OpenFlow. A diferenciação dessas fatias só é possívelgraças as rotulações dos pacotes definidas nos cabeçalhos do pacote. O comporta-mento dos elementos de comutação no paradigma SDN se baseia na consulta dessecampos.Essa prática nada mais é do que uma extensão do principio de encaminhamentodo tráfego da Internet atual, em que campos do endereço determinam direções nografo das redes de computadores. No FlowVisor esses diversos campos identificamos fluxos OpenFlow(Figura 3.2) em que a definição dessas fatias constituem regras,as quais definem as políticas de processamento.
Figura 3.2: Identificação dos fluxos OpenFlow pelo FlowVisor [20].
A Figura 3.2 mostra a definição das fatias com base nos três atributos de fluxo,o endereço IP, MAC e a porta TCP. Na figura o domínio bicasting handover defineo conjunto que corresponde a faixas do eixo de endereços IP e MAC. O domínio domobileVMs engloba todos os pacotes de todos os endereços IP e MAC mas com umafaixa especifica de número de portas. Já o hard handover corresponde a faixas doconjunto de endereços IP e MAC com faixas do número de portas. Em outras palavraso bicasting handover observa os eixos que correspondem os endereços IP e MAC. OmobileVMs observa apenas o eixo das portas TCP. E finalmente o hard handoverobserva os três eixos do fluxo do gráfico.
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O FlowVisor se coloca entre os diversos elementos da rede. O comandos doscontroladores são analisados pelo FlowVisor para se certificar que as regras geradasnão excedam a definição do domínio do devido controlador. Isso serve para queum pesquisador não se intrometa nas regras definidas por outros pesquisadores darede em outros fluxos da rede. Caso aconteça uma exceção o FlowVisor reescreve ospadrões utilizados com a definição do domínio.Mensagens enviadas pelos comutadores OpenFlow são analisadas e direcionadaspara o controlador apropriado em função do seu domínio. A Figura 3.3 apresenta esseprocesso pelas duas vias de ida e volta. O comando de inserção de uma regra (setacontinua) originado em uma aplicação do domínio ”A” atravessa o FlowVisor, que porsua vez, traduz a regra para garantir que ela se aplique apenas ao domínio de ”A”.Um pacote enviado por um switch OpenFlow para a sua aplicação (seta pontilhada)é processado pelo FlowVisor para a identificação do controlador responsável daquelafaixa de domínio.
Figura 3.3: Fluxo de comandos do FlowVisor [14].
Ainda é possível criar uma topologia em que seja feita uma construção de hierar-quias de FlowVisors cada um dividindo uma seção de um domínio definido por umainstância de um nível anterior.O FlowVisor é apenas uma das maneiras possíveis de se dividir os recursos emuma Rede Definida por Software. Também é possível adotar um controlador paradividir os recursos para outros controladores na rede. O conceito de virtualizaçãotambém pode ser aplicado aos elementos de rede visíveis para as aplicações.
3.6 Controlador SDN
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Sendo definida uma interface de programação dos comutadores de rede é ne-cessário desenvolver uma aplicação que utilize essa interface para controlar cadaswitch separadamente. Esse desenvolvimento trás consigo limitações associadas aohardware de cada equipamento. Este desenvolvimento exige que o programador lidecom tarefas de baixo nível no desenvolvimento de um software diretamente ligado aum elemento de hardware ocasionando erros e aumentando a complexidade. Alémdisso novos desenvolvimentos exigem que todas as funcionalidades de baixo nívelsejam reimplementadas.Assim, faz-se necessário um novo nível na arquitetura das redes SDN, um nívelque concentre as tarefas de manipulação dos elementos de rede oferecendo umaabstração de mais alto nível para o desenvolvedor, fazendo uma analogia clara aossistemas operacionais de computadores pessoais (PCs). Essa é a definição da natu-reza do paradigma de SDN.Esse componente, chamado de ”sistema operacional de rede”, ou melhor cha-mado de Controlador SDN, pode concentrar a comunicação com todos os elementosprogramáveis da rede oferecendo uma visão unificada da rede. Dessa forma é pos-sível desenvolver programas que além de ter uma visão centralizada da rede, comanálises detalhadas, é possível também implementar novas funcionalidades parachegar a decisões operacionais de como o sistema deve operar [6], obtendo umamelhor gerência da rede.Essa visão unificada da rede não necessariamente precisa ser centralizada. Aanalogia que fazemos a sistemas operacionais distribuídos podem ser implemen-tado também nos controladores. A implementação pode der desenvolvida de formadistribuída, seja pela divisão dos elementos de diferentes SA’s ou por um controladorrealmente desenvolvido de forma distribuída com algoritmos que sejam capazes demanter uma visão consistente entre suas partes.Foram desenvolvidos diversos controladores para o paradigma SDN. Muitos dosquais apresentam ambientes de tempo real de execução que oferecem uma interfaceimperativa para programação da rede. O que determina em grande parte o estilo dedesenvolvimento e as funcionalidades que o controlador oferece é a linguagem deprogramação em que ele foi desenvolvido seja ele em C, Java, Python, Ruby entreoutros.Há, no entanto, outros controladores que ultrapassam a noção de uma interfacede programação propriamente dito, e utilizam abstrações com um ambiente de pro-gramação funcional ou declarativo. Nesse caso as implementações do controladorse prestam as funcionalidades de detecção do conflitos ou depuração da rede.Muitos dos controladores já desenvolvidos não se preocupam com requisitos deescalabilidade e disponibilidade da rede optando assim por estruturas centralizadaspor pura simplicidade. No entanto, há desenvolvimentos voltados para a implemen-tação de grandes sistema de redes nos quais utilizam-se diferentes formas de dis-tribuição de controle para garantir requisitos como escalabilidade e disponibilidadedo sistema. Essa seção apresenta alguns controladores SDNs desenvolvidos, sendoapresentado suas características principais. A Figura 3.4 apresenta uma tabela com-parativa dos principais controladores SDN.
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Nome Linguagem Plataforma Característica 
NOX C++, Python Linux 
Controlador de referência 
OpenFlow 
POX C++, Python Windows, Mac, Linux Evolução do NOX 
Maestro Java Windows, Mac, Linux Explora o paralelismo 
Beacon Java 
Windows, Mac, Linux, 
Android 
Multiplataforma, 
Multithreaded 
Floodlight Java Windows, Mac, Linux 
Pode-se integrar a redes 
não OpenFlow 
Frenetic 
Funcional/Declarativa 
Própria 
Linux 
Programa a rede como um 
todo 
Onix C++, Python, Java Windows, Mac, Linux 
Gerência redes de grande 
porte 
SNAC C++ Linux 
Monitoramento de redes 
OpenFlow; Interface Web 
Trema C, Ruby Linux Script; Emulador 
Figura 3.4: Principais controladores SDN.
3.6.1 NOX
O NOX [18] é o controlador de referência que acompanha o OpenFlow, contémAPIs desenvolvidas em C++ e Python. O NOX serve como uma camada de abstraçãocriando as aplicações e serviços que gerenciam as entradas de fluxo nos switchesOpenFlow. Seu funcionamento dar-se da seguinte maneira: se o pacote não possuinenhuma entrada da tabela de fluxos omesmo é encaminhado ao NOX, normalmenteo primeiro pacote de cada fluxo é enviado ao controlador, este por sua vez checa eprocura uma regra determinando a política a ser aplicada.Dependendo da aplicação pode-se determinar uma regra padrão como por exem-plo: optar por enviar todos os pacotes de determinados fluxos ao controlador. Umaaplicação de DHCP seria um bom exemplo já que o fluxo desta aplicação não precisaser adicionado na tabela.O NOX oferece uma interface de programação na qual para se desenvolver ou im-plementar uma nova solução de rede dois conceitos são utilizados, o componente eo evento. O componente é um encapsulamento de funcionalidades que são carre-gadas com o NOX, um firewall por exemplo pode ser implementado como um compo-nente e agregado ao NOX. Os componentes podem ser escritos em C++ ou Python.Um evento é uma ação realizada sobre um determinado fluxo. As aplicações imple-mentadas no NOX utilizam um conjunto de manipuladores que são registados paraserem executados quando um evento específico acontece [18].Os eventos são gerenciados por mensagens OpenFlow por meio de pacotes rece-bidos de um switch na rede. Quando um switch envia um pacote para o controladorNOX por meio do protocolo OpenFlow, este é analisado pelo controlador e disparaum evento de acordo com a política determinada pela aplicação.
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A grande maioria dos projetos de pesquisa na área de Redes Definias por Soft-ware são baseados no controlador NOX, que é um controlador simples para redesque provê primitivas para o gerenciamento de eventos bem como as funções para acomunicação com os switches [18]. Entretanto seu desenvolvimento foi descontinu-ado, dando lugar ao POX.
3.6.2 POX
O POX é o irmão mais novo do NOX. Sua essência é uma plataforma para o de-senvolvimento e a prototipagem rápida de aplicações de software para redes SDNusando Python.O POX está em constante desenvolvimento e têm o objetivo de substituir o NOX.Sua arquitetura, baseada no NOX, é mais estável e sua interface é mais eleganteresultando em um controlador mais moderno e simples.Embora o POX seja mais estável, o NOX ainda permanece como um ambienteadequado para implementações que tenha demandas mais elevadas em termos dedesempenho. No entanto os desenvolvedores do POX acreditam que este seja maisadequado para substituir o NOX nos casos em que Python é utilizado. Este controladorserá discutido em destaque no capítulo 5.
3.6.3 Maestro
O Maestro [4] é outro controlador de rede do paradigma SDN para switches Open-Flow. O Maestro foi desenvolvido em JAVA e tem como objetivo orquestrar aplicaçõesde controle por meio de interfaces que acessam e modificam o estado da rede coor-denando suas interações.O modelo de programação do Maestro oferece: interfaces para a introdução denovas funções de controle personalizadas; interfaces para a manutenção do estadoda rede; e componentes de controle para a especificação da sequência de execuçãodos componentes da rede.O Maestro explora o paralelismo de umamáquina aomáximo para obter ummaiordesempenho do sistema de transferência entre o controlador e o switch, visto queo controlador pode ser um gargalo devido a responsabilidade da criação de cadafluxo de dados entre os switches. O Maestro alivia o esforço que os programadorestêm para realizar a paralelização do sistema operacional de rede, trazendo assim ummaior desempenho no controle da rede e diminuindo esse gargalo.
3.6.4 Beacon
O Beacon [12] é mais um controlador baseado em JAVA que suporta tanto opera-ções de controle baseadas em eventos quanto operações baseadas em threads.O projeto vem sendo desenvolvido desde agosto de 2011 na Universidade deStanford. Suas principais características são:
• tem uma implementação estável, consegue gerenciar 100 switches virtuais e20 físicos em redes experimentais por meses sem inatividade;
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• é multi-plataforma, por ser desenvolvido em JAVA;
• é software livre baseado em licença GPL v.2;
• tem um rápido desempenho por ser multithreaded;
O Beacon contém uma estrutura que permite que o controlador seja atualizadoem tempo de execução sem interromper outras atividades de encaminhamento depacotes.
3.6.5 Floodlight
O Floodlight [24] é um projeto que se originou do controlador Beacon e agora éapoiado pelaOpen Networking Foundation (ONF) e tambémpela Big Switch Networks1,que produz controladores comerciais que suportam o Floodlight.O Floodlight é totalmente baseado na linguagem JAVA com seu núcleo e módulosprincipais escritos em JAVA, recentemente foi adicionando o Jython, o que permite odesenvolvimento na linguagem Python. Ele é distribuído segundo a licença Apachepermitindo que o administrador de rede possa utilizá-lo para praticamente qualquerfinalidade. Além disso o projeto está sendo desenvolvido por uma comunidade abertana qual todos podem participar. Sua documentação, status sobre o projeto, roteiro eerros estão todos disponíveis.Sua arquitetura é formada por módulos que exportam serviços. Dessa forma todaa comunicação entre os módulos é feita por meio de serviços. Sua interface permiteidentificar e descobrir o status e a topologia de uma rede automaticamente. Outracaracterística importante do Floodlight é que com ele pode se integrar redes nãoOpenFlow e também é compatível com a ferramenta de simulação MiniNet.
3.6.6 Frenetic
O Frenetic [25] é um sistema de rede baseado em linguagem funcional desen-volvido para operar em redes OpenFlow. Em geral os controladores especificam apolítica de encaminhamento nos switches OpenFlow uma de cada vez. O Ele permiteque o operador da rede, ao invés de configurar manualmente cada switch da rede,programe a rede como um todo.O Frenetic é implementado sobre o NOX, foi projetado para resolver os problemasde programação com o OpenFlow utilizando o controlador NOX. Além disso introduzabstrações funcionais para permitir aplicações modulares e a composição dessasaplicações.O Frenetic é composto de duas sublinguagens integradas, sendo uma linguagemdo tipo declarativa para consultas de classificação e agregação de tráfego na rede,e outra linguagem funcional para descrever as políticas de encaminhamento de pa-cotes em alto nível para toda a rede.
1http://www.bigswitch.com
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3.6.7 Onix
O Onix [22] é um controlador que tem o objetivo de gerenciar redes de grandeporte de maneira distribuída. O Onix é um sistema operacional distribuído de redeque provê abstrações para particionar e distribuir o estado da rede em múltiploscontroladores distribuídos garantindo problemas de escalabilidade e disponibilidadeque podem surgir quando um controlador centralizado é utilizado.A rede é mantida por meio de uma estrutura de dados que representa um grafocom todos os elementos da rede física. É por meio desta estrutura que a visão glo-bal do sistema é constituída sendo a base do modelo de distribuição do Onix. Asinterfaces de controle da rede são implementadas por meio de operações de leiturae atualização do estado dessa estrutura de dados garantindo assim a escalabilidadee disponibilidade da rede por meio do particionamento e da replicação da estruturaentre diversos os servidores do sistema.O resultado do sistema mostra um bom desempenho em relação a escalabilidadeda rede apresentada atendendo os requisitos do projeto em questão. O Onix é umproduto fechado e portanto é um controlador proprietário.
3.6.8 SNAC
O SNAC [41], ou Simple Network Access Control é um controlador de monitora-mento de redes OpenFlow. Sua interface é baseada em uma ferramenta web quemostra os status e as características da rede. Ele incorpora uma linguagem de defi-nição de política flexível com uma interface de fácil utilização para configurar dispo-sitivos e eventos da rede.Todas as suas funcionalidades são agrupadas em categorias disponíveis na in-terface web na qual é possível se monitorar as tarefas do dia-a-dia das políticas decontrole da rede. É possível ver os status do sistema e gerenciar as políticas de segu-rança da rede permitindo um acesso rápido a qualquer página dentro do sistema. Amaioria das páginas são atualizadas automaticamente para manter as informaçõesexibidas de acordo com o estado interno das políticas de controle da rede.Apesar do SNAC ter um bom controle de gerenciamento e monitoramento gráficode uma rede OpenFlow ele não é um ambiente de programação genérico como osoutros controladores apresentados.
3.6.9 Trema
O Trema [45] é uma aplicação OpenFlow para o desenvolvimento de controlado-res. Ele utiliza as linguagens de programação Ruby e C para que pesquisadores de-senvolvam e criem de maneira fácil seus próprios controladores OpenFlow. O Tremanão tem como objetivo fornecer uma implementação específica como controlador,seu objetivo é ajudar desenvolvedores a criarem implementações por meio de scriptssimples escritos em Ruby ou C.O Trema ainda possui um emulador de rede OpenFlow próprio para a execuçãode testes. Não é necessário switches e hosts físicos, nem ambientes virtuais como oMiniNet, para testar aplicações para o controlador desenvolvido.
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3.7 Aplicações
Seguindo o presente contexto, considerando agora os controladores do para-digma SDN como sistemas operacionais de rede, o software desenvolvido para criarnovas funcionalidade pode ser visto como uma aplicação que é executada sobre umarede física.Dessa forma, observando agora a rede como um sistema unificado e gerenci-ado por um sistema operacional, pode-se, por exemplo, implementar soluções deroteamento e de encaminhamento especialmente desenhadas para ambientes par-ticulares, controlando as interações entre os diversos comutadores da rede.Essa tamanha flexibilidade que este paradigma oferece para se estruturar sis-temas de rede é útil em praticamente todas as áreas de aplicação das redes decomputadores. Sua estrutura lógica centralizada permite o desenvolvimento de no-vas funcionalidades de maneira fácil e bem diversificada, abrangendo assim umagrande diversidade de ambientes de rede. Considerando que as redes SDN definemessa nova forma de estrutura, podemos considerar que ela seja aplicável a qualquertipo de ambiente no cenário de redes de computadores nos beneficiando de umamelhor organização das funcionalidades oferecidas em torno de uma visão lógicacompleta da rede.Essa seção aborda os principais contextos em que podemos nos beneficiar comessa estrutura de rede, apresentando exemplos emaneiras de como podemos utilizaressas aplicações em diversos casos.
3.7.1 Controle de Acesso
Uma das principais características do paradigma SDN consiste no tratamento dospacotes por meio de padrões que identificam seus fluxos. Nesse sentido o desenvol-vimento de aplicações que gerenciam o controle de acesso é bastante trivial nesseparadigma.A visão lógica global que o paradigma SDN nos trás permite a configuração depolíticas de controle de acesso que sejam desenvolvidas com base em informaçõesabrangentes, diferentemente do que ocorre nas redes atuais, em que o controle deacesso é definido, por exemplo, seguindo um política de firewall em um enlace es-pecifico da rede.Além disso essa visão lógica global da rede nos permite implementar regras quelevem em conta não apenas tipos de protocolo e pontos de origem e destino dos pa-cotes, mas a relação entre dois pontos distintos da rede e a identidade do usuário deforma simples. A facilidade de se definir qual rota adotar em cada fluxo nos permitecriar filtros especiais para o controle de acesso de determinados tipos de tráfego emdeterminados elementos da rede.
3.7.2 Gerenciamento de Redes
Como o estado da rede pode agora ser centralizada em um controlador, as de-cisões sobre a forma de fluxos de determinadas rotas podem ser mudadas dinami-
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camente com base na preferência do operador e gerenciada centralmente por meiodeste controlador. A visão global da rede simplificam as ações de configuração egerência da rede.Nas redes de computadores atuais o gerenciamento é realizado por configura-ções de baixo nível que depende do conhecimento da rede, semelhante ao desen-volvimento de aplicações sem ajuda do sistema operacional. Podemos exemplificaro controle de acesso aos usuários de uma rede utilizando uma ACL (Access ControlList) que consiste em uma lista de controle de acesso que necessita do conhecimentodo endereço IP do usuário, que é um parâmetro de baixo nível independentementeda rede.Nesse sentido, analogamente ao desenvolvimento de aplicações utilizando umsistema operacional, com o paradigma SDN e a utilização de um sistema operacionalde rede torna-se mais fácil o gerenciamento das redes de computadores por meio deinterfaces de alto nível para controlar e observar a rede, semelhante às interfacesde leitura e escrita em diversos recursos oferecidos por um sistema de computador.Dessa forma os sistemas operacionais de rede fornecem interfaces genéricas deprogramação que permitem o desenvolvimento de aplicações de gerenciamento dasredes, centralizando o gerenciamento da rede e resolvendo os problemas advindosda escalabilidade, diferentemente do que ocorre nas redes de computadores atuais.
3.7.3 Gerenciamento de Energia
O gerenciamento de energia também é um dos pontos fortes que podemos obterde maneira fácil com o paradigma SDN. Atualmente as soluções que conservam e ge-renciam energia em sistemas da computação vem crescendo bastante. Em redes degrande porte, onde os recursos de rede consomem uma parcela significativa do gastode energia, reduzir o consumo de energia consumida pelo meio de comunicação setorna uma possibilidade interessante.Em determinados períodos do dia alguns elementos da rede ficam subutilizadosdevido ao baixo fluxo de dados na rede. O desligamento desses dispositivos de redetornam-se viáveis devido a baixa taxa de transmissão dos mesmos provocando aredução do consumo de energia nessa rede.Isso é possível devido a característica da visão global da rede que é provida peloparadigma SDN. Uma vez tendo essa visão global da rede torna-se fácil a identifi-cação desses elementos ociosos e mesmo a redefinição de rotas a fim de desviar otráfego de elementos passíveis de desligamento. Além disso o uso do controle de ro-tas de decisão permite a implementação de pontos de controle que podem intercep-tar tráfego ”ruidoso” na rede, evitando que pacotes de menor importância atinjamo elementos subutilizados passíveis de deligamento, evitando que os mesmo sejamativados desnecessariamente.
3.7.4 Comutador Virtual Distribuído
Virtualização de redes hoje é bastante utilizada em redes corporativas e em redesde grande porte. Usualmente são utilizados switches implementados por software
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instalado em cada máquina física a fim de prover a conectividade exigida por cadamáquina virtual.A facilidade de mover as máquinas virtuais entre os hospedeiros físicos torna oprocesso de configuração e monitoração dessas máquinas um desafio que complicaa gerência dos switches virtuais [14]. Uma maneira possível para reduzir essa com-plexidade é o uso do paradigma SDN. A ideia é oferecer uma visão de um switchúnico, virtual a todas as máquinas virtuais da rede de maneira que ofereça a elas aimpressão de estarem ligadas a um único switch. Dessa forma a migração das má-quinas virtuais entre os hospedeiros físicos seria simples e teria um impacto minimonas configurações da rede virtual pois elas continuariam ligadas a mesma porta do”único” switch visível para toda a rede.Essa abstração pode ser implementada de maneira muito simples com um con-trolador de rede, por exemplo o NOX, já que ele poderia inserir automaticamente asregras de encaminhamento de pacotes entre as portas dos diversos switches criandoo efeito desejado. Com o uso de switches físicos OpenFlow também é possível fazercom que máquinas físicas, não virtualizadas, possam fazer parte desta rede.
3.7.5 Redes Domésticas
As redes domiciliares vem sendo consideradas um dos grandes desafios para aindústria de redes de computadores, de modo especial no que se refere ao uso de fer-ramentas eficientes para sua gerência e configuração [13]. Esse investimento exigetanto soluções que resolvam a interação com o usuário quanto soluções eficientepara automação de configuração e implementação de políticas de segurança para olar.Umamaneira de utilizar aplicações SDNs nesse contexto seria o uso de roteadoresdomésticos OpenFlow com o provedor de acesso tendo a responsabilidade de podercontrolar a rede por meio de um controlador SDN. Dessa maneira o controlador SDNseria capaz de programar, alterando suas políticas e regras de controle em cadaroteador doméstico. Com essa possibilidade o provedor de acesso poderia gerir asregras de acesso apropriadas para cada tipo de usuário, além é claro de ter uma visãoglobal da rede como um todo, gerenciando elementos subutilizados e priorizandoelementos com mais tráfego na rede.Outra possibilidade que aborda esse contexto são as pesquisas que gerenciam otráfego licito e ilícito nas redes de computadores [5, 23]. Se os provedores de acessopuderem obter a visão global de todos os seus usuários na rede ele é capaz de indicarquais padrões de tráfego são as ações de atacantes (crackers) ou código maliciosomelhorando assim a segurança nas redes de computadores.Claro que essas possibilidades exigem um forte investimento na infraestrutura darede, visto que o protocolo OpenFlow exige a substituição dos equipamentos de rede,além, é claro, de ser necessário um canal seguro (SSL) entre os roteadores OpenFlowe o controlador SDN, aumentando ainda mais o gasto em infraestrutura. No entantoessas possibilidades, embora não sejam viáveis (ainda), podem ser consideradas ofuturo das redes de computadores.Ainda há outros tipos de soluções domiciliares que podemos usar com o para-digma SDN, podemos considerar a implementação de um controlador de rede interno
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à rede domiciliar. Esse tipo de solução se torna interessante quando observamos oaumento da complexidade das rede domésticas nos dias atuais. As redes domicilia-res contam hoje com diversos equipamentos que funcionam com a Internet, desdecelulares, notebooks a eletrodomésticos, sejam eles conectados por enlaces com fioou sem fio.Com um controlador doméstico um usuário poderia observar todo o tráfego in-terno da rede doméstica, podendo gerenciar o uso de banda em cada equipamentode rede, configurando os serviços da rede tais como impressoras e novos dispositivosde acesso, além é claro de observar e detectar potenciais máquinas infectadas pormalware.
3.7.6 Roteador Expansível de Alta Capacidade
As redes de computadores mais robustas possuem em suas bordas elevadas de-mandas de conectividade. Com isso faz-se necessário o uso de roteadores de grandeporte para que suportem essas demandas, entretanto tais roteadores possuem umcusto bastante elevado.Com o paradigma SDN, é possível substituir esse roteador de grande porte poruma banco de switches de médio porte desde que estes sejam dotados de interfa-ces OpenFlow. Dessa forma, semelhante ao que ocorre no caso do comutador virtualdistribuído, um controlador SDN pode preencher as tabelas de roteamento de cadaswitch com as rotas necessárias para interligar o tráfego entre duas portas de swit-ches diferentes que sejam vistas como parte de um mesmo roteador [14].Todas as informações de roteamento seriam distribuídas entre os switches pelocontrolador em função das demandas identificadas. Os algoritmos de roteamento doroteador poderiam também ser executados pelos controladores, que se encarregariade manter a interface com os demais roteadores externos de outras redes.
3.7.7 Redes de Grande Porte
Nas redes de grande porte em que existem aplicações de vários usuários, um pro-blema sempre recorrente é o isolamento do tráfego entre essas diversas aplicações.O problema hoje é resolvido com a utilização de VLANs individuais para cada cliente.Dessa forma o tráfego gerado pelas aplicações de cada usuário é transportado ape-nas dentro da sua VLAN, garantindo o isolamento necessário para fins de segurançae privacidade.Todavia, os recursos de VLANs são limitadas pelo tamanho dos campos utiliza-dos para sua identificação, tornando inviável sua utilização em redes que possuemum grande numero de usuários. Outro problema é que as interfaces de configura-ção e gerência desses tipos de rede são bastante complexas dificultando bastante ocontrole da rede.Uma maneira de solucionar esse problema é a utilização de uma abstração deum comutador virtual distribuído por meio de um controlador SDN. Dessa forma éfornecido a cada usuário um switch virtual que irá interligar suas máquinas inde-pendentemente da localização física na rede. O controlador fica então responsável
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por definir as rotas entre as portas dos diversos elementos que compõe o comuta-dor virtual garantindo a alocação de recursos suficientes em cada caso. Pelo fato decada usuário estar conectado a um switch virtual diferente, o isolamento do tráfegoé garantido diretamente pela implementação da rede SDN.Outra consequência desse tipo de isolamento de tráfego além de eficaz e ilimitadoé que existe a possibilidade de se oferecer a cada usuário o controle direto de suarede. As configurações que estejam disponíveis para o switch virtual podem sercontroladas pelo o usuário já que elas não irão influenciar as outras redes por estaremisoladas das demais. Soluções como balanceamento de carga, qualidade de serviçoe redundância de rotas podem ser colocadas sob o controle do usuário desde que ocontrolador de rede garanta esse tipo de implementação no switch virtual.
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Capítulo 4
OpenFlow
Observamos nos capítulos anteriores que as redes de computadores atuais já nãoatendem requisitos atuais da Internet e para que esses requisitos sejam atendidosforam apresentadas algumas propostas para a Internet do Futuro. Uma das propostasmais promissoras que vêm ganhando destaque no meio acadêmico são as RedesDefinidas por Software (Software Defined Networks, (SDN)).As redes SDN constituem um novo paradigma para o desenvolvimento das redesde computadores abrindo novas perspectivas em ambientes de controle lógico darede de maneira que possam ser desenvolvidas de forma simples e livres dos limitesda arquitetura atual da rede.Nesse contexto as redes SDN trazem consigo a capacidade de controlar o plano deencaminhamento dos pacotes da rede, no entanto para que isso ocorra é necessáriouma interface que seja simples para realizar a comunicação entre os elementos decomutação da rede e o controlador da rede. De fato a interface que foi associadadesde o inicio ao paradigma SDN, sendo um dos elementos mais motivadores parasua criação, foi o OpenFlow.O OpenFlow [19] foi proposto pela Universidade de Stanford, seu objetivo inicialé atender à demanda de validação de novas propostas de arquitetura e protocolosde rede sobre equipamentos comerciais. Dessa forma é possível implementar umatecnologia capaz de promover a inovação no núcleo da rede, por meio da execuçãode redes de teste em paralelo com as redes de produção.A proposta do OpenFlow promove a criação de redes SDN, usando elementoscomuns de rede, tais como switches, roteadores, pontos de acesso ou, até mesmo,computadores pessoais1 [19].Este capítulo apresenta as características do padrão OpenFlow, bem como oselementos necessários para sua configuração e aplicação em uma Rede Definida porSoftware. Também é apresentado o comutador OpenFlow, suas características, seufuncionamento e como é utilizado entre os comutadores OpenFlow e um controladorSDN.
1Uma das maneiras de se implementar um comutador OpenFlow em computadores pessoais écom o Open vSwitch [38], seu funcionamento se baseia em um módulo do Linux que implementa oencaminhamento programável de pacotes diretamente no kernel do sistema, seu plano de controle éacessado a partir do espaço de usuário.
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4.1 Pradrão OpenFlow
O OpenFlow é um padrão aberto para o paradigma de redes SDN, ele consiste deuma interface de programação que permite ao desenvolvedor controlar diretamenteos elementos de encaminhamento de pacotes presentes no dispositivo.A pesquisa na área de redes de computadores possui diversos desafios em rela-ção a implementação e a experimentação de novas propostas de rede em ambientesreais. O pesquisador de redes em geral não possui uma rede de teste que apresentedesempenho próximo de uma rede real. Para isso foi proposto o OpenFlow que per-mite que um pesquisador possa experimentar suas propostas em redes reais, sematrapalhar o fluxo de produção, obtendo uma melhor validação na sua pesquisa paraa indústria.O OpenFlow consiste de um mecanismo que é executado em todos os comuta-dores da rede para que haja o isolamento do tráfego de produção e o tráfego ex-perimental. Dessa forma os pesquisadores podem reprogramar os comutadores demaneira que não haja interferência no tráfego de produção, ou seja, a rede continu-ará funcionando da mesma forma.Outro objetivo da proposta do OpenFlow é permitir que os fabricantes de hard-ware possam inserir as funcionalidades do OpenFlow nos seus comutadores sem anecessidade de expor o projeto desses equipamentos. Um requisito importante nessaabordagem, já que a infraestrutura será modificada, é que tais equipamentos devempossuir um custo baixo e um desempenho semelhante aos já utilizados na rede deprodução, de maneira que se torne viável para os administradores de rede a trocadesses equipamentos pelos já utilizados.O projeto do OpenFlow tem por objetivo ser flexível e atender o seguinte requisitosestipulados:
• capacitar o uso em implementação de baixo custo e alto desempenho;
• possibilitar o suporte de uma vasta gama de pesquisas científicas;
• garantir o isolamento do tráfego de produção e o tráfego experimental;
• garantir que não seja necessário a exposição do projeto dos fabricantes emsuas plataformas.
Uma das características básicas do padrão OpenFlow é a separação clara entreos planos de dados e de controle nos elementos de comutação. O plano de dadosé responsável pelo encaminhamento dos pacotes associando entradas na tabela deencaminhamento de cada comutador, essas regras são definidas pelo padrão e in-cluem os seguintes itens como tomada de ação:
• encaminhar o pacote para uma porta especifica do dispositivo;
• alterar parte de seus cabeçalhos;
• descartar o pacote;
• encaminhar o pacote para a análise de um controlador de rede.
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É necessário deixar claro que o plano de dados pode ser implementado em hard-ware utilizando elementos comuns a roteadores e switches atuais. Em geral essaestrutura se configura em dispositivos dedicados que tenha a interface de configu-ração OpenFlow, por exemplo, comutadores de uma rede de produção que se queirafazer testes experimentais de pesquisas de rede.Por outro lado o plano de controle fica responsável pelo controle da rede permi-tindo ao controlador SDN da rede programar as entradas dessa tabela de encami-nhamento com padrões que identificam fluxos de interesse e as regras associadasa eles. O elemento responsável pelo plano de controle pode ser um módulo emsoftware implementado de forma independente em algum ponto da rede. Esse ele-mento, denominado controlador SDN, fica responsável por instalar regras e ações nohardware de rede.
4.2 Componentes de uma Rede OpenFlow
Para que uma rede programável com OpenFlow exista é necessário que sua ar-quitetura seja composta por quatro componentes a ela associados. É necessárioequipamentos habilitados que tenham a capacidade de alterar suas tabelas de enca-minhamento conforme as decisões de um controlador em software a eles conectadospor de um canal seguro.
Tabela de Fluxos - Cada entrada na tabela de fluxos do hardware de rede é com-posta por regras, ações e controles de estatística. A regra é formada pela defi-nição dos valores de um ou mais campos do cabeçalho do pacote, é por meiodela que é determinado o fluxo. As ações então ficam associadas ao fluxo evão determinar como os pacotes devem ser processados, para onde vão serencaminhados ou se serão descartados. Os controles de estatística consistemde contadores utilizados para manter estatísticas de utilização e para removerfluxos inativos ou que não existam mais. Logo, as entradas da tabela de fluxossão interpretadas pelo hardware como decisões em cache do plano de controleem software, sendo, portanto, a mínima unidade de informação no plano dedados da rede [40].
Protocolo OpenFlow - É o protocolo para a comunicação entre o comutador Open-Flow e o controlador de rede para que haja a troca de mensagens por um canalseguro. Essas mensagens podem ser simétricas, assíncronas ou ainda iniciadaspelo controlador [42].
Controlador - O controlador, fica responsável por tomar as decisões adicionando eremovendo entradas na tabela de fluxos de acordo com uma política de enca-minhamento. O controlador é uma camada de abstração da infraestrutura físicaque tem como objetivo facilitar o desenvolvimento de aplicações e serviços quegerenciam as entradas de fluxo na rede. Como já dito, esse modelo de abstra-ção se assemelha ao outros sistemas de software que provêm a abstração do
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hardware como, por exemplo, os sistemas operacionais de computadores pes-soais. Esse modelo permite a evolução em paralelo das tecnologias no planode dados e as inovações na lógica das aplicações de controle.
Canal Seguro - Este elemento não só garante que uma rede SDN não sofra ataquesde elementos mal intencionados como garante também que a troca de informa-ções entre os comutadores e controladores da rede sejam confiáveis com baixataxa de erros. A interface de acesso que o projeto do OpenFlow recomenda éo SSL (Secure Socket Layer), no entanto existem outras alternativas como oTCP e o PCAP (packet capture) sendo muito úteis em ambiente virtuais e deexperimentação por sua simplicidade de utilização.
A Figura 4.1 mostra a arquitetura de uma rede OpenFlow. Os comutadores Open-Flow se comunicam com o controlador por meio do protocolo OpenFlow em um canalseguro. O controlador adiciona ou remove entradas nas tabelas de fluxos dos comu-tadores de acordo com as aplicações de controle de cada rede virtual.
Figura 4.1: Componentes de uma rede OpenFlow [33].
4.3 Protocolo OpenFlow
Uma das vantagens em se utilizar uma arquitetura OpenFlow é a flexibilidadeque ela oferece para se programar de forma independente o tratamento de cadafluxo da rede e como ele deve ou não ser encaminhado pela rede. De uma maneiramais prática o OpenFlow determina como um fluxo pode ser definido, quais serão asações que podem ser realizadas para cada pacote pertencente a este fluxo e qualé o protocolo de comunicação entre o controlador e os comutadores utilizados pararealizar as definições de fluxo e ações.
43
Dessa forma uma entrada na tabela de fluxos de um comutador OpenFlow é for-mada pela união da definição do fluxo e um conjunto de ações a ele determinadas.Um fluxo é constituído pela definição dos valores de um ou mais campos do cabeça-lho do pacote a ser processado pelo dispositivo OpenFlow. Dessa forma os camposdo cabeçalho descrevem o fluxo que por sua vez descrevem quais pacotes combi-nam com aquele fluxo. Esses campos formam uma tupla de doze elementos quereúne características dos protocolos da camada de enlace, de rede, e de transportesegundo o modelo TCP/IP. Cada fluxo contém regras, para a definição dos pacotes,ações e contadores estatísticos a ele associados, como pode ser visto na Figura4.2.
Regras Ações Estatísticas 
Pacotes; Bytes; Duração do Fluxo 
•  Encaminhar Pacotes 
•  Enviar pacotes para o controlador 
•  Processo normal do dispositivo 
•  Alterar campos 
•  Descartar pacote 
•  .... 
Figura 4.2: Definição de um fluxo na arquitetura OpenFlow [19].
Nesse contexto com a definição de fluxo, é possível observar que as regras deencaminhamento de um pacote não se restringem ao endereço IP ou endereço MACdos pacotes. O protocolo OpenFlow é mais abrangente de maneira que os elementosformados pelos campos do pacote, as tuplas, podem conter valores exatos ou valoresarbitrários, que combinam com qualquer valor que o pacote comparado apresentepara o campo. O encaminhamento pode se dar por outras características do pacote,como por exemplo, as portas de origem e destino do protocolo de transporte. Es-sas características descrevem o funcionamento do protocolo OpenFlow explicitadosadiante.
4.4 Controlador OpenFlow
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O controlador OpenFlow segue praticamente as mesmas características dos con-troladores SDN apresentados no capitulo anterior. Ele consiste de um controle cen-tralizado, seja fisicamente ou logicamente, que executa aplicações de controle sobrea rede OpenFlow configurando e gerenciando as tabelas de fluxo dos elementos en-caminhadores.É obviamente necessário que o controlador implemente o protocolo OpenFlowpara se comunicar, por meio de mensagens, com os elementos encaminhadores (co-mutadores com OpenFlow habilitado), enviando os comando para a rede. O contro-lador age como um sistema operacional de rede agindo sobre o plano de controlecomo uma interface entre as aplicações de controle da rede e a própria rede.As mensagens enviadas pelo controlador podem ou não necessitar de respostado elemento encaminhador e são classificadas de acordo com os seguintes tipos:
Mensagens de características - Geralmente ocorrida após o estabelecimento docanal entre o comutador e o controlador OpenFlow, o controlador solicita aocomutador o pedido de conexão, bem como as caracteristicas especificas e ascapacidades do mesmo para que o controlador possa gerenciar melhor a rede.
Mensagens de configurações - O controlador é capaz de definir e consultar parâ-metros de configuração no comutador. O comutador responde a solicitação deconsulta do controlador.
Mensagens de modificações do estado - São mensagens enviadas pelo contro-lador para gerenciar os estados dos comutadores. Seu principal objetivo é adi-cionar ou remover entradas nas tabelas de fluxo dos comutadores, ou seja,adicionar e remover regras.
Mensagens de leitura do estado - Sãomensagens enviadas pelo controlador paraler os status e coletar as estatísticas (contadores) do controlador.
Mensagens de packet-out - Essas mensagens são usadas para enviar pacotescompletos para o comutador. Quando não há uma correspondência entre opacote e alguma entrada na tabela de fluxos do comutador, o pacote entãoé encaminhado, por completo, para o controlador (Parcket-In), que este porsua vez reenvia, utilizando o Packet-out, o mesmo pacote com seu conjunto deações a ele associado.
Mensagens de barreira - São mensagens utilizadas pelo controlador para garantirse a dependências demensagens foram cumpridas ou para receber notificaçõesde operações concluídas.
4.5 Funcionamento
Definido o protocolo e o controlador OpenFlow o funcionamento de uma redeOpenFlow é programado a partir do plano de controle. Os fluxos podem ser definidosda forma escolhida pelo controlador, como por exemplo, todos os pacotes enviados
45
pela máquina com IP ”X” para a maquina com IP ”Y” ou, ainda, todos os pacotespertencentes a VLAN ”Z”. As ações são definidas a partir destes fluxos e incluem:
(a) encaminhar os pacotes pertencentes àquele fluxo para determinada(s) porta(s);
(b) enviar os pacotes para o controlador;
(c) descartar o pacote como medida de segurança;
(d) modificar os campos dos cabeçalhos dos pacotes;
(e) encaminhar o pacote para o processamento normal do dispositivo.
As ações do último tipo (e) garantem que o tráfego experimental não interfira notráfego de produção da rede. Outra maneira de garantir isso é definindo um conjuntode VLANs para fins experimentais. Com essa separação dos tráfegos é possível terequipamentos híbridos que processam tráfego legado de acordo com os protocolose as funcionalidades embarcadas do equipamento e, ao mesmo tempo, de maneiraisolada, obtém o tráfego baseado nas regras do OpenFlow. As ações associadas aosfluxos formam as entradas nas tabelas de fluxo do comutador OpenFlow.Além das ações, a arquitetura OpenFlow também possui contadores para o con-trole de cada fluxo. Cada fluxo contém contadores para o controle de: número depacotes; números de bytes trafegados no fluxo; e duração do fluxo. Esses contadoressão implementados para cada entrada da tabela de fluxos e podem ser controladose acessados pelo controlador por meio do protocolo OpenFlow.Após definida a entrada a tabela de fluxo, cada pacote que chega a um comutadorOpenFlow é comparado com cada entrada nessa tabela e caso um casamento sejaencontrado, considera-se que o pacote pertence àquele fluxo e por sua vez irá agirde acordo com uma ação preestabelecida, exemplo: ações do tipo (a) ou (d). Caso ocasamento não seja encontrado, o pacote é encaminhado por completo para o con-trolador para ser processado, ação do tipo (b), ou pode ser apagado de acordo comalguma política de segurança preestabelecida, ação do tipo (c). Alternativamente,apenas o cabeçalho é encaminhado ao controlador mantendo o pacote armazenadono buﬀer do hardware. Caso o pacote seja encaminhado ao controlador, o controla-dor analisará o pacote e dependendo da análise da aplicação poderá criar uma novaentrada para aquele fluxo.Em geral, os pacotes que chegam ao controlador sempre correspondem ao pri-meiro pacote de um novo fluxo ou, dependendo da aplicação, o controlador pode op-tar por instalar uma regra no comutador para que todos os pacotes de determinadofluxo sejam enviados para o controlador para serem tratados de maneira individual.Esse último caso corresponde normalmente a pacotes de controle(ICMP, DNS, DHCP)ou protocolos de roteamento (OSPF, BGP) [40].Essas tabelas de fluxo criam um conjunto de regras que podem servir em diversaspossibilidades, muitas das funcionalidades que são implementadas separadamentepodem ser agrupadas em um único controlador OpenFlow, como por exemplo, funci-onalidades que implementam serviços como NAT, firewall e VLANs. Alguns exemplosde possibilidades são apresentadas na Figura 4.3, em que cada linha representa umfluxo com suas respectivas ações a serem tomadas.
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Figura 4.3: Exemplo de uma tabela de fluxos de um comutador OpenFlow. O camporepresentado por um ”*” indica que qualquer valor é aceito naquela posição, ou sejaé um campo que não importa no reconhecimento do fluxo [19].
Apesar do protocolo OpenFlow possuir um pequeno conjunto de ações simplesele ainda é capaz de prover uma vasta gama de possibilidades para o desenvolvi-mento de aplicações de rede, isso se deve ao fato que esses conjuntos de ações sebem combinados e desenvolvidos em uma aplicação podem atender aos requisitosespecíficos de um determinado fluxo. Somando-se isso ao fato de uma rede Open-Flow executar múltiplas aplicações em paralelo atendendo os requisitos específicosde diversos fluxos com um controle lógico central o OpenFlow torna-se uma ótimaalternativa para a nova arquitetura da Internet do Futuro.
4.6 Aplicações do OpenFlow
O OpenFlow permite o experimento de novas propostas na área de redes de com-putadores podendo até mesmo utilizar uma infraestrutura de rede já existente. Den-tre as possíveis aplicações que se pode realizar com uma rede OpenFlow, podem serclassificadas as seguintes: [19]
Novos protocolos de roteamento - Como vimos, aplicações diversas podem tra-tar de fluxos específicos de uma rede OpenFlow. Assim quando um pacote deum novo fluxo chegar a um comutador, ele é encaminhado para o controladorque é responsável por escolher amelhor rota para o pacote seguir na rede a par-tir de uma política adotada pela aplicação (um novo protocolo de roteamento)correspondente. Após isso, o controlador adiciona as entradas na tabela defluxos de cada comutador pertencente a rota escolhida e os próximos pacotesdesse fluxo que forem encaminhados na rede não necessitarão ser enviadospara o controlador. Dessa forma novos protocolos de roteamento podem serimplementados para diversos fluxos específicos na rede de forma que tais pro-tocolos cuidem separadamente de um conjunto de fluxos.
Mobilidade - Uma rede OpenFlow que possui pontos de acesso sem fio permiteque clientes móveis utilizem sua infraestrutura para se conectarem a Internet.
47
Dessa forma mecanismos de handoﬀ2 podem ser executados no controladorcom uma simples migração dinâmica das tabelas de fluxo dos comutadoresde acordo com a movimentação do cliente, permitindo a redefinição da rotautilizada.
Redes não IP - O comutador OpenFlow analisa arbitrariamente os campos do pa-cote para definir a qual fluxo ele pertence de acordo com a tabela de fluxosdo comutador, permitindo a flexibilidade na definição do fluxo. Dessa formapodem ser testadas, por exemplo, novas formadas de endereçamento e enca-minhamento para as redes de computadores sob a arquitetura OpenFlow.
Redes com processamento de pacotes - Existem aplicações OpenFlow que re-alizam processamento de cada pacote de um fluxo, nesse caso a aplicaçãoimplementada no controlador OpenFlow cria uma regra nos comutadores darede forçando que cada pacote recebido seja enviado ao controlador para seranalisado e processado pela aplicação. Como já mencionado esses casos cor-respondem, em geral, a pacotes de controle (ICMP, DNS, DHCP) ou protocolosde roteamento (OSPF, BGP).
4.7 O OpenFlow Atualmente
O OpenFlow pode ser visto como uma tecnologia promissora e inovadora que abreuma série de oportunidades de desenvolvimento tecnológico na áreas das redes decomputadores. Esse fator potencial da tecnologia OpenFlow têm atraído a atençãoda indústria no desenvolvimento de protótipos com suporte ao OpenFlow (HP, NEC,Extreme, Arista, Ciena, Juniper, Cisco); no suporte dos fornecedores de processado-res em silício (Broadcom, Marven); na criação de empresas como a Nicira e a BigSwitch Networks; e no interesse de operadoras e provedores de serviço, tais comoDeutsche Telekom, Docomo, Google, Facebook e Amazon. Espera-se que à medidaque a especificação OpenFlow evolua, mais fabricantes de equipamentos incorporemo padrão em suas soluções comerciais.O projeto, inicialmente desenvolvido na Universidade de Stanford, continua sendodesenvolvido pela Open Networking Foundation (ONF). A versão 1.1 do protocoloOpenFlow foi lançada em 28 de fevereiro de 2011 possuindo ainda algumas limita-ções em termos do uso do padrão em circuitos ópticos e uma definição de fluxosque englobe protocolos que não fazem parte do modelo TCP/IP. Em fevereiro de 2012a ONF publicou a versão 1.2 do OpenFlow, melhor especificado mais flexível e commenos restrições.Emmaio de 2012 a Indiana University em parceria com a ONF lançou o SDN Intero-perability Lab que incentiva o desenvolvimento e a adoção de normas paras as redesSDN com a tecnologia OpenFlow. Em fevereiro de 2012 a Big Switch Networks lan-çou o controlador Floodlight já mencionado anteriormente. Nesta mesma data a HP
2Handoﬀ é o procedimento empregado em redes sem fio para tratar de uma unidade móvel deuma célula para outra de forma transparente ao utilizador.
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anunciou que estava tomando providências para lançar o seus primeiro equipamen-tos de rede com OpenFlow habilitado. E em abril de 2012 a Google descreveu comouma rede interna da empresa tinha sido reprojetada para uma arquitetura OpenFlowcom melhoria de desempenho e eficiência relevantes.Tudo isso demonstra que a consolidação das tecnologias de equipamentos pro-gramáveis em software no padrão OpenFlow, ampliou o conceito de redes definidaspor software envolvendo-o a novos paradigmas de gerência integrada, inovação emprotocolos e serviços baseados em recursos de redes virtualizadas ou definidas porsoftware.
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Capítulo 5
Controlador POX
O principal componente de uma Rede Definida por Software, como já apresen-tado, é o controlador SDN, também chamado de sistema operacional de rede. Ocontrolador é o que define a natureza do paradigma SDN. É o componente respon-sável por concentrar a comunicação com todos os elementos programáveis da rede,oferecendo uma visão unificada da rede.Como vimos, existem diversos controladores para o paradigma SDN. A maneirade como desenvolver aplicações SDN depende muito da linguagem de programaçãoem que o controlador foi desenvolvido bem como sua arquitetura e complexidade.Entre todos os controladores destacados é apresentado o POX, um controlador SDNdesenvolvido especificamente para fins de pesquisa e ensino.Este capítulo apresenta as principais características do POX, os detalhes da sua ar-quitetura e os elementos principais para a programação de componentes do mesmode acordo com as especificações encontradas em POX Wiki [1].
5.1 Capacidades do POX
O POX vêm sendo desenvolvido com o objetivo de substituir o NOX em iniciativasde pesquisa e ensino. Ele é considerado o irmão mais novo do NOX, sua essência éuma plataforma simples para o desenvolvimento e prototipagem rápida de softwarede controle de rede usando o Python.O objetivo dos desenvolvedores é que ele a venha substituir o NOX nos casos emque o desempenho não seja um requisito crítico. Como pode-se ver na Figura 5.1,observamos que o desempenho do NOX sendo executado em C++ é superior aoPOX, porém nos casos em que o NOX é executado em Python o POX é mais eficienteoferecendo um melhor desempenho. Além disso o POX traz consigo uma interfacemais moderna e uma pilha SDN mais elegante. Por esses motivos é que o POX éconsiderado para fins de pesquisa e ensino no desenvolvimento de aplicações SDN.
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(a) Teste de latência(ms/fluxo) (b) Teste de vazão(fluxo/seg)
Figura 5.1: Comparações de desempenho entre o POX e o NOX [34].
5.2 Instalação do POX
Para se executar o POX é necessário ter o Python 2.7 ou superior instalado no seusistema operacional. O POX é suportado pelos sistemas Windows, Linux e Mac OS,sendo este último o mais recomendado.O POX é distribuído e hospedado no github1 em http://github.com/noxrepo/pox.
5.3 Executando o POX
Para se iniciar o POX é necessário executar o módulo pox.py, para isso fazemos:”./pox.py” em um terminal. O POX tem algumas opções de inicialização que podemser usadas na linha de comando, são elas:
Quadro 5.1: Opções de inicialização do POX.
Opção Descrição
−−verbose Para exibir informações extras, muito útil para a depu-ração de problemas de inicialização.
−−no−cli Serve para que não inicialize a interface interativa decomandos (não é muito útil).
−−no−openflow Não inicializará o módulo openflow automaticamente.
Executar o POX sem nenhum módulo não faz muito sentido. O POX funciona apartir de módulos e componentes, no qual o público-alvo são os pesquisadores quequeiram desenvolver seus próprios componentes. Dessa forma os pesquisadorestem apenas o trabalho de desenvolver seus componentes e executá-los no POX.Para executar os componentes basta especificá-los na linha de comando apósqualquer uma das opções acima ou apenas após a chamada do módulo pox.py dessaforma:
1Site de colaboração, análise e gerenciamento de códigos abertos para projetos em desenvolvi-mento https://github.com/
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./pox.py −−no−cli [meu módulo]
É possível especificar vários componentes na linha de comando. Em geral algunscomponentes não funcionam bem em conjunto e alguns componentes dependem deoutros componentes, isso dependerá muito do ambiente de trabalho do pesquisador.Dessa forma é possível especificar vários componentes da seguinte maneira:
./pox.py −−no−cli [módulo1] [meu módulo2]
Os componentes podem ter argumentos próprios, para executá-los com essas op-ções basta colocar o nome do componente seguido da opção com dois traços, dessaforma:
./pox.py −−no−cli [módulo1] −−[opção] [meu módulo2] −−[opção]
No caso em que o pesquisador precise iniciar muitos módulos com muitas op-ções a linha de comando pode ficar um pouco confusa, para isso basta escrever umcomponente simples que lança outros componentes.
5.4 Componentes do POX
Os componentes do POX são programas que são executados no controlador, emoutras palavras os componentes fornecem as funções para que o controlador traba-lhe em uma rede SDN de acordo com a política do(s) componente(s). Dessa formaquando se fala em componentes para o POX quer-se dizer o que é possível colocarna linha de comando do POX em sua inicialização.O POX já traz consigo alguns componentes básicos entre eles há alguns conve-nientes para testes e há outros que são apenas exemplos, mas a intenção é que opesquisador possa criar seu próprio componente. Nos Quadros A.1, A.2 e A.3 (Apên-dice A) são apresentados alguns destes componentes, alguns estão somente na ver-são beta.Dentre os apresentados podemos destacar o componente ”py”, que inicializa uminterpretador Python para depuração interativa, o componente ”forwarding.l2_lear-
ning”, que faz com que os switches OpenFlow funcionem como switches de autoaprendizagem e o componente ”misc.of_tutorial”, que trata-se do tutorial Open-Flow2 para iniciantes.
2OpenFlow Tutorial http://www.openflow.org/wk/index.php/OpenFlow_Tutorial
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5.5 Compreendendo a Função launch()
Em geral todos os componentes devem ter uma função chamada launch. Quandoexecutamos o POX e chamamos algum componente, o POX executa a função launch()deste componente. Esta função deve realizar todas as ações do componente instan-ciando classes ou chamando outras funções e métodos. Por exemplo:
1 def launch ( ) :
2 p r i n t "Meu componente"
3 " " "
4 Outras operacoes a serem executadas
5 " " "
Caso a função launch receba parâmetros, é possível atribuí-los na linha de co-mando quando inicializar o POX.
1 def launch (a , b = " dois " , c = True ) :
2 p r i n t "Meu componente imprime : " , a , b , c
3 " " "
4 Outras operacoes a serem executadas
5 " " "
Podemos inicializar os parâmetros dessa forma no terminal:
./pox.py meu_coponente −−a=3 −−b −−c=disabled
Note que neste exemplo o parâmetro ”a” não recebe nenhum valor padrão. Casotente iniciar o componente sem atribuir um valor nas opções, o POX retornará umerro. É possível atribuir, nas opções, qualquer tipo à variável, neste caso foi atribuídoum inteiro, mas poderia ser uma string.Note que ao parâmetro ”a”, não foi atribuído nenhum valor, neste caso o Pythonatribuiu o valor de ”a” igual a ”True”, caso ”b” não estivesse nas opções de iniciali-zação ele teria atribuído o valor ”dois”.Já o parâmetro ”c”, que recebe por padrão o valor ”True”, caso se queira enviaro valor ”False” não será possível atribuir diretamente pelas opções de inicialização,pois o Python entenderá o valor como uma String. O que se pode fazer é criar al-gum código que converta o valor para ”False” (booleano), ou utilizar-se da função
pox.lib.util′s str_to_bool() que aceita valores como ”on”, ”true” ou ”enabled”como ”True” (booleano) e o restante como ”False” (booleano).
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5.6 Núcleo do POX
O POX temumobjeto chamado ”pox.core” que serve como repositório para grandeparte de suas API’s. Sua finalidade principal é proporcionar um ponto de encontroentre os componentes. Para isso os componentes precisam registrar objetos arbitrá-rios que irão passar a ser acessíveis por todos os módulos do sistema. Por exemplo,é possível criar um componente e registrar suas funcionalidades no núcleo para queoutros componentes utilizem essas funções sem depender do comando ”import” doPython, reduzindo o código de inicialização.Uma das principais vantagens dessa abordagem é que as dependências entre oscomponentes não são codificadas, diferentes componentes que exponham a mesmainterface podem trocá-las facilmente entre si. Muitos módulos no POX irão querer teracesso ao núcleo, para isso basta importar o objeto:
1 from pox . core import core
Para registrar um objeto no núcleo podemos utilizar o ”core.register()” que levadois argumentos, o primeiro é o nome que se deseja usar quando for requisitado ob-jetos desse componente, o segundo é o objeto que queremos registrar no núcleo.Segue o exemplo de um componente simples com uma função launch() que regis-tra o componente coisa.
1 from pox . core import core
2 c lass MeuComponente ( ob ject ) :
3 def _ _ i n i t _ _ ( se l f , an_arg ) :
4 s e l f . arg = an_arg # At r ibu icao da i s t anc i a a var iave l ’ arg ’
5 p r i n t " \ n \ nMeuComponente TEM que imprime a var iave l arg : " , s e l f . arg
6
7 def funcao ( s e l f ) :
8 p r i n t " \ n \ nMeuComponente ESTA imprimindo a var iave l arg : " , s e l f . arg , " \n \ n"
9
10 def launch ( ) :
11 componente = MeuComponente ( "spam" )
12 core . r eg i s t e r ( " co isa " , componente )
13 core . co isa . funcao ( ) # i r a imprimir : "MeuComponente esta imprimindo avar iave l arg : spam"
Existem outras formas de se registrar objetos no núcleo, para maiores informa-ções consulte a POX Wiki [1].
5.7 Eventos no POX
O POX é orientado a eventos, seu sistema de controle é implementado pela bibli-oteca pox.lib.revent. O princípio desta implementação é que os objetos se tornam
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eventos e não apenas uma coleção de campos e métodos. Um objeto pode dispa-rar eventos e outros podem esperar por esses eventos registrando manipuladores(handlers).Eventos no POX são todos os objetos instanciados de subclasses de revent.Event.Um objeto que gera eventos deve herdar de revent.EventMixin. Tais objetos nor-malmente especificam quais tipos de eventos ele pode disparar. Dessa forma esseseventos são normalmente classes que estendem de Event passando a possuir cer-tas características, mas na prática podem ser qualquer coisa. O objeto que estejainteressado em um evento pode registrar um manipulador (handler) para ele.Alternativamente é possível escutar eventos diretamente, utilizando o núcleo doPOX. A classe que cria os eventos, que herdam de revent.EventMixin, pode registrarobjetos no núcleo do POX de maneira que, para as classe que queiram ouvir esseseventos, basta executar ométodo registrado no núcleo do POX. É o que acontece coma classe pox.openflow.of_01 que cria os eventos openflow e registra eles no método
core.openflow.addListeners(self) do núcleo do POX.Caso um objeto tenha interesse em todos os eventos disparados por outro ob-jeto não é necessário registrar um manipulador para cada evento, pode-se utilizaro método EventMixin.listenTo(). Por exemplo, se existem duas classes Abc e Defque herdam de revent.EventMixin e se Abc disparasse os eventos x e y, para que
Def possa registrar manipuladores para esses eventos normalmente seria necessá-rio definir os seguintes métodos handle_x e handle_y. Porém a classe Def poderegistrar todos os eventos de Abc de uma só vez simplesmente executando o mé-todo EventMixin.listenTo() da seguinte maneira: self.listenTo(someAbcObject).Essa forma é usualmente mais simples que registrar um manipulador para cadaevento. Maiores informações sobre os eventos do POX podem ser encontrados emPOX Wiki [1]
5.8 Pacotes do POX
Por ser um controlador de redes SDN, o POX tem que interagir com diversos tiposde pacotes. Para isso o POX tem uma biblioteca exclusiva para a análise e construçãode pacotes, a biblioteca pox.lib.packet.Esta biblioteca tem suporte a uma série de tipos de pacotes, a maioria dessespacotes tem algum tipo de cabeçalho e uma espécie de carga útil (payload) quemuitas vezes é outro tipo de pacote. Por exemplo, o POX frequentemente trabalhacom pacotes ethernet, que por sua vez contém pacotes ipv4 e que por sua vezcontém pacotes tcp. São alguns tipos de pacotes suportados pelo POX:
• ethernet • ARP
• IPv4 • ICMP
• TCP • UDP
• DHCP • DNS
• LLDP • VLAN
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As classes de pacotes no POX podem ser encontradas no diretório pox/lib/packet.Para importar a biblioteca de pacotes basta fazer:
1 import pox . l i b . packet as pkt
Pode-se navegar pelos pacotes encapsulados de duasmaneiras, usando ométodo
payload de cada pacote para obter o pacote superior da pilha de protocolos TCP/IP ouusando o método find(). Um exemplo simples de como é possível analisar pacotesICMP usando o payload.
1 def parseICMP ( packet ) :
2 i f eth_packet . type == ethernet . IP_TYPE : # ve r i f i c a se o pacote ethernetcontem um pacote ip
3 ip_packet = eth_packet . payload # ip_packet recebe o payload deeth_packet
4 i f ip_packet . protoco l = ipv4 . ICMP_PROTOCOL # ve r i f i c a se o pacoteip u t i l i z a o protoco lo icmp
5 icmp_packet = ip_packet . payload # icmp_packet recebe o payloadde ip_packet
6 . . .
Um maneira mais simples de obter os pacotes é utilizando o método find(). Elelocaliza o pacote encapsulado pelo nome, por exemplo, ’ipv4’. Caso o método naoencontre nenhum pacotes deste tipo ele retornará None (nada). Por exemplo:
1 def handle_IP_packet ( packet ) :
2 i p = packet . f i nd ( ’ ipv4 ’ ) # u t i l i z a c ao do metodo f i nd ( )
3 i f i p i s None :
4 # Este pacote nao tem pacote ip
5 return
6 p r i n t " Fonte do pacote IP : " , ip . s r c i p # imprime a fonte do pacote ip
Os Quadros A.4, A.5 e A.6 (Apêndice A) mostram uma análise de algumas das prin-cipais classes da biblioteca pox.lib.packet, maiores detalhes sobre as outras classespodem ser encontradas em suas classes especificas no diretório pox/lib/packet.
5.9 Threads no POX
Geralmente o modelo de eventos não levanta a necessidade do uso de threads,porém caso algum componente queira executar alguma ação ao longo do tempo,
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como por exemplo, examinar os bytes transferidos ao longo de um fluxo específico acada dez segundos, é interessante entender o modelo de threads utilizado no POX.O modelo de threads do POX é modelado pela biblioteca pox.lib.recoco. Estabiblioteca cria um modelo de threads cooperativas em que as próprias threads de-legam o processamento entre si. Diferente do que ocorre no modelo preemptivo noqual o sistema ativamente interrompe o processamento de um thread e o delega aoutra.Dessa forma todas as threads cooperativas precisam ser criadas por uma classeque estenda pox.lib.recoco.Task e implemente o método run. Após a sua criaçãoa thread precisa ser escalonada e quando for escolhida para ser executada ela podese considerar um processo atômico, que irá ser executada até o final ou até bloqueara si própria com o método Sleep().Ao trabalhar com threads deve-se ter cautela para evitar executar uma operaçãoque pode bloquear o funcionamento do sistema. Por esses motivos é interessantetrabalhar com a classe pox.lib.recoco.Timer que por sua vez já estende da classe
Task facilitando muito o trabalho do modelo de threads.A classe Timer foi projetada para lidar com a execução de pedaços de códigosde uma única vez ou de forma recorrente. Esta classe já lida com modelo de thre-ads automaticamente, bastando apenas definir seus argumentos de entrada quandochamada. No apêndice A podem ser encontrados os Quadros A.7 e A.8, que mostramos argumentos de construção da classe, e o Quadro A.9, que mostra seus métodos.Outra maneira possivel de se trabalhar com thread é utilizar-se do núcleo do POXcom o objeto callDelayed() que age exatamente da mesma maneira do Timer semque se precise importar a biblioteca recoco.Exemplo de como se trabalhar com threads (Disparo de uma única vez):
1 from pox . l i b . recoco import Timer
2
3 def handle_t imer_elapse (mensagem) :
4 p r i n t "Me mandaram f a l a r : " , mensagem
5
6 Timer (10 , handle_t imer_elapse , args = [ "Ola " ] )
7
8 # I r a imprimir "Me mandaram f a l a r : Ola " em 10 segundos
9
10 # Uma outra maneira de se fazer o Timer u t i l i z ando o nucleo do POX:
11 from pox . core import core # Muitos componente fazem isso !
12 core . cal lDelayed (10 , handler_t imer_elapse , "Ola " )
Exemplo de como se trabalhar com threads (Disparo recorrente):
1 # Simula uma longa viagem
2
3 from pox . l i b . recoco import Timer
4
5 nos_estamos_la = False
6
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7 def nos_ja_estamos_la ( ) :
8 i f nos_estamos_la :
9 return False # Cancela o Timer ( veja o se l fStoppable )
10 p r i n t "Nos ja estamos la ? "
11
12 Timer (30 , nos_ja_estamos_la , recur r ing = True ) # f i c a r a imprimindo apergunta : "Nos ja estamos la ?" a cada 30 segundos ate nos_estamos_la =True , e cancela o Timer .
5.10 OpenFlow no POX
O propósito principal do POX é desenvolver aplicações de controle OpenFlow. Estaseção descreve algumas características das interfaces de controle OpenFlow do POX.A biblioteca OpenFlow implementa facilidades para a comunicação com comutadoresOpenFlow e para a recepção e criação de pacotes.O POX tem um componente que se comunica diretamente com os comutadoresOpenFlow, este componente é o openflow.of_01 (01 refere-se a versão do proto-colo OpenFlow 1.0). Como já foi dito este componente inicia automaticamente ao seexecutar o POX (a menos que a opção −−no−openflow seja declarada) e quando éiniciado, por padrão, ele registra um objeto no núcleo do POX (pox.core) com o nome”openflow”. Essa é a principal interface para se trabalhar com o OpenFlow no POX.É possível utilizar este objeto para enviar e receber mensagens de controle para oscomutadores com OpenFlow habilitado.O POX trabalha com o OpenFlow por meio de eventos. Os eventos são registradospelo componente of_01 e podem ser observados por qualquer outro componente aoregistrar um tratador (handle) para esses eventos. Por exemplo, pacotes oriundosde comutadores OpenFlow são recebidos pelo objeto openflow, que por sua vez geraum evento PacketIn que pode ser observado por qualquer outro componente queesteja interessado na chegada do pacote.A maioria dos eventos relacionados ao OpenFlow são criados em resposta direta auma mensagem recebida pelo comutador OpenFlow. Em geral os eventos OpenFlowtêm os seguintes atributos (Quadro 5.2):
Quadro 5.2: Atributos gerais dos Eventos OpenFlow no POX.
Atributo Tipo Descrição
connection Connection É a conexão com o comutador que causouesse evento
dpid long Corresponde ao ID do comutador que causouo evento
ofp ofp_header subclass É a mensagem OpenFlow que o evento trás,a seção 5.11 explica os tipos de mensagens
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O módulo OpenFlow fornece vários eventos para controle de mensagens Open-Flow, esses eventos são descritos nos Quadros A.10 e A.11 (Apêndice A). Todos oseventos são registrados pelo módulo OpenFlow do POX e suas classes podem serencontradas em pox.openflow.__init__.py, maiores detalhes de seus atributos emétodos podem ser encontrados em POX Wiki [1].A seguir é apresentado um componente que escuta os eventos ConnectionUp,
ConnectionDown, PortStatus, PacketIn e FlowRemoved respectivamente.
1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr # dpidToStr e um metodo que converte oid de um comutador para s t r i ng
3
4 log = core . getLogger ( ) # para ex i b i r logs no sistema , neste exemplo eu t i l i z a do o log . debug ( )
5
6 c lass MyComponent ( ob ject ) :
7 def _ _ i n i t _ _ ( s e l f ) :
8 core . openflow . addListeners ( s e l f ) # para ouv i r todos os eventos OpenFlowdo core
9
10 def _handle_ConnectionUp ( se l f , event ) : # t ra tador de eventosConnectionUp , todas as vezes que este evento ocorrer , este metodo eexecutado
11 log . debug ( "O switch %s se conectou ao contro lador . " , dpidToStr ( event .dpid ) )
12
13 def _handle_ConnectionDown ( se l f , event ) : # t ra tador de eventosConnectionDown
14 log . debug ( "O switch %s perdeu a conexao com o contro lador . " , dpidToStr (event . dpid ) )
15
16 def _handle_PortStatus ( se l f , event ) : # t ra tador de eventos PortStatus
17 i f event . added :
18 act ion = " adicionada "
19 e l i f event . deleted :
20 act ion = " re t i r ada "
21 else :
22 act ion = "modificada "
23 log . debug ( "A porta %s no switch %s f o i %s . " , ( event . port , dpidToStr (event . dpid ) , act ion )
24
25 def _handle_PacketIn ( se l f , event ) : # t ra tador de eventos PacketIn
26 log . debug ( "Chegou um pacote no switch %s " pela porta %d , dpidToStr (event . connection . dpid ) , event . port )
27 packet = event . parsed # para que se possa t raba lhar com o pacote
28
29 def _handle_FlowRemoved ( se l f , event ) : # t ratador de eventos FlowRemoved
30 log . debug ( " Fluxo f o i removido no switch %s " , dpidToStr ( event . dpid ) )
31
32 def launch ( ) :
33 core . registerNew (MyComponent ) # regis t rando o componente no nucleo ( core )
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Para que se possa compreendermelhor o que esse componente faz, basta executá-lo juntamente comum componente do tipo forwarding como o forwarding.l2_learn-
ing e observar sua saída.
5.11 Mensagens OpenFlow no POX
São com asmensagens OpenFlow que os comutadores se comunicam com os con-troladores. Todas essas mensagens são definidas na Especificação OpenFlow [42].Existem várias versões da especificação, o POX atualmente trabalha com o OpenFlowversão 1.0.O POX contém classes e constantes que correspondem a todos os elementosdo protocolo OpenFlow, eles estão definidos em pox.openflow.libopenflow_01.py.Grande parte dos nomes das classes são os mesmos da especificação, outros noentanto se diferem para se adequar ao sistema, além disso o POX define algumasestruturas que não correspondem a nenhuma estrutura da especificação. Adiante éapresentado algumas dessas classes e suas descrições básicas.
5.11.1 of.ofp_packet_out
O principal objetivo desta mensagem é instruir um comutador a enviar um pacoteem uma determinada porta. Outra utilidade desta mensagem é instruir um comuta-dor a descartar um pacote que esteja no seu buﬀer. Esta classe pode ser encontradana linha 2886 do arquivo pox/openflow/libopenflow_01.py. Os Quadros A.12 e A.13(Apêndice A) mostram os atributos e as descrições da classe.
5.11.2 of.ofp_flow_mod
O principal objetivo desta mensagem é modificar as tabelas de fluxo de um co-mutador. O controlador pode adicionar, modificar e deletar entradas na tabela defluxo de um comutador. Esta classe pode ser encontrada na linha 1816 do arquivo
pox/openflow/libopenflow_01.py. Exemplos de como realizar uma entrada na ta-bela de fluxo de um comutador podem ser vistos em POX Wiki [1]. Os Quadros A.14e A.15 (Apêndice A) mostram os atributos e as descrições da classe.
5.11.3 of.ofp_match
Esta classe define a estrutura de um fluxo. É possível construir estruturas defluxo a partir do nada para que possam ser utilizadas em outras classes OpenFlowdo POX. Esta classe pode ser encontrada na linha 405 do arquivo pox/openflow/
libopenflow_01.py. O Quadro A.16 (Apêndice A) mostra os atributos e suas descri-ções. Exemplo de como criar uma estrutura de um fluxo:
1 # c r i a r uma est rutura de f luxo em uma l inha
2 my_match = of . ofp_match ( in_por t = 5 , d l _ds t = EthAddr ( " 01:02:03:04:05:06 " ) )
3
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4 #ou c r i a r uma est rutura de f luxo em var ias l i nhas
5 my_match = of . ofp_match ( )
6 my_match . i n _po r t = 5
7 my_match . d l _ds t = EthAddr ( " 01:02:03:04:05:06 " )
5.11.4 ofp_action
É um conjunto de classes que definem ações possíveis de uma regra. Quandodefinida uma ação (uma classe) o comutador realizará esta ação a partir do fluxoregistrado na tabela de fluxos. Essas classes podem ser encontradas no arquivo
pox/openflow/ libopenflow_01.py. O Quadro A.17 (Apêndice A) mostra as classesde ação do POX e suas descrições. Maiores detalhes sobre o funcionamentos dessasclasse podem ser encontrados em POX Wiki [1].
5.12 Desenvolvendo Componentes Próprios
Esta seção mostra como construir um componente próprio para o POX. Em algunscasos o pesquisador pode reutilizar trechos de códigos de alguns componentes jáexistentes nos seus próprios componentes. Nesses casos é possível fazer uma copiade algum componente e trabalhar em cima deles. O Capitulo 7 mostrará como criarcomponentes mais concretos e como testá-los.Como podemos observar os componentes do POX são apenas módulos Python. Épossível colocar esses módulos em qualquer lugar. O usual é colocar esse módulosno diretório ext. Este diretório é o local mais conveniente para que os pesquisadorespossam colocar seus componentes próprios, pois o POX pesquisa automaticamenteesse caminho quando é executado.Dessa forma uma maneira simples de começar a construir um componente pró-prio é copiar um componente já existente (forwarding.l2_learning.py) para o di-retório ext, renomeá-lo (meu_componente.py) e começar a modificar o arquivo. Paraexecutar ele no POX basta dar o comando: ./pox.py meu_coponente.
5.12.1 Como criar um componente básico no POX
Esta seção mostra como criar um componente para o POX. Primeiramente é ne-cessário criar um arquivo em branco no diretório ext (de preferência). Por exemploo arquivo teste.py. Abra o arquivo (vide código a seguir) e crie o método launch()(linha 22) e se quiser alguns parâmetros (Seção 5.5). Este método é executado assimque o POX chama o componente. É interessante registrar o componente no núcleodo POX, seção 5.6 (linha 23 ou 25). Agora é necessário criar a classe do compo-nente teste (linha 6), essa classe deve escutar os eventos openflow, para isso énecessário executar o método addListeners do núcleo do POX (Seção 5.7) (linha9). Agora que o componente teste pode escutar eventos é necessário criar funçõespara tratar certos eventos. Para tratar o evento ConnectionUp, que é lançado toda
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vez que o POX detecta uma nova conexão, é necessário criar um tratador para ele,o método _handle_ConnectionUp (linha 14), esse método recebe como parâmetro opróprio evento e pode realizar qualquer tarefa com ele (Seção 5.10). O componente
teste.py ficará assim:
1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr # dp id_ to_s t r e um metodo que converte oid de um comutador para s t r i ng
3
4 log = core . getLogger ( ) # para ex i b i r logs no sistema , neste exemplo eu t i l i z a do o log . debug ( )
5
6 c lass Teste ( ob ject ) :
7 def _ _ i n i t _ _ ( se l f , an_arg ) :
8 s e l f . arg = an_arg
9 core . openflow . addListeners ( s e l f ) # para ouv i r todos os eventos OpenFlowdo core
10
11 def meu_nome ( s e l f ) :
12 p r i n t "Sou o componente : " , s e l f . arg
13
14 def _handle_ConnectionUp ( se l f , event ) : # t ra tador de eventosConnectionUp , todas as vezes que este evento ocorrer , este metodo eexecutado
15 log . debug ( "O switch %s se conectou ao contro lador . " , dpidToStr ( event .dpid ) )
16 s e l f .meu_nome( )
17
18 def _handle_PacketIn ( se l f , event ) :
19 # executando o metodo reg is tardo no nucleo do pox
20 core . teste .meu_nome( ) # imprimira "Sou o componente : TesteOpenFlow " todavez que um pacote chegar
21
22 def launch ( ) :
23 component = Teste ( " TesteOpenFlow " )
24 core . r eg i s t e r ( " teste " , component ) # reg is t rando o componente teste
25 # outra maneira de r eg i s t r a r o componente : core . registerNew ( Teste )
Para executá-lo faça:
./pox.py teste.py
É necessário deixar claro que o código gerado aqui funcionará tanto em redesSDN reais como no simulador MiniNet, que será explicado no próximo capítulo. NoCapítulo 7 será mostrado como testar os componentes aqui apresentados e comocriar componentes mais realistas e mais complexos.
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Capítulo 6
MiniNet
Para a criação de uma arquitetura SDN é necessário múltiplos componentes emsua infraestrutura. Inicialmente precisamos de uma máquina controladora operandoalgum sistema operacional de rede, como por exemplo, o NOX ou o POX. Posteri-ormente se fazem necessários elementos encaminhadores que tenham o plano decontrole separado do plano de dados com alguma interface de programação, comopor exemplo o OpenFlow. Além disso, ainda é necessário toda uma infraestruturafísica que interligue esses elementos encaminhadores e o controlador por um canalseguro para a criação de uma Rede Definida por Software.Ocorre que nem sempre um pesquisador dispõe de uma infraestrutura como essapara realizar seus experimentos, pois essa estrutura possui um custo elevado. Paralidar com esse problema é possível usar um simulador de Redes Definidas por Soft-ware.O MiniNet é uma ferramenta para a simulação de Redes Definidas por Softwareque permite a rápida prototipação de uma grande infraestrutura virtual de rede coma utilização de apenas um computador. O Mininet também possibilita a criação deprotótipos de redes virtuais escaláveis baseados em software como OpenFlow utili-zando primitivas de virtualização do Sistema Operacional. Com essas primitivas, elepermite criar, interagir e customizar protótipos de Redes Definidas por Software deforma rápida.São algumas características do MiniNet:
• Fornecer uma maneira simples e barata para a realização de testes em redespara desenvolvimento de aplicações OpenFlow;
• Permite que múltiplos pesquisadores possam trabalhar de forma independentena mesma topologia de rede;
• Permite o teste de uma topologia grande e complexa, sem mesmo a necessi-dade de uma rede física;
• Inclui ferramentas para depurar e executar testes em toda a rede;
• Dá suporte a inúmeras topologias, e inclui um conjunto básicos de topologias;
• Oferece API’s simples em Python para criação e experimentação de redes.
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Com o MiniNet é possível realizar testes de depuração e de resoluções de proble-mas podendo se beneficiar de ter uma rede completa experimental em um laptopou PC. Fornece, de maneira intuitiva, ferramentas para o desenvolvimento de apren-dizagem na área de redes. Sua interface permite sua utilização em pesquisas e emaulas para o uso prático de técnicas e soluções de redes.O MiniNet é melhor executado em máquina virtual (VM MiniNet) sendo execu-tada em VMware ou VirtualBox para os sistemas operacionais Windows, Mac e Linuxcom ferramentas OpenFlow já instaladas. Alternativamente é possível instala-lo noUbuntu 11.10, embora os desenvolvedores não recomendem.Mesmo com todas essas qualidades o MiniNet ainda não fornece desempenho equalidade fieis de uma rede real, embora o código utilizado nele sirva para umarede real baseada em switches de software NetFPGAs1, ou switches e, hardwarecomerciais. Isso ocorre devido aos recursos que são multiplexados em tempo realpelo kernel damáquina simuladora, e uma vez que a largura de banda total é limitadapor restrições de CPU e memória da mesma.Este capítulo irá apresentar um passo-a-passo dos principais comandos do Mini-Net, assumindo uma utilização com máquinas virtuais. Mostrará também o passo-a-passo de como estabelecer um ambiente virtual de testes para a criação e o desen-volvimento de uma arquitetura baseada em Redes Definidas por Software. Com asexplicações deste capítulo é possível compreender melhor o MiniNet e, assim, poderexecutar os componentes do POX em uma rede virtual, como será apresentado noCapítulo 7.
6.1 Funcionamento
Quase todos os sistemas operacionais virtualizam os recursos de computaçãousando uma abstração de processos. O MiniNet usa processos baseados na virtuali-zação de vários hosts e switches executados em um único kernel do sistema opera-cional.O MiniNet pode criar switches OpenFlow, controladores e hosts para a comunica-ção da rede simulada. O MiniNet conecta switches e hosts usando enlaces ethernetvirtuais entre os pares.O MiniNet ainda depende do kernel do Linux para sua execução, no entanto seusdesenvolvedores estão desenvolvendo outras técnicas para sua execução em outrossistemas operacionais com virtualização baseada em processos, como por exemploo Solaris.
1O projeto NetFPGA refere-se ao esforço para o desenvolvimento de hardwares de código abertoe plataforma de software para permitir a prototipagem rápida de dispositivos de rede. O projetovisa principalmente os pesquisadores, usuários da indústria e também estudantes em sala de aula.
netfpga.org
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6.2 MiniNet na Prática
São apresentados os procedimentos de instalação e configuração do VM MiniNet,que além de recomendado pelos desenvolvedores é mais simples e pode ser exe-cutado em Windows, Mac e Linux por meio de uma VMware, VirtualBox, QEMU ouKVM.
6.2.1 Pré-Requisitos
É necessário um computador com 2GB de RAM e pelo menos 6GB de espaçolivre no disco rígido. Um processador mais rápido pode acelerar o tempo de boot damáquina virtual, e uma tela maior pode ajudar a gerenciar as múltiplas janelas determinal.
6.2.2 Download VM MiniNet
O download do VM Mininet pode ser feito em https://github.com/downloads/
mininet/mininet/mininet-vm-ubuntu11.10-052312.vmware.zip. Nele está incluídouma imagem de disco VMware no formato .vmdk (disco de máquina virtual) no qualpode ser usado na maioria dos sistemas de virtualização.É necessário também um terminal capaz de se conectar via SSH2 e um servidorX3. Com todos esses requisitos devidamente instalados basta inicializar a máquinavirtual com o software de virtualização de preferência e extrair o arquivo baixado.
6.2.3 Configuração da VM MiniNet
Antes de executar o VM MiniNet algumas configurações são necessárias em seusoftware de virtualização:
• A escolha do sistema operacional deve ser o Linux Ubuntu;
• A alocação deve ser de pelo menos 512Mb de memória para a máquina virtual;
• Utilizar duas placas de rede na máquina virtual, sendo uma destinada a suaprópria rede interna (NAT) e outra para uma interface entre a máquina virtuale máquina física para o uso do SSH (host-only network)
Para realizar essas configurações consulte a ajuda do software de virtualizaçãoutilizado. Neste ponto o sistema está pronto para a execução do VM MiniNet.Quando estiver executando a máquina virtual use os seguinte parâmetros:
2SSH (Secure Shell) é, ao mesmo tempo, um programa de computador e um protocolo de redeque permitem a conexão com outro computador na rede de forma a permitir execução de comandosde uma unidade remota.3X Window System, X-Window, X11 ou simplesmente X é um software de sistema e um proto-colo que fornece uma base para interfaces gráficas de usuário (com o conceito de janelas) e funcio-nalidade rica de dispositivos de entrada para redes de computadores.
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• Username: openflow
• Password: openflow
A conta root não está ativada para login, é possível utilizar o comando ’sudo’ pararealizar comandos como superusuário.Primeiro encontre os endereços IPs da máquina virtual, no console escreva:
$ ifconfig
Será possível ver três interfaces (Ex.: eth0, eth1, lo). As duas primeiras são asconfigurações das duas placas de rede já configuradas antes de executar a máquinavirtual. Caso seja possível ver, basta executar o comando:
$ sudo dhclient eth0
$ sudo dhclient eth1
Execute novamente o comando ’ifconfig’ para habilitar as interfaces, que agorapoderão ser vistas.Em alguns casos essas interfaces estão com outros nomes, no entanto o padrão é’ethX’, onde ’X’ é algum número, execute os comandos com esses nomes e verifiquese as interfaces são habilitadas.Com as interfaces habilitadas anote o endereço IP da segunda interface (host-onlynetwork) que provavelmente seguirá o padrão de IP da sua máquina física. Após issonão é necessário utilizar mais o shell da máquina virtual, pois com este IP podemosconectar a máquina física na máquina virtual via SSH, tornando mais fácil a execuçãode comandos e o uso de múltiplas janelas de terminal.
6.2.4 Notas sobre o Prompt de Comando
Os comando apresentados neste documento são mostrados com um prompt decomando para indicar o subsistema que se destina. Por exemplo:
$ ls
Os comandos seguidos de $ indica que eles deverão ser digitados em um promptde comando do sistema Unix (Linux ou OS X), seja na máquina virtual ou na própriamáquina física.
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mininet> h2 ping −c3 h3
Os comandos seguidos mininet> indica que eles deverão ser digitados no ambi-ente simulado do MiniNet, somente na máquina virtual, assumindo que se utilizará aVM MiniNet.
# ping −c3 10.0.0.3
Os comandos seguidos # indica que eles deverão ser digitados em uma janela deservidor X. Geralmente são usados quando se acessa algum nó na rede virtual. Osímbolo ’#’ no Unix também indica que você está com acesso de super usuário.
6.2.5 Acessando a VM MiniNet via SSH
Com todos os requisitos instalados e as configurações feitas siga:
Para usuários de Mac OS X e Linux: Abra um terminal e digite:
$ ssh −X openflow@[Endereço IP anotado(Guest)]
Após isso será pedido o password, digite openflow. A opção ’−X’ é para habilitaro servidor X na máquina virtual. Execute:
$ xterm
Uma nova janela de terminal deve aparecer. Se tiver sucesso então está feita aconfiguração básica. Feche o xterm. Caso não tenha sucesso verifique a instalaçãodo servidor X na plataforma. Caso queira outras janelas de SSH repita o processo.
Para usuários de Windows: é necessário executar o servidor X na máquina hos-pedeira (física) e configura-lo para ser executado no SSH instalado. Como ser-vidor X é recomendado o Xming4, como SSH é recomendado o PuTTY5. Paraativar o Xming no PuTTY abra o PuTTY e vá na aba Connection→SSH→X11, e
4Xming é uma implementação do X Windows System para sistemas operacionais do MicrosoftWindows.5O PuTTY é um cliente SSH destinado a promover o acesso remoto a servidores via Shell Seguroe a construção de túneis cifrados entre servidores.
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em seguida marque a caixa ’Enable X11 Forwarding’. Após essa configuraçãová na aba Session e em ’Host Name (or IP address)’ na caixa de texto digite oIP anotado anteriormente da sua máquina virtual. Em ’Port’ escreva 22. Nãoesqueça de deixar marcado o radio button SSH em ’Connection Type’. Se tudoder certo será pedido o login e o password, digite ’openflow’ nos dois. Execute:
$ xterm
Uma nova janela de terminal deve aparecer. Se tiver sucesso então está feita aconfiguração básica no Windows. Feche o xterm. Caso queira outras janelas de SSHrepita o processo.
6.2.6 Instalando os Editores de Texto
Com todo o processo concluído será possível ter total acesso ao VM Mininet peloSSH. Instale o seu editor de texto preferido, por exemplo, o vim:
$ sudo apt−get install vim
Outro editor recomendado é o Gedit, que por sua vez é gráfico e de fácil utilização.Também é possível instalar o Eclipse, que é uma ótima IDE para se trabalhar.
6.2.7 Aprendendo as Ferramentas de Desenvolvimento
Esta seção apresenta o ambiente de desenvolvimento para a fácil familiarizaçãodas ferramentas utilizadas. São cobertas tanto ferramentas de depuração quantoferramentas específicas de OpenFlow.Definição dos termos, começando com os tipos de terminais:
terminal da máquina virtual: Este terminal é o console criado quando você ini-ciou a MV. Não é possível copiar e colar neste terminal, nenhuma das açõescom o mouse terá efeito neste terminal, inclusive barras de rolagem. Não seránecessário o uso deste terminal, uma vez que você consiga configurar a rede.
terminal SSH: Ele é criado a partir do software de SSH, conforme apresentado naseção anterior. Este terminal é utilizado para se conectar ao shell da máquinavirtual. É possível copiar e colar por este terminal além de ter barra de rolagemde pelo menos 500 linhas.
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terminal xterm: Ele é utilizado para se conectar a um host da rede virtual. Ele éutilizado dentro do CLI6 do MiniNet para que se possa ter múltiplas janelas parao desenvolvimento. Ele se conectará a uma elemento da rede virtual.
A VM MiniNet contém uma série de ferramentas de rede pré-instaladas, sejamgerais ou específicas do OpenFlow. Algumas delas são:
Controlador OpenFlow: Situa-se acima da interface OpenFlow. A MV contém umcontrolador de referência pré-instalado no ambiente que age como um self-learning Switch Ethernet.
Switch OpenFlow: Situa-se abaixo da interface OpenFlow. A MV contém três op-ções de switches para a rede virtual, switches que utilizem o user-space, swit-ches que utilizem o kernel-space e switches que simulam o Open vSwitch jáapresentado na pagina 41.
dpctl: Utilitário de linha de comando que envia mensagens rápidas do protocoloOpenFlow, útil para visualizar portas de switch e estatísticas de fluxo, além demanualmente inserir entradas de fluxo.
Wireshark: Ferramenta gráfica geral para a visualização de pacotes (não é especí-fico de OpenFlow). A distribuição de referência OpenFlow inclui um Wiresharkdissector, que disseca e analisa as mensagens OpenFlow enviado pela portapadrão do OpenFlow (6633).
iperf: Ferramenta geral de linha de comando para testar a velocidade de uma únicaconexão TCP.
MiniNet A plataforma de simulação de rede que é utilizada.
6.2.8 Principais Comandos do MiniNet
Antes de mostrar as principais configurações para a execução do CLI do MiniNet,será mostrado os principais comando utilizados dentro do CLI do MiniNet. Como jádito assumimos que esteja utilizando a VM MiniNet.Para iniciar o CLI do MiniNet no terminal basta executar o comando:
$ sudo mn
Por padrão uma topologia minima é criada. Essa topologia inclui dois hosts ligadosa um switch OpenFlow por um enlace ethernet e um controlador ligado ao switch.Em seguinte o CLI do MiniNet estará sendo executado apresentando no terminal:’mininet>’
6Command-line Interface (CLI) é um meio de interação com um programa de computador onde ousuário (cliente) emite comando para um programa na forma de sucessivas linhas de texto (linhas decomando).
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Para exibir os comandos do MiniNet, digite no terminal:
mininet> help
Exibir nós:
mininet> nodes
Exibir links
mininet> net
Mostrar informações sobre todos os nós:
mininet> dump
Se a primeira palavra digitada no CLI do MiniNet for o nome de um nó (switch,host ou controlador), o comando seguinte será executado por este nó. Exemplo:
mininet> h2 ifconfig
Irá apresentar as configurações de IP do host ’h2’. Outra opção é abrir uma janelade terminal separada para o nó desejado, para isso utiliza-se o servidor X. Exemplo:
mininet> xterm h2 h3 s1
Isso irá abrir três janelas cada uma com o nome correspondente ao seu nó. Vá najanela com nome ’switch: s1 (root)’ e execute:
# dpctl dump−flows tcp: 127.0.0.1:6634
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Nada irá acontecer, pois o switch ainda não possui entradas de fluxo adicionadas.Na janela com nome ’host: h2 (root)’ e execute:
# ping 10.0.0.3
Voltando a janela com nome ’switch: s1 (root)’ execute: ’# dpctl dump−flows
tcp: 127.0.0.1:6634’. Agora sim é possível ver as entradas de fluxo do switch.O dpctl é um ferramenta que vem com a distribuição de referência OpenFlowpermitindo a visibilidade e o controle sobre uma tabela de fluxos de um único switchOpenFlow. Ela émuito útil para a depuração de redes, pois permite exibição do estadodos fluxos e dos contadores de fluxo. A maioria dos switches OpenFlow começa comuma porta de escuta passiva (em sua configuração atual essa porta é 6634), na qualé possível interagir com o switch pela interface OpenFlow, sem ter a necessidade deadicionar código de debugging no controlador.Para exibir o estado das portas e capacidades do switch entre no seu terminal’xterm’ e execute:
# dpctl show tcp:127.0.0.1:6634
Para exibir a tabela de fluxo de um switch entre no seu terminal ’xterm’ e execute:
# dpctl dump−flows tcp:127.0.0.1:6634
Para instalar fluxos manualmente em um switch entre no seu terminal ’xterm’ eexecute:
# dpctl add−flow tcp:127.0.0.1:6634 in_port=1,actions=output:2
Este comando faz uma entrada na tabela de fluxo do switch criando uma regra.Informa ao switch que os tráfegos vindos da porta (entrada) 1 serão encaminhadopara a porta (saída) 2. Note que por padrão este regra tem um tempo de validade (60segundos), caso não haja tráfego neste fluxo. Alternativamente podemos modificaro tempo de validade. Exemplo:
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# dpctl add−flow tcp:127.0.0.1:6634 in_port=1,idle_timeout=120,actions=
output:2
Agora o tempo de validade é de 120 segundos. Para maiores detalhes sobre aferramenta dpctl execute o comando ’# dpctl −h’.Outro comando utilizado dentro do CLI do MiniNet é o:
mininet> iperfou
mininet> iperf [fonte] [destino]
O iperf analisa a largura de banda entre dois hosts da rede.Um comando para teste de alcance entre todos os nós da rede é o:
mininet> pingall
O comando pingall faz com que todos os hosts da rede enviem pings7 entre si.Um comando últil para teste é o comando:
mininet> link [nó1] [nó2] [up/down]
Este comando desativa ou reativa links entre dois nós. Útil para testes de depu-ração.Para sair do CLI do MiniNet:
mininet> exit
Para maiores detalhes de comando utilizados dentro do CLI do MiniNet visite site
http://yuba.stanford.edu/foswiki/bin/view/OpenFlow/Mininet e procure a docu-mentação do MiniNet.
7PING: é um utilitário que usa o protocolo ICMP para testar a conectividade entre equipamentos.Seu funcionamento consiste no envio de pacotes para o equipamento de destino e na ”escuta” dasrespostas.
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6.2.9 Comandos Utilizados para a Inicialização do CLI do Mi-niNet
Já conhecendo os principais comandos utilizados dentro do CLI do MiniNet, é apre-sentado então os comandos utilizados para inicializar o MiniNet (inicializar o CLI),apresentando as principais opções de inicialização.Exibir as opções de inicialização (ainda fora do CLI) digite:
$ sudo mn −h
Este passo a passo abrangem a maioria dos comandos e opções listadas no usodas entradas do MiniNet.Se o MiniNet não estiver funcionando corretamente, apresentando erros tente lim-par todo o estado residual ou processos por meio do comando:
$ sudo mn −c
Para realizar o teste de ping, afim de testar seu controlador, sem necessitar deentrar no CLI execute:
$ sudo mn −−test pingpair
Este comando criará a topologia básica e fará um teste entre todos os pares deping, depois do teste ele sai do CLI. Outro comando pra teste é:
$ sudo mn −−test iperf
Este comando também cria a topologia básica e executa o iperf em dois hostsanalisando a largura de banda alcançada.Como já vimos a topologia padrão é um único swtch ligado a dois hosts, no en-tanto você pode criar topologias diferentes.
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$ sudo mn −−topo single,Xou
$ sudo mn −−topo linear,Xou
$ sudo mn −−topo tree,X,Y
A primeira cria uma topologia com um único switch ligados a ’X’ hosts, onde ’X’ éum número. A segunda cria uma topologia linear com ’X’ swiches conectados entresi, ligados cada um a ’X’ hosts. A terceira cria uma topologia em árvore de altura ’X’e com o número ’Y’ de filhos por nó.Ainda assim é possível criar topologias totalmente diferentes e personalizadas pormeio de uma simples API em Python. Um exemplo é fornecido em ’custom/topo-2sw
-2host.py’. Este exemplo cria dois switches, ligados entre si, conectados a um hostcada.
1 " " " Custom topology example
2
3 author : Brandon He l l e r ( brandonh@stanford . edu )
4
5 Two d i r e c t l y connected switches plus a host f o r each switch :
6
7 host −−− switch −−− switch −−− host
8
9 Adding the ’ topos ’ d i c t with a key / value pa i r to generate our newly definedtopology enables one to pass in ’−−topo=mytopo ’ from the command l i n e ." " "
10
11 from mininet . topo import Topo , Node
12
13 c lass MyTopo( Topo ) :
14 " Simple topology example . "
15
16 def _ _ i n i t _ _ ( se l f , enab le_a l l = True ) :
17 " Create custom topo . "
18
19 # Add defau l t members to c lass .
20 super ( MyTopo , s e l f ) . _ _ i n i t _ _ ( )
21
22 # Set Node IDs fo r hosts and switches
23 l e f tHos t = 1
24 l e f t Sw i t ch = 2
25 r ightSwi tch = 3
26 r ightHost = 4
27
28 # Add nodes
29 s e l f . add_node ( le f tSw i tch , Node( i s _ sw i t ch=True ) )
30 s e l f . add_node ( r ightSwitch , Node( i s _ sw i t ch=True ) )
31 s e l f . add_node ( le f tHost , Node( i s _ sw i t ch=False ) )
32 s e l f . add_node ( r ightHost , Node( i s _ sw i t ch=False ) )
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33
34 # Add edges
35 s e l f . add_edge ( le f tHost , l e f t Sw i t ch )
36 s e l f . add_edge ( le f tSw i tch , r ightSwi tch )
37 s e l f . add_edge ( r ightSwitch , r ightHost )
38
39 # Consider a l l switches and hosts ’on ’
40 s e l f . enab le_a l l ( )
41
42 topos = { ’mytopo ’ : ( lambda : MyTopo ( ) ) }
codigos/topo–2sw–2host.py
Veja que é muito simples a criação de topologias customizadas, nas linha 23 a 26temos o exemplo de como podemos criar os nós da rede, podemos colocar qualquernome, no entanto temos que identificar um número pra cada nó. Nas linha 29 a 32temos os exemplo de como adicionar nós a topologia da rede. Utiliza-se o método’add_node’ identificando em sua segunda entrada se o nó é um switch ou não (true/-false). Nas linhas 35 a 37 temos o exemplo de como podemos criar as arestas entreos nós da rede. Utiliza-se o método ’add_edge’ identificando os pares de nós que es-tão interligados. Dessa maneira podemos criar topologias totalmente personalizadasde acordo com pesquisa.Para executar o MiniNet com a topologia customizada execute:
$ sudo mn −−custom ∼/mininet/custom/minha_topologia.py −−topo mytopo
Neste exemplo o arquivo ’minha_topologia.py’ está na pasta ’/mininet/custom/’,mas pode ficar em qualquer pasta do sistema. A opção ’mytopo’ é o nome da suatopologia (veja a linha 42).Por padrão os hosts e switches começam com endereços MAC aleatórios. Issopode tornar díficil a depuração de suas aplicações de rede, uma vez que cada novaexecução do MiniNet gera endereçõs MAC distintos entre seus hosts e switches. Pararesolver este problema podemos utilizar a opção −−mac em que cada nó terá umendereço simples e de fácil letura. Exemplo:
$ sudo mn −−mac
O que antes com o comando h2 ifconfig apresentaria um endereçoMAC= 7e:7e:63:3a:6d:c0, agora apresenta um endereço MAC = 00:00:00:00:00:02.Para abrir um terminal de servidor X para cada nó da rede faça:
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$ sudo mn −x
Isso pode ser interessante para realizar teste de monitoramento de pacotes comopor exemplo o tcpdump ou outros testes.Para tipos de switch por padrão é8 utilizado o switch em espaço de kernel, no en-tanto podemos utilizar switch em espaço de usuário. Exemplo:
$ sudo mn −−switch user
Note, no entanto, que a largura de banda nesta opção é muito menor, faça o testecom o ’iperf’. Isso acontece pois os pacote agora precisam atravessar o espaço deusuário para o espaço de kernel e voltar a cada salto ao invés de ficar no kernel en-quanto atravessam o switch. O switch no espaço de usuário é mais fácil de modificar(não é necessário lidar com nenhum kernel), no entanto é mais lento na simulação.Esta opção pode ser interessante como ponto de partida para a implementaçãode novas funcionalidades e novas propostas de rede. Outra opção é o uso do OpenvSwitch (OVS) que já vêm pre-instalado na VM MiniNet. Os testes relatam uma bandamuito semelhante ao switch em espaço de kernel. Exemplo:
$ sudo mn −−switch ovsk
Por padrão o controlador executado na simulação é o controlador de referência’−−controller=ref’, isso quando não há nenhum controlador sendo executado namáquina virtual. Quando há um controlador sendo executado na máquina virtualo controlador padrão é o controlador remoto ’−−controller=remote’. Geralmentequando se tem um controlador sendo executado na máquina virtual, este foi inici-ado pelo o usuário em outra janela SSH, isso será especificado melhor no próximocapítulo.Quando especificamos a opção ’−−controller=remote’ sem nenhum controladorsendo executado, a rede se inicia com um controlador que não realiza nenhumaação. Isso tem sentido quando criamos regras manuais para testes específicos como comando ’dpctl add-flow’ já apresentado anteriormente.Alternativamente podemos iniciar um controlador remoto localizado fora da VMMiniNet, pode ser na própria máquina física ou em qualquer outra máquina conec-tada na internet. Esta opção pode ser conveniente quando se têm alguma versãopersonalizada de algum módulo de um controlador específico. Exemplo:
8Na última versão estável do MiniNet, não se utiliza mais os switches em espaço de kernel, pormotivos de segurança e incompatibilidades com o sistema. O padrão agora utilizado é o switch OVS.
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$ sudo mn −−controller=remote −−ip=[ip do controlador] −−port[porta
de escuta do controlador (padrão = 6634)]
No próximo capítulo será apresentado melhor um exemplo de uso dessa opção.
6.3 Outros Comandos e Ferramentas da VM Mini-Net
A VM MiniNet possui o OpenFlow Wireshark dissector pré-instalado. O Wiresharké extremamente útil para a análise de mensagens do protocolo OpenFlow bem comodepuração de um modo geral. Para iniciar o Wireshark crie uma nova janela SSH ecertifique-se que ela executará o servidor X, explicado anteriormente.O comando para abrir o Wireshark é:
$ sudo wireshark &
Você provavelmente vai receber uma mensagem de aviso por usar o Wiresharkcom acesso root. Ignore o aviso e pressione OK. Clique em Capture→Interfaces nomenu. Abrirá uma nova janela e clique no botão Start ao lado da interface lo.Neste momento será apresentado uma lista com diversos pacotes em constanteincremento. Crie um filtro para controle do tráfego OpenFlow. Na caixa de filtrocoloque ’of’ e pressione ’apply’ para filtrar o tráfego OpenFlow.Primeiro execute o MiniNet com um controlador remoto:
$ sudo mn −−controller=remote
Agora inicie o controlador de referência em outra janela SSH:
$ controller ptcp:
Isso inicia um controlador simples, que atua como um learning switch sem instalarnenhuma entrada na tabela de fluxo.Será exibida diversas mensagens Wireshark, começando com ’Hello’. Clique em’Features Reply’. Abrirá uma nova janela, clique no triangulo ao lado de ’OpenFlow
Protocol’ para exibir os campos de mensagens. Clique em no triangulo ao lado de
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’Switch Features’ e veja as capacidades do datapath. Sinta-se a vontade, exploreos recursos do Wireshark.
Quadro 6.1: Tipos de mensagens OpenFlow apresentadas ao iniciar o controlador.
Mensagem Tipo DescriçãoHello Controlador→Switch após o TCP handshake, o controladorenvia seu número de versão para oswitch.Hello Switch→Controlador o switch responde com seu número deversão suportado.Features Request Controlador→Switch o controlador pede ao switch para verquais portas estão disponíveis.Set Config Controlador→Switch O controlador pede ao switch para en-viar expirações de fluxoFeatures Reply Switch→Controlador as respostas do switch com uma listade suas portas e outras características.Port Status Switch→Controlador permite ao switch informar ao con-trolador mudanças de velocidades deporta ou de conectividade. Ignorareste, pois parece que está com proble-mas nesta versão do OpenFlow.
Quando há muitos switches, a análise do Wireshark pode ficar um pouco confusa,pois varias mensagens repetidas vão aparecer. Mas isso não acontece quando cria-mos a topologia com umúnico switch. Note que asmensagens de Echo Request/Echo
Reply são mensagens para manter a conexão entre os switches e o controlador ati-vas.Agora vamos ver as mensagens geradas em pings na rede. Modifique seu filtrono Wireshark:
of && (of.type != 3) && (of.type != 2)
Agora na janela do MiniNet execute um ping:
mininet> h2 ping -c1 h3
Na janela Wireshark, é possível ver uma série de novos tipos de mensagens:Primeiro vemos a mensagem Packet-In com uma requisição ARP. Logo depoisvemos a mensagem Packet-Out que corresponde a ação tomada pelo controlado noswitch, esta ação no caso é o envio em broadcast pelas portas do switch com exce-
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Quadro 6.2: Tipos de mensagens OpenFlow apresentadas ao realizar um ping.
Mensagem Tipo DescriçãoPacket-In Switch→Controlador o pacote foi enviado ao controlado poisnão possui uma entrada correspon-dente a esse pacote na tabela de fluxodo switch.Packet-Out Controlador→Switch controlador envia um pacote de umaou mais portas do switch.Flow-Mod Controlador→Switch adiciona uma entrada na tabela defluxo do switch.Flow-Expired Switch→Controlador um fluxo expirou após um período deinatividade.
ção a porta que chegou o pacote. Quando o pacote de resposta chega ao switch estejá conhece o caminho para ’h2’ e neste momento ele envia a mensagem Flow-Modcriando uma entrada na tabela de fluxo do switch. Nos próximos pings, não há en-volvimento do controlador, a exibição das mensagens no Wireshark devem parar porai até a validade do fluxo vencer e apresentar a mensagem Flow-Expired.Caso tenha qualquer outra dúvida ou dificuldade em de utilizar o Wireshark pro-cure pela documentação em http://www.wireshark.org/.Outra possibilidade interessante no uso do MiniNet é a possibilidade de se exe-cutar scripts em um host, dentro do CLI ou em sua inicialização. Você pode executarem um host. Exemplo:
mininet> h2 config_script
Ou mesmo ser utilizada no próprio CLI:
mininet> source my_cli_script
Ou utilizá-la na inicialização do CLI:
$ sudo mn −−pre my_cli_script
Todas esses comandos evita a digitação repetitiva no CLI em seus testes e depura-ções de sua aplicação de rede. É possível criar um arquivo com múltiplos comandos
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do CLI para determinado fim específico. Note que nos exemplos acima o arquivo deveficar na pasta raiz do MiniNet, no entanto pode-se especificar o local no comando.Um exemplo de um script é apresentado a seguir:
py ”Configuring network”
h3 ifconfig h3-eth0 10.0.1.2/24
h4 ifconfig h4-eth0 10.0.1.3/24
h5 ifconfig h5-eth0 10.0.2.2/24
h3 route add default gw 10.0.1.1
h4 route add default gw 10.0.1.1
h5 route add default gw 10.0.2.1
py ”Current network:”
net
dump
O MiniNet também fornece APIs para a criação e a configuração de Redes Defini-das por Software. Alguns exemplos de uso pode ser encontradas em mininet/examples,suas descrições encontram-se em mininet/examples/README. Destaca-se duas API’sgráficas, não muito utilizáveis mais que consistem em ideias interessantes. Exemplo:
$ sudo ./ mininet/examples/miniedit.py
Abrirá uma janela gráfica com a qual é possível desenhar uma topologia de ma-neira simples e fácil, no entanto essa API não é funcional e não possível se fazerabsolutamente nada com ela, feche-a e ela encerrará o CLI do MiniNet (Figura 6.1).Outro exemplo é:
$ sudo ./ mininet/examples/consoles.py
Abrirá uma janela gráfica com uma grade de janelas de console, uma para cadanó, e permite a interação com o acompanhamento de cada console, incluindo moni-toração com um gráfico e comandos como o iperf, pings (Figura 6.2).Também é possível criar API’s próprias para MiniNet. Uma API simples basica-mente utiliza-se das bibliotecas mininet.net, mininet.node, mininet.cli. A primeiracontém os módulos necessários para se montar a rede virtual propriamente dita, asegunda por sua vez contém os módulos para se criar todos os nós virtuais dessarede e a terceira serve para que se possa executar o CLI do MiniNet. A seguir é apre-sentada uma API simples com comentários.
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Figura 6.1: MiniNet API miniedit.py.
Figura 6.2: MiniNet API consoles.py.
1 " " "
2 Este e o exemplo de como c r i a r uma API simples instanciando um objetoMiniNet
3 montando sua topo log ia e executando o CLI
4 " " "
5 # importando as c lasses necessar ias
6
7 from mininet . net import Mininet
8 from mininet . node import Con t ro l l e r
9 from mininet . c l i import CLI
10 from mininet . log import setLogLevel , i n f o # para informacoes de log
11
12 def minhaAPI ( ) :
13
14 # Criando a rede :
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15 net = Mininet ( c on t r o l l e r=Con t ro l l e r ) # instanciando um objeto dac lasse Mininet
16
17 i n f o ( ’ ∗∗∗ Adding con t r o l l e r \ n ’ ) # imprimindo log in f o
18 net . addContro l ler ( ’ c0 ’ ) # adicionando um contro lador
19
20 i n f o ( ’ ∗∗∗ Adding hosts \ n ’ )
21 h1 = net . addHost ( ’h1 ’ , ip= ’ 10.0 .0 .1 ’ ) # adicionando um no host ecolocando seu ip
22 h2 = net . addHost ( ’h2 ’ , ip= ’ 10.0 .0 .2 ’ )
23
24 i n f o ( ’ ∗∗∗ Adding switch \ n ’ )
25 s3 = net . addSwitch ( ’ s3 ’ ) # adicionando um switch openflow
26
27 i n f o ( ’ ∗∗∗ Creat ing l i n k s \ n ’ )
28 h1 . l i nkTo ( s3 ) # criando o l i n k de h1 ( host1 ) para s3 ( switch openflow )
29 h2 . l i nkTo ( s3 )
30
31 i n f o ( ’ ∗∗∗ Sta r t i ng network \ n ’ )
32 net . s t a r t ( ) # in i c i ando a rede
33
34 i n f o ( ’ ∗∗∗ Running CLI \ n ’ )
35 CLI ( net ) # in i c i ando o CLI com a rede cr iada
36
37 # o codigo para aqui ate que se saia do CLI
38
39 i n f o ( ’ ∗∗∗ Stopping network ’ )
40 net . stop ( ) # para a rede cr iada
41
42 i f __name__ == ’ __main__ ’ :
43 setLogLevel ( ’ i n f o ’ )
44 minhaAPI ( )
Para executar esta API, crie um arquivo com o nome de minhaAPI.py no diretório
mininet/examples e execute-o na máquina virtual da seguinte maneira:
$ sudo python -O /mininet/examples/minhaAPI.py
Pode-se criar API’s de diversas maneiras. Este trabalho contribui com a criação deuma API’s de inicialização do MiniNet com interface gráfica. Foi utilizando a biblioteca
Tkinter do Python (Figura C.1). Seu código pode ser visto no Apêndice C.
6.4 Teste o Simulador
Agora que se sabe como executar o MiniNet, se conhece os principais comandosutilizados dentro do CLI e se conhece quais as principais opções de inicialização do
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CLI, é possível utilizá-los em conjunto, misturando os diversos tipos de opções nainicialização, por exemplo:
$ sudo mn −−custom ∼/mininet/custom/topo-2sw-2host.py −−topo mytopo
−−mac −−switch ovsk −−controller remote −−ip=10.0.2.2 −−port=6634
−−pre ∼/mininet/custom/my_cli_script
Caso tenha alguma dúvida consulte a documentação em: http://yuba.stanford.
edu/foswiki/bin/view/OpenFlow/MininetDocumentation.
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Capítulo 7
Implementações Desenvolvidas
Entendendo a estrutura do POX e do MiniNet, agora é possível desenvolver com-ponentes no POX e utilizá-los no MiniNet. Para se fazer isso é necessário ter instaladoo MiniNet conforme apresentado no Capítulo 6 e ter instalado o POX na própria má-quina virtual VM MiniNet (recomendado) ou em umamáquina que esteja hospedandoa máquina virtual VM MiniNet.Este capítulo mostra como instalar o POX e como desenvolver componentes fun-cionais em vários cenários de redes. Com as implementações desenvolvidas nestecapítulo o pesquisador poderá entender melhor como funciona a estrutura de umarede SDN podendo então implementar seus próprios componentes que atendam seusrequisitos de pesquisa.Os códigos das implementações desenvolvidas neste capítulo foram utilizados nosimulador MiniNet, mas poderiam ser aplicados em redes SDN reais, equivalentes assimuladas, sem a necessidade de adaptações.
7.1 Instalando e Configurando o POX
Para instalar o POX abra um terminal no computador (Linux ou MAC) ou uma ja-nela SSH conectada a máquina virtual VM MiniNet (preferencialmente se for usarWindows) e baixe o código do POX no repositório do POX no GitHub dessa forma:
$ git clone http://github.com/noxrepo/pox
$ cd pox
Caso queira utilizar a versão beta faça:
/pox$ git checkout betta
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Pronto, o POX está instalado. Navegue por suas pastas para entender melhor suaestrutura, apresentada no Capítulo 5. A versão beta é a mais atual versão do POX eestá em constante modificação pelos desenvolvedores.
7.2 Executando umComponente do POX noMiniNet
Agora que o MiniNet e POX estão instalados, abra dois terminais, um para o POXe outro para o MiniNet (Se o POX estiver instalado na maquina virtual VM MiniNetdeverão ser abertos dois terminais SSH).No terminal SSH da máquina virtual VM MiniNet feche todos os controladores:
$ sudo killall controllers
Depois limpe o MiniNet com o comando:
$ sudo mn −c
Se o POX estiver instalado na máquina hospedeira do VM MiniNet execute o co-mando a seguir para identificar o IP da máquina hospedeira, caso contrário pule estaetapa.
$ sudo route
Irá aparecer algo como:
1 Kernel I P rout ing tab le
2 Dest inat ion Gateway Genmask Flags Metr ic Ref Use I face
3 defau l t 10.0 .2 .2 0 .0 .0 .0 UG 0 0 0 eth1
4 10.0 .2 .0 ∗ 255.255.255.0 U 0 0 0 eth1
5 192.168.56.0 ∗ 255.255.255.0 U 0 0 0 eth2
Procure a linha que começa com ’default’ e anote o endereço IP da coluna ’Ga-teway’.Para iniciar o MiniNet execute o comando a seguir, se o POX estiver sido instaladona VM MiniNet (recomendado) apague a opção −−ip.
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$ sudo mn −−topo single,3 −−mac −−switch ovsk −−controller=remote
−−ip=[endereço ip anotado]
Caso o endereço anotado termine com .1 não será possível se conectar com umcontrolador remoto fora da VM MiniNet, substitua o .1 por .2. Pronto a rede SDNvirtual está criada e o POX poderá conectar-se a ela remotamente em uma máquinahospedeira ou na própria máquina virtual VM MiniNet (recomendado).No terminal destinado ao POX entre no diretório pox/ (”cd pox”) e execute algumcomponente do POX (seção 5.3), por exemplo o forwarding.l2_learning da seguintemaneira:
$./pox.py log.level −−DEBUG forwarding.l2_learning
Se tudo correr bem será possível executar um pingall com sucesso no termi-nal do MiniNet. Pronto, a rede está funcionando e o componente l2_learning estácontrolando essa rede com sucesso. Já será possível executar aquele componentecriado na Seção 5.12 e entender melhor seu funcionamento. A próxima seção expli-cará qual o cenário foi criado neste exemplo e quais os cenários e componentes queserão criados.
7.3 Cenários de Simulação
Na seção anterior foi criada a rede virtual SDN e executado um componente prontodo POX. O cenário criado na seção anterior será o mesmo cenário que será utilizadonos dois primeiros componentes (HUB e SWITCH).Este cenário consiste de um único switch OpenFlow (s1) ligado a três hosts (h2,
h3, h4) como mostra a Figura 7.1.O segundo cenário que será apresentado consistirá de três switches OpenFlow(s5, s6, s7) ligados em árvore nos quais os dois switches finais (folha da árvore)terão dois hosts cada (h1, h2, h3, h4). Este cenário será utilizado no terceiro e quartocomponente (SWITCHES, FIREWALL). Este cenário pode ser visto na Figura 7.2.O terceiro e último cenário também terá três switches OpenFlow (s0, s1, s2) sóque dessa vez interligados entre si funcionando como roteadores, nos quais cada umterá sua rede composta por dois hosts ([h0, h1], [h2, h3], [h4, h5]). Utilizaremos estecenário para o quinto e sexto componente (ROUTER, Especifico). Este cenário podeser visto na Figura 7.3.Os componentes serão especificados nas próximas seções.
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Figura 7.1: Primeiro Cenário de Testes.
Figura 7.2: Segundo Cenário de Testes.
7.3.1 Componente HUB
Esta seção apresenta como construir um componente que age como um HUB,replicando os pacotes recebidos e enviado para todas as suas portas de saída. Paraeste componente será utilizado o primeiro cenário. É interessante observar comoé estruturado um componente no POX e como o POX trabalha com os pacotes e asmensagens OpenFlow. No Apêndice B na seção B.2 é apresentado o código destecomponente com comentários.O componente inicia-se no método launch e registra um ouvinte de mensagensdo núcleo do POX. Não é registrado nenhuma classe ou método no núcleo do POX,como nos exemplos anteriores, apenas utiliza-se do método addListenerByName járegistrado no núcleo do POX pelo módulo openflow, executado automaticamente,para ouvir as mensagens do tipo ConnectionUp1 da rede. Quando essas mensagenschegam, é executado o método start_switch que recebe o evento da conexão como comutador, e a partir daí é instanciado a classe HUB.
1Essa mensagens são enviadas ao controlador quando um comutador entra na rede
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Figura 7.3: Terceiro Cenário de Testes.
A classe HUB por sua vez inicia a conexão com o comutador e registra trata-dores (handle) de mensagens OpenFlow por meio do método addListeners. Dessaforma é possível ouvir as mensagens PacketIn2 vindas ao controlador. Assim quandoo comutador recebe pacotes, que não possuem entradas em sua tabela de fluxo,ele os envia ao controlador, que no caso deste componente faz as ações que ométodo _handle_PacketIn faz. Neste componente este método chama o método
act_like_hub para que o comutador haja como um hub.Para testar este componente, basta criar o arquivo citado dentro da pasta pox/extcom o nome hub.py e executar da seguinte maneira:
$ ./pox.py log.level −−DEBUG hub
Na VM MiniNet em um terminal SSH, cria-se a rede (primeiro cenário):
$ sudo mn −−topo single,3 −−mac −−switch ovsk −−controller=remote
−−ip=[endereço ip do host]
Caso o POX seja executado na própria VM MiniNet, como recomendado, bastaremover a opção −−ip. Execute testes no CLI do MiniNet como ping, pingall ou
iperf, veja o comportamento dos pacotes com o WireShark (Seção 6.3).
2Mensagens que o controlador recebe quando o comutador recebe um pacote que não tem entra-das em sua tabela de fluxo
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7.3.2 Componente SWITCH
Este componente haje como um switch de auto aprendizagem de camada doisque aprende o caminho a medida que os pacotes chegam no comutador. Em outraspalavras é um simples switch que aprende os caminhos de seus hosts. No Apêndice Bna seção B.3 é apresentado o código deste componente com comentários.O interessante deste componente é observar como se trabalha com mensagens
ofp_flow_mod que instala entradas na tabela de fluxo de um comutador OpenFlow.Esse tipo de comportamento faz com que o switch execute o comutamento de paco-tes muito mais rápido do que o componente anterior.No HUB as mensagens enviadas eram do tipo ofp_packet_out, que são mensa-gens utilizadas pelo que o controlador para instruir o switch aonde enviar os pacotes.Esse tipo de comportamento é pior em relação ao desempenho, pois o controladorparticipa da decisão de encaminhamento de todos pacotes que chegam no switch.Este componente é semelhante ao anterior quanto a sua estrutura, a diferença éque quando os pacotes chegam ao controlador, e não possuem entradas na tabela defluxo referente a este pacote, o componente anota o endereço físico (MAC) da fontedo pacote em uma tabela e associa este endereço a porta de chegada do switch(linha 26), em seguida é verificado se o endereço de destino físico do pacote estánessa tabela, se estiver, será instalado o fluxo no comutador, se não estiver na tabelaele instrui o comutador a inundar o pacote em todas as demais portas, como o HUBfaz. Sempre que um novo pacote passar pelo switch, a dupla formada pela porta deentrada e MAC de origem será gravada na tabela, caracterizando o mecanismo deauto-aprendizagem.Para testar este componente, basta criar o arquivo citado dentro da pasta pox/extcom o nome switch.py e executar da seguinte maneira:
$ ./pox.py log.level −−DEBUG switch
O componente pode ser testado no cenário de teste do componente anterior.Execute testes no CLI do MiniNet como ping, pingall ou iperf veja a diferença doresultado deste último. Veja o comportamento dos pacotes com o WireShark e ostipos de mensagens OpenFlow.
7.3.3 Componente SWITCHES
O componente anterior funciona apenas em cenários de rede com um switch. Issoocorre pois a tabela em que se anota os endereços físicos e suas portas de origem éuma tabela global do componente, logo quando se há mais do que um switch essatabela não faz sentido, pois portas iguais de diferentes switch podem encaminharpacotes para lugares diferentes na rede. No Apêndice B na seção B.4 é apresentadoo código deste componente com comentários.Faz-se necessário então anotar também os números de identificação de cadaswitch nesta tabela global, para que quando o pacote for comparado na tabela, este
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deve ser comparado com o switch que questiona o controlador sobre o caminho depacotes (_handle_PacketIn). Alternativamente pode-se colocar uma tabela exclu-siva para cada switch quando estes instanciam a classe Switch (linha 75). O próximocomponente faz isso.Para testar este componente, basta criar o arquivo citado dentro da pasta pox/extcom o nome switches.py e executar da seguinte maneira:
$ ./pox.py log.level −−DEBUG switches
Na VM MiniNet em um terminal SSH, cria-se a rede (segundo cenário):
$ sudo mn −−topo tree,2 −−mac −−switch ovsk −−controller=remote
−−ip=[endereço ip do host]
Caso o POX seja executado na própria VM MiniNet, como recomendado, bastaremover a opção −−ip. Execute testes no CLI do MiniNet como ping, pingall ou
iperf, veja o comportamento dos pacotes com o WireShark.
7.3.4 Componente FIREWALL
Este componente mostra como é possível instalar regras especificas nos switchespara que hajam como um firewall ou mesmo negando serviços específicos. O pro-posito deste componente é mostrar como é possível criar regras especificas para oscomutadores da rede. No Apêndice B na seção B.5 é apresentado o código destecomponente com comentários.A estrutura do componente segue o mesmo padrão dos outros. A diferença estána tabela que guarda os valores dos endereços físicos e portas, dessa vez ela nãoe global, e por esse motivo não se faz mais necessário guardar o ID do switch, poiscada switch terá sua tabela quando instanciar a classe (linha 137).Assim que um switch se conecta na rede é gerado umamensagemde ConnectionUpque faz com que o switch instancie a classe Firewall que na sua inicialização cria atabela MAC/PORT (linha 20) e chama o método install_firewall_rules que instalaregras determinadas no switch.Essa regras foram definidas como exemplo para este cenário, poderiam ser feitasoutras regras ou de maneiras diferentes. A primeira regra faz com que pacotes quetenham a porta TCP 80 sejam enviados ao controlador, para que ele decida o quefazer. A segunda regra envia todos os pacotes que tenha o IP de destino igual a10.0.0.2 para o controlador. Em ambos os casos os switches enviam esses pacotespor meio de uma mensagem PacketIn ao controlador. Este, por sua vez, decidir ocaminho no método _handle_PacketIn do componente utilizado (linha 58), que nesteexemplo retorna sem realizar ação alguma.
90
Dessa forma pacotes que tenham a porta TCP 80 e pacotes que tenham o ende-reço de destino IP 10.0.0.2 não serão comutados nessa rede. Para testar este compo-nente, basta criar o arquivo citado dentro da pasta pox/ext com o nome firewall.pye executar da seguinte maneira:
$ ./pox.py log.level −−DEBUG firewall
O cenário de teste utilizado neste componente é omesmo cenário do componenteanterior. Execute testes no CLI do MiniNet como ping, pingall ou iperf. Para testarse os pacotes com a porta TCP 80 serão comutados, abra um xterm para dois nós(Ex.: xterm h1 h3) e faça em um deles:
# iperf -s -p 80
No outro nó faça:
# iperf -c [endereço ip do outro nó] -p 80
É possível ver que o trafego não irá fluir, fazendo o teste com outra porta é possívelver que fluirá normalmente. É necessário observar que, neste cenário especifico,pacotes com destino ao h2 não chegarão, logo pings a h2 ou oriundos de h2 tambémnão funcionaram. Para maiores detalhes veja o comportamento dos pacotes com oWireShark.
7.3.5 Componente ROUTER
Este componente é um pouco mais complexo que os outros. Ele utiliza o terceirocenário. Seu cenário é composto de três sub-redes com os seguintes endereços IP:
10.0.1.1/24, 10.0.2.1/24 e 10.0.3.1/24 com amascara de sub-rede 255.255.255.0.Para criar esta rede, pode-se utilizar os métodos apresentados no Capítulo 6, pá-gina 77. Para configurar os IP’s da rede e o gateway pode-se utilizar o comando
ifconfig com as opções necessárias. Alternativamente é possível criar a topolo-gia no MiniNet executando o código apresentado no Apêndice B na seção B.1 comcomentários. O código deste componente encontra-se no Apêndice B na seção B.5.Este componente deve implementar o protocolo de roteamento ARP3 na rede ano-tando em uma tabela (linha 35), para cada switch, o endereço físico (MAC) da fonte
3Address Resolution Protocol ou ARP é um protocolo usado para encontrar um endereço dacamada de enlace (MAC) a partir do endereço da camada de rede (IP).
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com seu endereço rede (IP) e sua porta de chegada. Com essas informações é pos-sível rotear os pacotes na rede.Quando um switch se conecta na rede ele instancia a classe Router que inicia duastabelas, uma ARP (linha 35) e outra de IP (linha 42). A primeira é a tabela usada noprotocolo ARP, já a segunda serve para anotar os IP’s que já passaram neste switch.Essa tabela serve para garantir que IP’s que não existem na rede não fiquem sendoinundados pelo protocolo APR em um laço sem fim.Quando pacotes chegam ao comutador é verificado se este pacote é do tipo ARPou IP. Se for ARP é executado o método arp_responder (linha 45) que executa o pro-tocolo de roteamento ARP, se for IP é executado o método route (linha 124) que fazo roteamento de pacotes de acordo com a tabela ARP. Para testar este componente,basta criar o arquivo citado dentro da pasta pox/ext com o nome router.py e exe-cutar da seguinte maneira:
$ ./pox.py log.level −−DEBUG router
O componente pode ser testado no terceiro cenário de teste já apresentado. Exe-cute testes no CLI do MiniNet como ping, pingall ou iperf e veja os resultados. Vejao comportamento dos pacotes com o WireShark e os tipos de mensagens OpenFlow.
7.3.6 Componente ESPECÍFICO
Este componente é um exemplo de como controlar o funcionamento da rede deuma maneira bem específica. Pode servir como base para entender as funcionalida-des do OpenFlow usando o controlador POX. Agora que já foi apresentado os compo-nentes anteriores, este componente torna-se bem simples de entender. Seu cenáriode teste é o cenário do componente anterior e só funcionará neste cenário confi-gurado dessa maneira. No Apêndice B na seção B.7 é apresentado o código destecomponente com comentários.Cada pacote que chega ao controlador é inspecionado e atribuído a ele uma rota,dando uma entrada na tabela de fluxo do comutador. Dessa forma, cada pacote novoque chega ao switch é enviado ao controlador onde o método _handle_PacketIn osrecebe e chama o método install_rules que instala uma regra para este pacote deacordo com uma lógica definida.O funcionamento do fluxo de pacotes nesse componente funciona da seguintemaneira:1 - O enlace que liga os switches s0 e s1 é exclusivo para pacotes que tenham aporta de destino e de origem TCP 1234, nenhum outro pacote deve passar poresse enlace.
2 - Todos os demais pacotes são comutados normalmente na rede sem passar noenlace que liga diretamente os switches s0 e s1.Com essas regras na rede, os pacotes que tenham portas TCP 1234 irão ter pri-oridade na comutação de pacotes entre os switches s0 e s1 já que todos os outros
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pacotes deverão passar por s2. Este caso e todos os outros servem como exemplode como controlar uma rede SDN utilizando o POX.Para testar este componente, basta criar o arquivo citado dentro da pasta pox/extcom o nome especifico.py e executar da seguinte maneira:
$ ./pox.py log.level −−DEBUG especifico
O componente só poderá ser testado no cenário de testes do componente ante-rior. Execute testes no CLI do MiniNet como ping, pingall ou iperf e veja os re-sultados. Analise os resultados do iperf com a porta TCP 1234 e com outras portasnos diversos nós. Veja o comportamento dos pacotes com o WireShark e os tipos demensagens OpenFlow.
7.4 Resultados Esperados
Neste capítulo foi desenvolvido alguns componentes no POX e foram utilizadose testados na plataforma de simulação de Redes Definidas por Software, o MiniNet.Esses componentes servem como base para a criação de cenários de testes em redesreais para o paradigma de Redes Definidas por Software.É possível agora observar na prática como funciona o protocolo OpenFlow, comofunciona a troca de mensagens entre os comutadores e o controlador, além é clarode entender a estrutura de um controlador de rede SDN e poder utilizá-lo para ocontrole de uma rede SDN.É necessário entender o funcionamento do POX antes de iniciar a execução destescomponentes. Além disso, é necessário entender o funcionamento do MiniNet paratestes em ambientes simulados. A partir de então é possível implementar estescomponentes em ambientes reais com comutadores e hosts físicos.Com a compreensão desses componentes é possível implementar diversos casosparticulares para testes de novas pesquisas na área de redes, ou mesmo para ouso como ferramenta didática em disciplinas de redes. Apresentar os conceitos eprotocolos de redes de computadores por meio de ferramentas como o MiniNet, trazpara o aluno uma visão programática de como os desafios são resolvidos no núcleoda rede. Além disso, ao possibilitar que o aluno experimente um protocolo, ou ainda,permitir que ele possa estendê-lo adicionando novas funcionalidades, o educadorestará preparando seus alunos para os desafios reais das redes de computadores.
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Capítulo 8
Discussão e Conclusão
As redes de computadores constituem, hoje, um serviço de primeira necessidadepara a sociedade. No entanto, os mesmos motivos que a mantiveram até hoje, suaarquitetura baseada no serviço de transferência fim-a-fim e a pilha de protocolosTCP/IP, também são responsáveis pelas limitações vivenciadas hoje no tangente aescalabilidade, mobilidade e gerenciamento. Contudo, para atender tais serviços, asredes de computadores foram evoluindo por meio de ”adaptações”, funcionalidadesestas não previstas em sua arquitetura original. Essas ”adaptações” dificultarame inibiram a criação de novas propostas de arquiteturas para seu núcleo, visto queessas propostas devem ser compatíveis com as ”adaptações” da rede não afetando ofuncionamento damesma. Estudos argumentam pela necessidade de se desenvolveruma nova arquitetura para a Internet, a Internet do Futuro [2, 17].Os diversos estudos voltados para a Internet do Futuro apontam para um modelopluralista, na qual a infraestrutura de rede deve ser capaz de dar suporte a diversasredes em paralelo, cada uma com sua pilha de protocolos e gerenciamento próprio,garantindo alta flexibilidade e permitindo a inovação no núcleo da rede. Uma tec-nologia que permite o desenvolvimento desse modelo é a virtualização de redes. Avirtualização de redes consiste no desenvolvimento de uma camada de abstraçãosobre a infraestrutura física da rede. Essa tecnologia, utilizada em projetos como aGENI [26], propõe uma nova forma de organizar as redes de computadores, utilizandomáquinas virtuais para representar comutadores virtuais na rede. Entretanto, essetipo de virtualização enfrenta o desafio de se obter uma implementação eficientedo plano de dados nos comutadores, uma vez que nas redes atuais a otimização dohardware de encaminhamento de pacotes atingiu patamares de desempenho signi-ficativos, impossíveis de se equiparar em software.Nesse contexto, o paradigma de Redes Definidas por Software (SDN) surge comouma alternativa para o desenvolvimento do modelo de virtualização de redes. Pordarem acesso às tabelas de encaminhamento de forma programável, as redes SDNoferecem uma nova forma de virtualizar a rede, não mais com máquinas virtuaisindependentes para cada elemento da rede virtual, mas com o particionamento dosespaços de endereçamento dessas tabelas. Dessa forma, visões abstratas da redepodem ser oferecidas a cada operador que deseje implementar um novo serviçosobre a rede física.
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8.1 Desafios de Pesquisa
O paradigma SDN é considerado o modelo mais promissor de arquitetura para aInternet do Futuro [14]. Sua capacidade de implementação gradual na arquiteturade rede é um dos principais motivos que o tornam o modelo eleito pela academia eindustria, além do fato de prover uma visão global e o gerenciamento centralizadoda rede.O paradigma SDN abre uma gama de novas possibilidades para a pesquisa emredes de computadores. A Seção 3.7 apresentou diversos contextos de aplicação quepodem oferecer novos enfoques e possibilidades de evolução. Deve-se considerarque o paradigma SDN ainda é algo novo e, portanto, existe um longo caminho paraconsolidar este paradigma.Pode-se classificar alguns dos principais desafios, conforme tratado a seguir:
A visão da rede - O paradigma SDN provê uma visão global da rede disponível pelocontrolador da rede. Os controladores atuais ainda não apresentam essa visãocomo um elemento de sua estrutura básica, ela pode ser constituída com basenas informações derivadas das mensagens recebidas. Espera-se que os con-troladores ofereçam esse elemento por meio da noção do ”Modelo de Objetosda Rede”, ou Network Object Model (NOM) [14]. Essa abstração permitirá odesenvolvedor de aplicações SDN implementar o controle de ações em funçãodo grafo de rede e não mais ao redor dos eventos de chegada de mensagensOpenFlow.
Sistema operacional de Redes - A noção do sistema operacional de rede comoum ambiente de execução que estabelece a ligação entre as aplicações SDNe a rede física pode ir além das implementações de um controlador de redeSDN atual. Este conceito pode abrir caminhos para uma nova forma de se pen-sar em redes de computadores, não mais em termos de artefatos tecnológicos,mas de princípios organizacionais abstratos como ocorre na área de SistemaOperacionais. Pode-se utilizar questões como escalonamento de processos, al-gorítimos de sincronização e estruturas de dados como princípios básicos paraessa nova geração de controladores de rede, fazendo com que eles realmentese comportem como sistemas operacionais.
O encaminhamento - Apesar do OpenFlow ser apresentado como a principal inter-face de acesso aos mecanismos de encaminhamento de cada comutador, asredes SDN não se restringem a ele. Soluções deveriam oferecer uma interfacede encaminhamento pela malha da rede, independentemente da interface par-ticular de cada elemento. Assim, aplicações poderiam se concentrar em suascaracterísticas específicas, fazendo uso de primitivas de encaminhamento fim-a-fim na rede.
Depuração - A inclusão que o paradigma SND traz de ter diversos níveis de abstra-ção entre as aplicações de rede e sua infra-estrutura física, cria a necessidadede regras que traduzam o que é expressado na linguagem e interface de aplica-ções e como os conceitos associados são implementados na rede física. Nesse
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processo, existe a possibilidade de que a configuração da rede física não repre-sente o que era previsto nos níveis superiores. Criar mecanismos que possamidentificar quando isso ocorre, e qual é sua causa, ainda é um problema emaberto nos mecanismos de depuração do paradigma SDN.
Distribuição - A forma de controle centralizado que o paradigma SDN oferece nãoprecisa, necessariamente, ser implementada de forma centralizada. Dessaforma, projetos de controladores distribuídos fisicamente mas centralizados lo-gicamente ainda são possíveis linhas de pesquisa que podem ser exploradasnesse contexto. Vale lembrar que a noção de visão global da rede como algocentralizado em SDN é uma visão lógica e o paradigma não exige que essavisão deva ser, obrigatoriamente, implementada de forma centralizada. Re-quisitos de desempenho ou tolerância a falhas poderiam levar a decisões dedistribuição dessa visão.
8.2 Considerações Finais
Foi observado que o paradigma de Redes Definidas por Software é uma grandepromessa para a arquitetura da Internet do Futuro. Seu potencial apenas está come-çando a ser explorado, mas já é grande o interesse da área acadêmica e da industrial.O fato de existirem no mercado diversos dispositivos comerciais com o protocoloOpenFlow habilitado confirma que esse paradigma é bastante promissor.Este trabalho apresentou o contexto histórico das redes de computadores, suainfraestrutura e seus problemas para atender todos os requisitos hoje estabelecidospelas novas aplicações de rede. Foi observado que a arquitetura atual das redes decomputadores está saturada e têm dificuldades para atender as novas demandas domercado. Embora sejam identificadas muitas propostas de rede para atender essesrequisitos, estas não são bem aceitas no mercado comercial por não serem testadasem ambientes reais. Isso deve-se ao fato das redes atuais estarem ossificadas comdiversas ”adaptações” em sua arquitetura original. A comunidade acadêmica estudaformas de renovar essa arquitetura, com as propostas de Internet do Futuro. Dentreos estudos mais promissores está o paradigma de Redes Definidas por Software.O presente trabalho buscou apresentar uma visão dos aspectos teóricos e práticosenvolvidos no desenvolvimento de pesquisas em Redes Definidas por Software, apre-sentando suas características e elementos essenciais para o desenvolvimento nessaárea, com ênfase no controlador de rede. O controlador de rede é o elemento quetem o papel essencial em qualquer iniciativa SDN, uma vez que o software que defineas redes são desenvolvidos com base nos recursos oferecidos. Diversas opções decontroladores foram descritas e algumas aplicações básicas foram apresentadas notexto. O OpenFlow, que consiste na principal interface associada ao paradigma SDN,foi apresentado e descrito. Suas características formam um dos elementos mais mo-tivadores para o paradigma apesar de não ser a única forma de se implementar umaSDN. Foi, então, apresentado o POX, um controlador recentemente lançado e espe-cialmente desenvolvido para o ambiente de pesquisa e ensino. Com a modelagem
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e estrutura apresentadas se torna fácil desenvolver e construir aplicações SDN queutilizem a interface OpenFlow.O cenário de testes utilizado foi feito por meio do simulador de Redes Definidaspor Software MiniNet. Vale ressaltar que os testes desenvolvidos no texto podemser utilizados em redes físicas reais. É mostrado como implementar componentesno POX e como testá-los no MiniNet. Todos as implementações desenvolvidas nestetrabalho servem como base para pesquisa e modelagem de ensino na área de redesde computadores.Considerando o sucesso do paradigma SDN e todos os desafios identificados nestetexto, observa-se que existe um vasto campo para o desenvolvimento de novos pro-jetos de pesquisa focando em SDN. Este trabalho serve como um ponta pé inicial parao desenvolvimento de novas pesquisas na área, seja como ferramenta para estudoou como introdução didática para esse novo paradigma de redes.
8.3 Trabalhos Futuros
O paradigma SDN ainda é novo e muitos desafios de pesquisa ainda estão por vir.Como sugestão para trabalhos futuros são apresentados os seguintes itens:
• Difundir esse paradigma em laboratório e realizar testes em elementos físicos.
• Utilizar as implementações desenvolvidas no texto em uma rede real.
• Expandir futuramente esse modelo para toda a universidade.
Com a implementação deste paradigma na infraestrutura da universidade, os pes-quisadores poderiam desenvolver pesquisas de novas técnicas de rede, com avalia-ções em redes reais sem prejuízo no tráfego de produção da universidade.
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Apêndice A
Descrição dos Elementos do POX
A seguir é apresentado a descrição dos componentes básicos do POX:
Quadro A.1: Descrição dos Componentes nativos do POX.
Componente Descriçãopy Este componente inicializa um interpretador Python paraa depuração interativa. Este componente é executadoautomaticamente se a opção ”−−no−cli” estiver desa-bilitada.forwarding.l2_learning Este componente faz com que os switches OpenFlow fun-cionem como switches de aprendizagem de camada dois.No entanto ele instala fluxos extras para conexões com omesmo origem/destino, por exemplo, conexões com ori-gens distintas e destinos iguais possuem dois fluxos dis-tintos.forwarding.l2_pairs Omesmo que o ”forwarding.l2_learning”, no entanto esteémais simples emais correto, ele instala regras baseadaspuramente em endereços MAC nao levando a considera-ção origem e destino.forwarding.l3_learning Este componentes nao chega a ser um roteador, masopera em camada três. Ele é uma espécie de switch decamada três, operando exatamente como um switch decamada dois com a diferença entre os endereçamentosde MAC para IP.forwarding.l2_multi Este componente haje como os outros switches de apren-dizagem, a diferença está em ambientes com múltiplosswitches. Neste componente quando um switch aprendeum endereço MAC todos os outros das rede tambémaprendem, para isso este componente utiliza outro com-ponente o openflow.discovery.
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Quadro A.2: Continuação do Quadro A.1.
Componente Descriçãoopenflow.spanning_tree Este componente usa componentes de descoberta paraconstruir uma visão da topologia da rede e transformaresta topologia em uma árvore. Seu objetivo é desativarinundação em portas de switches que não estão nesta ár-vore. Isso faz com que topologias que tenham laços nãorealize transmissões inúteis na rede. Este componenteassemelha-se ao efeito produzido pelo o Protocolo Span-ning Tree1, mas realizando isso de uma forma diferente.web.webcore Este componente inicia um servidor web dentro do pro-cesso do POX. Dessa forma outros componentes podeminteragir com ele fornecendo conteúdos estáticos e dinâ-micos.messenger Este é um componente que fornece o uma interface parao POX realizar conexões por meio de mensagens bidireci-onais baseadas em JSON2.openflow.of_01 Este é o componente que se comunica com os switchesOpenFlow 1.0. Normalmente ele é iniciado por padrãoquando não é especificada a opção −−no−openflow. Asvezes é necessário chama-lo manualmente quando sequer modificar suas opções, por exemplo, qual interfaceou porta ele está ligado.openflow.discovery Este componente descobre qual é a topologia da rede pormeio de mensagens de controle entre os switches Open-Flow.openflow.debug Este componente analisa as trocas de mensagensOpenFlow entre o controlador e os switches da rede.Assemelha-se as análises do tcpdump ou do WireShark(discutido melhor depois) sendo mais sintética.openflow.keepalive Este componente faz com que o POX envie solicitaçõesperiódicas de eco para switches conectados. Alguns swit-ches, após um longo periodo de silêncio, podem assumirque a ligação está inativa ou que houve uma perda deconectividade com o controlador e sendo assim este iráse desligar. Dessa forma este componente evita este pro-blema.
1Spanning Tree Protocol (STP) é um protocolo para equipamentos de rede que permite resolverproblemas de laços em redes comutadas cuja topologia introduza anéis nas ligações.2JavaScript Object Notation, é um formato leve para intercâmbio de dados computacionais quepode ou não utilizar-se de JavaScript. http://www.json.org/.
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Quadro A.3: Continuação do Quadro A.2.
Componente Descriçãomisc.pong Este componente é um exemplo simples de como se tra-balhar com o monitoramento e o envio de pacotes ICMP.Sua execução faz com que todos os pings realizados te-nha uma resposta pong.misc.arp_responder O mesmo que o anterior com a diferença que responderequisições ARP a partir de uma lista de entradas estáti-cas.misc.packet_dump Um simples componente que exibe informações de paco-tes. É como executar um tcpdump em um host.misc.dns_spy Este componente monitora as respostas DNS e guardaseus resultados.misc.of_tutorial Este componente é um tutorial simples que mostra comotransformar uma hub em um switch de aprendizagem decamada dois. Este é o tutorial utilizado no OpenFlow Tu-torial3.misc.mac_blocker Este componente é feito para ser usado ao lado de outroscomponentes de encaminhamento. Aparecerá uma inter-face gráfica que permite bloquear endereços MAC. Este éum exemplo que demonstra o uso de eventos de bloqueioe como criar componentes com interface gráfica.log O POX utiliza-se de mensagens de log do Python que porsua vez podem ser configuradas nas das linhas de co-mando, por exemplo, é possível configurar logs que in-cluam data e hora.log.color Este componente faz com que o log seja exibido comcores de diferenciadas no terminal, muito interessantequando se quer fazer depurações.samples.pretty_log Este componente personaliza as saídas do log para umamelhor visualização.tk Este componente é utilizado para ajudar na construçãode interfaces gráficas baseadas no POX.
Os Quadros A.4, A.5 e A.6 mostram uma análise de algumas das principais classesda biblioteca pox.lib.packet, maiores detalhes sobre as outras classes podem serencontradas nas classes especificas no diretório pox/lib/packet.
3OpenFlow Tutorial http://www.openflow.org/wk/index.php/OpenFlow_Tutorial
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Quadro A.4: Análise da classe Ethernet do POX.
Atributos Descrição
dst Endereço MAC de destino
src Endereço MAC da fonte
type(int) Define o tamanho do campo do pacote ethernet.
effective_ethertype(int) Delimita o tamanho do cabeçalho da VLANConstantes Descrição
IP_TYPE Define um pacote do tipo IP (Exemplo no códigoda pagina 57)
ARP_TYPE Define um pacote do tipo ARP
RARP_TYPE Define um pacote do tipo RARP
VLAN_TYPE Define um pacote do tipo VLAN
LLDP_TYPE Define um pacote do tipo LLDP
JUMBO_TYPE Define um pacote do tipo JUMBO
QINQ_TYPE Define um pacote do tipo QINQ
Quadro A.5: Análise da classe IP do POX.
Atributos Descrição
dstip Endereço IP de destino
srcip Endereço IP da fonte
tos(int) O histórico campo de tipo de serviço TOS(8 bits).
id(int) Campo de identificação
flags(int) Campos de flag
ttl(int) Tempo de vida do pacote
protocol(int) Número do protocolo IP
csum(int) Checksum do pacote IPConstantes Descrição
ICMP_PROTOCOL Define o protocolo do pacote como ICMP
TCP_PROTOCOL Define o protocolo do pacote como TCP
UDP_PROTOCOL Define o protocolo do pacote como UDP
DF_FLAG Define o bit DF(don’t fragment)
MF_FLAG Define o bit MF(more fragments)
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Quadro A.6: Análise da classe TCP do POX.
Atributos Descrição
dstport Define a porta TCP de destino
srcport Define a porta TCP de saída da fonte
seq(int) Número de sequencia
ack(int) número do ACK
off(int) Indica a posição à qual pertence o fragmentoatual (oﬀset)
flags(int) flags do pacote TCP
csum(int) Checksum do pacote TCP
options Lista de opções da classe tcp_opt
win(int) Tamanho da janela TCP
urg(int) Flag urg de pacote TCP urgente
FIN(bool) Flag FIN do pacote
SYN(bool) Flag SYN do pacote
RST(bool) Flag RST do pacote
ACK(bool) Flag ACK do pacoteConstantes Descrição
FIN_flag Define os bits correspondente a flag FIN
SYN_flag Define os bits correspondente a flag SYN
Os Quadros A.7 e A.8 mostram os argumentos de construção da classe Timer. OQuadro A.9 mostra seus métodos.
Quadro A.7: Argumentos de construção da classe Timer.
Atributos Descrição
timeToWake É a quantidade de tempo de espera (em segun-dos) para chamar a função em callback isso se
absoluteTime = False ou é o tempo específicopara chamar callback isso se absoluteTime =
True
callback A função que será chamada
absoluteTime Quando False o timeToWake define o tempo deespera do callback, quando True timeToWake éum tempo específico no futuro. Não é possívelque este valor seja True quando o Timer é recor-rente
recurring Quando False o callback dispara uma única sóvez, se True o callback é recorrente pelo tempodefinido em timeToWake
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Quadro A.8: Continuação do Quadro A.7.
Atributos Descrição
args, kw Esses são os argumentos passados para a funçãodo callback
scheduler Qual será o agendador de tarefas utilizado(scheduler()). Se for None será executado oscheduler padrão
started Quando True, o Timer é executado automatica-mente.
selfStoppable Quando True, se o retorno de um Timer recor-rente for False ele cancela a thread
Quadro A.9: Métodos da classe Timer.
Métodos Descrição
cancel() Para a thread, não chama ele novamente
run() Executa a thread
A seguir são apresentados os diversos eventos para o controle de mensagensOpenFlow:
Quadro A.10: Eventos fornecidos do módulo OpenFlow no POX.
Evento Descrição
ConnectionUp Evento gerado quando um comutador OpenFlowtêm uma conexão estabelecida com o controla-dor
ConnectionDown Evento gerado quando um comutador OpenFlowperde uma conexão com o controlador
PortStatus Evento gerado quando há alguma mudança nostatus das portas dos comutadores OpenFlow
FlowRemoved Evento gerado quando algum comutador removealguma entrada em sua tabela de fluxos
PacketIn Evento gerado quando algum comutador recebeum pacote que não pertença a nenhum fluxo emsua tabela de fluxos. O pacote é enviado ao con-trolador.
107
Quadro A.11: Continuação do Quadro A.10.
Evento Descrição
ErrorIn Evento gerado quando um comutador envia umamensagem de erro OpenFlow ao controlador. Épossível utilizar o método asString para ver a re-presentação do erro OpenFlow
BarrierIn Evento gerado em resposta a uma mensagemOpenFlow Barrier
RawStatsReply Mostra eventos estatísticos de forma geral. Nãoé muito interessante pois mostram todas as men-sagens OpenFlow
StatsReply É a superclasse para todas as outras classes deeventos estatísticos. Os outros eventos estatís-ticos mostram grupos de mensagens OpenFlowseparadamente. Eventos estatísticos são basi-camente utilizados para depuração e gerencia-mento da rede.
SwitchDescReceived Classe de evento que herda StatsReply. Mostraos status do comutador
FlowStatsReceived Classe de evento que herda StatsReply. Mostraos status dos fluxos do comutador
AggregateFlowStatsReceived Classe de evento que herda StatsReply. Mostraalterações de fluxo do comutador
TableStatsReceived Classe de evento que herda StatsReply. Mostrao status da tabela de fluxo do comutador
PortStatsReceived Classe de evento que herda StatsReply. Mostrao status das portas do comutador
QueueStatsReceived Classe de evento que herda StatsReply. Mostrao status das filas do comutador
Os Quadros A.12 e A.13 mostram os atributos da classe of.ofp_packet_out:
Quadro A.12: Definição dos atributos da classe ”of.ofp_packet_out” do POX.
Atributo Tipo Padrão Descrição
buffer_id int/None None ID do buﬀer no qual o pacote é arma-zenado.
in_port int OFPP_NONE A porta no qual o pacote chegou
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Quadro A.13: Continuação do Quadro A.12.
Atributo Tipo Padrão Descrição
actions list of
ofp_action
[] Lista de ações que o comutador deverealizar. Essas ações são outros tiposde mensagens OpenFlow
data bytes/ethernet/
ofp_packet_in
(nada) Os dados a ser enviado, ou nenhumse o pacote estiver no buﬀer docomutador (buffer_id diferente deNone)
Os Quadros A.14 e A.15 mostram os atributos da classe of.ofp_flow_mod:
Quadro A.14: Definição dos atributos da classe ”of.ofp_flow_mod” do POX.
Atributo Tipo Padrão Descrição
cookie int 0 ID desta regra (entrada da ta-bela de fluxo)
command int OFPFC_ADD Qual o comando OFPFC_XXXX.Pode-se usar os seguinte va-lores: ADD (adicionar umaregra),MODIFY (modificar umaregra),MODIFY_STRICT (mo-dificar regras com valoresuniversais),DELETE (eliminaruma regra) e DELETE_STRICT(eliminar regras com valoresuniversais)
idle_timeout int OFP_FLOW_
PERMANENT
A regra irá expirar por esse pe-ríodo (em segundos) se não forusada. O valor padrão significaque a regra não irá expirar
hard_timeout int OFP_FLOW_
PERMANENT
A regra irá expirar por esse pe-ríodo (em segundos). O valorpadrão significa que a regra nãoirá expirar
priority int OFP_DEFAULT_
PRIORITY
A prioridade da regra. Númerosmais altos terá prioridades mai-ores
buffer_id int None O buﬀer do fluxo de dados
out_port int OFPP_NONE Este campo é utilizado para oscomandos de eliminação de re-gras
109
Quadro A.15: Continuação do Quadro A.14.
Atributo Tipo Padrão Descrição
flags int 0 Algumas flags de controle.OFPFF_SEND_FLOW_REM(envia mensagens de fluxoremovido ao controladorquando uma regra expira),OFPFF_CHECK_OVERLAP (ve-rifica se não há sobreposiçãode entrada na tabela, se exis-tir envia uma mensagem aocontrolador) e OFPFF_EMERG(mensagem de emergência seacontecer algo ao comutador)
actions list of
ofp_action
[] As ações que são tomadas pelofluxo
match ofp_match (nada) A estrutura da regra, define ofluxo
O Quadro A.16 a seguir mostra os atributos da classe of.ofp_match:
Quadro A.16: Definição dos atributos da classe ”of.ofp_match” do POX.
Atributo Descrição
in_port Muda o número da porta que o pacote chegou
dl_src MAC de origem
dl_dst MAC de destino
dl_vlan ID da VLAN
dl_vlan_pcp Prioridade da VLAN
dl_type Tamanho do pacote Ethernet
nw_tos Define os bits DF e MF
nw_proto Qual o tipo de protocolo da camada 3
nw_src IP de origem
nw_dst IP de destino
tp_src TCP/UDP de origem
tp_dst TCP/UDP de destino
O Quadro A.17 a seguir mostra as classes de ação do POX e suas descrições:
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Quadro A.17: Definição de algumas das classes ”ofp_action” do POX.
Classe Descrição
of.ofp_action_output Encaminha pacotes para uma porta física ouvirtual. Valores possíveis: OFPP_IN_PORT (en-via o pacote de volta pela porta de origem),OFPP_TABLE (executa ações especificas no fluxo,só se aplica a mensagens de ofp_packet_out),OFPP_NORMAL (processo normal de comutação,para fluxo de produção), OFPP_FLOOD (para to-das as portas, exceto a de entrada e portas comfloods desativados), OFPP_ALL (para todas as por-tas, exceto a de entrada), OFPP_CONTROLLER(para o controlador), OFPP_LOCAL (para suas por-tas locais) ou OFPP_NONE (para nenhum lugar,descarta o pacote)
ofp_action_enqueue Encaminha o pacote para uma fila designadano comutador para implementar QoS rudimen-tar. Note que o comportamento de filas não é deresponsabilidade do OpenFlow, esta responsabi-lidade é somente do comutador
ofp_action_vlan_vid Se o pacote não tiver um cabeçalho VLAN, essaação adiciona uma e define seu ID com o valorespecificado e sua prioridade para 0. Caso já te-nha um cabeçalho VLAN ele apenas modifica suaID
ofp_action_vlan_pcp Omesmo que o anterior, só que se já tiver um ca-beçalho VLAN ele apenas modifica sua prioridade
ofp_action_dl_addr Usado para definir a origem ou o destino ende-reço MAC
ofp_action_nw_addr Usado para definir a origem ou o destino ende-reço IP
ofp_action_nw_tos Defina o campo TOS de um pacote IP
ofp_action_tp_port Usado para definir a porta TCP/UDP de origem oudestino
Para maiores informações procure a POX Wiki [1].
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Apêndice B
Códigos das ImplementaçõesDesenvolvidas
B.1 Código do Terceiro Cenário
A seguir é apresentado o código para a criação do terceiro cenário de testes comcomentários:
1 from mininet . net import Mininet
2 from mininet . node import Cont ro l l e r , OVSKernelSwitch , RemoteControl ler
3 from mininet . c l i import CLI
4 from mininet . log import setLogLevel , i n f o
5 from mininet . u t i l import createL ink
6
7 def createStat icRouterNetwork ( ) :
8 i n f o ( ’ ∗∗∗ Criando a Rede do Cenario 3 ( Exemplo ) \ n ’ )
9 # Cr ia uma rede vazia com o contro lador remoto
10 net = Mininet ( c on t r o l l e r=RemoteController , switch=OVSKernelSwitch )
11 #adic iona um contro lador
12 net . addContro l ler ( ’ c0 ’ )
13 # Cr ia os nos da rede .
14 h0 = net . addHost ( ’h0 ’ )
15 h1 = net . addHost ( ’h1 ’ )
16 s0 = net . addSwitch ( ’ s0 ’ )
17 h2 = net . addHost ( ’h2 ’ )
18 h3 = net . addHost ( ’h3 ’ )
19 s1 = net . addSwitch ( ’ s1 ’ )
20 h4 = net . addHost ( ’h4 ’ )
21 h5 = net . addHost ( ’h5 ’ )
22 s2 = net . addSwitch ( ’ s2 ’ )
23 # Cr ia os l i n k s da rede .
24 h0int , s0 in t = createL ink (h0 , s0 )
25 h1int , s0 in t = createL ink (h1 , s0 )
26 h2int , s1 in t = createL ink (h2 , s1 )
27 h3int , s1 in t = createL ink (h3 , s1 )
28 h4int , s2 in t = createL ink (h4 , s2 )
29 h5int , s2 in t = createL ink (h5 , s2 )
30 s0pint , s1pint = createL ink ( s0 , s1 )
31 s0pint , s2pint = createL ink ( s0 , s2 )
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32 s1pint , s2pint = createL ink ( s1 , s2 )
33 # Configurando os ips e as in te r faces
34 s0 . se t I P ( s0 int , ’ 10 .0 .1 .1 ’ , 24)
35 h0 . se t I P ( h0int , ’ 10 .0 .1 .2 ’ , 24)
36 h1 . se t I P ( h1int , ’ 10 .0 .1 .3 ’ , 24)
37 s1 . se t I P ( s1 int , ’ 10 .0 .2 .1 ’ , 24)
38 h2 . se t I P ( h2int , ’ 10 .0 .2 .2 ’ , 24)
39 h3 . se t I P ( h3int , ’ 10 .0 .2 .3 ’ , 24)
40 s2 . se t I P ( s2 int , ’ 10 .0 .3 .1 ’ , 24)
41 h4 . se t I P ( h4int , ’ 10 .0 .3 .2 ’ , 24)
42 h5 . se t I P ( h5int , ’ 10 .0 .3 .3 ’ , 24)
43 s0 . se t I P ( s0pint , ’ 10.0.1.255 ’ , 24)
44 s1 . se t I P ( s1pint , ’ 10.0.2.255 ’ , 24)
45 s2 . se t I P ( s2pint , ’ 10.0.3.255 ’ , 24)
46 i n f o ( ’ ∗∗∗ Estado da rede : \ n ’ )
47 f o r node in s0 , h0 , h1 , s1 , h2 , h3 , s2 , h4 , h5 :
48 i n f o ( s t r ( node ) + ’ \ n ’ )
49 # I n i c i a o CLI do mininet
50 net . s t a r t ( )
51 CLI ( net )
52 net . stop ( )
53
54 i f __name__ == ’ __main__ ’ :
55 setLogLevel ( ’ i n f o ’ )
56 createStat icRouterNetwork ( )
codigos/cenario3.py
Para executar este código, basta criar o arquivo acima na pasta mininet/customcom o nome cenario3.py e compilar o código Python dentro da pasta na VM Mininet:
$ cd mininet/custom
sudo python -O cenario3.py
Após isso será criada a rede do terceiro cenário de testes.
B.2 Código do HUB
A seguir é apresentado o código do componente HUB com comentários.
1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr
3 from pox . l i b . revent import ∗
4 import pox . openflow . l ibopenf low_01 as of
5
6 log = core . getLogger ( )
7
8 c lass Hub ( object ) :
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9 def _ _ i n i t _ _ ( se l f , connection ) : #i n i c i a do r da c lasse
10 # a connection e necessar ia para que se possa enviar as mensagensopenflow
11 s e l f . connection = connection
12 # faz com que se possa ouv i r o evento PacketIn
13 connection . addListeners ( s e l f )
14
15 def act_ l i ke_hub ( se l f , packet_ in ) :
16 " " "
17 Implementa o HUB −− envia o pacote para todas suas portas menos a deentrada
18 " " "
19 msg = of . ofp_packet_out ( )# i n s t r u i em qual porta o pacote deve sa i r
20 msg. in_po r t = packet_ in . i n _po r t# at r ibu indo o parametro in_po r t da msg
21 #ve r i f i c a se o pacote esta no buf fe r do switch
22 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
23 # se o pacote es t i ve r no buf fe r do switch u t i l i z e o pacote dobuf fe r
24 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
25 else :
26 # o pacote nao esta no buf fe r do switch
27 i f packet_ in . data i s None :#ve r i f i c a se o pacote que chegou acontro lador esta vazio
28 # o pacote esta vazio , nada a fazer
29 return
30 # o pacote que chegou ao contro lador nao esta vazio , e nao esta nobuf fe r do switch
31 # entao se a t r i b u i o dado do pacote que chegou ao contro lador namsg
32 msg. data = packet_ in . data
33 log . debug ( " Enviando para todas as portas " )
34 # Adiciona a acao na msg openflow que sera mandada ao switch
35 act ion = of . o fp_act ion_output ( port = of . OFPP_FLOOD)
36 msg. act ions . append ( act ion )
37 # envia a mendagem para o switch
38 s e l f . connection . send (msg)
39
40 def _handle_PacketIn ( se l f , event ) :
41 " " "
42 Escul ta as mensagens PacketIn da rede
43 " " "
44 log . debug ( "Chegou um pacote no switch %s " , dpidToStr ( event . dpid ) )
45 packet_eth = event . parsed # Faz a ana l i se dos dados do pacote do evento
46 #e necessar io fazer o event . parsed para que se possa te r acesso aos
47 #cabecalhos do pacote
48 i f not packet_eth . parsed :
49 log . warning ( " Pacote f o i ignorado pois nao ha cabecalhos " )
50 return
51
52 packet_ in = event . ofp # A mensagem openflow do evento
53 s e l f . ac t_ l i ke_hub ( packet_ in )
54
55 def launch ( ) :#i n i c i a−se o componente va para a l i nha 63
56
57 def s ta r t _ sw i t ch ( event ) : #evento obt ido metodo i n i c i ado
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58 #observe que a classe hub recebe um parametro , que e a conexao doswitch
59 #esse parametro e necessar io para que se mantenha a conexao com oswitch
60 #e possa enviar mensagens openflow para ele
61 Hub( event . connection )# enviamos a conexao do evento para a c lasse
62
63 # quando ouvimos o evento ConnectionUp executamos o metodo s ta r t _ sw i t ch
64 # para isso , temos que r eg i s t r a r um ouvinte no nucleo do pox :
65 core . openflow . addListenerByName ( "ConnectionUp " , s ta r t _ sw i t ch )#registramos o ouvinte para obter o evento
codigos/hub.py
B.3 Código do SWITCH
A seguir é apresentado o código do componente SWITCH com comentários.
1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr
3 from pox . l i b . revent import ∗
4 import pox . openflow . l ibopenf low_01 as of
5
6 log = core . getLogger ( )
7 " " "
8 e cr iada uma d i c i ona r i o ( l i s t a ) g loba l para que o componente
9 i d en t i f i que os pares ’ ’ endereco MAC ’ ’ ’ porta de switch ’ ’
10 note que essa tabela e g loba l da rede , i s so nao f a r i a sent ido se
11 tivessemos mais que um switch
12 " " "
13 mac_to_port = {}
14 c lass Switch ( ob ject ) :
15 def _ _ i n i t _ _ ( se l f , connection ) : #i n i c i a do r da c lasse
16 # a connection e necessar ia para que se possa enviar as mensagensopenflow
17 s e l f . connection = connection
18 # faz com que se possa ouv i r o evento PacketIn
19 connection . addListeners ( s e l f )
20
21 def ac t _ l i ke _ sw i t ch ( se l f , packet_in , packet ) :
22 " " "
23 Implementa o Switch de auto aprendizagem −− aprende os caminhos detodos os seus nos
24 ins ta lando as entradas na tabela de f luxo do switch (desempenho muitomelhor que o HUB) .
25 " " "
26 mac_to_port [ s t r ( packet . src ) ] = packet_ in . i n _po r t
27
28 ###Enviando os pacotes atraves da ins ta lacao de regras
29 i f s t r ( packet . dst ) in mac_to_port :
30 port = mac_to_port [ s t r ( packet . dst ) ]
31 log . debug ( " Enviando pacote para a porta %d" %(port ) )
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32 msg = of . ofp_flow_mod ( )
33 #criando o f luxo , esse f luxo determina apenas o endereco MAC dedest ino
34 msg.match = of . ofp_match ( d l _ds t = packet . dst )
35 log . debug ( " insta lando f luxo de %s.% i " % ( packet . dst , port ) )
36 " " "
37 alternat ivamente podemos fazer assim :
38 msg.match = of . ofp_match . from_packet ( packet )
39 log . debug ( " insta lando f luxo de %s.% i para %s.% i " % ( packet . src ,packet_ in . in_port , packet . dst , port ) )
40 porem f luxo f i c a r a mais espec i f i co , i n s t a l a r a um f luxo
41 da fonte MAC x para o dest ino MAC y
42 " " "
43 msg. id le_ t imeout = 10
44 msg. hard_timeout = 30
45 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
46 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
47 else :
48 i f packet_ in . data i s None :
49 return
50 msg. data = packet_ in . data
51 msg. act ions . append ( of . o fp_act ion_output ( port = port ) )
52 s e l f . connection . send (msg)
53 else :
54 port = of . OFPP_FLOOD
55 log . debug ( " Enviando para todas as portas " )
56
57 msg = of . ofp_packet_out ( )
58 msg. in_po r t = packet_ in . i n _po r t
59 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
60 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
61 else :
62 i f packet_ in . data i s None :
63 return
64 msg. data = packet_ in . data
65 # Adiciona a acao na msg openflow que sera mandada ao switch
66 act ion = of . o fp_act ion_output ( port = port )
67 msg. act ions . append ( act ion )
68 # envia a mendagem para o switch
69 s e l f . connection . send (msg)
70
71 def _handle_PacketIn ( se l f , event ) :
72 " " "
73 Escul ta as mensagens PacketIn da rede
74 " " "
75 log . debug ( "Chegou um pacote no switch %s " , dpidToStr ( event . dpid ) )
76 packet_eth = event . parsed
77 i f not packet_eth . parsed :
78 log . warning ( " Pacote f o i ignorado pois nao ha cabecalhos " )
79 return
80
81 packet_ in = event . ofp # A mensagem openflow do evento
82 s e l f . a c t _ l i ke _ sw i t ch ( packet_in , packet_eth )#agora enviamos oscabecalhos dos pacotes
83 #para que o switch possa gravar seus enderecos em uma tabela
84
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85 def launch ( ) :
86
87 def s ta r t _ sw i t ch ( event ) :
88 Switch ( event . connection )# enviamos a conexao do evento para ac lasse
89 core . openflow . addListenerByName ( "ConnectionUp " , s ta r t _ sw i t ch )
codigos/switch.py
B.4 Código do SWITCHES
A seguir é apresentado o código do componente SWITCHES com comentários.
1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr
3 from pox . l i b . revent import ∗
4 import pox . openflow . l ibopenf low_01 as of
5
6 log = core . getLogger ( )
7 " " "
8 dessa vez as chaves do d i c i ona r i o sao tup las de endereco MAC e ID do switch
9 para que cada switch tenha sua propr ia regra de encaminhamento
10 " " "
11 mac_dpid_to_port = {}
12 c lass Switches ( ob ject ) :
13 def _ _ i n i t _ _ ( se l f , connection ) :
14 s e l f . connection = connection
15 connection . addListeners ( s e l f )
16
17 def ac t _ l i ke_sw i t ches ( se l f , packet_in , packet , dpid ) :
18 " " "
19 Implementa var ios Switches de auto aprendizagem −− e necessar io que setenha
20 o id de cada switch para que possa ser ins ta lado regras espec i f i cas doswitch .
21 " " "
22 mac_dpid_to_port [ ( s t r ( packet . src ) , dpidToStr ( dpid ) ) ] = packet_ in . i n _po r t#a chave e uma tupla
23 i f ( s t r ( packet . dst ) , dpidToStr ( dpid ) ) in mac_dpid_to_port :
24 port = mac_dpid_to_port [ ( s t r ( packet . dst ) , dpidToStr ( dpid ) ) ]
25 log . debug ( " Enviando pacote para a porta %d" %(port ) )
26 msg = of . ofp_flow_mod ( )
27 #criando o f luxo , esse f luxo determina apenas o endereco MAC dedest ino
28 msg.match = of . ofp_match ( d l _ds t = packet . dst )
29 log . debug ( " insta lando f luxo de %s.% i no switch %s " % ( packet . dst ,port , dpidToStr ( dpid ) ) )
30
31 msg. id le_ t imeout = 10
32 msg. hard_timeout = 30
33 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
34 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
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35 else :
36 i f packet_ in . data i s None :
37 return
38 msg. data = packet_ in . data
39 msg. act ions . append ( of . o fp_act ion_output ( port = port ) )
40 s e l f . connection . send (msg)
41 else :
42 port = of . OFPP_FLOOD
43 log . debug ( " Enviando para todas as portas " )
44 msg = of . ofp_packet_out ( )
45 msg. in_po r t = packet_ in . i n _po r t
46 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
47 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
48 else :
49 i f packet_ in . data i s None :
50 return
51 msg. data = packet_ in . data
52 # Adiciona a acao na msg openflow que sera mandada ao switch
53 act ion = of . o fp_act ion_output ( port = port )
54 msg. act ions . append ( act ion )
55 # envia a mendagem para o switch chamou o evento
56 s e l f . connection . send (msg)
57
58 def _handle_PacketIn ( se l f , event ) :
59 " " "
60 Escul ta as mensagens PacketIn da rede
61 " " "
62 log . debug ( "Chegou um pacote no switch %s " , dpidToStr ( event . dpid ) )
63 packet_eth = event . parsed
64 i f not packet_eth . parsed :
65 log . warning ( " Pacote f o i ignorado pois nao ha cabecalhos " )
66 return
67
68 packet_ in = event . ofp # A mensagem openflow do evento
69 dpid = event . dpid#passa o id do switch que gerou o evento
70 s e l f . ac t _ l i ke_sw i t ches ( packet_in , packet_eth , dpid )#agora e enviado oid de cada switch
71
72 def launch ( ) :
73
74 def s ta r t _ sw i t ch ( event ) :
75 Switches ( event . connection )# enviamos a conexao do evento para ac lasse
76 core . openflow . addListenerByName ( "ConnectionUp " , s ta r t _ sw i t ch )
codigos/switches.py
B.5 Código do FIREWALL
A seguir é apresentado o código do componente FIREWALL com comentários.
1 from pox . core import core
118
2 from pox . l i b . u t i l import dpidToStr
3 from pox . l i b . revent import ∗
4 import pox . openflow . l ibopenf low_01 as of
5 import pox . l i b . packet as pkt
6
7 log = core . getLogger ( )
8
9 c lass F i r ewa l l ( ob ject ) :
10 def _ _ i n i t _ _ ( se l f , connection ) : #i n i c i a do r da c lasse
11 # a connection e necessar ia para que se possa enviar as mensagensopenflow
12 s e l f . connection = connection
13 # faz com que se possa ouv i r o evento PacketIn
14 connection . addListeners ( s e l f )
15 " " "
16 note que agora a var iave l mac_to_port nao e mais global , pertence ac lasse
17 portanto quando cada switch se conecta ao contro lador sao cr iadasins tanc ias d i fe rentes
18 que por sua vez contem ’mac_to_port ’ d i fe rentes nao necessitando dodpid para d i f e r enc i a r
19 " " "
20 s e l f . mac_to_port = {}
21 s e l f . i n s t a l l _ f i r e w a l l _ r u l e s ( )#i n s t a l a as regras de f i r ewa l l ao seconectar um switch
22
23 def i n s t a l l _ f i r e w a l l _ r u l e s ( s e l f ) :
24 " " "
25 Assim que os switches se conectam ao contro lador as regras de f i r ewa l l
26 aqui de f in idas ja sao ins ta ladas nos switches , de maneira que o pacoteque
27 se enquadre nessas regras ja tera seu dest ino def in ido , se ja ele odescarte ,
28 enviado para uma porta ou se enviado ao contro lador ( PacketIn ) .
29 Neste ult imo caso o ’ _handle_PacketIn ’ recebera este pacote
30 que devera ser tratado la .
31 Ex is te var ias maneiras de se implementar um f i r ewa l l , esta e so umamaneira
32 " " "
33 ###Pr imeira Regra
34 log . debug ( " Pr imeira regra ins ta lada no Switch %s , pacotes com dest ino aporta tcp 80 enviados para o contro lador "
35 %(dpidToStr ( s e l f . connection . dpid ) ) )
36 msg = of . ofp_flow_mod ( )#c r i a a mensagem para ser enviada ao switch
37 #e cr iada o f luxo que desejamos que seja pego no f i r ewa l l
38 msg.match = of . ofp_match ( d l_ type = pkt . ethernet . IP_TYPE , nw_proto = pkt. ipv4 . TCP_PROTOCOL , tp_dst = 80)
39 #tem que ser um pacote ethernet que tenha um pacote IP dentro que tenha
40 #um pacote TCP dentro com dest ino na porta 80
41 msg. act ions . append ( of . o fp_act ion_output ( port = of . OFPP_CONTROLLER) )#acao enviar ao contro lador
42 s e l f . connection . send (msg)
43 ###
44 ###Segunda Regra
45 log . debug ( "Segunda regra ins ta lada no Switch %s , pacotes com dest ino aoIP 10.0 .0 .2 enviados para o contro lador "
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46 %(dpidToStr ( s e l f . connection . dpid ) ) )
47 msg = of . ofp_flow_mod ( )
48 msg.match = of . ofp_match ( d l_ type = pkt . ethernet . IP_TYPE , nw_dst = "10.0 .0 .2 " )
49 #esse f luxo e mais simples , um pacote ethernet que tenha um pacote IPdentro com
50 #dest ino ao endereco IP 10.0 .0 .2
51 msg. act ions . append ( of . o fp_act ion_output ( port = of . OFPP_CONTROLLER) )
52 s e l f . connection . send (msg)
53 ###
54
55 def ac t _ l i ke _ sw i t ch ( se l f , packet_in , packet ) :
56 " " "
57 age como o switch , com di ferenca no match veja abaixo
58 " " "
59 s e l f . mac_to_port [ s t r ( packet . src ) ] = packet_ in . i n _po r t
60 i f s t r ( packet . dst ) in s e l f . mac_to_port :
61 port = s e l f . mac_to_port [ s t r ( packet . dst ) ]
62 log . debug ( " Enviando pacote para a porta %d" %(port ) )
63 msg = of . ofp_flow_mod ( )
64 #msg.match = of . ofp_match ( d l _ds t = packet . dst )
65 " " "
66 o f luxo acima e muito simples , e prec iso ser mais espec i f i conessa regra
67 pois imagine o caso em que h1 envia pacotes para h2 todos com tcpport 80
68 logo depois ele envia um pacote com tcp port 1234.
69 o switch pensara que e o mesmo f luxo e passara pela mesma porta
70 caso faca da maneira abaixo o switch percebera que o f luxo ed i fe rente
71 pois se d i f e re a ’ port tcp ’ e enviara o pacote para o cot ro ladorana l i sa r ( PacketIn )
72 " " "
73 msg.match = of . ofp_match . from_packet ( packet )
74 log . debug ( " insta lando f luxo de %s.% i do type %d" % ( packet . dst ,port , packet . type ) )
75 msg. id le_ t imeout = 10
76 msg. hard_timeout = 30
77 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
78 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
79 else :
80 i f packet_ in . data i s None :
81 return
82 msg. data = packet_ in . data
83 msg. act ions . append ( of . o fp_act ion_output ( port = port ) )
84 s e l f . connection . send (msg)
85 else :
86 port = of . OFPP_FLOOD
87 log . debug ( " Enviando para todas as portas " )
88 msg = of . ofp_packet_out ( )
89 msg. in_po r t = packet_ in . i n _po r t
90 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
91 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
92 else :
93 i f packet_ in . data i s None :
94 return
120
95 msg. data = packet_ in . data
96 act ion = of . o fp_act ion_output ( port = port )
97 msg. act ions . append ( act ion )
98 s e l f . connection . send (msg)
99
100 def _handle_PacketIn ( se l f , event ) :
101 " " "
102 Escul ta as mensagens PacketIn da rede
103 " " "
104 log . debug ( "Chegou um pacote no switch %s " , dpidToStr ( event . dpid ) )
105 packet_eth = event . parsed
106 i f not packet_eth . parsed :
107 log . warning ( " Pacote f o i ignorado pois nao ha cabecalhos " )
108 return
109 " " "
110 Como todos os f luxos do f i r ewa l l tem o dest ino ao contro lador e geradouma msg
111 do t ipo PacketIn que deve ser tratada aqui , logo os pacotes que tem os
112 f l uxos que o f i r ewa l l enviou deve ser i den t i f i c ados e descartados
113 " " "
114 #ve r i f i c a se o pack eth tem um pack ip
115 i f packet_eth . type == pkt . ethernet . IP_TYPE :
116 #pega o payload dele e a t r i b u i ao pack ip
117 packet_ ip = packet_eth . payload
118 #ve r i f i c a a condicao do f i r ewa l l
119 i f packet_ ip . ds t ip == " 10.0 .0 .2 " :
120 log . warning ( " Pacote para o IP 10.0 .0 .2 e descartado " )
121 return
122 #ve r i f i c a se o pack ip tem um pack tcp
123 i f packet_ ip . protoco l == pkt . ipv4 . TCP_PROTOCOL :
124 #pega o payload dele e a t r i b u i ao pack tcp
125 packet_tcp = packet_ ip . payload
126 #ve r i f i c a a condicao do f i r ewa l l
127 i f packet_tcp . dstpor t == 80:
128 log . warning ( " Pacote para a porta tcp 80 e descartado " )
129 return
130 #continua a execucao normal
131 packet_ in = event . ofp
132 s e l f . a c t _ l i ke _ sw i t ch ( packet_in , packet_eth )
133
134 def launch ( ) :
135
136 def s ta r t _ sw i t ch ( event ) :
137 F i r ewa l l ( event . connection )# enviamos a conexao do evento para ac lasse
138 core . openflow . addListenerByName ( "ConnectionUp " , s ta r t _ sw i t ch )
codigos/firewall.py
B.6 Código do ROUTER
A seguir é apresentado o código do componente ROUTER com maiores detalhesnos comentários.
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1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr
3 from pox . l i b . revent import ∗
4 import pox . openflow . l ibopenf low_01 as of
5 import pox . l i b . packet as pkt
6 import pox
7 from pox . l i b . packet . ethernet import ethernet
8 from pox . l i b . packet . ipv4 import ipv4 , IP_ANY
9 from pox . l i b . packet . arp import arp
10 from pox . l i b . revent import ∗
11 import time
12
13 # O tempo maximo parado dos f luxos
14 FLOW_IDLE_TIMEOUT = 10
15
16 # Tempo maximo das entradas ARP
17 ARP_TIMEOUT = 60 ∗ 2
18
19 log = core . getLogger ( )
20
21 c lass Router ( ob ject ) :
22 def _ _ i n i t _ _ ( se l f , connection ) :
23 s e l f . connection = connection
24 connection . addListeners ( s e l f )
25 " " "
26 e cr iada uma tabela ARP semelhante as anter iores , dessa vez esta tabela
27 e IP para MAC e porta . Tem como chave o endereco IP e como valores aporta
28 o MAC e o timeout .
29 Exemplo de uma entrada :
30 {IPAddr ( ’ 10 . 0 . 1 . 2 ’ ) : (1 , EthAddr ( ’96:95:82:9e :72:3e ’ ) ,1358653720.522618)}
31 Logo para a porta de chegada basta pegar o pr imeiro va lor da tupla’ [ 0 ] ’
32 para o endereco MAC basta pegar o segundo va lor da tupla ’ [ 1 ] ’
33 para o tempo basta pegar o te r ce i r o va lor da tupla ’ [ 2 ] ’
34 " " "
35 s e l f . arp_tab le = {}
36 " " "
37 e uma tabela que guarda todos os ips que passam pelo comutador , tantode dest ino
38 quanto de fonte . Essa tabela serve para que ips que nao existem na redenao fiquem sendo
39 inundados em um laco sem fim quando se quer usar o protoco lo ARP .
40 sua chave e o IP e seus valores sao um bool e um time .
41 " " "
42 s e l f . t ab le _ i p = {}
43
44
45 def arp_responder ( se l f , packet_in , packet , dpid ) :
46 " " "
47 Este metodo responde as requ is icoes ARP , quando o IP nao e encontradona tabela
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48 ele inunda todas as portas do comutador procurando . E muitosemelhante ao switch
49 so que dessa vez ele procura IPs e nao MACs
50 " " "
51 packet_arp = packet . next#pega o datagrama do quadro
52 #mostra se ele e uma requ is icao ARP ou uma resposta ARP
53 log . debug ( "%s %i ARP %s %s => %s " , dpidToStr ( dpid ) , packet_ in . in_por t,
54 {arp .REQUEST : " request " , arp . REPLY : " rep ly " }. get ( packet_arp .opcode ,
55 ’ op:% i ’ % ( packet_arp . opcode , ) ) , s t r ( packet_arp . protosrc ) ,
56 s t r ( packet_arp . protodst ) )
57 #Faz algumas conferencia basicas para ver se datagrama ARP estacompleto :
58 i f packet_arp . prototype == arp . PROTO_TYPE_IP :#pr imeira
59 i f packet_arp . hwtype == arp . HW_TYPE_ETHERNET :#segunda
60 #terce i ra , v e r i f i c a se o IP da fonte nao e 0 .0 .0 .0
61 i f packet_arp . protosrc != IP_ANY :
62 # aprende a porta /MAC atual izando o time
63 log . debug ( "%s %i aprendendo %s " , dpidToStr ( dpid ) ,packet_ in . in_port ,
64 packet_arp . protosrc )
65 s e l f . arp_tab le [ packet_arp . protosrc ] = ( packet_ in . in_por t ,packet . src ,
66 time . time ( ) +ARP_TIMEOUT )
67 #ve r i f i c a se o pacote arp e request para fazer o rep ly
68 i f packet_arp . opcode == arp .REQUEST :
69 #ve r i f i c a se o ip de dest ino e conhecido
70 i f packet_arp . protodst in s e l f . arp_tab le :
71 #ve r i f i c a se o tempo do ARP nao expirou ja
72 i f not time . time ( ) > s e l f . arp_tab le [ packet_arp .protodst ] [ 2 ] :
73 #cr i a um pacote arp de resposta
74 rep ly = arp ( )
75 rep ly . hwtype = packet_arp . hwtype
76 rep ly . prototype = packet_arp . prototype
77 rep ly . hwlen = packet_arp . hwlen
78 rep ly . proto len = packet_arp . proto len
79 rep ly . opcode = arp . REPLY
80 rep ly . hwdst = packet_arp . hwsrc
81 rep ly . protodst = packet_arp . protosrc#dest ino=fonte do request
82 rep ly . protosrc = packet_arp . protodst#fonte=dest ino do request
83 #busca na tabela o MAC
84 rep ly . hwsrc = se l f . arp_tab le [ packet_arp .protodst ] [ 1 ]
85 #empacota o pacote em um quadro
86 ether = ethernet ( type=packet . type , src=rep ly .hwsrc ,
87 dst=packet_arp . hwsrc )
88 ether . set_payload ( rep ly )
89 log . debug ( "%i %i respondendo o ARP fo r %s " %( dpid ,
90 packet_ in . in_port , s t r ( rep ly . protosrc ) ) )
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91 #manda a mensagem reply na mesma porta quechegou o request
92 msg = of . ofp_packet_out ( )
93 msg. data = ether . pack ( )
94 msg. act ions . append ( of . o fp_act ion_output ( port= of . OFPP_IN_PORT ) )
95 msg. in_po r t = packet_ in . i n _po r t
96 s e l f . connection . send (msg)
97 return
98 #para que pacotes rep ly nao fiquem inundando na rede no laco sem fim
99 i f len ( s e l f . arp_tab le . keys ( ) ) != 0:#ve r i f i c a se a tabela nao ta vazia
100 i f packet_arp . protodst in s e l f . arp_tab le :#se ja e x i s t i r o ip dedest ino na tabela
101 #ve r i f i c a se o time do APR na tabela nao ta expirado
102 i f not time . time ( ) > s e l f . arp_tab le [ packet_arp . protodst ] [ 2 ] :
103 #se nao t i v e r ele NAO inunda o pacote na rede
104 return
105 #inunda o pacote na rede para todos os outros casos
106 log . debug ( "%i %i f lood ing ARP %s %s => %s " % ( dpid , packet_ in . in_por t,
107 {arp .REQUEST : " request " , arp . REPLY : " rep ly " }. get ( packet_arp .opcode ,
108 ’ op:% i ’ % ( packet_arp . opcode , ) ) , s t r ( packet_arp . protosrc ) ,
109 s t r ( packet_arp . protodst ) ) )
110 msg = of . ofp_packet_out ( )
111 msg. in_po r t = packet_ in . i n _po r t
112 act ion = of . o fp_act ion_output ( port = of . OFPP_FLOOD)
113 msg. act ions . append ( act ion )
114 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
115 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
116 else :
117 i f packet_ in . data i s None :
118 return
119 msg. data = packet_ in . data
120 s e l f . connection . send (msg)
121 return
122
123
124 def route ( se l f , packet_in , packet , dpid ) :
125 " " "
126 Roteia o pacote IP ou ICMP dos nos da rede
127 U t i l i z a a tabela ARP para encontrar as portas de saidas do pacote
128 e i n s t a l a um f luxo no comutador com essas condicoes
129 " " "
130 packet_ ip = packet . next#pega o datagrama do quadro
131 i f len ( s e l f . arp_tab le . keys ( ) ) == 0:
132 log . warning ( " Tabela ARP vazia , pacote ignorado " )
133 return
134 # atual izando o time da tabela ARP
135 log . debug ( "%s %i atual izando %s " , dpidToStr ( dpid ) , packet_ in . in_port ,packet_ ip . s r c i p )
136 s e l f . arp_tab le [ packet_ ip . s r c i p ] = ( packet_ in . in_port , packet . src ,time . time ( ) + ARP_TIMEOUT )
137 #ve r i f i c a se o dest ino do pacote esta na tabela ARP
138 i f packet_ ip . ds t ip in s e l f . arp_tab le :
139 #ve r i f i c a se nao expirou
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140 i f not time . time ( ) > s e l f . arp_tab le [ packet_ ip . ds t ip ] [ 2 ] :
141 #pega a porta re lac ionada com o IP de dest ino
142 port = s e l f . arp_tab le [ packet_ ip . ds t ip ] [ 0 ]
143 log . debug ( " pacote IP MAC fonte %s MAC dest ino %s " %(packet .src , packet . dst ) )
144 log . debug ( " pacote IP vem da porta %i " %(packet_ in . i n _po r t ) )
145 log . debug ( " IP fonte %s IP dest ino %s " %(packet_ ip . s rc ip ,packet_ ip . ds t ip ) )
146 log . debug ( " Enviando pacote IP para a porta %i " %(port ) )
147 #criando a mensagem openflow de ins ta lacao de f luxo
148 msg = of . ofp_flow_mod ( )
149 msg.match = of . ofp_match . from_packet ( packet , packet_ in .i n _po r t )
150 log . debug ( " insta lando f luxo de %s para %s para a porta %i " %( packet_ ip . s rc ip , packet_ ip . dst ip , port ) )
151 msg. id le_ t imeout = FLOW_IDLE_TIMEOUT
152 msg. hard_timeout = 30
153 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s notNone :
154 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
155 else :
156 i f packet_ in . data i s None :
157 return
158 msg. data = packet_ in . data
159 msg. act ions . append ( of . o fp_act ion_output ( port = port ) )
160 s e l f . connection . send (msg)
161 return
162 else :
163 log . warning ( "Time do ARP expirado ! ! ! " )
164 #apaga a entrada da tabela ARP
165 del s e l f . arp_tab le [ packet_ ip . ds t ip ]
166 return
167 else :
168 log . warning ( "ARP nao encontrado na tabela ! ! ! " )
169
170 def _handle_PacketIn ( se l f , event ) :
171 " " "
172 Escul ta as mensagens PacketIn da rede
173 " " "
174 packet_eth = event . parsed
175 packet_ in = event . ofp
176 dpid = event . dpid
177 i f not packet_eth . parsed :
178 log . warning ( " Pacote f o i ignorado pois nao ha cabecalhos " )
179 return
180
181 i f packet_eth . type == ethernet . LLDP_TYPE :
182 # Ignora pacote LLDP
183 return
184
185 i f packet_eth . type == pkt . ethernet . ARP_TYPE :#chega um pacote ARP
186 log . debug ( "Chegou um pacote ARP no switch %s " , dpidToStr ( event . dpid) )
187 " " "
188 quando um pacote chega no comutador e anotado seu ip de fonte dadoa ele uma tag de
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189 t rue com um time (ARP_TIMEOUT ) . Quanto ao seu dest ino ele e dadouma tag de False e
190 um time (5) , se em 5 segundos ele nao encontrar o ip , este pacote eignorado , pois ele
191 nao ex is te na rede .
192 " " "
193 #anotado o ip de fonte
194 s e l f . t ab le _ i p [ packet_eth . next . protosrc ] = ( True , time . time ( ) +ARP_TIMEOUT )
195 #se o ip de dest ino es t i ve r na tabela
196 i f packet_eth . next . protodst in s e l f . t ab le _ i p :
197 #se o ip de dest ino fo r f a l se
198 i f not s e l f . t ab le _ i p [ packet_eth . next . protodst ] [ 0 ] :
199 #se o time dele expirou
200 i f time . time ( ) > s e l f . t ab le _ i p [ packet_eth . next . protodst] [ 1 ] :
201 log . warning ( "O host com ip %s nao pode ser encontradona rede " , packet_eth . next . protodst )
202 return
203 else :
204 #se o ip de dest ino expirou
205 i f time . time ( ) > s e l f . t ab le _ i p [ packet_eth . next . protodst] [ 1 ] :
206 #seta ele como fa l se
207 s e l f . t ab le _ i p [ packet_eth . next . protodst ] = ( False , s e l f .t ab le _ i p [ packet_eth . next . protodst ] [ 1 ] )
208 else :#se o ip de dest ino nao es t i ve r na tabela
209 s e l f . t ab le _ i p [ packet_eth . next . protodst ] = ( False , time . time ( ) +5)
210 #so entao e executado o protoco lo ARP
211 s e l f . arp_responder ( packet_in , packet_eth , dpid )
212 else :
213 log . debug ( "Chegou um pacote IP no switch %s " , dpidToStr ( event . dpid ))
214 #executado o protoco lo de roteamento
215 s e l f . route ( packet_in , packet_eth , dpid )
216 return
217
218 def launch ( ) :
219
220 def s ta r t _ sw i t ch ( event ) :
221 Router ( event . connection )# enviamos a conexao do evento para ac lasse
222 core . openflow . addListenerByName ( "ConnectionUp " , s ta r t _ sw i t ch )
codigos/router.py
B.7 Código do ESPECÍFICO
A seguir é apresentado o código do componente ”Especifico” com maiores deta-lhes nos comentários.
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1 from pox . core import core
2 from pox . l i b . u t i l import dpidToStr
3 import pox . openflow . l ibopenf low_01 as of
4 import pox . l i b . packet as pkt
5 import pox
6 from pox . l i b . packet . ethernet import ethernet
7 from pox . l i b . packet . ipv4 import ipv4
8 from pox . l i b . packet . arp import arp
9
10
11 #tempos para a ins ta lacao de f luxos
12 FLOW_IDLE_TIMEOUT = of .OFP_FLOW_PERMANENT
13 FLOW_HARD_TIMEOUT = of .OFP_FLOW_PERMANENT
14
15 log = core . getLogger ( )
16
17 c lass Espec i f i co ( ob ject ) :
18 def _ _ i n i t _ _ ( se l f , connection ) :
19 s e l f . connection = connection
20 connection . addListeners ( s e l f )
21
22 def i n s t a l l _ f l ow ( se l f , dl_type , nw_dst , packet_in , packet , port ) :
23 " " "
24 metodo que i n s t a l a f luxos na tabela de f luxos do comutador
25 " " "
26 i f port == 65531:
27 log . debug ( " Insta lando f luxo para todas as portas " )
28 else :
29 log . debug ( " Insta lando f luxo para a porta %i " % port )
30 msg = of . ofp_flow_mod ( )
31 msg.match . d l_ type = dl_type
32 msg.match . nw_dst = nw_dst
33 msg.match . i n _po r t = packet_ in . i n _po r t
34 msg.match . d l_ type = packet . type
35 msg.match . d l _ s r c = packet . src
36 msg. id le_ t imeout = FLOW_IDLE_TIMEOUT#veja os tempo acima
37 msg. hard_timeout = FLOW_HARD_TIMEOUT#veja os tempo acima
38 i f packet_ in . bu f f e r _ i d != −1 and packet_ in . bu f f e r _ i d i s not None :
39 msg. bu f f e r _ i d = packet_ in . bu f f e r _ i d
40 else :
41 i f packet_ in . data i s None :
42 return
43 msg. data = packet_ in . data
44 msg. act ions . append ( of . o fp_act ion_output ( port = port ) )
45 s e l f . connection . send (msg)
46 return
47
48 def i n s t a l l _ r u l e s ( se l f , packet_in , packet ) :
49 " " "
50 metodo que i n s t a l a regras na rede toda
51 este componente so funcionara exclusivamente para essa rede , e umcomponente bem
52 espec i f i co que ja tem determinado suas portas de entrada e saida comonumero de hosts
53 e ip dos mesmos . Serve como exemplo de como cont ro la r o f luxo da rede .
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54
55 Este componente ( junto com este metodo ) funciona em um cenar io com tresswitches l igados
56 entre s i , cada um em sua subrede (10 .0 . 1 . x ; 10 . 0 . 2 . x ; 10 . 0 . 3 . x ) , cada umcom dois hosts
57 l i gados nas portas 1 e 2 com ips 10.0 .X . 2 ; 10.0 .X . 3 .
58 s0 l igado a s1 pela porta 3
59 s0 l igado a s2 pela porta 4
60 s1 l igado a s0 pela porta 3
61 s1 l igado a s2 pela porta 4
62 s2 l igado a s0 pela porta 3
63 s2 l igado a s1 pela porta 4
64 Fluxo de porta dest ino tcp 1234 sera comutado por s0 e s1exclusivamente pelas portas 3 e 3
65 de cada switch , os demais pacotes nao poderao usar este caminho paraf luxo de dados , todos os dados
66 deverao contornar a rede . ( Ex . f l uxo normal de s0 para s1 devera passarpor s2 )
67 " " "
68 #pega o proximo cabecaolho
69 p=packet . next
70 #ve r i f i c a se o pacote e ipv4 ou arp e pega seus ips
71 i f i s i ns tance (p , ipv4 ) :
72 nw_src = p . s r c i p
73 nw_dst = p . ds t ip
74 dl_type = 0x0800
75 p = p . next
76 e l i f i s i ns tance (p , arp ) :
77 i f p . opcode <= 255:
78 nw_src = p . protosrc
79 nw_dst = p . protodst
80 dl_type = 0x0806
81 else :
82 return
83 #sendo qualquer outra coisa retorna
84 else :
85 return
86 #comeca as a t r i bu i coes de caminho
87 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [2 ] != ( s t r ( nw_src ) . s p l i t ( ’ . ’ ) ) [ 2 ] :
88 #esse caso e quando o dest ino nao e l o ca l
89 i f ( s t r ( nw_src ) . s p l i t ( ’ . ’ ) ) [2 ] == "1" :
90 #esse caso e quando a fonte e de s0
91 i f packet_ in . i n _po r t == 1 or packet_ in . i n _po r t == 2:#ta no s0mesmo
92 i f packet . f i nd ( " tcp " ) != None and ( packet . f i nd ( " tcp " ) .dstpor t == 1234 or packet . f i nd ( " tcp " ) . s rcpor t == 1234) :
93 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [2 ] == "2" :#se o dest ino es1
94 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 3)
95 return
96 else :#o dest ino e s2
97 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 4)
98 return
99 else :
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100 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet ,4)
101 return
102 e l i f packet_ in . i n _po r t == 4:#ta no s1 dest ino do s1
103 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [3 ] == "2" :
104 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet ,1)
105 return
106 else :
107 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet ,2)
108 return
109 else :#ta no s2 ou no s1 ( tcp port 1234)
110 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [2 ] == "3" :#se o dest ino e de s2
111 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [3 ] == "2" :#se o dest ino ede 3.2
112 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 1)
113 return
114 else :
115 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 2)
116 return
117 else :#dest ino nao e de s2 entao e de s1
118 #se ele tem a port tcp 1234 e fonte s0 entao ele chegoupela porta 3 e ja esta no s1
119 i f packet . f i nd ( " tcp " ) != None and ( packet . f i nd ( " tcp " ) .dstpor t == 1234 or packet . f i nd ( " tcp " ) . s rcpor t ==1234) :
120 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [3 ] == "2" :# se odest ino e 2.2
121 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 1)
122 return
123 else :#se o dest ino e 2.3
124 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 2)
125 return
126 else :#fonte s0 passando pelo s2 com dest ino a s1
127 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 4)
128 return
129 e l i f ( s t r ( nw_src ) . s p l i t ( ’ . ’ ) ) [2 ] == "2" :
130 #esse caso e quando a fonte e de s1
131 i f packet_ in . i n _po r t == 1 or packet_ in . i n _po r t == 2:#ta no s1mesmo
132 i f packet . f i nd ( " tcp " ) != None and ( packet . f i nd ( " tcp " ) .dstpor t == 1234 or packet . f i nd ( " tcp " ) . s rcpor t == 1234) :
133 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [2 ] == "1" :#se o dest ino es0
134 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 3)
135 return
136 else :#o dest ino e s2
137 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 4)
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138 return
139 else :
140 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet ,4)
141 return
142 e l i f packet_ in . i n _po r t == 4:#pode ser o s0 ou o s2 inunda
143 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet , of .OFPP_FLOOD)
144 else :
145 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [2 ] == "1" :#se o dest ino e s0
146 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [3 ] == "2" :#se o dest ino e1.2
147 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 1)
148 return
149 else :
150 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in ,packet , 2)
151 return
152 else :
153 return
154 e l i f ( s t r ( nw_src ) . s p l i t ( ’ . ’ ) ) [2 ] == "3" :
155 #esse caso e quando a fonte e de s2
156 i f packet_ in . i n _po r t == 1 or packet_ in . i n _po r t == 2:#ta no s2mesmo
157 i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [2 ] == "1" :
158 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet ,3)
159 return
160 else :
161 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet ,4)
162 return
163 e l i f packet_ in . i n _po r t == 4:#pode ser o s0 ou o s1 inunda
164 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet , of .OFPP_FLOOD)
165 return
166 else :
167 return
168 else :
169 return
170 #esse caso e quando o dest ino e loca l , bastando olhar seu dest ino (ult imo quarteto do ip )
171 e l i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [3 ] == "2" :#para a porta 1
172 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet , 1)
173 return
174 e l i f ( s t r ( nw_dst ) . s p l i t ( ’ . ’ ) ) [3 ] == "3" :#para a porta 2
175 s e l f . i n s t a l l _ f l ow ( dl_type , nw_dst , packet_in , packet , 2)
176 return
177 #qualquer outro caso retorna
178 else :
179 return
180
181 def _handle_PacketIn ( se l f , event ) :
182 " " "
183 Escul ta as mensagens PacketIn da rede
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184 " " "
185 packet_eth = event . parsed
186 packet_ in = event . ofp
187
188 i f not packet_eth . parsed :
189 log . warning ( " Pacote f o i ignorado pois nao ha cabecalhos " )
190 return
191
192 i f packet_eth . type == ethernet . LLDP_TYPE :
193 # Ignora pacote LLDP
194 return
195
196 #ins t a l a as regras a medida que os pacotes chegam no comutador e vaopara o contro lador
197 s e l f . i n s t a l l _ r u l e s ( packet_in , packet_eth )
198 return
199
200 def launch ( ) :
201
202 def s ta r t _ sw i t ch ( event ) :
203 Espec i f i co ( event . connection )# enviamos a conexao do evento para ac lasse
204 core . openflow . addListenerByName ( "ConnectionUp " , s ta r t _ sw i t ch )
codigos/especifico.py
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Apêndice C
API MiniNet (MiniGUI)
Este é o código utilizado para a criação da API MiniGUI criada neste trabalho quetem como objetivo fornecer uma interface gráfica para a inicialização do CLI do Mi-niNet. Caso tenha alguma dúvida sobre as opções de inicialização do CLI do MiniNetconsulte o capitulo 6. A interface mostra as opções de inicialização do CLI do MiniNete inicia o CLI no Shell. Pode ser útil para quem começa a utilizar o MiniNet e nãoconhece ou lembra todas as opções de inicialização.Para executar esta API, crie um arquivo com o nome de minigui.py no diretório
mininet/examples (por exemplo) e execute-o na máquina virtual da seguinte ma-neira:
$ sudo python -O /mininet/examples/minigui.py
Pode-se utilizar para entender melhor a estrutura do MiniNet. Esta interface grá-fica foi criada com a utilização da biblioteca Tkinter do Python, seu código pode servisto a seguir. A interface é auto explicativa (Figura C.1).
1 " " "
2 THE MININET GUI
3 author : Lucas Costa ( lucasrc . rodri@gmail . com)
4 " " "
5 import os
6 import commands
7 import sys
8 from mininet . clean import cleanup
9 from mininet . c l i import CLI
10 from mininet . log import lg , LEVELS , in fo , setLogLevel
11 from mininet . net import Mininet , i n i t
12 from mininet . node import KernelSwitch , Host , Cont ro l l e r , Control lerParams ,NOX
13 from mininet . node import RemoteController , UserSwitch , OVSKernelSwitch
14 from mininet . topo import SingleSwitchTopo , LinearTopo ,SingleSwitchReversedTopo
15 from mininet . t opo l i b import TreeTopo
16 from mininet . u t i l import makeNumeric
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Figura C.1: MiniGUI API minigui.py (API de inicialização do CLI do MiniNet).
17 from Tk in te r import ∗
18 from tkF i l eD i a l og import askopenfilename
19
20 c lass curry :
21 def _ _ i n i t _ _ ( se l f , fun , ∗args , ∗∗kwargs ) :
22 s e l f . fun = fun
23 s e l f . pending = args [ : ]
24 s e l f . kwargs = kwargs . copy ( )
25 def _ _ c a l l _ _ ( se l f , ∗args , ∗∗kwargs ) :
26 i f kwargs and s e l f . kwargs :
27 kw = se l f . kwargs . copy ( )
28 kw . update ( kwargs )
29 else :
30 kw = kwargs or s e l f . kwargs
31 return s e l f . fun (∗ ( s e l f . pending + args ) , ∗∗kw)
32
33 def event_lambda ( f , ∗args , ∗∗kwds ) :
34 return lambda event , f=f , args=args , kwds=kwds : f ( ∗args , ∗∗kwds )
35
36 c lass MiniNetGui :
37 def _ _ i n i t _ _ ( se l f , parent ) :
38 s e l f . mininet = None
39 s e l f . c on t r o l l e r = IntVar ( )
40 s e l f . switch = IntVar ( )
41 s e l f . topology = IntVar ( )
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42 s e l f . s c r i p t = IntVar ( )
43 s e l f . xterm = IntVar ( )
44 s e l f . c on t r o l l e r = 1
45 s e l f . switch = 2
46 s e l f . topology = 3
47 s e l f . s c r i p t = 10
48 s e l f . xterm = 20
49 s e l f .mac = 31
50 s e l f . ping = 40
51 s e l f . i p e r f = 50
52 s e l f . f i lename_topo = None
53 s e l f . f i l ename_sc r ip t = None
54 s e l f . myLastButtonInvoked = None
55 parent . t i t l e ( "MININET by Lucas " )
56 s e l f . myParent = parent
57 ###to t a l frame
58 s e l f .myframe = Frame( parent )
59 s e l f .myframe . pack ( )
60 ###to t a l frame
61 ###top frame
62 s e l f . top_frame = Frame( s e l f .myframe , pady="3m" )
63 s e l f . top_frame . pack ( )
64 ###top frame
65 ###middle frame
66 s e l f . middle_frame = Frame( s e l f .myframe , r e l i e f=RIDGE , height=150,width=300)
67 s e l f . middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE)
68 ###middle frame
69 ###bottom frame
70 s e l f . bottom_frame = Frame ( s e l f .myframe , r e l i e f=RIDGE , height=150,width=300)
71 s e l f . bottom_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE, anchor=W)
72 ###bottom frame
73 ###buttons frame
74 s e l f . buttons_frame = Frame( s e l f .myframe , r e l i e f=RIDGE , height=75,width=300,pady="3m" )
75 s e l f . buttons_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE, anchor=E )
76 ###buttons frame
77 ###con t r o l l e r frame
78 s e l f . top1_middle_frame = Frame( s e l f . middle_frame , r e l i e f=RIDGE ,height=120, width=300)
79 s e l f . top1_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE, anchor=W, pady="3m" )
80 s e l f . top_top1_middle_frame = Frame( s e l f . top1_middle_frame , r e l i e f=RIDGE , height=60, width=300)
81 s e l f . top_top1_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
82 s e l f . bottom_top1_middle_frame = Frame( s e l f . top1_middle_frame , r e l i e f=RIDGE , height=60, width=300)
83 s e l f . bottom_top1_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
84 ###con t r o l l e r frame
85 ###switch frame
86 s e l f . top2_middle_frame = Frame( s e l f . middle_frame , r e l i e f=RIDGE ,height=120, width=300)
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87 s e l f . top2_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE, anchor=W)
88 s e l f . top_top2_middle_frame = Frame( s e l f . top2_middle_frame , r e l i e f=RIDGE , height=60, width=300)
89 s e l f . top_top2_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
90 ###switch frame
91 ###topology frame
92 s e l f . middle_middle_frame = Frame ( s e l f . middle_frame , r e l i e f=RIDGE ,height=50, width=300)
93 s e l f . middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE, pady="3m" )
94 s e l f . frm1_middle_middle_frame = Frame( s e l f . middle_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
95 s e l f . frm1_middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
96 s e l f . frm2_middle_middle_frame = Frame( s e l f . middle_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
97 s e l f . frm2_middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
98 s e l f . frm3_middle_middle_frame = Frame( s e l f . middle_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
99 s e l f . frm3_middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
100 s e l f . frm4_middle_middle_frame = Frame( s e l f . middle_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
101 s e l f . frm4_middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
102 s e l f . frm5_middle_middle_frame = Frame( s e l f . middle_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
103 s e l f . frm5_middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
104 s e l f . frm6_middle_middle_frame = Frame( s e l f . middle_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
105 s e l f . frm6_middle_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=E)
106 ###topology frame
107 ###sc r i p t frame
108 s e l f . bottom_middle_frame = Frame( s e l f . middle_frame , r e l i e f=RIDGE ,height=50, width=300)
109 s e l f . bottom_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W, pady="3m" )
110 s e l f . frm1_bottom_middle_frame = Frame ( s e l f . bottom_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
111 s e l f . frm1_bottom_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
112 s e l f . frm2_bottom_middle_frame = Frame ( s e l f . bottom_middle_frame ,r e l i e f=RIDGE , height=10, width=300)
113 s e l f . frm2_bottom_middle_frame . pack ( s ide=TOP , expand=NO, f i l l =NONE,anchor=W)
114 ###sc r i p t frame
115 ###opt ions frame
116 s e l f . top_bottom_frame = Frame( s e l f . bottom_frame , r e l i e f=RIDGE , height=75, width=300,pady="3m" )
117 s e l f . top_bottom_frame . pack ( s ide=TOP , anchor=W)
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118 s e l f . top_bottom_left_frame = Frame ( s e l f . top_bottom_frame , r e l i e f=RIDGE , height=75, width=300,pady="3m" )
119 s e l f . top_bottom_left_frame . pack ( s ide=LEFT , anchor=W)
120 s e l f . top_bottom_right_frame = Frame ( s e l f . top_bottom_frame , r e l i e f=RIDGE , height=75, width=300,pady="3m" ,padx="3m" )
121 s e l f . top_bottom_right_frame . pack ( s ide=LEFT , anchor=W)
122 ###opt ions frame
123 ###t i t l e
124 s e l f . t e x t _ t i t l e = Label ( s e l f . top_frame , text="THE MININET GUI " ,font = ( ’ Times ’ , ’16 ’ , ’ bold ’ ) )
125 s e l f . t e x t _ t i t l e . pack ( s ide=" top " , f i l l =" both " , expand=True )
126 ###t i t l e
127 ###con t r o l l e r args
128 s e l f . t e x t _ c on t r o l l e r = Label ( s e l f . top_top1_middle_frame , text="Con t ro l l e r Type : " , font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
129 s e l f . t e x t _ c on t r o l l e r . pack ( s ide=" top " , anchor=W)
130 s e l f . r ad i o1_con t ro l l e r = Radiobutton ( s e l f . top_top1_middle_frame ,text=" Con t ro l l e r ’ r e f ’ " , va r iab le=se l f . con t ro l l e r ,
131 command=lambda con t r o l l e r = 1: s e l f . r ad i oCon t ro l l e r (c on t r o l l e r ) )
132 s e l f . r ad i o1_con t ro l l e r . pack ( s ide=" top " , anchor=W)
133 s e l f . r ad i o1_con t ro l l e r . se lec t ( )
134 s e l f . r ad i o2_con t ro l l e r = Radiobutton ( s e l f . top_top1_middle_frame ,text=" Con t ro l l e r ’ remote ’ " , va r iab le=se l f . con t ro l l e r ,
135 value=5,command=lambdacon t r o l l e r = 2 : s e l f .r ad i oCon t ro l l e r ( c on t r o l l e r ))
136 s e l f . r ad i o2_con t ro l l e r . pack ( s ide=" top " , anchor=W)
137 s e l f . r ad i o3_con t ro l l e r = Radiobutton ( s e l f . bottom_top1_middle_frame ,text=" Con t ro l l e r ’ remote −−i p=’ " , var iab le=se l f . con t ro l l e r ,
138 value=6,command=lambdacon t r o l l e r = 3 : s e l f .r ad i oCon t ro l l e r ( c on t r o l l e r ))
139 s e l f . r ad i o3_con t ro l l e r . pack ( s ide=" l e f t " , anchor=W)
140 s e l f . t e x t _ i p _ c on t r o l l e r = Entry ( s e l f . bottom_top1_middle_frame ,width=15,background=’ gray ’ )
141 s e l f . t e x t _ i p _ c on t r o l l e r . pack ( s ide=" l e f t " , f i l l =" both " , expand=True ,anchor=E)
142 s e l f . t e x t _ i p _ c on t r o l l e r . conf ig ( s tate=DISABLED )
143 ###con t r o l l e r args
144 ###switch args
145 s e l f . text_swi tch = Label ( s e l f . top_top2_middle_frame , text=" SwitchType : " , font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
146 s e l f . text_swi tch . pack ( s ide=" top " , anchor=W)
147 s e l f . rad io1_switch = Radiobutton ( s e l f . top_top2_middle_frame , text="Switch ’ kernel ’ " , va r iab le=se l f . switch ,
148 command=lambda switch = 1 :s e l f . radioSwitch ( switch ) )
149 s e l f . rad io1_switch . pack ( s ide=" top " , anchor=W)
150 s e l f . rad io1_switch . conf ig ( s tate=DISABLED )### The kernel switch t h i so f f in t h i s vers ion###
151 s e l f . rad io2_switch = Radiobutton ( s e l f . top_top2_middle_frame , text="Switch ’ ovsk ’ " , va r iab le=se l f . switch ,
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152 value=7,command=lambda switch= 2 : s e l f . radioSwitch (switch ) )
153 s e l f . rad io2_switch . pack ( s ide=" top " , anchor=W)
154 s e l f . rad io2_switch . se lec t ( )
155 s e l f . rad io3_switch = Radiobutton ( s e l f . top_top2_middle_frame , text="Switch ’ user ’ " , va r iab le=se l f . switch ,
156 value=8,command=lambda switch= 3 : s e l f . radioSwitch (switch ) )
157 s e l f . rad io3_switch . pack ( s ide=" l e f t " , anchor=W)
158 ###switch args
159 ###topology args
160 s e l f . text_topology = Label ( s e l f . frm1_middle_middle_frame , text="Topology Type : " , font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
161 s e l f . text_topology . pack ( s ide=" top " , anchor=W)
162 ###
163 s e l f . radio1_topology = Radiobutton ( s e l f . frm2_middle_middle_frame ,text=" l i n ea r " , var iab le=se l f . topology ,
164 command=lambda topology = 1:s e l f . radioTopology ( topology) )
165 s e l f . radio1_topology . pack ( s ide=" l e f t " , anchor=W)
166 s e l f . text1_topology = Entry ( s e l f . frm2_middle_middle_frame , width=4,background=’ gray ’ )
167 s e l f . text1_topology . pack ( s ide=" l e f t " , f i l l =" both " , expand=True ,anchor=E)
168 s e l f . text1_topology . i n se r t (0 , "2" )
169 s e l f . text1_topology . conf ig ( s tate=DISABLED )
170 ###
171 ###
172 s e l f . radio2_topology = Radiobutton ( s e l f . frm3_middle_middle_frame ,text=" tree " , var iab le=se l f . topology ,
173 value=2,command=lambdatopology = 2: s e l f .radioTopology ( topology ) )
174 s e l f . radio2_topology . pack ( s ide=" l e f t " , anchor=W)
175 s e l f . text21_topology = Entry ( s e l f . frm3_middle_middle_frame , width=4,background=’ gray ’ )
176 s e l f . text21_topology . pack ( s ide=" l e f t " , f i l l =" both " , expand=True ,anchor=E)
177 s e l f . text21_topology . i n se r t (0 , "2" )
178 s e l f . text21_topology . conf ig ( s tate=DISABLED )
179 s e l f . text22_topology = Entry ( s e l f . frm3_middle_middle_frame , width=4,background=’ gray ’ )
180 s e l f . text22_topology . pack ( s ide=" l e f t " , f i l l =" both " , expand=True ,anchor=E)
181 s e l f . text22_topology . i n se r t (0 , "2" )
182 s e l f . text22_topology . conf ig ( s tate=DISABLED )
183 ###
184 ###
185 s e l f . radio3_topology = Radiobutton ( s e l f . frm4_middle_middle_frame ,text=" s ing le " , var iab le=se l f . topology ,
186 value=3,command=lambdatopology = 3: s e l f .radioTopology ( topology ) )
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187 s e l f . radio3_topology . pack ( s ide=" l e f t " , anchor=W)
188 s e l f . radio3_topology . se lec t ( )
189 s e l f . text3_topology = Entry ( s e l f . frm4_middle_middle_frame , width=4,background=’ white ’ )
190 s e l f . text3_topology . pack ( s ide=" l e f t " , f i l l =" both " , expand=True ,anchor=E)
191 s e l f . text3_topology . i n se r t (0 , "2" )
192 ###
193 ###
194 s e l f . radio4_topology = Radiobutton ( s e l f . frm5_middle_middle_frame ,text="custom" , var iab le=se l f . topology ,
195 value=4,command=lambdatopology = 4: s e l f .radioTopology ( topology ) )
196 s e l f . radio4_topology . pack ( s ide=" l e f t " , anchor=W)
197 s e l f . text4_topology = Entry ( s e l f . frm5_middle_middle_frame , width=30,background=’ gray ’ )
198 s e l f . text4_topology . pack ( s ide=" l e f t " , f i l l =" both " , expand=True ,anchor=E)
199 s e l f . text4_topology . conf ig ( s tate=DISABLED )
200 s e l f . button_topology = Button ( s e l f . frm5_middle_middle_frame ,command=se l f . button_topology )
201 s e l f . button_topology . conf igure ( text=" browser " , height=1, padx="0m" ,pady="0m" )
202 s e l f . button_topology . pack ( s ide=" l e f t " )
203 s e l f . button_topology . bind ( "<Return>" , s e l f . button_topology_a )
204 s e l f . button_topology . conf ig ( s tate=DISABLED )
205 s e l f . text_custom = Label ( s e l f . frm6_middle_middle_frame , text="Thec lass must have the name of ’Mytopo ’ ! ! ! " , font = ( ’ Times ’ , ’11 ’ , ’bold ’ ) )
206 s e l f . text_custom . pack ( s ide=" top " , anchor=E)
207 ###
208 ###topology args
209 ###sc r i p t args
210 s e l f . t e x t _ s c r i p t = Label ( s e l f . frm1_bottom_middle_frame , text="Sc r i p t : " , font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
211 s e l f . t e x t _ s c r i p t . pack ( s ide=" top " , anchor=W)
212 s e l f . check_scr ip t = Checkbutton ( s e l f . frm2_bottom_middle_frame ,var iab le=se l f . s c r i p t , command=se l f . checkScr ipt )
213 s e l f . check_scr ip t . pack ( s ide=" l e f t " , anchor=W)
214 s e l f . t e x t _ s c r i p t = Entry ( s e l f . frm2_bottom_middle_frame , width=37,background=’ gray ’ )
215 s e l f . t e x t _ s c r i p t . pack ( s ide=" l e f t " , f i l l =" both " , expand=True , anchor=E)
216 s e l f . t e x t _ s c r i p t . conf ig ( s tate=DISABLED )
217 s e l f . bu t ton_sc r ip t = Button ( s e l f . frm2_bottom_middle_frame ,command=se l f . bu t ton_sc r ip t )
218 s e l f . bu t ton_sc r ip t . conf igure ( text=" browser " , height=1, padx="0m" ,pady="0m" )
219 s e l f . bu t ton_sc r ip t . pack ( s ide=" l e f t " )
220 s e l f . bu t ton_sc r ip t . bind ( "<Return>" , s e l f . bu t ton_sc r ip t _a )
221 s e l f . bu t ton_sc r ip t . conf ig ( s tate=DISABLED )
222 ###sc r i p t args
223 ###opt ions args
224 s e l f . t ex t _ac t i ve = Label ( s e l f . top_bottom_left_frame , text=" Act ive : ", font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
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225 s e l f . t ex t _ac t i ve . pack ( s ide=" top " , anchor=W)
226 s e l f . check_xterm = Checkbutton ( s e l f . top_bottom_left_frame , text="xterm" , var iab le=se l f . xterm , command=se l f . checkXterm )
227 s e l f . check_xterm . pack ( s ide=" l e f t " , anchor=W)
228 s e l f . check_mac = Checkbutton ( s e l f . top_bottom_left_frame , text="−−mac" , var iab le=se l f .mac, command=se l f . checkMac )
229 s e l f . check_mac . se lec t ( )
230 s e l f . check_mac . pack ( s ide=" top " , anchor=W)
231 s e l f . t ex t _ te s t s = Label ( s e l f . top_bottom_right_frame , text=" Tests : " ,font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
232 s e l f . t ex t _ te s t s . pack ( s ide=" top " , anchor=W)
233 s e l f . check_ping = Checkbutton ( s e l f . top_bottom_right_frame , text="p i nga l l " , va r iab le=se l f . ping , command=se l f . checkPing )
234 s e l f . check_ping . pack ( s ide=" l e f t " , anchor=W)
235 s e l f . check_ iper f = Checkbutton ( s e l f . top_bottom_right_frame , text="i p e r f " , va r iab le=se l f . i pe r f , command=se l f . check Iper f )
236 s e l f . check_ iper f . pack ( s ide=" top " , anchor=W)
237 ###opt ions args
238 ###buttons args
239 s e l f . button1 = Button ( s e l f . buttons_frame ,command=se l f . buttonRun ,font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
240 s e l f . button1 . conf igure ( text="Run MiniNet " , height=1, width=15)
241 s e l f . button1 . pack ( s ide=" top " , anchor=SE )
242 s e l f . button1 . bind ( "<Return>" , s e l f . buttonRun_a )
243 s e l f . button1 . focus_ force ( )
244 s e l f . button2 = Button ( s e l f . buttons_frame ,command=se l f . buttonClose ,font = ( ’ Times ’ , ’12 ’ , ’ bold ’ ) )
245 s e l f . button2 . conf igure ( text=" Close GUI " , height=1, width=15)
246 s e l f . button2 . pack ( s ide=" top " , anchor=SE )
247 s e l f . button2 . bind ( "<Return>" , s e l f . buttonClose_a )
248 ###buttons args
249
250 def setCustom ( se l f , name, value ) :
251 " Set custom parameters fo r MininetRunner . "
252 i f name in ( ’TOPOS ’ , ’ switches ’ , ’ hosts ’ , ’ c on t r o l l e r s ’ ) :
253 # Update d i c t i o na r i e s
254 param = name. upper ( )
255 globa ls ( ) [ param ] . update ( value )
256 e l i f name == ’ va l ida te ’ :
257 # Add custom va l ida te funct ion
258 s e l f . va l ida te = value
259 else :
260 # Add or modify g loba l var iab le or c lass
261 globa ls ( ) [ name ] = value
262
263 def parseCustomFile ( se l f , f i leName ) :
264 " Parse custom f i l e and add params before parsing cmd−l i n e opt ions . "
265 custom = {}
266 i f os . path . i s f i l e ( fi leName ) :
267 exec f i l e ( fileName , custom , custom )
268 f o r name in custom :
269 s e l f . setCustom ( name, custom [ name ] )
270 else :
271 ra i se Exception ( ’ could not f i nd custom f i l e : %s ’ % fileName )
272
273 def buttonClose ( s e l f ) :
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274 s e l f . myParent . destroy ( )
275
276 def buttonClose_a ( se l f , event ) :
277 s e l f . button2Cl ick ( )
278
279 def buttonRun ( s e l f ) :
280 p r i n t " \ n
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗"
281 p r i n t "do not fo rget to ex i t the CLI with the command ’<Ct r l >+D ’ or’ ex i t ’ "
282 p r i n t "
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ \n"
283 i p c on t r o l l e r = Str ingVar ( )
284 i p c on t r o l l e r = s e l f . t e x t _ i p _ c on t r o l l e r . get ( )
285 i f i p c on t r o l l e r == " " :
286 i p c on t r o l l e r = " 127.0.0.1 "
287 l i near topo = se l f . text1_topology . get ( )
288 i f l i near topo == " " :
289 l i near topo = 2
290 treetopo_depth = se l f . text21_topology . get ( )
291 i f treetopo_depth == " " :
292 treetopo_depth = 1
293 t reetopo_fanout = se l f . text22_topology . get ( )
294 i f t reetopo_fanout == " " :
295 t reetopo_fanout = 2
296 s ing letopo = se l f . text3_topology . get ( )
297 i f s ing letopo == " " :
298 s ing letopo = 2
299 i f s e l f . xterm == 20:
300 x = False
301 else :
302 x = True
303 i f s e l f .mac == 30:
304 m = False
305 else :
306 m = True
307 #checks the topology selected
308 i f s e l f . topology == 1:
309 topo = LinearTopo ( k =i n t ( l i near topo ) )
310 e l i f s e l f . topology == 2:
311 topo = TreeTopo ( depth=i n t ( treetopo_depth ) )
312 e l i f s e l f . topology == 3:
313 topo = SingleSwitchTopo ( k=i n t ( s ing letopo ) )
314 else :
315 #The c lass must have the name of ’Mytopo ’
316 s e l f . parseCustomFile ( s e l f . f i lename_topo )
317 topo = MyTopo ( )
318 #checks the selected switch
319 i f s e l f . switch == 1:
320 switch = KernelSwitch
321 e l i f s e l f . switch == 2:
322 switch = OVSKernelSwitch
323 else :
324 switch = UserSwitch
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325 #checks the selected con t r o l l e r
326 i f s e l f . c on t r o l l e r == 1:
327 con t r o l l e r = Con t ro l l e r
328 e l i f s e l f . c on t r o l l e r == 2:
329 con t r o l l e r = RemoteControl ler
330 else :
331 con t r o l l e r = curry ( RemoteController , de fau l t I P=i p c on t r o l l e r )
332 #creat ing the network
333 net = Mininet ( topo = topo , c on t r o l l e r = con t ro l l e r , switch =switch , autoSetMacs=m, cleanup=True , xterms=x )
334 #s ta r t the network
335 net . s t a r t ( )
336 i f s e l f . ping == 41:
337 net . p i ngA l l ( )
338 i f s e l f . i p e r f == 51:
339 net . i p e r f ( )
340 p r i n t " \ n
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗"
341 p r i n t "don ’ t fo rget to ex i t the CLI with the command ’<Ct r l >+D ’ or’ ex i t ’ "
342 p r i n t "
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ \n"
343 i n f o ( ’ ∗∗∗ Running CLI \ n ’ )
344 i f s e l f . f i l ename_sc r ip t == None :
345 CLI ( net )
346 else :
347 CLI ( net , s c r i p t=s e l f . f i l ename_sc r ip t )
348 CLI ( net )
349 i n f o ( ’ ∗∗∗ Stopping network ’ )
350 net . stop ( )
351
352 def buttonRun_a ( se l f , event ) :
353 s e l f . buttonRun ( )
354
355 def button_topology ( s e l f ) :
356 s e l f . f i lename_topo = askopenfilename ( f i l e t y pe s =[( " a l l f i l e s " , "∗ " ) , ( "py thon f i l es " , " ∗ . py" ) ] )
357 s e l f . text4_topology . delete (0 , END)
358 s e l f . text4_topology . i n se r t (0 , s e l f . f i lename_topo )
359
360 def button_topology_a ( se l f , event ) :
361 s e l f . button_topology ( )
362
363 def bu t ton_sc r ip t ( s e l f ) :
364 s e l f . f i l ename_sc r ip t = askopenfilename ( f i l e t y pe s =[( " a l l f i l e s " , "∗ " ), ( " py thon f i l e s " , " ∗ . py" ) ] )
365 s e l f . t e x t _ s c r i p t . delete (0 ,END)
366 s e l f . t e x t _ s c r i p t . i n se r t (0 , s e l f . f i l ename_sc r ip t )
367
368 def but ton_sc r ip t _a ( se l f , event ) :
369 s e l f . bu t ton_sc r ip t ( )
370
371 def rad i oCon t ro l l e r ( se l f , c on t r o l l e r ) :
372 i f c on t r o l l e r == 3:
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373 s e l f . t e x t _ i p _ c on t r o l l e r . conf ig ( s tate=NORMAL)
374 s e l f . t e x t _ i p _ c on t r o l l e r . conf igure ( background=’ white ’ )
375 else :
376 s e l f . t e x t _ i p _ c on t r o l l e r . delete (0 , END)
377 s e l f . t e x t _ i p _ c on t r o l l e r . conf ig ( s tate=DISABLED )
378 s e l f . t e x t _ i p _ c on t r o l l e r . conf igure ( background=’ gray ’ )
379 s e l f . c on t r o l l e r = con t r o l l e r
380
381 def radioSwitch ( se l f , switch ) :
382 s e l f . switch = switch
383
384 def radioTopology ( se l f , topology ) :
385 i f topology == 1:
386 s e l f . text1_topology . conf ig ( s tate=NORMAL)
387 s e l f . text1_topology . conf igure ( background=’ white ’ )
388 s e l f . text21_topology . conf ig ( s tate=DISABLED )
389 s e l f . text21_topology . conf igure ( background=’ gray ’ )
390 s e l f . text22_topology . conf ig ( s tate=DISABLED )
391 s e l f . text22_topology . conf igure ( background=’ gray ’ )
392 s e l f . text3_topology . conf ig ( s tate=DISABLED )
393 s e l f . text3_topology . conf igure ( background=’ gray ’ )
394 s e l f . text4_topology . conf ig ( s tate=DISABLED )
395 s e l f . text4_topology . conf igure ( background=’ gray ’ )
396 s e l f . button_topology . conf ig ( s tate=DISABLED )
397 e l i f topology == 2:
398 s e l f . text21_topology . conf ig ( s tate=NORMAL)
399 s e l f . text21_topology . conf igure ( background=’ white ’ )
400 s e l f . text22_topology . conf ig ( s tate=NORMAL)
401 s e l f . text22_topology . conf igure ( background=’ white ’ )
402 s e l f . text1_topology . conf ig ( s tate=DISABLED )
403 s e l f . text1_topology . conf igure ( background=’ gray ’ )
404 s e l f . text3_topology . conf ig ( s tate=DISABLED )
405 s e l f . text3_topology . conf igure ( background=’ gray ’ )
406 s e l f . text4_topology . conf ig ( s tate=DISABLED )
407 s e l f . text4_topology . conf igure ( background=’ gray ’ )
408 s e l f . button_topology . conf ig ( s tate=DISABLED )
409 e l i f topology == 3:
410 s e l f . text3_topology . conf ig ( s tate=NORMAL)
411 s e l f . text3_topology . conf igure ( background=’ white ’ )
412 s e l f . text1_topology . conf ig ( s tate=DISABLED )
413 s e l f . text1_topology . conf igure ( background=’ gray ’ )
414 s e l f . text21_topology . conf ig ( s tate=DISABLED )
415 s e l f . text21_topology . conf igure ( background=’ gray ’ )
416 s e l f . text22_topology . conf ig ( s tate=DISABLED )
417 s e l f . text22_topology . conf igure ( background=’ gray ’ )
418 s e l f . text4_topology . conf ig ( s tate=DISABLED )
419 s e l f . text4_topology . conf igure ( background=’ gray ’ )
420 s e l f . button_topology . conf ig ( s tate=DISABLED )
421 else :
422
423 s e l f . text4_topology . conf ig ( s tate=NORMAL)
424 s e l f . text4_topology . conf igure ( background=’ white ’ )
425 s e l f . button_topology . conf ig ( s tate=NORMAL)
426 s e l f . text1_topology . conf ig ( s tate=DISABLED )
427 s e l f . text1_topology . conf igure ( background=’ gray ’ )
428 s e l f . text21_topology . conf ig ( s tate=DISABLED )
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429 s e l f . text21_topology . conf igure ( background=’ gray ’ )
430 s e l f . text22_topology . conf ig ( s tate=DISABLED )
431 s e l f . text22_topology . conf igure ( background=’ gray ’ )
432 s e l f . text3_topology . conf ig ( s tate=DISABLED )
433 s e l f . text3_topology . conf igure ( background=’ gray ’ )
434 s e l f . topology = topology
435
436 def checkScr ipt ( s e l f ) :
437 i f s e l f . s c r i p t == 10:
438 s e l f . s c r i p t = 11
439 s e l f . t e x t _ s c r i p t . conf ig ( s tate=NORMAL)
440 s e l f . t e x t _ s c r i p t . conf igure ( background=’ white ’ )
441 s e l f . bu t ton_sc r ip t . conf ig ( s tate=NORMAL)
442 else :
443 s e l f . s c r i p t = 10
444 s e l f . t e x t _ s c r i p t . delete (0 , END)
445 s e l f . t e x t _ s c r i p t . conf ig ( s tate=DISABLED )
446 s e l f . t e x t _ s c r i p t . conf igure ( background=’ gray ’ )
447 s e l f . bu t ton_sc r ip t . conf ig ( s tate=DISABLED )
448 s e l f . f i l ename_sc r ip t = None
449
450 def checkXterm ( s e l f ) :
451 i f s e l f . xterm == 20:
452 s e l f . xterm = 21
453 else :
454 s e l f . xterm = 20
455
456 def checkMac ( s e l f ) :
457 i f s e l f .mac == 30:
458 s e l f .mac = 31
459 else :
460 s e l f .mac = 30
461
462 def checkPing ( s e l f ) :
463 i f s e l f . ping == 40:
464 s e l f . ping = 41
465 else :
466 s e l f . ping = 40
467
468 def check Iper f ( s e l f ) :
469 i f s e l f . i p e r f == 50:
470 s e l f . i p e r f = 51
471 else :
472 s e l f . i p e r f = 50
473
474 i f __name__ == ’ __main__ ’ :
475 setLogLevel ( ’ i n f o ’ )
476 p r i n t " \ n"∗100
477 p r i n t " S ta r t i ng . . . "
478 root = Tk ( )
479 myapp = MiniNetGui ( root )
480 root . mainloop ( )
481 p r i n t " . . . Done! "
codigos/minigui.py
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