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I. INTRODUCTION
T WO MAJOR variations of cellular neural networks (CNNs) have been studied in the neural networks community. The CNN introduced by Chua and Yang in 1988 [1] consists of individual units (cells) connected to each of their neighbors on a cellular structure. Each cell of such a CNN is a computational unit and has been applied to pattern recognition [2] , [3] and image processing [4] , [5] . The CNN is a highly nonlinear system and its stability is important for real applications. Multistability of CNNs is discussed in [6] . In [7] , Werbos introduced a cellular implementation of simultaneous recurrent neural networks (SRNs), where each "cell" is an SRN with the same set of weights but a different set of inputs. Such a CNN consisting of SRNs as cells is called a cellular SRN (CSRN); a CNN containing multilayer perceptrons (MLPs) as cells is called a cellular MLP (CMLP). CSRNs have been used in the maze navigation problem [8] , [9] , facial recognition [10] , and image processing [11] . Stability of recurrent neural networks in the presence of noise and time delays is discussed in [12] . Thus, [6] and [12] together provide a basis for the stability of such CNNs containing NNs in each of its cells. In the original CNN, each cell is connected only to its adjacent cells [1] . However, in CMLP and CSRN, the connection of different cells to each other is application dependent, as is shown in application to bus voltage prediction in a power system [13] . However, even with variations, most of the CNNs studied so far consist of identical units in each cell of the CNN and learning is centralized and synchronous, i.e., the NNs in each cell of the CSRN or CMLP are trained simultaneously in one location. Distributed learning of artificial systems has been of interest for a long time in the research community. Many approaches have focused on either data decomposition or task decomposition methods to achieve parallelism by distributing among multiple processors [14] - [18] . Use of distributed learning in computational intelligence (CI) and machine learning (ML) paradigms has also been reported in the literature [14] , [19] , [20] . Although distributed learning methods capture the essence of decentralized computing by reducing the volume of information shared by performing local computations at different "nodes," these approaches either consist of a "master" making decisions based on information from the rest of the nodes in the network [21] , or the nodes being centrally located in one place and synchronized by a global clock. Learning may be carried out sequentially or in parallel by exploiting their inherent parallelism using a parallel computing platform. However, all nodes or cells are updated simultaneously for any change in the system and hence learning is not independent among the cells. As such, most current approaches, even though distributed, carry out centralized synchronous learning regardless of the hardware/software platform used for implementing them.
The major contributions of this paper are as follows. 1) A generic framework of CNN is presented and a special case of supervised learning has been demonstrated. 2) A decentralized asynchronous learning (DAL) framework for CNN has been developed and implemented on a heterogeneous CNN. 3) CNN with DAL framework has been implemented as a wide-area monitoring system (WAMS) for power systems. 4) It is shown that multiple neural networks of different cells of a CNN can each, concurrently, learn information embedded in data obtained from a complex system. The rest of this paper is arranged as follows. Architecture of CNN is presented in Section II. Learning of learning systems (LOLS) is explained in Section III. Development of the proposed DAL for heterogeneous CNN is explained in Section IV. Development of WAMS based on CNN with DAL is presented in Section V. Case studies with results and discussion are presented in Section VI, and conclusions are given in Section VII.
II. CNNS
The generic architecture of a CNN consists of cells connected to each other in some fashion. In this paper, each cell consists of a computational unit, a learning unit, and a communication unit. This is shown in Fig. 1 . The computational unit/element can be appropriately chosen for different applications, but some variation of one of the many CI paradigms will be more suitable. The purpose of the computational element is to utilize the information available to it (either directly or through its interaction with the neighbors) to produce an output in order to improve the performance over time. The ability to utilize the gathered information for improving one's performance is also known as "experience" and is facilitated by the learning unit. The learning unit can have supervised, unsupervised, or reinforcement-based learning and provides a measure for the evaluation of performance based on which a cell can improve itself. Since the individuals interact with their neighbors in a collaborative learning system (where neighborhood may be defined on the basis of certain parameters which are application dependent, e.g., electrical distance in the application shown in this paper), a communication unit is also present in the cell. This unit consists of an input/output interface for sending to and receiving from other cells in the network. Communication takes place according to a predefined rule with as many neighbors as is required by the application.
The CNN architecture and learning can be classified as follows. said to be sequential if it takes place in a sequential computing environment using a sequential algorithm. It is said to be parallel if it takes place in a distributed environment using parallel computing on suitable hardware/software platform. Fig. 2 shows the different variations of CNN in terms of formation, structure, learning, and implementation. Any combination of these variants can form a different type of CNN. For example, the CNN developed for one of the case studies in this paper (test system II) has a decentralized formation, heterogeneous structure, heterogeneous learning method, and asynchronous adaptation, and is implemented in parallel.
Sometimes, "decentralized" and "distributed" are interchangeably used in the literature. The word "distributed" is, however, contextual and can mean task, data, or temporal distribution in parallel computing environment, or spatial distribution. For clarity, the word "decentralized" henceforth is used explicitly to imply spatial distribution and "distributed" is used in the context of parallel computing. Synchronized, centralized, and sequential learning techniques for individual or networked (cellular or population-based) systems have been studied and applied to a wide variety of problems using CI paradigms. With the development of advanced hardware/software platforms and parallel computing tools, distributed learning methods have also been developed and applied. However, to the best of our knowledge, there has not been any substantial study in the CI or ML community in the area of decentralized learning of networked, let alone heterogeneous, learning systems. The challenge here is that each individual or member of the system is a learning subsystem in itself and is directly and/or indirectly related to the knowledge and experience of the member(s) in its surroundings. In most real-life problems where each cell implements a nonlinear function, the change in the input is nonlinear, which results in a nonlinear change in the output. This complex and iterative information dependency as well as nonlinear input/output behavior combined with the ability to learn asynchronously poses even a greater challenge in the learning of such systems. This is known as LOLS.
III. LEARNING OF LEARNING SYSTEMS
LOLS is a social behavior of swarms where each individual learns at different pace, at different times, and in different environment while still interacting with the other individuals of the society. This behavior is comparable to students performing certain projects in a virtual classroom in which distant students learn at their own pace, in their own environment at different times while still working on a common objective. For the same reason, decentralized learning has developed as an instructional paradigm in the field of distance education where both synchronous as well as asynchronous learning methods are utilized [22] . In a collaborative distributed learning [23] , learning occurs through communication and collaborative interactions. In [24] , Salomon and Perkins have pointed out that learning involves both cognitive as well as social aspects. They have also pointed that a social entity can itself be identified as a learning system where collective outcome of the system as a whole is more important than one or more individuals' output. Learning in an artificial system having spatially distributed interacting individuals is the major focus of LOLS.
Consider a generic system consisting of different interconnected subsystems, as shown in Fig. 3 . The output of any subsystem connected to N neighboring subsystems as part of the LOLS can be represented by
where α is the discount factor associated with each subsystem. For any subsystem, the discount factor affects the extent of influence of its own past experience or the knowledge of its neighbors in its future decisions. The output of each subsystem might also be governed by other static and dynamic parameters associated with the subsystem, which are represented as K S i and K D i in (1). In the proposed DAL framework for CNN, each cell learns in its own location based on its own inputs and the information obtained from its connectivity with the neighbors. The objective of the learning is to improve the overall output of the whole system and not just one or a few individuals of the group, which closely resembles the cognitive and social learning aspects of swarms in a biological ecosystem. The learning is decentralized because the individuals (cells) can be spatially distributed and communicate certain information with only a few neighbors of interest. The learning is asynchronous because it can be temporally distributed among the individuals (cells). That means, in decentralized asynchronous learning in a heterogeneous CNN, different types of cells can learn at different times as deemed necessary depending on availability of information and deviation of its current output from the desired. At each location, the learning can be either sequential or parallel. Thus, a DAL framework for CNN also represents an LOLS.
IV. DECENTRALIZED ASYNCHRONOUS LEARNING
When the size of the network grows, or the parameters of one or more components of the network change, then the input/output behavior of the overall network changes. That means, in a centralized CNN implementation of a networked system, any change in one or more nodes in the system will require a change in the architecture of the entire CNN representing the network. Also, a synchronized learning mechanism will require all nodes to update themselves simultaneously to learn the new change introduced in one or more parts of the network, although not all cells may be affected by the change. At the hardware level, this translates into more processing, memory, and power consumption. Therefore, a DAL framework for CNN is developed that allows dynamic changes to the network topology without affecting the operation of the CNN. The learning unit in each cell quickly captures any change in the network topology or parameters affecting the cell and updates the computational unit to reflect the changes. This takes place at each affected cell asynchronously. There are both cognitive and social aspects of learning in DAL. The cognitive learning takes place when parameters directly affecting the cell change and the cell has to update itself to reflect the change. This newly acquired knowledge is then transferred to the other members of the network (neighboring cells) through the communication unit. As a result, the neighbors observe a change in the behavior and update themselves. The new knowledge acquired by one cell thus propagates through the network, which results in social learning. In Fig. 4 , propagation of knowledge across the network is shown with a typical example of four cells. Each column represents the change beginning at four different cells, while the rows represent the propagation of the change across the network over time (samples). It shows how the CNN transitions from one state to the other asynchronously when a change occurs at any one of the cells. If the change in the input causes a significant change in the output, then the learning unit will activate. This happens at every cell in the network, thus leading to a ripple of changes. This leads the network to a new state of knowledge whenever a change is introduced in the network. Therefore, DAL framework supports addition of cells to the network. A centralized implementation is vulnerable to attacks, but DAL framework makes a CNN fault-tolerant and scalable.
Implementation of DAL in a cell is explained in the following paragraphs with reference to the structure of a cell shown in Fig. 5 outputÔ (k) from its input at instant k, (I (k)), it is compared with its target from the previous time instant k − 1, which is O(k), and an absolute relative error (ARE) is calculated according to (2) as the measure of the fitness of learning. The ARE may be taken over one or more steps, in which case it is stored on the error buffer and accumulated in order to take an average. If the error is greater than a predetermined threshold ARE t , then a trigger (T ) is activated according to (3) . This triggers the learning unit and the parameters of the computational element (weights of NN if the computational element is an NN) are adjusted according to the learning algorithm. Thus an asynchronous online learning takes place at each cell. The DAL framework in Fig. 5 presents a scenario for supervised learning where a predefined target is required. Therefore, "Target" shown in Fig. 5 is a buffer for holding the target values O(k). In the application described in this paper, the target is generator speed deviation. Since the generator speed deviation is also one of the inputs to the cell, the target is a step-ahead (time-shifted) value of that input. The learning in each cell of a CNN with DAL is shown in flowchart of
V. DEVELOPMENT OF WAMS BASED ON CNN WITH DAL A power system consists of components and phenomena associated with them that have complex dynamic behaviors. Components such as generators and phenomena such as power flows can be represented by differential algebraic equations (DAEs) [25] . Since neural networks can be effectively used to learn the output of such DAEs, they can be a very suitable tool for modeling and monitoring the behavior of power system components and phenomena. A WAMS is used to assess the status of various components of a power system for providing predictive control. In future power systems (smart grids), the number of such components will be very large and hence it becomes challenging to perform accurate predictive state estimation using WAMS in a reasonable amount of time [26] . Therefore, a WAMS based on CNN with DAL is proposed.
The proposed CNN consists of NNs in each cell and is closely related to the object net approach described in [27] and [28] . These cells may be homogeneous, with similar types and sizes of NNs, or heterogeneous depending on the type of application. Each cell of the CNN is used to predict the speed deviation of one generator in the power system. The architecture of CNN is developed such that it exactly represents the physical structure of the power system. This is done in two phases. In Phase I, the cells are connected to each other on the basis of the "nearest-n neighbors" topology, which means previous sample outputs of n nearest neighbors of each cell are connected to the inputs of that cell. The number n should be picked such that it is less than the total number of cells (N), but also ensuring that the connectivity of the network is not lost. This is better understood by referring to the applications presented in this paper. In the proposed application, the "nearness" of components is defined as the electrical distance between the generators and is measured on the basis of the length of the transmission lines separating the two generators. In this paper, two nearest neighbors (n = 2) are considered for designing the CNN. For example, in the Test System I (Fig. 7) , two nearest neighbors of generator G1 are generators G2 and G4. This is represented in the CNN by connecting the outputs of the cells C2 and C4 to the inputs of the cell C1. Similarly for G4, two nearest neighbors are G2 and G3, and hence outputs of the cells C2 and C3 are connected to the inputs of the cell C4. This topology allows the scalability of the CNN by keeping the size of the NN in each cell to a minimum. However, for Test System II [ Fig. 8(a) ], a complete connectivity of the system is not obtained by only considering nearest two neighbors CNN-based WAM for a two-area four-machine system (Test System I).
between the generators, as is shown in Fig. 8(b) . To avoid forming islands on a large power system, nearest generators in adjacent islands are connected in Phase II in order to obtain a CNN structure as shown in Fig. 8(c) . Because of the extra connections in some of the cells due to Phase II connection, a heterogeneous CNN is developed. In this paper, a WAMS based on CNN with DAL is developed to predict the speed deviations ( ω) of each generator in the multimachine power system at instant k + 1 based on speed deviations ( ω) and deviation of the reference voltage ( V ref) (shown in Fig. 9 ) of the generators at instant k as the inputs.
For Test System I, the computational unit in each cell is an MLP. Each MLP is a time-delayed neural network (TDNN) with an input layer of six neurons, a hidden layer of eight neurons, and an output layer of a single neuron. Each cell consists of six inputs, namely, actual reference voltage applied to the generator V ref(k); current and timedelayed values of the actual speed deviation of the generator ω(k), ω(k − 1), ω(k − 2); and the predicted speed deviations of the nearest two generators, ω n1 (k) and ω n2 (k). For Test System II, the cells connected to two nearest neighbors have their computation unit implemented using MLPs where as those with more than two nearest neighbors (cells participating in inter-island connectivity of Phase II) are implemented using SRNs in order to capture the new dynamics. The number of neurons in the input, hidden, and context layer of SRN is dependent on the number of neighbors each cell is connected to. Unlike MLPs, the inputs to the SRN consist of only the current values of the inputs, i.e.,
The computational unit in each cell of the CNN is an NN and is independently trained by the learning unit. The CNN presented here is heterogeneous in terms of both computational as well as learning unit. In this paper, the learning unit of the cells whose computational I  II  III  IV  I  II  III unit is an MLP uses backpropagation (BP) and that of cells whose computational unit is an SRN uses particle swarm optimization (PSO) [29] to train it. PSO has been shown to be effective in training NNs [29] - [31] . Since training of SRNs is a challenging task, PSO has been used to train them. For every sample of the input data I (k), each cell produces a step-ahead predicted output O(k + 1). Therefore, for any input data of size 1, 2, . . . , k, . . . , K discrete samples, with W n and V n the input and output weight matrices, respectively, of the SRN in nth cell, the output of each cell is given by
Considering the case of two nearest neighbors, the input vector for any cell will be
The predicted speed deviations can be written as
In order to simulate a decentralized operation, the CNN is implemented on a parallel computer where each cell resides on a separate processor and communicates to its neighbors (other processors) using a message passing interface (MPI). Each cell maintains a SendList and a RecvList and uses MPI_send and MPI_recv commands to send/receive the data between the neighbors. For a CNN with N cells, SendList and RecvList are N length vectors with a value of "1" in the column representing its nearest neighbors or a value of "0" otherwise. For Test System I, the SendList and RecvList are shown in Table I . The two matrices will be transposes of each other. The communication protocol for each cell is given in the pseudocode.
Algorithm 1 Communication Protocol
for n = 1 to N do if Send Li st (n) == 1 then Send output to Cell n using M P I _send.
end if if Recv Li st (n) == 1 then
Receive input from Cell n using M P I _recv. end if end for 10 
VI. RESULTS AND DISCUSSIONS

A. Test Systems I and II
The stream of data used for this paper was obtained by simulation of the test systems in a real-time digital simulator (RTDS) [32] . Since RTDS operates in real time, it gives a more realistic representation of an actual system. A pseudorandom binary signal (PRBS) applied to the excitation system of the generator causes a change in the reference voltage V ref, which causes the speed deviation in the generators. Perturbation is increased on generators each time, and 10 s of data at 100 Hz collected for each PRBS is applied to an additional generator. Thus, 40 s of data is used as the input stream to the CNN. Output of each cell is a step-ahead prediction of the input data corresponding to each generator of the test system. The output of the CNN plotted against the actual signal is shown in Fig. 10 . The proposed DAL framework for the CNN consists of many variables that can be customized on the basis of the applications. These variables are parameters associated with learning methods (e.g., learning gain, momentum gain, iterations, population size, acceleration constants, error threshold), computational units (e.g., number or neurons in different layers), and the DAL framework (e.g., neighborhood size, database and buffer size). Table II lists the variables/parameters and their values used in the application described in this paper. The values can be considered as a starting point in any future applications but are not claimed as optimal. Test System II is represented by a CNN consisting of 16 cells each predicting the speed deviation of one generator in the system. The output of the CNN is shown in Fig. 11 .
B. Discussion
1) Asynchronous Learning:
Asynchronous behavior in CNN learning is a result of the learning unit trigger shown in (3). The cell undergoes weight updates using the historical data from Dynamic database only when T = 1. Fig. 12 is the plot of the trigger vector "T " over the training duration. The plot shows the asynchronous learning during implementation of Test System I where different cells are learning at different times depending on their performance. The x-axis shows the progress in time. For each cell shown on each row in the y-axis, the shaded part in x-axis corresponds to the time when each cell learns (T = 1), and the white spaces represent the times when it does not (because of its predictions being within the expected threshold, T = 0). Similarly, Fig. 13 shows the asynchronous learning of the cells of Test System II in the DAL framework. The MLP and SRN cells are distinguished by different shades, and rows 1, 2, 3, 4, 10, 12, 14, and 16 correspond to the SRN learning. For Test System I, asynchronous learning takes 271 s as opposed to 19 min for synchronous learning. The average mean squared error (MSE) between the actual and the predicted outputs of all the cells during testing on CNNs trained using synchronous (asynchronous) learning is 19.4 (12.97). The result is rather surprising, and implies that updating the NN weights on every sample of input is not the ideal way to train it, and may in fact deteriorate its performance in a connected network like the CNN. While the observations show obvious benefits of asynchronous learning in terms of speed, we do not claim that a threshold of 5% for triggering the learning unit is optimal. It requires more in-depth study into the weight update pattern with different thresholds and comparison of its performance in training as well as testing to come to a fair conclusion regarding speed/accuracy tradeoff in asynchronous learning.
2) Knowledge Retention:
The CNN trained using DAL framework is used to test the simulation data obtained from a 10-cycle three-phase to ground fault on bus 8 of Test System I. Then, a Prony analysis [33] is carried out on the predicted outputs of the CNN as well as the actual data. In Table III , the natural frequencies (ω N ) and damping ratios (ζ ) obtained from the Prony analysis of the actual and the predicted signals are presented, along with the errors (Eω N and Eζ ) between the actual and the predicted. The results show that the dominant inter-area and intra-area frequency modes present in the power system are also captured by CNN within less than 2% error in natural frequency and less than 4% error in damping ratio. In Table IV , the Prony analysis performed on the training data obtained after different learning durations is presented. The data presented shows that some frequency modes are extracted early on, but some frequency modes are either not present or not accurate, which improves over time. For the intraarea frequency modes in the Test System I, The minimum errors in natural frequency modes are obtained after 40 s of training, which is the complete set of data used for Test System I. These result showing the extraction of frequency modes from the output of CNN validates that it has the ability to extract "information" from "data" based on cognitive and social learning.
3) Performance Comparison:
In this paper, n-nearest neighbor topology has been used for developing the CNN where the predicted time-delayed signals from the neighbors have been used as inputs to each cell. For Test System I, if the same topology is to be implemented on an MLP, four time-delayed neural networks can be obtained by combining (6)- (9) and replacing the predicted outputs with time delayed values of the actual signal. For example, output of MLP for generator G1 can be obtained using (6), (7), and (9) as follows:
Thus, MLP equivalent of a cell has 13 inputs. Using 20 hidden neurons and one output, the performance of MLP can be equivalently compared with each cell of a CNN. We do not claim that the number of inputs to the equivalent MLP is optimal, but in order to capture the inter-area and intraarea frequency modes in the power system, all the information available to each cell in CNN is also made available to the equivalent MLP. Test Case I is implemented on the MLP equivalent of the CNN and tested using 10-cycle three-phase line to ground fault data. Coefficient of determination (R 2 ) is used to show the goodness of fit between the actual and the predicted signals. R 2 is a statistical measure of how well the regression line approximates the real data points. An R 2 of 1.0 indicates that the regression line perfectly fits the data. Table V . The results demonstrate that the performance of CNN is significantly better than that obtained using MLPs. Although most of the outputs of both CNN and its MLP equivalent are comparable during training, the performance of the equivalent MLP significantly deteriorates during testing on a set of data that was not used during training. This means that the learning in MLP is being forced by the BP of errors, whereas CNN is actually able to capture the dynamics of the system. The physical implementation of equivalent MLP will be more complex and requires more variables to be communicated.
Unlike Test Case I, where all the cells are homogeneous in size, architecture, and learning method, Test Case II is heterogeneous with some of the cells consisting of different numbers of inputs, and different types of computational and learning units. This heterogeneity in size of the cells was a result of the increased number of connections in certain cells in order to capture the system topology. However, the heterogeneity in architecture and learning was a result of implementing the cells with a larger number of inputs using SRN and hence training it using PSO. While this demonstrates the flexibility of the framework, it does not imply that the heterogeneity in architecture or learning is desirable and that it will be problem-specific. To validate this assumption, Test Case II is also implemented using homogeneous cells where all cells consist of MLP as the computational unit and are trained using BP. Fig. 15 shows a comparison of absolute errors between the actual and the predicted signals for Test Case II when implemented using heterogeneous (top plot) and homogeneous (bottom plot) architectures and learning methods. These results show that the performances of homogeneous and heterogeneous cells in CNN are comparable in this application. The higher values of absolute error observed in the heterogeneous CNN shows the errors for cells 12 and 16, which are implemented using SRNs. Implementation and learning in SRN is challenging and time consuming due to the inherent feedback. Therefore, based on the studies, it can be empirically concluded that the use of simplified architectures of NNs, such as an MLP, in individual cells of the CNN is more efficient. It can also be inferred that the capability of CNN is dependent not only on its computational unit (which architecture of neural network is used in each cell) but also how well the CNN maps the system topology through its connectivity.
4) Speed Comparison:
Because of the size of the four MLPs and the four cells of a CNN being different, the time required for training of these networks on the same data differs significantly. Since both implementations are equivalent in terms of inputs and topology, they are both linearly scalable. Each cell of a CNN consists of 56 sets of weights (hence a total of 224 weight updates in each epoch). However, each equivalent MLP consists of 280 weights, resulting in 1120 weight updates. Therefore, time required for training a CNN is 79 s as opposed to 277 s for the equivalent MLP on the same computer. Similarly, training of SRNs in Test System II using iterative algorithm (PSO) requires a much longer time. This also justifies the use of simple architectures and learning methods in each cell of a CNN.
VII. CONCLUSION
LOLS is a challenge due to individual learning systems interacting with other members of the swarm in a collaborative environment. The objective of such learning is to improve the overall performance of the system. However, this is achieved only by improving each individual's (subsystem) outputs. Therefore, cognitive as well as social learning is required. This was addressed in this paper by developing a decentralized asynchronous collaborative learning framework for CNN. In such a framework, learning takes place locally on spatially distributed cells that learn asynchronously. The cells collaborate to achieve learning of the overall system. An application of the proposed method was shown by developing a wide-area monitoring system for power systems using heterogeneous CNN. The performance of CNN was compared and shown to be better than that of an equivalent MLP architecture. Through a series of empirical tests, it was also concluded that the best performance of CNN is achieved by actually capturing the dynamics of the system through its connection architecture while simplifying the computational and learning units in each cell. As a result, CNN with DAL framework presented in this paper becomes a scalable high-performance decentralized learning system. The presented concept of decentralized asynchronous learning more accurately represents real-life scenarios. Although the cells in CNN have been implemented on different processors in parallel, the speedup obtained by parallelization was not the main focus of this paper and was neither compared with sequential platform nor presented as findings of this research. Real-time parallel implementation of CNNs remains to be investigated as future work. Extension of the presented methods and applications in larger and more complex dynamic systems with more variables can also be areas of future work.
