Abstract. This paper illustrates the use of high-level domain specific models to specify and test some performance properties of complex systems, in particular Communication Networks, using a light-weight approach. By following a Model-Driven Engineering (MDE) approach, we show the benefits of constructing very abstract models of the systems under test, which can then be easily prototyped and analysed to explore their properties. For this purpose we use e-Motions, a language and its supporting toolkit that allows end-user modelling of real-time systems and their analysis in a graphical manner.
Introduction
Lightweight modelling is the use of small, abstract models of the system under study, and of push-button verification techniques [1] . The key ideas behind this approach, as proposed by Pamela Zave, are the construction of a very abstract model of the system and the use of analysis tools to explore its properties. Being the model very abstract in comparison to a real implementation, and focusing only on the relevant concepts, it becomes small, tractable, and can be constructed quickly. Being the analysis tools simple and pushbutton-based, they yield results with little effort. Thus it becomes easy for the system designer to prototype the system, test its properties and re-adjust the designs in a costeffective manner. Moreover, this enables an incremental and iterative approach to system design and testing, where the system is progressively specified and its properties analysed for correctness and against a set of quality requirements. The problems found during the testing process can be carefully analysed and either the system design or the quality requirements refined accordingly.
In this paper we show how Domain Specific Modelling Languages (DSMLs) can help realizing this approach. In the first place, they allow end-users to create models of their systems at the right level of abstraction and with the appropriate precision. Secondly, the produced models can be connected to powerful simulation and analysis tools using model transformations, to provide the push-button capabilities required for accomplishing the analysis.
We illustrate our approach using the e-Motions language and supporting toolkit [2] , which enables the precise definition of real-time models in a graphical and intuitive way, as well as its simulation and analysis [3] .
Fig. 1. Communication Network Metamodel
As a running example we use a re-configurable Communication Network system, composed of computers that transmit messages through nodes that process and forward them to other nodes until messages reach their final destinations. Additional supporting nodes can be activated in case of network congestion to alleviate the temporary traffic bottlenecks. Assuming that the cost of acquiring and maintaining these extra nodes is not negligible, there are some tradeoffs between the quality of service provided by the network and its overall cost. We show how this kind of analysis and tests can be conducted with our proposal in an easy and cost-effective manner.
The structure of this paper is as follows. Section 2 introduces the running example and provides the motivation of our work. Then, Section 3 describes the structural model of the system, and them how to model its behaviour so that it can be later simulated and analysed, as discussed in Section 4. Finally, Section 5 describes some related works and Section 6 presents the conclusions.
A Running Example
Let us start by describing the system that we want to model and whose performance and behaviour we want to analyse. It consists of a communication network composed of different kinds of Components that can contain Packets. Each component has a specific location, given by two coordinates. The metamodel of the network is shown in Fig. 1 .
Users produce packets, while Servers consume them (i.e., they act as sources and sinks of the network, respectively). Components can exchange Packets only if they are connected. Such connection between components is modelled by the neighbours reference, that reflects the components that are reachable from a given component. The network itself is modelled by a set of packet switching Nodes, which are the network elements in charge of receiving, processing and forwarding packets to other components. Nodes have one attribute (pkPr) in our model to keep track of the packets they have processed so far. The buffer with the set of received packets that a node has to process is modelled by means of the composition relation between Component and Packet.
One characteristic of our network is that the time each node spends in processing a packet depends on the number of packets in its buffer. The more packets in the buffer, the more the node takes to process each one. This simulates a behaviour where nodes need to perform some operations on the flow of packets, such as sorting or merging them according to a given algorithm, for instance. Packets have two attributes, is being processed and timeStamp. The former indicates whether the packet is currently being processed by a node, while the latter stores the moment in time at which the packet enters the network. For routing packets, nodes decide to forward packets to the neighbour node which is less loaded, i.e., the one with the smallest buffer size.
In order to alleviate network congestion, an additional kind of nodes (called SupportNodes) exists in the network. They can be activated and de-activated depending on the load of the neighbouring nodes. Each SupportNode activates itself if the number of packets in the buffer of any of the nodes connected to it via the support relationship goes above the value defined in its threshold attribute. Similarly, it deactivates itself when the load of all connected nodes is above the threshold. Attribute activations keeps track of the moments in time at which the support node changes its state.
Let us assume that the cost of acquiring, maintaining and running these extra support nodes cannot be ignored, as it happens for instance if support nodes are hired from external network providers, and their running costs depend on the time they are active or on the number of packets they process. In this setting the system owner is faced with several decisions in order to maximize the quality of service provided by the network while minimizing its overall cost. Firstly, how many supporting nodes need to be hired/purchased to guarantee a minimum level of throughput? Secondly, which is the optimal value for the threshold of each support node that provides a required level of throughput with the minimum time of support node activation (hence minimizing the running cost of the node)?
In order to be able to respond to these questions, we need to identify which are the system parameters that are relevant to our analysis. In our case, we will focus on the following ones:
-Throughput and delay of the overall network. They indicate how fast nodes process packets. Throughput tells us how many packets are processed by the network per unit of time. Delay indicates how many time units the packets spend within the network. The higher the throughput, the lower the delay, and so the higher the performance of the network. -Packets processed per node. This measure provides an indication of the work load supported by each node. This is however a complex indicator due to the way in which packets are processed in this network, and how they arrive to nodes. The fact that processing time depends on the length of the buffer of pending packets may cause different behaviour depending on whether packets are coming in bursts or at a regular pace. 
Modelling the Communication Network Using e-Motions

Modelling the Structure
The first step is to model the initial configuration of the system. This is nothing but a model that conforms to the Network metamodel. A possible configuration example of a network is shown in Fig. 2 (please ignore the area within the dotted lines for now). This configuration defines three Users feeding packets into the network and one Server consuming them. Each user accesses the network using different nodes. The network is composed of 8 (normal) nodes and 2 support nodes (n9 and n10), which are initially deactivated. The activation of the support nodes depends on the buffer size of nodes n3 and n4 for support node n9, and of nodes n5 and n6 for support node n10. This is specified by the corresponding support relations between the support nodes and the nodes they try to help.
Modelling Behaviour
Apart from the structure of our system, which is captured by the model shown in Fig. 2 , we need to be able to describe its behavioural dynamics in a way that allow us to reason about them. One way to do this is by describing the evolution of the modelled artifacts along some time model. In MDE, this can be done using model transformations supporting in-place updates [4] . The behaviour of the system is then specified in terms of the permitted actions, which are in turn modelled by the model transformation rules. In-place transformations are composed of a set of rules, each of which represents a possible action of the system. These rules are of the form l : [NAC] * × LHS → RHS, where l is the rule's label (its name), and LHS (left-hand side), RHS (right-hand side) and NAC (negative application conditions) are model patterns that represent certain (sub-)states of the system. The LHS and NAC patterns express the preconditions for the rule to be applied, whereas the RHS represents its postcondition, i.e., the effect of the corresponding action. Thus, a rule can be applied, i.e., triggered, if an occurrence (or match) of the LHS is found in the model and none of its NAC patterns occurs. Generally, if several matches are found, one of them is non-deterministically selected and applied, producing a new model where the match is substituted by the appropriate instantiation of its RHS pattern (the rule's realization). The model transformation proceeds by applying the rules in a non-deterministic order, until none is applicable -although this behaviour can be usually modified by some execution control mechanism, e.g., strategies [5] .
e-Motions
In [2] we presented e-Motions, a tool for the formal and precise definition of realtime DSMLs in a graphical and intuitive way developed for Eclipse. It extends inplace model transformation with a model of time and mechanisms to state action properties, designed for the specification of Domain Specific Visual Languages (DSVL) of real-time systems. Time-related attributes can be added to in-place rules to represent features like duration, periodicity, etc. Two types of rules were defined to specify time-dependent behaviour, namely, atomic and ongoing rules. Atomic rules represent atomic actions with a specific duration, which is specified by an interval of time with any OCL [6] expression. In fact, e-Motions has full support for OCL thanks to mOdCL [7] , which implements and give semantics to OCL in Maude [5] . The mentioned rules can be periodic, i.e., they admit a parameter that specifies the amount of time after which the action is periodically triggered (if the rule's precondition holds, of course). In our latest version of eMotions, probability distributions can be used for specifying these times. In this way, we can, for example, let the arrival of packets to a system depend on a poisson distribution. Ongoing rules represent actions that progress continuously with time while the rule preconditions (LHS and not NACs) hold. Both atomic and ongoing rules can be scheduled, or be given an execution interval.
In order to be able to model both state-based and action-based properties, we have also proposed extending model patterns with action executions to specify action occurrences. These action executions specify the type of the action (i.e., the name of the atomic rule), its status (e.g., if the action is unfinished or realized) and its identifier. They may also specify its starting, ending and execution time and the set of participants involved in it. This provides a very useful mechanism when we want to check whether an object is participating in an action or not, or if an action has already been executed.
A special kind of object, named Clock, represents the current global time elapse. Designers are allowed to use it in their timed rules (using its attribute time) to know the amount of time that the system has been working.
e-Motions offers automated bridges to the Maude [5] executable language and its formal toolkit. Maude is used as a formal notation to provide the precise semantics of the corresponding e-Motions specifications (as described in [8] ), while at the same time the model transformations between e-Motions and Maude (implemented in ATL [9] ) allow the Maude tools to become available in the eMotions environment. In this way, both simulation and the use of some formal analysis tools are possible for e-Motions specifications [10] .
Specifying the Behaviour of the Network
The behaviour of the network will be specified by a set of rules, each one describing one possible action.
The NewPacket rule, shown in Fig. 3 , simulates the generation of packets by users. This process follows a uniform distribution in the interval [1, 7] , i.e., a user generates a packet every duration time units. Here, duration determines the duration of the rule and is calculated using a random number generator (eMotions.random(6) returns a value between 0 and 6). Packet attributes are initialized at creation as shown in the right hand side of the rule.
The Forwarding rule (Fig. 4 ) models the forwarding of packets among components and nodes. This rule is fired when sending packets from users to nodes and from nodes to nodes. To apply this rule, the packet must not be being processed. Furthermore, there are two OCL expressions that have to be satisfied in order to launch the rule. They state that the target node is the component's neighbour which is processing a lower number of packets, and that it cannot be a deactivated support node. In the RHS pattern of the rule the packet has moved to the node and it has started being processed. The duration of this rule can be either 0 or 1 time units (the fact that a packet can take 0 units simulates the situation in which several packets are forwarded together to optimize an open connection).
In Fig. 5(a) we can see the PacketProcessing rule. It models the processing of a packet by a node by modifying its is being processed attribute. The pckPr attribute of the node is increased in one unit as it has processed a new packet. The time this rule spends is directly proportional to the number of packets being processed by the node. PacketArrival rule (Fig. 5(b) ) models the arrival and consumption of a packet from a node to the server. The time this rule consumes is either 0 or 1 time units.
Finally, activation and deactivation of support nodes is specified by two rules. ActivationSupport rule (Fig. 6(a) ) deals with the activation of a support node when it is deactivated and one of the nodes it supports is processing more packets than indicated by the node threshold. DeactivationSupport rule (Fig. 6(b) ) carries out the opposite action. In both rules, the time unit when the activation/deactivation occurs is added to the node's activations attribute. These rules are instantaneous rules, i.e., atomic rules with duration 0. 
Adding Observers for System Monitoring
Apart from the intrinsic properties of the system, there are also other features that we may need to express and capture in our models. For example, in this network we are interested in monitoring the throughput and delay of the packets processed by the network as well as in the number of packets processed by each node, especially the support nodes. The activation/deactivation frequency of the support nodes is also relevant. Although some of these properties could be analysed using the model element attributes (e.g., number of processed packets), other features should be expressed using additional elements. The traditional solution has normally consisted in extending the system metamodel with additional attributes, i.e., extending the structure of the system to accommodate new state variables. In [3] we introduced observers for tackling this problem using a modular and reusable approach. An observer is an object whose purpose is to monitor the state of the system: the state of the objects, of the actions, or both. Observers, as any other objects, have a state and a well-defined behaviour. The attributes of the observers capture their state and are used to store the variables that we want to monitor. We have defined an Observers metamodel, which is shown in Fig. 7 . We have three different observers:
-ThroughputOb, in charge of monitoring the throughput of the system (the number of packets processed by the network per time unit). -DelayOb, that tracks with its delay attribute the average time spent by packets to be processed by the network. -CounterOb, responsible for counting packets. The packetsServer attribute counts the number of packets that arrive at the server. It is used to calculate the throughput and delay of the system. Attribute packetsNetwork stores the number of packets that users introduce in the network. Finally, totalPackets determines an upper limit for the simulation process, specifying the total number of packets that the network will process.
The idea for analysing the system with observers is to combine the original metamodel ( Fig. 1) with the Observers' metamodel ( Fig. 7) to be able to use the observers in our DSVL. Since e-Motions allows users to merge several metamodels in the definition of the behaviour of a DSVL, we can define the Observers metamodel in a non-intrusive way, i.e., we do not need to modify the system metamodel to add attributes to their objects. Furthermore, this approach also enables the reuse of observers across different DSVLs. The behaviour of the observers is specified using rules, too.
To specify how observers monitor the non-functional properties of the system we have included them in the rules (inside the area delimited by dotted lines-these dotted lines do not form part of the rules, they have been added to the diagrams of this paper for understandability reasons). Thus, starting with the initial model of the system (Fig. 2) , we see how we include an observer of each type in the network and we give their attributes some initial values. We see that the network will process up to 500 packets. Continuing with the NewPacket rule (Fig. 3) , we use here the CounterOb observer to stop users generate packets when the specified upper limit is reached. PacketArrival rule (Fig. 5(b) ) models the arrival of a packet to the server, updating the three observers' state appropriately: the CounterOb observer updates the number of packets arrived to the server; the DelayOb observer updates its attributes to properly compute the delay, and finally the ThroughputOb computes the current throughput.
Simulating and Analysing the Network
Once the specifications are written, this section describes how they can be simulated and analysed with the e-Motions tool.
In e-Motions, the semantics of the real-time specifications is defined by means of transformations to other domain with well-defined semantics, namely RealTime Maude [11] . The e-Motions environment not only provides an editor for writing the visual specifications, but also implements their automatic transformation (using ATL) into the corresponding formal specifications in Maude.
One of the benefits of this approach is that it allows to make use of the Maude facilities and tools available for executing and analysing the system specifications once they are expressed in Maude. In [10, 8] we showed some examples of analyses that can be performed on the Maude specifications. Furthermore, Maude rewriting logic specifications are executable, and therefore they can be used as a prototype of the system and to run simulations.
In Maude, the result of a simulation is the final configuration of objects reached after completing the rewriting steps, which is nothing but a model. This resulting model can then be transformed back into its corresponding EMF notation, allowing the end-user to manipulate it from the Eclipse platform. The semantic mapping as well as the transformation process back and forth between the e-Motions and Real-Time Maude specifications is described in detail in [8] , although it is completely transparent to the e-Motions user. In this way the user perceives himself as working only within the e-Motions visual environment, without the need to understand any other formalism or being completely unaware of the Maude rewriting engine performing the simulation.
Regarding the use of the resulting models by other tools, e-Motions implements a trivial model-to-text transformation that enables the creation of a .csv file from an Ecore model. Such a csv file contains the information of every object in the model, together with the values of all its attributes. Objects are named by their identifiers, and attributes are expressed as a list of name-value pairs. Such file can be directly imported by different applications for performing different kinds of analysis. For example, it can be fed to an spreadsheet application that the domain expert can use to analyse the data, display charts, etc. In this way, the domain expert will be able to easily display charts with the result of a simulation (which is in fact a model) to graphically represent the values of the parameters monitored by the observers throughout the whole simulation.
Tests
In order to understand how the network works and in order to analyse the parameters mentioned in Section 2, we have simulated the network with different threshold values for the support nodes. They have ranged from −1 (the support node is always active) to 100 (they will never be active because the buffers of the nodes in our example keep always below that value). For every threshold value we have run five different simulations since users introduce packets in the network in a random manner. The figures showed in the charts correspond to the average results for the obtained values. In all the simulations, we have limited the number of packets that enter the network and reach the server to 500. Fig. 8 shows the values of throughput, delay and the time units taken by the simulations. Most variations occur when the threshold is between −1 and 7, before they become stable. This is why the chart is divided in two horizontal parts, in which the left part zooms out the [1, 10] interval. The vertical axis has also been split into two sections, in order to distinguish the area where the throughput values reside.
The examination of the chart reveals that, as expected, the best performance (highest throughput, lowest delay and lowest simulation time) is achieved when the support nodes are always active (threshold = −1). However, this is also the most expensive situation. The behaviour of the support nodes turns out to be more interesting when the thresholds are between 3 and 6. In that range, the three parameters experiment the biggest variation, making the network slower as the thresholds increase. We can also see in the right part of the chart a variation in the simulation time and throughput that is a bit more pronounced than the rest. It is between thresholds 70 and 80. We give an explanation to this fact when we discuss the chart shown in Fig. 9 . Fig. 9 shows the chart with the number of packets processed by the two support nodes for each threshold value. We see that the second support node (node n10 in Fig. 2 ) processes packets when its threshold is within the range [−1, 7). In fact, in the range [−1, 5] it processes more packets than the first support node (node n9 in Fig. 2 ). However, this latter node keeps on processing packets until the threshold is 80. These results were initially unexpected, and they are a result of the topology of the network and the way in which the packets are processed. By defining a different topology to the network and/or by changing the algorithm used to process packets to speed it up (i.e., changing the duration of rule PacketProcessing), the results would be different. Regarding the the behaviour of the system in the range [70, 80] , the slope is more pronounced there because this is the threshold value from which the first support node (n9) stops processing packets, i.e., it is not needed at all.
Focusing on the first support node (n9), it finally stops processing packets when the threshold value is 80. By looking at its behaviour in the range [−1, 7], we cannot expect when this node will stop processing packets. In fact, looking at the behaviour of the second support node (at the beginning it processes more packets than the first support node but then it stops processing packets from the threshold value 7), we may expect that the first support node will stop processing packets earlier than it actually does. To help us see how the activation/deactivation of a support node evolves, we have also displayed charts for it. Thus, Fig. 10 shows four charts with the activation/deactivation of the first support node when the threshold values are 40, 50, 60 and 70. We see how the activation of the node is carried out later when the threshold increases. This is because, as thresholds increase, the nodes being supported do not need the help of the support nodes very soon. Support nodes are also deactivated earlier when the threshold is smaller. We have to clarify here that the fact that a support node is deactivated does not mean that it stops processing packets. In fact, it only means that new packets stop coming in, but the node still has to process its buffer of pending packets. Not all the graphs of activations/deactivations are as uniform as the four shown here. The complete set of charts and values obtained for the simulations can be consulted in [12] .
Finally, let us show a graph that we also consider of interest (Fig. 11) . It displays the number of packets processed by two nodes, n4 and n6 in Fig. 2 ). This graph is related to the one shown in Fig. 9 , since the processing of packets by the support nodes makes nodes n4 and n6 process less packets. In general, we can see that the more packets the first support node (n9) processes, the less packets n4 processes, and the same thing happens with the second support node and n6. For every threshold value, n6 processes more packets than n4 because one of the users sends packets directly to n6.
Related Work
There are many different proposals for monitoring and improving the performance and reliability of communication networks, from different perspectives.
In the first place we have those approaches that focus on the actual systems and not on their prototypical models, such as [13, 14, 15, 16] . These works measure the performance of existing network connections (ATMs, multimedia networks, etc.) using dedicated tools. Of course their accuracy and level of precision is very good, but they cannot be used in a predictive way. In other words, these methods and tools are excellent for a posteriori testing the network and for checking that it behaves as expected, but they cannot be used for planning purposes in the very early phases of the network design to, e.g., evaluate design alternatives or different routing protocols.
Other kind of approaches focus on design models of the system, before it is actually built. In these (model-driven) approaches, a prototype model of the system is constructed prior to the actual development and deployment, and then analysed for performance or reliability [17, 18] . Model-driven proposals can be differentiated depending on three main characteristics: the level of detail used in the models (from very abstract to very detailed); the kind of analysis that they allow (analytical methods, such as Queueing Networks; formal analysis based on the exhaustive exploration of the execution tree, such as model checking; or analysis methods based on simulation techniques); and the level of flexibility provided by the supporting tools.
Some proposals, such as [18, 19, 20] , are based on UML for modelling systems and networks, and normally make use of UML profiles like MARTE [21] for annotating the models with the specification of QoS and other quality properties. These approaches normally provide considerable level of detail and tend to be very precise. Moreover, their models can be transformed into other formalisms such as Stochastic Petri Nets (SPN) [22] , Queue Network Models (QNM) [23] and Stochastic Process Algebras (SPA) [24] for performance or reliability analysis. As weak points, their specifications normally remain at a low level of abstraction, and require skilled levels of expertise from the user. Furthermore, their corresponding analytical models can handle certain types of behaviours, but they are limited when the behaviour of the system does not follow specific patterns. For example, modelling networks with complex forwarding algorithms or packet arrival times that do not follow negative exponential distributions are hard to model and to analyse with these approaches. This is something at which we are very strong with e-Motions, being able to simulate models whose behaviours follow different distributions [3] .
Flexibility is another essential characteristic of any modelling approach in order to be useful during the first phases of the design, but it is a common limitation of many existing approaches. For example, [25] presents a powerful proposal for evaluating the performance of packet switching communication networks using stochastic processes. However, they have a fixed routing strategy and the way of specifying the network is also fixed. With our approach, many different types of networks can be modelled (by simply changing the metamodel or the rules) and different properties can be easily observed.
Visual languages based on graph transformations seem to provide the level of flexibility required for specifying the structure and behaviour of this kind of systems. For example, Reiko Heckel specifies in [26] two protocols for reconfiguring P2P networks, and analyse their reliability. Protocols are modelled using stochastic graph transformations, which, as in our approach, take advantage of negative application conditions (NACs) and path expressions. For the specification and analysis of the system he uses model checking, chaining several tools (namely GROOVE and PRISM ). This approach allows very interesting and useful kinds of analysis, but it also has some limitations. Firstly, even the very high-level models of the system cause a state explosion that can become unmanageable very soon. Secondly, in this approach users have to change the modelling environment when moving from the system design to the analysis, with the need to be familiar with more than one environment. The first problem is intrinsic to the complexity of the networks to analyse and this is why simulation is sometimes more effective to reveal design problems, specially in the early phases of the system design (at least, until the structure and dynamics of the system become stable). Then model checking or any other tool-supported mechanism that allows exploring the execution tree may be used. In e-Motions we can use not only simulation but also Maude's search facilities, without having to escape the e-Motions environment.
There are also other interesting approaches for modelling and analysing networks at a very high level of abstraction. For example, de Lara et al. present in [27] a DSVL for the definition of traffic networks, using ATOM 3 . Once the network is designed, they map the system models into both untimed and timed Petri nets and show how Petri net analysis and synthesis techniques can be effectively used to analyse the models. In our approach, we map our model into Real Time Maude, and the simulations performed are executed in Maude using its rewrite engine -but in a transparent way to the user. There are many other proposals based on graph transformations that allow modelling timed behaviours [28, 29, 30, 31, 32] . However, none of them allows the use of OCL for specifying expressions in attribute calculations and in rule durations. In addition to the flexibility it offers, the expressiveness provided by OCL becomes very useful for specifying complex behaviours at the right level of abstraction and using an appropriate notation.
The final group of works that is related to our proposal allows conducting simulations of the network models. We already mentioned the fact that the analyses based on the exploration of the execution tree may be too heavy-weight for the early phases of system design. And analytical methods, such as QNM or SPA may not be expressive enough to capture some particular characteristics of the systems under study. This is when simulation techniques for analysing performance requirements can be very useful. This is especially important in wireless self-organizing networks (WSONs), which need to be able to respond to dynamic changing environments, operating conditions and practices of use, in a robust way. In fact, the success of WSON-related applications seems to be strongly related to the validation of properties of the network protocols used in these systems. In [33] Alina et al. present a survey with a comprehensive review of the literature on protocol engineering techniques and they discuss the challenges imposed by WSONs to the protocol engineering community. Many of the approaches presented in that paper can be extended to other kinds of networks. They present formal and non-formal approaches. With respect to the latter ones, in many works, e.g., [34, 35, 36] , simulation is used to check protocol designs. They also use the concept of monitors, as we use observers, to define entities that check the performance metrics during the simulation executions and generate the traces files accordingly. However, most of these proposals do not use model-driven techniques: they implement the algorithms in general purpose programming languages such as Java. This results in expensive development costs and efforts, in lack of flexibility and in error-prone simulators due to the complexity of the systems to simulate. Other works (e.g., [37] ) have developed prototyping environments for certain kinds of networks, in order to avoid this problem. This is also what we have done, but showing how the use of domain specific languages and a model-driven environment such as the one provided by e-Motions can be even more flexible, eliminating the restriction of having to deal with particular kinds of networks (the ones for which the simulation framework was developed).
The basic e-Motions language has been presented in other papers, e.g., [2, 3, 8] . This paper demonstrates how some of its features and mechanisms can be combined and used to accomplish lightweight modelling and testing of systems, and in particular of communication networks.
Conclusions and Future Work
In this paper we have presented a lightweight approach for the design and analysis of non-trivial systems, and showed how these can be realized using e-Motions. A communication network example has been used as a proof-of-concept of our proposal, although similar kinds of systems and analysis can be applied in other environments such as P2P networks or the Cloud [20] .
There are several lines of work that we would like to explore next. For example, we would like to assign probabilities to the rules. In this way, apart from needing a match of the LHS pattern of the rule, we would also need some probability parameter to be satisfied in order to fire the rule. The use of a similar approach to the one used in Probabilistic Rewrite Theories (pMaude) [38] could be interesting, although other possibilities can also be considered. We also plan to connect e-Motions to other interesting Maude tools, such as the LTL model checker [5] . The connection is now possible but requires human intervention. Our plans are to fully integrate some of these tools so that they become accessible to the user in a transparent way. Finally, we are defining connections to other formalisms in addition to Maude, in order to make use of the tools available in these semantic domains for performance and reliability analysis. In particular we are considering connections with Stochastic Petri Nets (SPN), Queue Networks Models (QNM) and Stochastic Process Algebras (SPA), and their associated tools. Although the expressiveness of these notations is different from the expressiveness of e-Motions, having access from e-Motions to their analytic tools can be of great help. Making the connections work in both ways can also be interesting. In this way these notations can have a direct access to the simulation facilities provided by e-Motions.
