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1 Introduction
In this paper, we consider the following elliptic problem:
−∆u = λu+ u2
∗−1 in Ω,
u > 0 in Ω,
u = µg on ∂Ω,
(Pλ,µ)
where Ω ⊂ RN (N ≥ 3) is a bounded domain with smooth boundary, 2∗ := 2N/(N − 2) is the
critical Sobolev exponent, λ, µ ≥ 0 are two parameters, g(x) ∈ H1/2(∂Ω) ∩ C(∂Ω).
By the classical regularity theory (cf. Gilbarg and Trudinger [14]), each solution of Prob-
lem (Pλ,µ) is C1, which implies that (Pλ,µ) has no solution if min{g(x), 0} 6= 0 for µ > 0. On the
other hand, it is easy to see that (Pλ,µ) with µ > 0 and g ≡ 0 is equivalent to (Pλ,0). So, it is
natural to discuss (Pλ,µ) under the following assumption on g(x)
(G) g(x) ≥ 0 and g(x) 6≡ 0.
(Pλ,0) is called as the Bre´zis–Nirenberg problem, since it has been first studied by Bre´zis and
Nirenberg in their nice paper [6]. In that paper, they have proved that (Pλ,0) has a solution for
N ≥ 4 if and only if λ ∈ (0, λ1), where λ1 is the first eigenvalue of (−∆, H
1
0 (Ω)). They have also
proved that there exists λ∗ ∈ (0, λ1) such that (Pλ,0) has a solution for N = 3 when λ ∈ (λ∗, λ1)
and no solution for N = 3 when λ ≥ λ1. Moreover, when Ω is a ball in R3, λ∗ =
λ1
4 and (Pλ,0)
had no solution for λ ∈ (0, λ∗] (see also in [6]). Since then, many papers have been devoted to the
Bre´zis–Nirenberg problem, see for example Arioli et al. [2], Clapp and Weth [12], Chen et al. [11],
Schechter and Zou [20], Zhang [22] and the references therein.
When µ > 0 and (G) hold, (Pλ,µ) is a kind of the so-called elliptic problems with nonhomo-
geneous Dirichlet boundary conditions. Since (Pλ,µ) links closed to (Pλ,0), the Bre´zis–Nirenberg
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problem, we call (Pλ,µ) as the Bre´zis–Nirenberg problem with nonhomogeneous Dirichlet boundary
conditions.
The elliptic problems with nonhomogeneous Dirichlet boundary conditions have been studied
widely in the past decade. To our best knowledge, many papers have been devoted to the existence
of infinitely many nontrivial solutions for subcritical cases, see for example Salvatore [18], Bolle
et al. [5], Candela et al. [10], Hu [15] and the references therein, and there are few results about
the critical case, for example (Pλ,µ). Thus, the purpose of this paper is to study the existence
and multiplicity of solutions for the elliptic problems with nonhomogeneous Dirichlet boundary
conditions and critical Sobolev exponent. More precisely, the solutions for (Pλ,µ).
It is well known that if v is a solution of the following elliptic problem
−∆v = λ(v + µϕ) + (v + µϕ)2
∗−1 in Ω,
v > 0 in Ω,
v = 0 on ∂Ω,
(Qλ,µ)
then u = v + ϕ is a solution of (Pλ,µ), where ϕ satisfies{
∆ϕ = 0 in Ω,
ϕ = g on ∂Ω,
and vice versa by the maximum principle. Therefore, the study of the existence and multiplicity
of solutions for (Pλ,µ) is equivalent to the study of the existence and multiplicity of solutions for
(Qλ,µ).
Clearly, (Qλ,µ) has a variational structure in H
1
0 (Ω) and the corresponding functional of (Qλ,µ),
defined on H10 (Ω), is given by
Iλ,µ(v) =
1
2
∫
Ω
|∇v|2dx−
λ
2
∫
Ω
|v + µϕ|2dx−
1
2∗
∫
Ω
|v + µϕ|2
∗
dx.
Hence, we can use the variational method to study the existence and multiplicity of solutions for
(Qλ,µ).
The Nehari manifold is a useful tool in proving the existence and multiplicity of solutions for
elliptic problems with homogeneous Dirichlet boundary conditions and variational structure (cf.
Sun and Li [19] and Wu [21]). Let Nλ,µ := {u ∈ H10 (Ω)\{0} : I
′
λ,µ(u)u = 0} be the Nehari manifold
of Iλ,µ. It is well known that the Nehari manifold Nλ,µ is closely linked to the behavior of the
fibering maps, which is given by Tλ,µ,u(t) := Iλ,µ(tu), t > 0. The fibering map has been introduced
by Dra´bek and Pohozaev in [13] and has also been studied by Brown and Wu [7], Brown and Zhang
[8]. Moreover, T ′λ,µ,u(t) = 0 is equivalent to tu ∈ Nλ,µ. In particular, T
′
λ,µ,u(1) = 0 if and only
if u ∈ Nλ,µ. Since Tλ,µ,u ∈ C2(R+,R) for every 0 6= u ∈ H10 (Ω), it is natural to split the Nehari
manifold Nλ,µ into three parts:
N+λ,µ :={u ∈ Nλ,µ : T
′′
λ,µ,u(1) > 0};
N−λ,µ :={u ∈ Nλ,µ : T
′′
λ,µ,u(1) < 0};
N 0λ,µ :={u ∈ Nλ,µ : T
′′
λ,µ,u(1) = 0}.
The crucial point of using the method of the fibering maps (or the tool of the Nehari manifold)
is to show that the unit sphere of H10 (Ω) is homeomorphous to N
−
λ,µ. However, when µ > 0,
|u + µϕ|2
∗
can not be controlled by some homogeneous terms of |u|. This brings about the usual
arguments of proving the homeomorphism between the unit sphere of H10 (Ω) and N
−
λ,µ are invalid
in dealing with (Qλ,µ) for µ > 0. Another difference in using the method of the fibering maps to
find solutions of (Qλ,µ) with µ > 0 is that even though vλ,µ is a minimizer of Iλ,µ(v) on N
±
λ,µ, it is
not trivial to know |vλ,µ| is also a minimizer of Iλ,µ(v) on N
±
λ,µ. In order to prove the multiplicity
of solutions (more precisely, four solutions) for (Qλ,µ) by using the method of fibering maps, we
need to overcome these difficulties, which require us to make some careful analysis and complicated
estimates.
The first result obtained in this paper is
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Theorem 1.1 Assume (G) holds and N ≥ 4. Then we have the following.
(a) (Pλ,µ) has no solution for λ ∈ [λ1,+∞) and µ ≥ 0.
(b) For every λ ∈ (0, λ1), there exist 0 < µ∗λ ≤ µ
∗(λ) < +∞ such that (Pλ,µ) has two solutions
for µ ∈ (0, µ∗λ), one solution for µ ∈ [µ
∗
λ, µ
∗(λ)] and no solutions for µ > µ∗(λ).
It is well know that the number of solutions for elliptic problems on bounded domains are
effected by the topology of the domain, see for example He and Yang [16] and Wu [21]. Inspired
by these papers, we obtain the following result.
Theorem 1.2 Assume (G) holds and N ≥ 4. If the domain Ω satisfies
(D) There exists δ0 ∈ (0, 1) such that B 1
δ 0
\Bδ0 ⊂ Ω and B δ0
2
∩ Ω = ∅, where Br := {x ∈ RN :
|x| < r}.
Then there exist λ∗ ∈ (0, λ1) and µ∗ > 0 such that (Pλ,µ) has at least three solutions for λ ∈ (0, λ∗)
and µ ∈ (0, µ∗). Furthermore, if δ0 is small enough, then (Pλ,µ) has at least four solutions for
λ ∈ (0, λ∗) and µ ∈ (0, µ∗).
In this paper, we will always denote the usual norm in H10 (Ω) and L
p(RN ) by ‖ · ‖ and ‖ · ‖p,
respectively. C will be indiscriminately used to denote various positive constants.
2 Nonexistence results for (Qλ,µ)
In this section, we will discuss the nonexistence results for (Qλ,µ). For λ ∈ (0, λ1), we consider an
operator which is defined on H10 (Ω)× R as follows
Hλ(v, µ) = −∆v − λ(v + µϕ)− (v + µϕ)
2∗−1.
It is clearly that Hλ(0, 0) = 0 and
dHλ
dv (0, 0) = id − λF , where F is the imbedding map from
H10 (Ω) to L
2(Ω). Since λ ∈ (0, λ1), by the implicit function theorem, there exist µ0(λ) > 0 and a
continuous curve (vµ, µ) in H
1
0 (Ω)×R with v0 = 0 such that Hλ(vµ, µ) = 0 for all 0 ≤ µ ≤ µ
0(λ).
For every λ ∈ (0, λ1), let
µ∗(λ) := sup{µ : µ > 0 and (Qλ,µ) has a solution}.
Then it is easy to see that µ∗(λ) ≥ µ0(λ) > 0. The next lemma implies µ∗(λ) < +∞ for every
λ ∈ (0, λ1).
Lemma 2.1 Assume (G) holds. Then µ∗(λ) < +∞ for every λ ∈ (0, λ1).
Proof. Assuming the contrary. Then there exists λ0 ∈ (0, λ1) such that µ∗(λ0) = +∞. This
means that there exists {µn} satisfying µn → +∞ as n → +∞ such that (Qλ0,µn) has a solution
uµn for every n ∈ N. Since uµn is a solution of (Qλ0,µn), multiplying e1, the eigenfunction of λ1,
on (Qλ0,µn) with both sides and integrate, we obtain
(λ1 − λ0)
∫
Ω
uµne1dx ≥ λ0µn
∫
Ω
ϕe1dx+
∫
Aλ0,n
u2
∗−1
µn e1dx,
where Aλ0,n := {x ∈ Ω : uµn > (λ1 − λ0)
1
2∗−2 }. On the other hand,
(λ1 − λ0)
∫
Ω
uµne1dx ≤ (λ1 − λ0)
∫
Aλ0,n
uµne1dx+ (λ1 − λ0)
2∗−1
2∗−2
∫
Ω
e1dx.
Therefore,∫
Aλ0,n
(
(λ1 − λ0)uµn − u
2∗−1
µn
)
e1dx+
∫
Ω
(λ1 − λ0)
2∗−1
2∗−2 e1dx− λ0µn
∫
Ω
ϕe1dx ≥ 0. (2.1)
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Note that
∫
Aλ0,n
(
(λ1−λ)uµn −u
2∗−1
µn
)
e1dx < 0. Thus (2.1) is impossible for n large enough, since∫
Ω ϕe1dx > 0 by (G) and the maximum principle.
We close this section by the following proposition.
Proposition 2.1 Assume (G) holds. Then
(1) (Qλ,µ) has no solution for λ ∈ [λ1,+∞) and µ ≥ 0.
(2) For every λ ∈ (0, λ1), (Qλ,µ) has one solution for µ ∈ (0, µ∗(λ)] and no solutions for µ >
µ∗(λ).
Proof. Multiplying e1 on (Qλ,µ) with both sides and integrate, it is easy to see that the conclusion
(1) holds since ϕ ≥ 0 under (G) by the maximum principle. For every λ ∈ (0, λ1), by the definition
of µ∗(λ), we can use the method of sub- and supper-solutions (cf. Can˜ada et al. [9]) in a standard
way to show that (Qλ,µ) has a solution for every µ ∈ (0, µ∗(λ)). By taking a limit, (Qλ,µ) also has
a solution for µ = µ(λ)∗. Thus, conclusion (2) follows immediately from Lemma 2.1.
3 Properties of the Nehari manifold
In this section, we will study the decomposition and properties of the Nehari manifold Nλ,µ and
the fibering map Tλ,µ,v(t). We start by
Lemma 3.1 For every 0 < λ < λ1, there exists µ
0
λ > 0 such that, for every µ ∈ (0, µ
0
λ), we have
(1) If v 6= 0 and λµ
∫
Ω
ϕvdx + µ2
∗−1
∫
Ω
ϕ2
∗−1vdx ≤ 0 then there exists unique t−λ,µ(v) > 0 such
that t−λ,µ(v)v ∈ N
−
λ,µ.
(2) If v 6= 0 and λµ
∫
Ω
ϕvdx + µ2
∗−1
∫
Ω
ϕ2
∗−1vdx > 0 then there exists unique t−λ,µ(v) >
t+λ,µ(v) > 0 such that t
+
λ,µ(v)v ∈ N
+
λ,µ and t
−
λ,µ(v)v ∈ N
−
λ,µ. Moreover, Iλ,µ(t
+
λ,µ(v)v) =
min0≤t≤t−
λ,µ
(v) Iλ,µ(tv).
(3) N 0λ,µ = ∅.
(4) dist(N−λ,µ,N
+
λ,µ) := inf{‖v − z‖ : v ∈ N
−
λ,µ, z ∈ N
+
λ,µ} > C(1 −
λ
λ1
)
1
2∗−2 > 0.
Proof. Clearly, for every 0 6= v ∈ H10 (Ω),
T ′λ,µ,v(t) = t‖v‖
2 − λ
∫
Ω
(tv + µϕ)vdx −
∫
Ω
|tv + µϕ|2
∗−2(tv + µϕ)vdx
and
T ′′λ,µ,v(t) = ‖v‖
2 − λ‖v‖22 − (2
∗ − 1)
∫
Ω
|tv + µϕ|2
∗−2v2dx.
Since λ < λ1, there exists µ
1
λ > 0 such that (1−
λ
λ1
)S−(2∗−1)22
∗−2µ2
∗−2‖ϕ‖2
∗
2∗ > 0 for µ ∈ (0, µ
1
λ),
where S is the best Sobolev embedding constant given by S = infu∈H1
0
(Ω)\{0}
‖u‖2
‖u‖2
2∗
. Let
t0(v) = (
‖v‖2 − λ‖v‖22 − (2
∗ − 1)22
∗−2µ2
∗−2
∫
Ω
|ϕ|2
∗−2v2dx
(2∗ − 1)22∗−2‖v‖2
∗
2∗
)
1
2∗−2 ,
then T ′′λ,µ,v(t) > 0 for t ∈ (0, t0(v)). For the sake of clarity, we divide the following proof into
several claims.
Claim 1: For every λ ∈ (0, λ1), there exists µ2λ ∈ (0, µ
1
λ) such that T
′
λ,µ,v(t0(v)) > 0 for
µ ∈ (0, µ2λ).
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Indeed, if λµ
∫
Ω
ϕvdx + µ2
∗−1
∫
Ω
ϕ2
∗−1vdx ≤ 0, then T ′λ,µ,v(0) ≥ 0. Since T
′′
λ,µ,v(t) > 0 for
λ ∈ (0, λ1), µ ∈ (0, µ1λ) and t ∈ (0, t0(v)), T
′
λ,µ,v(t0(v)) > 0 for λ ∈ (0, λ1) and µ ∈ (0, µ
1
λ). On the
other hand, if λµ
∫
Ω
ϕvdx + µ2
∗−1
∫
Ω
ϕ2
∗−1vdx > 0, then T ′λ,µ,v(0) < 0. In this case, by directly
calculation, we have
T ′λ,µ,v(t0(v)) = t0(v)(‖v‖
2 − λ‖v‖22)− λµ
∫
Ω
ϕvdx −
∫
Ω
|t0(v)v + µϕ|
2∗−2(t0(v)v + µϕ)vdx
≥t0(v)(‖v‖
2 − λ‖v‖22)− λµ
∫
Ω
ϕvdx − 22
∗−2(t0(v)
2∗−1‖v‖2
∗
2∗ +
∫
Ω
|v||µϕ|2
∗−1dx)
≥t0(v)(1 −
1
2∗ − 1
)(‖v‖2 − λ‖v‖22)− λµ
∫
Ω
ϕvdx − 22
∗−2
∫
Ω
|v||µϕ|2
∗−1dx
≥(C(1 −
λ
λ1
− C1µ
2∗−2)
1
2∗−2 (1 −
λ
λ1
)− C1µ
2∗−1 − C1λµ)‖v‖2∗ .
Therefore, for every λ ∈ (0, λ1), there exists µ2λ ∈ (0, µ
1
λ) such that T
′
λ,µ,v(t0(v)) > 0 for µ ∈ (0, µ
2
λ).
Claim 2: For every λ ∈ (0, λ1), there exists µ3λ ∈ (0, µ
2
λ) such that if t ≥ t0(v), µ ∈ (0, µ
3
λ)
and T ′λ,µ,v(t) = 0 then T
′′
λ,µ,v(t) < 0.
In fact, if not, then there exist λ0 and a sequence µn → 0 as n→∞ such that T ′λ0,µn,v(tn(v)) = 0
and T ′′λ0,µn,v(tn(v)) ≥ 0 for some tn(v) ≥ t0(v). This, together with the Young inequality, implies
0 ≥(2∗ − 1)tn(v)
2
∫
Ω
|tn(v)v + µnϕ|
2∗−2v2dx− λ0µntn(v)
∫
Ω
ϕvdx
−
∫
Ω
|tn(v)v + µnϕ|
2∗−2(tn(v)
2v + tn(v)µnϕ)vdx
≥(2∗ − 2)tn(v)
2
∫
Ω
|tn(v)v + µnϕ|
2∗−2v2dx− λ0µntn(v)
∫
Ω
ϕvdx
−
∫
Ω
|tn(v)v + µnϕ|
2∗−2tn(v)µnϕvdx
≥Ctn(v)
2∗‖v‖2
∗
2∗ − tn(v)C1λ0µn‖v‖2∗ − C1µntn(v)
2∗−1‖v‖2
∗−1
2∗ − C1µ
2∗−2
n tn(v)
2‖v‖22∗
− C1µ
2∗−1
n tn(v)‖v‖2∗
≥Ctn(v)
2∗‖v‖2
∗
2∗ − C1µ
2∗
n − C1(λ0µn)
2∗
2∗−1 .
(3.1)
Since tn(v) ≥ t0(v), (tn(v)‖v‖2∗)2
∗
≥ C((1− λ0λ1 )− C1µ
2∗−2
n )
2∗
2∗−2 , which implies
0 ≥ C((1−
λ0
λ1
)− C1µ
2∗−2
n )
2∗
2∗−2 − C1µ
2∗
n − C1(λ0µn)
2∗
2∗−1 = C(1 −
λ0
λ1
+ on(1))
2∗
2∗−2 + on(1),
which is a contradiction for n large enough since λ0 < λ1.
Claim 3 T ′λ,µ(t)→ −∞ as t→ +∞ for every λ > 0 and µ > 0.
Indeed,
T ′λ,µ(t) = t(‖v‖ − λ‖v‖
2
2)− λµ
∫
Ω
ϕvdx−
∫
Ω
|tv + µϕ|2
∗−2(tv + µϕ)vdx
=t(‖v‖ − λ‖v‖22)− λµ
∫
Ω
ϕvdx − t2
∗−1(
∫
Ω
|v|2
∗
dx+ ot(1)).
Since v 6= 0, T ′λ,µ(t)→ −∞ as t→ +∞.
By Claims 1 and 3, for every λ ∈ (0, λ1) and µ ∈ (0, µ
2
λ), there exists t
−
λ,µ(v) > t0(v) such
that t−λ,µ(v)v ∈ N
−
λ,µ for every v ∈ H
1
0 (Ω)\{0}. Thanks to Claim 2, t
−
λ,µ(v) is uniqueness when
λ ∈ (0, λ1) and µ ∈ (0, µ3λ). Moreover, if λµ
∫
Ω ϕvdx+µ
2∗−1
∫
Ω ϕ
2∗−1vdx > 0, then by Claim 1, for
every λ ∈ (0, λ1) and µ ∈ (0, µ2λ), there exists unique t
+
λ,µ(v) ∈ (0, t0(v)) such that t
+
λ,µ(v)v ∈ N
+
λ,µ
and Tλ,µ(t
+
λ,µ(v)) = min0≤t≤t−
λ,µ
(v) Tλ,µ(t). If there exist λ0 ∈ (0, λ1) and µ0 ∈ (0, µ
3
λ0
) such that
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N 0λ0,µ0 6= ∅, then there exists v0 ∈ N
0
λ0,µ0
. This means that T ′λ0,µ0,v0(1) = 0 and T
′′
λ0,µ0,v0
(1) = 0.
By Claim 2, we have 1 < t0(v0). This, together with the choice of t0(v0), implies T
′′
λ0,µ0,v0
(1) > 0,
which is a contradiction. Therefore, N 0λ,µ = ∅ for every λ ∈ (0, λ1) and µ ∈ (0, µ
3
λ). If there exist
λ0 ∈ (0, λ1) and a sequence µn → 0 as n→∞ such that dist(N
+
λ0,µn
,N−λ0,µn)→ 0 as n→∞, then
there exist vn ∈ N
+
λ0,µn
and zn ∈ N
−
λ0,µn
such that ‖vn − zn‖ → 0 as n → ∞. Since vn ∈ N
+
λ0,µn
,
T ′λ0,µn,vn(1) = 0 and T
′′
λ0,µn,vn
(1) > 0 for all n ∈ N. Similar to (3.1), we obtain
‖vn‖ < C
(
(
λ1
λ1 − λ0
)((λ0µn)
2∗
2∗−1 + µ2
∗
n )
) 1
2 for all n ∈ N. (3.2)
On the other hand, since zn ∈ N
−
λ0,µn
, T ′λ0,µn,zn(1) = 0 and T
′′
λ0,µn,zn
(1) < 0 for all n ∈ N. This
implies 1 > t0(zn) for all n ∈ N. Thus,
‖zn‖ > C‖t0(zn)zn‖2∗ ≥ (C(1−
λ0
λ1
)− C1µ
2∗−2
n )
1
2∗−2 for all n ∈ N. (3.3)
Combining (3.2) and (3.3), we have
on(1) = ‖vn − zn‖ ≥ ‖zn‖ − ‖vn‖ = C(1−
λ0
λ1
+ on(1))
1
2∗−2 + on(1),
which is a contradiction for n large enough. Thus, for every λ ∈ (0, λ1), there exists µ4λ ≤ µ
3
λ such
that dist(N−λ,µ,N
+
λ,µ) := inf{‖v − z‖ : v ∈ N
−
λ,µ, z ∈ N
+
λ,µ} > C(1−
λ
λ1
)
1
2∗−2 > 0. We complete the
proof of this lemma by taking µ0λ = µ
4
λ.
Lemma 3.2 For every λ ∈ (0, λ1) and µ ∈ (0, µ0λ), infNλ,µ Iλ,µ(v) > −∞.
Proof. By Lemma 3.1, for every λ ∈ (0, λ1) and µ ∈ (0, µ0λ), Nλ,µ 6= ∅. Let v ∈ Nλ,µ, then, by
the Young inequality, we have
Iλ,µ(v) =Iλ,µ(v)−
1
2
I ′λ,µ(v)v
=−
λµ
2
∫
Ω
ϕvdx−
λ
2
‖µϕ‖22 +
1
2
∫
Ω
|v + µϕ|2
∗−2(v + µϕ)vdx −
1
2∗
‖v + µϕ‖2
∗
2∗
≥(
1
2
−
1
2∗
)‖v + µϕ‖2
∗
2∗ −
1
2
‖v + µϕ‖2
∗−1
2∗ ‖µϕ‖2∗ −
λ
2
‖µϕ‖22 −
λ
2
‖µϕ‖2‖v‖2
≥C‖v‖2
∗
2∗ − C(λ, µ).
(3.4)
This means that infNλ,µ Iλ,µ(v) > −C(λ, µ).
By Lemma 3.2, we can define m±λ,µ = infN±
λ,µ
Iλ,µ(v) when λ ∈ (0, λ1) and µ ∈ (0, µ0λ). More-
over, by (4) of Lemma 2.1, if v±λ,µ ∈ N
±
λ,µ satisfy Iλ,µ(v
±
λ,µ) = m
±
λ,µ, then v
±
λ,µ are also local
minimizers of Iλ,µ on Nλ,µ. Next lemma gives an estimate of m
±
λ,µ.
Lemma 3.3 For every λ ∈ (0, λ1), there exists µ∗λ ∈ (0, µ
0
λ] such that
m+λ,µ ≤ Iλ,µ(0) < 0 < m
−
λ,µ for µ ∈ (0, µ
∗
λ).
Proof. We first estimate m+λ,µ. Indeed, Tλ,µ,v(t
+
λ,µ(v)) = min0≤t≤t−
λ,µ
(v) Tλ,µ,v(t) ≤ Tλ,µ,v(0) for
λ ∈ (0, λ1), µ ∈ (0, µ0λ) and v ∈ H
1
0 (Ω)\{0} by Lemma 3.1. So
m+λ,µ ≤ Iλ,µ(t
+
λ,µ(v)v) = Tλ,µ,v(t
+
λ,µ(v)) ≤ Tλ,µ,v(0) = Iλ,µ(0) < 0.
Next, we estimate m−λ,µ. Assume v ∈ N
−
λ,µ, similar to (3.4), we have that
Iλ,µ(v) ≥ C‖v‖
2∗
2∗ − C1µ
2∗ − C1λµ
2 − C1(λµ)
2∗/(2∗−1).
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Since v ∈ N−λ,µ, similar to (3.3), we have ‖v‖2∗ ≥ (C(1−
λ
λ1
)−C1µ2
∗−2))1/(2
∗−2). Thus, for every
λ ∈ (0, λ1), there exists µ∗λ ∈ (0, µ
0
λ] such that Iλ,µ(v) ≥ C(1 −
λ
λ1
)2
∗/(2∗−2) > 0 for v ∈ N−λ,µ,
which implies m−λ,µ > 0.
Remark 3.1 Combining Lemmas 3.1 and 3.3, we can conclude that for every λ ∈ (0, λ1) and
µ ∈ (0, µ∗λ), Iλ,µ(t
−
λ,µ(v)v) = maxt≥0 Iλ,µ(tv) for every v ∈ H
1
0 (Ω)\{0}.
We close this section by establishing a local compactness lemma.
Lemma 3.4 Assume Iλ,µ(vn) = c+ on(1) and I
′
λ,µ(vn) = on(1). If c <
1
N S
N/2+m+λ,µ, then there
exists v0 ∈ H
1
0 (Ω) such that vn → v0 in H
1
0 (Ω) up to a subsequence.
Proof. Similar to (3.4), we know that {vn} is bounded in L2
∗
(Ω). Since
Iλ,µ(vn)−
1
2∗
I ′λ,µ(vn)vn
=(
1
2
−
1
2∗
)(‖vn‖
2 − λ‖vn‖
2
2)− (1 −
1
2∗
)λ
∫
Ω
vnµϕdx−
λ
2
‖µϕ‖22
−
1
2∗
∫
Ω
|vn + µϕ|
2∗−2(vn + µϕ)µϕdx
≥(
1
2
−
1
2∗
)(1−
λ
λ1
)‖vn‖
2 − Cλµ‖vn‖2∗ − Cλµ
2 − Cµ2
∗
− Cµ‖vn‖
2∗−1
2∗ ,
{vn} is bounded in H10 (Ω). Without loss of generality, we assume vn ⇀ v0 in H
1
0 (Ω) as n → ∞.
Let wn = vn − v0 then wn ⇀ 0 in H10 (Ω) as n → ∞. Note that, by the Bre´zis–Lieb Lemma and
vn → v0 in L2(Ω), we have
Iλ,µ(wn) =
1
2
‖wn‖
2 −
λ
2
‖wn + µϕ‖
2
2 −
1
2∗
‖wn + µϕ‖
2∗
2∗
=Iλ,µ(vn)− Iλ,µ(v0) + Iλ,µ(0) + on(1)
−
λ
2
∫
Ω
(|vn − v0 + µϕ|
2 + |v0 + µϕ|
2 − |vn + µϕ|
2 − |µϕ|2)dx
−
1
2∗
∫
Ω
(|vn − v0 + µϕ|
2∗ + |v0 + µϕ|
2∗ − |vn + µϕ|
2∗ − |µϕ|2
∗
)dx
=Iλ,µ(vn)− Iλ,µ(v0) + Iλ,µ(0) + on(1)
−
1
2∗
∫
Ω
(|wn + µϕ|
2∗ − |wn|
2∗ − |µϕ|2
∗
)dx
−
1
2∗
∫
Ω
(|v0 + µϕ|
2∗ + |wn|
2∗ − |wn + v0 + µϕ|
2∗)dx
=Iλ,µ(vn)− Iλ,µ(v0) + Iλ,µ(0) + on(1).
(3.5)
On the other hand, also by the Bre´zis–Lieb Lemma, we have
I ′λ,µ(wn)wn
=I ′λ,µ(vn)vn − I
′
λ,µ(v0)v0 + on(1)−
∫
Ω
(|wn + µϕ|
2∗−2(wn + µϕ)wndx
+
∫
Ω
(|vn + µϕ|
2∗−2(vn + µϕ)vn − |v0 + µϕ|
2∗−2(v0 + µϕ)v0)dx
=I ′λ,µ(vn)vn − I
′
λ,µ(v0)v0 −
∫
Ω
(|vn − v0 + µϕ|
2∗ + |v0 + µϕ|
2∗ − |vn + µϕ|
2∗ − |µϕ|2
∗
)dx
+ on(1) +
∫
Ω
(|wn + µϕ|
2∗−2(wn + µϕ)− |µϕ|
2∗−1 − |vn + µϕ|
2∗−2(vn + µϕ))µϕdx
+
∫
Ω
|v0 + µϕ|
2∗−2(v0 + µϕ)µϕdx
=I ′λ,µ(vn)vn − I
′
λ,µ(v0)v0 + on(1).
(3.6)
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Since vn ⇀ v0 and I
′
λ,µ(vn) = on(1), I
′
λ,µ(v0) = 0. This means that I
′
λ,µ(wn)wn = on(1). Assume
‖wn‖
2 = b+on(1). Then, by I
′
λ,µ(wn)wn = on(1), we know that ‖wn‖
2∗
2∗ = b+on(1). This, together
with the Bre´zis–Lieb Lemma, implies that
Iλ,µ(wn) =
1
N
b+ on(1) + Iλ,µ(0). (3.7)
Note that v0 6= 0 and I ′λ,µ(v0) = 0 for µ > 0. Therefore, Iλ,µ(v0) ≥ m
+
λ,µ by (3) of Lemma 3.1 and
Lemma 3.3. Thus, combining (3.5) and (3.7), we conclude that b < SN/2. On the other hand, if
b 6= 0 then b ≥ SN/2, since
b2
∗/2S−2
∗/2 + on(1) = ‖wn‖
2∗S−2
∗/2 ≥ ‖wn‖
2∗
2∗ = b+ on(1).
Therefore, we have vn → v0 in H10 (Ω).
4 Two solutions of (Qλ,µ)
In this section, we will obtain two solutions of (Qλ,µ) by using the method of fibering maps. We
start by
Lemma 4.1 For every λ ∈ (0, λ1) and µ ∈ (0, µ∗λ), (Qλ,µ) has a positive solution v
+
λ,µ ∈ N
+
λ,µ with
Iλ,µ(v
+
λ,µ) = m
+
λ,µ.
Proof. By Lemma 3.1, N 0λ,µ = ∅ for λ ∈ (0, λ1) and µ ∈ (0, µ
∗
λ). Thus, using the Ekeland
principle in a standard way (cf. Sun and Li [19]), we can obtain a sequence {vnλ,µ} ⊂ N
+
λ,µ satisfying
Iλ,µ(v
n
λ,µ) → m
+
λ,µ and I
′
λ,µ(v
n
λ,µ) → 0 as n → ∞. Thanks to Lemma 3.4, there exists v
+
λ,µ such
that vnλ,µ → v
+
λ,µ in H
1
0 (Ω) as n→∞, which implies Iλ,µ(v
+
λ,µ) = m
+
λ,µ. Without loss of generality,
we can choose v+λ,µ ≥ 0. Indeed, if (v
+
λ,µ)− := min{v
+
λ,µ, 0} 6= 0, then |µϕ+v
+
λ,µ| ≤ µϕ+ |v
+
λ,µ| since
ϕ ≥ 0. Therefore,
Iλ,µ(v
+
λ,µ)
=
1
2
‖v+λ,µ‖
2 −
λ
2
‖v+λ,µ + µϕ‖
2
2 −
1
2∗
‖v+λ,µ + µϕ‖
2∗
2∗
≥
1
2
∥∥|v+λ,µ|∥∥2 − λ2∥∥|v+λ,µ|+ µϕ∥∥22 − 12∗∥∥|v+λ,µ|+ µϕ∥∥2∗2∗
=Iλ,µ(|v
+
λ,µ|).
(4.1)
On the other hand, by Lemma 3.1, there exist 0 < t+λ,µ(|v
+
λ,µ|) < t
−
λ,µ(|v
+
λ,µ|) < +∞ such that
t+λ,µ(|v
+
λ,µ|)|v
+
λ,µ| ∈ N
+
λ,µ and t
−
λ,µ(|v
+
λ,µ|)|v
+
λ,µ| ∈ N
−
λ,µ. There are two cases may occur:
(1) t−λ,µ(|v
+
λ,µ|) < 1;
(2) 1 ≤ t−λ,µ(|v
+
λ,µ|).
If case (1) holds, then 1 > t−λ,µ(|v
+
λ,µ|) > t0(|v
+
λ,µ|) since t
−
λ,µ(|v
+
λ,µ|)|v
+
λ,µ| ∈ N
−
λ,µ. It follows that∥∥|v+λ,µ|∥∥2∗ > ∥∥t−λ,µ(|v+λ,µ|)|v+λ,µ|∥∥2∗ > ∥∥t0(|v+λ,µ|)|v+λ,µ|∥∥2∗ .
On the other hand, 1 < t0(v
+
λ,µ) since v
+
λ,µ ∈ N
+
λ,µ. It follows that∥∥|v+λ,µ|∥∥2∗ = ‖v+λ,µ‖2∗ < ‖t0(v+λ,µ)v+λ,µ‖2∗ .
Thus, t0(v
+
λ,µ) > t0(|v
+
λ,µ|). Recall the choice of t0(v), we know that t0(v
+
λ,µ) = t0(|v
+
λ,µ|), which is
a contradiction. Therefore, case (2) must happen. In this case, by (2) of Lemma 3.1, we have
Iλ,µ(t
+
λ,µ(|v
+
λ,µ|)|v
+
λ,µ|) = min
0≤t≤t−
λ,µ
(|v+
λ,µ
|)
Iλ,µ(t|v
+
λ,µ|) ≤ Iλ,µ(|v
+
λ,µ|).
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This, together with (4.1), gives that
m+λ,µ = Iλ,µ(v
+
λ,µ) ≥ Iλ,µ(|v
+
λ,µ|) ≥ Iλ,µ(t
+
λ,µ(|v
+
λ,µ|)|v
+
λ,µ|) ≥ m
+
λ,µ,
that is, Iλ,µ(t
+
λ,µ(|v
+
λ,µ|)|v
+
λ,µ|) = m
+
λ,µ. Thanks to (3) and (4) of Lemma 3.1, t
+
λ,µ(|v
+
λ,µ|)|v
+
λ,µ| is
also a local minimum of Iλ,µ on Nλ,µ for λ ∈ (0, λ1) and µ ∈ (0, µ∗λ). Similar to [8, Theorem 2.3],
we can show that I ′λ,µ(t
+
λ,µ(|v
+
λ,µ|)|v
+
λ,µ|) = 0. Therefore, by the maximum principle, there exists
v+λ,µ > 0 such that Iλ,µ(v
+
λ,µ) = m
+
λ,µ and I
′
λ,µ(v
+
λ,µ) = 0 for λ ∈ (0, λ1) and µ ∈ (0, µ
∗
λ).
Lemma 4.2 For every λ ∈ (0, λ1) and µ ∈ (0, µ∗λ), t
−
λ,µ(u) is continuous for u ∈ H
1
0 (Ω)\{0}.
Moreover, N−λ,µ = {u ∈ H
1
0 (Ω)\{0} : t
−
λ,µ(
u
‖u‖ )
1
‖u‖ = 1}.
Proof. Since t−λ,µ(u) is unique for every u ∈ H
1
0 (Ω)\{0}, t
−
λ,µ(u) is continuous for u ∈ H
1
0 (Ω)\{0}.
Let v = u‖u‖ , then by Lemma 3.1, there exists t
−
λ,µ(v) > 0 such that t
−
λ,µ(v)v ∈ N
−
λ,µ, that is,
t−λ,µ(
u
‖u‖ )
u
‖u‖ ∈ N
−
λ,µ. If u ∈ N
−
λ,µ, then by the uniqueness of t
−
λ,µ(u), we must have t
−
λ,µ(
u
‖u‖ )
1
‖u‖ =
1. Therefore, N−λ,µ ⊂ {u ∈ H
1
0 (Ω)\{0} : t
−
λ,µ(
u
‖u‖ )
1
‖u‖ = 1}. On the other hand, if t
−
λ,µ(
u
‖u‖ )
1
‖u‖ = 1,
then also by Lemma 3.1, u = t−λ,µ(
u
‖u‖ )
u
‖u‖ ∈ N
−
λ,µ, which implies that N
−
λ,µ = {u ∈ H
1
0 (Ω)\{0} :
t−λ,µ(
u
‖u‖ )
1
‖u‖ = 1}.
Lemma 4.3 For every λ ∈ (0, λ1) and µ ∈ (0, µ∗λ), m
−
λ,µ < m
+
λ,µ +
1
N S
N/2.
Proof. Let wλ,µ,t = v
+
λ,µ + tUλ, where Uλ is the ground state of (Pλ,0). For the sake of clarity,
we divide the proof into three steps.
Step. 1 For every λ ∈ (0, λ1) and µ ∈ (0, µ∗λ), there exists Cλ,µ > 0 such that t
−
λ,µ(w˜λ,µ,t) <
Cλ,µ for all t ≥ 0, where w˜λ,µ,t =
wλ,µ,t
‖wλ,µ,t‖
.
Indeed, by Lemma 4.2, if not, then there exists {tn} ⊂ R with tn → +∞ such that t
−
λ,µ(w˜λ,µ,tn)→
+∞. By the Lebesgue dominated convergence theorem,∫
Ω
|w˜λ,µ,tn |
2∗dx =
∫
Ω
|v+λ,µ + tnUλ|
2∗
‖v+λ,µ + tnUλ‖
2∗
dx =
‖Uλ‖2
∗
2∗
‖Uλ‖2
∗ + on(1).
This, together with Lemma 3.3 and the Lebesgue dominated convergence theorem, implies
0 <Iλ,µ(t
−
λ,µ(w˜λ,µ,tn)w˜λ,µ,tn)
=
(t−λ,µ(w˜λ,µ,tn))
2
2
‖w˜λ,µ,tn‖
2 −
λ
2
∫
Ω
(t−λ,µ(w˜λ,µ,tn)w˜λ,µ,tn + µϕ)
2dx
−
1
2∗
∫
Ω
(t−λ,µ(w˜λ,µ,tn)w˜λ,µ,tn + µϕ)
2∗dx
=
(t−λ,µ(w˜λ,µ,tn))
2
2
(‖w˜λ,µ,tn‖
2 − λ‖w˜λ,µ,tn‖
2
2 + on(1))−
(t−λ,µ(w˜λ,µ,tn))
2∗
2∗
(‖w˜λ,µ,tn‖
2∗
2∗ + on(1))
≤
(t−λ,µ(w˜λ,µ,tn))
2
2
(1 + on(1))−
(t−λ,µ(w˜λ,µ,tn)
2∗
2∗
(
‖Uλ‖2
∗
2∗
‖Uλ‖2
∗ + on(1))→ −∞ as n→∞,
a contradiction.
Step. 2 For every λ ∈ (0, λ1) and µ ∈ (0, µ
∗
λ), there exists tλ,µ > 0 such that v
+
λ,µ + tλ,µUλ ∈
N−λ,µ.
LetA−λ,µ := {u ∈ H
1
0 (Ω)\{0} : t
−
λ,µ(
u
‖u‖ )
1
‖u‖ < 1} andA
+
λ,µ := {u ∈ H
1
0 (Ω)\{0} : t
−
λ,µ(
u
‖u‖ )
1
‖u‖ >
1} ∪ {0}. By Lemma 4.2, we know that H10 (Ω) = A
−
λ,µ ∪ A
+
λ,µ ∪ N
−
λ,µ. By Lemma 3.1, it is easy
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to see that N+λ,µ ⊂ A
+
λ,µ. In particular, v
+
λ,µ ∈ A
+
λ,µ. On the other hand, let t
1
λ,µ =
Cλ,µ+1+‖v
+
λ,µ
‖
‖Uλ‖
,
where Cλ,µ is given in Step. 1. Then by Step. 1,
‖v+λ,µ + t
1
λ,µUλ‖
2 ≥ (t1λ,µ‖Uλ‖ − ‖v
+
λ,µ‖)
2 = (Cλ,µ + 1)
2 >
(
t(
v+λ,µ + t
1
λ,µUλ
‖v+λ,µ + t
1
λ,µUλ‖
)−
)2
,
which implies that t−λ,µ(
v+
λ,µ
+t1λ,µUλ
‖v+
λ,µ
+t1
λ,µ
Uλ‖
) 1
‖v+
λ,µ
+t1
λ,µ
Uλ‖
< 1, that is, v+λ,µ + t
1
λ,µUλ ∈ A
−
λ,µ. By the
continuity of t−λ,µ(u) for u, there exists tλ,µ ∈ (0, t
1
λ,µ) such that v
+
λ,µ + tλ,µUλ ∈ {u ∈ H
1
0 (Ω)\{0} :
t−λ,µ(
u
‖u‖ )
1
‖u‖ = 1}. Thanks to Lemma 4.2, v
+
λ,µ + tλ,µUλ ∈ N
−
λ,µ.
Step. 3 Iλ,µ(v
+
λ,µ + tλ,µUλ) <
1
N S
N/2 +m+λ,µ, where tλ,µ is given in Step. 2.
Since v+λ,µ is a solution of (Qλ,µ), by a direct calculation, we obtain
Iλ,µ(v
+
λ,µ + tλ,µUλ)
=Iλ,µ(v
+
λ,µ) + Iλ,0(tλ,µUλ)
−
1
2∗
∫
Ω
((v+λ,µ + tλ,µUλ + µϕ)
2∗ − 2∗(v+λ,µ + µϕ)
2∗−1tλ,µUλ − (tλ,µUλ)
2∗ − (v+λ,µ + µϕ)
2∗)dx.
It is well-known that Iλ,0(tλ,µUλ) ≤ Iλ,0(Uλ) <
1
N S
N/2 (cf. Struwe [17]). On the other hand,
(a + b)p − ap − bp − pap−1b ≥ 0 for all a > 0, b > 0 and p > 1. Therefore, Iλ,µ(v
+
λ,µ + tλ,µUλ) <
m+λ,µ +
1
N S
N/2.
Combining Step. 2 and Step. 3, we know that m−λ,µ < m
+
λ,µ +
1
N S
N/2 for every λ ∈ (0, λ1) and
µ ∈ (0, µ∗λ).
Lemma 4.4 For every λ ∈ (0, λ1) and µ ∈ (0, µ∗λ), (Qλ,µ) has a positive solution v
−
λ,µ ∈ N
−
λ,µ with
Iλ,µ(v
−
λ,µ) = m
−
λ,µ.
Proof. By Lemma 3.1, N 0λ,µ = ∅ for λ ∈ (0, λ1) and µ ∈ (0, µ
∗
λ). Thus, using the Ekeland
principle in a standard way (cf. Sun and Li [19]), we can obtain a sequence {vnλ,µ} ⊂ N
−
λ,µ satisfying
Iλ,µ(v
n
λ,µ) → m
−
λ,µ and I
′
λ,µ(v
n
λ,µ) → 0 as n → ∞. By Lemma 4.3, m
−
λ,µ <
1
N S
N/2 +m+λ,µ. Thus,
by Lemma 3.4, there exists v−λ,µ ∈ H
1
0 (Ω) such that v
n
λ,µ → v
−
λ,µ in H
1
0 (Ω) as n → ∞. This
implies Iλ,µ(v
−
λ,µ) = m
−
λ,µ and I
′
λ,µ(v
−
λ,µ) = 0. Without loss of generality, we may choose v
−
λ,µ ≥ 0.
Indeed, by Lemma 3.1, there exists t−λ,µ(|v
−
λ,µ|) > 0 such that t
−
λ,µ(|v
−
λ,µ|)|v
−
λ,µ| ∈ N
−
λ,µ. Thus, by
Remark 3.1 and a similar argument of (4.1), we have that
m−λ,µ = Iλ,µ(v
−
λ,µ) ≥ Iλ,µ(t
−
λ,µ(|v
−
λ,µ|)v
−
λ,µ) ≥ Iλ,µ(t
−
λ,µ(|v
−
λ,µ|)|v
−
λ,µ|) ≥ m
−
λ,µ,
which implies Iλ,µ(t
−
λ,µ(|v
−
λ,µ|)|v
−
λ,µ|) = m
−
λ,µ. Similar to [8, Theorem 2.3], we can show that
I ′λ,µ(t
−
λ,µ(|v
−
λ,µ|)|v
−
λ,µ|) = 0 since, by (4) of Lemma 3.1, t
−
λ,µ(|v
−
λ,µ|)|v
−
λ,µ| is a local minimum of Iλ,µ
on Nλ,µ. Therefore, by the maximum principle, there exists v
−
λ,µ > 0 such that Iλ,µ(v
−
λ,µ) = m
−
λ,µ
and I ′λ,µ(v
−
λ,µ) = 0 for λ ∈ (0, λ1) and µ ∈ (0, µ
∗
λ).
Now, we can prove Theorem 1.1
Proof of Theorem 1.1 It follows immediately from Proposition 2.1, Lemmas 4.1 and 4.4.
5 The third solution (Qλ,µ)
In this section, we will find the third solution of (Qλ,µ) by using the theory of category as in Wu
[21]. We first recall the definition of Lusternik–Schnirelman category and some useful lemmas.
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Definition 5.1 (i) For a topological space X, we say a non-empty, closed subset Y ⊂ X is
contractible to a point in X if and only if there exists a continuous mapping
ξ : [0, 1]× Y → X
such that for some x0 ∈ X
ξ(0, x) = x for all x ∈ Y,
and
ξ(1, x) = x0 for all x ∈ Y.
(ii) We define
cat(X) := min{k ∈ N : there exist closed subsets Y1, · · · , Yk ⊂ X
such that Yj is contractible to a point in X for all
j and ∪kj=1 Yj = X}.
When there do not exist finitely many closed subsets Y1, · · · , Yk ⊂ X such that Yj is contractible
to a point in X for all j and ∪kj=1Yj = X, we say cat(X) =∞.
We also need the following three lemmas.
Lemma 5.1 [1, Theorem 2.3] Suppose that X is a Hilbert manifold and F ∈ C1(X,R). Assume
that there are c0 ∈ R and k ∈ N,
(i) F (x) satisfies the Palais–Smale condition for energy level c ≤ c0,
(ii) cat({x ∈ X : F (x) ≤ c0}) ≥ k.
Then F (x) has at least k critical points in {x ∈ X : F (x) ≤ c0}.
Lemma 5.2 [3, Lemma 2.5] Let X be a topological space. Suppose that there are two continuous
maps
Φ : SN−1 → X, Ψ : X → SN−1
such that Ψ ◦ Φ is homotopic to the identity map of SN−1, that is there exists a continuous map
ζ : [0, 1]× SN−1 → SN−1 such that
ζ(0, x) = Ψ ◦ Φ(x) for each x ∈ SN−1,
ζ(1, x) = x for each x ∈ SN−1.
Then cat(X) ≥ 2.
Lemma 5.3 [21, Lemma 4.4] Assume Ω satisfies condition (D), then there exists d0 > 0 such
that for v ∈ N0,0 with I0,0(v) ≤
1
N S
N/2 + d0, we have∫
RN
x
|x|
|∇v|2dx 6= 0.
The following lemmas are crucial in finding the third solution.
Lemma 5.4 There exist λ∗ ∈ (0, λ1) and µ∗∗ ∈ (0, µ∗λ) such that for λ ∈ (0, λ
∗), µ ∈ (0, µ∗∗) and
v ∈ N−λ,µ with Iλ,µ(v) < m
+
λ,µ +
1
N S
N/2, we have∫
RN
x
|x|
|∇v|2dx 6= 0.
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Proof. Assume v ∈ N−λ,µ and Iλ,µ(v) < m
+
λ,µ +
1
N S
N/2. Similar to (3.4), for λ ∈ (0, λ1) and
µ ∈ (0, µ∗λ), we have
1
N
SN/2 > Iλ,µ(v)−
1
2∗
I ′λ,µ(v)v ≥ C‖v‖
2∗
2∗ − C1µ
2∗ − C1λµ
2 − C1(λµ)
2∗/(2∗−1), (5.1)
since, by Lemma 3.3, m+λ,µ < 0. It is well-known that there exists tv > 0 such that tvv ∈ N0,0.
Moreover, by Remark 3.1, Iλ,µ(v) ≥ Iλ,µ(tvv) for λ ∈ (0, λ1) and µ ∈ (0, µ∗λ). Since v ∈ N
−
λ,µ,
similar to (3.3), we have ‖v‖2∗ ≥ (C(1−
λ
λ1
)−C1µ2
∗−2)1/(2
∗−2) > 0 for λ ∈ (0, λ1) and µ ∈ (0, µ∗λ).
Thus, there exist λ0 ∈ (0, λ1) and µ∗ > 0 such that ‖v‖2∗ ≥ C > 0 for λ ∈ (0, λ0) and µ ∈ (0, µ∗).
This implies that there exists T > 0 such that tv ≤ T for all λ ∈ (0, λ
0), µ ∈ (0, µ∗) and v ∈ N−λ,µ.
On the other hand, since tvv ∈ N0,0, ‖tvv‖2∗ ≥ C > 0. This, together with (5.1), implies that
there exists t0 > 0 such that t0 ≤ tv for all λ ∈ (0, λ0), µ ∈ (0, µ∗) and v ∈ N
−
λ,µ. Therefore, by
the mean value theorem,
I0,0(tvv) =Iλ,µ(tvv) +
λ
2
‖tvv + µϕ‖
2
2 +
1
2∗
∫
Ω
(|tvv + µϕ|
2∗ − |tvv|
2∗)dx
≤Iλ,µ(v) + C(λ, µ)
≤
1
N
SN/2 + C(λ, µ),
where C(λ, µ)→ 0 as λ→ 0 and µ→ 0. Thus, there exist λ∗ ∈ (0, λ0] and µ∗∗ ∈ (0, µ∗] such that
for λ ∈ (0, λ∗), µ ∈ (0, µ∗∗) and v ∈ N−λ,µ with Iλ,µ(v) < m
+
λ,µ +
1
N S
N/2, we have
I0,0(tvv) ≤
1
N
SN/2 + d0.
By Lemma 5.3,
t2v
∫
RN
x
|x|
|∇v|2dx 6= 0.
Since tv ≥ t0 for all λ ∈ (0, λ∗), µ ∈ (0, µ∗∗) and v ∈ N
−
λ,µ,∫
RN
x
|x|
|∇v|2dx 6= 0
for all λ ∈ (0, λ∗), µ ∈ (0, µ∗∗) and v ∈ N−λ,µ with Iλ,µ(v) < m
+
λ,µ +
1
N S
N/2.
Let
Uε,−→y (x) =
φ(x)(N(N − 2)ε)(N−2)/2
(ε2 + |x− (1− ε)−→y |)(N−2)/2
,
where φ(x) ∈ C∞0 (Ω) is radially symmetric function such that 0 ≤ φ(x) ≤ 1 and φ(x) ≡ 1 for
2δ0 ≤ |x| ≤
1
2δ0
, δ0 is given in (D),
−→y ∈ SN−1 := {x ∈ RN : |x| = 1} and ε ∈ (0, 1) small enough.
Then we have
Lemma 5.5 There exist ε0 > 0, λ
1
∗∗ ≤ λ
∗ and µ1∗∗ ≤ µ
∗∗ such that for each ε ∈ (0, ε0), λ ∈ (0, λ1∗∗)
and µ ∈ (0, µ1∗∗), v
+
λ,µ + tλ,µ,εUε,−→y (x) ∈ N
−
λ,µ for all
−→y ∈ SN−1 and some tλ,µ,ε > 0. Moreover,
there exist t∗λ,µ > t
′
λ,µ > 0, independent of ε, such that tλ,µ,ε ∈ (t
′
λ,µ, t
∗
λ,µ).
Proof. The proof is similar to the proofs of Step. 1 and Step. 2 in Lemma 4.3, so we only sketch
it. By [16, Lemma 4.2], there exist t∗∗λ,µ > 0 and ε1 > 0 such that for t ≥ t
∗∗
λ,µ and ε ∈ (0, ε1), we
have
‖v+λ,µ + tUε,−→y ‖
2∗
2∗
‖v+λ,µ + tUε,−→y ‖
2∗
≥
2∗‖Uε,−→y ‖
2∗
2∗
‖Uε,−→y ‖
2∗ − 2
∗
t2∗
‖v+λ,µ‖
2∗
=
SN/2 + o(ε)
(SN/2)2∗/2 + o(ε)− 2
∗
t2∗
‖v+λ,µ‖
2∗
≥ C > 0.
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Hence, as in Step. 1 of Lemma 4.3, we can obtain t−λ,µ(w˜t,ε) ≤ T for some T > 0 if t ≥ t
∗∗
λ,µ and
ε ∈ (0, ε1), where
w˜t,ε =
v+λ,µ + tUε,−→y
‖v+λ,µ + tUε,−→y ‖
.
Let t∗λ,µ,ε = max{t
∗∗
λ,µ,
T+1+‖v+
λ,µ
‖
‖Uε,−→y ‖
}, then also by [16, Lemma 4.2], there exists t∗λ,µ > 0 such that
t∗λ,µ,ε ≤ t
∗
λ,µ for ε ∈ (0, ε1). Similar to Step. 2 of Lemma 4.3, we have
t−λ,µ(w˜t∗λ,µ,ε)
1
‖v+λ,µ + t
∗
λ,µUε,−→y ‖
< 1.
Thus, as in Step. 2 of Lemma 4.3, there exists tλ,µ,ε ≤ t∗λ,µ such that v
+
λ,µ + tλ,µ,εUε,−→y ∈ N
−
λ,µ
for every −→y ∈ SN−1. Moreover, since v+λ,µ + tλ,µ,εUε,−→y ∈ N
−
λ,µ, v
+
λ,µ ∈ N
+
λ,µ and ‖Uε,−→y ‖
2∗
2∗ =
SN/2 + O(εN ) (cf. He and Yang [16], Sun and Li [19], Wu [21]), by a similar argument of (3.2)
and (3.3), we have
tλ,µ,ε ≥
(C(1 − λλ1 )− C1µ
2∗−2)
2∗
2∗−2 − C1µ2
∗
− C1(λµ)
2∗
2∗−1
SN/2 +O(εN )
Therefore, there exist ε0 ≤ ε1, λ
1
∗∗ ≤ λ
∗ and µ1∗∗ ≤ µ
∗∗ such that tλ,µ,ε > t
′
λ,µ > 0 for all ε ∈ (0, ε0),
λ ∈ (0, λ1∗∗) and µ ∈ (0, µ
1
∗∗).
Lemma 5.6 Assume λ ∈ (0, λ1∗∗), µ ∈ (0, µ
1
∗∗) and N ≥ 4. Then there exists ε
∗ ≤ ε0 such that
for ε ∈ (0, ε∗), v+λ,µ + tλ,µ,εUε,−→y ∈ Gλ,µ,σε for all
−→y ∈ SN−1, where Gλ,µ,σε := {u ∈ N
−
λ,µ : u ≥
0, Iλ,µ(u) <
1
N S
N/2 +m+λ,µ − σε} and σε → 0 as ε→ 0.
Proof. Similar to Step. 3 in Lemma 4.3, we have
Iλ,µ(v
+
λ,µ + tλ,µ,εUε,−→y ) =Iλ,µ(v
+
λ,µ) + Iλ,0(tλ,µ,εUε,−→y )−
1
2∗
∫
Ω
|v+λ,µ + µϕ+ tλ,µ,εUε,−→y |
2∗dx
+
1
2∗
∫
Ω
|tλ,µ,εUε,−→y |
2∗dx+
1
2∗
∫
Ω
|v+λ,µ + µϕ|
2∗dx
+
∫
Ω
(v+λ,µ + µϕ)
2∗−1tλ,µ,εUε,−→y dx.
Since tλ,µ,ε ∈ (t′λ,µ, t
∗
λ,µ), by a famous estimate (cf. Sun and Li [19]), we have
Iλ,µ(v
+
λ,µ + tλ,µ,εUε,−→y ) ≤m
+
λ,µ +
t2λ,µ,ε
2
(‖Uε,−→y ‖
2 − λ‖Uε,−→y ‖
2
2)−
t2
∗
λ,µ,ε
2∗
‖Uε,−→y ‖
2∗
2∗
− (t′λ,µ)
2∗−1
∫
Ω
(Uε,−→y )
2∗−1(v+λ,µ + µϕ)dx + o(ε
(N−2)/2)
≤m+λ,µ +
1
N
SN/2 − ε(N−2)/2(D − o(1)),
where
D = (t′λ,µ)
2∗−1(v+λ,µ(
−→y ) + µϕ(−→y ))
∫
RN
(N(N − 2))
N+2
2
(1 + |x|2)(N+2)/2
dx for N ≥ 4.
Therefore, by Lemma 5.5, there exists ε∗ ≤ ε0 such that for ε ∈ (0, ε∗), v
+
λ,µ + tλ,µ,εUε,−→y ∈ Gλ,µ,σε
for all −→y ∈ SN−1, where σε = ε(N−2)/2(D − o(1))→ 0 as ε→ 0.
Now, we can obtain the third solution of (Qλ,µ).
Lemma 5.7 Assume λ ∈ (0, λ1∗∗) and µ ∈ (0, µ
1
∗∗). Then (Qλ,µ) has three solutions.
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Proof. Since Lemmas 5.4–5.6 holds for λ ∈ (0, λ1∗∗) and µ ∈ (0, µ
1
∗∗), we can follow the proof
of [21, Lemma 5.6] step by step to show that Cat(Gλ,µ) ≥ 2 by using Lemma 5.2. Thanks to
Lemma 5.1, there exist two solutions of (Qλ,µ) in Gλ,µ. This, together with Lemmas 3.3, 4.1 and
4.4, implies that (Qλ,µ) has three solutions for λ ∈ (0, λ1∗∗) and µ ∈ (0, µ
1
∗∗).
6 The fourth solution of (Qλ,µ)
In this section, we will follow the strategy of He and Yang [16] to discuss the existence of the fourth
solution for (Qλ,µ). We begin with
Lemma 6.1 For every λ ∈ (0, λ1), there exist µ∗∗λ ∈ (0, µ
∗
λ) and rλ > 0 such that
(1) Iλ,µ(v) is strictly convex in B(0, rλ), where B(0, r) := {u ∈ H10 (Ω) : ‖u‖ < r}.
(2) N+λ,µ ⊂ B(0, rλ) for µ ∈ (0, µ
∗∗
λ ).
(3) v+λ,µ is the unique critical point of Iλ,µ in N
+
λ,µ.
Proof. (1) By a direct calculation, we have
I ′′λ,µ(u)(v, v) =‖v‖
2 − λ‖v‖22 − (2
∗ − 1)
∫
Ω
|u+ µϕ|2
∗−2v2dx
≥(1 −
λ
λ1
)S‖v‖22∗ − (2
∗ − 1)22
∗−2(S
2∗−2
2 ‖u‖2
∗−2 + Cµ2
∗−2)‖v‖22∗
=
(
(1 −
λ
λ1
)S − (2∗ − 1)22
∗−2(S
2∗−2
2 ‖u‖2
∗−2 + Cµ2
∗−2)
)
‖v‖22∗ .
Therefore, for every λ ∈ (0, λ1), there exists µ00λ ∈ (0, µ
∗
λ) such that
(1−
λ
λ1
)S − (2∗ − 1)22
∗−2Cµ2
∗−2 >
1
2
(1 −
λ
λ1
)S for µ ∈ (0, µ00λ ).
Take
rλ =
( 12 (1− λλ1 )S
(2∗ − 1)22∗−2S
2∗−2
2
)1/(2∗−2)
,
then I ′′λ,µ(u)(v, v) > 0 for u ∈ B(0, rλ), µ ∈ (0, µ
00
λ ) and v ∈ H
1
0 (Ω)\{0}.
(2) Similar to (3.2), we can show that ‖v‖ ≤ C
(
( λ1λ1−λ)((λµn)
2∗
2∗−1 + µ2
∗
n )
) 1
2 for all v ∈ N+λ,µ.
It follows that there exists µ∗∗λ ∈ (0, µ
00
λ ) such that N
+
λ,µ ⊂ B(0, rλ) for µ ∈ (0, µ
∗∗
λ ).
(3) Assume a contradiction, then there exist at least two critical points, denoted by v1λ,µ
and v2λ,µ, lie in N
+
λ,µ. By (1), we know that I
′′
λ,µ(tv
1
λ,µ + (1 − t)v
2
λ,µ)(w,w) > 0 for λ ∈ (0, λ1),
µ ∈ (0, µ∗∗λ ), w ∈ H
1
0 (Ω)\{0} and t ∈ [0, 1]. This, together with the Taylor’s expansion, implies
both Iλ,µ(v
1
λ,µ) > Iλ,µ(v
2
λ,µ) and Iλ,µ(v
2
λ,µ) > Iλ,µ(v
1
λ,µ), which is a contradiction.
The following lemma is a further local compactness lemma.
Lemma 6.2 Assume vn ≥ 0, vn ∈ N
−
λ,µ, Iλ,µ(vn) = c + on(1) and I
′
λ,µ(vn) = on(1). If c ∈
(m+λ,µ +
1
N S
N/2,m−λ,µ +
1
N S
N/2), then there exists v0 ∈ N
−
λ,µ such that vn → v0 as n→∞ up to a
subsequence for λ ∈ (0, λ1) and µ ∈ (0, µ∗∗λ ).
Proof. As in Lemma 3.4, we can show that there exists v0 ∈ H10 (Ω) such that vn ⇀ v0 in H
1
0 (Ω).
Let wn = vn − v0. Then by (3.5) and the Bre´zis–Lieb Lemma, we have
I0,0(wn) = Iλ,µ(vn)− Iλ,µ(v0) + on(1).
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Similar to (3.6), we can obtain that
I ′0,0(wn)ψ = I
′
λ,µ(vn)ψ − I
′
λ,µ(v0)ψ + on(1) for all ψ ∈ H
1
0 (Ω).
Clearly, v0 is a critical point of Iλ,µ(v). Hence, by a result of Struwe [17], there exist l ∈ N and
a solution v∗ of (Q0,0) such that I0,0(wn) = I0,0(v∗) +
l
N S
N/2 + on(1). If v0 ∈ N
+
λ,µ, then by
Lemmas 3.3, 4.3 and 6.1, we know that v∗ 6= 0 and l = 0, since it is well-known that v∗ 6= 0
implies I0,0(v
∗) ≥ 1N S
N/2. Using Struwe’s result again, we known that vn → v0 + v∗ in H10 (Ω),
which is impossible since vn ⇀ v0 in H
1
0 (Ω). Therefore, we must have v0 ∈ N
−
λ,µ. This implies
I0,0(wn) <
1
N S
N/2 + on(1). Since I0,0(v
∗) ≥ 1N S
N/2 if v∗ 6= 0, we must have v∗ = 0 and l = 0.
Due to Struwe’s result again, we know that vn → v0 in H10 (Ω).
In what follows, we re-denote Uε,−→y (x) and φ(x) by U
δ0
ε,−→y
(x) and φδ0 (x) for the sake of clarity.
Similar to [16], we denote V := {v ∈ H10 (Ω) : v ≥ 0, ‖v‖2∗ = 1}. We define a functional β : V → R
N
given by β(v) =
∫
RN
x|v|2
∗
dx, where the function v is extend to RN by setting v = 0 outside Ω.
Set A0 := {v ∈ V : β(v) = 0} and c∗ = infv∈A0 ‖v‖
2, then by [16, Lemma 5.4], c∗ > S. Thanks to
[16, Lemma 5.6], there exists ε∗∗ ∈ (0, ε∗) such that ‖U δ0
ε,−→y
(x)‖2D1,2(RN ) ∈ (S,
S+c∗
2 ) for ε ∈ (0, ε
∗∗).
Let r∗ = 1 − ε∗∗ and Br∗ := {(1 − ε)
−→y ∈ RN : |(1 − ε)−→y | ≤ r∗,
−→y ∈ SN−1, 0 < ε < 1}. We
also define a functional Jλ,µ : V → R given by Jλ,µ(v) = Iλ,µ(t
−
λ,µ(v)v), where t
−
λ,µ(v) is given in
Lemma 3.1. Set
γλ,µ = inf
F
sup
Br∗
Jλ,µ(v),
where F := {h ∈ C(Br∗ ,V) : h|∂Br∗ = U˜
δ0
ε,−→y
(x)} and U˜ δ0
ε,−→y
=
U
δ0
ε,−→y
‖U
δ0
ε,−→y
‖2∗
. The next three lemmas will
help us to show that γλ,µ is a critical value of Jλ,µ on V .
Lemma 6.3 Jλ,µ(U˜
δ0
ε,−→y
) = 1N S
N/2 + O(ε) +O(µ) for every δ0 ∈ (0, 1), λ ∈ (0, λ1) and uniformly
for −→y ∈ SN−1, where O(ε)→ 0 as ε→ 0 and O(µ)→ 0 as µ→ 0.
Proof. By [16, Lemma 4.2], ‖U δ0
ε,−→y
‖2 = SN/2 + o(ε), ‖U δ0
ε,−→y
‖2
∗
2∗ = S
N/2 + o(ε) and U δ0
ε,−→y
⇀ 0
as ε → 0 in H10 (Ω) for every δ0 ∈ (0, 1) and uniformly for
−→y ∈ SN−1. These, together with
t−λ,µ(U˜
δ0
ε,−→y
)U˜ δ0
ε,−→y
∈ N−λ,µ, implies
0 =t−λ,µ(U˜
δ0
ε,−→y
)‖U˜ δ0
ε,−→y
‖2 − λt−λ,µ(U˜
δ0
ε,−→y
)‖U˜ δ0
ε,−→y
‖22 − λµ
∫
Ω
ϕU˜ δ0
ε,−→y
dx
−
∫
Ω
(t−λ,µ(U˜
δ0
ε,−→y
)U˜ δ0
ε,−→y
+ µϕ)2
∗−1U˜ δ0
ε,−→y
dx
=t−λ,µ(U˜
δ0
ε,−→y
)(‖U˜ δ0
ε,−→y
‖2 − λ‖U˜ δ0
ε,−→y
‖22 − (t
−
λ,µ(U˜
δ0
ε,−→y
))2
∗−2) +O(ε) +O(µ).
Similar to (3.3), for every δ0 ∈ (0, 1) and
−→y ∈ SN−1, t−λ,µ(U˜
δ0
ε,−→y
) ≥ (C +O(ε))(1− λλ1 +O(µ))
1
2∗−2 .
Hence, we must have
‖U˜ δ0
ε,−→y
‖2 − λ‖U˜ δ0
ε,−→y
‖22 − (t
−
λ,µ(U˜
δ0
ε,−→y
))2
∗−2 = O(ε) +O(µ),
which means that t−λ,µ(U˜
δ0
ε,−→y
) = S1/(2
∗−2) +O(ε) +O(µ). It follows that
Jλ,µ(U˜
δ0
ε,−→y
) =
1
2
(S(N−2)/2 +O(ε) +O(µ))(
SN/2 + o(ε)
S(N−2)/2 + o(ε)
)−
λ(O(ε) + O(µ))
2(S(N−2)/2 + o(ε))
−
1
2∗
(SN/2 +O(ε) +O(µ))
=
1
N
SN/2 +O(ε) +O(µ)
for every δ0 ∈ (0, 1), λ ∈ (0, λ1) and uniformly for
−→y ∈ SN−1.
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Lemma 6.4 m−λ,µ =
1
N S
N/2 +O(λ) +O(µ), where O(λ)→ 0 as λ→ 0 and O(µ)→ 0 as µ→ 0.
Proof. By Lemmas 3.3 and 4.3, it is easy to see that m−λ,µ <
1
N S
N/2. Since v−λ,µ ∈ N
−
λ,µ is a
solution of (Qλ,µ), similar to (3.2) and (3.4), we can conclude that
(C(1 −
λ
λ1
)− C1µ
2∗−2))1/(2
∗−2) ≤ ‖v−λ,µ‖2∗ ≤ C + C(λ, µ),
where C(λ, µ) → 0 as λ → 0 and µ → 0. It is well-known that there exists t0λ,µ > 0 such that
t0λ,µv
−
λ,µ ∈ N0,0. Since (C(1 −
λ
λ1
) − C1µ2
∗−2))1/(2
∗−2) ≤ ‖v−λ,µ‖2∗ , there exists T > 0 such that
t0λ,µ ≤ T for λ and µ small enough. It follows from Remark 3.1 that
m−λ,µ = Iλ,µ(v
−
λ,µ) ≥ Iλ,µ(t
0
λ,µv
−
λ,µ) ≥
1
N
SN/2 +O(λ) +O(µ),
which completes the proof of this lemma.
Lemma 6.5 There exist ρ > 0, δ∗ ∈ (0, 1), λ2∗∗ ∈ (0, λ
1
∗∗) and µ
2
∗∗ ∈ (0, µ
1
∗∗) such that
1
N S
N/2 <
γ0,0 − ρ < γλ,µ < γ0,0 + ρ <
1
N S
N/2 +m−λ,µ for λ ∈ (0, λ∗), µ ∈ (0, µ∗) and δ0 ∈ (0, δ∗).
Proof. Similar to [16, Lemma 5.10], we can prove that there exists δ∗ ∈ (0, 1) such that γ0,0 ∈
( 1N S
N/2, 2N S
N/2) for δ0 ∈ (0, δ∗). It follows that there exists ρ > 0 such that
1
N S
N/2 < γ0,0 − ρ <
γ0,0 + ρ <
2
N S
N/2. Thanks to Lemma 6.4, there exist λ1 ∈ (0, λ1∗∗) and µ
1 ∈ (0, µ1∗∗) such that
γ0 + ρ <
1
N S
N/2 +m−λ,µ for λ ∈ (0, λ
1) and µ ∈ (0, µ1). On the other hand, for every d ∈ (0, 1)
and v ∈ V , by the Young inequality, we have
Jλ,µ(v) = Iλ,µ(t
−
λ,µ(v)v) ≤I0,0(t
−
λ,µ(v)v) + d‖t
−
λ,µ(v)v‖
2∗
2∗ + C(λ, µ, d)
≤I0,0(t
+
d (v)v) + d‖t
+
d (v)v‖
2∗
2∗ + C(λ, µ, d)
=(
1
1− d
)
N−2
2 ‖v‖2 + C(λ, µ, d)
=(
1
1− d
)
N−2
2 J0,0(v) + C(λ, µ, d),
and
Jλ,µ(v) = Iλ,µ(t
−
λ,µ(v)v) ≥Iλ,µ(t
−
d (v)v)
≥I0,0(t
−
d (v)v) − d‖t
−
d (v)v‖
2∗
2∗ − C(λ, µ, d)
=(
1
1 + d
)
N−2
2 ‖v‖2 − C(λ, µ, d)
=(
1
1 + d
)
N−2
2 J0,0(v)− C(λ, µ, d),
where C(λ, µ, d) → 0 as λ → 0 and µ → 0 for fixed d ∈ (0, 1), I0,0(t
+
d (v)v) + d‖t
+
d (v)v‖
2∗
2∗ =
maxt≥0(I0,0(tv) + d‖tv‖2
∗
2∗) and I0,0(t
−
d (v)v) − d‖t
−
d (v)v‖
2∗
2∗ = maxt≥0(I0,0(tv) − d‖tv‖
2∗
2∗). By the
definition of γλ,µ, we have (
1
1+d)
N−2
2 γ0,0−C(λ, µ, d) ≤ γλ,µ ≤ (
1
1−d)
N−2
2 γ0,0+C(λ, µ, d). It follows
that there exist λ2∗∗ ∈ (0, λ
1) and µ2∗∗ ∈ (0, µ
1) such that γ0 − ρ < γλ,µ < γ0 + ρ, which completes
the proof of this lemma.
Combining Lemmas 6.3 and 6.5, there exist λ∗ ∈ (0, λ
2
∗∗) and µ∗ ∈ (0, µ
2
∗∗) such that γλ,µ >
Jλ,µ(U˜
δ0
ε,−→y
) for λ ∈ (0, λ∗), µ ∈ (0, µ∗) and ε small enough. By the minimax principle (see Am-
brosetti and Rabinowitz [4]), γλ,µ is a critical value of Jλ,µ(v) on V , that is, there exists {vn} ⊂ V
such that
Jλ,µ(vn) = γλ,µ + on(1), ‖J
′
λ,µ(vn)‖T∗vnV = on(1),
where T ∗vnV is the dual space of TvnV := {w ∈ H
1
0 (Ω) :
∫
Ω
(vn)
2∗−1w = 0}. In what follows, we
will show the existence of the fourth solution of (Qλ,µ).
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Lemma 6.6 There exists v4λ,µ ∈ N
−
λ,µ such that Iλ,µ(v
4
λ,µ) = γλ,µ and I
′
λ,µ(v
4
λ,µ) = 0 for λ ∈ (0, λ∗)
and µ ∈ (0, µ∗).
Proof. By the implicit function theorem, for h ∈ TvnV , we have
J ′λ,µ(vn)h = ((t
−
λ,µ)
′(vn)h)I
′
λ,µ(t
−
λ,µ(vn)vn)vn + t
−
λ,µ(vn)I
′
λ,µ(t
−
λ,µ(vn)vn)h.
By Lemma 3.1, for every vn, t
−
λ,µ(vn) > 0. This implies I
′
λ,µ(t
−
λ,µ(vn)vn)vn = 0, since t
−
λ,µ(vn)vn ∈
N−λ,µ. It follows that
J ′λ,µ(vn)h = t
−
λ,µ(vn)I
′
λ,µ(t
−
λ,µ(vn)vn)h for h ∈ TvnV . (6.1)
We claim that {t−λ,µ(vn)}n∈N stays positive and bounded away from 0. If not, then t
−
λ,µ(vn) → 0
up to a subsequence as n → ∞. It follows that t−λ,µ(vn)(‖vn‖
2 − λ‖vn‖22) = λµ
∫
Ω ϕvndx +∫
Ω
(µϕ)2
∗−1vn + on(1), since t
−
λ,µ(vn)vn ∈ N
−
λ,µ and vn ∈ V . Hence,
1
N
SN/2 + on(1) ≤ γλ,µ + on(1) = Jλ,µ(vn) ≤ −
λ
2
‖µϕ‖22 + on(1) < on(1),
a contradiction. Note that H10 (Ω) = Rvn ⊕ TvnV and I
′
λ,µ(t
−
λ,µ(vn)vn)vn = 0,
I ′λ,µ(t
−
λ,µ(vn)vn)w = I
′
λ,µ(t
−
λ,µ(vn)vn)hw for all w ∈ H
1
0 (Ω),
where hw is the projection of w in TvnV . Thus, by (6.1),
‖I ′λ,µ(t
−
λ,µ(vn)vn)‖ = sup
w∈H1
0
(Ω)\{0}
I ′λ,µ(t
−
λ,µ(vn)vn)w
‖w‖
≤ sup
w∈H1
0
(Ω)\{0}
I ′λ,µ(t
−
λ,µ(vn)vn)hw
‖hw‖
= sup
w∈H1
0
(Ω)\{0}
J ′λ,µ(vn)hw
t−λ,µ(vn)hw
≤C‖J ′λ,µ(vn)‖T∗vnV = on(1).
On the other hand, by the definition of Jλ,µ, it is easy to see that Iλ,µ(t
−
λ,µ(vn)vn) → γλ,µ as
n→∞. Thanks to Lemmas 6.2 and 6.5, t−λ,µ(vn)vn → v
4
λ,µ as n→∞ for λ ∈ (0, λ∗), µ ∈ (0, µ∗)
and δ0 ∈ (0, δ∗). Clearly, v
4
λ,µ is a solution of (Qλ,µ) and different from the solutions find in
Lemmas 4.1, 4.4 and 5.7 for λ ∈ (0, λ∗), µ ∈ (0, µ∗) and δ0 ∈ (0, δ∗).
We close this section by
Proof of Theorem 1.2 It follows immediately from Lemmas 5.7 and 6.6.
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