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Benkő Lívia
Magánszféra kontextusban: technológia, szakpolitika 
és a szociális élet integritása
Recenzió Helen Nissenbaum Privacy in context: technology, policy, and the integrity of social life
(Stanford Law Books, Stanford, 2009, 304 oldal ISBN 978-0-804-75237-4) című könyvéről.
A magánszféra definíciója, illetve a hozzá kapcsolódó aggodalmak meghatározása nem
egyedül az adatvédelmi jog tekintetében fontos, az elmúlt években ugyanis több iparágat
és szolgáltatási szektort formált az, hogy az adatvédelmi kérdésekről és a magánszféráról
hogyan gondolkozik az az érintetti kör, amelyik az információs technológiában részt vesz
a szabályozó hatóságoktól, a fogyasztókon és civilszervezeteken át a kormányzatokig és a
versenyszféráig. Giuseppe Colangelo és Mariateresa Maggiolino szerint az adatvédelem
mint érték versenyhelyzetet teremthet a digitális csatornák piacán, hiszen az adatvédelem
megjelenhet a felvásárlások, kartelek vizsgálatakor. Bizonyos esetekben például piacvezető
vállalatok éppen azzal szoríthatnak ki cégeket a piacról, hogy a versenytársak rovására adott
szolgáltatás vagy termék tekintetében engednek vagy éppen szigorítanak az adatvédelmi
irányelveken (Colangelo és Maggiolino 2017). 
A Cambridge Analytica az Edward Snowden-ügy után tette címlapra a személyes
adatok sérülékenységét: a személyes adat egy ártatlannak tűnő applikáció letöltésével
politikai célú manipulációra is használható. A Cambridge Analytica technikáját egy volt
alkalmazottjuk, Christopher Wyle pszichológiai hadviselésnek írta le, melynek lényege
abban állt, hogy politikai reklámokkal targetáltak olyan módon, hogy azok illeszkedjenek
az egyéni pszichológiai jellemzőkhöz (Flam 2018). A cég szolgáltatásait pedig többek kö-
zött politikai célokra használták fel, ezzel (elméletileg) befolyásolva a nigériai és az ame-
rikai választásokat. 
Az adatalapú reklám kapcsán felmerülhetnek etikai kérdések, kit szolgál igazából,
amikor pszichológiai profilozást készítenek a fogyasztókról annak érdekében, hogy töké-
letes célzást érjenek el a vállalatok vagy politikai pártok. Rengeteg olyan tényező van,
mely befolyásolhatja az adatmegosztást, és nem jogszabályokkal alakíthatóak a keretek: a
cookie-leírások sokfélesége jól mutatja, hányfajta módon érhetjük el, hogy engedélyt kap-
junk az online tevékenység követésére. A Cambridge Analytica-ügy jól példázza azt, hogy
Facebook lájkokból hogyan hozható létre pszichológiai profil, mely később különféle mani-
pulatív tartalmak céltáblája lesz. Faye Flam cikkében egy olyan kutatást említ, mely meg-
mutatta, hogy a digitális lábnyom (Facebook likeok és Twitter posztok) segítségével
megjósolhatók az egyének pszichológiai jellemzői. A kutatást 86.600 önkéntes bevonásával
végezték, fő célja pedig az volt, hogy összehasonlítsák a számítógép-alapú és az ember-alapú
ítélkezést (Youyou, Kosinski és Stillwell 2015). Egy későbbi kutatás pedig azt is bebizonyí-
totta, hogy a pszichológiai targetálás nagyszámú csoportok befolyásolására alkalmas, melynél
a célközönség pszichológiai szükségleteihez igazítják a tartalmakat (Matz et al. 2017).
A Cambridge Analytica adatbotránya többirányú lavinát indított el, mely az állandó
megfigyelésből adódott félelemnek adhat teret, általános bizalomvesztést eredményezhet,
ennek következtében pedig gátat szabhat az adatmegosztásnak és az innovációknak. Az
Edelman marketingcég globális felmérése szerint tízből hét válaszadó fél attól, hogy a ka-
muhírek (fake news) és a téves információk fegyverként használhatóak ellenük. 59 % külön
infotars.2018.junius.qxp_Layout 1 copy  2018. 06. 14.  12:18  Page 124
125
MAGÁNSZFÉRA KONTEXTUSBAN: TECHNOLÓGIA, SZAKPOLITIKA
megemlíti, hogy egyre nehezebb megítélni, hogy adott információ valós médiumtól szár-
mazik-e. A Trust Barometer felmérése szerint a felhasználók 48%-a a social mediát, 25%
pedig a keresőmotorokat is a klasszikus média részének tekinti (Edelman 2017). A botrány
óta találgatások zajlanak a közösségi média zászlóshajó csatornájának sorsáról: van, aki sze-
rint a Facebook a következő hónapokban a Nokia és Burberry sorsára juthat, melyek nem
reagáltak időben a piaci változásokra, és ezzel szinte eltűntek az infokommunikációs pi-
acról (Leetaru 2018). 
A 2018. május 25-én életbe lépő új európai adatvédelmi szabályozás legfontosabb
küldetései az átláthatóság kialakítása és a tisztességes adatkezelés gyakorlatának megva-
lósítása. A rendeletben1 fontos szerepet kap az úgynevezett Privacy by Design, mely elő-
írja, hogy már a tervezési szakaszba fontos beépíteni az adatvédelmi gyakorlatot, nem
utólag kell az adott marketingkommunikációs kampányhoz igazítani. Az új adatvédelmi
törvény többek között hangsúlyt fektet az adatvédelmi tudatosság kialakítására, az érin-
tettek megfelelő tájékoztatására és az érintettek hozzáférési jogára. Nissenbaum könyve
és a GDPR vonatkozásában ezért érdekes vizsgálat lehet, hogy a kontextus-függő ma-
gánszféra hogyan, milyen eszközökkel alakítható úgy, hogy bizonyos technológiai eszközök
kapcsán megváltozzon a fogyasztói attitűd: a félelem bizonyos technológiai eszközök kap-
csán hogyan csökkenthető, mi növelheti az adatkiadási hajlandóságot.
A Cambridge Analytica nem az első eset, hogy a közösségi oldalak sebezhetőségét
használták ki, de az ügy egyesít mindent, mely a GDPR és a digitális bizalom kérdésköreit
illeti. Helen Nissenbaum könyve ezért több okból is aktuális marad a 2009-es kiadása óta:
segítségével folyamatosan értelmezhetjük az adatvezérelt világhoz kapcsolódó jelensége-
ket, és megérthetjük, hogy milyen összetett és sokrétű a társadalom reakciója bizonyos
technológiákkal szemben, mi vált ki félelmet, és milyen esetekben adjuk fel a magánsz-
féránkat különböző előnyökért cserébe.
A szerzőről
Helen Nissenbaum az információs technológia egyik legjelentősebb kutatója, jogi, társa-
dalmi és etikai oldalról vizsgálja a digitális média területeit. A New York University Media,
Culture and Communications tanszék professzora, és az egyetem Information Law Insti-
tute-jának igazgatója. A Stanford Universityn szerezte PhD fokozatát filozófiából, a NYU
mellett a Princeton University Center of Human Values társigazgatója.
Kilenc könyv szerzője és szerkesztője, legfontosabb művei: A User’s Guide for Pri-
vacy and Protest, Finn Bruntonnal (MIT Press 2015), Values at Play in Digital Games, M.
Flanagannel (MIT Press 2014), és Privacy in Context: Technology, Policy, and the Integrity
of Social Life (Stanford 2010).
A könyv célközönsége
Az információs technológia, a Big Data, valamint az adatvezérelt döntéshozatal üzleti és
marketing területeit hármas perspektívából érdemes értelmezni, melyben a jogi, az infor-
mációtechnológiai (IT) és a társadalomkutatói szemlélet jelenik meg. Helen Nissenbaum
1 Az Európai Unió Általános Adatvédelmi Rendelete (GDPR, General Data Protection Regulation),
2016/679/EU
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könyve éppen ezért abban segít, hogy etikai, jogi, technológiai, filozófiatörténeti és társa-
dalomkutatói oldalról is megvilágítsa, hogy milyen jelenségekkel szembesülhetünk akkor,
ha a magánszféra fogalmát és a hozzá kapcsolódó értékrendszert szeretnénk elemezni. Nis-
senbaum olyan kérdéseket feszeget, melyek a könyv 2010-es megjelenését követően ma
is aktuálisak, hiszen az adatvezérelt technológiákba, a személyre szabott hirdetésekbe és
a digitális eszközökbe vetett bizalom egyik legnagyobb válsága zajlik a Cambridge Analy-
tica, vagy akár az álhír oldalak tömeges megjelenése miatt. A könyv részletesen bemutatja,
hogy miért részesítünk előnyben bizonyos technológiai eszközöket, míg más esetekben
aggodalmunkat fejezzük ki a magánszféránk védelmében. 
Mielőtt Helen Nissenbaum könyvét megvizsgáljuk, érdemes kibontani, hogy a jogi
szakemberek mellett kiknek érdemes még foglalkozni a magánszféra kérdésével, a tár-
sadalomkutatói kérdések milyen pontokban kapcsolódnak a technológiai eszközökhöz.
Nissenbaum a könyv elején tisztázza, mit is jelent a társadalom-technológia (socio-tech-
nical) kifejezés, mely a szerző szerint a színtiszta technológiai eszközökön túlmutat, hiszen
funkciójukkal definíciójuk bővül az “identifikáció”, “biztonság” és “kommunikáció” kom-
ponensekkel. A technológiai eszközök (például az autóbiztonsági kommunikációs eszkö-
zök (VSCS) vagy a rádiófrekvenciás azonosításon (RFID) alapuló technológiák,
kiválthatnak félelmet, tüntetést, aggodalmat és ellenállást a privacy nevében (6.). 
A könyv újszerű megközelítése
Helen Nissenbaum szerint a magánszférához fűződő viszonyunk kontextus, vagyis sze-
rep-, aktivitás-, norma- és értékfüggő, ennek a fogalmi keretnek az értelmezéséhez pedig
létrehozta a kontextuális integritás keretrendszerét. Bizonyos helyzetekben más aktorként
viselkedünk, eltérő értékrend szerint cselekszünk a magánszféránk határainak meghúzá-
sánál, hiszen a vérnyomásmérő monitornak és a közparkok megfigyelőkameráinak is kü-
lönböző céljai vannak. A szerző által létrehozott új keretrendszer annak megértését segíti,
hogy bizonyos technológiai eszközök mikor és miért adnak okot aggodalomra, és hogyan
befolyásolják az információ áramlását.
A kontextuális integritás elmélete azt is bemutatja, hogy mi az a kettősség a magán-
szférához fűződő viszonyon belül, mely változik a csatornahasználattal. A könyv azonban
nem egyedül elméleti keretrendszert ad, hanem gyakorlati útmutatót is készített arra,
hogy kérdéses ügyeknél hogyan lehet kiértékelni az információtechnológiai rendszereket.
A szempontok felsorolása mellett pedig további példákat is kapunk arra, hogy milyen kér-
déseket tegyünk fel akkor, ha például az információáramlást szeretnénk kiértékelni.
A kontextuális integritás fő tézise szerint, amikor veszélyesnek, fenyegetőnek, zava-
rónak találjuk, hogy információt gyűjtenek és analizálnak rólunk, azzal nem csökkentik az
információ feletti kontrollunkat, hanem áthágják a kontextusfüggő információs normákat
(186.). Ezek a normák őrzik meg annak a szociális kontextusnak az integritását, melyben
az életünket éljük. Nissenbaum szerint, ha a magánszféra értelmezését nem abból indítjuk,
hogy az az információ feletti kontrollt jelenti, hanem a magánszféra mint jog a kontextus-
függő, megfelelő információáramláshoz megközelítést használjuk, úgy nem paradoxonként
látjuk a fogyasztóknak  azon viselkedését, mely egyszerre irányulhat az adatmegosztásra
és -védelemre (187.).
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A könyv pillérei
Helen Nissenbaum 2016-ban Nijmegenben a First Interdisciplinary Summer School on Pri-
vacy2 elnevezésű nyári egyetem előadója volt, melyen ösztöndíjas PhD hallgatóként vettem
részt. A kurzust a Radboud University Nijmegen, az iMinds, a PI.Lab és a Princeton Uni-
versity berkein belül működő Center for Information Technology Policy támogatták. Az
adatvédelmi rendezvényen Helen Nissenbaum előadása kitért a Privacy in context könyv
kontextuális integritás elméletére (Contextual Integrity Fundamentals), melyben az aláb-
biakat emelte ki:
• Magánszféra mint megfelelő információ áramlás (privacy as appropriate flow).
• A kontextuális információs normáknak való megfelelés a megfelelő információáram-
lással.
• A kontextuális információs normák 5 paramétert foglalnak magukba: alany, küldő,
fogadó, információ típus, továbbítási alapelv.
• A magánszféra normáinak etikai legitimitása: érdeklődési körök, etikai-politikai ér-
tékek, kontextuális funkciók, célok és értékek.
Összegzés
Nissenbaum két új megközelítést is hoz a magánszféra értelmezéséhez. A normatív kon-
cepció szerint a magánszféra értékes, fontos, melyet meg kell őrizni. A neutrális koncepció
ezzel szemben nem hoz értékítéletet, negatív vagy pozitív megközelítéseket nem köt a
szó jelentéséhez. A szerző szerint a neutrális koncepció abból a szempontból szerencsés,
hogy a privacyt illetően nem korlátozza a gondolkodásunkat. Nyitottan hagyja a kérdést,
mely által lehetőség van diskurzusra arról is, hogy milyen kontextusban változhat a ma-
gánszféra.
Helen Nissenbaum az összegzésben egy érdekes megállapítással indít: jogunk van a
magánszférához, de ez nem a személyes információk feletti kontrollt vagy a korlátozott in-
formációhoz való hozzáférésünket jelenti. Jogunk van ahhoz, hogy olyan világban éljünk,
ahol többnyire a várakozásainknak megfelelően áramlik a személyes információ: ahol eze-
ket a várakozásokat nem egyedül a szokások és a konvenciók hatalma határozza meg,
hanem egy általános bizalom abban, hogy az információáramlások kölcsönösen támogatják
a társadalmi élet főbb törvényeit, beleértve a morális és a politikai törvényeket is. Nissen-
baum ezt hívja kontextuális integritásnak, melyet a társadalmi szabályok vagy normák
egyensúlyával érhetünk el, melyek között általános és helyi értékek egyaránt szerepelnek. 
A kontextuális integritás elmélet új távlatokat nyithat meg a magánszféra, az adatki-
adás, a társadalom-technológiai eszközök vizsgálatában, a teória akár több területre bővít-
hető, lebontható. Nem paradox viselkedésnek kell tekinteni a fogyasztók adatkiadási
vágyát, hanem megérteni, hogy az információáramlás adott helyzetben milyen eszközzel,
milyen küldő-befogadó háttérrel és főként milyen céllal valósult meg.
2 A nyári egyetem Seda Gürses (Princeton), Claudia Diaz (iMinds / KU Leuven), Eleni Kosta (TILT-
Tilburg University / Privacy & Identity Lab), Jo Pierson (iMinds / Vrije Universiteit Brussel) és Jaap-
Henk Hoepman (Radboud Univesity / Privacy & Identity Lab) kezdeményezésére jött létre, célja
pedig, hogy mester és PhD hallgatók jogi, társadalomkutatói és IT oldalról közösen dolgozzanak
adatvédelmi témájú szakmai workshopokon.
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