Introduction
It is well known that for dissipative linear ordinary differential equations with a forcing term of period X that the transients die out and the solution tends as tto solutions of period A. The same is true of many hyperbolic equations. In scatterer. It may range from zero to infinity.
The field u is given as a plane wave e and its/ scattered field us; o(1.1) urc e + u • --e.
• However, the source could equally well be located at a finite "- This problem may be studied using geometrical optics for high fre-uency and expansion in w for low frequency.
Our original objective was to deal with the range of frequency where neither of these approximations is good. We found, in addition, however, that many of the features of geometrical optics emerge from the computations at moderate frequencies.
Primarily though, we are concerned with perturbations in the index of refraction or with disturbing objects where the characteristic length is not large compared to the wave length.
A wave at frequency w has the wave length 27/ and theoretically for geometrical optics one needs 2w/w << a. Our observations confirm that in many applications wa = 5 or 10 displays the significant features of geometrical optics and diffraction theory.
In this paper we restrict ourselves to two dimensional iexamples. In a second paper we plan to demonstrate results in axi-symmetric and possibly three dimensional geometries.
A particular advantage in 2D is that every simply-connected object can be studied by noting that it can be mapped con-*:
formally onto the exterior of a circle and the transformation f!, (iii) The computations of the field including the crosssection of a Helmholtz resonator of radius 1 with 9,1 various apertures and for plane waves at various angles of incidence.
(iv) The refraction of a plane wave by a lens of either constant or variable index of refraction.
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In particular we include lenses that produce focusing and caustics such as the Luneberg lens.
(v)
The refraction by a model of an overdense plasma.
The method of computation is a modification of the relaxation method used in [ 2 1 and is described in Section 2.
To reduce the number of mesh points involved a modified radiation condition corresponding to (2) is imposed at a finite radius (see Section 3).
The difference scheme and how to deal with the artificial singularity at the origin created by using polar coordinates is described in Section 4.
In Section 5, we describe in detail the particular examples computed. In each case we give the running times on the CDC 6600 required to achieve convergence. The effects of applying the modified radiation condition at different distances 1 I are also discussed.
In Section 6 we discuss the limitations of this kind of iterative method and other possible applications.
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The authors are grateful to F. Tappert for much advice and many suggestions. The work of A. Bayliss and E. Turkel chosen so that the solutions of (2.1) of the form plane wave or source plus outgoing scattered wave will approach a time independent state. This will be the desired solution.
This method was used in [2] . However, (2.1) was used directly, i.e. in characteristic form. Data was given on a characteristic surface. The convergence was therefore very slow because a very small time step was required for stability with the space differences used.
In the present method we transform (2.1) to a Cauchy , problem by a change of variables given by 
If this condition is not satisfied we are dealing with a potential which has bound states that give rise to exponentially growing solutions of (2.6). This showed up numerically in a very dramatic fashion when we tried lenses with n > 1.
The inequality (2.7) was proved by J. Weidmann [4] as a necessary condition to prevent these growing modes.
In order to handle this situation we note that instead uf (2.6) we could use (2.8)
where n 1 + n 2 = n + 1. If the limiting amplitude principle 2 holds, i.e. the potential (n 2 -l1) doe:; -ot give rise to growing modes and n I > 0, then the solutions of (2.8) also approach a time harmonic steady state and the space dependent coefficient satisfies the desired Helmholtz equation.
If we make n 1 > 1 in such a way that [r(n 2 -1)]r 2 0, then (2.8) can be used for the iteration. We have applied this notion only for n I = n 1, We have rescaled r so that w = 1. On substituting the expansion for W we find the recursion formula
which we invert to find
The boundary condition on W is then found by substituting in the differential equation (3.2) (3.6) 2iW - 
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To obtain the far field, that is the scattering cross section A 0 , we invert (3.4) and obtain
which is accurate to 0(-
4. The Difference Scheme.
To solve the time-dependent differential equation (2.7)
imposing the far field condition (3.9) we have used a standard backward difference scheme for the initial value problem of a second order hyperbolic equation with second order accuracy.
Let the solution to the difference scheme be 7(lm,n) where (j,m,n) are evaluated on a grid (4.1) r jAr + r. , me, t =nAt,
Then for an interior point,
is determined from the values of W at (j±l,m±l,n), (j,m,n),
On the outer boundary r NAr + r 0 we use the differenced form of (3.9)
where S(N,m,n) denotes the diflerence approximation for the right hand side, centered differences being used in L.
The value of W at j = N+l, m,n has to be eliminated by using the difference equation (4.2) and thus one obtains and r = 2Ar. By the standard difference formula along with i Cn) for the value of d at r = 0 and time t = nAt. This yields, for the symmetric case,
Here mil, 2 , m 3 correspond to 0 = 0,1,r.
Note n(O) means the value of the index of refraction at the origin. In the non-symmetric case there is a similar formula.
[ The effect of applying the modified radiation condition (3.9)
at various distances to gain in mesh refinement was done by increasing the radius of the cylinder and applying (3.9) at a fixed radius. The relevant parameter is wa where a is the radius of the object [see Table l ,columns D-F]. This does not, of course, refine the 0 mesh.
Since our numerical method gives the total field at each grid point, the cross sections given in Table 1 represent a small fraction of the generated information. Instead of just listing these numbers an alternate method was devised to visually convey the results. First, the polar output was converted into a rectangular grid of numbers using straightforward interpolation.
(This unfortunately introduces errors which tend to smear out the a optical features that will be described shortly.) Then seven weights of shade were used with the darkest color corresponding The diffraction by an infinite strip of half-width 2, {x = 0, IyI ! 2} was computed at the frequency 5, wa = 10 at 4the angles of attack a = 100 (head-on), 45°, and 9g0 (on edge).
Here a is the angle between the incident plane wave and the positive x axis. The wave again is approaching from 0 = n.
The mesh size is /20 in e and 0.1 in r. A variable mesh was used near the origin.
Since the interference pattern in the x -y coordinates * is smeared by interpolation in this and in other cases with sharp boundaries, it is omitted here. However, the results for a = 0 are presented in polar form in Figure 2 . The numbers printed at the mesh points are ten times the total field. Thus the dark regions now correspond to constructive interference, the light to destructive. In this picture one sees the shadow at 0, 2ff, the standing wave in the illuminated region along 0 r, the 7T 3 77 singular corners at 0 2' and the shadow boundaries on y = + 2 = r sin 0.
For the sake of brevity, we have not included the polar output for the ca;e; 4 = 45 a and 900. Rather a few words describing these resuits will be offered instead. A turn through 45°(=a) destroys the symmetry and slightly distrots the waves in the illuminated regicn. The shadow is shifted 45°. When the wave attack:; the strip on edge (a = 900) there is no t',adow. However, in the forward scattered direction the total field is cut in half as it should be; see [6] . The field is again symmetric.
The cross sections are presented in Table 2 The cross sections are shown in Table 3 There is no data for comparison. In iterating on 1">-closed resonator the method generated some eigenmodes in the interior.
These exist as slowly damped modes as the aperture opens.
At an angle of attack of a = 00 and an aperture of 360 the exterior field is very similar to that generated by a meta? cylinder.
The interior field contains a considerable amount of energy. At an aperture of 1800 and an angle of attack of 00 there ,1 should be a nephroid-like caustic but the edge diffraction obliterates this feature. There is marked focusing as expected, for -2 5 x 5 -1. The shadow is not so sharp as with a metal cylinder. The aperture edges act like slits and smear the geometrical effects.
The core requirements for these problems were the same and 800 iterations we could satisfy (4.6) unly for E .1.
However, when the aperture was 1800 we could satisfy (4.6) with e = .05 at 400 iterations. These two numerical examples show how the iteration scheme depends upon the eigenfrequency with the smallest imaginary pa,'t. In the first case the imaginary part is roughly 0.015 while in the second case it is about .3.
If we assume that the transients decay like Exp(-.015t) in the first situation, then t -200 would make this factor 0(1/100). Thus for At = .05 (the number used in our program)
we would need in the neighborhood of 5000 iterations to obtain convergence. The same crude argument shows that about 310 iterations are needed when the aperture is 1800.
All of these problems could be solved with the addition of a variable index of refraction depending on all variables 2 .including the amplitude of the total field provided the .1 focusing effects are weak.
(iv) Lens with variable index of refraction. More interesting effects occur if n = n(r) or n = n(r,0). For example, geonetrical optics predicts [see reference 8] that for n = r 2 /9, r ! 3, n 1 1, r 3 that there will be focusing at (3,7).
At w = 5 we obtained an amplification of 2.5 in the total field at * .. A second case, a Luneberg lens with n = 2 -r 2 /9 for r ! 3, n = 1 for r 3 focused at (3,0) with a magnitude of 3. This point is a focus for the geometrical optics rays.
The general case n = n(r,O) was tried with n = (r 2 -r -r0
for r 5 3, n 1 for r a 3, where r 0 = 2 -0.5 cos 2 (e/2). The ,I j (remaining portion of the heavy curve for r 2t 3, 6 :5 n/2). Figure   5 shows the x-y plot of the interference pattern where the lighter regions now correspond to constructive interference. The amplitude ranges for the various shades are again (0.2), (2,6),(6,8),(8,10), (10, 14) , (14, 17) , and (17,-). Unfortunately the interpolation required for the rectangular output smears out the caustic.
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1 . ,S'l" . Column A contains the results given in [2], B presents a tabulated version of the data given graphically in [1] , and columns C-F contain the results of our .,-w calculations.
Leuend for Table 2 00=: 
