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In order to meet the needs of people with hearing loss today hearing aids are
custom designed. Increasingly accurate 3-D scanning technology has contributed to
the transition from conventional production scenarios to software based processes.
Nonetheless, there is a tremendous amount of manual work involved to transform an
input 3-D surface mesh of the outer ear into a final hearing aid shape. This manual work
is often cumbersome and requires lots of experience which is why automatic solutions
are of high practical relevance.
This work is concerned with the recognition of 3-D surface meshes of ear implants. In
particular we present a semantic part-labeling framework which significantly outperforms
existing approaches for this task. We make at least three contributions which may also
be found useful for other classes of 3-D meshes.
Firstly, we validate the discriminative performance of several local descriptors and show
that the majority of them performs poorly on our data except for 3-D shape contexts.
The reason for this is that many local descriptor schemas are not rich enough to capture
subtle variations in form of bends which is typical for organic shapes.
Secondly, based on the observation that the left and the right outer ear of an individual
look very similar we raised the question how similar the ear shapes among arbitrary
individuals are? In this work, we define a notion of distance between ear shapes
as building block of a non-parametric shape model of the ear to better handle the
anatomical variability in ear implant labeling.
Thirdly, we introduce a conditional random field model with a variety of label priors
to facilitate the semantic part-labeling of 3-D meshes of ear implants. In particular
we introduce the concept of a global parametric transition prior to enforce transition
boundaries between adjacent object parts with an a priori known parametric form. In
this way we were able to overcome the issue of inadequate geometric cues (e.g., ridges,
bumps, concavities) as natural indicators for the presence of part boundaries.
The last part of this work offers an outlook to possible extensions of our methods, in
particular the development of 3-D descriptors that are fast to compute whilst at the
same time rich enough to capture the characteristic differences between objects residing
in the same class.
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Chapter 1
Introduction
Recent advances in 3-D scanning technology have fostered the research in many
application areas related to 3-D mesh processing including 3-D content based retrieval
(see, e.g., (Goodall, 2007)), reverse engineering (see, e.g., (Ip and Regli, 2005)) and more
recently the digital manufacturing of implants and prosthetic devices.
Particular examples of the latter include dental implants and hearing aids. Existing
computer aided design (CAD) software systems, e.g., (3Shape, 2013) often provide a
variety of mesh processing algorithms to support a wide range of customized design
workflows. These digitized workflows often involve cumbersome manual work carried out
by experienced domain experts. This is why automatic solutions are of high practical
relevance.
In this work we consider the problem of semantic part-labeling of 3-D meshes of ear
implants. This helps to automate the personalized design of HAs. In particular, we
present a new CRF framework that significantly outperforms previous approaches for
this task (Baloch et al., 2010a). Many problems in computer vision including semantic
segmentation (He et al., 2004),(Shotton et al., 2009) can be cast as image labeling
problems for which random field models provide a principled way to encode higher-level
compositional constraints of an object class. Likewise, the semantic part-labeling of ear
implants does not only require an understanding of the anatomy but does also involve
high-level information about the underlying design process.
Our work involves three major tasks related to 3-D mesh processing of ear implants:
representation of 3-D objects of ear implants using local descriptors, registration and
shape clustering of 3-D objects of ear implants, semantic part-labeling of 3-D objects of
ear implants. We have divided the work into four chapters according to the individual
tasks where we devoted an additional chapter to the topic of joint shape classification
and labeling of 3-D objects of ear implants. In the following, we describe the practical
background of this thesis. Eventually, the problem statement is derived and a summary
of the contributions is presented.
1
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1.1 Part-based recognition of 3-D ear implant objects for
shape modeling in hearing aid manufacturing
Figure 1.1: 3-D model of the human outer ear. 3-D surface mesh with highlighted
mesh topology (right).
Humans can easily recognize objects of some known class in a visual scene. Similarly, a
domain expert in HA manufacturing interprets the anatomy of the outer ear with ease.
In (Slabaugh et al., 2008), for example, we present an overview about shape modeling
in HA manufacturing. Much of the content is presented here to provide the practical
foundation of this thesis.
Within the last five years, advances in 3-D scanning technologies, computational
geometry, and 3-D printing have dramatically transformed the production of hearing
instruments. Today, a large percentage of HAs are produced using software-based
systems. The process begins at an audiologists office, where thermosetting material
is placed into the patients ear. The material hardens, taking the shape of the patients
ear, and is removed. The mold or impression is attached to a small pedestal at its base
and is then scanned using a projected light scanner, which captures the 3-D impression
geometry as a point cloud that is sent electronically to the manufacturing site. The
point cloud is loaded into 3-D design software, and is then further processed according
to a predefined workflow. The first step is surface reconstruction, which transforms the
point cloud into a polygonal mesh. The reconstructed surface has a hole at its base so
that topologically, the surface constitutes an oriented 2-manifold with boundary. Figure
1.1 depicts an example.
In the context of HA manufacturing the term shape modeling refers to a sequential
procedure by means of which the geometry of an input surface is transformed into
the shape of a hearing aid. The final surface is output as a stereo-lithography (STL)
file, which is then built into a physical device using a 3-D printing system. After the
electronic components are added and the hearing aid is tested for quality assurance,
the final product is shipped to the customer. Based on the extent of hearing loss of a
patient, different electronic components are required. As a result, hearing aids come in
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Figure 1.2: Various types of hearing aids. From left to right: completely in the canal
(CIC), mini in the canal (ITC), ITC, and in the ear (ITE) (source: (Slabaugh et al.,
2008)).
Figure 1.3: Principal cuts in hearing aid design.
a variety of types (see figure 1.2) including CIC, ITC, and ITE devices. For discretion,
patients who experience hearing loss prefer CIC hearing aids.
Shape modeling consists of two major steps: detailing and modeling. During detailing, a
human operator transforms the input surface into a hearing aid shape using interactive
design tools. In the modeling phase the components are placed inside the device. A
sequential workplan describes all the steps to be performed together with graphical
depictions to assist a human operator thereby aiming at faster and more consistent
design. The variety of operations performed on surface meshes include Boolean
operations, cutting, smoothing and combinations thereof, e.g., tapering. Boolean
operations permit logical combinations of meshes, e.g., via union and difference
operators. Smoothing tools rely on a Laplacian smoothing algorithm that is sensitive to
the convexity of the mesh.
Cuts are key operations since they reduce the initial surface to the shape of a hearing
aid. A cut is defined by a plane that passes through the mesh. The location of a cut is
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Figure 1.4: CIC hearing aid. (Left) Final CIC-type mesh. (Right) Final mesh
(transparent) with electronic components inserted (source: (Baloch et al., 2010a)).
specified by means of anatomical features that are well known in the medical community.
For instance, the base of a surface is cut by a plane passing through Tragus, Anti-Tragus,
and Anti-Helix (see figure 1.5). Please note that the cuts are primarily used to initialize
more complex surface modifications rather than merely removing the material above or
below a plane. Mainly five principal cuts drive the design of all possible types of hearing
aids available on the market. Figure 1.3 shows an example.
Modeling involves adding thickness (typically uniformly) so that topologically, the final
surface is a 2-manifold without boundary. The next step is to add a vent, which is a
tubular structure that runs the length of the hearing aid. The vent allows air to pass
through the hearing aid so that when inserted, the air pressure inside the patients ear
canal will match the ambient air pressure outside the ear. If required a wax-guard is
integrated at the tip of the auditory canal. A wax-guard has a bell shaped geometry
that prevents earwax (cerumen) from penetrating the interior of the device. Both,
vent and wax-guard are integrated via boolean operations. Finally, several electronic
components are inserted, including battery, microphone, amplifier, receiver and faceplate
all of which have 3-D models that can be loaded into design software. More details about
the modeling process can be found in (Slabaugh et al., 2008).
Formally, the shape modeling workflow can be thought of as a concatenation of K
processing steps. Each step indexed by k, 1 ≤ k ≤ K modifies the surface passed as
an input, so that Xk+1 = PrRk(Xk, O), where Xk is the input surface and Xk+1 is the
output surface. Rk denotes a set of rules associated with the k−th processing step and
O stands for the human operator who interacts with the system. Typically, a single
operator designs a device. For now we may drop the operator variable O and keep in
mind that the outcome is operator dependent. Let us assume that the variable X1 stands
for the input surface, e.g., the one shown in figure 1.3, and XK+1 represents the final
surface, e.g., the one shown in figure 1.4. The final surface is created from the input
surface via the sequence
XK+1 = PrRK (PrRK−1(. . .PrR1(X1))). (1.1)
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The dependency on the skills of a human operator makes the shape modeling workflow
error prone and not reproducible. Therefore, the goal is to automate the process, aiming
at reproducibility and better fitting devices. However, there are numerous challenges.
First, the ear geometry varies dramatically from person to person, and therefore the
software must be robust to this variation. Second, the final device should be as small
as possible and must fit inside the original impression. Third, the informal nature of
the work instructions causes ambiguities making the development and evaluation of
intelligent algorithms for automatic shape analysis challenging.
Nonetheless, significant progress has been made during the last decade. State of the
art software systems for hearing aid manufacturing are semi-automatic. Traditionally,
HA designers rely on manual measurements (on sub-mm scale) implicitly using a
comprehensive set of anatomical features that are well known in the medical community.
Abiding by the rules of existing manufacturing practice, first, key anatomical features
are identified on the input surface X1 in equation (1.1). Anatomical features are
characterized in terms of salient geometric primitives of a surface, e.g., peaks, concavities,
elbows and bumps (Baloch et al., 2010a). Existing shape analysis algorithms employ
points, simple contours and areas to represent the features.
Figure 1.5: Surface modification. (Left) Input surface X1 with transparent glsroi.
(Right) Modified surface X2. The material marked as region of interest (ROI) has been
removed.
Each processing step in equation (1.1) involves specifying regions of interest ROIs on a
surface Xk passed as an input. Please note that the ROIs on Xk are derived from the
features detected on X1. To this end a subset of the features of X1 is propagated (e.g.,
via projection) from X1 to Xk and is then used to determine the respective ROIs on Xk.
Automation therefore requires capable algorithms for the recognition of the features on
X1 and for propagating the features from X1 to Xk. A human operator is asked to accept
or to interactively adjust the proposed ROI after which a deterministic CAD/computer
aided manufacturing (CAM) process is invoked that modifies the mesh geometry of the
ROI (see figure 1.5). The example also helps to see that the compliance with traditional
manufacturing practice keeps the surface modifications interpretable.
To a large extent shape modeling in HA manufacturing requires interactive control.
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We report the following issues: (1) the generalization performance of existing shape
analysis algorithms suffers from insufficient robustness with respect to the variability
of the ear anatomy. In particular, the current algorithms often fail to recognize
the anatomical features consistently across individuals, (2) shape modeling involves
numerous free parameters with complex dependencies and constraints that must be
satisfied. Nonetheless, an expert interactively designs a HA with ease. In fact, an
expert has a model in mind which captures the information pertinent to shape modeling.
Current software systems for semi-automatic HA manufacturing incorporate domain
knowledge mainly through algorithm design. The free parameters of the algorithms are
then tweaked manually based on expert feedback. However, their performance degrades
significantly when the object pattern deviates from the expected behavior.
1.2 Terminology and geometric data
The dominating representation of scanned real world objects is the polygonal mesh
format. A polygonal mesh is embedded in 3-D space defining the object boundary
thereby abstracting from other properties such as color, and material composition. In
the HA manufacturing domain the reconstruction of the surfaces is performed by the
procedure noted above. Topologically a reconstructed outer ear surface constitutes a
compact, orientable 2-manifold with boundary embedded in R3. When we use the term
surface, we will mean compact surface which implies that a surface contains all of its
boundary curves. We will not consider unbounded surfaces such as the 2-dimensional
plane or a piece of cylindrical tubing that runs infinitely far in both directions.
In the literature, the term 3-D mesh typically refers to a polygonal surface representation
whereas the term 3-D model has a broader meaning including, for example, a volumetric
representation. In this thesis we exclusively refer to a polygonal surface representation
when we use the terms 3-D mesh and 3-D model. Moreover, the terms surface, object
and 3-D object may either refer to a physical object or its 3-D model. This will be clear
from the context in which the expressions are used.
Specific requirements on the mesh format are application dependent. For example,
different mesh representations of the same object could vary in the number and types of
polygons composing the mesh, the size of the polygons and the degree to which a mesh
approximates the surface of a physical object. In this thesis we deal with meshes that
are composed of nearly equilateral triangles. Moreover, we assume that a triangular
mesh is strictly connected in the sense that an edge connecting two vertices is always
part of two faces, except at a boundary. At a boundary (a hole) an edge connecting two
vertices will only belong to one face. We also require that a mesh does not contain any
self-intersections.
Formally, a polygonal mesh and specifically a triangular mesh may be denoted as X =
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(V, E ,F) where V = {0, 1, 2, ...} represents the set of vertices, E = {{i, j}|i, j ∈ V}
represents the set of edges, and F = {{i, j, k}|i, j, k ∈ V, {i, j}, {j, k}, {i, k} ∈ E}
represents the set of faces.
By shape we mean all the geometrical properties of an object that are unchanged when it
is translated, rescaled or rotated in an arbitrary coordinate system (Dryden and Mardia,
1997). The definition implies that two surfaces have the same shape if they are similarity
transformations of each other.
In the following, we associate the term part with a compact subsurface of a surface.
The subsurfaces thereby constitute non-overlapping semantic entities, e.g., the head,
the torso, or the leg of a human (Fischler and Elschlager, 1973). The meaning of a part
is denoted by a discrete label given in the form of an integer value. Assuming that the
part structure of an object is hierarchically organized a surface point may carry multiple
labels. For example, a point on a humanoid mesh may carry the two labels “arm” and
“upper arm”. At a particular level of a part hierarchy, however, the label assignment
must be unique.
In the literature, the notion of a part is often derived from salient geometric primitives
on a surface. One prominent example is the minima rule (Lee et al., 2005; Page, 2003)
which, loosely speaking, states that human perception divides a surface into parts along
ridges of high curvature. In general, however, geometric cues alone can be misleading
when it comes to characterizing the part structure of an object. Consider for example a
bar magnet in the form of a cylinder. The decomposition of the cylinder into differently
charged regions at half height requires an object model that captures the concept of a
bar magnet. The use of high-level information about the functions or relationships of
parts is indispensable for a capable object recognition system.
A feature is typically interpreted as an element in some (real) vector space that captures
a distinct type of observation in an image or on a surface. In this work we use the term
descriptor to refer to a local or regional (global) representation of shape associated
with a point on a surface. We do not require such points to correspond to visual
features or key-points which is why the term descriptor generalizes the meaning of a
feature. Moreover we assume that a descriptor resides in some real vector space where
the different dimensions are sometimes referred to as features.
1.3 Problem statement
Shape modeling in HA manufacturing involves interpreting the anatomy of the human
outer ear. In particular this applies to the detailing stage where a domain expert
interacts with the CAD system to manually segment a 3-D mesh by means of cutting
planes passing through the mesh. The resulting spatial arrangement of cuts induces
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Figure 1.6: Failed cases. Current shape analysis algorithms rely on geometric cues of a
surface by means of which planar cuts (pink) are initialized. Due to the variability of the
ear anatomy such cues are hard to recognize consistently across individuals. As a result
the estimated cuts (pink) often deviate excessively from the GT (cyan). In addition to
the geometric cues experts utilize higher-level knowledge about HA manufacturing.
a compositional and hierarchical structure of the ear (see figure 1.7) capturing the
essence of the underlying HA design process. The recognition of the part structure
of ear implants can be cast as semantic part-labeling problem, i.e., given a surface
X = (V, E ,F) the objective is to assign discrete part-labels to the vertices in V or to the
faces in F .
Apparently, an expert in HA manufacturing has a clear picture in mind how a segmented
and labeled 3-D mesh of the outer ear should look like. However, for a computer, this
seemingly simple problem is very difficult. In the following we attempt to describe why
this is the case.
Variability. Objects of the same anatomical category may exhibit a large degree of
variability in shape. As a result the characteristic geometric cues by means of which
the anatomy is interpreted may be hard to recognize consistently across individuals (see
figure 1.6).
Ambiguity. Ambiguities mainly arise from subtle variations of the anatomy in form of
bends which is typical for organic shapes. In this case local geometric cues (e.g., ridges,
bumps, concavities) are hard to detect. To address the issue existing feature detection
algorithms for 3-D meshes of ear implants involve many control parameters that are
tweaked manually.
3-D data acquisition and pre-processing. The reconstructed 3-D surface meshes of
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the outer ear are typically not normalized into a canonical coordinate frame. In order
to be able to perform a good comparison between objects, they should be geometrically
similar, in their scale, orientation and position. We wish to preserve the shape of a
surface and therefore assume transformations at most up to similarity, i.e., rotation,
translation and uniform scaling. There are two main methods for achieving this. One
is to represent a 3-D object using invariant descriptors, the other is to pre-process the
model to transform it into a common reference frame.
Knowledge representation. There exist complex dependencies between the shape
of a surface and the control parameters of the mesh processing algorithms which
transform a surface into a final HA shape. Consequently, object models that encode
these dependencies and the constraints to be satisfied by a recognized object tend to
be complex as well. Simplifying assumptions are usually required in order to keep the
resulting learning and recognition tasks computationally feasible.
1.3.1 Part-based recognition of 3-D ear implant objects
Figure 1.7: Hierarchical structure of the human outer ear. A human outer ear (Obj)
is composed of a spindle-shaped Canal (C) that sits deep in the outer ear and a base
that resides in the External Ear (E). The two are separated by a narrow opening called
Aperture. Three cutting planes, passing through Aperture, First Bend and Second
Bend, decompose the Canal structure into three constituent parts denoted as Canal Tip
(CT), Canal Middle (CM), and Canal Base (CB). A horizontal cut passing through the
External Ear separates the Helix (HE) and the Conchae (CO) from the External Ear
Base part (EB) which forms the base of the surface. Helix (HE) and Conchae (CE) are
divided by a cut passing through the Crus. Compositional constraints (dashed) between
sibling nodes of the part hierarchy. Colors indicate the anatomical interpretation of the
parts.
The goal of this thesis is to develop a recognition framework that automatically segments
and labels 3-D meshes of ear implants. The labeling of a surface represents the part
structure of the underlying physical object. Consequently, the labels must agree with
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the semantic interpretation of the object pattern. An object is recognized as a whole
if its constituent parts have been recognized thereby satisfying the constraints imposed
on their spatial arrangement. We hereby assume that the part structure is consistently
present among all individuals of the object class under consideration.
The resulting method shall be demonstrated on 3-D meshes of ear implants in view
of supporting automation in digital HA manufacturing. Of particular interest is the
detailing stage where the labeling of a surface is governed by the spatial arrangement of
five principal cuts (see figure 1.7). The labels shall agree with the constraints derived
from the HA design rules. Requirements and assumptions of each component of the
framework are thus determined by the HA manufacturing application.
Generality. The method shall be developed for 3-D meshes of ear implants. However,
its applicability to other object classes is desirable and should require little modification.
Robustness. The method shall be robust towards anatomical variations and noisy 3-D
scans. This includes situations where meaningful geometric cues are less pronounced or
even missing. Robustness of recognition also includes invariance towards all permissible
geometric transformations of an object.
Interpretability. For tractability of the method it is essential to understand whether
and possibly why the labeling of a surface is valid or invalid. The method shall therefore
provide justification for an obtained result that is interpretable by the user.
Please note that we have a labeled set of surfaces at our disposal. The labeling was
conducted manually by an expert in HA manufacturing using an existing CAD software
system. Therefore, we may consider the data set as ground-truth. For simplicity,
potential deviations of the labels between domain experts are ignored. Such deviations
are, in fact, not critical.
1.4 Overview of approach and contribution
An overview of our recognition framework is depicted in figure 1.8. We have divided
the work according to the main components: chapter 2 considers the representation of
3-D objects using local shape descriptors, chapter 3 is concerned with the registration
and shape clustering of ear shapes, chapter 4 introduces the semantic labeling model
and chapter 5 addresses the joint shape classification and labeling of 3-D objects with
application to ear implants.
Chapter 1 Introduction 11
Learning Geometric data Recognition
Descriptor
computation
Descriptor
computation
Shape descriptorsShape descriptors
Shape clustering
Labeling model
learning
Classifier training
Semantic labeling
Label proposals
Classification
Recognized object
Shape modeling
Shape classes
Labeling models
Figure 1.8: 3-D object recognition for shape modeling in HA manufacturing.
1.4.1 Representation of 3-D ear implant objects using local descriptors
Local 3-D shape descriptors capture the regional or global shape of an object relative to
a point on the surface. The choice of descriptor is driven by invariance requirements and
the need for robustness to non-ideal conditions, such as noisy 3-D scans. In chapter 2 we
study several descriptor schemas regarding their discriminative performance for surface
registration and semantic labeling.
1.4.2 Registration and shape clustering of 3-D ear implant objects
In order to be able to perform a good comparison between objects, they should be
geometrically similar in their orientation, location and scale. To this end the surfaces are
transformed into a common frame of reference. The registration approaches developed
in this work is discussed in chapter 3.
1.4.3 Semantic part-labeling of 3-D ear implant objects
Semantic part-labeling involves the partitioning of a 3-D surface mesh into non
overlapping subsurfaces each of which represents a part of the underlying object. For this
task we employ a conditional random field (CRF) model with local pairwise interactions
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between the neighboring labels and global constraints on the layout of the transition
boundaries between that adjacent segments which we refer to as global parametric
transition prior. This helps to resolve the issues of variability and ambiguity raised
in section 1.3 in a principled way. Chapter 4 describes different variants of the model
which were explored during the course of this work.
1.4.4 Joint shape classification and labeling of 3-D ear implant objects
To better handle the intra-class variability we consider a combination of multiple models
each of which captures the label distribution of a group of surfaces with a similar shape.
Thus different models become responsible for making predictions in different regions of
the input space which we refer to as shape classes. Our form of model combination is to
select one model to label a surface presented as an input. This can produce substantial
improvements in performance compared to the use of a single model and is discussed in
chapter 5.
Instead of letting a domain expert group the surfaces manually we attempt to find a
natural grouping of the ear shapes automatically using an established non-parametric
clustering schema. Data clustering typically involves two issues: (1) the specification
of a (dis)similarity measure, and (2) the choice of a clustering algorithm. Chapter 3
describes the clustering schema used in this work.
1.4.5 Validation
We performed qualitative and quantitative comparison with ground-truth data in order
to judge the quality of different approaches.
1.4.6 Contribution of this thesis
In this work we give at least five contributions in view of supporting automation in
digital hearing aid manufacturing.
• (1) Development of a feature-based surface registration algorithm with application
to binaural processing in HA manufacturing (Zouhar et al., 2006a). (2) Adaptation
of a global surface registration technique to the problem of automatic processing of
HA remakes (Zouhar et al., 2006b). Both techniques were successfully integrated
into an existing HA manufacturing software system. Chapter 3 describes the two
methods.
• The above registration techniques assume that the 3-D models were acquired
from a single individual. The methods, however, do not generalize well when the
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registration is carried out across individuals. This issue inspired the development of
an inter-patient registration algorithm that works well when the surfaces originate
from arbitrary patients. The method adapts and combines existing shape matching
approaches. Chapter 3 covers the details.
• Development of a non-parametric clustering scheme with application to outer ear
surfaces. The notion of (dis)similarity was derived from the previously developed
intra-patient registration algorithm and has been combined with an existing non-
parametric clustering schema. We note here, that the number of shape classes in
the ear population is a priori unknown. The details are covered in chapter 3. The
original idea of the approach was published in (Zouhar et al., 2009).
• Development of a semantic labeling model for ear implants using a conditional
random field (Zouhar and et al., 2010). We have explored a range of different
prior terms in the model to accommodate high level constraints on the part layout
imposed by the hearing aid design process. We introduce the concept of a global
parametric transition prior which resulted in a boost in performance of the labeling
model. To the best of our knowledge, this is the first time that such a generic prior
is used for 3-D mesh processing, and it may be found useful for a large class of
3-D meshes (to be published). To foster more research on the important topic of
ear implant labeling, we collected a large data set of 3-D meshes, with associated
ground truth labels, which we will make publicly available. The topic is covered
in chapter 4.
• Development of a joint shape classification and labeling model to better cope with
the intra-class variability of the ear shapes. The method combines K different
labeling models each of which captures the label distribution of a collection of
surfaces with a similar shape. A learned classifier selects one model as a function
of the input surface in which the choice of model is based on the label accuracy.
The method was published in (Zouhar et al., 2013) and is presented in chapter 5.

Chapter 2
Representation of 3-D ear implant
objects using local descriptors
This chapter is concerned with a review of common local descriptors of 3-D objects. By
local descriptor we mean a local or global representation of the shape of an object relative
to a point on the surface as opposed to purely global representations where the entire
object is characterized by a single descriptor. Examples of the former include 3-D shape
contexts (Koertgen et al., 2003), spin images (Johnson and Hebert, 1999b), harmonic
shape contexts (Frome et al., 2004), surface curvatures (see e.g. (Rusinkiewicz, 2004)),
the global geodesic function (Hamza and Krim, 2003) and intrinsic shape contexts (Shi
et al., 2007). Examples of the latter include the extended Gaussian image (Horn,
1984), the spherical harmonic representation of global shape (Kazhdan et al., 2003),
shape distributions (Osada et al., 2001), Reeb graphs (see e.g. (Shinagawa and Kunii,
1991), (Hilaga et al., 2001)), the topo-geometric shape model (Baloch et al., 2008) and
Squigraphs(Aouada and Krim, 2010).
Global methods often aim at simplicity, for instance, to increase the speed in shape
retrieval systems or to efficiently transmit 3-D data over communication channels with
a limited bandwidth. Due to the abstraction from details many global approaches are
not well suited to capture the variability in shape. In contrast, purely local descriptions
may be less informative when faced with noisy data and local correlations or similarities
in a triangulated mesh. A capable descriptor schema therefore captures the geometrical
and/or topological information of an object under shape preserving transformations and
other nuisances such as noisy 3-D scans.
In the next section we review some common local descriptors and assess their
discriminative performance on the ear data. Our performance criterion is the ability of
a descriptor schema to discriminate between different object parts in descriptor space.
Many of the considered solutions perform poorly on the ear data in this respect. An
experimental evaluation of the descriptors is conducted in section 2.2. The chapter
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concludes with a discussion in section 2.3.
2.1 Local descriptors
In this section we review some commonly used local descriptors each of which captures
the shape around a point on the surface of the associated object. The enclosed region,
also referred to as support region or region of interest, can assume different sizes ranging
from infinitesimally small areas (points) up to and including the whole surface. For
matching and semantic labeling we use sparse and dense descriptors respectively, where
in the former case the descriptors are computed at sampled points on a surface which
usually will not and need not correspond to anatomical features or key points. A useful
local representation of shape, for example, derives from the distribution of features
observed in the region of interest. Such feature distributions are commonly represented
as histograms. The reader may also find these survey papers about existing local
descriptors interesting (Boyer et al., 2011), (S. Tang, 2012), (Lavoue´, 2011), (Dutagaci
et al., 2011), (Heider et al., 2011).
Distance metrics
In order to establish the similarity of two objects in some descriptor space, a wide range
of distance measures have been presented in the literature. A meaningful distinction
between object parts, for example, implies that visually (semantically) similar parts have
similar descriptors and dissimilar descriptors otherwise. To this end, a reasonable design
of local descriptors assumes that the visual (semantic) dissimilarity of the represented
structures can be expressed as their distance in descriptor space. Such a distance
measure, say, d : RK × RK → R+ is a metric if it satisfies the following conditions
for all descriptors ξ1, ξ2, ξ3 ∈ RK (Iyer et al., 2005):
• d(ξ1, ξ2) ≥ 0 (positivity),
• d(ξ1, ξ2) = 0 iff ξ1 = ξ2 (identity),
• d(ξ1, ξ2) = d(ξ2, ξ1) (symmetry),
• d(ξ1, ξ2) + d(ξ2, ξ3) ≥ d(ξ1, ξ3) (triangle inequality),
where we assume that the descriptors ξi are K-dimensional real vectors. The following
list provides a non-exhaustive overview of common distance measures found in the
literature. Clearly, the choice of d(·, ·) greatly depends on the application.
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One possibility to measure the distance between two descriptors ξ1 and ξ2 is to calculate
the norm of the difference vector. Some of the common norms are the Lp norms,
d(ξ1, ξ2) =
(
K∑
k=1
|ξk1 − ξk2 |p
)1/p
, p ≥ 1, (2.1)
where p is the degree of the norm. The Lp norms implicitly assume that each dimension
of the vector space is equally important. By comparison the Mahalanobis distance
(Bishop, 1995) is preferable when the different vector components cannot can not be
assumed to be independent,
d(ξ1, ξ2) =
√
(ξ1 − ξ2)>M−1(ξ1 − ξ2), (2.2)
where M denotes the covariance matrix.
The normalized cross-correlation d : RK × RK → [−1, 1] measures the similarity of two
vectors based on their normalized inner product via
d(ξ1, ξ2) =
〈ξ1 − µξ1 , ξ2 − µξ2〉
||ξ1 − µξ1 ||2||ξ2 − µξ2 ||2
, (2.3)
where µξ1 , µξ2 are the mean values of the vector elements in x and y respectively, and
< ·, ·>: RK ×RK → R denotes the Euclidian inner product. Please note that the cross-
correlation is a similarity measure, so that smaller values of d(·, ·) denote more dissimilar
patterns whereas for distance measures smaller values mean more similar patterns.
A common choice for comparing histograms is the histogram intersection measure. The
histogram intersection of two vectors is defined by
d(ξ1, ξ2) =
K∑
k=1
min(ξk1 , ξ
k
2 ). (2.4)
Like normalized cross correlation, histogram intersection is a similarity measure.
Other common distance measures for discrete probability distributions include the
χ2 test (see e.g. (Fukunaga, 1990)) motivated from statistics, the Kullback-Leibler
(KL) divergence (Kullback and Leibler, 1951) based on information theory and the
Bhattacharyya distance (Thacker et al., 1997) also motivated from statistics. The χ2
test is defined as
d(ξ1, ξ2) =
K∑
k=1
(ξk1 − ξk2 )2
ξk1
, (2.5)
where ξk1 and ξ
k
2 denote the “expected” frequency and the “observed” frequency of the
feature value. Large values of d(·, ·) therefore represent large deviations of a sample
from expectation. In this thesis we rely on a symmetric version of the χ2 measure as in
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(Belongie et al., 2002), i.e.,
d(ξ1, ξ2) =
1
2
K∑
k=1
(ξk1 − ξk2 )2
ξk1 + ξ
k
2
. (2.6)
From now on we refer to the quantity in equation (2.6) as the χ2 distance. The KL
divergence of ξ2 from ξ1 is defined by
d(ξ1, ξ2) =
K∑
k=1
ln
(
ξk1
ξk2
)
ξk1 . (2.7)
Note, that the KL divergence is not symmetric nor does it satisfy the triangle inequality.
For discrete probability distributions ξ1 and ξ2 the Bhattacharyya distance of two
probability distributions derives from the Bhattacharyya coefficient BC(ξ1, ξ2) =∑K
k=1
√
ξk1ξ
k
2 . The Bhattacharyya coefficient is large when the distributions have a large
overlap. For discrete probability distributions the Bhattacharyya distance is defined by
d(ξ1, ξ2) = − ln(BC(ξ1, ξ2)). (2.8)
The Bhattacharyya coefficient also appears in the Hellinger distance,
d(ξ1, ξ2) =
√
1− BC(ξ1, ξ2) (2.9)
which in contrast to the Bhattacharyya distance obeys the triangle inequality (Comani-
ciu et al., 2000).
2.1.1 Surface curvature
The discrete estimation of differential quantities of surfaces, such as normals and
curvatures frequently arises in the context of computer graphics and 3-D model analysis.
There is no consensus, however, on the most appropriate way to estimate these
quantities. The second order differential attributes of a surface (e.g., principal directional
curvatures, mean curvature, Gaussian curvature, principal directions) derive from the
directional curvature κx(t) at a point x(u
1, u2) ∈ R3 on a smooth surface M : x(u1, u2)
where x(u1, u2) is a real single-valued vector function of two real variables u1, u2. The
value of κx(t) thereby depends on the direction of the tangent t to a normal section at
x. On smooth surfaces the directional curvature κx(t) satisfies
κx(t) =
(
t1
t2
)T (
κ11x κ
12
x
κ21x κ
22
x
)(
t1
t2
)
, (2.10)
where t = (t1, t2) is a unit length vector in the parameteric (u1, u2)-plane at x expressed
in terms of an orthonormal coordinate system centered at x. The coefficients καβx ;α, β =
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1, 2 of the quadratic form in equation (2.10) are the projections of the second partial
derivatives of x onto the unit length normal vector n to the surface at x, i.e.,
κ11x = 〈
∂2x
∂u1∂u1
, n〉, κ12x = κ21x = 〈
∂2x
∂u1∂u2
, n〉, κ22x = 〈
∂2x
∂u2∂u2
, n〉. (2.11)
The symmetric matrix in equation (2.10) is known as the Weingarten matrix or the
curvature tensor.
The vectors of the orthonormal basis in the tangent plane toM at x are called principal
directions to M at x if κ12x = κ21x = 0 and the corresponding diagonal elements
κ11x , κ
22
x are called principal curvatures which are the maximum and minimum directional
curvatures of M at x. We will denote the principal curvatures by κ1x, κ2x instead of
κ11x , κ
22
x . The mean curvature Hx and the Gaussian curvature Kx at x ∈M are defined
in terms of the principal curvatures via Hx = (κ
1
x + κ
2
x)/2 and Kx = κ
1
xκ
2
x.
At an elliptic point the Gaussian curvature is positive, at parabolic points it vanishes,
and at hyperbolic points it is negative. At umbilical points the directional curvature is
constant, that is, is independent of the direction of the normal section. For example, an
umbilical point is called planar or flat when all principal curvatures are zero.
There exists an abundance of literature dealing with the discrete estimation of principal
curvatures and principal directions for polygonal meshes. In (Rusinkiewicz, 2004) the
methods are broadly classified into three general categories: patch fitting methods (see
e.g. (Goldfeather and Interrante, 2004)), normal curvature-based methods (see e.g.
(Meyer et al., 2002)), tensor averaging methods (see e.g. (Cohen-Steiner and Morvan,
2003)). Their performance is usually measured in terms of approximation accuracy and
how robustly they can handle particular vertex configurations, for example, when the
points lie near a pair of intersecting lines (see figure 2 in (Rusinkiewicz, 2004)).
(a) (b) (c) (d)
Figure 2.1: Normalized curvature maps on a surface. The values range from low
(blue) to high curvatures (red): (a) First principal curvature, (b) Second principal
curvature, (c) Mean curvature, (d) Gaussian curvature.
Figure 2.1 visualizes the curvatures on a surface computed by the tensor averaging
method in (Rusinkiewicz, 2004). Since the meshes used in our work are non-degenerate
20 Chapter 2 Representation of 3-D ear implant objects using local descriptors
the per face curvature tensors are always well defined. The curvature tensor at a vertex
is then computed as weighted average of the contributions from adjacent triangles. The
surface depicted in figure 2.1 contains two types of elliptical points. An elliptical point
xv, v ∈ V is called concave if Gxv > 0, Hxv < 0 and convex if Gxv > 0, Hxv > 0 assuming
an outward pointing surface normal. The figure also shows that the curvatures tend to
vary smoothly across a surface.
The purely local characterization of a surface in terms of curvature measures, however,
is not particularly discriminative. The human outer ear, for example, contains several
concavities with different anatomical interpretations.
2.1.2 Global geodesic function
In (Hilaga et al., 2001), Hilaga et al. define a Morse function (Milnor, 1963) on a smooth
2-manifold M as the integral of the geodesic distance d(x, x′) from a point x on M to
all other points x′ on M, i.e.,
f(x) =
∫
x′∈M
d(x, x′)dM. (2.12)
Equation (2.12) is invariant to isometric transforms of M which includes rotation,
translation and scaling. A discrete approximation of equation (2.12) is defined in (Hamza
and Krim, 2003), and referred to as global geodesic function (GGF), such that
GGF(x) =
∑
x′∈M d(x, x
′)
maxx′∈M
∑
x′′∈M d(x′, x′′)
. (2.13)
Assuming that the GGF is computed for the vertices of a triangular mesh X the
implementation of the Dijkstra algorithm due to (Fredman and Tarjan, 1984) may
be used to find the shortest path between a vertex and and all other vertices in
O(|E|+|V| log |V|) time. By comparison, the method described in (Surazhsky et al., 2005)
requires about O(
√|E|) time to compute the exact geodesic path between two vertices
in a mesh. For high resolution meshes with roughly uniformly distributed vertices the
approximated geodesic distances will not differ much from the exact solutions. Figure
2.2 illustrates the behavior of the GGF on a human outer ear. Smaller values (blue
color) occur near the center of mass of a surface whereas regions further away from
the center tend to have lager values (red color). When considered globally the GGF
captures the geodesic layout of a surface where the critical points of the GGF constitute
important topological features. For example, Hilaga et al. (Hilaga et al., 2001) construct
a topological skeleton called Reeb graph by tracking the critical points of the GGF and its
iso-geodesic curves. In figure 2.2 (b) one can see that the GGF gives rise to two connected
components on the surface for which the GGF assumes a large value: one at the tip of the
canal structure and a another one near the base of the surface. This indicates a change
in the topology of the iso-geodesic sets at a critical point of the GGF. In this particular
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Figure 2.2: Normalized global geodesic function. The values range from 0 (blue) to 1
(red). Smaller values occur near the “center” of a surface whereas larger values occur
in regions further away from the rest of the surface (e.g., the canal tip).
case the critical point is located on the tragus side of the canal structure close to the first
bend. By comparison, at a local level the GGF is not particularly discriminative since
the GGF values associated with several distinct (anatomical) structures of a surface tend
to be identical.
2.1.3 3-D shape context
The 3-D shape context (Koertgen et al., 2003) extends the 2-D shape context (Belongie
et al., 2002) to three dimensions. The descriptor captures the global shape of a surface
X relative to a point xv, v ∈ V on X as a distribution of 3-D position vectors originating
from xv and connecting to all other |V|−1 points on the surface. The relative position of a
point is determined by its spherical coordinates (r, θ, φ) with respect to some orthonormal
coordinate system in R3, where r denotes the radial dimension, θ denotes the elevation
dimension and φ denotes the azimuth dimension.
To provide for rotation invariance a relative coordinate system associated with each
point xv may be defined to compute the shape context at xv. The north pole of the
coordinate system is oriented, for example, with the surface normal at xv. This leaves
one degree of freedom for the azimuth dimension. Providing xv is not an umbilical point
then the axis of reference for the azimuth dimension may be aligned with one of the
principal curvature directions at xv. Such a coordinate system, however, is prone to
local perturbations of a surface.
The method in (Koertgen et al., 2003), for example, defines a relative coordinate system
at each point xv ∈ X by projecting the major axis of the surface onto a plane passing
through xv. The normal of the plane originates from the point xv and is directed towards
the center of mass of the surface. The major axis of a surface are obtained by a principal
component analysis (PCA) of the 3-D coordinates of the vertices. The advantage of the
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method is that no definition of the surface normal is needed which is problematic when
faced with noisy data. However, defining consistent directions along the major axis can
be tricky.
Assuming that a frame of reference is available the shape context at a point xv is
constructed by dividing the support region into equally spaced bins along the azimuth
and elevation dimensions and into logarithmically spaced bins along the radial dimension.
Let r = {r0, . . . , rJ} denote the radial divisions where r0 > 0 represents the minimal
division, and rJ is the maximal division. The radial boundaries rj , 0 ≤ j ≤ J are
computed by
rj = exp
(
log(r0) +
j
J
log
(
rJ
r0
))
. (2.14)
The elevation and azimuth divisions are evenly spaced along the 180◦ and 360◦ elevation
and azimuth ranges. Each bin accumulates the points whose spherical coordinates
relative to x reside in the radius interval [rj , rj+1), azimuth interval [φk, φk+1) and
elevation interval [θl, θl+1) where 0 ≤ j ≤ J , 0 ≤ k ≤ K, 0 ≤ l ≤ L. The resulting
J×K×L dimensional vector is normalized to form a high dimensional histogram which
is defined to be the shape context of xv, say, SC(v) ∈ RJKL.
The logarithmic sampling makes the bins closer to the central point smaller than those
farther away. The shape context therefore emphasizes nearby features compared to those
in the periphery. Invariance to translation is intrinsic to the shape context definition.
Scale invariance is achieved by normalizing the radial distances by the mean distance
over all pairs of points on the surface.
2.1.4 Intrinsic shape context
In (Shi et al., 2007), Shi et al. propose the intrinsic shape context (ISC) to detect
landmark curves on Hippocampal surfaces. Similar to the 3-D shape context the ISC
captures the global shape of a surface relative to a point on a surface and is per
construction invariant to isometries.
The ISC at a point xv, v ∈ V on a polygonal mesh X is constructed by binning the
distribution of the geodesic distances d(xv, xv′) of xv to all other points xv′ on X . Let
dmax denote the maximum geodesic distance between any two points on X and let J
denote the number of bins where 0 ≤ j ≤ J . The jth bin, say, Vj(v) accumulates the
points whose geodesic distances from xv reside in the interval
[
j
J
dmax,
j + 1
J
dmax). (2.15)
Using the set of bins the ISC at xv is defined as a histogram which we denote as ISC(v).
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The value of the jth bin, say, ISCj(v) is given by
ISCj(v) =
|Vj(v)|
|V| , (2.16)
where |Vj(v)| denotes the number of points residing in the jth bin. The ISC is intrinsic
to the surface since the geodesic distance between two points on X is independent of the
ambient space in which the surface is embedded (Elad and Kimmel, 2003; Hamza and
Krim, 2003). Figure 2.3 illustrates the behavior of the ISC descriptor at a point on a
(a) (b)
Figure 2.3: Intrinsic shape context. (a) The normalized geodesic distance between
a point and any other point on a surface ranges from 0 (blue) to 1 (red). (b) The
unnormalized histogram shows how the distances originating from the selected point
are distributed over the surface.
surface. We used the Dijkstra algorithm to approximate the geodesic distance d(xv, xv′)
between two points xv and xv′ as in section 2.1.2.
Note, that the distribution of the geodesic distances relative to a point on a surface gives
rise to a local representation of the surface topology. From the level sets of the geodesic
distances between a point and all other points a topological Reeb-graph (Shinagawa and
Kunii, 1991) can be constructed. The result is a set of skeletal graphs each of which
captures the surface topology relative to a point. This is essentially the approach taken
by Lazarus et al. (Lazarus and Verroust, 1999).
2.1.5 Spin image
Spin-images (Johnson and Hebert, 1999a) are well-known local shape descriptors for
surfaces. The spin-image constitutes a 2-D histogram of the point positions in the
neighborhood of a point xv, v ∈ V on a surface X . The support region of a spin image
at xv is a cylinder of predefined maximal radius and height. Its axis are aligned with
the surface normal at xv. The support region is divided linearly into J radial segments
and into K vertical segments, forming a set of J×K rings. The spin-image, say, SPI(v),
at a point xv is computed by counting the points residing in each ring. Spin-images are
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invariant to similarity transformations of a surface and have shown good performance in
a variety of applications (Johnson and Hebert, 1999a), (Ruiz-Correa et al., 2003). The
spin-image has also been adapted to images in (Lazebnik et al., 2003).
2.1.6 Shape image
In this subsection we consider an alternative descriptor schema for surfaces. Our method
is rooted in discovering informative structures in images by exploiting the notion of self-
similarity. The key idea is to capture the shape of a surface in terms of how similar a
local descriptor is to the local descriptors in its geodesic neighborhood.
To this end, for a surface X we define the shape function Lλ : V → R+ at a point xv ∈ X
as the sum of distances between a local descriptor ξv associated with a vertex v ∈ V and
the local descriptors residing in the geodesic neighborhood Wλ(v) ⊂ X of xv, i.e.,
Lλ(v) =
∑
xv′∈Wλ(v)
d(ξv, ξv′), (2.17)
where λ ∈ (0, 1] is a factor that defines the radius of Wλ(v) via λrmax and rmax is used
here to denote the maximum geodesic distance between any two points on X . The
function d(ξv, ξv′) computes the distance between ξv and ξv′ . Notice, that in equation
(2.17) we implicitly assume that the number of vertices located inside the geodesic
neighborhood Wλ(v) is approximately equal for all vertices v ∈ V.
Invariance of the shape function to the full set of similarity transforms is guaranteed
when the local descriptors are invariant to translation, rotation and uniform scaling of
a surface. Notice, that in the case of 3-D shape contexts the shape function is invariant
to rotational displacements of a surface irrespective of the coordinate system by means
of which the descriptors are computed. This avoids the burden of establishing an object
specific reference frame as discussed in subsection 2.1.3.
The value of Lλ(v) shows how much a local descriptor at v differs from its neighbors
thereby indicating how salient a point xv is in descriptor space. Since real-world objects
are typically composed of different structures at different scales it is reasonable to
compute the shape function for different radii of the geodesic neighborhood. There is no
way, however, to know a priori what scales are appropriate for capturing the interesting
structures. We therefore compute the shape function Lλ(v) at different scale levels λ.
Collectively, the signals Lλ(v) corresponding to the scale levels λ are referred to as the
shape image at v which we denote by
SHI(v) = (Lλ1(v), Lλ2(v), ..., Lλm−1(v), Lλm(v))
>, (2.18)
where 0 < λ1 ≤ λ2 ≤, ...,≤ λm−1 ≤ λm ≤ 1. The shape image, hence, constitutes a
multi-resolution representation of shape that is capable of capturing object structures at
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different scales. To ensure that the shape functions Lλ(v) in equation (2.18) are equally
important they should be normalized, e.g., to unit range via (Lλ(v)−Lminλ )/(Lmaxλ −Lminλ )
where Lminλ = minv∈V
∑
xv′∈Wλ(v) d(ξv, ξv′) and L
max
λ = maxv∈V
∑
xv′∈Wλ(v) d(ξv, ξv′).
Like the distribution based descriptors reviewed in the previous subsections the shape
image is less susceptible to small local perturbations of a surface due to the smoothing
effect of the individual shape functions. On the other hand in contrast to the distribution
based descriptors the shape image tends to be lower dimensional.
A disadvantage of the shape image descriptor is its computational complexity. For
a surface mesh with |V| vertices the computation of the shape images takes about
O(|V|(|Wλ1 |+...+|Wλm |)) time with |Wλi | denoting the size of the geodesic neighborhood
at scale level λi, 1 ≤ i ≤ m. The computational effort increases about the time needed to
compute the local descriptors. Figure 2.4 shows an example surface for which the shape
A
B
C
(a) λ1 = 1/5 (b) λ2 = 2/5 (c) λ3 = 3/5 (d) λ4 = 4/5 (e) λ5 = 5/5
Figure 2.4: Normalized shape function at five different scale levels. The values range
from 0 (blue) to 1 (red). Note, how various structures are emphasized at different
scales.
image was computed at five different scale levels: λ1 = 1/5, λ2 = 2/5, λ3 = 3/5, λ4 =
4/5, λ5 = 1. We used 3-D shape contexts as descriptors and the χ
2 measure as distance
function in equation (2.17). Notice, how the shape function varies across scales for some
regions while other regions give rise to almost identical values. Figure 2.4 shows, for
example, that the value of the shape function gradually decreases with increasing scale
levels in the transition area between the canal and the helix region (B). By comparison,
at the canal tip the value of the shape function grows with increasing scale levels (A).
For the concha area, the shape function resembles a bell-shaped curve with its maximum
value at the medium scale level λ = 3/5 (C).
2.2 Experiments
In this section we compare the discriminative performance of several descriptors reviewed
in the previous section.
The experiments were conducted with the descriptors shown in table 2.1 where x¯ is
defined by x¯ = 1|V|
∑
v′∈V xv′ and nv denotes the surface normal at a vertex v ∈ V. The
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Table 2.1: Local shape descriptors at a vertex v ∈ V: 3-D shape context SC(v),
spin image SPI(v), feature vector FV(v), shape image SHI(v), intrinsic shape context
ISC(v). Note, that xv stands for the 3-D coordinates of a vertex v in a polygonal surface
mesh X . The center of mass x¯ of X is usually not located on the surface.
SC(v) J = 10,K = 10, L = 10, rJ = 2 maxv∈V ||xv − x¯||2
SPI(v)
J = 50,K = 50,
rJ = maxv,v′∈V ||(xv′ − xv)−nv <(xv′ − xv), nv> ||2
FV(v) (κ1xv , κ
2
xv , Hxv ,Kxv ,GGF(xv))
>
SHI(v) λ1 = 1/5, λ2 = 2/5, ..., λ5 = 1
ISC(v) J = 20
different dimensions of the feature vectors FV(v) were normalized to unit scale to ensure
that the individual components of FV(v) are equally important. For the shape image
descriptor we employed 3-D shape contexts with the configuration shown in table 2.1
and the χ2 measure to evaluate the distances d(ξv, ξv′) in equation (2.17).
The first evaluation was done regarding the ability of the descriptors to find anatomically
meaningful point correspondences between two surfaces under a bipartite matching
model. Ambiguous descriptors, for example, tend to produce matchings for which the
labels at corresponding points disagree. In this case the point correspondences may not
be anatomically meaningful.
As distance measure between the descriptors we have experimented with the L2 norm
for the feature vector FV(v) and for the shape image SHI(v). For the distribution based
descriptors (3-D shape context SC(v), intrinsic shape context ISC(v), spin image SPI(v))
the χ2 measure was used. Our matching and registration model is formally described in
section 3.1.2.
To find out whether the corresponding points on two surfaces carry the same label we
define a test function with binary outputs:
d(hi, hpi(i)) : L × L → {0, 1}, (2.19)
where 0 and 1 are interpreted as correct match and false match, respectively and L =
{0, 1, 2, 3, 4, 5} is the set of semantic part labels. A matching, say, pi : V1 → V2 between
two vertices i ∈ V1, pi(i) ∈ V2 is considered as false when the associated labels hi, hpi(i) ∈
L disagree and as correct otherwise. For two surfaces X1,X2 the quantity in equation
(2.19) is averaged over the number of vertices participating in the matching, say,
ME(X1,X2) = 1|V1|
∑
i∈V1
d(hi, hpi(i)) (2.20)
and assume without loss of generality that |V1| = |V2|. We randomly pick 50 labeled
surfaces and average the quantity in equation (2.20) over the selected surfaces.
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Table 2.2: Normalized matching error of different local descriptors according to
equation (2.20) averaged over 50 surfaces.
SC(v) SHI(v) SPI(v) FV(v) ISC(v)
0.28 0.62 0.67 0.67 0.57
(a) SC(v): 0.13 (b) ISC(v): 0.35 (c) FV(v): 0.54 (d) SHI(v): 0.42 (e) SPI(v): 0.33
Figure 2.5: Visualization of the matching error defined by (2.19). For each type of
descriptor in table 2.1 the best candidate surface is depicted which when matched with
another surface gives rise to the lowest error in terms of equation (2.20) (see the values
below the surfaces). The binary labeling error in equation (2.19) is computed for a
subset of the vertices in a mesh and is then smoothly propagated across the surface. Red
areas therefore represent regions where a larger number of vertices produces mismatches
with a cost value equal to one. Blue areas on the other hand represent surface regions
where the labels of the matched vertices are in agreement.
For each type of descriptor in table 2.1 figure 2.5 visualizes the quantity in equation
(2.19) by showing the best candidate surface which when matched with another surface
exhibits the lowest error in terms of equation (2.20). Note, that the binary labeling error
in equation (2.19) is computed for a subset of sampled vertices and is then smoothly
propagated across the surface. The color mappings shown in the figure may therefore
assume values between zero (blue, correct match) and one (red, incorrect match). Table
2.2 compares the matching error in equation (2.20) averaged over the example data
thereby confirming that the 3-D shape context gives rise to the lowest number of
mismatches.
An intuitive explanation for the lack of performance of the feature vector can be seen
from the color maps in figure 2.1 and 2.2. The color maps reveal that the individual
features (i.e. curvatures and global geodesic function) are not isolated measurements on
a surface so that the feature vectors tend to suffer from ambiguities.
The ISC is also not particularly discriminative because it does not exhibit much
variability between equally spaced histogram bins due to the geodesic binning. It
also fails to differentiate between concave, convex, and saddle regions. Note, that no
simplification of the meshes is performed prior to computing the ISCs as it is done in
(Shi et al., 2007).
The result also evidences poor performance for the spin image descriptor on our data
in contrast to the works cited in section 2.1.5. A spin image captures the relative 3-D
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positions between a point and a all other points on a surface in terms of a cylindrical
coordinate system. Potential ambiguities arise from the dimensionality reduction of the
relative 3-D positions from the spatial coordinates to cylindrical coordinates.
We would like to note here, that the matching performance of the distribution based
descriptors barely improves on our data when a larger number of histogram bins
is selected. Whether or not a larger number of scale levels improves the matching
performance of the shape image descriptor remains to be investigated. For the tested
configuration the descriptor performs better than the feature vector and the spin image
but does still not retain enough distinguishing information.
A local descriptor is well suited for semantic part-labeling when the distinct parts of an
object are well discriminable in descriptor space. To that end in the second experiment
we want to compare the above descriptors regarding their usefulness for surface labeling.
As data set we have a labeled set of surfaces at our disposal. We choose a randomized
decision tree (see e.g. (Criminisi and Shotton, 2013)) to establish a mapping from the
descriptor space to the discrete set of part labels L = {0, 1, 2, 3, 4, 5}. Our labeling model
is formally described in chapter 4. The label accuracy of a descriptor may be computed
as follows. For the `th part of a surface X the label accuracy, say, LA(X , `) is defined
by the Dice coefficient between the area of the estimated labels Aˆ` = {i ∈ V|hˆi = `}
and the area of the ground truth labels A` = {i ∈ V|hi = `}, i.e.,
LA(X , `) = 2|Aˆ` ∩ A`||Aˆ` ∪ A`|
, (2.21)
where hˆi and hi denote the estimated label and the ground-truth label of the ith vertex
of X , respectively. For a surface X the label accuracy, say, LA(X ) amounts to
LA(X ) = 1|V|
|L|−1∑
`=0
LA(X , `). (2.22)
For each type of descriptor in table 2.1 figure 2.6 shows the best test surface which when
labeled with a randomized decision tree classifier exhibits the highest degree of accuracy
in terms of equation (2.22). From the figure one can see that the 3-D shape context
gives rise to a labeling that best agrees with the known part layout. All other descriptors
essentially fail to give rise to a meaningful labeling of the test surfaces except for the
concha part (yellow) which roughly agrees with the expected region.
Table 2.3: Label accuracy according to equation (2.22) averaged over 50 surfaces.
SC(v) SHI(v) SPI(v) FV(v) ISC(v)
3.82 1.39 1.25 0.88 1.50
Table 2.3 illustrates the label performance of the considered descriptors in terms of
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(a) SC(v): 4.43 (b) ISC(v): 2.38 (c) FV(v): 1.20 (d) SHI(v): 1.90 (e) SPI(v): 1.90
Figure 2.6: Visualization of the label accuracy in equation (2.22). For each type of
descriptor in table 2.1 the best candidate surface is depicted which when labeled with
a randomized decision tree classifier gives rise to the highest degree of accuracy with 6
being the maximum value (see quantity below the surfaces). The colors represent the
semantic part-labels in L.
equation (2.22) averaged over 50 randomly selected test surfaces. The capability of
the descriptors to consistently label a surface relates to their capability to establish
anatomically meaningful point correspondences. It is therefore not surprising that the
performance ranking of the descriptors agrees with that of the previous experiment.
Overall, superior performance was achieved by the 3-D shape context. Thus, if not
mentioned otherwise in the following chapters we will exclusively use 3-D shape contexts
as local descriptors.
2.3 Discussion
Finding suitable object descriptions is a crucial problem for object recognition tasks.
We have given an overview about commonly used local shape descriptors to aid in tasks
such as matching and semantic part-labeling of 3-D objects. The considered descriptors
ranged from purely local representations of shape up to local representations of global
shape. We derived the shape image as a rotation invariant multi-scale representation
that exploits the discriminative performance of an existing local descriptor by assuming
that the distance between the descriptors is a viable indicator of how informative various
structures on a surface are.
The different descriptors were evaluated in terms of their matching and label performance
on the ear data. The degree of distinctiveness between the descriptors thereby determines
how well they represent informative surface features and to what extent they are capable
to resolve potential ambiguities. The latter is particularly important when the shape of
a surface undergoes subtle variations in form of bends.
In all our experiments the 3-D shape context achieves the best performance. The
discriminative power results from the fact that a 3-D shape context captures the surface
geometry with little abstraction from details.
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In general, different descriptors are suitable for different tasks and objects. In a
classification scenario, for example, no single type of descriptor is able to distinguish
between arbitrary classes of objects. An alternative strategy to selecting object specific
features is to employ a variety of generic and possibly shared features from the objects
under consideration. The features may then be selected automatically in the learning
phase as described e.g. in (Shotton et al., 2009), (Toralba et al., 2007).
In the course of this work it became apparent that a precise description of the ear
anatomy requires descriptors that are capable to capture both prominent surface features
as well as less distinguishable surface regions where subtle variations are predominant.
Along those lines the works in (Baloch et al., 2008) and (Aouada and Krim, 2010)
provide compact yet rich object descriptions where a global graph-based representation
of the surface topology is combined with geometric features of the underlying surface.
Chapter 3
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(a) (b)
Figure 3.1: Variability of the human outer ear. (a) Left ear (yellow transparent) and
reflected right ear (blue transparent). (b) Two right ear shapes taken from different
individuals.
The interpretation of organic shapes requires a suitable method to cope with the
intra-class variability while at the same time retaining enough specificity to avoid
misinterpretations. In the context of HA manufacturing this implies that a capable
object recognition system copes with the variability of the ear while at the same time
taking into account the needs of individual patients. The nature of the variation of
organic surfaces, however, tends to be complex and is difficult to model. Figure 3.1
shows how the human outer ear varies across individuals.
To facilitate automation (Baloch et al., 2010a), for example, characterize the ear anatomy
in terms of a reduced set of generic surface features, i.e., elbows, ridges, peaks, and bumps.
Some of these generic features are used in a hierarchical manner to derive other features
including the principal cuts depicted in figure 1.7. Prior knowledge about the anatomy
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is thereby encoded in the design of the algorithms by means of which the geometric
primitives are detected. The spatial relations between the low-level features, however,
are not taken into account during detection which makes the derived features susceptible
to unstable detections of the low-level features.
Little work exists on methods that build a global shape model of the ear for recognition.
(Paulsen et al., 2002), for example, develop a point distribution model (PDM) (Cootes
et al., 1995) of the ear anatomy to examine gender related differences. (Unal et al.,
2008, 2011) employ a similar representation based on volumetric data to model the
transformation between two classes of shapes. The PDM is potentially useful for
recognition but requires establishing reliable correspondence between the shapes. In
contrast to deformable representations, such as the PDM, (Zouhar et al., 2009) build
a hierarchical model of the ear using part prototypes to achieve more flexibility in
capturing the variability. The idea is similar in spirit to approaches that represent
novel objects by a combination of class prototypes (Jones and Poggio, 1996). For a
test surface the principle cuts are inferred by propagating cutting planes from the best
matching prototypes to the test candidate. Our experiments, however, indicate the need
for a larger number of prototypes to achieve the required degree of accuracy.
In order to capture the anatomical variability of the human outer ear we adopt the
idea in (Zouhar et al., 2009) by partitioning a given set of surfaces into non-overlapping
clusters of objects with a similar shape. Compared to structural object models the
clusters implicitly capture the anatomical variability in a non-parametric manner. This
is much simpler than defining a parametric model for all possible shapes an object may
take. On the other hand, a larger number of training examples is usually needed to
capture the variability reasonably well.
Clustering requires a notion of distance between the data. For a good comparison
between objects, they should be geometrically similar, in their scale, orientation and
position. In section 3.1 we review three different surface registration techniques with
application to ear shapes. The registration procedure discussed in section 3.1.2 gives rise
to a meaningful notion of shape distance between outer ear surfaces which in turn drives
the clustering objective. Section 3.2 covers the details about shape clustering of outer
ear surfaces. The resulting shape classes build the foundation of the joint classification
and labeling model in chapter 5.
3.1 Registration
Surface registration usually involves establishing correspondence between local geometric
primitives and estimating a geometric transformation which best aligns the surfaces in
a globally consistent manner. In particular the registration of organic surfaces is very
challenging because the anatomical correspondence may not be adequately determined
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from geometric entities (e.g., surface points (Besl and McKay, 1992), curvature based
features (Davatzikos, 1997), average convexity features (Fischl et al., 1999)) or it may
not exist at all due to the anatomical variability. For instance, it may not be possible
to perfectly warp a single-fold sulcus to a double-fold through a biologically meaningful
non-rigid transformation. Or, the concha may not be prominent in the registration of
outer ear surfaces. Furthermore, extra material may deceive the algorithm by creating
false anatomy like structures. In such cases geometry alone is insufficient, and our
hypothesis is that richer representations are required that combine anatomy, shape as
well as regional and local geometry.
(Zouhar et al., 2006a), for example, propose a combination of anatomical and geometric
features for anatomically aware registration of ear surfaces. The underlying assumption
here is that the left ear and the right ear of an individual look very similar but not
identical. This can be seen in figure 3.1. The binaural processing schema described
in (Zouhar et al., 2006a) capitalizes on this similarity by first matching the aperture
regions of the left ear and the right ear each of which is represented by a simple
contour that marks the transition between the canal part and the external outer ear. A
refined registration is subsequently attained by running the iterative closest point (ICP)
algorithm (Besl and McKay, 1992) on a reduced set of pseudo-landmarks sampled from
the surfaces around the aperture contour. Figure 3.2 illustrates the binaural processing
schema. Shown is the left ear shape and the right ear shape of an individual prior to
performing the registration step (figure 3.2(a)). Once the two surfaces are aligned (figure
3.2(b)) two cutting planes passing through the left surface mesh are propagated from the
left side to the right side (figure 3.2(c)) using the final registration transformation. The
binaural registration, hence, facilitates automation by allowing a simultaneous surface
modification of the left and right ear implant. The binaural registration schema also
laid the foundation for our research on how to establish surface correspondence between
ear shapes.
While the aperture feature is unique to the ear anatomy the algorithm for its detection
is quite generic. The algorithm generates a cross-sectional profile of contour lines which
captures the presence of bends on the surface. Around the aperture, for example,
the profile undergoes characteristic changes between subsequent contours indicating the
presence of an elbow. Due to emphasizing on the aperture region, however, the binaural
registration barely achieves globally consistent alignments among surfaces of different
individuals. The CES proposed in (Baloch et al., 2010a) is potentially better suited for
the inter-patient registration because it constitutes a more comprehensive profile of the
anatomy (Baloch et al., 2010b).
Numerous registration techniques employ global representations of shape to better
handle common ambiguities and outliers in the matching. Some examples were
mentioned in the previous chapter. Global methods often generalize well to arbitrary
surfaces without the need to redefine object specific features including the algorithms for
34 Chapter 3 Registration and shape clustering of 3-D ear implant objects
(a)
(b)
(c)
Figure 3.2: Binaural processing of ear implants. See text for details.
their detection. On the other hand rich local representations of shape tend to capture
more subtle variations of the surface geometry by avoiding abstraction from details.
(Makadia et al., 2006), for instance, estimate the orientation between two surfaces
by maximizing the correlation between their extended Gaussian images (EGIs) (Horn,
1984)) in the Fourier domain. The EGI captures the global shape of a surface in terms
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of the distribution of its normals. In a discrete setting the EGI can be effectively
approximated by a spherical histogram. While it may prove difficult to identify reliable
key points for matching, the EGI potentially provides a discriminative constellation of
features derived from its bin values. The features thereby take the form of prominent
peaks indicating local extrema in the distribution of the surface normals. All points on
the sphere exhibiting such local extrema are more significant and are therefore regarded
as suitable key points for matching. In an attempt to avoid the expert landmarking of
outer ear surfaces for the processing of remakes (change requests) in HA manufacturing
we adopted the method in (Makadia et al., 2006). More details are outlined in the next
subsection.
3.1.1 Correlation-based registration
Local descriptors tend to be more susceptible to outliers and common ambiguities in the
matching compared to global object representations. This is why global approaches to
registration are sometimes preferred.
Inspired by the work in (Makadia et al., 2006) we make use of the EGI representation for
the intra-patient registration of outer ear surfaces via correlation in the Fourier domain.
The surface of a newly scanned ear is thereby aligned automatically with the existing
hearing aid shape to find out potential fitting problems. Given the aligned surfaces
for an expert it is easy to see how the geometry must be adapted by means of suitable
CAD tools to fit the current anatomy without designing a new device from scratch. This
greatly simplifies the processing of HA remakes and helps building better fitting devices.
Because of the abstraction from details the EGIs of the two surfaces are almost identical
so that the correlation based alignment tends to be less sensitive to minor differences
between the surfaces.
Let H1(ω) and H2(ω) denote the orientation histograms generated from two surfaces
where ω ∈ S2 denotes a point on the 2-sphere or unit sphere S2 in R3. Thus, if ω ∈ S2,
then we may write ω(θ, φ) = (cosφ sin θ, sinφ sin θ, cos θ), 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi. From
now on we will refer to the EGI and the orientation histogram interchangeably. Notice
that invariance to translation and uniform scaling are intrinsic to the EGI representation.
Consequently, the registration problem may be decoupled into a rotational alignment
step and a translational alignment step. Please note, that potential differences in scale
become evident when the surfaces are aligned. In the context of remake processing two
surfaces have the same shape if they are rigid-body transformations of each other.
Finding an optimal rotation R ∈ SO(3) corresponds to maximizing the correlation
between H1 and H2, i.e.,
G(R) =
∫
ω∈S2
H1(ω)H2(R
>ω)dω, (3.1)
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assuming the traditional Euler angle parametrization of SO(3), i.e., R = R(α, β, γ).
Since the orientation histograms are discrete the quantity G(R) can be thought of as a
global grid which scores each rotation based on the strength of the correlation result.
With reference to (Healy et al., 1996) and (Kostelec and Rockmore, 2003) one may
exploit the fact that the Fourier transform of G(R) can be expressed in terms of the
Fourier transforms of the individual orientation histograms H1, H2.
Let Hˆ`1 and Hˆ
`
2 denote the spherical Fourier transform (SFT) of H1 and H2, respectively
where the superscript ` ≥ 0 is used here to denote that the expansion is expressed via
the spherical harmonics (see e.g. (Stein and Weiss, 1971)) of degree ` and order |m| ≤ `,
i.e., Y m` : S2 → C, so that the Hˆ`{1,2} form vectors in C2`+1. The Fourier transform of
G(R) can be computed as
Gˆ`mn = Hˆ
`
1mHˆ
`
2n
, m, n ∈ [−`, ..., `] (3.2)
with Gˆ`mn denoting the (m,n)th element of the matrix Gˆ
` of SO(3) Fourier coefficients.
Given Gˆ`, its inverse Fourier transform retrieves the desired function G(R) with 2L +
1 samples in each of the three Euler angles α, β, γ, leaving us with accuracy up to
±( 1802L+1)◦ in α and γ and ±( 902L+1)◦ in β. Here L is the bandwidth of the spherical
signal, specifying the largest degree ` for which we retain SFT coefficients. A fast
discrete Fourier transform ofG(R) can be computed inO(L3 log2 L) time. This requires a
uniform sampling in the longitudinal and azimuthal coordinates on the sphere (Makadia
et al., 2006).
Similar to the rotational correlation approach an optimal translational shift t ∈ R3 is
found by maximizing the correlation between two candidate surfaces, say, X1,X2. To
this effect the surfaces are represented as binary functions in R3, i.e.,
F{1,2}(x) =
{
1, if a point was scanned at x ∈ R3
0, otherwise.
(3.3)
In practice the binary functions take the form of a voxel grid in R3. The value of a
voxel is set to one if it contains at least one vertex of the underlying mesh and zero
otherwise. Note that the size of a voxel typically exceeds the fine resolution of the laser
light scanner. An optimal translational shift t ∈ R3 maximizes the correlation function
G(t) =
∫
x∈R3
F1(x)F2(x− t)dx. (3.4)
This can be done efficiently using the fast Fourier transform (FFT) for which an
implementation is freely available online at http://www.fftw.org/. After the crude
alignment phase a refinement registration via ICP produces the final result. We tested
the registration algorithm on a set of 50 randomly selected ear canal shapes. The size
of the spherical histograms was set to 256 × 256 bins which corresponds to a signal
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(a) (b) (c) (d)
Figure 3.3: Correlation-based registration of ear canal shapes. A canal surface
(yellow) and a displaced copy of the same surface (blue) (a) were successfully aligned
via correlation (b) followed by a refinement registration via ICP (c). The residual error
is marginal compared to the ground-truth shown in sub-figure (d). See text for details.
bandwidth of L = 128. Furthermore, the voxel grid for the translation estimation was
set to 100 bins in each dimension. The example in figure 3.3 illustrates the capability
of the algorithm. Shown is a canal surface (yellow) together with a displaced copy
(blue) of the same surface (figure 3.3(a)). The algorithm successfully recovers the pose
(orientation, location) of the displaced surface with a residual error of 0.11 mm (figure
3.3(b)). The residual error was computed as the median Euclidian distance between the
closest points. A refinement registration via ICP further reduces the residual error to
a value of 0.0003 mm (figure 3.3(c)). When averaged over the test data the residual
alignment error amounts to 0.00013 mm which is insignificant compared to the average
mesh resolution of 0.22 mm. Also note, that the above algorithm is fast (3.67s on a
standard PC with Intel Quad CPU, 2.4 GHz and 3.93 GB RAM) and is therefore well
suited for the remake production scenario where a runtime of at most 10s is accepted
by the domain experts.
While the correlation based alignment yields excellent performance for the intra-patient
registration the method does not generalize well when the alignment is carried out across
individuals. The reason for this limitation is that the surface normal orientations are not
consistently distributed across individuals which gives rise to incompatible orientation
histograms.
3.1.2 Groupwise registration and shape distance
Our main objective in this subsection is to transform a given set of surfaces into a
common frame of reference with the ultimate goal of deriving a notion of shape distance
between objects as a cost function for clustering. The problem is to jointly determine
point correspondences across surfaces and to bring all the surfaces into alignment.
In the literature this task is referred to as groupwise registration problem. Some
recent publications with application to images and surfaces include (Paulsen et al.,
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2002),(Cootes et al., 2010),(Sidorov et al., 2011).
Groupwise registration typically involves iteratively improving the registration between
shapes and an evolving average shape. After the registration is complete, correspon-
dences between any point on one shape and any point on another shape are known via
the common reference model.
If we assume that the surfaces in our data set are independent given a reference object
representative of the population, say Xr, then the groupwise registration problem reduces
to a pairwise registration between each candidate surface Xi and the reference Xr, i.e.,
arg max
Tr1,...,TrN
p(X1, ...,XN |Tr1, ...,TrN ) ≈ arg min
Tr1,...,TrN
N∑
i=1
Err(Tri(Xi),Xr), (3.5)
where Tri(Xi) stands for the transformed surface Xi, Tri denotes the associated
transformation parameters and Err(Tri(Xi),Xr) measures the pairwise registration error
between Tri(Xi) and Xr. For each candidate surface Xi the pairwise registration task
is then solved independently. This is the approach we take to align the ear shapes
regardless of the induced bias. The complexity of the problem increases drastically
when the conditional independence assumption in equation (3.5) becomes unfeasible, for
example, when the objective is to construct a statistical shape model of the anatomy.
As mentioned earlier surface registration involves estimating correspondence between
local surface features and a spatial transformation that brings the surfaces into
alignment. The previously discussed methods were found insufficient for the inter-patient
registration of ear shapes, for instance, due to the inconsistent occurrence of the surface
features by means of which the anatomy is characterized. Based on this observation we
take a different approach and assume that the shape of an object is represented by a
discrete set of points sampled from its surface with a roughly uniform spacing. Surface
correspondence is then established between the points using rich local descriptors under
a bipartite matching model similar to (Belongie et al., 2002).
The two steps of correspondence estimation and surface transformation may be iterated
until no further improvement of the underlying objective function is attained. Prior
to performing the registration a reference shape Xr must be selected, for instance, via
manual selection by a domain expert.
Let P = {1, ..., |P|} be a finite set of vertices sampled from the reference model Xr and
let Q = {1, ..., |Q|} denote a finite set of vertices sampled from another surface X . It
is reasonable to express the point correspondences between Xr and X as a one-to-one
mapping pi : {1, ..., |P|} → {1, ..., |Q|} where we assume that |P| = |Q|. Moreover, let
d(ξj , ξpi(j)) ≥ 0 denote the matching cost of the local descriptors ξj and ξpi(j), respectively.
A correspondence mapping is optimal if it minimizes the total cost of matching subject
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to the constraint that pi is a permutation, i.e.,
arg min
pi
1
|P|
|P|∑
j=1
d(ξj , ξpi(j)). (3.6)
This is an instance of the square assignment problem which can be solved efficiently
using the algorithm in (Jonker and Volgenant, 1987). When the cardinality of the point
sets is not equal, i.e., |P| 6= |Q| one can add rows or columns to the cost matrix with a
constant high matching cost. Note, that the cost function d(·, ·) can include additional
terms, for instance, to enforce the semantic consistency of a matching. In contrast to
our approach the ICP algorithm is known to generate lots of local minima and does
usually not guarantee that the correspondences are one-to-one.
Let us consider the case where the corresponding points on two shapes are given and
we wish to match the point sets as closely as possible, up to similarity transformations
Tr : R3 → R3, i.e.,
Tr(x) = sRx+ t, x ∈ R3, (3.7)
with rotation matrix R, scaling factor s > 0 and translational offset vector t. The
optimal transformation parameters (R∗, t∗, s∗)> are found by solving
(R∗, t∗, s∗)> = arg min
s,R,t
1
|P|
|P|∑
j=1
||xj − sRxpi(j) − t||22, (3.8)
where we assume that the distance function d(ξj , ξpi(j)) between the descriptors in
equation (3.6) is an invariant with respect to Tr.
(Umeyama, 1991) et al., for example, derive a strict solution to the problem based on the
singular value decomposition of the covariance matrix between the 3-D positions of the
vertices in P and Q, say, ΣPQ = UDV > with D denoting the m-dimensional diagonal
matrix of the Eigenvalues of ΣPQ where in our case m = 3. Provided that the rank
of ΣPQ is greater or equal to m − 1 the optimal solution of equation (3.8) is uniquely
determined by
R∗ = USV > (3.9)
t∗ =
1
|P|
|P|∑
j=1
(xj − sR∗xpi(j)) (3.10)
s∗ =
trace(DS)
σ2Q
, (3.11)
where S must be chosen as
S =
{
I, det(ΣPQ) ≥ 0
diag(1, 1, ..., 1,−1), det(ΣPQ) < 0.
(3.12)
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When the rank of ΣPQ is equal to m− 1 then the matrix S is defined as
S =
{
I, det(U) det(V ) = 1
diag(1, 1, ..., 1,−1), det(U) det(V ) = −1. (3.13)
The quantity σ2Q in equation (3.11) stands for the variance of Q.
Polygonal meshes of the outer ear contain approximately 20000 vertices with a mesh
resolution of 0.32 mm. Since the bipartite matching algorithm is computationally
expensive we sample a subset of the vertices from a mesh with a roughly uniform spacing.
To this end, the surface is embedded in its bounding cube that is subdivided into uniform
bins. The bounding cube is also oriented along the principal axis of a surface in order to
make the sampling invariant to rotational displacements. Inside each nonempty bin we
pick the closest point (in terms of Euclidean distance) to the bin center. Notice that the
bin size of the bounding cube must be chosen carefully in order to preserve informative
surface features. The proposed sampling technique generally leads to unequal cardinality
point sets. As mentioned above this can be resolved by adding rows or columns with a
constant value to the matching cost matrix. In our experiments we found that a point
set size of about 1000 vertices provides a reasonable tradeoff between the run time of
the matching algorithm and the preservation of characteristic details.
Also note, that some errors in the correspondence field can be tolerated since the
transformation Tr is linear and will therefore not fold or tear the mesh. In order to
have a robust handling of outliers one can add even more rows and columns to the cost
matrix with a constant high matching cost. If no real match is found for a point then it
gets assigned to one of the additional rows or columns thereby becoming an outlier.
After transforming the surfaces into a common reference space the shape distance
between any two surfaces X1,X2 may be estimated via the corresponding points on
the reference model Xr. Specifically, let i, 1 ≤ i ≤ |P| be a vertex on X1 and let
j, 1 ≤ j ≤ |Q| be a vertex on X2. When the corresponding point of i on Xr is equal to
the corresponding point of j on Xr then i and j are regarded as corresponding points. A
meaningful notion of shape distance, say, dist(X1,X2) between X1 and X2 derives from
the matching cost d(ξi, ξj) ≥ 0 via
dist(X1,X2) = 1
N
∑
i∈V1
∑
j∈V2
{
d(ξi, ξj), if ξi, ξj match on Xr,
0, otherwise,
(3.14)
where in this case N is the number of corresponding points on the reference model.
Figure 3.4 illustrates the matching performance by showing the two closest surfaces in
the data set (figure 3.4(a) and 3.4(b)) and the two most distant surfaces (figure 3.4(c) and
3.4(d)) in terms of equation (3.14) where we have used 3-D shape contexts as descriptors
and the χ2 measure as distance function between the descriptors. The distance value
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(a) (b)
(c) (d)
Figure 3.4: Shape matching and distance. Among all available surfaces the two
candidates shown in the first row give rise to the smallest distance in equation (3.14)
with a value of 0.025. On the other hand the two surfaces shown in the second row
yield the largest distance with a value of 0.391. A visual inspection confirms the notion
of distance between the shapes.
between the surfaces depicted in the first row is 0.025 and the distance value between
the surfaces depicted in the second row is 0.391. The differences between the former
two are hardly visible. In fact, the two surfaces seem to represent the same anatomy.
A closer look reveals a view differences in the tesselation of the meshes. Note, that the
surface shown in figure 3.4(d) contains a lot of excess material at its base which is not
part of the anatomy.
Despite the occurrence of mismatches we find that the above distance measure supports
the visual intuition of shape similarity, i.e., with increasing values of equation (3.14)
the shapes appear more different and more similar otherwise. Additional constraints
imposed by the surface geometry may help to alleviate potential mismatches. The
Markov random field framework in (Paulsen, 2004), for example, regularizes the point
correspondences between two ear shapes so as to obtain a smooth vector field. However,
the hybrid ICP/active shape model (ASM) approach also proposed in (Paulsen, 2004)
suffers from the known disadvantages of the ICP algorithm and requires an additional
pre-registration of all ear shapes.
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Finally we would like to mention that the distance measure in equation (3.14) is quite
general. Another useful notion of shape distance, for example, derives from the Euclidian
distance between the corresponding points on two shapes.
3.2 Shape clustering
The nature of the underlying variation of organic shapes tends to be complex and is
often unknown. Non-parametric clustering is a common way to explore the structure
of a data set with the objective to arrange the objects into groups with strong internal
similarities. Like in (Zouhar et al., 2009) we attempt to cluster the ear data into non-
overlapping subsets of objects with a similar shape thereby assuming that the number of
clusters is significantly smaller than the number of data examples. The surfaces inside a
cluster are expected to look more similar compared to those residing in different clusters.
Non-parametric clustering typically involves defining (1) a measure of (dis)similarity
between the data examples, (2) a criterion function for clustering, (3) an algorithm
which optimizes the clustering criterion. The choices are largely driven by the underlying
application.
A common distinction between clustering algorithms is based on whether the set
of clusters is partitional or hierarchical (see, for example, (Jain and Dubes, 1988)).
Partitional methods typically start with an initial set of K randomly selected cluster
centers or by randomly distributing the data examples amongK clusters. This set is then
iteratively refined by minimizing a cost function associated with a given partition of the
data. Hierarchical clustering algorithms, on the other hand, start with a large number
of clusters and successively merge the clusters until the final number of K clusters is
obtained.
Two of the most prominent partitional clustering algorithms are k-means and k-medoids
(Park and Jun, 2009). In contrast to the k-means algorithm, k-medoids chooses
actual data points as cluster representatives. The k-medoids algorithm requires only
a (dis)similarity measure for pairs of objects and can therefore be applied to a wide
range of data. Both techniques, however, are quite sensitive to the initial selection of
the cluster centers and are typically rerun many times with different initializations to
find a good solution.
Hierarchical clustering methods, for example, the standard average-link algorithm auto-
matically determine the number of clusters but both runtime and memory requirements
are often significantly higher. Especially the memory requirements impose a practical
limit due to an O(N2) similarity matrix with N being the number of data examples.
For special choices of the clustering criterion and similarity measure (Leibe et al., 2007)
derive a more efficient version of the algorithm that needs only O(N) space.
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(Frey and Dueck, 2007) introduce a partitional clustering algorithm, called affinity
propagation (AP) which simultaneously considers all data examples as potential cluster
representatives. The latter are also referred to as exemplars. The method shares the
advantage of the k-medoids algorithm of being applicable to a wide range of data since
it requires only a (dis)similarity measure for pairs of objects. Compared to related
techniques, however, AP “automatically” determines the number of clusters and is
not susceptive to poor initializations resulting from hard decisions, e.g., by storing a
relatively small number of estimated cluster centers at each step.
We use AP to cluster the ear shapes while simultaneously identifying exemplars that best
represent other cluster members. We now briefly describe the underlying combinatorial
optimization problem and refer the reader to (Frey and Dueck, 2007) for more details
about the algorithm.
AP may be derived as an instance of the max-sum algorithm (the log-domain version of
the max-product algorithm) in a factor graph. Let c = (c1, ..., cN ) denote a configuration
of N hidden labels with ci ∈ {1, ..., N}> indicating the exemplar for which a data
example Xi has the highest affinity. Also let sim(i, ci) denote the real-valued similarity
of Xi to its exemplar Xci where the assignment ci = i identifies a data example Xi as an
exemplar. The associated quantities sim(i, i) are free parameters of AP and are referred
to as preferences. The preference values indicate how likely it is for Xi to be chosen as
an exemplar where larger values of sim(i, i) increase this likelihood. Moreover, when the
preferences are set to a common value then all data examples are equally likely to be
chosen as exemplars.
Please note, that not all possible configurations c are valid. A configuration c is valid
when a data example Xi is chosen as an exemplar by another data example Xi′ , i.e.,
ci′ = i provided that Xi itself is an exemplar, i.e., ci = i. Hence, clustering can be
viewed as a search over valid configurations c so as to maximize a global similarity
function, say,
S(c) =
N∑
i=1
sim(i, ci) +
N∑
j=1
δj(c), (3.15)
where
δj(c) =
{
−∞, if cj 6= j but ∃i : ci = j
0, otherwise.
(3.16)
Since the maximization of S(c) is known to be NP-hard the max-sum version of the
max-product algorithm (a.k.a. loopy belief propagation (Weiss, 2000)) may be used to
efficiently search over the configurations c in a factor graph representation of S(c). This
leads to an iterative procedure with simple update equations each of which requires only
local computations that are easy to implement. A MATLAB implementation of AP is
freely available online at http://www.psi.toronto.edu/affinitypropagation/.
44 Chapter 3 Registration and shape clustering of 3-D ear implant objects
Given a measure of shape distance, e.g., the one in equation (3.14) another important
question is how to choose the number of clusters K? A common unsupervised approach
is to study the variation of the criterion function S(c∗) for different values of K where
c∗ denotes the optimal configuration c∗ = arg maxc S(c). The idea is to select the K
at which the largest increase in S(c∗) from its value at K − 1 is observed. From this it
follows that the shape distance between the data examples inside the clusters decreases
with increasing values of S(c∗).
As noted above, the preference values sim(i, i) influence the number of clusters generated
by AP. In (Frey and Dueck, 2007) it is stated that the preferences should be set to a
common value if a priori all data examples are equally suitable as exemplars. This
value can be varied to produce different numbers of clusters. Choosing the number of
clusters therefore involves a systematic search for the right preference value within some
reasonable range.
A visual inspection of the cluster structure helps to see how well the clusters are separated
and how coherent the data within the clusters are. One possible technique is to order
the (dis)similarity matrix with respect to the cluster labels and to plot it (Tan et al.,
2005). For well separated and compact clusters it is expected that the (dis)similarity
matrix exhibits a strong block-diagonal pattern. Another way to examine the cluster
structure is to visualize the cluster centers (the exemplars) together with a variance
map to provide a clue how the intra-cluster variation relates to local differences in
shape. Potential object patterns may be exploited by domain experts to better adapt
the shape modeling of implants and prosthetic devices to groups of patients with similar
anatomical properties.
3.3 Experiments
In this section we want to cluster the ear data into distinct groups of surfaces with a
similar shape. The data set contains about 500 examples. Our main objective here is
to examine how similar the shapes inside the clusters are and how well the clusters are
separated.
Input to the affinity propagation algorithm discussed in the previous section is a square
matrix of pairwise similarities between the surfaces and a shared preference value.
The latter affects the number of clusters produced by AP. Here we used a MATLAB
implementation of AP that allows to pass the desired number of clusters as input. The
algorithm then automatically searches for a shared preference value within some range
of values using a bisection method. Fig. 3.5 plots the value of the objective function
in equation (3.15) against the number of clusters. As similarity measure sim(·, ·) we
employed the negative pairwise distance in equation (3.14) with d(·, ·) denoting the χ2
matching cost between the corresponding 3-D shape contexts. From the figure one
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Figure 3.5: Clustering objective S(c∗) defined by (3.15) plotted against the number
of clusters.
can see that the value of the objective function increases more rapidly until K = 5,
decreasing much more slowly thereafter. We therefore assume that the data are grouped
into K = 5 reasonably well separated clusters.
(a) (b) (c)
(d) (e) (f)
Figure 3.6: Visualization of the intra-cluster variability. Shown are the cluster
prototypes for K = 1 (a) and for K = 5 clusters (b)–(f). The color map encodes the
intra-cluster variability ranging from low (blue) to high (red) variability. The surface
regions with a larger variability tend to become more localized when the number of
clusters increases from K = 1 to K = 5.
46 Chapter 3 Registration and shape clustering of 3-D ear implant objects
Figure 3.6 illustrates the intra-cluster variability for K = 1 (see figure 3.6(a)) and for
K = 5 (see figures 3.6(b) – 3.6(f)). Shown is the cluster prototype together with a color
map which encodes the local variation of the shapes within the clusters ranging from
zero (blue, small variation) to one (red, high variation). The color values are computed
as the variance of the matching cost between the corresponding points relative to the
cluster prototype. Recall, that in our case the matching cost can assume values between
zero and one.
From the color maps one can see that the regions of higher variability (yellow, red)
become more localized when the number of clusters K increases from K = 1 to K = 5.
For K = 1 we observe the largest variation alongside the canal structure, near the tip
of the helix and in the transition area between the two. The largest residual variation
for K = 5 occurs in the aperture region (see figure 3.6(f)) and at the tip of the canal
(see figure 3.6(e)). Notice, that the cluster prototype for K = 1 shown in figure 3.6(a) is
also a prototype for K = 5 shown in figure 3.6(b). The reduced intra-cluster variability
Table 3.1: Matching error defined by (2.20) averaged over the cluster members for
K = 1 and for K = 5 with k ≤ 5 denoting the cluster number. Note, how the error
value decreases when the number of clusters increases from K = 1 to K = 5.
K = 1 k = 1 k = 2 k = 3 k = 4 k = 5
63.49 7.60 2.76 6.57 19.79 4.52
suggests that the shapes inside a cluster tend to look more similar than those residing
in different clusters. Our hypothesis is that similar shapes give rise to similar labels in
the sense that the average value of the matching error in equation (2.20) decreases for
each of the K = 5 clusters compared to the same measure for K = 1 when computed
over the cluster members. Table 3.1 summarizes the outcome of the experiment thereby
confirming the above assumption.
In chapter 5 we make use of the insight gained in this section by interpreting the
collection of clusters as a non-parametric shape model of the ear anatomy.
3.4 Discussion
A variety of matching and registration algorithms for surfaces have been proposed in the
literature. In this chapter we presented three different registration algorithms for outer
ear surfaces. The binaural registration algorithm established surface correspondence by
means of anatomical features of the outer ear. This work has also inspired our subsequent
research on building a CES (Baloch et al., 2010a). The correlation-based registration
method employed extended Gaussian images as object representations which turned out
to be less susceptible to small local deformations of a surface. The approach was adapted
from (Makadia et al., 2006) with the aim to facilitate automation in the processing of
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HA remakes. Both, the binaural registration and the correlation-based registration
were limited to situations where the surfaces look very similar as it is the case e.g.
between left and right ear shapes of an individual. The third algorithm proposed in
this chapter was well suited for the inter-patient registration of outer ear surfaces. The
previous two algorithms were not capable to establish reliable surface correspondences
across individuals due to the large variability of the shapes. The method also opened
up our research on establishing a measure of dissimilarity between ear shapes by some
distance function. Based on the notion of dissimilarity we performed a grouping of
outer ear surfaces into sets of similar shapes using an established clustering schema.
The resulting shape clusters may be interpreted as a non-parametric shape model of the
ear. While the intra-cluster variance was reduced compared to the whole data set on a
local level there still existed significant variations of the shapes. In this work, we did
not attempt a complete evaluation of all possible distance functions and algorithms for
shape clustering.

Chapter 4
Semantic part-labeling of 3-D ear
implant objects
3-D object recognition may be cast as a labeling problem where we are given an object
and the task is to interpret the object in terms of a labeled segmentation of its surface.
Most of the previous work has focused on finding simple geometric criteria (e.g.,
concavity, curvature, geodesic distances) to partition a single input mesh into segments
without interpreting the detected segments. Such criteria are often derived from physical
principles of human perception such as the minima rule (Page, 2003). A single generic
rule (e.g., concavity) may suffice to drive the segmentation of surfaces for a variety of
object categories.
Many applications in geometric modeling and manufacturing, however, require some
understanding of the functions or relationships of the parts of an object which is not
readily available from low-level geometric cues. The relationships between parts thereby
constitute high-level information about the object structure. HA manufacturing is one
example application where higher level cues drive the part layout as well as the shape of
the boundaries between the labeled segments. State-of-the-art mesh processing in digital
HA manufacturing relies on low-level geometric primitives from which the segmentation
of a surface is derived (see figure 1.7). This often leads to robustness issues, for example
when important geometric primitives are hard to detect or even missing.
Inspired by this practical challenge of hearing aid design, we address the problem of
jointly optimizing a CRF model (Lafferty et al., 2001) with respect to the part labels
of a 3-D surface mesh and the transition boundaries between the labeled segments.
Moreover, to achieve a boost in performance over existing approaches for this task we
introduce the concept of a global parametric transition prior.
After a literature review we derive our model in section 4.2. Learning and inference
are addressed in section 4.3. The approach is then evaluated with application to HA
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manufacturing in section 4.4.
4.1 Related work
Mesh segmentation is an active area of research in various fields including computer
graphics and 3-D object recognition. Traditionally the problem of decomposing a mesh
into parts has been addressed via rules or metrics derived from the geometric and
volumetric properties of a single input mesh. Tuning parameters, for example, those
controlling the number of segments are typically adjusted manually in view of achieving
visually meaningful segmentations.
A wide variety of algorithms belongs to this category irrespective of the underlying
method, e.g., convex decomposition (Chazelle and Palios, 1997), watershed analysis
(Mangan and Whitaker, 1999), K-means (Shlafman et al., 2002), hierarchical clustering
(Garland et al., 2001), region growing (Zuckerberger et al., 2002), mesh simplification (Li
et al., 2001), spectral clustering (Liu and Zhang, 2004), fuzzy clustering and minimum
cuts (Katz and Tal, 2003), core extraction (Katz et al., 2005), critical point analysis
(Lin et al., 2007), tubular primitive extraction (Mortara et al., 2004), primitive fitting
(Attene et al., 2006), random walks (Lai et al., 2008), Reeb graphs (Antini et al., 2005),
randomized cuts (Golovinskiy and Funkhouser, 2008), volumetric shape images (Liu
et al., 2009), shape diameter function (Shapira et al., 2008) and many others.
For example, (Shlafman et al., 2002) define a metric between two faces of a polygonal
mesh as a weighted sum of their angular and physical distances. A decomposition is
then achieved based on this metric using K-means clustering. (Katz et al., 2005) extract
prominent feature points from a pose-invariant representation of a surface obtained
via multidimensional scaling (MDS). The feature points guide the partitioning of the
transformed surface into a core component (e.g., the torso of a human body) and a set
of prominent components (e.g., the head, the arms and the legs of a human body). (Liu
et al., 2009) derive a surface signature referred to as volumetric shape image (VSI). A
VSI captures the visibility of an objects surface from certain reference points within its
enclosed volume. A metric is then defined as a weighted combination of the geodesic
distance, the angular distance, and VSI distance between two faces of a polygonal mesh.
(Shapira et al., 2008) define a scalar field on a surface denoted as shape diameter function
(SDF). The SDF captures the diameter of an object in the neighborhood of each point on
its boundary surface. The iso-values of the SDF yield iso-contours on the surface which
are used to separate parts with distinctively different SDF values. The segmentation
strategy proposed in (Golovinskiy and Funkhouser, 2008) leverages existing methods in
that it combines multiple randomized versions of several segmentation algorithms. The
main idea is to derive a partition function from a set of randomized cuts (a cut refers
to a segmentation boundary generated by a randomized mesh segmentation algorithm
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(Karger and Stein, 1996); a segmentation comprises one or multiple cuts) that indicates
how likely it is that an edge (an edge links two adjacent faces in the dual mesh graph)
lies on a random cut. The partition function is then used to determine a set of most
consistent cuts from the set of randomized segmentations.
A few approaches rely on part matching for segmentation and labeling. (Kraevoy et al.,
2007) and (Shapira et al., 2010) partition all objects in a database into meaningful parts.
The segments are then matched followed by a transfer of labels (semantic annotations)
based on the matches. These methods require the initial segmentation to be sufficiently
reliable. (Golovinskiy and Funkhouser, 2009) simultaneously partition collections of
3-D models by matching points between rigidly aligned meshes. A user may provide
example segmentations to be included in the matching. The method relies on accurate
rigid correspondences between the meshes.
Little work exists on methods that perform segmentation and labeling of 3-D meshes
jointly. For example, (Simari et al., 2009) define domain specific objective functions
for each type of part of an object asserting certain properties (e.g., a part should be
narrow, flat, symmetric). Other objective functions capture interrelations between
the parts (e.g., parts are perpendicular, parallel, have the same proportions). The
method attempts to segment a surface by means of a weighted Voronoi partitioning of
an embedding space so as to minimize the weighted sum of costs induced by the possibly
heterogenous objectives. Shape segmentations are thus continuously parameterized by
the Voronoi centers and weights defining each segment. For example, objects with
complex articulations may be handled by embedding geodesic distances into Euclidean
space via multi-dimensional scaling (MDS) prior to Voronoi partitioning. The method
requires manual definition and tuning of objective functions for each type of part and
for the interactions between the parts. Furthermore, the weights of the global objective
function are set manually.
Our method is inspired by (Winn and Shotton, 2006) who jointly segment and label cars
in 2-D images using a CRF model for which the parameters are learned from examples.
A key property of the model in (Winn and Shotton, 2006) is the use of asymmetric
local pairwise interactions which allow the relative layout of parts to be modeled. While
the work in (Winn and Shotton, 2006) and its follow-up work in (Hoiem et al., 2007)
are directly applicable to 3-D volumetric data their application to 3-D meshes is non-
trivial due to the absence of orthogonal grid directions on curved 2-manifolds. We
overcome this limitation by noting that a label must reside on the correct side of a
transition boundary between adjacent parts. To this end we introduce the concept
of a global parametric transition prior by means of which it is possible to encourage
consistent relative arrangements between labels and parametric representations of the
part boundaries.
Existing region and boundary models over arbitrary shapes mainly use region and
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length priors. Delong and Boykov (2009) also distinguish between regions being
interior/exterior to each other along with preferred distances between their boundaries.
Liu et al. (2010) use order preserving moves for graph-cut segmentation in a five-part
model well suited for indoor scenes where an object with a simple geometric shape
(rectangle, trapezoid) is segmented from other background objects in an order preserving
manner. Felzenszwalb and Veksler (2010) compute a globally optimal labeling for tiered
scenes where the correct order between the objects and the parts is enforced. None of
the above methods uses parametric representations of the transition boundaries between
object parts to enforce the correct spatial order of the labeled segments.
We also would like to point out that many existing 3-D data collections, such as the
Princeton segmentation benchmark (Chen et al., 2009) contain 3-D models where the
part boundaries coincide with prominent surface features. We believe, that the ear
data set adds another challenge in this regard since in this case the part boundaries are
mainly derived from high-level constraints of the underlying hearing aid design process.
To foster more research on the important topic of ear implant labeling, we collected a
large data set of 3-D meshes, with associated ground truth labels, which we will make
publicly available.
4.2 Layout consistent labeling of 3-D meshes
X
h1
h2
h3
h4
Figure 4.1: CRF model. The mesh topology of X imposes a neighborhood system
on the vertices V (black solid circles) via the undirected links (black solid lines) in
E ⊂ V × V. The relationship between labels hi and observed data at the vertices i ∈ V
is governed by the conditional probability distribution p(h|X ; θ) where all labels depend
on X (dashed lines). Note, that in contrast to 2-D images the valency of the vertices
in a mesh can differ.
Throughout this work we will refer to X = (V, E ,F) as a polygonal surface mesh.
The problem is to infer a discrete labeling h : V → L of so that (h1, . . . , h|V |)> is a
labeling of the vertices in V where all variables hi have the same label set L. A mesh
representation of the human outer ear contains approximately |V| = 20000 vertices and
is composed of |L| = 6 parts. We associate integer discrete values with the labels, i.e.,
L = {0, 1, 2, 3, 4, 5} for which the corresponding interpretation is summarized in table
4.1.
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Table 4.1: Interpretation of the labels in L based on figure 1.7.
Part Label
Canal Tip (CT) 0
Canal Middle (CM) 1
Canal Base (CB) 2
Conchae (CO) 3
External Ear Base (EB) 4
Helix (HE) 5
In order to facilitate automation in HA manufacturing it is essential that (1) the spatial
arrangement of the labeled segments agrees with the ear anatomy, (2) the transition
boundaries between the adjacent segments constitute simple, piecewise planar contours
(see figure 1.7). A labeling h is considered to be layout consistent if it satisfies the two
conditions which we will now describe in more detail.
The relationship between X and h may be described by means of an energy function
U(h,X , θ) that decomposes into a sum of energy functions over subsets of vertices in V
by factorizing the joint distribution p(h,X ; θ) or the conditional distribution p(h|X ; θ).
Throughout θ denotes a parameter vector to be discussed below.
Note, that a CRF models the conditional probability distribution p(h|X ; θ) directly
where a representation of the marginal distribution p(X ; θ) is omitted in contrast to
a classic Markov random field (MRF) where the posterior distribution p(h|X ; θ) is
usually obtained by integrating a per-pixel likelihood function with pairwise consistency
potentials (Geman and Geman, 1984),(Li, 1995). In the former case, no simplifying
assumptions about the typically very complex interdependencies between the observed
data X are needed to make necessary computations more manageable.
Our labeling model takes the form of a CRF in which the unary energy terms Ui(hi,X , θ)
capture the relationship between labels hi and local observations at the vertices i ∈ V
by means of rich local shape descriptors with global support regions. This is why all
label variables hi depend on X as indicated by the dashed links in figure 4.1. All links
in E ⊂ V × V connect the vertices in V according to the mesh topology of X thereby
inducing a neighborhood system on the labels. This allows the compositional constraints
to be modeled, for example, to prevent incompatible labels from being adjacent. In the
following discussion, we develop these layout constraints through a part adjacency graph.
Definition 1 (Part adjacency graph). The part adjacency graph GA of a category of
objects is an undirected graph with nodes representing the object parts. Two nodes are
joined by an undirected link when the corresponding parts are adjacent. The underlying
binary relation is symmetric and reflexive.
Figure 4.2 depicts a simplified part adjacency graph of the human outer ear together
with its anatomical interpretation. The part adjacency graph gives rise to the following
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Canal
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4
Figure 4.2: Part adjacency graph of the human outer ear (source: (Zouhar and et al.,
2010)). Adjacent parts (black circles) in the graph are linked (solid line). The colors
and the associated integer values indicate the anatomical interpretation of the parts
according to table 4.1. The ear canal is composed of 3 subparts.
definition.
Definition 2 (Soft layout consistency). Let {hi, hj} denote a pair of neighboring
labels in a polygonal mesh and let GA denote the part adjacency graph of the category
of objects under consideration. A pair {hi, hj} is defined to be soft layout consistent if
{hi, hj} ∈ GA.
The above considerations give rise to the following preliminary form of the energy
function U(h,X , θ), i.e.,
U(h,X , θ) =
∑
i∈V
Ui(hi,X , θ1) +
∑
{i,j}∈E
Uij(hi, hj , θ2), (4.1)
with parameter vector θ = (θ1, θ2). The unary function Ui(hi,X , θ1) measures how well
a label hi fits the observed data associated with each vertex i. The pairwise function
Uij(hi, hj , θ2) measures the extent to which the neighboring labels hi, hj satisfy the
layout constraints in definition 2. Note, that both types of functions are the same for
all vertices in V and all edges in E . The energy functions will be defined in the next
section.
Part boundary
Part 1
Part 0
Figure 4.3: Limitation of soft layout consistency. Two neighboring labels in a mesh
graph are connected. The labels (solid circles) are color coded, i.e., yellow means part
0 and red means part 1. The labeling along the directed link from red to yellow is
incorrect but is consistent according to definition 2.
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While the definition 2 encourages neighboring labels to be compatible the underlying
constraint is “soft” in the sense that it does not capture the spatial ordering of the
parts. For instance, the labeling of a humanoid mesh may put the neck on top of the
head, since this arrangement is still consistent according to definition 2. Figure 4.3
illustrates the issue. Note that while moving along the direction of the arrow, a change
from label hi = 0 to hj = 1 is correct. However, a change from label hi = 1 to hj = 0
is incorrect. Inconsistent label assignments as shown in figure 4.3 should be penalized,
but this requires an understanding of the spatial ordering of the parts.
The model in (Winn and Shotton, 2006), for example, captures the spatial ordering
of object parts in a regular 2-D image grid by means asymmetric pairwise potentials.
Layout consistent labels are thereby defined for a pixel along the oriented transitions:
left-right, top-bottom, right-left, bottom-top. Asymmetric pairwise potentials, hence,
offer a way of expressing which of the oriented transitions between the neighboring labels
are consistent. For example, while moving along the direction of the arrow in figure 4.3
two neighboring labels hi, hj are consistent if Uij(hi = 0, hj = 1,X , θ2) < Uij(hi =
1, hj = 0,X , θ2).
However, in contrast to 2-D images there exist no natural grid directions on curved 2-
manifolds by means of which the spatial ordering of the parts may readily be described.
Our CRF in (Zouhar and et al., 2010), for example, captures the relative spatial
arrangement of adjacent labels by means of the geodesic distance of the associated
vertices from the expected geodesic center of the corresponding parts. The geodesic
center of a part was defined as the average geodesic distance of all vertices of this
part from a reference point on the mesh assuming that such a reference point can be
consistently detected on all meshes. The average geodesic center across all training
surfaces is denoted as expected geodesic center of the part. The notion of ordering was
established by noting that a configuration of neighboring labels is more likely when each
assigned label is closer to its expected geodesic center.
The approach suffers from the following limitations: (1) the expected geodesic center of
a part provides only a loose reference across all surfaces especially when the intra-class
variation of the shapes is large, (2) the representation of non-local object properties,
such as the spatial ordering of the parts, is hard to express with local edge weights,
especially for high-resolution meshes.
While it is possible to think of more elaborate surface parametrization techniques
to consistently establish grid directions on a surface (Floater and Hormann, 2005)
we overcome the above limitations by introducing a parametric representation of the
transition boundaries between adjacent segments. Such a representation has at least two
advantages: (1) the spatial ordering of the parts may be described globally irrespective
of the mesh resolution by noting that a label must reside on the correct side of a
transition boundary, (2) global constraints may be imposed on the transition boundaries
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irrespective of the intra-class variability of the shapes. Recall that in the HA design
scenario the transition boundaries between adjacent parts constitute piece-wise planar
contours.
The above considerations give rise to a new set of constraints on the labels which we
refer to as global parametric transition prior.
Let b = (b1, ..., bB)
> denote a vector of transition boundaries between the adjacent
parts of an object where b`, 1 ≤ ` ≤ B represents a parametric representation of the
`th boundary. Moreover, let wi`(hi, b`,X ) ≥ 0 denote a cost function that penalizes
inconsistent relative arrangements of a label hi and a boundary b`. We define the
behavior of wi`(hi, b`,X ) as follows. If a label hi resides on the correct side of b` then
wi`(hi, b`,X ) = 0 and wi`(hi, b`,X ) > 0 otherwise.
Moving along the arrow in figure 4.3 if hi = 0, hj = 1 then wi`(hi = 0, b`,X ) = 0 and
wj`(hj = 1, b`,X ) = 0 where b` represents the boundary (solid green) between part
0 and part 1. Otherwise, for hi = 1, hj = 0 we obtain wi`(hi = 0, b`,X ) > 0 and
wj`(hj = 1, b`,X ) > 0. Consequently, the weighted sum
Wi(hi, b,X , θ3) = θ3
B∑
`=1
wi`(hi, b`,X ), θ3 ≥ 0, (4.2)
equals zero only if hi appears on the correct side of all transition boundaries b`.Adding
the transition prior in equation (4.2) to the energy function in equation (4.1) yields
U(h, b,X , θ) =
∑
i∈V
Ui(hi,X , θ1) +
∑
{i,j}∈E
Uij(hi, hj , θ2) +
∑
i∈V
Wi(hi, b,X , θ3), (4.3)
where θ = (θ1, θ2, θ3). The global parametric transition prior induces a spatial ordering
of the labels while at the same time enforcing a desired parametric form of the transition
boundaries.
The energy function in equation (4.3) gives rise to a conditional probability distribution
p(h, b|X ; θ) as
p(h, b|X ; θ) = exp(−U(h, b,X , θ))
Z(X , θ) , (4.4)
where
Z(X , θ) =
∑
h
∫
B
exp(−U(h, b,X , θ)) db. (4.5)
For the ear data we assume that the domain of integration B in equation (4.5) is limited
to planes passing through the mesh X . In particular we have B = 5 cutting planes
each of which is defined by three parameters so that in total we have 15 parameters and
B ⊂ R15.
In the following section we will specify the energy terms in equation (4.3). We will also
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make precise the remaining parameters θ1, θ2 and derive the corresponding learning and
recognition tasks.
4.3 Learning and inference
A large body of recent literature is devoted to the development of efficient inference
algorithms for CRFs and to the problem of parameter estimation in these structured
models (see, e.g., (Nowozin and Lampert, 2011; Koller and Friedman, 2009; Szeliski
et al., 2008; Sutton and Mccallum, 2006)). In the following two subsections we address
the tasks of estimating the maximum a posteriori (MAP) solution and learning for the
CRF in equation (4.4) where we make use of established methods such as graph cuts
(Boykov et al., 2001) and cross-validation (Hastie et al., 2001). The latter provides a
simple alternative to more elaborate loss-based learning schemas (Nowozin and Lampert,
2011) and maximum likelihood learning (Besag, 1977), (Nowozin et al., 2011) unless the
number of model parameters becomes unmanageably high.
4.3.1 Inference
The problem of inference is to find the most likely coherent assignment of the labels
h and of the transition boundaries b for a given observation X . We use the energy
minimization framework to jointly derive a MAP estimate of (h, b) in equation (4.3). The
minimization of the energy function U(h, b,X , θ) may be written as an unconstrained
optimization problem of the form
arg min
h,b
U(h, b,X , θ). (4.6)
In the following we define the unary and pairwise energy terms in equation (4.3) together
with the algorithm by means of which we solve the above optimization task.
The unary terms Ui(hi,X , θ1) in equation (4.3) measure how well a label hi fits the
observed data at a vertex i. As pointed out earlier these mappings tend to be complex
partly because the observed data take the form of high dimensional descriptors with
overlapping support regions giving rise to complex dependencies between the descriptors.
Specifically, we make use of 3-D shape contexts each of which captures the global shape
of a surface X relative to a vertex i. 3-D shape contexts are rich, highly discriminative
local descriptors which we found to work well on our data (see section 2.2). In this work
we use decision trees to model the unary interactions Ui(hi,X , θ1). Decision trees are
non-parametric and are well suited to represent rich functional relationships provided
sufficient training data is available. Many recent works in computer vision use decision
trees or a related variant, such as random forests (Breiman, 2001), (Shotton et al.,
2008)). We now briefly review relevant details about decision trees where we focus on
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binary trees because they are simpler to handle than n−ary trees. Moreover, any n−ary
tree can be transformed into an equivalent binary tree (Criminisi and Shotton, 2013).
Figure 4.4: Binary decision tree. Each non-terminal node (indicated as red circle) in
the binary tree compares the value of a learned “feature” (indicated as black square)
with a learned threshold. The terminal nodes represent distributions over the part labels
in the form of histograms over the descriptors that reach this node in the learning phase.
A learned decision tree partitions the input space into disjoint sets, say, R1, ...,RM
referred to as terminal nodes or leaf nodes. In our work the input space is the set of local
descriptors, say, {ξi} where each descriptor ξi is associated with a vertex i ∈ V. The leaf
nodes contain a classifier or a regressor which associates a class label or a continuous
value with ξi passed as an input at the root node. During testing, a descriptor ξi
traverses the tree until it reaches a leaf. Specifically, each tree leaf yields the posterior,
say, pm(η|ξi),m ≤M measured as the proportion of class η ∈ L examples stored at the
leaf in the learning phase, i.e.,
pm(η|ξi) = 1
Nm
∑
ξi′∈Rm
[ηi′ = η], (4.7)
where Nm denotes the number of training examples contained in Rm and ηi′ is the label
associated with ξi′ (see the illustration in figure 4.4).
In order to reduce the amount of possible over-fitting randomness may be injected into a
tree in the learning phase (see subsection 4.3.2 for details). The resulting tree is referred
to as randomized decision tree. Combining the predictions of T randomized trees, e.g.,
by averaging their posteriors yields a random decision forest. In our model we have
Ui(hi,X , θ1) = −θ1 log
(
1
T
T∑
t=1
ptm(hi|ξi)
)
, (4.8)
with ptm(hi|ξi) denoting the proportion of class hi labels at a leaf node indexed by m
when the descriptor ξi is presented as an input to the tth tree. The parameter θ1 ≥ 0 in
equation (4.3) acts as a trade-off parameter that weights the importance of the unary
terms.
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Let L = {0, 1, 2, 3, 4, 5} denote the label set according to table 4.1 and let GA denote
the part adjacency graph shown in figure 4.2. The pairwise cost Uij(hi, hj , θ2) incurred
by a labeling h must be consistent with GA. The well known Potts model (Potts, 1952)
Uij(hi, hj , θ2) = θ2 min{1, |hi − hj |}, (4.9)
for example, encourages piecewise constant labelings but it does not prevent incompat-
ible labels from being adjacent as required by definition 2.
Let δGA(hi, hj) denote the smallest number of links connecting two nodes in GA. The
cost function
Uij(hi, hj , θ2) = θ2δGA(hi, hj) (4.10)
both satisfies definition 2 and is consistent with the topology of GA. The trade-off
parameter θ2 ≥ 0 regularizes the influence of the pairwise terms in equation (4.3).
Equation (4.3) is NP-hard to minimize when the pairwise interactions between the labels
are modeled in terms of equation (4.9) since in this case the resulting energy function is
not submodular (see e.g. (Kolmogorov and Zahib, 2002)). Notice, that equation (4.10)
reduces to a Potts model when the pairwise interactions involve only the nodes {3, 4, 5}
in GA. From this it follows that the energy in equation (4.3) is also NP-hard to minimize
when the pairwise interactions are modeled in terms of equation (4.10). On the other
hand, since equation (4.10) is a metric over L we may resort to the expansion move
algorithm ((Boykov et al., 2001)) to approximately minimize the energy in equation
(4.3) with guaranteed optimality properties of the solution.
If we fix the labels h, the problem in equation (4.6) reduces to
arg min
b
U(h, b,X , θ) = arg min
b
∑
i∈V
Wi(hi, b,X , θ3) (4.11)
= arg min
b
B∑
`=1
∑
i∈V
wi`(hi, b`,X ), (4.12)
where we can drop the weighting parameter θ3 in equation (4.3) since it does not depend
on b. Since the transition boundaries between the adjacent segments are derived from
cutting planes passing through the mesh a label hi is located on the correct side of b` if
it satisfies y`(hi)<b`, zi> ≥ 0 where b` = (n`, d`) denotes a plane embedded in R3 with
normal n` ∈ R3, ||n`||2 = 1 and offset d` ∈ R. The mapping y`(hi) ∈ {−1,+1} indicates
whether a label hi is located on the positive side (+1) of b` or on the negative side (-1) of
b`. The vector zi = (z
1
i , z
2
i , z
3
i , 1)
> hereby represents the homogenous 3-D coordinates of
the associated vertex i. Three parameters are sufficient to define a transition boundary
b` when the unit normal n` is expressed by means of spherical coordinates, i.e., n` =
(sin θ` cosφ`, sin θ` sinφ`, cos θ`)
> where θ` ∈ [0, pi] is the inclination (elevation) angle
and φ` ∈ [0, 2pi) denotes the azimuth angle.
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Note, that in general the estimated labels h will give rise to non-planar transition
boundaries between the adjacent segments. This suggests constructing a set of planes
(b1, ..., bB)
> such that the labels are split as cleanly as possible. The resulting
optimization problem naturally involves minimizing a cost function that penalizes
inconsistent relative locations between labels and planes as described in section (4.2). A
suitable candidate function is the hinge loss (see e.g. (Nello and Shawe-Taylor, 2000)):
wi`(hi, b`,X ) = max {0; 1− y`(hi) <b`, zi>} . (4.13)
In the above equation the cost incurred by a misclassified label hi increases with its
Euclidian distance from the `th plane. On the other hand, the cost for a correctly
classified label tends to be zero. The optimization problem in equation (4.12) becomes
arg min
b1,...,bB
B∑
`=1
∑
i∈V
max {0; 1− y`(hi) <b`, zi>} (4.14)
and may be solved using a subgradient method (Boyd and Vandenberghe, 2004).
We get a very simple, EM-style optimization schema which is depicted in algorithm 1.
The runtime of the algorithm is mainly determined by the runtime of the expansion move
algorithm and by the runtime of the subgradient method (see section 5.2 for details). For
a typical outer ear surface with approximately 20000 vertices the algorithm terminates
after about 10 seconds on a standard PC (Intel Quad CPU, 2.4 GHz, 3.93 GB RAM)
where 10 iterations were found to be sufficient on our data.
Note, that given an estimate of the labels h the optimization problem in equation (4.11)
gives rise to a global solution since the transition prior in equation (4.13) is convex. In
turn, given an estimate of the transition boundaries b the expansion move algorithm finds
a lower or equal energy labeling h. From this it follows that the energy U(h, b,X , θ) in
equation (4.3) decreases monotonically giving rise to a local-global optimization schema.
Algorithm 1: Minimization of the energy in equation (4.3).
Input: surface X , iterations n
Output: (h, b)
1 Minimize equation w.r.t. hτ=0 using the expansion move algorithm;
2 for τ ← 1 to n do
3 Solve equation for bτ given hτ−1 using a subgradient method;
4 Minimize equation w.r.t. hτ given bτ using the expansion move algorithm;
5 end
6 return (h = hn, b = bn);
In figure 4.5 we show the typical monotonic behavior of the energy (4.3) when plotted
against the number of iterations of algorithm 1. The first 16 energy values are listed next
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1 8053270
2 77862.9
3 24038
4 20905.5
5 19494.1
6 18683.7
7 18038.6
8 17642.9
9 17318.9
10 17121.2
11 17038.1
12 16614.3
13 16467.3
14 16388.9
15 16300.8
16 16085.1
Figure 4.5: Typical monotonic behavior of the energy (4.3) as a function of the
number of iterations of algorithm 1. The first 16 energy values are plotted next to the
graph for comparison.
to the graph for comparison. After the first iteration the energy continues to decrease
much more slowly. About 10 iterations are sufficient on our data.
4.3.2 Learning
Given a labeled training set T = {(X , h, b)} we use a supervised algorithm to learn
the model in equation (4.3). The unary terms Ui(hi,X , θ1) hereby include two types of
parameters: (1) the decision forest structure assuming that the forest consists of binary
trees and (2) the importance weight θ1. The parameters θ2, θ3 regularize the influence of
the energy terms Uij(hi, hj , θ2) and Wi(hi, b,X , θ3), respectively. Ideally, we would like
to learn all model parameters jointly using a single objective function. However, whereas
the weights θ1, θ2, θ3 are continuous variables, the random forest is a large combinatorial
set. We therefore adopt a simple two-step heuristic: (1) learning of the decision forest
using the labeled training data and the information gain splitting criterion (Shotton
et al., 2008) and (2) estimation of the weights θ via cross-validation similar to (Winn
and Shotton, 2006).
Let {(ξ, η)}, η ∈ L denote the set of labeled descriptors taken from the surfaces in T a
binary decision tree is constructed as follows. Starting with the whole set {(ξ, η)} the
task is to “select” a split function, say, φ(ξ) ∈ [0, 1] by means of which the set is divided
into two disjoint subsets {(ξ, η)|φ(xi) ≤ µ} and {(ξ, η)|φ(xi) > µ}. In our work the
selection of φ(ξ) involves choosing a single feature of the input descriptors at random
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together with a threshold µ ∈ [0, 1] based on the information gain splitting criterion
discussed below. It is convenient to think of the input set {(ξ, η)} as the root node and
of the two subsets as the left and right children of the root node. The splitting process
is then recursively repeated at the child nodes in a greedy manner until some stopping
criterion is satisfied. Injecting randomness into a tree de-correlates the individual tree
predictions in a random forest and thus helps improving the generalization performance
of the resulting predictor in equation 4.8. For a discussion of various randomness models
the reader is referred to (Criminisi and Shotton, 2013).
A common node splitting criterion is the information gain I(φ, µ), i.e.,
I(φ, µ) = H({(ξ, η)}) − |{(ξ, η)|φ(ξ) ≤ µ}||{(ξ, η)}| H({(ξ, η)|φ(ξ) ≤ µ})
− |{(ξ, η)|φ(ξ) > µ}||{(ξ, η)}| H({(ξ, η)|φ(ξ) > µ}), (4.15)
with H(·) denoting the Shannon entropy, defined as
H({(ξ, η)}) = −
∑
η′∈L
p(η′) log p(η′), (4.16)
with
p(η′) =
|{(ξ, η)|η = η′}|
|{(ξ, η)}| . (4.17)
The best binary split maximizes the information gain I(φ, µ) at each node with respect to
φ and µ. The splitting process stops, for example, when the number of training examples
passed to a node reaches a predefined minimal amount or when a minimum value of the
information gain is obtained. Each terminal node or leaf node stores the distribution
over the part labels as a histogram of all the training examples which have reached
that node. For a test descriptor ξ the unary energy in equation (4.8) is then computed
by traversing T trees and taking the estimated class proportions in the terminal nodes
reached.
In conclusion, the key model parameters of the decision forest are: the node splitting
criterion, the stopping criterion, the node splitting functions, and the forest size T .
Additional post-hoc operations, such as tree pruning may improve the generalization
performance of the trees (see e.g. (Hastie et al., 2001)). However, in order to keep
the training process as simple as possible we follow the suggestion in (Criminisi and
Shotton, 2013) and proceed by growing full trees where each leaf contains only one
training example.
We now turn to the task of learning the weighting parameters θ = (θ1, θ2, θ3) in equation
(4.4). The task is to find an instance θ for which the resulting model generalizes
well on potential test cases. Since the number of model parameters is small we use
cross-validation to select the parameter values. Due to the moderate amount of labeled
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training data, we use hold-out validation to assess the performance of our model with
respect to θ where in this case the training data are randomly split into two halves and θ
is hand-optimized against one half. The label accuracy in equation (2.22) is minimized
over a coarse grid in parameter space by brute-force search. Once a suitable parameter
vector θ is found the random forest is fit to all the training data. See, for example,
(Hastie et al., 2001) for more details about cross-validation.
By contrast, when a model contains hundreds of weights cross-validation becomes
unfeasible and more elaborate learning techniques are needed. In section 4.5 we describe
an approximate maximum likelihood approach for parameter learning as a basis for
future work.
4.4 Experiments
In this section we validate the performance of the labeling model in equation (4.3)
where we will use increasingly complex models defined by: (1) θ1 = 1, θ2 = 0, θ3 = 0,
(2) θ1 > 0, θ2 > 0, θ3 = 0, and (3) θ1 > 0, θ2 > 0, θ3 > 0. As performance criterion we
use the label accuracy LA(X ) ∈ [0, 6] in equation (2.22) where a value of 6 indicates
complete agreement with the ground-truth and a value of zero indicates no agreement
with the ground-truth. Note, that the evaluation criterion jointly captures the quality of
the labels and the accuracy of the transition boundaries between the adjacent segments.
This is important since the HA design system requires both, the transition boundaries
and the part labels as an input. Also note, that in contrast to the classic Hamming loss
the Dice coefficient avoids overemphasizing large area parts over small area parts. The
ear anatomy, for instance, consists of both small and large area parts.
For supervised learning we randomly pick 90% of the labeled surfaces and set the
remaining 10% aside for testing which leaves us with a training set of 385 surfaces
and a test set of 43 surfaces. Moreover, in order to estimate the tree size T and the
weighting parameters θ1, θ2, θ3 via cross-validation we randomly split the training set in
two halves where one half is used for training and second half is used for validation.
In the first experiment the model in equation (4.3) reduces to a randomized decision
forest defined by (4.8). Each tree in the forest is learned using the procedure described
in the previous section. To better understand how the number of trees contained in the
forest affects the generalization performance of the predictor we conduct the experiment
with increasingly large forests ranging from T = 1 to T = 30. In figure 4.6 we plot
the label accuracy averaged over the training data (blue curve) and over the validation
data (red curve) as a function of the forest size. From the plot one can see that for
T > 10 both curves level off significantly suggesting that T = 10 is a reasonable forest
size whereas larger forests tend to over-fit the data.
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Figure 4.6: Label accuracy of the random forest over the training data (blue) and
over the validation data (red) plotted against the forest size. Both curves level off
significantly when the forest size exceeds the value of 10.
The labeling of the best test example and of the worst test example are depicted in figure
4.7 together with the ground-truth and a color map of the posterior probabilities ranging
from zero (blue) to one (red). One can see that the unary model leads to considerable
inconsistencies especially near the transition boundaries where the posterior probabilities
of the labels tend to be low. Over the test data the random forest predictor with ten
trees achieves a label accuracy LA(X ) = 3.90.
In the next experiment we validate the labeling model in equation (4.1) using the pairwise
interactions in equation (4.10). The weighting parameters θ1, θ2 were optimized against
one half of the training set via cross-validation by a search over a sensible range of
positive values. The final parameters used were: θ1 = 1, θ2 = 10. Figure 4.8 shows the
two best and the two worst test examples. A visual comparison of the result with the
ground-truth reveals several inconsistent labels despite the overall layout consistency
of the parts. Especially noticeable is that the part transitions between the adjacent
segments substantially deviate from the ground-truth. The label accuracy LA(X ) is
depicted below the surfaces. In the second row we show the result after fitting planes
to the labels to produce planar transition boundaries. The label accuracy over the test
data without fitting planes to the labels is 3.94. After fitting planes to the labels the
accuracy slightly increases to a value of 3.98.
We repeat the experiment to see how the model performs with infinity penalty between
labels in violated configurations. The parameters used were: θ1 = 1 and θ2 → ∞ in
violated configurations and θ2 = 0, otherwise. The associated test examples are shown
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(a) LA(X ) = 3.0 (b) Ground-truth (c) Posterior probability
(d) LA(X ) = 4.70 (e) Ground-truth (f) Posterior probability
Figure 4.7: Random forest testing using the model in equation (4.8) with T = 10
trees. Shown are the labels of the best test example (a) and of the worst test example
(d) together with the ground-truth (b,e). The degree of accuracy is depicted below
the test surfaces in (a) and (d). The corresponding posterior probabilities (c,f) ranging
from zero (blue) to one (red) indicate a high degree of uncertainty near the transition
boundaries between the parts.
in figure 4.9. Prior to fitting planes to the labels (see first row in figure 4.9) the label
accuracy over the test data is 3.89. After fitting planes to the labels (see second row in
figure 4.9) the accuracy increases slightly to a value of 3.94.
Next, in figure 4.10 we show the test result achieved by the CRF model in (Zouhar and
et al., 2010) before and after fitting planes to the labels. The model agrees with equation
(4.1) except for the pairwise terms which in contrast to (4.1) capture the relative layout
of the parts via input-dependent asymmetric pairwise potentials. In the figure one can
see many inconsistent labels despite the overall layout consistency. We would like to note
here that the unary terms in (Zouhar and et al., 2010) rely on a local shape descriptor
similar to the ISC introduced in section 2.1.4. Prior to fitting planes to the labels the
label accuracy over the test data is 3.26. After fitting planes to the labels the accuracy
increases slightly to a value of 3.28.
It turns out that the above considered models resolve some of the inconsistencies
obtained by the random forest predictor. Clearly, a stronger prior is needed to enforce the
required planar form of the transition boundaries between the parts. The quantitative
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(a) LA(X ) : 3.04 (b) LA(X ) : 3.25 (c) LA(X ) : 4.60 (d) LA(X ) : 4.71
(e) LA(X ) : 3.05 (f) LA(X ) : 3.28 (g) LA(X ) : 4.70 (h) LA(X ) : 4.96
(i) Ground-truth (j) Ground-truth (k) Ground-truth (l) Ground-truth
Figure 4.8: Semantic labeling using the model in equation 4.1 with pairwise terms
defined by (4.10). Shown are the two best and the two worst test cases in terms of the
label accuracy LA(X ) where a value of 6 is best. Note, in the first row how various
regions are over- and under-segmented. The part transitions between the adjacent
segments also differ greatly from the ground-truth. In the second row we show the
result after fitting planes to the labels. The labeling looks more appealing and the
label accuracy increases slightly.
improvement of the above models after fitting planes to the labels tends to be marginal.
In the next experiment we verify the label accuracy of the model in equation (4.3) where
we make use of the global parametric transition prior in equation (4.13). Like in the
previous experiments, cross-validation was used for model learning. The final weighting
parameters used are: θ1 = 1, θ2 = 10, θ3 = 10. In figure 4.11 we show the two best
and the two worst test examples together with the ground-truth, respectively. The label
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(a) LA(X ) : 2.57 (b) LA(X ) : 3.08 (c) LA(X ) : 4.70 (d) LA(X ) : 4.72
(e) LA(X ) : 2.57 (f) LA(X ) : 3.04 (g) LA(X ) : 4.84 (h) LA(X ) : 5.08
(i) Ground-truth (j) Ground-truth (k) Ground-truth (l) Ground-truth
Figure 4.9: Semantic labeling using the model in equation 4.1 with infinity penalty
between labels in violated configurations. Shown are the two best and the two worst
test cases in terms of the label accuracy LA(X ) where a value of 6 is best. Note, in the
first row how various regions are over- and under-segmented. The part transitions also
differ greatly from the ground-truth. In the second row we show the result after fitting
planes to the labels. The plane estimation in (e) failed due to the missing canal parts
in (a).
accuracy shown below the surfaces indicates a better agreement with the ground-truth
compared to the previous variants of the model. The label accuracy over the test data
hereby increases to a value of 4.1.
Finally, in figure 4.12 we show the test examples obtained by our competitor in (Baloch
et al., 2010a) together with the ground-truth where we computed the labels from the
detected plane features. A visual comparison with the surfaces shown in figure 4.11
hardly reveals any qualitative differences between the two methods. The statistics
computed over the test data in table 4.2, on the other hand, indicate that the labels
produced by our method agree slightly better with the ground-truth. Also note, that the
model (4.1) already achieves a competitive labeling performance compared to (Baloch
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(a) LA(X ) : 2.38 (b) LA(X ) : 2.54 (c) LA(X ) : 3.93 (d) LA(X ) : 3.94
(e) LA(X ) : 2.27 (f) LA(X ) : 3.22 (g) LA(X ) : 4.09 (h) LA(X ) : 4.34
(i) Ground-truth (j) Ground-truth (k) Ground-truth (l) Ground-truth
Figure 4.10: Semantic labeling using the model in (Zouhar and et al., 2010) with
input-dependent asymmetric pairwise interactions between the labels. Shown are the
two best and the two worst test cases in terms of the label accuracy LA(X ) where a value
of 6 is best. Note, in the first row how various regions are over- and under-segmented.
The part transitions also differ greatly from the ground-truth. In the second row we
show the result after fitting planes to the labels. The accuracy increases slightly except
for (e).
et al., 2010a).
The main advantage of the model in equation (4.3) is to bring in high-level (non-local)
knowledge about the part layout where geometric cues tend to be ambiguous. This
helps our algorithm to deal with subtle variations of the anatomy and noisy 3-D scans.
To handle the anatomical variability across individuals even more effectively in the next
chapter we consider a combination of multiple labeling models each of which captures the
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(a) LA(X ) : 3.22 (b) LA(X ) : 3.34 (c) LA(X ) : 4.85 (d) LA(X ) : 5.22
(e) Ground-truth (f) Ground-truth (g) Ground-truth (h) Ground-truth
Figure 4.11: Semantic labeling using the model in equation (4.3). Shown are the two
best and the two worst test cases in terms of the label accuracy LA(X ) where a value
of 6 is best. The labels better agree with the ground truth when the global parametric
transition prior is used in contrast to enforcing layout consistency solely by means of
pairwise consistency potentials.
Table 4.2: Various test statistics for the considered methods after fitting planes to
the labels: LA(X ) (average label accuracy), L˜A(X ) (median label accuracy), σLA(X )
(standard deviation of label accuracy). The methods used for comparison were: the
model in equation (4.1) with infinity penalty between labels in violated configurations
(Model 1), our model in equation (4.1) with pairwise terms defined by (4.10) (Model
2), our model in equation (4.3) (Model 3), the CES in (Baloch et al., 2010a) (Model 4),
the CRF model with spatial ordering constraints in (Zouhar and et al., 2010) (Model
5).
Model 1 Model 2 Model 3 Model 4 Model 5
LA(X ) 3.94 3.98 4.10 3.80 3.28
L˜A(X ) 3.93 4.00 4.10 3.79 3.27
σLA(X ) 0.52 0.47 0.48 0.49 0.60
label distribution of a shape class determined via non-parametric clustering in section
3.2. Our hypothesis is that improved performance can be obtained by combining multiple
models together in some way instead of using a single labeling model.
70 Chapter 4 Semantic part-labeling of 3-D ear implant objects
(a) LA(X ) : 2.75 (b) LA(X ) : 2.99 (c) LA(X ) : 4.81 (d) LA(X ) : 4.91
(e) Ground-truth (f) Ground-truth (g) Ground-truth (h) Ground-truth
Figure 4.12: Semantic labeling using the CES method in (Baloch et al., 2010a).
Shown are the two best and the two worst test cases in terms of the label accuracy
LA(X ) where a value of 6 is best.
4.5 Discussion
We presented a CRF model for the semantic part-labeling of outer ear surfaces. We have
demonstrated the capability of the model to deal with subtle variations of the anatomy
by incorporating high-level information about the object structure. Specifically, by
introducing the concept of a global parametric transition prior high quality results were
obtained.
Optimization was carried out by alternating estimation of the labels and of the transition
boundaries. One limitation of the approach is that despite the global subgradient
optimization over the transition prior parameters the multi-label optimization task is
NP-hard necessitating approximations which may give rise to local optima corresponding
to poor solutions.
Cross-validation (hold-out validation) provided a simple way to select the weighting
parameters θ. On the other hand when the number of parameters becomes unman-
ageably high other well established methods such as maximum likelihood learning or
loss-based learning in the structured support vector machine (SSVM) framework may
be preferable for model learning. Both, learning time and testing time of our model are
heavily dominated by the descriptor computation especially when performed on high
resolution meshes.
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Although we did not provide a direct comparison to (Kalogerakis et al., 2010) using the
Princeton segmentation benchmark (PSB) system we would argue that our prior model
is superior to (Kalogerakis et al., 2010), especially, when the local geometric cues (e.g.,
ridges, bumps, concavities) are insufficient to recognize part boundaries with an a-priori
known parametric form. Consider, for example, the case of subtle shape variations in
form of bends which are typical for organic shapes. In this case the geometry dependent
likelihood of a difference in labels, as proposed in (Kalogerakis et al., 2010), tends to be
constant (or zero) across the surface and is therefore not a meaningful indicator for the
presence of a transition boundary.
One limitation of the model as stated in equation (4.3) is that there is no incentive
for the correct relative spatial arrangement of the transition boundaries. This could be
achieved by incorporating a prior on the relative location and orientation of the transition
boundaries and hence favoring hypothesis where both the shape of the boundaries and
their relative layout better agree with the ground-truth.
We believe that the proposed model is well suited in a semi-automatic setting where
a domain expert may be asked to fine-tune the estimated transition boundaries of a
labeled surface.
4.5.1 Maximum pseudolikelihood parameter estimation
In this subsection we briefly show how the pseudolikelihood method (Besag, 1977) may
be used to overcome the computational limitations of maximum likelihood estimation
of the weighting parameters θ = (θ1, θ2, θ3)
>, θ1, θ2, θ3 ≥ 0. To that end we treat θ as a
random vector and the task is to maximize the posterior probability of θ given a labeled
training set T = {Xn, hn, bn}Nn=1 of i.i.d. examples, so that
θ∗ = arg min
θ
[− log p(θ|T )] (4.18)
= arg min
θ
[
− log p(θ)−
N∑
n=1
log p(hn, bn|X n, θ)− log p(hn, bn|X n)
]
, (4.19)
where
p(θ|T ) = p(θ)
N∏
n=1
p(hn, bn|X n, θ)
p(hn, bn|X n) . (4.20)
The superscript n hereby denotes the nth training example (X n, hn, bn). The prior
distribution p(θ) over θ regularizes the weights. One may use the Normal distribution
N (0, σI), σ > 0, so that − log p(θ) is of the form 1
2σ2
||θ||2 + C(σ) where C(σ) is a
constant term not depending on θ. Omitting all constant terms in equation (4.19) leads
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to the following optimization problem
θ∗ = arg min
θ
[
||θ||2
2σ2
−
N∑
n=1
log p(hn, bn|X n, θ)
]
. (4.21)
The quantity ||θ||
2
2σ2
may be interpreted as a trade-off parameter between the generalization
performance of the model and its classification performance over the training data.
The pseudolikehood method offers an efficient approximate way to solve the optimization
task in equation (4.21). The pseudolikehood derives from the per-variable conditional
distributions p(hi|V\{i}, b,X , θ) and p(b`|{b1, ..., bB}\{b`}, h,X , θ). By defining Li(θ) =
− log p(hi|V\{i}, b,X , θ) and L`(θ) = − log p(b`|{b1, ..., bB}\{b`}, h,X , θ) we may write
the optimization task in equation (4.21) in terms of the negative log-pseudolikelihood
Lnpl(θ) averaged over the training data, i.e.,
θ∗ = arg min
θ
[
||θ||2
2σ2
+
N∑
n=1
Lnnpl(θ)
]
, (4.22)
where Lnnpl(θ) denotes the negative log-pseudolikelihood of the nth training example,
i.e.,
Lnnpl(θ) =
1
|Vn|+B
|Vn|∑
i=1
Lni (θ) +
B∑
`=1
Ln` (θ)
 . (4.23)
The normalization factor in equation (4.23) is composed of the number of vertices per
training surface plus the number of transition boundaries where in our case we have
B = 5. Using equations (4.3)–(4.5) the functions Lni (θ), L
n
` (θ) in equation (4.23) are
given by
Lni (θ) = Ui(h
n
i ,X n, θ1)+Wi(hni , bn,X n, θ3)+
∑
{i,j}∈En
Uij(h
n
i , h
n
j , θ2)+logZi(X n, bn, θ),
(4.24)
Ln` (θ) = θ3
|Vn|∑
i=1
max{0; 1− y`(hni ) <bn` , zni >}+ logZ`(X n, hn, θ), (4.25)
where Zi(X n, bn, θ) and Z`(X n, hn, θ) constitute per-variable normalizing factors each of
which is given by
Zi(X n, bn, θ) =
∑
hi∈L
exp
−Ui(hi,X n, θ1)−Wi(hi, bn,X n, θ3)−∑
{i,j}∈En
Uij(hi, h
n
j , θ2)
,
(4.26)
Z`(X n, hn, θ) =
∫
B`
exp
−θ3|Vn|∑
i=1
max{0; 1− y`(hni ) <b`, zni >}
db`. (4.27)
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The integral in equation (4.27) may be approximately solved in terms of the sum over
the ground-truth examples b` each of which resides in the domain B` of valid transition
boundaries of type `, i.e.,
Z`(X
n, hn, θ) ≈
∑
b`∈B`
exp
−θ3|Vn|∑
i=1
max{0; 1− y`(hni ) <b`, zni >}
 . (4.28)
Since the function Lnpl(θ) is differentiable and convex we will find its global optimum,
for example, via gradient descent. A suitable value for the prior hyperparameter σ > 0
may be selected, for example, using cross validation.
Although we did not provide experimental validation we would like to mention that the
proposed learning schema is very efficient since the complexity to compute the objective
in equation (4.23) and its gradient is linear in the number of vertices |V|, in the total
number of transition boundaries BN contained in the training set T and in the size of
the label set L, i.e., we have O(|V||L|BN).

Chapter 5
Joint shape classification and
labeling of 3-D ear implant
objects
Organic shapes such as teeth and the human outer ear are typical examples of object
classes with a large variability in shape. It is extremely challenging to automatically
interpret (to label) the anatomy of such objects consistently. Image analysis methods
often combine category specific segmentation models with shape prior models to cope
with the visual variability and other non-ideal conditions. These combined models tend
to be complex resulting in high computational costs of learning and recognition. See
for example (Kumar et al., 2005; Flach and Schlesinger, 2008; Winn and Shotton, 2006;
Hoiem et al., 2007) and the references therein. Furthermore, the use of shape prior
models is rather limited to object classes for which the nature of the underlying shape
variation is known and relatively simple to model. This, however, is not the case for
organic shapes in general and for the human outer ear in particular.
To overcome this difficulty the idea is to train an ensemble of CRFs in which a single
CRF models the label distribution of a distinct group of objects with a similar shape.
The partitioning of a data set into smaller subsets is performed prior to learning the
CRFs, for example, via manual selection by domain experts or via clustering (see e.g.
chapter 3). Instead of averaging the label estimations of the models an alternative form
of model combination is to select one of the models to label an input 3-D mesh.
The combination of shape specific labeling models has several advantages. Firstly, each
model may be kept simple. No additional shape prior is needed to ensure consistency
of the labels across all objects. Secondly, no model assumption about the nature of the
shape variation is needed. The shape information is captured in terms of shape classes
for which the CRFs are learned. Thirdly, the MAP energies of the inferred labels may be
used for classification. This is a key aspect of our work, since the energy value associated
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with the optimal labeling can normally not be regarded as a readily useful quantity.
The shape specific labeling problem may also be formulated within the SSVM framework
(Nowozin and Lampert, 2011). However, from a practical point of view this may be
inconvenient especially when larger data sets are involved. For example, relearning of
a SSVM classifier involves all training instances each time a novel observation is added
to the training data. Our approach requires a single shape specific labeling model to be
relearned together with a few additional classifier parameters. This only involves data
members of the shape class to which a novel observation is assigned.
Much of the content in this chapter is based on our work in (Zouhar et al., 2013). The
main difference to (Zouhar et al., 2013) is that the individual models used in the model
described below are defined by (4.3). In the next section we derive the joint classification
and labeling model. The associated learning and inference tasks are addressed in section
5.2. We demonstrate the capability of our model on the ear data set in section 5.3 and
conclude with a discussion in section 5.4.
5.1 The model
We consider the following model. Let K denote the number of distinct groups of surfaces
with a similar shape and let us denote one such group as the shape class k ∈ {1, ...,K}.
As indicated above the partitioning is done via manual selection or via unsupervised
clustering of a representative set of surfaces. The result is a labeled and classified
training set of surfaces (see figure 3.6). To simplify the notion we define y = (h, b)>
where h is the labeling of a surface X and b represents the transition boundaries between
the adjacent segments like in the previous chapter.
The joint probability distribution over elementary events (X , y, k) may be written as
p(X , y, k) ∝ p(k|X )p(y|X , k). (5.1)
The labeling model associated with the kth shape class appears as the conditional
probability distribution
p(y|X , k) = exp(−U(X , y, k))
Z(X , k) , (5.2)
where U(X , y, k) denotes the energy of y under the kth model and Z(X , k) denotes the
observation specific partition function of the kth labeling model. The energy function
U(X , y, k) is defined by (4.3). The distribution p(k|X ) on the right hand side of equation
(5.1) measures the confidence for a surface X to be a member of class k based on its
shape.
We define the joint classification and labeling problem as the task of maximizing equation
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(5.1) with respect to k and y, i.e.,
f(X ) = arg max
k
max
y
p(k|X )p(y|X , k), (5.3)
or equivalently
f(X ) = arg max
k
max
y
[log p(k|X ) + log p(y|X , k)] (5.4)
= arg max
k
max
y
[β(X , k)− U(X , y, k)] , (5.5)
where
β(X , k) = log p(k|X )− logZ(X , k). (5.6)
Notice, that the two terms in equation (5.6) have similar qualitative properties. When
the K shape classes form compact clusters the posterior probability p(k|X ) will be
peaked, that is, if X belongs to class k the first term in equation (5.6) assumes a large
value and a small value otherwise. Likewise, for a given X the partition function Z(X , k)
assumes a large value if X belongs to class k and a small value otherwise because, in
the former case, there should exist labelings with both high and low energies. It is
therefore reasonable to assume that equation (5.6) may be approximated by a sum of
two univariate functions, say,
β(X , k) ≈ β(X ) + k, (5.7)
where β(X ) depends on X and k depends on k. In general, this may not be true but
the assumption in equation (5.7) is weaker than, e.g., to assume the decomposability of
Z(X , k). We provide empirical evidence in section 5.3.
Equation (5.5) then simplifies to
f(X ) = arg max
k
[
k −min
y
U(X , y, k)
]
. (5.8)
To further simplify the notation we define
qk(X ) = −min
y
U(X , y, k), (5.9)
and obtain the expression
f(X ) = arg max
k
[qk(X ) + k] . (5.10)
The free parameters of the resulting classifier f(X ) comprise the parameters of the K
energy functions as in equation (4.3) and the class specific constants  = (1, ..., K)
>.
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5.2 Learning and inference
The classifier in equation (5.10) takes a linear form with K discriminant functions
qk(X ) + k. We now describe the associated learning and recognition tasks.
5.2.1 Learning
Given a classified and labeled training set T we learn the unary and pairwise parameters
for each of the K labeling models in equation (4.3) using a supervised algorithm, such
as the one described in section 4.3.2. Approximate MAP inference is then carried out
using algorithm 1 after which the quantities qk(X ) in equation (5.10) are computed. We
now describe the procedure for learning the class specific constants  = (1, ..., K)
>.
For a training surface X ∈ T with known class association k the classifier f(X ) correctly
decides for k if
qk(X ) + k > qk′(X ) + k′ , ∀k′ 6= k. (5.11)
Thus, for each X ∈ T there are K − 1 constraints of the form (5.11) yielding a total of
(K − 1)|T | constraints for the training set T . We follow the Support Vector Machine
(SVM) approach and minimize the upper bound of the empirical risk with respect to ,
i.e.,
L() =
∑
X
∑
k′ 6=k
max {0, 1− qk(X )− k + qk′(X ) + k′} , (5.12)
where k ≤ K denotes the true class of a surface X . In the literature equation (5.12)
is often referred to as the hinge loss function. Since L() is convex a minimizer ∗ =
arg min L() can be obtained globally. Furthermore, L() is subdifferentiable (Boyd and
Vandenberghe, 2004) and can be minimized iteratively using a subgradient method.
A typical subgradient method iterates
(n+1) = (n) − ϑng(n) (5.13)
where g(n) denotes the subgradient of L((n)) at (n), ϑn denotes the step size and n ≥ 0
is the iteration index. The subdifferential of equation (5.12) is given by
∂L() =
∑
i
∂Li(), (5.14)
where the sum is over all inequalities in equation (5.11) and all X .
If for the current (n) and for the tth example X , (t ≤ |T |) we have qk(X ) + (n)k −
qk′(X )− (n)k′ ≤ 1 then g(n)k = −1 and g(n)k′ = 1 with g(n)k and g(n)k′ denoting the kth and
k′th component of the subgradient of Li((n)). Otherwise the subgradient of Li((n)) is
equal to zero.
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The step size ϑn in equation (5.13) is determined prior to running the iteration. ϑn is a
function of the step size along the direction of the negative subgradient for which many
different types of rules exist, e.g.,
ϑn ≥ 0,
∞∑
n=1
ϑ2n <∞,
∞∑
n=1
ϑn =∞. (5.15)
One typical example is ϑn = a/(c + n), where a ≥ 0 and c > 0. A common choice is
a = c = 1.
Algorithm 2 summarizes the subgradient method for solving the task ∗ = arg min L().
Algorithm 2: Subgradient method for solving ∗ = arg min L().
Input: Training set T , Class alphabet {1, ...,K}, Iterations N ≥ 1
Output: A minimizer ∗
1 (0) ← 0;
2 for n← 0 to N − 1 do
3 g(n) ← 0; // Initialize subgradient of L((n)) with zero
4 for t← 1 to |T | do // T = {X1, ...,Xt, ...,X|T |}
5 for k′ ← 1 to K and k′ 6= k do // k is true class of Xt ∈ T
6 if qk(Xt) + k − qk′(Xt)− k′ ≤ 1 then
7 g
(n)
k ← g(n)k − 1; // Update kth component of g(n)
8 g
(n)
k′ ← g(n)k′ + 1; // Update k′th component of g(n)
9 end
10 end
11 end
12 (n+1) ← (n) − g(n)/(n+ 1);
13 end
14 ∗ = (N);
5.2.2 Inference
Given a test surface X recognition is carried out by first running algorithm 1 for each of
the K labeling models. The energy values returned by the algorithm are then used to
compute the quantities qk(X ) after which equation (5.10) is solved. In the next section
we provide experimental results on the ear data set.
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5.3 Experiments
We have experimented with the joint classification and labeling model using the same
data set as in section 4.4. Our main objective here is to see how accurate the model is
compared to the label performance of a single model in equation (4.3).
Iteration
Optimization of  = (1, ..., K)
>
Figure 5.1: Typical non-monotonic behavior of the subgradient-based optimization
of the parameter vector  using algorithm 2. The algorithm converges quickly after a
few iterations.
First, the entire data set was partitioned into K = 5 clusters where we make use of the
result in section 3.3. The resulting shape classes are depicted in figure 3.6. The next step
is to learn the K labeling models as described in section 5.2 using the cluster members
except for the test data. Prior to learning the class specific constants  the quantities
qk(X ) are computed via equation (5.9). The class specific constants  are then learned
using algorithm 2. The latter converges quickly after a few iterations as depicted in
figure 5.1.
For a test surface the solver returns the estimated class and the labels. If  is set to
zero, i.e., when k is removed from equation (5.10) then about 71% of the training data
and 32% of the test data were assigned to the correct cluster, i.e., the learned shape
class while at the same time the labeling model of this class generated the best quality
labeling. On the other hand, for the learned vector ∗ 6= 0 a correct class assignment
was achieved for 93% of the training data and for 81% of the test data while at the same
time the labeling model of the assigned classes performed best.
Figure 5.2 illustrates the result of four test candidates. The first column shows the
ground truth labels. The second column depicts the label result when a single model
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Ground truth Single model,LA(X ) : 3.89 Proposed,LA(X ) : 5.01
Ground truth Single model,LA(X ) : 4.62 Proposed,LA(X ) : 5.15
Ground truth Single model,LA(X ) : 3.99 Proposed,LA(X ) : 5.21
Ground truth Single model,LA(X ) : 3.15 Proposed,LA(X ) : 5.36
Figure 5.2: Example segmentations using a single labeling model (middle) and the
joint shape classification and labeling model (right). The boundary estimation between
adjacent segments fails (4th row, middle) when at least one part is missing due to over-
and under-segmentation. The label accuracy LA(X ) ∈ [0, 6] is indicated below the
surfaces where a value of 6 is best.
defined by (4.3) is used. Note, how various regions are over- and under-segmented.
The third column shows the result obtained with the joint classification and labeling
model for which in these cases we observe a better agreement with the ground truth.
The quality of labeling is indicated by the quantity below the surfaces with 6 being the
maximum score. The label accuracy for a surface is defined by (2.22).
Figure 5.3 depicts the label result of four test examples when the estimated shape classes
differ from the learned classes (middle) and when the surfaces are assigned to the learned
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Ground truth  = 0,LA(X ) : 3.56 ∗,LA(X ) : 4.63
Ground truth  = 0,LA(X ) : 3.60 ∗,LA(X ) : 4.41
Ground truth  = 0,LA(X ) : 4.13 ∗,LA(X ) : 4.44
Ground truth  = 0,LA(X ) : 3.03 ∗,LA(X ) : 5.25
Figure 5.3: Labeling using the joint shape classification and labeling model with
 = 0 (middle) and with the learned ∗ 6= 0 (right). The model associated with the
learned shape class of a test candidate performs best (right). The boundary estimation
between adjacent segments fails when at least one part is missing due to over- and
under-segmentation (4th row, middle). The label accuracy LA(X ) ∈ [0, 6] is indicated
below the surfaces where a value of 6 is best.
classes (right). The result shows that in these cases the labeling model of the learned
class achieves the best agreement with the ground truth. The outcome of the experiment
provides empirical evidence for the assumption in equation (5.7).
We repeat the above experiment using a smaller data set to see how the label accuracy
of the combined model changes when the posterior probability p(k|X ) in equation (5.1)
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Prototype 1 Cluster member (1) Cluster member (2)
Prototype 2 Cluster member (1) Cluster member (2)
Figure 5.4: Low intra-cluster variability. Shown are two cluster prototypes (first
column) together with two randomly selected cluster members depicted in the same
row. Each cluster member was derived from the prototype via small local deformations.
Notice, how similar the shapes inside the clusters are. On the other hand the surfaces
residing in different clusters look much more different. Opposite anatomical sides
are hereby irrelevant. The prototypes are the same surfaces shown in figures 3.6(d)
(prototype 1) and 3.6(c) (prototype 2).
tends to be more peaked. To achieve this we pick two very different looking cluster
prototypes found earlier in section 3.3 and generate a data set of 20 surfaces per cluster
via small local deformations of the prototypes. The deformations were carried out
manually using HA design software. A test set of 10 surfaces was then randomly selected
from the data which leaves us with a training set size of 30 surfaces. In figure 5.4 we
show the two cluster prototypes together with two randomly selected cluster members
for a visual inspection.
We report the following preliminary results: 96% of the training data and 88% of the
test data were assigned to the correct class while at the same time the label accuracy of
the associated model was best. The label accuracy over the test data was 5.14 suggesting
that the performance of the combined model increases when the intra-cluster variability
is small compared to the variability across all data. In figure 5.5 we show the two best
and the two worst test examples of the modified data set. For a fair validation we also
trained and tested a single model on the reduced data set for which we obtain a label
accuracy of 4.81 over the test data indicating a performance gain of about 6% for the
combined model.
In table 5.1 we show the label accuracy of the combined model described in this chapter
together with the label accuracy of the combined model in (Zouhar et al., 2013) where a
Potts prior was used for the pairwise terms in equation (4.1). To ensure a fair comparison
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Accuracy: 4.41 Accuracy: 4.73 Accuracy: 5.36 Accuracy: 5.49
Ground truth Ground truth Ground truth Ground truth
Figure 5.5: Semantic part-labeling of a data set with low intra-cluster variability
using the joint shape classification and labeling model. The top row shows the two
worst and the two best test examples from left to right together with the ground truth
labels in the bottom row. The label accuracy is indicated below the surfaces with 6
being the best value. The label accuracy of the combined model tends to increase when
the intra-cluster variability decreases.
Table 5.1: Various test statistics for model comparison: LA(X ) (average label
accuracy), L˜A(X ) (median label accuracy), σLA(X ) (standard deviation of label
accuracy). The methods used for comparison were: the combined model in (Zouhar
et al., 2013) (Model 1), our combined model (Model 2), our model in equation (4.3)
(Model 3), our combined model with reduced intra-cluster variability (Model 4).
Model 1 Model 2 Model 3 Model 4
LA(X ) 3.35 4.21 4.10 5.14
L˜A(X ) 3.31 4.20 4.10 5.13
σLA(X ) 0.60 0.46 0.48 0.40
planes were fit to the labels prior to computing the accuracy over the test data. Moreover,
we add the label accuracy of a single model defined by (4.3) to the table as a reference.
From the test statistics one can see that the combined model developed in this work
performs better than the combined model in (Zouhar et al., 2013). Also note, that
the model defined by (4.3) outperforms the combined model in (Zouhar et al., 2013).
By comparison, on the original data set, little gain in performance is achieved by the
combined model in contrast to using a single model in isolation. On the other hand,
the preliminary experiment on the smaller data set indicates increased performance of
the combined model when the intra-cluster variability is low compared to the variability
across all data examples. From this it follows that the combined model tends to work
well when the underlying data exhibit a natural cluster structure.
Chapter 5 Joint shape classification and labeling of 3-D ear implant objects 85
5.4 Discussion
The variability of organic shapes is often complex and difficult to model. A recognition
algorithm that automatically interprets the anatomy of such object classes must be able
to cope with the variability to avoid misinterpretations. We introduced a joint shape
classification and labeling model that integrates shape information in terms of multiple
shape specific CRFs each of which was learned in a supervised manner using a training set
of surfaces with a similar shape. Having such a combined model has the great advantage
that we do not have to deal with possibly complex parametric representations of shape.
As demonstrated in the experiments the label accuracy improves over using a single
model of comparable complexity providing the intra-cluster variability of the shape
classes is small compared to the variability across all data examples.

Chapter 6
Summary and conclusion
Numerous applications in computer vision utilize part-based approaches to interpret
visual scenes composed of different kinds of objects. Likewise, a single isolated object
may be recognized as a whole when the global layout of its parts agrees with known
object patterns. This work emphasized on the importance of higher level knowledge
about the object structure for the recognition of known object classes which may not be
readily derived from geometric cues.
We introduced and further developed a CRF model for the semantic part-labeling of ear
implants. Higher level knowledge hereby included the spatial layout of the object parts
and the parametric form of the transition boundaries between the parts.
Moreover, to better cope with the intra-class variability we investigated a joint shape
classification and labeling model. The principle idea was to utilize multiple CRFs in a
combined model each of which was learned on a subset of training surfaces with a similar
shape. We argued that the accuracy of a shape specific labeling model increases when
the intra-cluster variability decreases because in this case the conditional probability
of a shape class given a surface provides stronger evidence in favor of or against the
associated labeling model. Moreover, our approach did not require a parametric shape
model which is often difficult to find especially when the variability of the shapes is
complex or unknown.
We also looked deeply into the behavior of several local descriptor schemas. On our data
many of the considered descriptors suffered from ambiguities due to their abstraction
from details. Rich descriptors tend to better capture subtle variations in shape, however,
often at the expense of higher computational costs. This is one reason why some
applications prefer to use small sets of prominent features (interest points) at which
the descriptors are computed. However, the characteristic features may be hard to
detect consistently when the shapes undergo significant variations as it was the case for
the ear implants. For a variety of recognition tasks we therefore treated an object as
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a dense set of local descriptors without requiring that the locations of the descriptors
correspond to features or key-points on the surface.
This thesis contributed in several ways to the goal of automation in digital HA
manufacturing. Starting with the intra-patient registration of ear implants we developed
a generalized inter-patient registration schema which also provided the foundation for
a notion of distance between the shapes. Based on the notion of shape distance we
employed an established non-parametric clustering schema to group the surfaces into
sets of similar shapes with prototypical exemplars. The resulting shape clusters were
interpreted as shape model of the outer ear without making assumptions about the
underlying probability distribution of the shapes.
While our semantic part-labeling framework has a very competitive performance
compared to the approach in (Baloch et al., 2010a) for this task it is important to
note that the CES in (Baloch et al., 2010a) gives rise to a comprehensive profile of
the ear which is well suited for a variety of tasks such as feature guided registration
and classification. We believe that the automatic design of HAs greatly benefits when
different algorithms can collaborate with each other to arrive at a combined solution.
Moreover, we think that most of the algorithms developed in this work are not limited
to HAs and are useful for other classes of 3-D meshes.
6.1 Outlook
The use of highly discriminative local shape descriptors has proven to be essential for the
semantic part-labeling of ear implants. The underlying labeling model becomes more
versatile when the employed descriptors are also fast to compute. Despite its excellent
discriminative performance on our data 3-D shape contexts, for example, are costly to
compute for high resolution meshes. The same is true for other descriptor schemas
including the proposed shape image descriptor. Hence, 3-D descriptors that are fast to
compute and capable to cope with different classes of transformations are an important
direction of further research. A more recent work can be found, for example, in (Boyer
et al., 2011).
In the future we also plan to investigate how well the semantic part-labeling framework
works for other classes of 3-D meshes for example those in the PSB system (Chen et al.,
2009).
Another line of research is concerned with the learning and inference of the labeling
model. For example, in the alternating variable framework the original inference problem
was decomposed into two “easier” subproblems for which we computed a global minimum
or a good lower bound of the underlying energy function. Specifically, the optimization
was carried out with respect to each variable in turn whilst keeping the other variables
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fixed.
The part-based recognition problem becomes significantly more complicated when the
observed object is unknown and at most partially similar to a priori known object
patterns. As an illustration, consider the 3-D shape of a centaur shown in figure 6.1. At
the object level a centaur is neither a horse nor a man. On the other hand, the concept
of a centaur can be derived from known object patterns (the upper part of a human body
and the bottom part of the horse body) by finding the individual parts. The underlying
problem of partial similarity of 3-D objects is another important research topic which
has recently been addressed, e.g., in (Shapira et al., 2010; A. M. Bronstein and Kimmel,
2009).
Figure 6.1: Partial similarity of objects. A large part of the centaur is similar to a
horse while at the same time a large part of the centaur is similar to a man. Considered
globally, a centaur is neither a horse nor a man.
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