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Sur les automorphismes réguliers de C
k
Henry de Thélin
Résumé
Nous montrons l'uniité de la mesure d'entropie maximale pour les automorphismes
réguliers de Ck.
Abstrat
We show the uniqueness for the measure of maximal entropy for regular automor-
phisms of Ck.
Mots-lefs : dynamique omplexe, ourants, entropie.
Classiation : 37Fxx, 32H50, 37A35, 37Dxx.
Introdution
Soit f : X → X une appliation holomorphe ou méromorphe sur une variété omplexe
ompate X. Quand on sait onstruire une mesure invariante d'entropie maximale pour f ,
une question naturelle est de savoir si f en possède d'autres.
Lorsque f est une appliation de Hénon de C2 (voir [1℄), un Hénon-Like (voir [10℄), ou
un endomorphisme holomorphe de P
k(C) (voir [16℄ et [17℄ pour la dimension 1 et [3℄ pour
la dimension supérieure), f possède une unique mesure d'entropie maximale.
Dans et artile, nous nous intéressons à ette question pour les automorphismes régu-
liers de C
k
(voir [21℄ ou le paragraphe 1 pour la dénition).
Pour f un automorphisme régulier de Ck, N. Sibony a onstruit dans [21℄ la mesure
d'équilibre µ et elle-i est d'entropie maximale (voir [12℄). L'objetif de et artile est alors
de démontrer le théorème suivant :
Théorème 1. La mesure µ est l'unique mesure d'entropie maximale de Ck pour f .
Pour démontrer e théorème, nous suivrons l'approhe utilisée par E. Bedford, M.
Lyubih et J. Smillie dans le as des appliations de Hénon (voir [1℄). Il s'agira de hanger
un ertain nombre d'arguments qui sont propres à la dimension 2.
1
1 Rappels
Dans e paragraphe, nous faisons des rappels sur les automorphismes réguliers de C
k
et nous donnons quelques propriétés qui nous serviront notre démonstration du théorème.
1.1 Automorphismes réguliers de Ck
Soit f un automorphisme polynomial de Ck. On peut étendre f en une appliation
birationnelle de P
k(C) et nous noterons enore f ette extension. Soient I+ et I− les en-
sembles d'indétermination respetivement de f et f−1. L'automorphisme f est dit régulier
lorsque I+ ∩ I− = ∅ (voir [21℄).
Dans toute la suite, nous onsidèrerons f un automorphisme régulier de Ck. Voii
quelques unes de ses propriétés (voir [21℄ et [9℄).
Il existe un entier s tel que dim I+ = k − s− 1 et dim I− = s− 1. Ces ensembles sont
ontenus dans l'hyperplan à l'inni L∞ et on a f(L∞\I+) = f(I−) = I− et f−1(L∞\I−) =
f−1(I+) = I+. Si d± désignent les degrés algébriques de f et f
−1
, alors ds+ = d
k−s
− .
Rappelons maintenant la dénition des degrés dynamiques dq de f (voir [20℄). On pose
δq(f) :=
∫
Pk(C) f
∗(ωq) ∧ ωk−q pour q = 0, . . . ,k et on a :
dq := lim
n→∞
(δq(f
n))1/n.
Les automorphismes réguliers de C
k
sont des as partiuliers des appliations biration-
nelles régulières de T.-C. Dinh et N. Sibony (voir [8℄). Il résulte de leur artile [8℄ que
dq = d
q
+ pour q = 0, . . . ,s et dq = d
k−q
− si q = s, . . . ,k.
Soient K+ (respetivement K−) l'ensemble des points z de C
k
pour lesquels l'orbite
(fn(z))n≥0 (respetivement (f
−n(z))n≥0) est bornée. On a K± = K± ∪ I±. L'ensemble I+
est attirant pour f−1 : ela signie qu'il existe un voisinage V+ de I+ tel que f
−1(V+) ⋐ V+
et ∩n≥0f−n(V+) = I+. De même, l'ensemble I− est attirant pour f et on notera V− un
voisinage de I− disjoint de V+, ave f(V−) ⋐ V− et ∩n≥0fn(V−) = I−. Il déoule de es
propriétés que le bassin d'attration pour f−1 de I+ est égal à P
k(C) \K− et que le bassin
d'attration pour f de I− est égal à P
k(C) \K+.
La suite de (1, 1) ourant dn±(f
±n)∗ω onverge vers le ourant de Green T±. Rappelons
brièvement une démonstration (elle de [13℄) de ette onvergene ar elle nous sera utile
dans la suite.
On a
f∗ω
d+
= ω + ddcu où u est une fontion quasi-psh qui est lisse en dehors de I+ et
qui peut être supposée négative. En itérant ette relation, on a :
Tn,+ =
(fn)∗ω
dn+
= ω + ddc
n−1∑
i=0
u ◦ f i
di+
.
La suite vn =
∑n−1
i=0
u◦f i
di+
est bornée en dehors de V+. Elle déroît don vers une fontion
quasi-psh v∞ qui est ontinue en dehors de I+. De plus la suite ω+dd
cvn onverge au sens
2
des ourants vers T+ := ω + dd
cv∞.
Les ourants T± vérient f
∗T+ = d+T+ et f∗T− = d−T−. Les puissanes T
s
+ et T
k−s
−
sont bien dénies. T.-C. Dinh et N. Sibony ont démontré dans [9℄ que T s+ est l'unique
ourant positif fermé de bidegré (s, s) et de masse 1 qui a son support dans K+. De même,
T k−s− est l'unique ourant positif fermé de bidegré (k − s, k − s) et de masse 1 qui a son
support dans K−.
La mesure µ = T s+ ∧ T k−s− est bien dénie et son support est dans le bord de K :=
K+∩K−. Cette mesure est une probabilité invariante, mélangeante et d'entropie maximale
log ds = log d
s
+ (voir [12℄).
Dans le paragraphe suivant, nous allons donner quelques propriétés tehniques dont on
se servira dans notre démonstration.
1.2 Quelques propriétés
Dans e paragraphe on onsidère un ouvert Ω inlus dans (Pk(C) \ V+) ∩ (Pk(C) \ V−)
et ξ un sous-ensemble analytique lisse de Ω de dimension pure s qui se prolonge un petit
peu. Comme f−1(V+) ⋐ V+ et f(V−) ⋐ V−, f
n(Ω) vit dans Pk(C) \V+ et f−n(Ω) est dans
P
k(C) \ V−. En partiulier fn et f−n sont holomorphes sur Ω pour n ≥ 0.
T+ possède un potentiel qui est ontinu sur Ω, on peut don dénir par réurrene
les wedges [ξ] ∧ T p+ pour p ompris entre 0 et s (voir [2℄). Nous allons donner quelques
propriétés tehniques sur es wedges dont on se servira dans nos démonstrations.
Lemme 2. Soit 0 ≤ ψ ≤ 1 une fontion C∞ à support ompat dans Ω. Alors, on a :
I =
∫
ψ[ξ] ∧ ωl ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗T s−l−pm,+
d
(s−l−p)n
+
≤ K(ξ, ψ)
pour tous entiers l et p ompris entre 0 et s ave 0 ≤ l+p ≤ s et tous entiers i1, . . . , ip,
m et n. De plus on a la même majoration si on remplae Tm,+ par T+.
Démonstration. On fait la preuve pour Tm,+ ar 'est la même pour T+.
On va ommener par remplaer les
(fn)∗Tm,+
dn+
par des ω ou des (f
n)∗ω
dn+
.
On a Tm,+ = ω+dd
cvm (voir les rappels préédents pour les notations). En partiulier,
I =
∫
ψ[ξ] ∧ ωl ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ω
dn+
∧ (f
n)∗T s−l−p−1m,+
d
(s−l−p−1)n
+
+
∫
vm ◦ fn
dn+
ddcψ ∧ [ξ] ∧ ωl ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗T s−l−p−1m,+
d
(s−l−p−1)n
+
.
Mais omme f r(Ω) est dans Pk(C) \ V+ pour tout r ≥ 0 et que u est bornée sur et
ensemble, on en déduit que |vm ◦ fn| ≤ K dans Ω. Cela implique que
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∣∣∣∣∣
∫
vm ◦ fn
dn+
ddcψ ∧ [ξ] ∧ ωl ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗T s−l−p−1m,+
d
(s−l−p−1)n
+
∣∣∣∣∣ ≤
K(ψ)
dn+
∫
ψ1[ξ] ∧ ωl+1 ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗T s−l−p−1m,+
d
(s−l−p−1)n
+
,
où ψ1 est une fontion C
∞
à support ompat dans Ω et omprise entre 0 et 1. On
obtient alors
I ≤
∫
ψ[ξ] ∧ ωl ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ω
dn+
∧ (f
n)∗T s−l−p−1m,+
d
(s−l−p−1)n
+
+
K(ψ)
∫
ψ1[ξ] ∧ ωl+1 ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗T s−l−p−1m,+
d
(s−l−p−1)n
+
,
et on a ainsi éliminé un Tm,+. En reommençant e proédé ave les deux intégrales
i-dessus, on prouve (quitte à renommer la onstante K(ψ)) :
I ≤ K(ψ)
s−p∑
l′=l
∫
φl′ [ξ] ∧ ωl′ ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ωs−p−l
′
d
(s−p−l′)n
+
,
où les φl′ sont C
∞
omprise entre 0 et 1 et à support ompat dans Ω.
Maintenant, en utilisant la même méthode, on va enlever les
(f i)∗ω
di+
.
Notons J =
∫
φl′ [ξ] ∧ ωl′ ∧ (f
i1 )∗ω
d
i1
+
∧ · · · ∧ (f ip )∗ω
d
ip
+
∧ (fn)∗ωs−p−l
′
d
(s−p−l′)n
+
. On a, si l′ < s, par
exemple
J =
∫
φl′ [ξ] ∧ ωl′+1 ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ωs−p−l
′
d
(s−p−l′)n
+
+
∫
vi1dd
cφl′ ∧ [ξ] ∧ ωl′ ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ωs−p−l
′
d
(s−p−l′)n
+
.
Comme préédemment,
∣∣∣∣∣
∫
vi1dd
cφl′ ∧ [ξ] ∧ ωl′ ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ωs−p−l
′
d
(s−p−l′)n
+
∣∣∣∣∣ ≤
K(ψ)
∫
φl′,1[ξ] ∧ ωl′+1 ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
ip)∗ω
d
ip
+
∧ (f
n)∗ωs−p−l
′
d
(s−p−l′)n
+
.
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pour une fontion 0 ≤ φl′,1 ≤ 1 qui est C∞ à support ompat dans Ω.
On a don éliminé un
(f i)∗ω
di+
et en reommenant e proédé on obtient le lemme.
Lemme 3. Soit 0 ≤ ψ ≤ 1 une fontion C∞ à support ompat dans Ω. Alors, on a :
I =
∫
ψ[ξ] ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
is)∗ω
dis+
≤
∫
[ξ] ∧ T s+ +
K(ξ, ψ)
di1+
pour tous entiers 0 ≤ i1 ≤ · · · ≤ is.
Démonstration. La démonstration est du même style que la préédente : il s'agit de rem-
plaer les
(f i)∗ω
di+
par des T+.
On a en eet :
I =
∫
ψ[ξ] ∧ (f
i1)∗ω
di1+
∧ · · · ∧ (f
is)∗ω
dis+
=∫
ψ[ξ] ∧ T+ ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
is)∗ω
dis+
+
∫
(vi1 − v∞)ddcψ ∧ [ξ] ∧
(f i2)∗ω
di2+
∧ · · · ∧ (f
is)∗ω
dis+
Comme f r(Ω) est dans Pk(C)\V+ pour tout r ≥ 0 et que u est bornée sur et ensemble,
on en déduit que |vi1 − v∞| ≤ Kdi1+ dans Ω. Cela implique que
I ≤
∫
ψ[ξ] ∧ T+ ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
is)∗ω
dis+
+
K(ψ)
di1+
∫
ψ1[ξ] ∧ ω ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
is)∗ω
dis+
où ψ1 est une fontion C
∞
à support ompat dans Ω et omprise entre 0 et 1. Finalement,
en utilisant le lemme préédent (quitte à renommer la onstante K(ξ, ψ)),
I ≤
∫
ψ[ξ] ∧ T+ ∧ (f
i2)∗ω
di2+
∧ · · · ∧ (f
is)∗ω
dis+
+
K(ξ, ψ)
di1+
.
On a don remplaé un
(f i)∗ω
di+
par un T+ et en reommençant s fois on obtient le lemme.
Lemme 4. Soit 0 ≤ ψ ≤ 1 une fontion C∞ à support ompat dans Ω.
Si on note Sn =
(fn)∗(ψ[ξ])
dsn+
, alors
‖d(Sn ∧ T pmn,+)‖ → 0 et ‖ddc(Sn ∧ T pmn,+)‖ → 0
pour toute suite mn qui tend vers l'inni et tout entier p ompris entre 0 et s− 1.
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Démonstration. Dans le as où p = 0 e lemme est démontré par N. Sibony dans le pa-
ragraphe 2.6 de [21℄. Lorsque p > 0, il existe des versions prohes de e lemme dans [13℄.
Pour le onfort du leteur, nous allons quand même en donner une démonstration. Elle
reposera omme dans [21℄ et [13℄ sur l'inégalité de Cauhy-Shwarz. Le point ruial est
que l'on pousse en avant ξ qui est de dimension s et que le s-ème degré dynamique ds est
stritement plus grand que les autres (voir [7℄).
Soit p un entier ompris entre 0 et s−1. On va ommener par ontrler ‖∂(Sn∧T pmn,+)‖.
Par dénition
‖∂(Sn ∧ T pmn,+)‖ = sup
φ∈F(s−p−1,s−p)
∣∣〈∂(Sn ∧ T pmn,+), φ〉∣∣ ,
où F(s− p− 1, s− p) est l'ensemble des formes lisses φ de bidegré (s− p− 1, s− p) et
de norme inférieure ou égale à 1.
Remarque : Rappelons qu'ii T pmn,+ est une forme lisse sur P
k(C) \ V+ et que le
support de Sn est aussi dans P
k(C) \V+. En partiulier, Sn ∧T pmn,+ est déni globalement
par 〈Sn ∧ T pmn,+, φ′〉 = 〈Sn, T pmn,+ ∧ φ′〉, où φ′ est une forme lisse de bidegré (s− p, s− p).
Si φ ∈ F(s − p− 1, s − p), on peut érire
φ =
K∑
i=1
θi ∧ Ωi
où K est une onstante qui dépend seulement de Pk(C), les θi sont des (0, 1) formes
lisses ave ‖θi‖ ≤ 1 et les Ωi sont des (s−p−1, s−p−1) formes lisses (stritement) positives
et de norme inférieure à K. Pour majorer
∣∣〈∂(Sn ∧ T pmn,+), φ〉∣∣, il sut don de majorer∣∣〈∂(Sn ∧ T pmn,+), θ ∧ Ω〉∣∣ où θ est une (0, 1) forme lisse et Ω est une (s − p − 1, s − p − 1)
formes lisses (stritement) positives ave ‖θ‖ ≤ 1 et ‖Ω‖ ≤ 1.
On a :
I =
∣∣〈∂(Sn ∧ T pmn,+), θ ∧ Ω〉∣∣ = ∣∣∣∣〈fn∗ (∂ψ ∧ [ξ])dsn+ , T pmn,+ ∧ θ ∧Ω
〉∣∣∣∣
Si ξ′ ⋐ ξ est susamment prohe de ξ, on a :
I =
∣∣∣∣∣
∫
fn(ξ′)
fn∗ (∂ψ)
dsn+
∧ T pmn,+ ∧ θ ∧Ω
∣∣∣∣∣ .
Pour α et β des (0, 1) formes lisses, on dénit (α, β) :=
∫
fn(ξ′) iα∧ β ∧ T pmn,+ ∧Ω (voir
[21℄, [13℄ et [7℄). Le fait que (α,α) ≥ 0 implique (via la démonstration de l'inégalité de
Cauhy-Shwarz) que |(α, β)| ≤ |(α,α)|1/2 |(β, β)|1/2. On en déduit que
I ≤ 1
dsn+
∣∣∣∣∣
∫
fn(ξ′)
fn∗ (i∂ψ ∧ ∂ψ) ∧ T pmn,+ ∧ Ω
∣∣∣∣∣
1/2 ∣∣∣∣∣
∫
fn(ξ′)
iθ ∧ θ ∧ T pmn,+ ∧ Ω
∣∣∣∣∣
1/2
.
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Mais i∂ψ ∧ ∂ψ ≤ K(ψ)ω et Ω ≤ Kωs−p−1 ave K une onstante qui ne dépend que de
P
k(C) (ar ‖Ω‖ ≤ 1). On en déduit que
∣∣∣∣∣
∫
fn(ξ′)
fn∗ (i∂ψ ∧ ∂ψ) ∧ T pmn,+ ∧ Ω
∣∣∣∣∣
1/2
≤ K ′(ψ)
∣∣∣∣∣
∫
fn(ξ′)
fn∗ (ω) ∧ T pmn,+ ∧ ωs−p−1
∣∣∣∣∣
1/2
qui est plus petit que K(ψ, ξ)d
n(s−1)/2
+ d'après le premier lemme. Il reste à majorer∣∣∣∫fn(ξ′) iθ ∧ θ ∧ T pmn,+ ∧ Ω∣∣∣1/2. Mais iθ∧θ∧Ω est inférieur à Kωs−p, et en utilisant toujours
le premier lemme, on obtient :∣∣∣∣∣
∫
fn(ξ′)
iθ ∧ θ ∧ T pmn,+ ∧ Ω
∣∣∣∣∣
1/2
≤ K(ψ, ξ)dsn/2+ .
Finalement :
I ≤ K(ψ, ξ)d−n/2+
(toujours quitte à renommer la onstanteK(ψ, ξ)) et ela démontre que ‖∂(Sn∧T pmn,+)‖
onverge vers 0.
De là, on en déduit que ‖d(Sn ∧ T pmn,+)‖ → 0.
Passons à ‖ddc(Sn ∧ T pmn,+)‖ = supφ∈F(s−p−1,s−p−1)
∣∣〈ddc(Sn ∧ T pmn,+), φ〉∣∣. Ii F(s −
p−1, s−p−1) désigne l'ensemble des (s−p−1, s−p−1) formes lisses de norme inférieure
ou égale à 1.
Si φ est une telle (s−p−1, s−p−1) forme, alors on peut la déomposer en une somme∑K
i=0 aiΩi où les ai sont des nombres omplexes de module plus petit que 1 et les Ωi sont
des (s− p− 1, s− p− 1) formes lisses (stritement) positives de norme inférieure ou égale
à K (ii K ne dépend que de Pk(C)). Il sut don de majorer∣∣∣∣∣
∫
fn(ξ′)
fn∗ (dd
cψ)
dsn+
∧ T pmn,+ ∧ Ω
∣∣∣∣∣ ,
ave Ω une (s− p− 1, s− p− 1) forme lisse positive et ‖Ω‖ ≤ 1 et ξ′ ⋐ ξ susamment
prohe de ξ. Mais −K(ψ)ω ≤ ddcψ ≤ K(ψ)ω et Ω ≤ K ′ωs−p−1 don
∣∣∣∣∣
∫
fn(ξ′)
fn∗ (dd
cψ)
dsn+
∧ T pmn,+ ∧ Ω
∣∣∣∣∣ ≤ K ′(ψ)
∣∣∣∣∣
∫
fn(ξ′)
fn∗ (ω)
dsn+
∧ T pmn,+ ∧ ωs−p−1
∣∣∣∣∣ ≤ K(ψ, ξ)d−n+
par le premier lemme. Cela démontre bien que ‖ddc(Sn ∧ T pmn,+)‖ → 0.
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Les lemmes que nous venons de démontrer vont permettre de prouver la proposition
suivante.
Proposition 5. Soit 0 ≤ ψ ≤ 1 une fontion C∞ à support ompat dans Ω.
Si on note Sn =
(fn)∗(ψ[ξ])
dsn+
, alors pour tout p ompris entre 0 et s, on a
Sn ∧ T pmn,+ → cT k−s− ∧ T p+
ave c =
∫
ψ[ξ] ∧ T s+. Ii mn est une suite quelonque d'entiers qui tend vers +∞.
Démonstration. Ii les wedges Sn ∧ T pmn,+ et T k−s− ∧ T p+ sont onsidérés de façon globale
(voir la remarque au début de la preuve du lemme préédent) et pas juste dénis dans un
ouvert qui ontient fn(ξ), sinon il n'y a pas de sens pour la onvergene.
Nous allons démontrer e résultat par réurrene sur p.
Supposons que p = 0.
Sn est une suite de ourants positifs, de masse∫
Sn ∧ ωs =
∫
ψ[ξ] ∧ (f
n)∗ωs
dsn+
≤ K(ψ, ξ)
d'après le premier lemme. La suite Sn admet don des sous-suites qui onvergent. Soit
S une de es limites. La masse de S est égale à c =
∫
ψ[ξ]∧T s+ d'après la proposition 2.6.1
de [21℄.
Montrons que S = cT k−s− . Si c = 0, S est nul et le résultat est vrai. Supposons mainte-
nant c > 0. Le ourant S/c est un (k−s, k−s) ourant positif, fermé d'après [21℄ (voir aussi
le lemme préédent), de masse 1 et qui a son support dans K−. Mais d'après le théorème
5.5.4 de [9℄, il est don égal à T k−s− . Toute les valeurs d'adhérenes de Sn onverge don
vers cT k−s− et ela démontre le as p = 0.
Supposons maintenant la propriété vraie au rang p (ave p < s) et montrons la au rang
p+ 1.
Si R est un ourant de bidegré (k − s + p, k − s + p), v est une fontion lisse et φ est
une forme lisse de bidegré (s− p− 1, s − p− 1), on a (via des intégrations par parties) :
Fait :
〈R ∧ ddcv, φ〉 = 〈ddc(vR), φ〉 + 2〈dR, vdcφ〉+ 〈ddcR, vφ〉.
Considérons Rn = Sn ∧ T pmn,+. Par hypothèse de réurrene, ette suite de ourants
onverge vers cT k−s− ∧ T p+.
Soit φ une forme lisse de bidegré (s−p−1, s−p−1). On doit montrer que 〈Rn∧Tmn,+, φ〉
onverge vers 〈cT k−s− ∧ T p+1+ , φ〉.
On a
〈Rn ∧ Tmn,+, φ〉 = 〈Rn ∧ ω, φ〉+ 〈Rn ∧ ddcvmn , φ〉.
Le premier terme 〈Rn ∧ ω, φ〉 onverge vers 〈cT k−s− ∧ T p+ ∧ ω, φ〉. Passons au deuxième
terme. D'après le fait préédent :
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〈Rn ∧ ddcvmn , φ〉 = 〈ddc(vmnRn), φ〉 + an + bn
ave an = 2〈dRn, vmndcφ〉 et bn = 〈ddcRn, vmnφ〉.
Les ourants Rn vivent dans P
k(C) \ V+. Sur et ensemble, les fontions vmn sont en
valeur absolue bornée par une onstante K indépendante de n. En partiulier 2vmnd
cφ
et vmnφ sont des formes lisses et de norme bornée par une onstante K(φ) et le lemme
préédent implique que an et bn tendent vers 0. Il reste à étudier 〈ddc(vmnRn), φ〉 =
〈vmnRn, ddcφ〉. Mais sur Pk(C) \ V+, vmn onverge uniformément vers v∞ (qui est don
ontinue sur et ensemble) et Rn est une suite de ourant positifs qui onverge vers cT
k−s
− ∧
T p+ d'où
〈vmnRn, ddcφ〉 = 〈v∞Rn, ddcφ〉+ 〈(vmn − v∞)Rn, ddcφ〉
onverge vers 〈v∞cT k−s− ∧ T p+, ddcφ〉. Cela termine la démonstration de la proposition.
2 Démonstration du théorème
L'objetif de e paragraphe est de démontrer que µ est l'unique mesure d'entropie
maximale de f dans Ck. Nous allons suivre pour ela la méthode utilisée par E. Bedford,
M. Lyubih et J. Smillie dans [1℄. Le fait de ne plus être en dimension 2, nous obligera à
hanger un ertain nombre d'arguments.
Considérons ν une probabilité invariante d'entropie log ds+. Si on fait une déomposition
ergodique de la mesure ν en
ν =
∫
ναdα,
on onstate que presque toutes les mesures ergodiques να sont d'entropie log d
s
+. Pour
démontrer le théorème, nous sommes don ramenés à montrer que toute probabilité inva-
riante, ergodique et d'entropie maximale est égale à µ. Dans toute la suite, nous supposerons
don ν ergodique.
Montrons tout d'abord que le support de ν est un ompat de Ck. La mesure ν peut
être vue omme une probabilité de P
k
en la prolongeant trivialement sur l'hyperplan L∞.
Cette mesure est invariante et ne peut pas harger V+. En eet, si ν(V+) = α > 0, alors
ν(∩n≥0f−n(V+)) = α ar f−1(V+) ⊂ V+. On aurait don que ν(I+) > 0 e qui est absurde.
De même, ν ne harge pas V−. Maintenant, omme il y a un petit voisinage de L∞ privé de
V+ qui s'envoie par f dans V−, e voisinage ne peut pas être hargé par ν et on en déduit
que le support de ν est un ompat invariant K(ν) de Ck. En partiulier, la fontion
log d(., L∞) est intégrable pour ν (ii d est la distane de Fubini-Study de P
k(C)). Le
Corollaire 3 de [6℄ implique alors que la mesure ν est hyperbolique ave
χ1 ≥ · · · ≥ χs ≥ 1
2
log d+ > 0
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et
0 > −1
2
log d− ≥ χs+1 ≥ · · · ≥ χk
où les χi désignent les exposants de Lyapounov de ν. On a alors l'existene de variétés
stables et instables loales pour la mesure ν grâe à la théorie de Pesin (toute la dynamique
se passe dans un ompat de C
k
).
D'après un théorème de Y. Pesin (voir [19℄ et [15℄), il existe une partition mesurable
f−1-invariante ξin dont les bres sont des ouverts dans les variétés instables loales et telle
que
hν(f) = hν(f, ξ
in).
On va maintenant appliquer la méthode d'E. Bedford, M. Lyubih et J. Smillie (voir
la proposition 3.2 de [1℄). Le point ruial pour appliquer ette méthode est la proposition
suivante :
Proposition 6. On a ∫
[ξin(x)] ∧ T s+ > 0
pour ν presque tout point x.
Ii ξin(x) désigne l'atome qui ontient x de la partition ξin.
Dans [1℄, la démonstration de ette proposition passe par l'utilisation du prinipe du
minimum pour les fontions harmoniques (ar s = 1). Ii nous remplaerons et argument
par une démonstration qui utilise la dynamique de l'appliation f . Admettons pour l'instant
ette proposition et nissons la preuve du théorème.
2.0.1 Fin de la preuve du théorème
Commençons par préiser quelques notations. Pour ν presque tout point x, on note
ξin(x) l'atome qui ontient x de la partition ξin préédente. Par onstrution, ξin(x) est
un ouvert d'une variété instable loale (don de dimension s) et il admet un prolongement
ξ˜in(x). En partiulier, si Ux désigne un voisinage de ξ
in(x) de sorte que ξin(x) soit un sous-
ensemble analytique de Ux, on peut dénir dans Ux la mesure T
s
+∧[ξin(x)]. C'est une mesure
de masse nie ar les potentiels de T+ sont bornés sur un voisinage de ξ
in(x). Cette mesure
dans Ux peut être vue omme une mesure globale de CP
k
en posant T s+ ∧ [ξin(x)](B) =
T s+ ∧ [ξin(x)](B ∩ Ux).
Maintenant, on peut suivre mot pour mot la preuve de la proposition 3.2 de [1℄. Il sut
de remplaer µ+ par T s+ et le degré d par d
s
+. On obtient que pour ν presque tout point x,
la mesure
ηx = T
s
+ ∧ [ξin(x)]/ρ(x)
ave ρ(x) =
∫
T s+ ∧ [ξin(x)] > 0 est égale à la mesure onditionnelle νx = ν(.|ξin(x)).
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Ensuite, si on suit la preuve du théorème 3.1 de [1℄, on obtient que
1
n
n−1∑
i=0
f i∗(νx)→ ν
pour ν presque tout point x.
Comme νx est égale à ηx, il reste à montrer que
1
n
n−1∑
i=0
f i∗(ηx)→ µ
et le théorème sera démontré.
Nous allons maintenant détailler ette onvergene. On utilisera la dénition globale de
la mesure ηx sinon quand on pousse ette mesure par f
i
, on obtient quelque hose de déni
dans f i(Ux) et es f
i(Ux) n'ont pas de "limite". On utilisera en partiulier les résultats
démontrés dans le paragraphe 1.2.
Soient φ une fontion ontinue et ǫ > 0. On onsidère ψα une fontion C
∞
à support
ompat dans Ux qui est omprise entre 0 et 1, qui vaut 1 dans Ux privé d'un 2α-voisinage
de ∂Ux et 0 dans un α-voisinage du bord de Ux. On a〈
1
n
n−1∑
i=0
f i∗(ηx), φ
〉
=
〈
1
n
n−1∑
i=0
f i∗(ψαηx), φ
〉
+
〈
1
n
n−1∑
i=0
f i∗((1 − ψα)ηx), φ
〉
.
Le seond terme de la somme est égal à
〈
(1− ψα)ηx, 1n
∑n−1
i=0 φ ◦ f i
〉
, qui en valeur absolue
est inférieur à ‖φ‖ηx(2α − voisinage de Ux) qui est très petit devant ǫ si on prend α petit
(les bords de ξin peuvent être pris génériques par rapport à T s+ si on veut).
Passons au premier terme de la somme préédente.
Il est égal à
1
ρ(x)
1
n
n−1∑
i=0
〈
(f i)∗(T s+)
dsi+
∧ [ξin(x)]ψα, φ ◦ f i
〉
ar f∗T s+ = d
s
+T
s
+. De plus, on a :
Fait : 〈
(f i)∗(T sm,+)
dsi+
∧ [ξin(x)]ψα, φ ◦ f i
〉
onverge vers 〈
(f i)∗(T s+)
dsi+
∧ [ξin(x)]ψα, φ ◦ f i
〉
quand m tend vers l'inni.
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La démonstration de e fait est lassique et passe si on veut par l'ériture Tm,+ =
ω + ddcvm et T+ = ω + dd
cv∞ (voir aussi le paragraphe 1.2).
Maintenant, si on prend des mi susamment grands par rapport à i et α, on a que la
diérene entre 〈
1
n
n−1∑
i=0
f i∗(ηx), φ
〉
et
1
ρ(x)
1
n
n−1∑
i=0
〈
(f i)∗(T smi,+)
dsi+
∧ [ξin(x)]ψα, φ ◦ f i
〉
est petite devant ǫ.
Enn, e dernier terme est égal à :
1
ρ(x)
1
n
n−1∑
i=0
〈
T smi,+ ∧
f i∗(ψα[ξ
in(x)])
dsi+
, φ
〉
qui onverge vers (∫
ψα[ξ
in(x)] ∧ T s+
ρ(x)
)
〈µ, φ〉
quand n tend vers l'inni grâe à la proposition 5.
Ce dernier est aussi prohe que l'on veut de 〈µ, φ〉 si on prend α petit.
On a don bien montré que
1
n
n−1∑
i=0
f i∗(ηx)→ µ
et le théorème est démontré.
Il reste à prouver la proposition 6 : e sera l'objet du paragraphe suivant.
2.0.2 Démonstration de la proposition
Dans e paragraphe nous allons montrer que
∫
[ξin(x)] ∧ T s+ > 0 pour ν presque tout
point x.
Ii les arguments ne sont pas les mêmes que eux utilisés par E. Bedford, M. Lyubih
et J. Smillie. En eet, dans leur situation s = 1. Le fait que
∫
[ξin(x)] ∧ T+ = 0 implique
que le potentiel de T+ est harmonique sur ξ
in(x). Ils en déduisent alors une ontradition
en utilisant le prinipe du minimum. Ce raisonnement ne peut pas être fait en dimension
supérieure. Pour le remplaer, nous allons utiliser des arguments dynamiques qui vont
utiliser une idée de S. Newhouse (voir [18℄). Une autre approhe possible m'a été signalée
par R. Dujardin pour démontrer e point là. Elle s'appuie sur la démonstration de la
proposition 5.1 de [10℄, en y injetant le théorème de Bézout pour les ourants dans P
k(C).
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Nous espérons que notre approhe "plus loale" pourra être étendue à ertaines appliations
holomorphes ou méromorphes dans les variétés Kählériennes ompates.
Soit
M := {x,
∫
[ξin(x)] ∧ T s+ = 0}.
On va montrer que M est un ensemble négligeable pour ν. Soit ǫ > 0. La mesure ν
est hyperbolique ave s exposants stritement positifs et k − s stritement négatifs : pour
ν presque tout point on a don l'existene d'une variété stable loale ξst(x) de dimension
k − s et d'une variété instable loale ξin(x) de dimension s. Ces variétés sont des graphes
de fontions φstx : B
st(x, rst(x)) → Ein(x) (respetivement φinx : Bin(x, rin(x)) → Est(x))
(voir le paragraphe 2.4 de [1℄ pour les notations et des rappels sur la théorie de Pesin). Si
on hoisit α0 > 0 susamment petit et A susamment grand, on a que sur un ensemble
Λα0 de x de mesure supérieure à 1− ǫ/4 pour ν :
- rin(x), rst(x) et l'angle entre Est(x) et Ein(x) sont supérieurs à α0 > 0.
- ‖φstx ‖C2 ≤ A sur Bst(x, rst(x)) et de même ‖φinx ‖C2 ≤ A sur Bin(x, rin(x)).
- x→ Est(x) et x→ Ein(x) sont ontinues sur Λα0 (théorème de Lusin).
- pour y dans ξst(x) et n ≥ 0, on a dist(fn(x), fn(y)) ≤ Ae−(λ−γ)n (ave λ =
min{|χi|, χi < 0} et γ petit par rapport à λ).
Maintenant, par le théorème de Brin et Katok (voir [4℄), on a
hν(f) = log d
s
+ = lim
δ→0
lim inf
n
− 1
n
log ν(Bn(x, δ))
pour ν presque tout point x. Don, si on note
Λδ,n = {x, ν(Bn(x, δ)) ≤ d−sn+γn+ },
si on hoisit δ assez petit (dans la suite on prendra aussi δ très petit devant α0 et A),
on a
1− ǫ
8
≤ ν
({
x, lim inf
n
− 1
n
log ν(Bn(x, δ)) ≥ (s− γ/2) log d+
})
≤ ν(∪n0 ∩n≥n0 Λδ,n).
En partiulier, si on prend n0 grand, on a ν(∩n≥n0Λδ,n) ≥ 1 − ǫ4 . Dans la suite, on
notera
Λ = Λα0 ∩ (∩n≥n0Λδ,n)
qui est de mesure supérieure à 1− ǫ2 pour ν.
Il sut maintenant de montrer que M ∩ Λ est inlus dans un ensemble de mesure
inférieure à ǫ/2.
Soit x1, x2, . . . , xN un ensemble (n, δ) séparé de ardinal maximal dans M ∩ Λ. On a
M ∩ Λ ⊂ ∪Ni=1Bn(xi, δ)
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et pour n ≥ n0
ν(∪Ni=1Bn(xi, δ)) ≤ Nd−sn+γn+ .
Si on montre que N est inférieur à dsn−2γn+ , alors on aura bien montré que M ∩ Λ est
inlus dans un ensemble de mesure plus petite que ǫ/2. Il nous reste don à majorer N .
On onsidère un déoupage d'un voisinage du support de ν en ubes disjoints de taille
r = r(δ, α0, A) que l'on va préiser au fur et à mesure. Fixons un de es ubes C(r). Si
r est susamment petit (par rapport à α0) on a que pour x et y dans Λ qui sont dans
le même ube C(r), alors les diretions Est(x) et Est(y) sont très prohes (disons à une
distane plus petite que α0/1000). De même pour E
in(x) et Ein(y) (ela provient de la
ontinuité de x→ Est(x) et x→ Ein(x) sur Λα0 ). Par onséquent, quand on prend deux
points x et y dans Λ qui sont dans le même ube C(r), l'espae ane Ein(x) renontre
Est(y) en un point qui se trouve dans un ube de taille C(α0)r (entré omme C(r)) et
de même Ein(y) renontre Est(x). Ii C(α0) dépend de l'angle entre les espaes stables et
instables et elui-i est minoré par essentiellement α0.
Ces points d'intersetions vont impliquer que d'une part ξst(x) renontre ξin(y) dans le
ube de taille 2C(α0)r et d'autre part ξ
in(x) renontre ξst(y) dans e même ube. En eet
soit par exemple z le point d'intersetion de Ein(x) ave Est(y). On onsidère le polydisque
P = B1×B2 de taille r entré en z onstruit à partir de es deux espaes (B1 est la boule
de entre z et de rayon r dans Ein(x) et B2 elle de entre z et de rayon r dans E
st(y)).
Maintenant, dans le ube de taille 2C(α0)r (qui ontient P si on veut) la diérentielle de
φinx est majorée par 2
√
kAC(α0)r ar la diérentielle seonde est majorée par A et que
la variété instable est tangente à Ein(x) en x. De même pour la variété stable en y. En
partiulier, dans le ube 2C(α0)r, la distane entre le graphe de φ
in
x et E
in(x) est plus
petite que 4kA(C(α0)r)
2
(de même pour l'autre). Comme AC(α0)r peut être pris petit
(si on prend r = r(δ, α0, A)), on en déduit que la variété instable en x, ξ
in(x) renontre
la variété stable ξst(y) de y en (au moins) un point (voir par exemple la proposition S.3.7
de [14℄). De la même façon, ξst(x) renontre ξin(y). Les points d'intersetions se trouvent
dans le ube C de taille 2C(α0)r. Maintenant, on peut hoisir r petit par rapport à δ
de sorte que le diamètre de fn(ξst(x) ∩ C) soit très petit devant δ/4 pour tout n ≥ 0 et
x dans le ube C(r) ∩ Λ. En eet, si n est grand ela provient diretement du ontrle
dist(fn(x), fn(y)) ≤ Ae−(λ−γ)n pour y dans ξst(x). Pour les autres n il sut de réduire la
taille de la boîte (i.e. prendre r petit) et d'utiliser que f est holomorphe et le théorème des
aroissement nis.
Si on reprend les N points x1, x2, . . . , xN de M ∩ Λ que l'on avait, on peut trouver
un ube de taille r, C(r) qui ontient au moins Nr2k points xi. Fixons un point x dans
C(r) ∩M ∩ Λ indépendant de n (i.e. on xe un x dans tous les ubes qui ontiennent un
point de M ∩Λ). Sa variété instable ξin(x) intersetée ave le ube C de taille 2C(α0)r qui
est entré omme C(r), renontre les variétés stables ξst(xj)∩C des xj qui sont dans C(r).
Notons z1, z2, . . . , zN0 es points d'intersetion ave la onvention de ne prendre qu'un seul
point d'intersetion entre ξin(x) ∩ C et ξst(xj) ∩ C si jamais il y en a plusieurs. On a
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N0 ≥ Nr2k.
C'est e nombre N0 que nous allons maintenant majorer en utilisant un argument d'en-
tropie. En eet, remarquons tout d'abord (omme dans [18℄) que les points z1, z2, . . . , zN0
sont (n, δ/2) séparés. En eet prenons par exemple z1 et z2. On a z1 ∈ ξst(xj) ∩ C et
z2 ∈ ξst(xl) ∩ C ave j 6= l. Comme xj et xl sont (n, δ) séparés, il existe un entier p entre
0 et n − 1 tel que d(fp(xj), fp(xl)) ≥ δ. Mais omme les diamètres de fp(ξst(xj) ∩ C) et
de fp(ξst(xl) ∩ C) sont inférieurs à δ/4 on en déduit bien que la distane entre fp(z1) et
fp(z2) est supérieure à δ/2. En onlusion, si on sait majorer le ardinal d'un ensemble
(n, δ/2) séparé dans la variété instable ξin(x) ∩ C par dsn−2γn+ , alors N sera majoré par
r−2kdsn−2γn+ et la proposition sera démontrée.
Il nous reste don à majorer le ardinal d'un ensemble (n, δ/2) séparé dans la variété
instable ξin(x)∩C (où x est dansM ∩Λ). Cela va se faire en deux étapes. Dans la première
nous allons majorer l'entropie par un volume omme dans [11℄. Ensuite e volume sera
majoré en utilisant que
∫
[ξin(x)] ∧ T s+ = 0 et la onvergene vers T s+. C'est une idée
utilisée dans [5℄, pour montrer que pour un endomorphisme holomorphe de P
2(C) de degré
d, l'entropie topologique en dehors du support de la mesure de Green est majorée par
log(d).
Majoration de l'entropie par un volume
On va utiliser ii l'argument de Gromov (voir [11℄). Notons Cδ le ube de taille 2C(α0)r+
δ qui est entré omme C et ξinδ (x) l'intersetion de ξ
in(x) ave Cδ. Comme δ est petit
devant α0 et A, la distane entre le bord de ξ
in(x) et le ube Cδ est plus grande que
√
kδ.
On onsidère le multigraphe Γn = {(y, f(y), . . . , fn−1(y)), y ∈ ξinδ (x)}. L'ensemble des
points (n, δ/2) séparés z1, z2, . . . , zN0 induisent, via leurs n-orbites, un ensemble F de Γn
qui est δ/2 séparé dans (CPk)n pour la métrique produit. Cela signie que l'on a N0 boules
disjointes B(a, δ/4) ave a ∈ F dans (CPk)n. Par le théorème de Lelong, le volume de
Γn ∩ B(a, δ/4) est minoré par une onstante c(δ) ar le bord de Γn est en dehors de la
boule B(a, δ/4). En eet, omme les points z1, z2, . . . , zN0 sont dans C, la distane entre
es points et le bord de ξinδ (x) est supérieure à δ. On vient don de montrer que le volume
de Γn est supérieur à c(δ)N0. Il reste don à majorer e volume par d
sn−2γn
+ .
Majoration du volume de Γn
Dans (CPk)n, on notera Πi les projetions sur les fateurs du produit et on munit
(CPk)n de la forme de Kähler ωn =
∑n
i=1Π
∗
iω. Le volume de Γn est alors égal à∫
Γn
(ωn)
s =
∑
0≤n1,...,ns≤n−1
∫
ξin
δ
(x)
(fn1)∗ω ∧ · · · ∧ (fns)∗ω.
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Il s'agit don de majorer les termes
∫
ξin
δ
(x)(f
n1)∗ω ∧ · · · ∧ (fns)∗ω. Soit ψ une fontion C∞
à support ompat omprise entre 0 et 1, qui vaut 1 dans le ube Cδ et 0 en dehors du
ube de taille 2C(α0)r + 2δ entré omme C et Cδ. Il s'agit don de majorer les termes∫
ψ[ξin(x)] ∧ (fn1)∗ω ∧ · · · ∧ (fns)∗ω.
On va onsidérer pour ela deux as : soit tous les ni sont supérieurs ou égaux à n/2,
soit il existe un des ni inférieur à n/2.
1er Cas : tous les ni sont supérieurs à n/2 :
En utilisant le lemme 3, on obtient :∫
ψ[ξin(x)] ∧ (fn1)∗ω ∧ · · · ∧ (fns)∗ω ≤ dn1+···+ns+
(
0 +
K(ξin(x), ψ)
dn/2
)
ar x est dans M .
On en déduit que∫
ψ[ξin(x)] ∧ (fn1)∗ω ∧ · · · ∧ (fns)∗ω ≤ K(ξin(x), ψ)dns−n/2+ .
2eme Cas : un des ni est inférieur à n/2 :
Toujours par le lemme 3, on a :∫
ψ[ξin(x)] ∧ (fn1)∗ω ∧ · · · ∧ (fns)∗ω ≤ K(ξin(x), ψ)dn1+···+ns+
qui est majoré par K(ξin(x), ψ)d
ns−n/2
+ ar un des ni est plus petit que n/2.
Cela onlut la démonstration de la proposition et don elle du théorème.
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