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Tail and moment estimates for a class of random chaoses of
order two.
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Abstract
We derive two-sided bounds for moments and tails of random quadratic forms (random chaoses
of order 2), generated by independent symmetric random variables such that ‖X‖2p ≤ α ‖X‖p
for any p ≥ 1 and some α ≥ 1. Estimates are deterministic and exact up to some multiplicative
constants which depend only on α.
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1 Introduction
A (homogeneous) polynomial chaos of order d is a random variable defined as
S =
∑
i1,...,id
ai1,...,idXi1 · . . . ·Xid ,
where X1, . . . , Xn are independent random variables and (ai1,...,id)1≤i1,...,id≤n is an d-indexed symmetric
array of real numbers with 0’s on the generalized diagonals (ai1,...,id = 0 whenever ik = il for some
k 6= l). Such random variables occurs in many places in modern probability, e.g in approximations of
multiple stochastic integrals, Fourier-Walsh expansions of functions on the discrete cube (when the
underlying variables Xi’s are independent Rademachers), in subgraph counts in random graphs (in
this case Xi’s are zero-one random variables) or in statistical physics.
Chaoses of order 1 are just linear combinations of independent random variables, classical objects
of probability theory. There are numerous bounds for moments and tails of sums of independent r.v’s,
in particular Latała [6] derived two-sided bounds for Lp-norms of
∑
i aiXi under assumptions that
either aiXi are nonnegative or Xi are symmetric. The case d ≥ 2 is much less understood. In the
nonnegative case Latała and Łochowski [8] established two-sided bounds for ‖S‖p = (E|S|p)1/p in the
∗Research supported by the National Science Centre, Poland grant 2015/18/A/ST1/00553.
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case, where the underlying variables have log-concave tails. This result was generalized by the author
[12] to nonnegative chaoses based on random variables satisfying the following moment condition
‖Xi‖2p ≤ α ‖Xi‖p for all p ≥ 1. (1)
In the symmetric case two-sided bounds for ‖S‖p are known only in few particular cases: Gaussian
chaoses of any order [7], chaoses of any order based on symmetric random variables with log-convex
tails [4], chaoses of order d ≤ 3 based on symmetric random variables with log-concave tails [1, 3, 10].
The aim of this article is to derive two-sided bounds for moments and tails of random quadratic
forms (chaoses of order two)
∑
i 6=j ai,jXiXj under the assumption (1). Since any symmetric random
variable X with log-concave tails satisfies (1) with α = 2, this generalizes the previous result of Latała
[10]. Moreover (1) arises naturally in the paper of Latała and Strzelecka [9] as a sufficient condition
(and even necessary in the i.i.d case) for comparison of weak and strong moments of the random
variable supt∈T⊂Rn
∑
tiXi. Lastly it is shown in [12] (see Remark A.11 below) that if lnP(|X| ≥
Ktx) ≤ tβP(|X| ≥ x) for any t, x ≥ 1 and some constants K, β, then (1) holds with α = α(K, β).
Thus this condition can be verified in many examples by an easy computation.
In the main proof of Theorem 2.1 below we use the same idea as in [12]. We replace variables Xi by
products of independent variables with log-concave tails. However, the situation is much more difficult
to handle than in the nonnegative case, since in the symmetric log-concave case two-sided moment
bounds are known only for chaoses of small order. Instead we first establish Gluskin-Kwapien-type
bounds for moments of linear combinations, decouple quadratic forms, apply conditionally bounds for
d = 1 and get to the point of estimating the Lp-norms of suprema of linear combinations of Xi’s.
Although formulas are similar as in Latała’s paper [10], we cannot use his approach since our random
variables do not satisfy nice dimension-free concentration inequalities. Instead we use a recent result
of Latała and Strzelecka [9] and reduce the question to finding a right bound on L1-norm of suprema.
To treat this we use some ideas from [8] and [1].
2 Notation and main results
If v is a deterministic vector in RN (we do not exclude N = ∞) then ‖v‖r, r ∈ [1,∞], is its lr
norm. We denote by g1, g2, . . . independent N (0, 1) random variables and by ε1, ε2, . . . independent
symmetric ±1 random variables (Bernoulli sequence). We write [n] for {1, . . . , n}. If X is a r.v. then
‖X‖p := (E|X|p)1/p. We say that a r.v. X belongs to the class S(d) if X is symmetric, ‖X‖2 = 1/e and
for every p ≥ 1 ‖X‖2p ≤ 2d ‖X‖p (the constant 1/e is chosen for technical reasons). For a sequence
(Xi)i≥1 we define the function NXi (t) = − lnP (|Xi| ≥ |t|) ∈ [0,∞] and set
NˆXi (t) :=
{
t2 for |t| ≤ 1,
NXi (t) for |t| > 1.
(2)
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Analogously we define NYj (t), Nˆ
Y
j (t). The following three norms will play crucial role in this paper:
‖(ai,j)‖X,Y,p = sup
{∑
i,j
ai,jxiyj
∣∣∣ ∑
i
NˆXi (xi) ≤ p,
∑
j
NˆYj (yj) ≤ p
}
, (3)
‖(ai)‖X,p = sup
{∑
i
aixi
∣∣∣ ∑
i
NˆXi (xi) ≤ p
}
, ‖(aj)‖Y,p = sup
{∑
j
ajyj
∣∣∣ ∑
j
NˆYj (yj) ≤ p
}
, (4)
(see Lemma A.1 for the proof, that they are norms).
By C, c we denote a universal constant which may differ at each occurrence. We also write C(d), c(d)
if the constants may depend on the parameter d. We write a ∼ b (a ∼d b resp.) if b/C ≤ a ≤ Cb
(b/C(d) ≤ a ≤ C(d)b resp.).
Our main result is the following theorem.
Theorem 2.1. Assume that (Xi), (Yj) are independent random variables from the S(d) class. Then
for any finite matrix (ai,j) and any p ≥ 1,∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
∼d ‖(ai,j)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
+
∥∥∥∥∥∥
√∑
j
a2i,j

i
∥∥∥∥∥∥
X,p
.
We postpone the proof of Theorem 2.1 till the end of this article and now present some corollaries.
The first one shows that property (1) is preserved by the variable
∑
i,j ai,jXiYj.
Corollary 2.2. Under the assumptions of Theorem 2.1 we have∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
2p
≤ C(d)
∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
(5)
Proof. Using Lemma 3.3 below twice we get
‖(ai,j)‖X,Y,2p
= sup

∥∥∥∥∥∥
(∑
j
ai,jyj
)
i
∥∥∥∥∥∥
X,2p
∣∣∣ ∑
j
NˆYj (yj) ≤ 2p
 ≤ C(d) sup

∥∥∥∥∥∥
(∑
j
ai,jyj
)
i
∥∥∥∥∥∥
X,p
∣∣∣ ∑
j
NˆYj (yj) ≤ 2p

= C(d) sup

∥∥∥∥∥∥
(∑
i
ai,jxi
)
j
∥∥∥∥∥∥
Y,2p
∣∣∣ ∑
i
NˆXi (xi) ≤ p
 ≤ C(d) ‖(ai,j)‖X,Y,p .
The above estimate together with Lemma 3.3 and Theorem 2.1 yields the assertion.
Standard arguments show how to get from moment to tail bounds.
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Corollary 2.3. Under the assumptions of Theorem 2.1 we have
P
∣∣∣∣∣∑
i,j
ai,jXiYj
∣∣∣∣∣ ≥ C(d)
‖(ai,j)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
+
∥∥∥∥∥∥
√∑
j
a2i,j

i
∥∥∥∥∥∥
X,p

 ≤ e−p (6)
and
P

∣∣∣∣∣∑
i,j
ai,jXiYj
∣∣∣∣∣ ≥ c(d)
‖(ai,j)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
+
∥∥∥∥∥∥
√∑
j
a2i,j

i
∥∥∥∥∥∥
X,p

 ≥ e−c(d)p.
(7)
Proof. The upper bound (6) is an immediate consequence of Chebyshev’s inequality and Theorem
2.1. To establish the lower bound we have
P

∣∣∣∣∣∑
i,j
ai,jXiYj
∣∣∣∣∣ ≥ c(d)
‖(ai,j)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
+
∥∥∥∥∥∥
√∑
j
a2i,j

i
∥∥∥∥∥∥
X,p


≥ P
∣∣∣∣∣∑
i,j
ai,jXiYj
∣∣∣∣∣ ≥ 12
∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
 ≥ (1− 1
2p
)2
∥∥∥∑i,j ai,jXiYj∥∥∥
p∥∥∥∑i,j ai,jXiYj∥∥∥
2p

2p
≥ e−c(d)p,
where the first inequality follows by Theorem 2.1, the second by the Paley-Zygmund inequality and
the last one by (5).
We formulate undecoupled versions of Theorem 2.1 and Corollary 2.3.
Corollary 2.4. Let X1, X2, . . . be independent r.v’s from the S(d) class and (ai,j) be a finite matrix
such that ai,i = 0 and ai,j = aj,i for all i, j. Then for each p ≥ 1,∥∥∥∥∥∑
i,j
ai,jXiXj
∥∥∥∥∥
p
∼d ‖(ai,j)‖X,X,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
X,p
, (8)
P
∣∣∣∣∣∑
i,j
ai,jXiXj
∣∣∣∣∣ ≥ C(d)
‖(ai,j)‖X,X,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
X,p

 ≤ e−p (9)
and
P
∣∣∣∣∣∑
i,j
ai,jXiXj
∣∣∣∣∣ ≥ c(d)
‖(ai,j)‖X,X,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
X,p

 ≥ e−c(d)p. (10)
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Proof. Moment estimate (8) is an immediate consequence of Theorem 2.1 and the Kwapień decoupling
inequalities (Theorem A.8).
We may derive tail bounds from the moment estimates in the similar way as in the undecoupled
case. Alternatively we may use the more general decoupling result of de la Peña and Montgomery-
Smith (Theorem A.9) and get (9) and (10) from (6) and (7).
Remark 2.5. A simple approximation argument shows that Theorem 2.1 and Corollaries 2.3, 2.4
hold for infinite square summable matrices (ai,j).
We derive some examples from Corollary 2.4. Firstly we recover the special case of the Kolesko
and Latała result [4, Example 3].
Example 2.6. Let X1, X2, . . . be independent r.v’s with symmetric Weibull distribution with scale
parameter 1 and shape parameter r ∈ (0, 1], i.e. for any i P(|Xi| ≥ t) = exp(−tr) for t ≥ 0. Then for
any p ≥ 1 and any square summable matrix (ai,j) such that ai,i = 0 and ai,j = aj,i for all i, j we have∥∥∥∥∥∑
i,j
ai,jXiXj
∥∥∥∥∥
p
∼r p2/r sup
i,j
|ai,j|+ p1/r+1/2 sup
i
√∑
j
a2i,j + p sup

√√√√∑
i
(∑
j
ai,jxj
) ∣∣∣ ‖x‖2 = 1

+
√
p
√∑
i,j
a2i,j. (11)
Proof. By direct computation one may check that ‖Xi‖2p ≤ 21/r ‖Xi‖p (it may be also checked that
(1) holds using Remark A.11). First observe that
‖(vi)‖X,p ∼
√
p ‖v‖2 + p1/r sup
i
|vi|. (12)
Indeed we have that |x|r ≤ x2 for |x| ≥ 1 and |x|r > x2 for |x| < 1 so
‖(vi)‖X,p ∼
√
p ‖v‖2 + p1/r sup
{∑
i
vixi
∣∣∣ ∑
i
|xi|r ≤ 1
}
.
Obviously sup
{∑
i vixi
∣∣∣ ∑ |xi|r ≤ 1} ≥ supi |vi|. Since r ∈ (0, 1] we have∑i |xi|r ≥ (∑i |xi|)1/r and
as a result sup
{∑
i vixi
∣∣∣ ∑ |xi|r ≤ 1} = supi |vi| and (12) holds.
Iterating (12) we get
‖(ai,j)‖X,X,p ∼ p2/r sup
i,j
|ai,j|+ p1/r+1/2 sup
i
√∑
j
a2i,j + p sup

√√√√∑
i
(∑
j
ai,jxj
) ∣∣∣ ‖x‖2 = 1
 . (13)
The inequality (11) follows by Corollary 2.4, (12) and (13).
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Next example presents a situation when tails of Xi are neither log-concave nor log-convex, so it
cannot be deduced from previous results.
Example 2.7. Let X1, X2, . . . be i.i.d r.v’s with distribution equal to W1|W |≤R, where R > 1 and W
be a symmetric Weibull distribution with scale parameter 1 and shape parameter r ∈ (0, 1]. Assume
that (ai,j)i,j≥0 is a square summable matrix such that ai,i = 0, ai,j = aj,i. Denote Ai =
√∑
j a
2
i,j and
|||(ai,j)|||R,r,p = sup
{∑
i,j
ai,jxiyj
∣∣∣ ‖x‖22 ≤ p, ‖x‖∞ ≤ R, ‖y‖22 ≤ p, ‖y‖∞ ≤ R
}
+ sup
{∑
i,j
ai,jxiyj
∣∣∣ ‖x‖rr ≤ p, ‖x‖∞ ≤ R, ‖y‖22 ≤ p, ‖y‖∞ ≤ R
}
+ sup
{∑
i,j
ai,jxiyj
∣∣∣ ‖x‖rr ≤ p, ‖x‖∞ ≤ R, ‖y‖rr ≤ p, ‖y‖∞ ≤ R
}
.
Then
∥∥∥∥∥∑
i,j
ai,jXiXj
∥∥∥∥∥
p
∼

|||(ai,j)|||R,r,p +√p
√∑
i,j a
2
i,j + p
1
rA∗1 for 1 ≤ p ≤ Rr
|||(ai,j)|||R,r,p +√p
√∑
i,j a
2
i,j +R
∑
i≤ p
Rr
A∗i for R
r < p ≤ R2
|||(ai,j)|||R,r,p +√p
√∑
i≥ p
R2
(A∗i )2 +R
∑
i≤ p
Rr
A∗i for R
2 < p,
where (A∗i ) is a nonincreasing rearrangement of (Ai).
Proof. The assumptions of Corollary 2.4 are satisfied since ‖X1‖2 ∼r,R 1 and X1, X2, . . . satisfies (1)
with α = α(r, R) (see Remark A.11). Iteration of the inequality (77) gives |||(ai,j)|||R,r,p ∼ ‖(ai,j)‖X,X,p.
Corollary 2.4 and Lemma A.4 implies the assertion.
Remark 2.8. In the Gaussian and Rademacher case Corollary 2.4 implies (see also Examples 1 and
2 in [10]) ∥∥∥∥∥∑
i,j
ai,jgigj
∥∥∥∥∥
p
∼ p ‖(ai,j)‖l2→l2 +
√
p ‖(ai,j)‖2 , (14)∥∥∥∥∥∑
i,j
ai,jεiεj
∥∥∥∥∥
p
∼ sup
{∑
i,j
ai,jxiyj
∣∣∣ ‖x‖22 ≤ p, ‖y‖22 ≤ p, ‖x‖∞ ≤ 1, ‖y‖∞ ≤ 1
}
(15)
+
∑
i≤p
A∗i +
√
p
√∑
i>p
(A∗i )2, (16)
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where A∗i is nonincreasing rearrangement of Ai =
√∑
j a
2
i,j. Neither (14) nor (15) can be expressed
by a closed formula which do not involves suprema. Thus, there is no hope for any closed formulas in
Examples 2.6 and 2.7.
The paper is organized as follows. In the next section we present some technical facts used in
the main proof. In particular we specify what does it mean to "replace variables Xi by products
of independent variables with log-concave tails". In Section 4 we establish Gluskin-Kwapień-type
bounds for moments of linear combinations of Xi’s. In Section 5 we obtain bounds for expected values
of suprema and conclude the proof of Theorem 2.1 in Section 6. Unfortunately the proof of Theorem
2.1 is very technical and depend on several technical results from many previous works. For the
convenience of the reader we gather them in the Appendix, making our exposition self-contained.
3 Preliminary facts
We start with the crucial technical result from [12].
Lemma 3.1. If X is from the S(d) class then there exists symmetric i.i.d r.v’s X1, . . . , Xd on the
extended probability space and a constant t0(d) ≥ 1 with the following properties:
C(d)(|X|+ 1) ≥ |X1 · . . . ·Xd| and C(d)(|X1 · . . . ·Xd|+ 1) ≥ |X|, (17)
X1, . . . , Xd have log-concave tails, (18)
M(t) ≤ N(td) ≤M(C(d)t) for t ≥ t0(d), where M(t) = − lnP(|X1| ≥ t), (19)
1
C(d)
≤ E|X1| ≤ C(d), (20)
inf {t > 0 | M(t) ≥ 1} = 1. (21)
Proof. From Lemma 3.3 in [12] we know that there exists symmetric i.i.d r.v’sX1, . . . , Xd which satisfy
(17)-(20) andM(t) = 0 for t < t0(d) where t0(d) > 0 ( see formula (8) in [12]). So inf {t > 0 | M(t) ≥ 1} ≥
t0(d). By Chebyshev’s inequality M(3E|X1|) ≥ ln(3) > 1. Combining it with (20) yields
inf {t > 0 | M(t) ≥ 1} ≤ 3E|X1| ≤ C(d).
So we have proved that
0 < c(d) ≤ inf {t > 0 | M(t) ≥ 1} ≤ C(d) <∞.
The variables Xi/ inf {t > 0 | M(t) ≥ 1} satisfy (17)-(21).
Till the end of the paper we assign to every Xi from the S(d) class the r.v’s X
1
i , . . . , X
d
i obtained
by Lemma 3.1.
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Denote for t ∈ R, MXi (t) = − lnP (|X1i | ≥ |t|) ∈ [0,∞] and
MˆXi (t) =
{
t2 for |t| < 1,
MXi (t) for |t| ≥ 1.
(22)
Observe that convexity of MXi and the normalization condition (21) imply
MˆXi (
t
u
) ≤ Mˆ
X
i (t)
u
for u ≥ 1, (23)
and
MˆXi (t) = M
X
i (t) ≥ |t| for |t| ≥ 1. (24)
We define the following technical norms (the proof that they are norms is the same as for ‖ · ‖X,Y,p,
see Lemma A.1)
|||(ai)|||X,p,1 = sup
{∑
i
aixi
∣∣∣ ∑
i
MˆXi (xi) ≤ p
}
, (25)
|||(ai)|||X,p,d = sup
{∑
i
aix
1
i
d∏
k=2
(1 + xki )
∣∣∣ ∀k=1,...,d∑
i
MˆXi (x
k
i ) ≤ p
}
for d > 1. (26)
Lemma 3.2. For any p ≥ 1 we have
‖(ai)‖X,p ∼d |||(ai)|||X,p,d .
Proof. Without loss of generality we can assume that ai are nonnegative. Let t0(d) be a constant from
Lemma 3.1. We have
‖(ai)‖X,p ≤ sup
{∑
i
aibi1{0≤bi<1}
∣∣∣ ∑
i
NˆXi (bi) ≤ p
}
+ sup
{∑
i
aibi1{t0(d)d>bi≥1} |
∑
i
NˆXi (bi) ≤ p
}
+ sup
{∑
i
aibi1{bi≥t0(d)d} |
∑
i
NˆXi (bi) ≤ p
}
=: I + II + III.
The equality NˆXi (t) = Mˆ
X
i (t) for |t| ≤ 1 implies
I ≤ sup
{∑
i
aix
1
i
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
≤ |||(ai)|||X,p,d .
Since ‖Xi‖2 = 1/e, Chebyshev’s inequality yields NˆXi (s) ≥ 1 for s ≥ 1. Hence
II = sup
{∑
i∈I
aibi1{t0(d)d>bi≥1}
∣∣∣ ∑
i∈I
NˆXi (bi) ≤ p, |I| ≤ ⌊p⌋
}
≤ t0(d)d sup
|I|=⌊p⌋
∑
i∈I
ai ≤ t0(d)d |||(ai)|||X,p,d .
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To see the last inequality it is enough to take in (26) x1i = 1{i∈I} and x
2
i = . . . = x
d
i = 0.
From (19) we obtain
III ≤ sup
{∑
i
ai (bi)
d |
∑
i
MˆXi (bi) ≤ p
}
≤ |||(ai)|||X,p,d ,
where to get the last inequality we take x1i = . . . = x
d
i = bi.
It remains to show
|||(ai)|||X,p,d ≤ C(d) ‖(ai)‖X,p . (27)
By an easy computation
|||(ai)|||X,p,d ≤ (1 + C(d)t0(d))d−1 sup
{∑
i
aix
1
i
d∏
k=2
(1 + xki 1{xki>C(d)t0(d)})
∣∣∣ ∀k∑
i
MˆXi (x
k
i ) ≤ p
}
≤ C(d) sup
{∑
i
aix
1
i1{0≤x1i≤C(d)t0(d)}
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
+ C(d)
∑
I⊂[d]
I 6=∅
sup
{∑
i
ai
∏
k∈I
xki 1{xki >C(d)t0(d)}
∣∣∣ ∀k∑
i
MˆXi (x
k
i ) ≤ p
}
. (28)
Putting yi = x
1
i /(C(d)t0(d)) we see that
sup
{∑
i
aix
1
i1{0≤x1i≤C(d)t0(d)}
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
= C(d)t0(d) sup
{∑
i
aiyi1{0≤yi≤1}
∣∣∣ ∑
i
MˆXi (C(d)t0(d)yi) ≤ p
}
≤ C(d) sup
{∑
i
aiyi1{0≤yi≤1}
∣∣∣ ∑
i
NˆXi (yi) ≤ p
}
≤ C(d) ‖(ai)‖X,p , (29)
where the first inequality follows by the monotonicity of the functions (MˆXi )i.
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Now we estimate the second term in (28). For a I ⊂ [d], I 6= ∅,
sup
{∑
i
ai
∏
k∈I
xki 1{xki>C(d)t0(d)}
∣∣∣ ∀k∑
i
MˆXi (x
k
i ) ≤ p
}
≤ sup
{∑
i
ai
1
|I|
∑
k∈I
(xki )
|I|1{xki>C(d)t0(d)}
∣∣∣ ∀k∑
i
MˆXi (x
k
i ) ≤ p
}
≤ sup
{∑
i
ai(x
1
i )
d1{x1i>C(d)t0(d)}
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
≤ C(d) sup
{∑
i
ai(x
1
i )
d1{x1i>t0(d)}
∣∣∣ ∑
i
MˆXi (C(d)x
1
i ) ≤ p
}
≤ C(d) sup
{∑
i
aix
1
i1{x1i>(t0(d))d}
∣∣∣ ∑
i
NˆXi (x
1
i ) ≤ p
}
≤ C(d) ‖ai‖X,p , (30)
where to get the fourth inequality we used (19). Estimates (28)-(30) imply (27).
Lemma 3.3. There exists C = C(d) such that for any p, u ≥ 1 we have
‖(ai)‖X,up ≤ C(d)ud ‖(ai)‖X,p .
Proof. By Lemma 3.2 it is enough to show the following inequality
|||(ai)|||X,up,d ≤ ud |||(ai)|||X,p,d .
The inequality (23) yields
|||(ai)|||X,up,d ≤ sup
{∑
i
aix
1
i
d∏
k=2
(1 + xki )
∣∣∣ ∀k∑
i
MˆXi (
xki
u
) ≤ p
}
= sup
{∑
i
ai(ux
1
i )
d∏
k=2
(1 + uxki )
∣∣∣ ∀k∑
i
MˆXi (x
k
i ) ≤ p
}
≤ ud |||(ai)|||X,p,d .
4 Moment estimates in the one dimensional case
In this section we will show two-sided bound for moments of linear combinations of r.v’s from the S(d)
class.
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Theorem 4.1. Let X1, X2, . . . be independent, symmetric random variables from the S(d) class. Then
for any p ≥ 1 and any finite sequence (ai) we have∥∥∥∥∥∑
i
aiXi
∥∥∥∥∥
p
∼d ‖(ai)‖X,p . (31)
Latała [6] (Theorem A.10) derived bounds for moment of
∑
i aiXi in a general case. However we
were not able to deduce Theorem 4.1 directly from it. Instead below we present a direct tedious proof
of (31).
Since the r.v’s X1, . . . , Xn are symmetric and independent without loss of the generality we may
assume that ai ≥ 0.
Lemma 4.2. We have ‖∑i aiXi‖p ∼d ∥∥∥∑i ai∏dk=1Xki ∥∥∥
p
for p ≥ 1.
Proof. Let (εi) be a Bernoulli sequence, independent of
{
Xi, X
k
j
}
i,j≥1,k≤d . Using the Jensen inequality
and (20) we get∥∥∥∥∥∑
i
ai
d∏
k=1
Xki
∥∥∥∥∥
p
=
∥∥∥∥∥∑
i
aiεi
d∏
k=1
|Xki |
∥∥∥∥∥
p
≥
∥∥∥∥∥∑
i
aiεiE
d∏
k=1
|Xki |
∥∥∥∥∥
p
≥ c(d)
∥∥∥∥∥∑
i
aiεi
∥∥∥∥∥
p
.
The contraction principle, Lemma 3.1 and the triangle inequality yield∥∥∥∥∥∑
i
aiXi
∥∥∥∥∥
p
=
∥∥∥∥∥∑
i
aiεi|Xi|
∥∥∥∥∥
p
≤
∥∥∥∥∥∑
i
aiεiC(d)
(∣∣∣∣∣
d∏
k=1
Xki
∣∣∣∣∣ + 1
)∥∥∥∥∥
p
≤ C(d)
∥∥∥∥∥∑
i
ai
d∏
k=1
Xki
∥∥∥∥∥
p
.
The reverse bound may be established in an analogous way.
Thus, to prove Theorem 4.1 it is enough to properly bound
∥∥∥∑i ai∏dk=1Xki ∥∥∥
p
. The intuition
behind Lemma 4.2 is that we replaced each "big" r.v Xi with a product of "smaller" pieces, which are
easier to deal with.
Next lemma shows that Theorem 4.1 holds under the additional assumption that the support of
the sum is small.
Lemma 4.3. For any p ≥ 1 we have∥∥∥∥∥∑
i≤p
ai
d∏
k=1
Xki
∥∥∥∥∥
p
∼d |||(ai)i≤p|||X,p,d .
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Proof. We will proceed by an induction on d. For d = 1 lemma holds by the Gluskin-Kwapie? bound
A.5. Assume d ≥ 2 and the assertion holds for 1, 2, . . . , d − 1. First we establish the lower bound for∥∥∥∑i≤p ai∏dk=1Xki ∥∥∥
p
. We have
C(d)
∥∥∥∥∥∑
i≤p
ai
d∏
k=1
Xki
∥∥∥∥∥
p
≥
∥∥∥∥∥∑
i≤p
ai
d−1∏
k=1
Xki E|Xdi |
∥∥∥∥∥
p
+
∥∥∥∣∣∣∣∣∣(aiXdi )i≤p∣∣∣∣∣∣X,p,d−1∥∥∥p
≥ 1
C(d)
∥∥∥∥∥∑
i≤p
ai
d−1∏
k=1
Xki
∥∥∥∥∥
p
+ sup

∥∥∥∥∥∑
i≤p
aix
1
i
d−1∏
k=2
(1 + xki )Xi
∥∥∥∥∥
p
∣∣∣ ∀k≤d−1∑
i≤p
MˆXi (x
k
i ) ≤ p

≥ 1
C(d)
(
sup
{∑
i
aix
1
i
d−1∏
k=2
(1 + xki )
∣∣∣ ∀k=1,...,d−1∑
i
MˆXi (x
k
i ) ≤ p
}
+ sup
{∑
i
aix
1
i
d−1∏
k=2
(1 + xki )x
d
i
∣∣∣ ∀k=1,...,d∑
i
MˆXi (x
k
i ) ≤ p
})
≥ 1
C(d)
|||(ai)|||X,p,d ,
where the first inequality follows by Jensen’s inequality and the induction assumption, the second by
(20) and the third by the induction assumption.
Now we prove the upper bound. Using the right-continuity of MXi we have
P(MXi (|Xdi |) ≥ t) = P
(
|Xdi | ≥
(
MXi
)−1
(t)
)
≤ e−t for t > 0.
Therefore there exists nonnegative i.i.d r.v’s E1, . . . , Ep with the density e−t1{t>0} such thatMXi (|Xdi |) ≤
Ei. Since
∑p
i Ei has the Γ(p, 1) distribution we obtain∥∥∥∥∥∑
i≤p
MXi (|Xdi |)
∥∥∥∥∥
q
≤
∥∥∥∥∥∑
i≤p
Ei
∥∥∥∥∥
q
≤ Cq for q ≥ p.
Since MXi is convex, the above inequality implies for any t ≥ 1,
P
(∑
i≤p
MXi
( |Xdi |
Ct
)
≥ p
)
≤ P
(∑
i≤p
MXi
(|Xdi |) ≥ Ctp
)
≤ (Ctp)−tp
∥∥∥∥∥∑
i≤p
MXi (|Xdi |)
∥∥∥∥∥
tp
tp
≤ e−tp. (32)
From (32)
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P(∣∣∣∣∣∣∣∣∣(aiXdi )i≤p∣∣∣∣∣∣∣∣∣X,p,d−1 ≥ Ct
∣∣∣∣∣∣∣∣∣(ai)i≤p∣∣∣∣∣∣∣∣∣
X,p,d
)
= P
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
(
ai
Xdi
Ct
)
i≤p
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
X,p,d−1
≥ sup
{∣∣∣∣∣∣∣∣∣(ai(1 + xi))i≤p∣∣∣∣∣∣∣∣∣
X,p,d−1
∣∣∣ ∑
i
NˆXi (xi) ≤ p
}
≤ P
(∑
i≤p
MˆXi
( |Xdi |
Ct
)
1
{ |X
d
i
|
Ct
>1}
≥ p
)
≤ P
(∑
i≤p
MXi
( |Xdi |
Ct
)
≥ p
)
≤ e−tp.
Integration by parts gives ∥∥∥∥∣∣∣∣∣∣∣∣∣(aiXdi )i≤p∣∣∣∣∣∣∣∣∣X,p,d−1
∥∥∥∥
p
≤ C
∣∣∣∣∣∣∣∣∣(ai)i≤p∣∣∣∣∣∣∣∣∣
X,p,d
. (33)
By the induction assumption and (33),∥∥∥∥∥∑
i≤p
ai
d∏
k=1
Xki
∥∥∥∥∥
p
≤ C(d)
∥∥∥∥∣∣∣∣∣∣∣∣∣(aiXdi )i≤p∣∣∣∣∣∣∣∣∣X,p,d−1
∥∥∥∥
p
≤ C(d)
∣∣∣∣∣∣∣∣∣(ai)i≤p∣∣∣∣∣∣∣∣∣
X,p,d
,
that concludes the proof of the induction step.
Remark 4.4. Observe that in the proof of the lower bound in Lemma 4.3 we have not used the
condition i ≤ p.
The idea of the following lemma is taken from [8].
Lemma 4.5. Let p ≥ 1. Define
T =
{
v ∈ Rn
∣∣∣ ∑
i
MˆXi (vi) ≤ p
}
∩ {v ∈ Rn | ∀i≤n |vi| ≥ 1 or vi = 0} , (34)
U =
∞⋂
l=1
{
v ∈ Rn | MˆXi (vi) ≤ l3, i ∈ (2lp, 2l+1p]
}
∩ {v ∈ Rn | ∀i≤2p vi = 0} ∩ T, (35)
V =
{
v ∈ Rn | ∀i≤2p MˆXi (vi) ≥ 1 or vi = 0
}
∩
∞⋂
l=1
{
v ∈ Rn | MˆXi (vi) > l3 or vi = 0, i ∈ (2lp, 2l+1p]
}
∩ T. (36)
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If (ai) is a nonincreasing nonnegative sequence then
E sup
x1,...,xd−1∈U
∑
i
ai
d−1∏
k=1
xki |Xdi | ≤ C(d) |||(ai)|||X,p,d , (37)
E sup
x1,...,xd−2∈T, xd−1∈V
∑
i
ai
d−1∏
k=1
xki |Xdi | ≤ C(d) |||(ai)|||X,p,d . (38)
As we will see (in the next lemma) the main difficulty in proving Theorem 4.1 is the proper
estimation of
E sup
x1,...,xd−1∈T
∑
i
ai
d−1∏
k=1
xki |Xdi |.
The key properties of sets U, V are that U, V ⊂ T ⊂ U + V and that we can prove (37), (38) by
some combinatorial arguments. The main difficulty in Lemma 4.5 is to figure how to decompose set
T (which was done in [8]).
Proof. We begin with (37). Using the fact that the sequence (ai) is nonnegative and (20) we obtain
E sup
xk∈U
k=1,...,d−1
∑
i
ai
d−1∏
k=1
xki
∣∣Xdi ∣∣ ≤ ∞∑
l=1
E sup
xk∈U
k=1,...,d−1
2l+1p∑
i=2lp+1
ai
d−1∏
k=1
xki
∣∣Xdi ∣∣
≤ C(d)
∞∑
l=1
l3(d−2)E sup

2l+1p∑
i=2lp+1
aixi
∣∣Xdi ∣∣ ∣∣∣ ∑
i
xi ≤ p, 1 ≤ xi ≤ l3 or xi = 0

≤ C(d)
∞∑
l=1
l3(d−2)E sup

2l+1p∑
i=2lp+1
aixi
∣∣Xdi ∣∣ ∣∣∣ ∑
i
xi ≤ l3
⌈ p
l3
⌉
, xi ∈ {0, l3}
 . (39)
Using Lemma A.6
E sup

2l+1p∑
i=2lp+1
aixi
∣∣Xdi ∣∣ ∣∣∣ ∑
i
xi ≤ l3
⌈ p
l3
⌉
, xi ∈ {0, l3}

≤ E sup

 2l+1p∑
i=2lp+1
aixi
∣∣Xdi ∣∣− C 2l+1p∑
i=2lp+1
aixi

+
∣∣∣ ∑
i
xi ≤ l3
⌈ p
l3
⌉
, xi ∈ {0, l3}
+ Cl3 ⌈ pl3⌉ a2lp+1
≤ C
(
p+ ln
∣∣∣∣∣
{
v ∈ R2lp
∣∣∣ ∑
i
vi ≤ l3
⌈ p
l3
⌉
, vi ∈ {0, l3}
}∣∣∣∣∣
)
l3a2lp+1 + C(l
3 + p)a2lp+1
≤ C(p+ l4)a2lp+1. (40)
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The last inequality follows by the simple estimate
(
2lp⌈
p
l3
⌉) ≤ (2lpe⌈ p
l3
⌉)⌈ pl3 ⌉ ≤ Cp+l.
Combining (39) and (40) we obtain
E sup
xk∈U, k=1,...,d−1
∑
i
ai
d−1∏
k=1
xki
∣∣Xdi ∣∣ ≤ C(d) ∞∑
l=1
l3dpa2lp+1 ≤ C(d)
∞∑
l=1
l3dp
√∑
i>p a
2
i√
2l−1p
≤ C(d)√p
√∑
i>p
a2i .
(41)
To finish the proof of (37) it is enough to observe that by Lemma A.3
√
p
2
√∑
i>p
a2i ≤ sup
{∑
i
aiti
∣∣∣ ∑
i
t2i ≤ p, ∀i|ti| ≤ 1
}
≤ |||(ai)|||X,p,d .
Now we show (38). Let
J =
{
I ⊂ N | |I| ≤ p, ∀l∈N |I ∩ [2lp+ 1, 2l+1p)| ≤ p
l3
}
(42)
(in particular J contains any subset of [2p] of cardinality not greater than p). Applying the inequality(
n
m
) ≤ ( en
m
)m
, we get an estimate of the cardinality of J
|J | ≤ 22p
⌊
p
1
3
⌋∏
l=1
(
C2lp
⌊p/l3⌋
)⌊p/l3⌋
≤ Cp
∞∏
l=1
(2ll3)p/l
3 ≤ Cp. (43)
Take any I ∈ J . We obtain (see Lemma 4.3)
E
∣∣∣∣∣∣(aiXdi )i∈I∣∣∣∣∣∣X,p,d−1 ≤ C(d) |||(ai)i∈I |||X,p,d . (44)
Using the definition of V , (43) and (44)
E sup
{∑
i
ai
d−1∏
k=1
xkiX
d
i
∣∣∣ ∀k≤d−2∑
i
MˆXi (x
k
i ) ≤ p, xd−1 ∈ V
}
≤
(∑
I∈J
(
E
∣∣∣∣∣∣(aiXdi )i∈I∣∣∣∣∣∣X,p,d−1)p
)1/p
≤ C(d) sup
I∈J
|||(ai)i∈I |||X,p,d ≤ C(d) |||(ai)|||X,p,d .
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Lemma 4.6. For any d ∈ N the following holds
E
∣∣∣∣∣∣(aiXdi )∣∣∣∣∣∣X,p,d−1 ≤ C(d) |||(ai)|||X,p,d . (45)
Proof. Without loss of the generality we may assume that the sequence (ai) is nonincreasing and recall
that in this section ai are nonnegative. We proceed by an induction on d. If d = 2 then Corollary A.7
(with aˆi,j = ai1{i=j}) implies the assertion. Assume that (45) holds for any 2, 3, . . . , d− 1. Obviously,
E
∣∣∣∣∣∣(aiXdi )∣∣∣∣∣∣X,p,d−1 ≤ E sup
{∑
i
aix
1
i1{|x1i |≤1}
d−1∏
k=2
(1 + xki )X
d
i
∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
+ E sup
{∑
i
aix
1
i1{|x1i |>1}
d−1∏
k=2
(1 + xki )X
d
i
∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
=: S1 + S2. (46)
We have
S1 ≤ E sup
{∑
i
aix
1
iX
d
i
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
+
∑
I⊂([d−1]\{1})
I 6=∅
E sup
{∑
i
ai
∏
k∈I
xkiX
d
i
∣∣∣ ∀2≤k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
≤ 2d−2E sup
{∑
i
aix
2
i
d−1∏
k=3
(1 + xki )X
d
i
∣∣∣ ∀2≤k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
≤ C(d) |||(ai)|||X,p,d , (47)
where the last inequality follows by the induction assumption.
Now we bound S2. Since ai are nonnegative,
S2 ≤ 2dE sup
{∑
i
aix
1
i1{x1i>1}
d−1∏
k=2
(1 + xki 1{xki>1})
∣∣Xdi ∣∣ ∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
≤ 2dE sup
{∑
i
ai
d−1∏
k=1
xki 1{xki>1}
∣∣Xdi ∣∣ ∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
+ 2d
∑
I([d−1]
I 6=∅
E sup
{∑
i
ai
∏
k∈I
xki 1{x1i>1}
∣∣Xdi ∣∣ ∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
. (48)
We can bound the second term in (48) by using the induction assumption. So it is enough to show
that
E sup
{∑
i
ai
d−1∏
k=1
xki 1{xki>1}
∣∣Xdi ∣∣ ∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
≤ C(d) |||(ai)|||X,p,d . (49)
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Let T, U, V be the sets defined in (34)-(36). Since T ⊂ U + V we have
E sup
{∑
i
ai
d−1∏
k=1
xki 1{xki>1}
∣∣Xdi ∣∣ ∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
}
≤ E sup
x1,...,xd−1∈U
∑
i
ai
d−1∏
k=1
xki |Xdi |+
∑
I⊂[d−1]
I 6=∅
E sup
xi∈U, i∈I
sup
xi∈V, i/∈I
∑
i
ai
d−1∏
k=1
xki |Xdi |
≤ E sup
x1,...,xd−1∈U
∑
i
ai
d−1∏
k=1
xki |Xdi |+
(
2d−1 − 1)E sup
x1,...,xd−2∈T, xd−1∈V
∑
i
ai
d−1∏
k=1
xki |Xdi |. (50)
In the last inequality we used the symmetry and inclusions U, V ⊂ T . Now (49) follows by (50), (37)
and (38).
Lemma 4.7. We have ∥∥∥∥∥∑
i
ai
d∏
k=1
Xki
∥∥∥∥∥
p
∼d |||(ai)|||X,p,d . (51)
Proof. We prove (51) by an induction. In case of d = 1 it follows by Gluskin-Kwapień bound A.5.
Assume (51) hold for any 1, 2, . . . , d − 1. The lower bound of
∥∥∥∑i ai∏dk=1Xki ∥∥∥
p
follows by Remark
4.4.
Now we prove ∥∥∥∥∥∑
i
ai
d∏
k=1
Xki
∥∥∥∥∥
p
≤ C(d) |||(ai)|||X,p,d .
Induction assumptions imply∥∥∥∥∥∑
i
ai
d∏
k=1
Xki
∥∥∥∥∥
p
≤ C(d)
∥∥∥∣∣∣∣∣∣(aiXdi )∣∣∣∣∣∣X,p,d−1∥∥∥p
≤ C(d)E ∣∣∣∣∣∣(aiXdi )∣∣∣∣∣∣X,p,d−1 + C(d) sup

∥∥∥∥∥∑
i
aix
1
i
d−1∏
k=2
(1 + xki )X
d
i
∥∥∥∥∥
p
∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
 ,
(52)
where in the second inequality we used Theorem A.14 (it is an easy exercise that if Z is symmetric
random variable with log-concave tail then ‖Z‖2p ≤ 2 ‖Z‖p for p ≥ 1) . The Gluskin-Kwapień estimate
(i.e the first step of the induction) gives
sup

∥∥∥∥∥∑
i
aix
1
i
d−1∏
k=2
(1 + xki )X
d
i
∥∥∥∥∥
p
∣∣∣ ∀k≤d−1∑
i
MˆXi (x
k
i ) ≤ p
 ≤ C(d) |||(ai)|||X,p,d . (53)
The assertion follows by (52), Lemma 4.6 and (53).
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Theorem 4.1 follows by Lemmas 4.2, 4.7 and 3.2.
Observe that Lemma 3.3 and (31) imply that moments of
∑
i aiXi cannot grow too quickly, namely∥∥∥∥∥∑
i
aiXi
∥∥∥∥∥
2p
≤ C(d)
∥∥∥∥∥∑
i
aiXi
∥∥∥∥∥
p
for p ≥ 1. (54)
5 Estimates for suprema of processes
The main difficulty in proving Theorem 2.1 is to properly bound E supx∈Tˆ
∑
i,j ai,jxiYj in two cases:
1. Tˆ =
{
x ∈ Rn
∣∣∣ ∑i MˆXi (xi) ≤ p} ⊂ √pBn2 + pBn1 ,
2. Tˆ =
{(∏d
k=1 x
k
i 1{xki≥1}
)
i
∈ Rn
∣∣∣ ∀k≤d∑i MˆXi (xki ) ≤ p}.
We start with two lemmas which are responsible for solving the second case. The rest of the section
is devoted for developing some decomposition lemmas. They will be used to handle the first case.
Firstly, we show that Theorem 2.1 holds under additional assumption that the support of the sum
is small.
Lemma 5.1. For any p ≥ 1, and set I ⊂ [n], |I| ≤ p,∥∥∥∥∥∑
i∈I,j
ai,jXiYj
∥∥∥∥∥
p
≤ C(d) ‖(ai,j)i∈I,j‖X,Y,p . (55)
Proof. We have∥∥∥∥∥∑
i∈I,j
ai,jXiYj
∥∥∥∥∥
p
≤ C(d)
(
E sup∑
j Nˆ
Y
j (yj)≤p
∣∣∣∣∣∑
i∈I,j
ai,jXiyj
∣∣∣∣∣
p) 1
p
≤ C(d) sup∑
j Nˆ
Y
j (yj)≤p
(
E
∣∣∣∣∣∑
i∈I,j
ai,jXiyj
∣∣∣∣∣
p) 1
p
≤ C(d) ‖(ai,j)i∈I,j‖X,Y,p ,
where the first inequality follows by a conditional application of Theorem 4.1, the second one by Fact
A.2 and the last one by Theorem 4.1.
From now till the end of this section we assume (without loss of generality) the following condition
the functions i→
∑
j
a2i,j, j →
∑
i
a2i,j are nonincreasing. (56)
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Lemma 5.2 (cf. Lemma 4.6). Let T, U, V be the sets defined in (34)-(36). Then
S1 := E sup
x1,...,xd∈U
∑
i,j
ai,j
d∏
k=1
xki Yj ≤ C(d)
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
, (57)
S2 := E sup
x1,...,xd−1∈T,xd∈V
∑
i,j
ai,j
d∏
k=1
xki Yj ≤ C(d) ‖(ai,j)i,j‖X,Y,p . (58)
Proof. We begin with (57). By the symmetry of MˆXi ,
S1 = E sup
x1,...,xd∈U
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ≤
∞∑
l=1
E sup
x1,...,xd∈U
∑
2lp<i≤2l+1p
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ .
So by (24)
S1 ≤
∞∑
l=1
E sup
 ∑
2lp<i≤2l+1p
d∏
k=1
xki
∣∣∣∑
j
ai,jYj
∣∣∣ ∣∣∣∣∣ ∀1≤k≤d
2l+1p∑
i=2lp+1
|xki | ≤ p, 1 ≤ |xi| ≤ l3 or xi = 0

≤
∞∑
l=1
l3dE sup
|I|=p
I⊂(2lp,2l+1p]
∑
i∈I
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ≤
∞∑
l=1
l3dp
3
4E sup
|I|=p
I⊂(2lp,2l+1p]
∑
i∈I
(∑
j
ai,jYj
)4
1
4
≤
∞∑
l=1
l3dp
3
4E
 ∑
2lp<i≤2l+1p
(∑
j
ai,jYj
)4
1
4
,
where the third inequality follows by the Hölder inequality. Now using the Jensen inequality and (54)
∞∑
l=1
l3dp
3
4E
 ∑
2lp<i≤2l+1p
(∑
j
ai,jYj
)4
1
4
≤
∞∑
l=1
l3dp
3
4
 ∑
2lp<i≤2l+1p
∥∥∥∥∥∑
j
ai,jYj
∥∥∥∥∥
4
4

1
4
≤ C(d)
∞∑
l=1
l3dp
3
4
 ∑
2lp<i≤2l+1p
∥∥∥∥∥∑
j
ai,jYj
∥∥∥∥∥
4
2

1
4
≤ C(d)
∞∑
l=1
l3dp
3
4
 ∑
2lp<i≤2l+1p
(∑
j
a2i,j
)2
1
4
. (59)
Denote B =
√∑
i≥p
j≥1
a2i,j. Since i→
∑
j a
2
i,j is nonincreasing we have that
∑
j
a2i,j ≤
B2
i− p for i > p.
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Using the above estimate in (59) gives
∞∑
l=1
l3dp
3
4
 ∑
2lp<i≤2l+1p
(∑
j
a2i,j
)2
1
4
≤
∞∑
l=1
l3dp
3
4
∑
i>2lp
B4
(i− p)2

1
4
≤
∞∑
l=1
p
3
4 l3d
(
CB4
2lp
) 1
4
≤ C(d)√pB.
By (56) and Lemma A.3 we have
√
p
2
B ≤ sup
∑
i
√∑
j
a2i,jti
∣∣∣ ∑
i
t2i ≤ p, |ti| ≤ 1
 ≤
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
.
As a consequence
S1 ≤ C(d)
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
.
Now we bound S2. Let J be defined by (42) and let I ∈ J be arbitrary. Using conditionally (31),
Lemma 3.2 and the Jensen inequality
E sup
x1,...,xd−1∈T,xd∈V
∑
i∈I
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ≤ E supx1,...,xd∈T
∑
i∈I
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣
≤ C(d)EY
(
EX
∣∣∣∣∣∑
i∈I,j
ai,jXiYj
∣∣∣∣∣
p) 1
p
≤ C(d)
∥∥∥∥∥∑
i∈I,j
ai,jXiYj
∥∥∥∥∥
p
.
By Lemma 5.1 ∥∥∥∥∥∑
i∈I,j
ai,jXiYj
∥∥∥∥∥
p
≤ C(d) ‖(ai,j)i∈I,j‖X,Y,p .
So we conclude that
E sup
x1,...,xd−1∈T,xd∈V
∑
i∈I
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ≤ C(d) ‖(ai,j)i∈I,j‖X,Y,p ≤ C(d) ‖(ai,j)i,j‖X,Y,p . (60)
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By (43) and (60)
S2 ≤ C(d)
(∑
I∈J
(
E sup
x1,...,xd−1∈T,xd∈V
∑
i∈I
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣
)p) 1
p
≤ C(d) sup
I∈J
‖(ai,j)i∈I,j‖X,Y,p ≤ C(d) ‖(ai,j)i,j‖X,Y,p .
As it was announced earlier, we proceed with the study of decomposition lemmas.
It is well know (cf. Lemma 3 in [7]) that if T =
⋃m
k=1 Tl then
E sup
t∈T
∑
i
tigi ≤ max
k≤m
E sup
t∈Tk
∑
i
tigi + C
√
log(m) sup
s,t∈T
∥∥∥∥∥∑
i
(ti − si)gi
∥∥∥∥∥
2
.
We will generalize this formula to any variables from the S(d) class.
Corollary 5.3. For any p ≥ 1 we have
P
(
sup
t∈T
∣∣∣∣∣∑
i
tiXi
∣∣∣∣∣ ≥ C(d)
(
E sup
t∈T
∣∣∣∣∣∑
i
tiXi
∣∣∣∣∣ + supt∈T ‖(ti)‖X,p
))
≤ e−p.
Proof. It is a simple consequence of Theorem A.14, (31) and Chebyshev’s inequality.
Lemma 5.4. Let T =
⋃m
k=1 Tk, m ≥ 8. Then
E sup
t∈T
∑
i
tiXi ≤ C(d)
(
max
k≤m
E sup
t∈Tk
∑
i
tiXi + sup
s,t∈T
‖(ti − si)i‖X,ln(m)
)
.
Proof. We choose any s ∈ T . Since EXi = 0 we have
E sup
t∈T
∑
i
tiXi = Emax
k≤m
sup
t∈Tk
∑
i
(ti − si)Xi ≤ Emax
k≤m
sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ .
Corollary 5.3 and the union bound yield for u ≥ 1,
P
(
max
k≤m
sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ ≥ C(d)
[
max
k
E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ + ‖(ti − si)i‖X,u ln(m)
])
≤ me−u ln(m) ≤ 41−u.
Lemma 3.3 implies ‖(ti − si)i‖X,u ln(m) ≤ C(d)ud ‖(ti − si)i‖X,ln(m). Hence
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P(
sup
t∈T
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ ≥ C(d)
[
max
k
E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣+ ud sups,t∈T ‖(ti − si)i‖X,ln(m)
])
≤ 41−u.
Integration by parts gives
E sup
t∈T
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ ≤ C(d)
(
max
k
E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣+ sups,t∈T ‖(ti − si)i‖X,ln(m)
)
.
So to finish the proof it is enough to show that
E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ ≤ C(d)
(
E sup
t∈Tk
∑
i
tiXi + sup
s,t∈T
‖(ti − si)i‖X,ln(m)
)
. (61)
Let z ∈ Tk. We have
E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − si)Xi
∣∣∣∣∣ ≤ E supt∈Tk
∣∣∣∣∣∑
i
(ti − zi)Xi
∣∣∣∣∣+ E
∣∣∣∣∣∑
i
(zi − si)Xi
∣∣∣∣∣
≤ E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − zi)Xi
∣∣∣∣∣+
∥∥∥∥∥∑
i
(zi − si)Xi
∥∥∥∥∥
2
≤ E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − zi)Xi
∣∣∣∣∣+ C(d) ‖(ti − si)i‖X,ln(m) .
(62)
The last inequality is true since (we recall ln(m) ≥ ln(8) > 2)∥∥∥∥∥∑
i
(zi − si)Xi
∥∥∥∥∥
2
≤
∥∥∥∥∥∑
i
(zi − si)Xi
∥∥∥∥∥
ln(m)
≤ C(d) ‖(ti − si)i‖X,ln(m) .
Let us also notice that
E sup
t∈Tk
∣∣∣∣∣∑
i
(ti − zi)Xi
∣∣∣∣∣ = Emax
((
sup
t∈Tk
∑
i
(ti − zi)Xi
)
+
,
(
sup
t∈Tk
∑
i
(ti − zi)Xi
)
−
)
≤ E
(
sup
t∈Tk
∑
i
(ti − zi)Xi
)
+
+ E
(
sup
t∈Tk
∑
i
(ti − zi)Xi
)
−
= 2E sup
t∈Tk
(∑
i
(ti − zi)Xi
)
+
= 2E sup
t∈Tk
∑
i
(ti − zi)Xi,
where in the second equality we used that Xi are symmetric and in the last one that z ∈ Tk. The
above together with (62) imply (61).
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The next Theorem (together with Lemma 5.4) allows us to pass from the bounds on expectations
of suprema of Gaussian processes developed in [1] (Theorem A.13) to empirical processes involving
general random variables with bounded fourth moments (in particular all random variables from the
S(d) class).
Theorem 5.5. Let p ≥ 1 and T ⊂ Bn2 +
√
pB1. There is a decomposition T =
⋃N
l=1 Tl, N ≤ eCp such
that for every l ≤ N and z ∈ Rn the following holds:
E sup
x∈Tl
∑
i,j
ai,jxigjzj ≤ C
(∑
i,j
a2i,jz
4
j
) 1
4
(∑
i,j
a2i,j
) 1
4
. (63)
Proof. Let αz(x) =
(∑
j z
2
j (
∑
i ai,jxi)
2
) 1
2
. By the Cauchy-Schwarz inequality,
αz(x) ≤
(∑
i,j
z4j a
2
i,j
) 1
4
β(x), (64)
where
β(x) =
(∑
j
(
∑
i ai,jxi)
4∑
i a
2
i,j
) 1
4
.
Let E = (Ej)j , where Ej are i.i.d symmetric exponential r.v’s with the density e−|x|/2. We have
Eβ(E) ≤ (Eβ(E)4) 14 ≤ C (∑
i,j
a2i,j
) 1
4
. (65)
Using Corollary A.12 with, a =
√
p, t = 1√
p
and ρα(x, y) = β(x − y) we can decompose T into⋃N
l=1 Tl in such a way that N ≤ exp(Cp) and
∀l≤N sup
x,x˜∈Tl
β(x− x˜) ≤ C√
p
(∑
i,j
a2i,j
) 1
4
. (66)
By Lemma A.13 we obtain
1
C
E sup
x∈Tl
∑
i,j
ai,jxigjzj ≤
√∑
i,j
a2i,jz
2
j +
√
p sup
x,x˜∈Tl
√√√√∑
j
z2j
(∑
i
ai,j(xi − x˜i)
)2
≤
√∑
i,j
a2i,jz
2
j +
√
p sup
x,x˜∈Tl
(∑
i,j
a2i,jz
4
j
) 1
4
β(x− x˜) ≤ C
(∑
i,j
a2i,jz
4
j
) 1
4
(∑
i,j
a2i,j
) 1
4
,
where in the last inequality we used the Cauchy-Schwarz inequality and (66).
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Fact 5.6. For any symmetric set T ⊂ √pBn2 + pBn1 , we have
S(T ) := E sup
x∈T
∑
i,j
ai,jxiYj ≤ C(d)
sup
x∈T
∥∥∥∥∥∥
(∑
i
ai,jxi
)
j
∥∥∥∥∥∥
Y,p
+
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
 .
Proof. Obviously,
S(T ) ≤ E sup
x∈T
∑
i
∑
j≤p
ai,jxiYj + E sup
x∈T
∑
i
∑
j>p
ai,jxiYj =: S1(T ) + S2(T ). (67)
By Fact A.2 and Theorem 4.1 we have
S1(T ) ≤ C sup
x∈T
∥∥∥∥∥∑
i,j
ai,jxiYj
∥∥∥∥∥
p
≤ C(d) sup
x∈T
∥∥∥∥∥∥
(∑
i
ai,jxi
)
j
∥∥∥∥∥∥
Y,p
. (68)
Now we bound S2(T ). By Theorem 5.5 We may decompose T into T =
⋃N
l=1 Tl in such a way that
N ≤ exp(Cp) and (63) holds for Tl/√p instead of Tl and (ai,j)i≥1,j>p instead of (ai,j)i,j. Using Lemmas
5.4 and 3.3 we get
S2(T ) ≤ C(d)
max
l≤N
E sup
x∈Tl
∑
i
∑
j>p
ai,jxiYj + sup
x∈T
∥∥∥∥∥∥
(∑
i
ai,jxi
)
j
∥∥∥∥∥∥
Y,p
 . (69)
By the symmetry of Yj’s, Jensen’s inequality and the contraction principle
E sup
x∈Tl
∑
i
∑
j>p
ai,jxiYj = E sup
x∈Tl
∑
i
∑
j>p
ai,jxiεj|Yj| ≤
√
2p
pi
E sup
x∈Tl/√p
∑
i
∑
j>p
ai,jxigj|Yj|.
Theorem 5.5 states that last term in the above formula does not exceed
C(d)
√
p E
(∑
i
∑
j>p
a2i,jY
4
j
) 1
4
(∑
i
∑
j>p
a2i,j
) 1
4
≤ C(d)√p
(∑
i
∑
j≥p
a2i,jEY
4
j
) 1
4
≤ C(d)√p
√∑
i
∑
j>p
a2i,j. (70)
In the last inequality we used ‖Yj‖4 ≤ 2d ‖Yj‖2 = 2d/e. From Lemma A.3 and (56)
√
p
2
√∑
i
∑
j>p
a2i,j ≤ sup
∑
j
√∑
i
a2i,jtj
∣∣∣∑
j
t2j ≤ p, ∀j≤n|tj| ≤ 1
 ≤
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
. (71)
The assertion follows by (67)-(71).
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6 Proof of Theorem 2.1
We are ready to prove the main theorem of this paper. We begin with the lower bound.
Repeated application of (31) gives∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
≥ c(d) ‖ai,j‖X,Y,p . (72)
Symmetry of Y ′j s, Jensen’s inequality, (54) with p = 1, normalization ‖Xi‖2 = 1/e and (31) imply∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
=
∥∥∥∥∥∑
j
Yj
∣∣∣∣∣∑
i
ai,jXi
∣∣∣∣∣
∥∥∥∥∥
p
≥
∥∥∥∥∥∑
j
YjEX
∣∣∣∣∣∑
i
ai,jXi
∣∣∣∣∣
∥∥∥∥∥
p
≥ 1
C(d)
∥∥∥∥∥∥∥
∑
j
Yj
√√√√
EX
(∑
i
ai,jXi
)2∥∥∥∥∥∥∥
p
≥ 1
C(d)
∥∥∥∥∥∥
(∑
i
a2i,j
)
j
∥∥∥∥∥∥
Y,p
. (73)
In the same way we show ∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
≥ 1
C(d)
∥∥∥∥∥∥
√∑
j
a2i,j
∥∥∥∥∥∥
X,p
. (74)
Inequalities (72) and (74) gives the lower bound in Theorem 2.1.
Now we establish the upper bound. To this end we observe that Theorems 4.1 and A.14 and Lemma
3.2 yield ∥∥∥∥∥∑
i,j
ai,jXiYj
∥∥∥∥∥
p
≤ C(d)
E
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
(∑
j
ai,jYj
)
i
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
X,p,d
+ ‖(ai,j)i,j‖X,Y,p
 ,
whereas E
∣∣∣∣∣∣∣∣∣(∑j ai,jYj)
i
∣∣∣∣∣∣∣∣∣
X,p,d
is bounded by the following Proposition.
Proposition 6.1. For any d ≥ 1 we have
E
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
(∑
j
ai,jYj
)
i
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
X,p,d
≤ C(d)
‖(ai,j)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
 . (75)
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Proof. Since the functions MˆXi (t) are symmetric and 1 + x ≤ 2 + x1{x≥1} we have
E
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
(∑
j
ai,jYj
)
i
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
X,p,d
= E sup
{∑
i
x1i
d∏
k=2
(1 + xki )
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ∣∣∣ ∀k≤d∑
i
MˆXi (x
k
i ) ≤ p
}
≤ 2d−1
[
E sup
{∑
i
x1i
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
+
∑
I⊂[d]
E sup
{∑
i
∏
k∈I
xki 1{|xki |≥1}
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ∣∣∣ ∀k∈I∑
i
MˆXi (x
k
i ) ≤ p
}]
.
Since {x ∈ Rn | ∑i MˆXi (xi) ≤ p} ⊂ √pBn2 + pBn1 (recall (24)) Lemma 5.6 implies
E sup
{∑
i
x1i
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
= E sup
{∑
i
x1i
∑
j
ai,jYj
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
}
≤ C(d)
sup

∥∥∥∥∥∥
(∑
i
ai,jx
1
i
)
j
∥∥∥∥∥∥
Y,p
∣∣∣ ∑
i
MˆXi (x
1
i ) ≤ p
+
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p

≤ C(d)
‖(ai)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
 .
If I ⊂ [d] then
E sup
{∑
i
∏
k∈I
xki 1{|xki |≥1}
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ∣∣∣ ∀k∈I∑
i
MˆXi (x
k
i ) ≤ p
}
≤ E sup
{∑
i
d∏
k=1
xki 1{|xki |≥1}
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ∣∣∣ ∀k∈I∑
i
MˆXi (x
k
i ) ≤ p
}
=: S,
where in the inequality we choose xki = x
k0
i for any k /∈ I and some k0 ∈ I.
Let T, U, V be the sets defined in (34)-(36). Then T ⊂ U + V . So we have that
S ≤ E sup
x1,...,xd∈U
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣+∑
I⊂[d]
I 6=∅
E sup
xi∈U for i∈I
sup
xi∈V for i/∈I
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣
≤ E sup
x1,...,xd∈U
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣+ (2d − 1)E supx1,...,xd−1∈T,xd∈V
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ . (76)
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The last inequality follows by the symmetry and the inclusions U, V ⊂ T . Observe that (57) implies
E sup
x1,...,xd∈U
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ≤ C(d)
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
,
whereas (58) implies
E sup
x1,...,xd−1∈T,xd∈V
∑
i
d∏
k=1
xki
∣∣∣∣∣∑
j
ai,jYj
∣∣∣∣∣ ≤ C(d) ‖(ai)‖X,Y,p .
A Appendix
In this section we gather results from previous work used in the paper as well as proofs of several
simple technical results. We use notation introduced in Sections 2 and 3.
Lemma A.1. Assume that T ⊂ Rn is bounded and span(T ) = Rn. Then ‖x‖ = supt∈T |
∑
i xiti| is a
norm. In particular ‖(ai)‖X,p , ‖(ai,j)‖X,Y,p are norms.
Proof. It is clear that ‖ · ‖ is well-defined, homogeneous and satisfies the triangle inequality. Now
observe that ‖x‖ = 0 gives ∑i xiti = 0 for all t ∈ span(T ) = Rn, hence x = 0 and the first part of the
assertion follows. Now let
Tˆ =
{
(xiyj)i,j ∈ Rn2
∣∣∣ ∑
i
NˆXi (xi) ≤ p,
∑
j
NˆYj (yj) ≤ p
}
.
Observe that Tˆ spans Rn
2
and is bounded since for any r.v X, − lnP(|X| ≥ t) → ∞ as t → ∞.
Analogously we prove that ‖ · ‖X,p is a norm.
Fact A.2. For any p ≥ 1, any set T ⊂ R⌊p⌋ which fulfills assumptions of Lemma A.1 and any r.v’s
Z1, . . . , Zp we have
E sup
x∈T
∣∣∣∣∣∑
i≤p
xiZi
∣∣∣∣∣ ≤
(
E sup
x∈T
∣∣∣∣∣∑
i≤p
xiZi
∣∣∣∣∣
p) 1
p
≤ 10 sup
x∈T
∥∥∥∥∥∑
i
xiZi
∥∥∥∥∥
p
.
Proof. Consider a norm on R⌊p⌋ given by
∥∥(y1, . . . , y⌊p⌋)∥∥ = sup
x∈T
∣∣∣∣∣∑
i≤p
xiyi
∣∣∣∣∣ .
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Let K be the unit ball of the dual norm ‖ ‖∗. Then K = conv(T ∪ −T ). Let M be a 1/2 net in K
(with respect to ‖ ‖∗) of cardinality not larger than 5⌊p⌋ (M exists by standard volumetric arguments).
Then for all y ∈ R⌊p⌋
‖y‖ ≤ 2 sup
u∈M
∣∣∣∣∣∑
i≤p
uiyi
∣∣∣∣∣ .
Thus
E sup
x∈T
∣∣∣∣∣∑
i≤p
xiZi
∣∣∣∣∣
p
≤ 2pE sup
u∈M
∣∣∣∣∣∑
i≤p
uiZi
∣∣∣∣∣
p
.
Observe that(
E sup
u∈M
∣∣∣∣∣∑
i≤p
uiZi
∣∣∣∣∣
p) 1
p
≤
(∑
u∈M
E
∣∣∣∣∣∑
i≤p
uiZi
∣∣∣∣∣
p) 1
p
≤
(
5p sup
u∈M
E
∣∣∣∣∣∑
i≤p
uiZi
∣∣∣∣∣
p) 1
p
≤ 5 sup
x∈T
∥∥∥∑ xiZi∥∥∥
p
.
Lemma A.3. For any p ≥ 1 and any a1 ≥ a2 ≥ . . . ≥ an ≥ 0,
1
2
∑
i≤p
ai +
√
p
√∑
i>p
a2i
 ≤ sup{∑
i
aiti
∣∣∣ ∑
i
t2i ≤ p, |ti| ≤ 1
}
≤
∑
i≤p
ai +
√
p
√∑
i>p
a2i .
Proof. Denote M = sup
{∑
i aiti
∣∣∣ ∑i t2i ≤ p, |ti| ≤ 1}. By choosing ti = 1 for i ≤ p and ti = 0 for
i > p we see that M ≥∑i≤p ai.
Now let k = ⌊p⌋ + 1, A = (ka2k +
∑
i>k a
2
i )
1
2 , ti =
√
pak/A for i ≤ k and ti = √pai/a for i > k.
Then |ti| ≤ 1,
∑
t2i = p and
M ≥
∑
i
aiti ≥ √pA ≥ √p
√∑
i>p
a2i .
To show the upper bound it is enough to observe that
∑
aiti ≤ ‖t‖∞
∑
i≤p ai + ‖t‖2
√∑
i>p a
2
i .
Lemma A.4. Let r ≤ 1 < R and
f(t) =

t2 for |t| ≤ 1
|t|r for 1 < |t| ≤ R
∞ for R < |t|.
Then for any p ≥ 1 and a1 ≥ a2 ≥ . . . ≥ an ≥ 0
sup
{∑
i
aiti
∣∣∣ ∑
i
f(ti) ≤ p
}
∼

√
p
√∑
i a
2
i + p
1
ra1 for 1 ≤ p ≤ Rr√
p
√∑
i a
2
i +R
∑
i≤ p
Rr
ai for R
r < p ≤ R2
√
p
√∑
i≥ p
R2
a2i +R
∑
i≤ p
Rr
ai for R
2 < p.
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Proof. Since |t|r ≤ t2 for |t| ≥ 1 and |t|r ≥ t2 for |t| ≤ 1 we obtain
1
2
(
sup
{∑
i
aiti
∣∣∣ ∑
i
t2i ≤ p, |ti| ≤ R
}
+ sup
{∑
i
aiti
∣∣∣ ∑
i
|ti|r ≤ p, |ti| ≤ R
})
≤ sup
{∑
i
aiti
∣∣∣ ∑
i
f(ti) ≤ p
}
≤ sup
{∑
i
aiti
∣∣∣ ∑
i
t2i ≤ p, |ti| ≤ R
}
+ sup
{∑
i
aiti
∣∣∣ ∑
i
|ti|r ≤ p, |ti| ≤ R
}
=: S1 + S2. (77)
We will estimate S1 and S2 separately.
1. Obviously S1 =
√
p
√∑
i a
2
i for p ≤ R2. Assume that p > R2. By homogeneity and Lemma A.3
S1 = R
{∑
i
aiti
∣∣∣ ∑
i
t2i ≤
p
R2
, |ti| ≤ 1
}
∼ R
∑
i≤ p
R2
ai +
√
p
√∑
i≥ p
R2
a2i .
2. It is easy to see that S2 = p
1
ra1 = p
1
r ‖(ai)‖∞ for p ≤ Rr. Assume that p > Rr. Because
0 < r ≤ 1, by homogeneity
S2 = R
{∑
i
aiti
∣∣∣ ∑
i
|ti|r ≤ p
Rr
, |ti| ≤ 1
}
≤ R
{∑
i
aiti
∣∣∣ ∑
i
|ti| ≤ p
Rr
, |ti| ≤ 1
}
≤ 2R
∑
i≤ p
Rr
ai
Moreover by picking t1 = . . . = t⌊ p
Rr
⌋ = 1 and t⌊ p
Rr
⌋+1 = . . . = tn = 0 we observe that
S2 ≥ R
∑
i≤ p
Rr
ai.
Since R2 ≥ Rr the asertion easily follows.
Theorem A.5 was formulated in [3] in a slightly different manner. The below formulation can be
found for instance in [10] (Theorem 2 therein).
Theorem A.5 (Gluskin-Kwapień estimate). Let X1, . . . , Xn be independent, symmetric r.v’s with
log-concave tails which fulfills following normalization condition
∀i≤n inf{t > 0 : NXi (t) ≥ 1} = 1. (78)
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Then for any p ≥ 1, a1, . . . an ∈ R we have∥∥∥∥∥∑
i
aiXi
∥∥∥∥∥ ∼ ‖(ai)‖X,p .
Lemma A.6. [8, Lemma 3.2] Assume that X1, . . . , Xn satisfy assumptions of Theorem A.5. Let T be
a finite subset of (R+)
n. Then for any p ≥ 1 we have∥∥∥∥∥ max(t1,...,tn)∈T max
(∑
i
tiXi − C
∑
i
ti, 0
)∥∥∥∥∥
p
≤ C (p+ ln |T |) max
(t1,...,tn)∈A
max
i
ti.
Corollary A.7. [10, Corollary 3] Assume that X1, . . . , Xn and Y1, . . . , Yn satisfy the assumptions of
Theorem A.5. Then for any p ≥ 1
E
∥∥∥∥∥∥
(∑
i
ai,jXi
)
j
∥∥∥∥∥∥
Y,p
≤ C
‖(ai,j)‖X,Y,p +
∥∥∥∥∥∥
√∑
i
a2i,j

j
∥∥∥∥∥∥
Y,p
 .
Theorem A.8 (Kwapień decoupling inequalities [5, Theorem 2] ). Let F be a Banach space and
(X ij)i≤d,j≤n, (Xj)j≤n are independent symmetric random variables such that
∀j≤n X1j , X2j , . . . , Xdj , Xj are i.i.d.
Assume that array (ai1,...,id)i1,...,id ∈ F n
d
is tetrahedral (ik = il for k 6= l, k, l ≤ n implies ai1,...,id = 0)
and symmetric (ai1,...,id = aipi(1),...,ipi(d) for all permutations pi of [d]). Then for any convex function
φ : F → R+
Eφ
(
1
C
∑
i1,...,id
ai1,...,idX
1
i1 · . . . ·Xdid
)
≤Eφ
( ∑
i1,...,id
ai1,...,idXi1 · . . . ·Xid
)
≤ Eφ
(
C
∑
i1,...,id
ai1,...,idX
1
i1 · . . . ·Xdid
)
.
Theorem A.9 (V. H. de la Peña and S. J. Montgomery-Smith decoupling bounds, [2, Theorem 1].).
Under the assumptions of Theorem A.8 we have for any t ≥ 0,
1
C
P
(∥∥∥∥∥ ∑
i1,...,id
ai1,...,idX
1
i1 · . . . ·Xdid
∥∥∥∥∥ ≥ Ct
)
≤P
(∥∥∥∥∥ ∑
i1,...,id
ai1,...,idXi1 · . . . ·Xid
∥∥∥∥∥ ≥ t
)
≤ CP
(∥∥∥∥∥ ∑
i1,...,id
ai1,...,idX
1
i1 · . . . ·Xdid
∥∥∥∥∥ ≥ tC
)
.
30
Theorem A.10 (Latała bound on Lp-norms of linear forms [6]). Let X1, X2, . . . , Xn be independent
nonnegative random variables or independent symmetric random variables. Then∥∥∥∥∥∑
i
Xi
∥∥∥∥∥
p
∼ inf
{
t > 0 :
∑
i
ln
(
E
(
1 +
Xi
t
)p)
≤ p
}
.
Remark A.11. [12, Remark 3.2] Let X be a symmetric random variable, such that EX = 1 and
there exist constants K, β > 0 such that lnP (|X| ≥ Ktx) ≤ tβ lnP (|X| ≥ x) for any t, x ≥ 1. Then
X fulfills the moment condition (1) with α = α(K, β).
Corollary A.12 (Corollary 5.7 from [1] with d = 1). Let E1, . . . , En be i.i.d random variables with the
density exp(−|t|/2), α( · ) be a norm on Rn and ρα be a distance on Rn defined by
ρα(x, y) = α(x− y).
Then for any a ∈ R+, T ⊂ Bn2 + aBn1 , t ∈ (0, 1],
N(T, ρα, CtEα(E1, . . . , En)) ≤ exp
(
t−2 + at−1
)
.
Lemma A.13. [1, Lemma 6.3] For any matrix B = (bi,j)i,j≤n, any T ⊂ Bn2 + aBn1 and a ≥ 1,
E sup
x∈T
∑
i,j
bi,jxigj ≤ C
√∑
i,j
b2i,j + a · sup
x,x′∈T
√√√√∑
j
(∑
i
bi,j(xi − x′i)
)2 .
Theorem A.14. [9, Theorem 1.1] Assume that X1, . . . , Xn are independent r.v’s such that
∀i∀p≥1 ‖Xi‖2p ≤ α ‖Xi‖p for some α > 0.
Then for any non empty set T ⊂ Rn and p ≥ 1 we have∥∥∥∥∥supt∈T
∣∣∣∣∣∑
i
tiXi
∣∣∣∣∣
∥∥∥∥∥
p
≤ C(d)
∥∥∥∥∥supt∈T
∣∣∣∣∣∑
i
tiXi
∣∣∣∣∣
∥∥∥∥∥
1
+ sup
t∈T
∥∥∥∥∥∑
i
tiXi
∥∥∥∥∥
p
 .
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