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Resumen. Presentamos un algoritmo estéreo con bajo coste computacional y 
mapa de disparidad con alto porcentaje de emparejamientos. Nuestro algoritmo 
integra técnicas clásicas, como programación dinámica mejorada con la 
incorporación de varianza auto-ajustable para la obtención del mapa de 
disparidad; con multirresolución, extracción de información de aristas y puntos 
esquina, y reutilización de la información obtenida en los diversos niveles de  
escalado. Todo ello aplicado tal y como se describe en el presente trabajo 
reduce tiempos y mejora la calidad del mapa de disparidad final.   
1. Introducción  
Los algoritmos estéreo necesitan determinar el conjunto de correspondencias 
correctas entre características de (al menos) dos imágenes, problema que ha sido y 
está siendo continuamente estudiado [1, 2, 3, 4, 5]. Aunque la restricción de línea 
epipolar de estéreo reduce el espacio de búsqueda a una dimensión (entre líneas 
epipolares), el problema de la correspondencia todavía es difícil. Existen muchas 
razones para esto: (1) la detección de características no es perfectamente fiable puesto 
que se pueden detectar falsas características en una u otra de las imágenes; (2) los 
puntos de una imagen pueden estar ocultos en la otra imagen y (3) el establecimiento 
de la similitud entre dos puntos se puede confundir con ruido en las dos imágenes. 
También hay que tener en cuenta que la calibración de la cámara es una componente 
importante de cualquier algoritmo estéreo. 
Para abordar el problema de la visión estéreo se debe establecer en primer lugar la 
correspondencia de puntos individuales del par de imágenes y, a partir de la 
diferencia de posición de dichos puntos, calcular la profundidad de cada uno de ellos.  
En nuestro algoritmo hemos identificado los puntos correspondientes en las dos 
imágenes integrando varias técnicas con el fin de reducir tiempos (apartado 2)  y 
obtener  similitudes lo más fiables posible (apartados 3 y 4).  
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2. Algoritmo Multirresolución  
El algoritmo presentado en este artículo consta de diversas subtareas: 
preprocesamiento, extracción de características, emparejamiento, escalado e 
interpolación. En la tabla 1 mostramos el algoritmo resultante de la integración de las 
diversas tareas, que de forma breve describimos a continuación. 
 
Tabla 1. Algoritmo estéreo con multirresolución 
Hemos utilizado la representación de imágenes a múltiples resoluciones [6,7,8] 
debido a tres consideraciones principales: principio divide y vencerás, transición entre 
características a nivel local y características a nivel global, y semejanza del modelo 
con ciertos tipos de procesamientos primarios en la visión natural. 
Inicialmente resolvemos el problema sobre las imágenes a baja resolución (más 
pequeña) y partimos de este resultado para inicializar la estimación a mayor 
resolución.  Para ello escalamos las imágenes originales de modo que pasan de 
resolución N × M  a resolución N/2Escala × M/2Escala, así, éstas serán las imágenes que 
situaremos en el nivel más alto de la estructura piramidal. Con ello combinamos las 
ventajas de ambos enfoques, aumentando la eficiencia computacional (baja 
resolución) y la posibilidad de encontrar mejores soluciones (alta resolución).  
En cada uno de los niveles de la estructura piramidal calculamos el mapa de 
disparidad, en función del nivel en el que nos encontremos. Así, para la obtención del 
mapa de disparidad inicial aplicamos la técnica robusta de programación dinámica 
descrita en el apartado 3, y para el resto de niveles hasta llegar a las imágenes a su 
resolución original, aplicamos la función de coste descrita en el apartado 4. 
3. Programación Dinámica con Varianza Auto-Ajustable 
Para obtener el mapa de disparidad inicial hemos decidido utilizar un algoritmo 
tradicional de programación dinámica, en particular el de Cox [9]. En su algoritmo se 
especifica como parámetro de entrada la varianza estimada del conjunto de valores de 
intensidades de píxeles de la imagen, esto es, se aplica la misma varianza sobre todos 
los puntos a emparejar. Ello implica la suposición de que todas las zonas de la imagen 
tienen el mismo grado de uniformidad, sin cuestionar si en la imagen concreta es así o 
no. Nosotros introducimos como modificación el recálculo de la varianza para cada 
PASO 1. Obtener par estéreo  
PASO 2. Escalar el par estéreo al máximo nivel (l) 
PASO 3. Aplicar programación dinámica con varianza auto-ajustable al par 
estéreo para obtener el mapa de disparidad  ( ld ) 
PASO 4. Escalar el par estéreo al nivel anterior (l-1) e interpolar el mapa de 
disparidad ( ld )  al nivel  (l-1) (
i
ld 1− ) 
PASO 5. Calcular el mapa de disparidad mediante la función de coste ( 1−lCf )    
PASO 6. Si el nivel l-1=0 entonces PARAR, en caso contrario volver al PASO 4. 
 punto a tratar. Puesto que los emparejamientos, debido a la restricción de línea 
epipolar están localizados en zonas y siempre dentro de un rango de búsqueda 
establecido, calculamos la varianza para cada uno de esos rangos. De este modo 
ajustamos automáticamente el valor de la varianza de los puntos a emparejar. Con 
esta modificación conseguimos unos costes de oclusión y de emparejamiento más 
robustos, específicos para cada uno de los intervalos de búsqueda y no generales para 
toda la imagen, lo que aporta emparejamientos más fiables. 
4. Función de Coste 
Una vez obtenido el primer mapa de disparidad en el nivel de escalado mayor, la 
cima de la pirámide, calculamos de modo distinto los emparejamientos en los 
restantes niveles de la pirámide, aportando la información obtenida en el nivel 
anterior. Según esto, la función de coste (Ecuación 1) a emplear en el cálculo de los 
posibles emparejamientos, maneja información de las correspondencias obtenidas en 
el nivel anterior de la pirámide, junto a la información de aristas, puntos esquina y los 
posibles emparejamientos entre las imágenes izquierda y derecha escaladas al nivel 
actual de tratamiento. 









−−= −− λ  (1) 
donde cij,d es el coeficiente de correlación descrito en la ecuación 2. 
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λ es el coeficiente de regularización sobre la detección de aristas verticales, 
horizontales y puntos esquina.  
El término dij,l-1 es la disparidad de p=(i,j) y se define como  
{ }11, max −∈− = lSRdlij Cfd  (3) 
con Cfl-1  la función de coste en el nivel l-1 y DMl  la máxima disparidad en el nivel l. 
5. Experimentación y Conclusiones 
Para la obtención de las distintas imágenes hemos utilizado una cámara binocular, 
Digiclops interface IEEE 1394, además de otras cámaras no binoculares, con la 
intención de no limitar la experimentación.  En  las figuras 1 y 2 presentamos uno de 
los experimentos realizados en interior, con condiciones de baja luminosidad. 
 En todas las pruebas hemos contrastado el porcentaje de emparejamientos y los 
costes computacionales de los resultados obtenidos con el algoritmo presentado, 
frente a los obtenidos aplicando correlación [10]. Y, conocidos los parámetros de la 
cámara hemos calculado la cantidad de objetos representativos que aparecen en la 




Fig. 1.   Par estéreo de resolución 320×240 
  
Fig. 2.  (izquierda) Mapa de disparidad obtenido mediante el algoritmo descrito.  
(derecha) Mapa de disparidad obtenido aplicando la técnica de correlación de [10]. 
El algoritmo presentado incorpora robustez en el proceso de detección del mejor 
emparejamiento mediante la varianza auto-ajustable, introduce información de aristas 
para discriminar zonas de la imagen e incorpora información de forma progresiva 
para reducir el tiempo en encontrar el mejor emparejamiento, así como para 
seleccionar de entre los mejores emparejamientos el realmente óptimo. Además, 
mantiene un coste computacional similar en todas las experimentaciones, mostrando 
ser poco sensible al tamaño de las imágenes, así como a las características de la 
escena, etc. Y proporciona un alto porcentaje de emparejamientos, con independencia 
del tipo de imagen. 
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