Protein lysine crotonylation (Kcr) is an important type of post-translational modification that regulates various activities. The experimental approaches to identify the Kcr sites are time-consuming and it is necessary to develop computational prediction approaches. Previously, a few classifiers were based on over 100 Kcr sites from histone proteins. Recently, thousands of Kcr sites have been experimentally verified on non-histone proteins from the plant species Papaya. We found that the previous classifiers fail to identify non-histone Kcr sites. Therefore, it is necessary to develop classifiers for non-histone proteins. Accordingly, we constructed 11 different classifiers to recognize non-histone Kcr sites by combining different features and algorithms (such as random forest and convolutional neural network (CNN)). They were compared using both ten-fold cross validation and independent test dataset. The classifier based on CNN and the word embedding approach, dubbed as pKcr, performed better than other classifiers. pKcr obtained AUC value of 0.855 and 0.853 for ten-fold cross-validation and independent data test, respectively. No statistical difference of its performances on these two tests indicates that pKcr does not overfit. In the pKcr framework, a peptide is cleaved into biological characters followed by transformation into digital vectors. These vectors are input into the CNN with participation of multiple convolution kernels to automatically extract various features and pooling layers to perform feature selection. The superior performance of pKcr suggests that this algorithm is well suited for the Kcr prediction and may be applied broadly to predicting other types of PTM sites. pKcr can be available at http://www.bioinfogo.org/pkcr.
I. INTRODUCTION
Lysine crotonylation (Kcr), as a newly discovered and conserved type of post translational modifications (PTMs),. were originally found on histone proteins [1] . Histone crotonylation affects chromatin structure and hence facilitates histone replacement [1] - [3] . This modification generally exists in transcription initiation sites and thus influences gene expression [4] . Histone crotonylation is related to acute kidney injury as well as regulates the development of stress-mediated depression [5] , [6] . Recently, lysine crotonylation was discovered on non-histone proteins and found to participate in various activities, e.g. regulation of cell cycle progression The associate editor coordinating the review of this manuscript and approving it for publication was Quan Zou . and DNA replication cell cycle [7] , [8] . With the invention of anti-Kcr antibody, 5,995 Kcr sites on 2,120 proteins were identified from papaya fruit (Carica papaya L.) using highresolution LC-MS/MS techniques [9] . In order to understand and elucidate features and molecular functions of lysine crotonylation, an important step is the accurate prediction of the Kcr sites. So far, a few computational approaches were developed based on the known Kcr sites on histone proteins, e.g. CrotPred [10] , iPTM-mlys [11] , iKcr-PseEns [12] and CKSAAP_CrotSite [13] . Although these algorithms have made great contributions to the Kcr prediction, their training dataset are derived from histone proteins only and the number of the Kcr sites is limited (≤169). Because the number of Kcr sites on non-histone proteins extremely exceeds that on histone proteins, it remains unclear that the algorithms developed previously are suitable for the prediction of Kcr sites on the non-histone proteins.
The Kcr classifiers available are based on the traditional machine learning (ML) algorithms, e.g. Random Forest (RF) and Support Vector Machine (SVM). The deep-learning (DL) model has recently become a promising ML algorithm. Unlike the traditional ML algorithms that require pre-defined features, DL is capable of learning sparse representation in a self-taught manner with the inclusion of multiple hidden layers. DL has been applied to the prediction of various kinds of modification sites and demonstrated great performances [14] , such as protein phosphorylation [15] , [16] , lysine malonylation [17] , protein nitration and nitrosylation [18] and RNA N6-methyladenosine [19] - [21] . In this study, we constructed a DL architecture, dubbed pKcr, for the prediction of Kcr sites on the papaya proteome. This classifier was based on one-dimensional convolutional neural network with a word embedding (WE) approach, named as CNN WE . CNN WE showed better performances than traditional ML classifiers and other CNN-based predictors in both ten-fold cross-validation and independent test. Overall, pKcr is a useful tool for easily identifying Kcr sites with high confidence.
II. MATERIALS AND METHODS

A. DATASET
We collected 5,337 non-redundant experimentally verified Kcr sites on non-histone proteins from papaya [9] . To prepare the benchmark datasets with high confidence for training and testing, we referred to the procedure established by Chen et al. [16] , [22] (Table 1) , described in the following.
1) The 5,337 Kcr sites from the 1,965 proteins were considered as positive sites, and the remaining lysine residues (53,432) on the same proteins were determined as negative sites. 2) To avoid over-estimation due to similar protein sequences, the Kcr-containing proteins with sequence identities > 30% were clustered together using CD-HIT [22] . For every cluster, the protein with the highest number of Kcr sites was selected as the representative. The Kcr sites on the representative were considered as positive sites and the remaining lysine sites were taken as negative sites. It should be noted that the lysine sites in the representative were not considered negatives and abandoned if the aligned counterparts from other members of the same cluster were reported to be crotonylated. As a result, the dataset contained 3,453 positive sites and 37,134 negative sites in 1485 representatives. 3) In order to estimate the optimal sequence window for model construction, we set the sequence window to nine different sizes (i.e., 21, 23, 25, 27, 29, 31, 33, 35 and 37) and compare them through the tenfold cross-validation. Figure 1 showed that the window size of 29 had the best results for two different prediction models. Thus, this window size was selected in our study. It should be noted that if the central lysine site was located near the N-or C-terminus of a sequence, the gap symbol '-' was assigned to fill in VOLUME 8, 2020 the corresponding positions to ensure that the peptides had the same window size. The representative proteins in the dataset was randomly divided into two groups: 4/5 (1,188) for cross-validation and the rest 1/5 (297) for an independent test. Finally, 2,742 positive peptides and 29,676 negative peptides were subjected to ten-fold cross-validation, and 711 positive peptides and 7,458 negative peptides were used as the independent test dataset. All the data were available at http://www.bioinfogo.org/pkcr/download.php
B. FEATURE ENCODING SCHEME
Five features were selected for comparison in this study, i.e. binary, Composition of k-spaced Amino Acid Pairs (CKSAAP), Amino Acid Composition (AAC) [23] , Enhanced AAC(EAAC) [24] and Enhanced Grouped AAC (EGAAC) [24] . They were simply described below:
1) In the binary feature, each residue of the peptide is represented as a 20-dimensional vector filled with 19 zeros and a one in the index corresponding to the specific residue. When the left or right neighboring amino acid residues cannot fit the window size of 29, dashes '-' filled in these positions are encoded to 0 across the 20-dimensional vector. 2) In the CKSAAP feature, the frequency of amino acid pairs separated by any k residues (k=4 in this study) is calculated.
3) The AAC feature indicates the amino acid frequencies for every position in the sequence window. 4) In the EAAC feature, the AAC values are calculated based on the sequence window of fixed length (the default value is 5) that continuously slides from the N-to C-terminus of each peptide and can be applied to encode the peptides.
5) The EGAAC feature was developed based on the GAAC feature. In the GAAC feature, the 20 amino acid types were categorized into five groups (g1: GAVLMI, g2: FYW, g3: KRH, g4: DE and g5: STCPNQ) according to their physicochemical properties and the frequencies of the groups are calculated. For the EGAAC feature, the GAAC values are calculated in the window of fixed length (the default value is 5) continuously sliding from the N-to C-terminal of each peptide sequence.
C. CONVENTIONAL MACHINE LEARNING ALGORITHMS
The RF algorithm was tested as conventional machine learning algorithm in this study. We trained the RF classifiers by randomly generating 1600 decision trees, which was developed using the python module named ''sklearn''.
D. DEEP LEARNING ALGORITHMS
We applied a DL framework based on a one-dimensional CNN, covering the following layers ( Figure 2 ): 1) Input layer: a peptide sequence of 29 residues with the lysine in the center was inputted as categorical features. 2) Embedding layer: Each amino acid (i.e. 20 amino acids and the gap '-') was converted into a five-dimensional vector. 3) Convolutional layers: They included three same sequentially connected blocks. Each block included a convolution layer and a max pooling layer. In the convolution layer, the rectified linear unit (ReLU) was considered as its activation function, the number of convolution kernels was set as 128 and each convolution kernel size was set as 8. The max pooling window size was 2. The convolutional layer operation is AUC01 (B) , respectively, for ten-fold cross-validation. AUC (C) and AUC01 (D) curves were also generated using the independent test. A detailed performance comparison using different measurements is provided in Table 3 .
described as following:
In the equation, j represents the convolution feature map, it is activated by convoluting all the feature maps of the upper layer and adding bias. The l represents the layers of convolutional neural network and f (·) is an activation function. k l jk and b l j are weights and biases, respectively. The ReLU activation function defined as:
where x denotes the input to the activation layer. The ReLU activation layer has an output of 0 if x is less than 0, and its output is equal to the input if x is positive. 4) Full connected layer: the information from the above was concatenated and received by the fully connected layer, which comprised 128 neurons and was activated by the ReLU function. 5) Output layer: This layer contained a single neuron with ''Sigmoid'' as the activation function. The probability score was calculated, which indicates the likelihood of the lysine residue in the center to be crotonylated. The sigmoid function to calculate the output x of this layer was expressed as:
As the CNN model was trained, the dropout units (the drop rate was set as 0.5) were added after each max pooling layer in the convolutional layers, which are usually required to avoid overfitting [25] . The parameters of this model were automatically trained and optimized based on binary crossentropy as the loss function using the Adam algorithm [26] . We set the learning rate as 0.001, determined the maximum number of epochs as 500 and terminated the model training early if the performance did not improve within 50 epochs. The binary cross-entropy function is
In this function, N means the number of samples in the current batch, n represents the number of categories (i.e. 2 n this study). The vector y contains the categories of the samples and the vectorŷ includes the predicted results of these samples. For a specific sample i,ŷ i = sigmoid(w * x) where w is the vector containing the weights of the cross-entropy model calculated after the last dropout step. The CNN model was developed using Keras and Tensorflow [27] .
E. PERFORMANCE ASSESSMENT OF THE PREDICTORS
Four measurements of sensitivity (Sn), specificity (Sp), accuracy (Acc), and Mathew Correlation Coefficient (MCC) were calculated. They are defined as:
where TP is the number of the correctly predicted modified sites, TN is the number of the correctly predicted unmodified sites, FP is the number of the incorrectly predicted modified sites and FN is the number of the incorrectly predicted unmodified sites. For each algorithm, ten-fold cross-validation was performed. The Receiver Operating Characteristic (ROC) curves were illustrated for Sn vs. 1-Sp scores and the Area Under the ROC Curve (AUC) values were calculated. The area under ROC curve with <10% false positive rate (AUC01) was considered because it reflects the performance of the predictor in a low false positive rate, which is practically important. 
F. STATISTICAL METHODS
Student's t-test was used to compare the means of two populations. As for multiple comparisons, adjusted P value with the Benjamini-Hochberg (BH) method was adopted.
III. REUSULTS AND DISCUSSTIONS A. THE AVALILABE CLASSIFIERS FAIL TO PREDICT NON-HISTONE CROTONYLATION SITES
The published classifiers were developed using histone Kcr sites and documented to have good performances. As the nonhistone Kcr sites have recently been discovered, we examined their performance on the prediction of non-histone Kcr sites. Currently, two classifiers iKcr-PseEns [12] and CKSAAP_CrotSite [13] are accessible. We investigated them using our independent test dataset where the number of negatives is around ten times larger than that of positives. Table 2 shows that their MCC values are around zero and their AUC values are close to 0.5. It indicates that both classifiers fail to identify Kcr sites from non-histone proteins. It also suggests that the characteristics of Kcr-containing peptides are significantly different between non-histone and histone proteins. Therefore, it is necessary to develop classifiers for non-histone Kcr proteins.
B. THE CNN APPROACH WITH WORD EMBEDDING SHOWED SUPERIOR PERFORMANCE
Many computational approaches have been developed for the prediction of PTM sites. They are generally based VOLUME 8, 2020 on traditional ML algorithms combined with various predefined features encoded from peptide sequences [14] . The RF algorithm is widely applied to the PTM prediction due to its robustness to data imbalance [14] , [28] . Accordingly, we constructed RF-based predictors with different encoding schemes for the Kcr prediction. The encoding schemes include binary, CKSAAP, AAC, EAAC and EGAAC. The corresponding classifiers were dubbed as RF Binary , RF CKSAAP , RF AAC , RF EAAC and RF EGAAC . Among them, RF EGAAC performed the best in the prediction of Kcr sites for ten-fold cross-validation and the independent test, in terms of Acc, Sn, MCC and AUC values ( Figure 3A&C and Table 3 ). As prediction performance at a low false positive rate is highly useful in practice, we applied AUC01, in which the specificity was determined to be >90%, to the estimation of these predictors. RF EGAAC was one of the two best (i.e. RF EGAAC and RF EAAC ) among these classifiers for the crossvalidation as well as independent test ( Figure 3B&D and Table 3 ). Therefore, RF EGAAC is generally the superior predictor. Deep learning algorithms have recently been applied to the field of the modification prediction. Accordingly, we developed different DL classifiers based on the same five features listed above, named as CNN Binary , CNN CKSAAP , CNN AAC , CNN EAAC and CNN EGAAC . Although RF EGAAC showed the best performance among the RF-based classifiers, CNN Binary compared favorably in the CNN-based predictors in terms of Acc, MCC, AUC and AUC01 values ( Table 3 ; Figure 4 ). Moreover, we compared RF-based and CNNbased algorithms using the same encoding features ( Table 3 ). The RF-based classifiers were better for some features (e.g. AAC and CKSAAP) whereas the CNN-based classifiers were better for other features (e.g. binary). It suggests that the performance of a predictor relies on both the algorithm and the encoding feature.
We further developed a DL classifier with the word embedding approach (called as CNN WE ), because the word embedding is widely utilized in the nature language process by embedment into neutral networks [18] , [26] . Interestingly, CNN WE had the largest Acc, Sn, MCC, AUC and AUC01 values among these CNN classifiers for both the ten-fold crossvalidation and the independent test ( Figure 4 ). Additionally, CNN WE compared favorably to the best conventional ML classifiers RF EGAAC for both the cross-validation and independent tests (Table 3 ; Figure 3 & 4) . These observations suggest that the DL algorithm combined with the word embedding approach is well suited for the Kcr prediction, probably due to the similarity of the protein sequence to natural language.
C. PERFORMANCE COMPARISONS AND VISUALIZATION
In order to verify whether our CNN models overfit, we compared the performances of each model for the tenfold cross-validation dataset and the independent dataset. Figure 5 showed that there was no statistical difference for each model in terms of AUC and AUC01 values. It suggests that these models are well generalized.
To further understand the performance of the CNN WE classifier, we visualized the sample distributions, based on the independent dataset, from the outputs of the embedding layer ( Figure 6A ) and from the last convolutional layer ( Figure 6B ) using the t-SNE algorithm [29] . In the word embedding layer, the positive and negative samples were mixed together, which is challenging for classification. By contrast, these two types of samples were clearly separated after the convolutional operation. This comparison indicates that the convolutional layer is the powerful means to detect the distinctive features of the positives and negatives. 
IV. CONCLUSION
The Kcr predictors available are based on the Kcr sites of histone proteins using traditional ML algorithms. Recently, thousands of Kcr sites have been identified on non-histone proteins from the papaya species. In this study, we constructed five RF-based classifiers and six CNN-based classifiers based on the non-histone Kcr sites from the papaya proteome. The CNN classifier integrated with the word embedding approach compared favorably to other classifiers. Taken together, we developed the first DL architecture pKcr for predicting Kcr sites on the papaya proteome. The outstanding performance of DL in the prediction of Kcr sites suggests that DL may be applied broadly to predicting other types of PTM sites. 
