Introduction
Let n ω be the time for matrix multiplication. It is trivial that ω ≤ 3. Strassen first showed that ω < 2.81 [15] . After Strassen's result there is a series of work improving the time bound. Pan [11] showed ω < 2.796. Bini et al. [3] obtained ω < 2.78. Schönhage [13] showed that ω < 2.522. Romani [12] got ω < 2.517. Coppersmith and Winograd [5] obtained ω < 2.496. In 1986, Strassen then obtained that ω < 2.479. In 1990 Coppersmith and Winograd [6] obtained the ω < 2.376 bound that lasted more than twenty years. Only until 2012 Williams [16] improved the bound to ω < 2.3727. A weaker improvement is also found by Stothers [14] .
In addition there are works on multiplying rectangular matrices. Coppersmith showed [7, 8 ] that an n × n 0.294 matrix can be multiplied with an n 0.294 × n matrix in n 2+ǫ time. Huang and Pan then generalized this to any rectangular matrix multiplication [10] . Very recently Gall showed [9] that an n × n 0.30298 matrix can be multiplied with an n 0.30298 × n matrix in O(n 2+ǫ ) time.
The algorithms we mentioned before are for real valued matrices. For Boolean matrix multiplication and integer matrix multiplication there are no better algorithm other than those algorithms mentioned above. However, the "Four Russians" algorithm by Arlazarov, Dinic, Kronrod, and Faradzhev [1] has time O(n 3 / log n) but can be improved to O(n 3 / log 2 n) for Boolean matrix multiplication, Bansal and Williams [2] obtained an O(n 3 (log log n) 2 / log 9/4 n) time algorithm for Boolean matrix multiplication, Chan [4] obtained an O(n 3 (log log n) 3 / log 3 n) time algorithm for Boolean matrix multiplication and Yu [17] obtained an O(n 3 (log log n) c / log 4 n) time algorithm for Boolean matrix multiplication.
In this paper we present an n 2 (log log n) O((log log n) 2 ) time algorithm for matrix multiplication. We use a completely different approach to the problem and the design of our algorithm is via a new path of thought. We have been working on achieving fast matrix multiplication algorithms for more than ten years and fortunately we have reached our goal.
The Design
Let i#k be the k-th bit of i with the least significant bit as the 0-th bit. Our approach for computing (a 0 , a 1 , ..., a n−1 )(b 0 , b 1 , ..., b n−1 ) T is to compute
In order to compute (1) we first study the problem of extracting the result of log n−1 i=0 c i from
We use an indeterminate x and log log n + 1 integers p = 2 and q 0 = (log log n) log log n (assume it is odd, for otherwise we take q 0 = (log log n) log log n + 1 ), q 1 = q 0 − 4, q 2 = q 0 − 8, ..., q log log n−1 = q 0 − 4(log log n − 1) and code (2) as
There are (log n) log n uncombined terms in (3). The term in (3) for
( log log n−1 m=0
Lemma 1: If we have computed (3) then the coefficient of x log log n−1 m=0
(p+qm) is log n−1 i=0 c i .
Proof:
We use induction to show that the coefficient of x k−1 m=0
(p+qm) for k ≤ log log n in
i=0 c i . At the same time our induction will apply to show that the coefficient of
i=0 c i . When k = 1, the coefficient of x p+q 0 is c 0 c 1 and the coefficient of x (p+q 0 ) mod q 1 = x 2+4 is c 0 c 1 , this is obvious.
Assume that the induction holds for k − 1, now we prove that it holds for k.
(p+qm) be an uncombined term in (5). Let the d 0 x pa be the part (factor) of D that contains c i 's with (i#(k − 1)) = 0 and d 1 x q k−1 b be the part (factor) of D that contain c i 's with (i#(k − 1)) = 1. Then
If a = b then a = b = k−2 m=0 (p + q m ) and we have our proof. Else we have that
Thus if (p+q m )−b = dp for an integer d. Also we have that a − b = d(p + q k−1 ). We have that
If we do (a = k−2 m=0 (p+q m )+dq k−1 ) mod q k−1 then we get (a = k−2 m=0 (p+(q m mod q k−1 ))) mod q k−1 . By our induction hypothesis the coefficient for x a mod q k−1 is
i=0 c i . This concludes our proof.
We call Lemma 1 as using log log n−1 m=0 (p + q m ) to positioning c i 's, i = 0, 1, ..., log n − 1. (3) can be used for the purpose of (1) except c k should be replaced with (1−(i#k))(1−(j#k))+ (i#k)(j#k). Note that at most one of (1 − (i#k))(1 − (j#k)) and (i#k)(j#k) will not be equal to 0. We will use four additional integers.
And we use c e , e = 0, 1, ..., 4 log n − 1, with c 4k = 1 − (i#k), c 4k+1 = 1 − (j#k), c 4k+2 = i#k, and c 4k+3 = j#k, k = 0, 1, ..., log n − 1. We then modify (3) to be
The power becomes 2 log n because (1−(i#k)) and (1−(j#k)) that must be picked up from different positions are multiplied together. The same holds for (i#k) and (j#k). The almost same arguments used in Lemma 1 can be used to prove that the coefficient of x
((1−(i#k))(1−j#k)+(i#k)(j#k)). Here log log n−1 m=0
(p+q m ) will positioning that there are (p ′ 0 + q ′ 0 ) log log n−1 m=0
(p 1−(i#m) q i#m m ) in the power coming from positions 4i, 4i + 1, 4i + 2, 4i + 3. Besides, there are a total of 2 log n multiplicands. The possibilities are with the coefficient of c 4i c 4i+1 , or c 4i+2 c 4i+3 from positions 4i, 4i + 1, 4i + 2, 4i + 3. Note that at least one of the choices is 0. The coefficient of x
((1 − (i#k))(1 − j#k) + (i#k)(j#k)). Thus for the multiplication of a i b j we write as 2 log n l=0 2 log n l (a i ( log n−1 k=0
The coefficient of x
log log n−1 m=0
(p+qm) in (10) is 0 if i = j and is a i b j if i = j. Thus the vector multiplication (a 0 , a 1 , ..., a n−1 )(b 0 , b 1 , ..., b n−1 ) T can be written as 2 log n l=0
((1 − (i#k))(1 − (j#k)) + (i#k)(j#k)))) = (a 0 , a 1 , ..., a n−1 )(b 0 , b 1 , ..., b n−1 ) T Here we raised the power of x to (log log n) O((log log n) 2 ) . Thus the vector preprocessing time is n(log log n) O((log log n) 2 ) for size n vector and the multiplication of two size n vectors is (log log n) O((log log n) 2 ) .
Thus matrix multiplication can be done with n 2 (log log n) O((log log n) 2 ) preprocessing time and can also be multiplied in n 2 (log log n) O((log log n) 2 ) time.
Main Theorem: Two n × n matrices can be multiplied in n 2 (log log n) O((log log n) 2 ) time.
Conclusions
After correcting multiple errors we arrived at the current version of this paper. The future task is to reduce the complexity further to be closer to O(n 2 ).
