Abstract The size of a document archive is a very important parameter for resource selection in distributed information retrieval systems. In this paper, we present a method for automatically detecting the size (i.e. number of documents) of a document archive, in case the archive itself does not provided such information. In addition, a method for detecting the incremental change of the archive size is also presented, which can be useful for deciding if a resource description has become obsolete and needs to be regenerated. An experimental evaluation of these methods shows that they provide quite accurate information.
Introduction
When a huge number of document archives or document resources are available via the Internet or large corporate networks, using a broker to select a subset of available resource servers to satisfy the user's information need becomes an important research issue. Many algorithms (see below) have been proposed which can automatically rank a set of document resources, according to the degree of their match with the given query.
Content-based resource selection algorithms need information about what each resource contains. This information is called resource description. In some situations a resource description can be obtained from a cooperative resource. However, in multi-party environments such as the Internet or large corporate networks, this information may not be available. As discussed in [3] , this can be caused by several reasons: older database systems may be unable to cooperate; some services will refuse to cooperate because they have no incentive or are allied with competitors; and some services may misrepresent their contents, for example, to lure people to the site. Callan, Lu and Croft concluded that all of these characteristics can be found today on the Internet; some of them also occur in large corporate networks.
The size of a document resource is one of the most important pieces of information needed for resource selection. It is used in many resource selection methods such as GlOSS/gGlOSS [5] , CVV [10] , decision-theoretic approach [4] , multi-objective model [9] , and so on. CORI [3] does not depend on this information, but considers that it is desirable and that discovering the size of a document resource by sampling is an open problem.
A number of researches and surveys (e.g. [1, 6] ) have been conducted with respect to the WWW for estimating various statistical characteristics, such as the total number of web pages, web sites, institutions having web sites, web pages indexed by major search engines, and so on. Very recently, Liu, Yu, and Meng [7] proposed a method for estimating the number of documents indexed by a search engine. They randomly chose a group of sample documents n (without overlap), then randomly chose another group of documents m (with possible overlap). A formula T otal = n × m o is used for estimating the total number of documents, where o is the number of overlaps between these two groups. The method may be useful, but the discussion is very brief and many aspects remains unknown.
In this paper we present a method for detecting the size of document resources automatically where such information cannot be accessed from the resource server directly; or, if it is provided by the resource server, its accuracy is questionable and confirmation is required.
The paper is organised as follows: In Section 2 we present an algorithm for detecting the size of a document resource. Section 3 gives the setting and results of experiments for the algorithm introduced in Section 2. In Section 4 we discuss a method for detecting the incremental change in the resource size, provided that a thorough analysis has been done before. Section 5 concludes the paper.
Detecting the Size of a Document Resource
We use the following algorithm to detect the size of a document resource:
1. Use query-based sampling to obtain the language model of that resource. 2. Delete the words which have the highest frequency in the language model. 3. Use the remaining words in the language model to generate a group of queries. 4. Send the queries to the document resource and collect the top N documents returned by the resource for all those queries. 5. Count the number of different documents that have been retrieved.
A number of specific choices could be taken for some of these steps. For example, how many queries should be used for query-based sampling in step 1, or how to generate queries in step 3. In the following section, we will explain some of these choices, others of which have been discussed in Section 3.
Acquiring the Language Model by Sampling
The query-based sampling method was proposed by Callan, Connell and Du in [2] to create the language model (a group of words with their frequencies) of a document resource. This language model can be used for various activities, e.g., resource selection, summarising resource contents, query expansion, and so on. Callan, Connell and Du found that about 400 documents taken from the results of 100 queries can usually produce quite an accurate language model, even though the words included in the language model are much less than those in the resource. A similar method has been used in our approach to create the language model. However, for our purpose, it is better to discover a larger set of words which appear in the resource than that used for resource selection. The reason for this is that in Steps 3 and 4 of the above algorithm, if there are more different words in the queries this should result in more documents and less document overlaps.
Query Formation
After we have obtained the language model of the resource, another issue is how to use those words in the language model to form queries. This mainly depends on the information retrieval system which may use a particular form of query interface. Here we assume that a query is composed of a group of words. This is the normal method used in many retrieval systems including Lemur [8] , with which we carried out the experiments.
A simple method has been used for generating queries from those words. After deciding on the number of words which should be used in each query, words were randomly selected from the available word collection. Once a word was chosen, it was removed from the word collection so that it would not be used for any other queries.
From the language model, we can estimate the frequency of each word that appears in the resource. Through careful selection, e.g., by generating queries with words with diversified frequencies, and by avoiding using only low (or high) frequency words in a single query, we could have a better chance that the resource would return a similar number of documents for each query. Otherwise, some queries may only retrieve very few documents, while some others may retrieve a lot more. However, in our experiments we still used the simple random selection method, as we found that when a query is composed of more than 10 words, either carefully or randomly selected, the difference between the two approaches is negligible.
After a group of queries was generated, we specified a maximum number of documents which needed to be retrieved for every query. This is a simple approach. A more complicated approach would have been to assign to each query a different number of retrieved documents. However, we consider that that is more complicated and the effect is dubious since there is not much evidence for us to make sensible decisions. In the following, we have not considered this option.
If we have s queries, and specify that each query retrieves up to m documents, then we can get n = s × m documents in all. The ideal situation is that all the retrieved documents from different queries are different; that is to say, we can get n different documents in all. However, that is not likely and we need to find solutions to reduce document overlaps after retrieving a certain number of documents.
One issue that needs addressing is: how many words should we use for each query? We answer this question in Section 3 as a result of experiments.
Three full-text resources were used for the experiments. They were the Financial Times (FT), the Wall Street Journal (WSJ) and the first three CDROMs of the TREC Collection (TREC-123). The characteristics of these resources are presented in Table 3 . The Lemur information retrieval system, developed at Carnegie Mellon University, was used [8] . Lemur provides three options as the retrieval model: vector space, okapi, and language model. Users can select one of the models for his/her retrieval task. The first experiment focused on testing the relationship between the number of sampling documents and the number of different words appearing in them. Figure 1 presents the results, in which the horizontal axis indicates the percentage of documents that were randomly selected with respect to the total documents in the resource, while the vertical axis indicates the percentage of words that were obtained from selected documents with respect to the total words used in the resource. At first, the number of words increased very fast, slowing down as about 5% of all documents were retrieved. However, the curves continued to increase when we obtained more and more documents. With 5% of the documents, we retrieved about 30% to 40% of the words; With 50% of the documents, we retrieved about 80% of the words for each of the three resources. Probably among the three resources, TREC-123 is the biggest of the three resources and the most heterogeneous, and its rate of increase was the lowest. On the contrary, WSJ is the smallest and the most homogeneous, and its rate of increase was the highest. However, the difference between the three cases is not large.
As we will see later, experiments showed that using 5% to 15% of all words in the queries is enough for our purpose. Therefore, using 0.5% to 1% of all documents is reasonable for document sampling, as about 10% to 20% of the words could be identified. In practice, as we do not know the exact size of the resource, several options can be used:
-If we have some knowledge of the resource, we can make a guess of the resource size, then decide how many document samples we need. -Take a certain number (say, 40,000) as the threshold, and try to identify that number of words in the resource. -Specify a threshold t. Each time take a certain number of new documents.
Check how many new words that these new documents introduce. If it is less than t, we stop the sampling process; otherwise, continue.
The second experiment was carried out to find an appropriate way of generating queries by checking the results of different queries. We generated queries with different numbers of words, from 2 to 100, then saw which one would produce the best result. We report the results from using two resources: FT and TREC-123. For FT, 2500 randomly selected documents (1.2%) were used for the sampling. Over 25,000 different words (Porter stems) were identified, which is about 11% of the total words in the resource. For TREC-123, 3200 documents (0.3%) were used for the sampling. Over 56,000 different words (Porter stems) were identified (about 5%). Then only a few (100-300) top frequency words were removed from the word collection in each case. As we only used a small percentage of all documents, low frequency words may not be really rare in the resource and therefore we did not remove any of them. Using the remaining words, we generated queries by randomly selecting a certain number of words from the collection. Each word could only be included in one query and every query had the same number of words. We submitted those queries to Lemur with a specified number of retrieved documents. The same number applied to all queries. Since the number of words was fixed, the less words in each query the more queries were generated. Tables 3 to 3 present the experimental results from resources FT and TREC-123, using the vector and okapi models in Lemur.
Each data item in Tables 3 to 3 represents the percentage (p) of different documents in the resource, which is achieved by all queries with n words and p × |D| documents retrieved, where |D| is the size of the resource. n is given in the first column, and p is given in the first row for that data item. The general tendency is that when we retrieved more and more documents, we obtained more and more different documents, while the percentage of overlaps increased as well. However, it seems that the percentage of overlapping documents was quite stable once a certain percentage of documents were retrieved. For example, when the number of retrieved documents by all queries was equal to the size of resource (100%), the number of different documents we obtained was around 50% of the total documents. The experiment also shows that using between 10 and 40 words for each query produce better results. When the number of documents retrieved is 4 times the size of the resource, we obtain over 90% of different documents in most cases. The experiment also indicates differences between the two retrieval models (vector or okapi).
In addition to the experiment above, we used more sample documents and more words to generate queries. The experimental results do not show significant improvement over the above results. This suggests that using about 10% of the total words in the resource is enough for generating queries.
Also, in Figure 2 , we present more detailed results for four specific situations. Each of these is composed of queries with 30 words, the number of retrieved documents ranging from 50% to 800% of resource size. Two resources TREC-123 and FT were used, as were the vector and okapi models from Lemur. These showed that in every case, when we retrieved more documents, we obtained more different documents. Over 99% of the documents could be detected when we retrieved a total of 650% of resource documents using the okapi model and 
Detecting the incremental change
Most document resources change their contents over time, and hence their sizes.
As the above detection algorithm may require considerable time and resources, it would be desirable if we had a more efficient algorithm for detecting changes.
In the following, we discuss an algorithm for detecting incremental change in resource size supposing we have already estimated the size of the resource before by using the algorithm in Section 2, and that a log, which records the queries and results returned from the resource, is available. The algorithm is as follows:
1. Randomly select a subset of queries S from all queries in the log. 2. Send out those S queries to the resource and collect the results. 3. For each query that has been selected, compare its old and new result list in reverse order (from the end to the beginning), identify the overlapping documents which appear in both lists. For each pair of overlapping documents, calculate the ratio of its position in the new list to that in the old list. Average all these ratios. 4. Average all the values obtained in Step 3 and take the final value as the ratio of the size change. If we multiply it by the previously detected resource size, we obtain the estimated size of the present resource. One experiment was carried out with 2 resources: WSJ 1 (WSJ 87-90), and WSJ 2 (WSJ 87-92). These have 120,437 and 173,252 documents, respectively and the former is a subset of the latter resource. 10 queries containing 25 words were used in each test. 100 groups of tests were conducted. On average, the error rate r = abs(|D e | − |D r |)/D r was 2.8%, where |D e | is the estimated size of resource D, and |D r | is the real size of resource D.
Another experiment was carried out with 2 resources WSJ 3 (WSJ 87, 89, 91) and WSJ 4 (WSJ 88-92). This time, each of the two resources included some documents that the other did not have. This was designed to simulate the situations where some new documents may be added to the initial resource, and at the same time, some documents may be removed from the resource as well. 10 queries with 20 words were used for each test and 100 tests were carried out. On average, the error rate was 3.2%.
In the above experiments, change in document content was not considered. If many documents have had their contents changed, then the above algorithm may not work as effectively. We can use the following method to check if that is the case.
Once we have the two lists of overlapping documents from the above algorithm, we can compare their rankings by either Kendall Tau or Spearman correlation coefficients. Here only relative rankings of overlapping documents are considered. For example, if we have two lists l 1 and l 2 for a given query. that suggests we can use the algorithm to estimate the incremental change; otherwise, the algorithm for detecting incremental change may not work properly. The reason could be any one or a combination of the following three reasons.
1. Either or both of the two documents has been changed in content; 2. The information retrieval model has been changed/updated; 3. The information retrieval model does not rank documents or does not use a deterministic algorithm to rank documents for a query.
Item 3 is beyond our consideration. Content change in documents may happen more often than changes or upgrades to the information retrieval model. However, for our purpose, it is not necessary to identify which situation has happened. When we find that the two rankings do not correlate very positively, it is an indication that the resource size should be estimated by the thorough estimation process discussed in Section 2.
Conclusion
In this paper, we have discussed a method of automatically detecting the size of a document resource. It is a two-phase process, including sampling documents to find a certain percentage of words used in the resource, and querying the information retrieval system with those words to detect its resource size. Also, an algorithm for detecting incremental change to a resource is proposed. Experiments have been carried out to test the effectiveness of the algorithm.
From those experiments with TREC data, we have the following observations:
-Sampling 1% of total documents randomly discovers over 10% of words used in a resource. -Usually, using 5% to 10% of all words in the resource is adequate for making queries. Using more words does not bring better results. -Each query should contains between 10 and 40 randomly selected words. -In many cases, when the overlap rate from the results aggregated from all the queries reaches 75%, we retrieve over 90% of the total documents in the resource.
