Introduction
During 2002 and 2003, the U.S. National Lightning Detection Network™ (NLDN) * underwent a system-wide upgrade [Cramer et al., 2004] . The objectives of this upgrade were (a) to provide enhanced detection efficiency (DE) and location accuracy near the boundaries of the network, (b) to increase the network reliability, (c) to reduce the operating and maintenance costs, and (d) to detect some cloud discharges. The previous NLDN configuration (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) contained both time-of-arrival LPATS sensors and combined magnetic direction-finding and time-of-arrival IMPACT sensors. In the recent upgrade, all sensors were replaced by improved IMPACT-ESP sensors, and 8 additional sensors were added to the network [Cramer et al., 2004] . The ESP sensors have improved analog signal processing, higher gain, and lower noise, all of which provide better detection of low amplitude signals. Vaisala has estimated that the NLDN now provides a cloudto-ground (CG) flash detection efficiency (DE) that is better than 90% throughout the continental U.S. and that the DE for all CG strokes is in the range of 60 to 80% [Cramer et al., 2004] .
In order to check the NLDN performance after the upgrade, we made independent video recordings of lightning flashes together with GPS time in four separate field campaigns in southern Arizona (AZ) and Texas/Oklahoma (TX-OK) during 2003 and 2004, in a fashion similar to . When possible, optical (O) and electric field (E) waveforms were also recorded to augment the * Operated by the Vaisala Thunderstorm Unit, Tucson, AZ. video records and provide better time-resolution [Parker and Krider, 2003] . The flash and stroke DEs were computed by comparing the NLDN reports of CG flashes and strokes with those recorded on video and, if possible, the O and E waveforms.
The tendency of the NLDN to misclassify some cloud pulses as low-amplitude, positive CG strokes has been documented since 1998 [Cummins et al., 1998; Wacker and Orville, 1999] . Here, we will define a "small-positive flash" to be a single-stroke, positive NLDN report that has an inferred peak current, I p , < +20 kA. Because of the difficulty in obtaining groundtruth data, the classification of this type of event has not been previously investigated beyond an initial finding that most small-positive reports with an I p < +10 kA are very likely to be cloud pulses. The data that we obtained in TX-OK during 2003 and 2004 have been analyzed to determine the type of lightning that produced small-positive reports as a function of I p.
With the installation of IMPACT-ESP sensors in the 2002-2003 upgrade, it was expected that the negative flash multiplicity (number of strokes per flash) would increase because of the improved ability of the NLDN to detect low amplitude strokes. Although this did occur in most geographic regions, there were some areas that showed no change or even a decrease in the average negative multiplicity, particularly the central and southeastern U.S. [Bardo and Cummins, 2004] . One reason for this could be that the NLDN is now detecting more low-amplitude, single-stroke CG flashes with an I p between -10 kA < I p < 0 kA (which we will term "small-negative" flashes), and this population offsets the increased counts of lowamplitude subsequent-strokes in multiple-stroke flashes. Since measurements of strikes to instrumented towers and other structures have shown that the fraction of negative flashes that have a first stroke peak current less than 10 kA is rather low (~10%) [Berger et al., 1975; Berger and Garbagnati 1984; CIGRE 1991] , two questions arise: (a) is the NLDN actually detecting more small-negative CG flashes, or (b) is the NLDN misclassifying some negative cloud pulses as low-amplitude CG strokes?
To answer these questions, we have attempted to determine the type of lightning that causes the small-negative NLDN reports and also to evaluate whether the multiplicity of smallnegative CG flashes differs from the negative flashes that have a larger I p .
Experiment

Video Recording System
Lightning flashes were recorded using a Canon GL1 digital video camera with 720 x 480 pixel resolution, operating at a standard rate of 30 video frames per second. Each video frame contained two interlaced fields, and the camera exposure time was set to 1/60 s (16.7 ms) to eliminate any dead-time between fields. During the data analysis, each video frame was deinterlaced into two separate fields, and then these fields were converted back into frames that could be viewed on a standard video monitor by interpolating the image between the horizontal scan lines.
The result was an interpolated video record with 60 images per second, one every 16.7 ms [Parker and Krider, 2003] .
To synchronize the video fields to GPS time, each recording session began by recording a visual display of a GPS clock together with a blinking LED that was driven by a one-pulse-persecond GPS time-signal. The LED marked a video field at the beginning of each second, and succeeding fields were counted forward (or backward) and synchronized to GPS time by adding (or subtracting) 16.7 ms for each field. Microsoft Excel was used to store the times and video fields for each lightning event, and the fields were time-stamped using VirtualDub software (www.virtualdub.org) [Parker and Krider, 2003 ].
Unfortunately, the LED time-signal was not available for all video recording sessions, and in cases when it was not, the video timing accuracy was limited to 83.5 ms because of an unpredictable drift in the internal clock frequency of the camera. All of the data recorded in TX-OK in 2003 and about 1/3 of the data recorded in AZ in 2003 had a timing accuracy of 83.5 ms, and all data recorded in 2004 had an accuracy of 16.7 ms.
A ground stroke was said to have occurred within a particular video field if that field contained a clearly visible channel between the cloud and ground. The luminosity of most strokes ceased after one field, and all strokes that remained luminous for two or more fields were said to contain a "continuing luminosity," even though in some cases there may have been a second stroke in the field that was not resolved by the video camera. Any subsequent increases in the continuing luminosity of the channel were regarded as M-components [Thottappillil et al., 1995] rather than a new stroke. If the channel contacted ground in more than one place in any single video field, it was usually considered to have two strokes; however, in cases where the channel forked close to the ground and the multiple contacts were likely to have been caused by the same leader or multiple, upward connecting-discharges, then that event was regarded as one stroke. Figure 1 shows the development of a 6-stroke CG flash that contacted ground in one place and had a total duration of about 650 ms. It should be noted that the NLDN only reported 4 of the 6 strokes; it missed the 2 nd and 6 th strokes because they had peak amplitudes (or I p values) that were below the nominal NLDN detection threshold (5 kA) [Cummins et al., 2006 ] (see section 2.2).
The NLDN stroke DE is defined to be the fraction of the video strokes that were timecorrelated with a NLDN stroke report in a direction that was consistent with the video record. The NLDN flash DE is defined as the fraction of video flashes that had at least one stroke with a time and direction that were coincident with a NLDN stroke report during that flash.
We evaluated the DE of the subsequent-strokes that created a new ground contact and the DE of subsequent-strokes that remained in a pre-existing channel by manually viewing each flash and then tabulating such information. In doing so, it was necessary to exclude some flashes because of ground obscuration or poor visibility that made it impossible to see the lowest portions of the channels and the number of ground contacts. Positive and bipolar flashes were also not included in this analysis.
Optical and Electric Field Waveforms
In order to obtain sub-field timeresolution and other information about the lightning, we made an effort to record the waveforms produced by a silicon photodiode (O) and a broadband electric field antenna (E) in conjunction with the video data [Parker and Krider, 2003 ], but the O and E sensors were not available for all recording sessions. The circular field-of-view of the O sensor was centered in the camera field-of-view, and the O signal was capacitively coupled to eliminate the effects of any daylight background. The O output had a rise-time of 2 µs or less and a 1/e decay time of 50 ms. The waveform digitizer was triggered on the output of the O sensor, and all waveforms were digitized at 500 kHz for 1.0 s interval using a pre-trigger delay of either 100 ms or 200 ms (see Parker and Krider [2003] for a more detailed description of the O and E sensors and the waveform digitizing system). These data allowed us to resolve two or more strokes if they occurred within a single 16.7 ms video field, and we have used the measurements of O and E to compute a correction to the video stroke counts (and the resulting flash multiplicities) in order to compensate for short interstroke intervals.
The E waveforms provided information about the type of lightning process that triggered the NLDN, as well as a way to estimate the peak amplitude (I p ) of any stroke that was not detected by the NLDN, as long as it was preceded or followed by a detected stroke in the same channel. To a first approximation, the peak E that is radiated by a return stroke is proportional to the peak current [Uman et al., 1975; Schulz et al., 2005; Jerauld et al. 2005] therefore, the peak current of any undetected stroke can be estimated by multiplying its peak field (obtained from the E waveform) by the ratio of the I p for a detected stroke to the peak field of the detected stroke. This procedure assumes that the stroke propagation speeds do not vary significantly from stroke to stroke [Idone and Orville, 1982; Mack and Rust, 1988; Jerauld et al., 2005] . Also, statistical distributions of I p should be relatively immune to variations in stroke propagation speeds if it is assumed that these variations are random [Rachidi et al., 2004] .
Classification of Small NLDN Reports
Given the time, location, and directionof-viewing of each recording session, we searched the NLDN dataset for all reports of small, single-stroke flashes (both positive and negative) that should have appeared within the camera field-of-view within a specified range interval. The corresponding video recordings were then examined to determine whether any channels to ground or other types luminous activity appeared at those times and in those directions. For inclusion in this analysis, the NLDN single-stroke reports had to meet the following criteria:
Positive polarity, 0 < I p < 20 kA. Negative polarity, -10 < I p < 0 kA Within 25 km of the camera location Within ± 15° of the center of the camera field-of-view
The last two criteria minimized the chances that a channel to ground would be obscured by intervening rainfall or terrain or be outside the camera field-of-view because of a large NLDN location error. During this analysis, the video images were digitally enhanced as needed to increase the detection of very faint or distant channels.
These enhancements included changing the luminosity, chroma, contrast, hue, and saturation of the video image, and sometimes converting the image from color to black and white to increase the contrast and reduce the dark-noise.
Inverting the video image, i.e., changing the color of each pixel to its complimentary color, was also found to be useful when searching for very faint channels.
After finding the video field that corresponded to the time of a NLDN report, the event was classified into one of three types, based on the luminous activity that was observed:
• CG -a visible channel between cloud and ground. • CB -a cloud brightening, i.e. there was evidence of cloud illumination or channels that did not contact ground.
• NL -no change in luminosity could be detected in that video field.
For the CG and NL classifications, it is possible that a CG stroke did occur but was not detected on video because the channel was completely obscured, had insufficient luminosity, or was outside the camera field-of-view. Originally, we only searched the TX-OK datasets for small-negative flashes because small NLDN reports were more numerous in that region; however, it soon became apparent that the poor visibility in TX-OK was biasing our results; therefore, the analysis was expanded to include both AZ datasets. (The small positive NLDN reports in AZ have not been analyzed because of the low numbers of such events in this region.)
Results
Section 3.1 summarizes the data obtained in each of the four field campaigns, and in section 3.2 we examine the subset of data for which there were O and E measurements to determine the NLDN detection threshold and to calibrate the flash multiplicities in AZ. In section 3.3 we examine the DE for different types of subsequent-strokes, and in Section 3.4 we compare the multiplicity and I p distributions in AZ with those in TX-OK. In section 3.5 we discuss the random NLDN location errors, and finally, in sections 3.6 and 3.7 we examine the classification of small-positive and smallnegative NLDN reports, respectively.
Experimental Campaigns
Arizona in 2003
We recorded about 19 hours of lightning activity in 18 different sessions near Tucson, AZ, in the summer of 2003, and Table 1 summarizes the dates and durations of each session together with the numbers of CG flashes and strokes that were recorded with a timeaccuracy of either ±83.5 ms or ±16.7 ms, the numbers (and percentages) of the correlated NLDN reports, the average video multiplicity, and the average I p for negative first-strokes. Altogether, 223 CG flashes containing at least 735 separate strokes were recorded with a time-accuracy of 83.4 ms, and 448 CG flashes containing at least 1555 strokes were recorded with an accuracy of 16.7 ms. For data obtained with an accuracy of 83.4 ms, the average NLDN flash DE was 92% (205/223) and the measured stroke DE was 79% (578/735).
For data obtained with 16.7 ms accuracy, the flash DE was 96% (431/448), and the measured stroke DE was 77% (1198/1555). If all the data in Table 1 are combined, the average flash DE was 95% (636/671), and the measured stroke DE averaged 78% (1776/2290).
The average video multiplicity was 3.32 strokes per flash for data obtained with a timingaccuracy of 83.4 ms, and 3.52 for data with an accuracy of 16.7 ms, not including positive flashes. The average video multiplicity of the combined dataset was 3.45. There were 19 cases where the first-stroke in the flash was not reported by the NLDN, but a subsequent-stroke (usually the second stroke) was reported, and none of these flashes have been included in the computation of the multiplicity or the average I p .
The video timing accuracy was confirmed by producing histograms of the differences in the times reported by the NLDN and the times of the corresponding video fields for all correlated strokes in the 2003 AZ dataset, and the results are shown in Figure 2 . Events recorded with a 16.7 ms timing-accuracy are shown in Figure 2a , and events with an accuracy of 83.5 ms accuracy are shown in Figure 2b . A negative difference means the time reported by the NLDN was before the video field. For all strokes that had 16.7 ms timing accuracy, the most frequent difference was between 0 and 4 ms, and for strokes recorded with 83.4 ms accuracy, the most frequent difference was between -4 and -8 ms.
Arizona in 2004
About 8 hours of lightning activity were recorded in southern AZ in 2004 in 10 different sessions, and the results are summarized in Table 2 . A total of 426 CG flashes containing at least 1330 strokes were recorded on video, all with a timing accuracy of 16.7 ms. The NLDN flash DE was 91% (388/426), and the measured stroke DE was 73% (970/1330). The average video multiplicity was 3.14 strokes per flash (not counting positive flashes).
There were 22 multiple-stroke flashes recorded on video where the first-stroke was not reported by the NLDN, and there were 2 flashes (with multiplicities of 5 and 6) that were not reported until the third stroke.
Texas and Oklahoma in 2003
During April of 2003, we recorded over 5 hours of lightning activity in TX-OK in 3 different sessions, all with a timing accuracy of 16.7 ms. The results are summarized in Table 3 . The NLDN flash DE was 81.4% (48/59), the measured stroke DE was 75.4% (95/126), and the average video multiplicity was 2.32 strokes per flash (not including positive flashes). Two CG flashes were not detected until the second stroke in the flash. Note in Table 3 that the number of flashes recorded in each session was only 25 or less, and that the storm on 04/24/2003 had an very low flash DE (68%), and a very low video multiplicity (1.35 strokes per flash). We believe that the combination of these three factors has biased our estimates of the NLDN DE in TX-OK in 2003, and this issue will be addressed further in Section 4.
Texas and Oklahoma in 2004
During April of 2004, we recorded about 12 hours of lightning activity in TX-OK in 8 different sessions, and the results are summarized in Table 4 . The NLDN flash DE was 94.5% (291/308), the measured stroke DE was 87.2% (659/756), and the average video multiplicity was 2.45 strokes per flash (not including positive flashes). Fourteen CG flashes were not detected until the second stroke in the flash; one 5-stroke flash was not detected until the third stroke; and two 3-stroke flashes were not detected until the third stroke.
Optical and Electric Field Measurements in AZ in 2003
Of the 671 flashes (2290 strokes) that were recorded on video in AZ in 2003, 157 had correlated O waveforms, and 91 recordings had correlated O and E waveforms. The multiplestroke flash shown in Figure 1 contained 6 strokes; 4 were correlated with NLDN reports and 2 were not. In this case, we could estimate the peak current of the strokes that were not reported by the NLDN by comparing the peak amplitude of the electric field (E) radiated by these strokes with the amplitudes of strokes that were reported by the NLDN, as discussed in section 2.2. The results of these comparisons show that if the I p of the first-stroke was -20.8 kA, as reported by the NLDN, then the values of I p for the 2nd and 6th strokes were only -4.1 kA and -3.1 kA, respectively; both well below the nominal 5 kA NLDN detection threshold in southern Arizona.
Of the 91 video flashes (containing 310 strokes) that had correlated O and E records, 38 contained strokes that were not reported by the NLDN where the value of I p could be inferred in the above fashion. Figure 3 summarizes the values of I p for the 134 strokes (in the 38 flashes) that were reported by the NLDN and also for the 64 strokes that were not reported. Note that in these 91 flashes, the NLDN did not report any strokes that had an estimated peak current at or below 5 kA; therefore, we infer that 5 kA is a reasonable lower bound for the NLDN detection threshold in southern Arizona.
We have analyzed the O and E waveforms to determine the number of subsequent-strokes that were not resolved by the video camera because of the finite integration time (16.7 ms) of each video field. Figure 4 shows a comparison of the negative flash multiplicities and stroke counts that were determined from the video dataset, the O and E recordings, and the NLDN reports of the 91 flashes that had correlated O and E waveforms. The video camera did resolve all 91 first-strokes, but due to its inherently lower time-resolution, it failed to resolve about 13.4% of the subsequentstrokes (34 of 253) that were detected by the O and E sensors. The NLDN missed a total of 29% (72 of 253) of the subsequent-strokes, and this implies that the NLDN DE for subsequentstrokes is actually about 71% rather than 83% for this (limited) dataset. The percentage of subsequent-strokes that were not resolved by the video camera is close to the percentage of the inter-stroke intervals that the NLDN reported to be less than 16.7 ms in the Tucson area. The comparison in Figure 3 shows that the videobased (first + subsequent) stroke DE values are slight overestimates, and the video multiplicities are only about 89% of the true values. If we correct the video counts of subsequent-strokes in the complete AZ dataset by the same factor we have derived for the O and E subset of data, our best estimate of the average flash multiplicity in southern Arizona is 3.45 x 344/310 or 3.83. Table 5 summarizes the video-and NLDN-based DE values for first-strokes, the subsequent-strokes that produced a new ground contact, and subsequent-strokes that remained in a pre-existing channel for each measurement campaign. In 3 of the 4 campaigns, the highest stroke DE was for first-strokes, followed by the subsequent-strokes that created a new ground contact, and then the subsequent-strokes that remain in a pre-existing channel. In the 2003 AZ campaign, the first-stroke DE (96%) was about 14% higher than the DE for subsequent-strokes that created a new ground contact (82%), which in turn was about 16% higher than the subsequent-strokes that remained in a preexisting channel (66%). Therefore, the DE for first-strokes was about 30% higher than the DE for subsequent-strokes that remained in a preexisting channel. In the 2004 AZ campaign, the first-stroke DE (91%) was about 13% higher than the DE for subsequent-strokes that created a new ground contact (78%), and this was about 17% higher than for the subsequent-strokes remaining in a pre-existing channel (61%). Again, the DE for first-strokes was about 30% higher than the DE of subsequent-strokes that remained in a pre-existing channel.
NLDN Detection Efficiency vs. Stroke Type
In the 2004 TX-OK campaign, the firststroke DE (88%) was only about 7% higher than the DE for subsequent-strokes that created a new ground contact (81%), and there was no difference in the DE of the subsequent-strokes that remained in a pre-existing channel from those that created a new ground contact. In the 2003 TX-OK campaign, the DE for subsequentstrokes that created a new ground contact (83.5%) was actually higher than the firststrokes (79%), although the first-stroke DE was higher than the subsequent-strokes remaining in a pre-existing channel (75%). Table 5 shows that the DE for firststrokes in TX-OK (79% in 2003 and 88% in 2004) were systematically lower than the DE firststrokes in AZ (96% in 2003 and 91% in 2004) , but the mean I p (for first-strokes) in the campaigns with large datasets (AZ 2003 -2004 and TX-OK 2004 were nearly equal. Clearly, if the lightning characteristics are the same in both regions, we would expect to have a higher firststroke DE in TX-OK because of the larger area density of sensors in that region and because it is in the interior of the network. The fact that the DEs are lower in TX-OK can be explained by examining the distributions of I p in the two regions. Figure 5 shows the distributions of I p for negative first-strokes in TX-OK and in AZ in 2004.
Regional Comparisons
Note that the TX-OK distribution is broader and that there are larger fractions of events with both lower and higher values of I p than in AZ. The AZ distribution has a larger fraction of I p values in the intermediate range (10-40 kA). The difference is reflected in the median values of I p (shown in Table 5 ): -18.4 kA for first-strokes in AZ and -14.3 kA for firststrokes in TX-OK. Thus, the first-stroke DE in TX-OK was lower simply because there was a greater fraction of low-amplitude first-strokes.
The average values of I p in both regions are similar because the larger number of lowamplitude first-strokes in TX-OK was "compensated" for by 9 (3.6%) negative firststrokes that had an I p > 70 kA, including 3 values between 100 and 153 kA. In the AZ 2004 dataset, the I p of the largest negative firststroke was only 69.4 kA.
Table 5 also shows that in AZ (2003 and 2004) , the difference in the average I p between first-strokes and the subsequent-strokes that remained in pre-existing channels was about 8 kA, and this produced a 30% difference in DE. The corresponding difference in I p in TX-OK (2003) was about 9 kA, but the corresponding difference in the stroke DEs was only 7%. We have examined the distributions of I p for subsequent-strokes in TX-OK 2004 and AZ 2004, and find no substantial differences. This is confirmed by the similar mean and median values of I p for subsequent-strokes in both regions (see Table 5 ). Therefore, we attribute the higher DE for subsequent-strokes in TX-OK to the higher sensor density in that region, and the fact that this region is in the interior of the network with sensors in all directions, whereas southern Arizona is near the edge of the NLDN where the sensor density is low and they are primarily to the north. Figure 6 shows distributions of the video multiplicity for negative flashes in (a) AZ and (b) TX-OK for the combined 2003 and 2004 datasets. The distributions were plotted separately for flashes that had both small (|I p | < 10 kA) and large (|I p | ≥ 10 kA) amplitude firststrokes, and it should be noted that 58% of the flashes with small first-strokes had a multiplicity of 1 in TX-OK, and only 40% of the flashes with large first-strokes had a multiplicity of 1. The results are similar in AZ; 44% of the flashes with small first-strokes had a multiplicity of 1, and only 30% of the flashes with a large I p had a multiplicity of 1. The distributions in Figure 6 are consistent with the hypothesis that the observed post-upgrade decreases in the NLDN multiplicity in some regions is due, at least in part, to the detection of more small, single-stroke flashes.
Location Accuracy of Subsequent-strokes in a Pre-existing Channel
For the flashes that produced multiple strokes in the same channel on video, a measure of the random NLDN position error can be obtained by examining the 2-D position differences of the corresponding NLDN stroke locations.
This analysis was done for the subsequent-strokes that remained in the same channel as the first-stroke, and Figure 7 shows the differences in the subsequent-stroke locations from the first-stroke for the AZ 2003 and TX-OK 2004 datasets.
The positiondifferences are converted to position errors by scaling them by 1/ 2 . This scaling is necessary since both position calculations are subject to random error. We assume that the random errors for each measurement are uncorrelated and equal, so the RMS error of the position difference is 2 larger than the RMS error of either measurement. Because there is a possibility that the channel geometry and the actual ground contacts varied slightly from stroke-to-stroke and could not be resolved by the video camera, the differences in Figure 7 should be regarded as upper bounds on the actual random NLDN position error. The dashed lines in Figure 7 show the average lengths of the semi-major axes (SMA) of the 10%, 50%, and 90% confidence ellipses (provided by the NLDN for each event) for the strokes that appear in these figures (see Cummins et al., [1998] for a discussion of SMA). Note that the random location errors are well within the boundaries defined by the 10% and 90% SMA distributions, and that the measured error falls below the median (50%) SMA curve more than half the time. The mean and median location differences are 660 m and 282 m, respectively in TX-OK 2004 and 940 m and 424 m in AZ 2003, and these values are actually better than the NLDN location accuracies posited by Cummins et al. [1998] and measurements of rocket-triggered lightning in Florida [Jerauld et al., 2005] , but they do not include the effects of any residual systematic (or non-random) errors in the NLDN locations.
Classification of Small-Positive NLDN Reports in TX-OK
During analyses of the TX-OK dataset, it became clear that there is no unique value of I p above which all positive NLDN reports are true CG strokes or flashes; therefore, the classifications of positive NLDN reports were divided into four ranges of I p , and Table 6 shows the results for each amplitude range.
There were 420 positive NLDN reports that had an I p ≤ 10 kA, and only 6 were confirmed to be CG strokes on video. Cloud brightening or enhanced cloud illumination was observed for 80 reports, and 334 reports showed no evidence of luminous activity on the video records. Only 1.4% (6/420) of the positive NLDN reports with an I p ≤ 10 kA were confirmed to be CG strokes. We believe it is unlikely that a CG stroke would produce illumination within or above the cloud base and not below; therefore we think the video recordings of cloud illumination are very likely to be cloud discharges. However, for the NLDN reports that did not show any luminous activity, it is possible that there was a CG stroke, but the channel was either physically obscured or outside the camera field-of-view, or its luminosity was below the detection threshold of the video camera. If we exclude from the statistics the NLDN reports that showed no luminous activity, then only 7% (6 out of 86) of the small-positive NLDN reports (I p ≤ 10 kA) were CG strokes. Table 6 shows that of the 81 positive NLDN reports that had an I p in the range 10 kA ≤ I p < 15 kA, 3 were CG strokes, 7 showed cloud illumination, and 71 showed no luminous activity at all. Thus, the fraction of NLDN reports in this amplitude range that were CG strokes was at least 3.7% (3 out of 81), and if reports that showed no luminous activity are eliminated, the fraction was 30% (3 out of 10). There were 28 positive reports that had an I p in the range 15 kA ≤ I p < 20 kA, and of these, 2 were CG strokes, 7 showed cloud illumination, and 16 showed no luminous activity at all. Thus, the percentage of reports that were CGs in this amplitude range was at least 7.1% (2 out of 28), and if the reports showing no luminous activity are eliminated, it is 22.2% (2 out of 9). There were 45 positive NLDN reports with an I p ≥ 20 kA, and the video recordings show that 30 of these were CG strokes; 2 produced cloud illumination; and 13 showed no luminous activity at all. Thus, we can conclude that when the I p is greater than 20 kA, at least 66.6% (30 out of 45) of the positive NLDN reports are true CG strokes, and if the reports with no luminous activity are eliminated, the fraction rises to 94% (30 out of 32).
Classification of Small-Negative NLDN Stroke Reports
The classification of small-negative NLDN reports was examined for all such events recorded in our dataset. For this evaluation, the video records were divided into "Day" and "Night" categories in order to see whether there might be a detection bias due to the difficulty of finding very faint channels in the daytime records. Table 7 summarizes the results for the AZ campaigns in 2003 and 2004. There were 40 small-negative NLDN reports in AZ 2003, and of these, 55% (22/40) showed clear channels to ground on video; 8 of the 22 events that the NLDN classified as a low-amplitude, singlestroke flash were actually flashes that contained 2 to 3 strokes. Of the 18 small negative reports that did not exhibit a channel to ground, 14 showed no luminous activity, 3 showed cloud brightening, and 1 showed a clear channel near the cloud edge but not to ground (a CB). There were no daytime recordings in the AZ 2003 campaign.
The AZ 2004 dataset had 40 smallnegative NLDN reports, and of these, 20 (50%) showed clear channels to ground, and 3 of these 20 were multiple-stroke flashes on video. There were 18 NLDN reports that showed no luminous activity, and all were recorded in the daytime.
The remaining two events showed cloud brightening. If all small-negative reports in AZ are combined, then 52 out of 104 NLDN reports (50%) were CG strokes, 7 showed cloud brightening, 1 showed a channel near the cloud edge, and 44 showed no luminous activity at all. Table 8 shows that there were 6 negative NLDN reports that had an I p ≤ 10 kA in the TX-OK 2003 dataset; 4 were single-stroke CG flashes, 1 showed cloud brightening, and 1 showed no luminous activity. Thus, 67% (4 out of 6) of the small-negative reports in this campaign were confirmed to be CG strokes. The 2004 TX-OK dataset contained 18 additional small-negative reports, but only 33% (6 out of 18) could be verified to be CGs, and one report showed a cloud brightening. It should be noted in Table 8 that 9 of the 12 events that produced no detectable luminosity were recorded in the daytime.
In all four datasets, 27 of the 44 events showing no luminous activity were recorded in the daytime. If all of the events showing no luminous activity are excluded from the statistics because of a possible detection bias, then 52 out of 60 (88%) of the small-negative NLDN reports are CG flashes.
.
Discussion
Video recordings that are synchronized to GPS time provide an independent way to measure the NLDN flash and stroke detection efficiency and to estimate the random position errors. The limited time-resolution (16.7 ms) of the video data prevented us from resolving about 13.4% of the subsequent-strokes, and we have used analyses of the O and E waveforms produced by 34 flashes in AZ (and other NLDN reports in that region) to derive correction factors for the stroke DEs and multiplicity values. The true DE for subsequent-strokes is about 13.4% less than the measured values listed in Tables 1-4, and the negative flash multiplicities are also under-estimated by about 10%.
The 2-year average flash DE in AZ was 93% (1024/1097) and the measured stroke DE was 76% (2746/3620); the 2-year average flash DE in TX-OK was 92% (338/367), and the stroke DE was 86% (755/882). If we apply the above corrections the true stroke DE in AZ is actually about 67%, the same value that Jerauld et al. [2005] found for rocket-triggered subsequent-strokes in Florida in 2003. The corrected stroke DE in TX-OK is about 76%. The average I p (for first-strokes) and the video-based flash multiplicities were low in the TX-OK 2003 dataset, particularly in the last recording session, and relatively few events were recorded in each session; therefore, it is likely that the combination of these factors produced an underestimate of the true NLDN flash and stroke DE in TX-OK in 2003 . In 2001 , Parker and Krider [2003 measured the NLDN flash DE in southern Arizona (prior to the NLDN upgrade) and obtained a value of 71% using a coincidence window of 33 ms.
Unbeknownst to those authors, however, the accuracy of their timesynchronization was actually about 83 ms, due to unanticipated errors in the internal clock frequency of the video camera, and because of this, their value for the flash DE should have been about 73% rather than 71%. Now, if we compare the flash DE in 2001 with the average of all AZ measurements in 2003 and 2004 (93%), it is clear that the NLDN upgrade has increased the flash DE in AZ from 73% to 93%, and produced a comparable increase in the stroke DE.
The flash DE in AZ was expected to be somewhat lower than in TX-OK, because southern Arizona is near the edge of the NLDN, and there are no sensors to the south. The TX-OK region has sensors in all directions, and the average distance to the nearest sensor is less than in AZ. The almost equal flash DEs in AZ and TX-OK can be attributed to the relative paucity of low-I p first-strokes in AZ (see Figure 5 ), and the higher negative multiplicity (see Table 5 ). The measured DE values in both regions are in good agreement with Vaisala estimates [Cramer et al., 2004] .
In a ten-year (1989-1998) climatology of the NLDN reports prior to the latest upgrade, Orville and Huffines [2001] found that the average multiplicities in TX-OK and AZ were approximately equal. The results of our videobased measurements show that the average multiplicities in theses regions are different, about 3.8 strokes per flash in AZ and 2.4 strokes per flash in TX-OK. The similarity of the NLDN multiplicities in Orville and Huffines [2001] is probably due to the poor DE in AZ prior to the recent upgrade [Parker and Krider, 2003] . We note that after the latest upgrade, the NLDN multiplicity in TX-OK remained about the same because the increased number of low amplitude, single stroke flashes offset the increased counts of detected subsequent-strokes [Cummins and Bardo, 2004] . In general, the accuracy of the NLDN multiplicity over given region depends on a complex relationship between the distributions of first and subsequent-stroke I p , and the local DE in that region. Orville and Huffines [2001] have reported a larger median I p in TX-OK than in AZ (inferred from their Figure 13 ), and again this differs from our results. Our median first-stroke I p values in AZ and TX-OK were about 5 kA and 10 kA less than the values reported by Orville and Huffines [2001] , respectively. This decrease in the median I p is likely due to the lowering of the minimum detectable I p by the upgrade. The effect is larger in TX-OK because that region has a larger fraction of small firststrokes (I p < 10 kA) than AZ (see Figure 5 ). Table 5 shows that except for the small TX-OK 2003 dataset, the NLDN stroke DE is highest for first-strokes, less for the subsequentstrokes that form new ground contacts, and even lower for strokes that remain in a preexisting channel to ground. This is expected because the distributions of I p in these populations decrease in a similar manner (see Table 5 ). The mean and median values of I p for first-strokes and subsequent-strokes are consistent with the measurements of Rakov and Uman [1990] , who found that the geometric means of the range-normalized peak radiation fields are larger for first-strokes than for subsequent-strokes Based on the values of I p that we have inferred from the E waveforms, we conclude that the primary reason strokes were missed by the NLDN is that the peak amplitude of the stroke, or the estimated peak current, I p , was below the finite detection threshold of the NLDN. Figure 3 shows that 78% of the missed strokes had an I p that was at or below 7 kA, and only 7 (11%) of the missed strokes had an I p that was larger than 11 kA. Clearly the effective detection threshold of the NLDN varies with region; the lowest thresholds are in the interior of the network where the area-density of sensors is highest and there are sensors in all directions.
Tables 1-4 show that there were considerable variations in the video multiplicity and average I p (as measured by the NLDN) among the different recording sessions. We have performed multiple linear regressions over the different sessions to determine if there was a correlation between the measured flash DE and the flash multiplicity, the average I p , and the product of the flash multiplicity and I p for each campaign in our dataset.
The 2004 AZ campaign showed a good correlation between the flash DE and average I P (r 2 = 0.78), and a weaker correlation (r 2 = 0.63) between the flash DE and the product of multiplicity and I p . There was no apparent correlation between flash DE and multiplicity (r 2 =0.21). None of the other 3 campaigns showed any correlation between the flash DE and I p , multiplicity or the product of the latter two parameters.
The primary factor affecting DE differences between recording sessions appears to be sample size. This is illustrated in Figure 8 . The solid and dashed curves in Figure 8 show the lower statistical bounds on the expected variation in the measured flash DE values, as a function of the number of flashes, using the conventional statistical definition of a two-sided confidence interval for an estimated parameter, X , given n independent observations in the presence of noise:
is the value of the normalized random variable (unit variance and zero mean) for the desired confidence limit (α), and x σ is the true standard deviation [Bowker and Leiberman, 1972] . In this analysis, we view the product
as an unknown constant, k, and we define X as the "best" estimate of a flash DE of 95%, based on the average DE value for the six cases with more than 80 observations. This results in the expression 0.95 -k / n , where n is the number of flashes recorded in a session. The curves in Figure 8 show the expected reduction in the variation of the DE estimate as n increases, assuming that the observations are uncorrelated. The solid curve is a lower bound for 90% (35/39) of the observations, and it is associated with a k of 0.8. If we assume Gaussian errors, then the 99 th percentile would have k ≈ 1.2 (assuming the 90 th percentile corresponds to a k of 0.8). Two of the observations fall well outside the 99 th percentile confidence interval (those marked with a * ), and this suggests that these sample populations may truly be different. We note that the assumption of a two-sided Gaussian distribution was used to determine the 99 th percentile confidence interval. Had we assumed an unknown distribution, the associated k-value would have increased, but it would have needed to increase by an additional 40% in order to include the farthest outlier case. We view this as unlikely. The 2 outliers have an average I P that is less than the median values of the other campaigns, and they also have unusually low multiplicities, 1.1 and 1.35. In fact, the farthest outlier has the lowest average I p (11 kA) of all the recording sessions, and was obtained in the TX-OK 2003 campaign. Figure 8 clearly shows that there is a relationship between the flash DE and the total number of flashes recorded in a session, and the variation in flash DE decreases as the number of flashes increases. The average flash DE in the 8 recording sessions that had 66 or more flashes is 96%.
Note that these 8 sessions include both AZ and TX-OK and had a wide range of multiplicities and estimated peak currents. The average negative I p in these 8 sessions ranged from 14 kA to 40 kA (half were below 20 kA), and the video multiplicities ranged from 1.5 to 4 strokes per flash, yet the flash DE only varied between 94% to 98%. Based on Figure 8 , we conclude that the NLDN can be used to estimate the (space and time) average (and median) I p and the multiplicity of negative flashes as long as the storms produce of the order of 60 flashes or more. Figure 8 also shows that there are significant storm-to-storm variations in the I p and the multiplicity, even within the same region . observed significant storm-to-storm variations in the NLDN DE near Albany, NY, and concluded that they must be due to a natural variability inherent in lightning stroke characteristics. In a study of six separate storms in Brazil, Saba et al. [2006] found large storm-to-storm variations in multiplicities, ranging from 2.2 to 6 strokes per flash. Further analyses of the variations in lightning parameters from storm-to-storm will be the subject of a future publication.
In our evaluation of the classification of low amplitude NLDN reports, we have noted that some of the events that showed no luminous activity on video (NL in Tables 6-8) may actually be CG flashes that were not detected because of intervening rainfall, obscuration by local terrain, or the fact that some NLDN reports could have been outside the camera field-of-view because of large position errors for low I p events. We typically used a small camera aperture when recording in the daytime to prevent saturation of the camera, and if the channel was very faint, it might not have exceeded the detection threshold of the video system. Since the brightness of a lightning channel is roughly proportional to the peak current [Idone and Orville, 1985] , there is undoubtedly a detection bias in the daytime, and that is probably the reason a larger percentage of CG strokes were detected at night relative to the daytime (see Tables 7 and 8 ). In the future, we plan to add a second video camera to the experiment that will operate with a wide aperture so that very faint channels will be recorded day or night.
Nearly all the small-positive NLDN reports that had I p ≤ 20 kA were not associated with CG channels on the video records. At most, only about 7% of the positive reports with an I p ≤ 10 kA were due to CG strokes, and only 30% with an I p between 10 kA and 20 kA were CGs. At least 66% and at most 94% of the positive reports with I p ≥ 20 kA were due to CG flashes, depending on whether the events that exhibited no luminous activity (NL) are included or not. Clearly, there is no unique threshold for classifying a small-positive report as a CG stroke, but an I p of 15 kA appears to be the value where the number of false CG reports equals the number of correct reports.
In our discussion of small-negative events (see Tables 7 and 8) , we have seen that if the NL events are included in the statistics, then about 50% of the small-negative reports are CGs, and if the NLs are not included, 88% are CG flashes. As noted in a footnote to Table  7 , the 18 NLs in the AZ 2004 daytime dataset came from one session, and they were very likely out of the detection range for low amplitude strokes (the storm was 30-40 km away). Our observations of many "true" smallnegative, single-stroke CG flashes on video, along with the regional differences in the distributions of the negative I p values and multiplicities in AZ and TX-OK suggest that the I p and multiplicity distributions should be measured in more detail and in other regions.
In our analyses of the video recordings of small-negative flashes, it appeared that many of these flashes had long leader durations (or slow leader velocities) and considerable horizontal development relative to the events with a larger I p . Several low I p events were strokes to ground that developed from a previously established, horizontal discharge propagating along or near the cloud base, and many of the low I p events exhibited large, abrupt changes in the direction of propagation. A large fraction of the low I p events also had continuing luminosity and M-components. Three examples of small-negative flashes are given in Figures 9-11 . Figure  9 shows the luminous development of a single-stroke flash with an I p = -7.6 kA. It shows a CG stroke developing from a horizontal air discharge, and an abrupt change in the direction of propagation. Figure  10 shows a single-stroke flash that had an I p = -5.0 kA and extensive horizontal development. This flash produced a continuing luminosity of that persisted for about 300ms. Figure 11 shows the development of the smallest, negative NLDN report (I p = -2.8 kA) that was confirmed to be a CG flash on video. This flash began as an air discharge that propagated in two different directions for 50 to 67 ms. After 67 ms, a CG stroke developed from the air discharge and persisted for at least 318 ms. Two pulsations in the continuing luminosity occurred (that were likely M-components) while the channel was illuminated, and the channels that were initially air discharges persisted for about 170 ms. More details on the luminous characteristics of low-I p events will be the subject of a future paper.
Conclusions
The measured NLDN flash and stroke detection efficiency (DE) in Arizona (AZ) were 95% and 78%, respectively, in 2003, and 91% and 73% in 2004. The measured flash and stroke DEs in Texas-Oklahoma (TX-OK) were 81% and 75% in 2003, and 94.5% and 87% in 2004. The NLDN upgrade has increased the average flash DE in AZ from 73% in 2001 AZ from 73% in to 93% in 2003 AZ from 73% in -2004 . After correcting for the finite time-resolution of the video camera (16.7 ms), we estimate that the actual value of the NLDN stroke DE is about 68% in AZ and 77% in TX-OK. The primary cause of the NLDN missing strokes was simply that the peak field radiated by the stroke, or the estimated peak current, I p , was below the NLDN detection threshold. The average values of I p for negative first-strokes and the average multiplicity varied considerably from storm-to-storm, but this variability did not appear to affect the values of DE as long as they were averaged over storms that produced more than about 60 flashes. Our measurements show that there are regional differences in the distributions of the negative I p values and multiplicities between AZ and TX-OK.
The overall average DE for negative first-strokes (92%) is larger than the measured DE for subsequent-strokes that produce a new ground contact (81%) and the DE for subsequent-strokes that remain in a pre-existing channel (67%).
By analyzing the NLDN locations of subsequent-strokes that remained in the same channel as the first-stroke, we infer that the median random position error of the NLDN was 424 m in AZ and 282 m in TX-OK. Only 1% to 7% of the positive NLDN reports that had an I p ≤ 10 kA in TX-OK were produced by CG strokes; 1% to 30% of the reports with an I p between 10 kA < I p ≤ 20 kA were CGs; and 67% to 95% of positive reports with I p ≥ 20 kA were CG strokes. 50% to 88% of the negative, singlestroke flash reports with an I p ≤ 10 kA in AZ and TX-OK were produced by CG strokes.
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