We consider a discriminative learning (regression) problem, whereby the regression function is a convex combination of k linear classifiers. Existing approaches are based on the EM algorithm, or similar techniques, without provable guarantees. We develop a simple method based on spectral techniques and a 'mirroring' trick, that discovers the subspace spanned by the classifiers' parameter vectors. Under a probabilistic assumption on the feature vector distribution, we prove that this approach has nearly optimal statistical efficiency.
1. Introduction. Since Pearson's seminal contribution (Pearson, 1894) , and most notably after the introduction of the EM algorithm (Dempster, Laird and Rubin, 1977) , mixture models and latent variable models have played a central role in statistics and machine learning, with numerous applications-see, e.g., McLachlan and Peel (2004) , Bishop (1998) , and Bartholomew, Knott and Moustaki (2011) . Despite their ubiquity, fitting the parameters of a mixture model remains a challenging task. The most popular methods (e.g., the EM algorithm or likelihood maximization by gradient ascent) are plagued by local optima and come with little or no guarantees. Computationally efficient algorithms with provable guarantees are an exception in this area. Even the idealized problem of learning mixtures of Gaussians has motivated a copious theoretical literature (Arora and Kannan, 2001; Moitra and Valiant, 2010) .
In this paper we consider the problem of modeling a regression function as a mixture of k components. Namely, we are given labels Y i ∈ R and feature vectors X i ∈ R d , i ∈ [n] ≡ {1, 2, . . . , n}, and we seek estimates of the parameters of a mixture model
Here k is the number of components, (p ℓ ) ℓ∈ [k] are weights of the components, and u ℓ is a vector of parameters for the ℓ-th component. Models of this type have been intensely studied in the neural network literature since the early nineties (Jordan and Jacobs, 1994; Bishop, 1998) . They have also found numerous applications ranging from object recognition (Quattoni, Collins and Darrell, 2004) to machine translation (Liang et al., 2006) . These studies are largely based on learning algorithms without consistency guarantees.
Linear regression versus classification. In virtually all applications of the mixture model (1), labels Y i are categorical-see, e.g., Jordan and Jacobs (1994) , Bishop (1998) , Quattoni, Collins and Darrell (2004) , Liang et al. (2006) . In this case, the very first step of Chaganty & Liang, namely, regressing i , breaks down. Consider-to be definite-the important case of binary labels (e.g., Y i ∈ {0, 1} or Y i ∈ {+1, −1}). Then powers of the labels do not provide additional information (e.g., if Y i ∈ {0, 1}, then Y i = Y 2 i ). Also, since Y i is non-linearly related to u ℓ , Y 2 i does not depend only on u ⊗2 ℓ . Computational complexity. The method of Chaganty and Liang (2013) solves a regularized linear regression in d 3 dimensions and factorizes a third order tensor in d dimensions. Even under optimistic assumptions (finite convergence of iterative schemes), this requires O(d 3 n + d 4 ) operations.
In this paper, we develop a spectral approach to learning mixtures of linear classifiers in high dimension. For the sake of simplicity, we shall focus on the case of binary labels Y i ∈ {+1, −1}, but we expect our ideas to be more broadly applicable. We consider regression functions of the form f (y i |x i , u ℓ ) = f (y i | x i , u ℓ ), i.e., each component corresponds to a generalized linear model with parameter vector u ℓ ∈ R d . In a nutshell, our method constructs a symmetric matrixQ ∈ R d×d by taking a suitable empirical average of the data. The matrixQ has the following property: (d − k) of its eigenvalues are roughly degenerate. The remaining k eigenvalues correspond to eigenvectors that-approximately-span the same subspace as u 1 , . . . , u k . Once this space is accurately estimated, the problem dimensionality is reduced to k; as such, it is easy to come up with effective prediction methods (as a matter of fact, simple K-nearest neighbors works very well).
The resulting algorithm is computationally efficient, as its most expensive step is computing the eigenvector decomposition of a d × d matrix (which takes O(d 3 ) operations). Assuming Gaussian feature vectors X i ∈ R d , we prove that our method is also statistically efficient, i.e., it only requires n ≥ d samples to accurately reconstruct the subspace spanned by u 1 , . . . , u k . This is the same amount of data needed to estimate the covariance of the feature vectors X i or a parameter vector u 1 ∈ R d in the trivial case of a mixture with a single component, k = 1. It is unlikely that a significantly better efficiency can be achieved without additional structure.
The assumption of Gaussian feature vectors X i 's is admittedly restrictive. On one hand, as for the problem of learning mixtures of Gaussians (Arora and Kannan, 2001; Moitra and Valiant, 2010) , we believe that useful insights can be gained by studying this simple setting. On the other, and as discussed below, our proof does not really require the distribution of the X i 's to be Gaussian, and a strictly weaker assumption is sufficient. We expect that future work will succeed in further relaxing this assumption.
1.1. Technical contribution and related work. Our approach is related to the principal Hessian directions (pHd) method proposed by Li (1992) and further developed by Cook (1998) and co-workers. PHd is an approach to dimensionality reduction and data visualization. It generalizes principal component analysis to the regression (discriminative) setting, whereby each data point consists of a feature vector X i ∈ R d and a label Y i ∈ R. Summarizing, the idea is to form the 'Hessian' matrixĤ = n −1 n i=1 Y i X i X T i ∈ R d×d . (We assume here, for ease of exposition, that the X i 's have zero mean and unit covariance.) The eigenvectors associated to eigenvalues with largest magnitude are used to identify a subspace in R d onto which to project the feature vectors X i 's.
Unfortunately, the pHd approach fails in general for the mixture models of interest here, namely, mixtures of linear classifiers. For instance, it fails when each component of (1) is described by a logistic model f (y i = +1|z) = (1 + e −z ) −1 , when features are centered at E(X i ) = 0; a proof can be found in Appendix D. 
Our approach overcomes this problem by constructingQ
The Z i 's are pseudo-labels obtained by applying a 'mirroring' transformation to the Y i 's. Unlike withĤ, the eigenvector structure ofQ enables us to estimate the span of u 1 , . . . , u k .
As an additional technical contribution, we establish non-asymptotic bounds on the estimation error that allow to characterize the trade-off between the data dimension d and the sample size n. In contrast, rigorous analysis on pHd is limited to the low-dimensional regime of d fixed as n → ∞. It would be interesting to generalize the analysis developed here to characterize the high-dimensional properties of pHd as well.
. We refer to the vectors X i ∈ R d as features and to the binary variables as labels. We assume that the features X i ∈ R d are sampled from a Gaussian distribution with mean µ ∈ R d and a positive definite covariance Σ ∈ R d×d . The labels Y i ∈ {−1, +1} are generated by a mixture of linear classifiers, i.e.,
Here, k ≥ 2 is the number of components in the mixture; (p ℓ ) ℓ∈ [k] are the weights, satisfying of course p ℓ > 0, k ℓ=1 p ℓ = 1; and (u ℓ ) ℓ∈ [k] , u ℓ ∈ R d are the normals to the planes defining the k linear classifiers. We refer to each normal u ℓ as the parameter profile of the ℓ-th classifier; we assume that the profiles u ℓ , ℓ ∈ [k], are linearly independent, and that k < n/2.
We assume that the function f : R → [0, 1], characterizing the classifier response, is analytic, non-decreasing, strictly concave in [0, +∞), and satisfies:
As an example, it is useful to keep in mind the logistic function f (t) = (1 + e −t ) −1 . Fig. 1(a) illustrates a mixture of k = 2 classifiers over d = 3 dimensions.
2.2. Subspace Estimation, Prediction and Clustering. Our main focus is the following task:
Subspace Estimation: After observing (Xi, Yi), i ∈ [n], estimate the subspace spanned by the profiles of the k classifiers, i.e., U ≡ span(u1, . . . , u k ).
For U an estimate of U , we characterize performance via the principal angle between the two spaces, namely
Notice that projecting the features X i on U entails no loss of information w.r.t. (2). This can be exploited to improve the performance of several learning tasks through dimensionality reduction, by projecting the features to the estimate of the subspace U . Two such tasks are:
As we will see in Section 5, our subspace estimate can be used to significantly improve the performance of both prediction and clustering.
2.3. Technical Preliminary. We review here a few definitions used in our exposition. The sub-gaussian norm of a random variable X is:
We say X is sub-gaussian if X ψ 2 < ∞. We say that a random vector X ∈ R d is sub-gaussian if y, X is sub-gaussian for any y on the unit sphere S d−1 .
Algorithm 1 SpectralMirror
Require:
4: for each i ∈ {⌊n/2⌋ + 1, . . . , n}: Zi ← Yi sgn r, Xi
. . , λ (k) be the k eigenvalues furthest from the median.
We use the following variant of Stein's identity Stein (1973); Liu (1994) . Let X ∈ R d , X ′ ∈ R d ′ be jointly Gaussian random vectors, and consider a function h :
. Then, the following identity holds:
3. Subspace Estimation. In this section, we present our algorithm for subspace estimation, which we refer to as SpectralMirror. Our main technical contribution, stated formally below, is that the outputÛ of SpectralMirror is a consistent estimator of the subspace U as soon as n ≥ C d, for a sufficiently large constant C.
3.1. Spectral Mirror Algorithm. We begin by presenting our algorithm for estimating the subspace span U . Our algorithm consists of three main steps. First, as pre-processing, we estimate the mean and covariance of the underlying features X i . Second, using these estimates, we identify a vector r that concentrates near the convex cone spanned by the profiles (u ℓ ) ℓ∈ [k] . We use this vector to perform an operation we call mirroring: we 'flip' all labels lying in the negative halfspace determined byr. Finally, we compute a weighted covariance matrixQ over all X i , where each point's contribution is weighed by the mirrored labels: the eigenvectors of this matrix, appropriately transformed, yield the span U .
These operations are summarized in Algorithm 1. We discuss each of the main steps in more detail below: Pre-processing. (Lines 1-2) We split the dataset into two halves. Using the first half (i.e., all X i with 1 ≤ i ≤ ⌊ n 2 ⌋), we construct estimatesμ ∈ R d andΣ ∈ R d×d of the feature mean and covariance, respectively. Standard Gaussian (i.e., 'whitened') versions of features X i can be constructed aŝ Σ −1/2 (X i −μ). Mirroring. (Lines 3-4) We compute the vector:
We refer tor as the mirroring direction. In Section 4, we show thatr concentrates around its population
Crucially, r lies in the interior of the convex cone spanned by the parameter profiles, i.e., r = k ℓ=1 α ℓ u ℓ , for some positive α ℓ > 0, ℓ ∈ [k] (see Lemma 2 and Fig. 1(b) ). Using thisr, we 'mirror' the labels in the second part of the dataset:
In words, Z i equals Y i for all i in the positive half-space defined by the mirroring direction; instead, all labels for points i in the negative half-space are flipped (i.e.,
. This is illustrated in Figure 1 (c). Spectral Decomposition. (Lines 5-8) The mirrored labels are used to compute a weighted covariance matrix over whitened features as follows:
The spectrum ofQ has a specific structure, that reveals the span U . In particular, as we will see in Section 4,Q converges to a matrix Q that contains an eigenvalue with multiplicity n − k; crucially, the eigenvectors corresponding to the remaining k eigenvalues, subject to the linear transformΣ −1/2 , span the subspace U . As such, the final steps of the algorithm amount to discovering the eigenvalues that 'stand out' (i.e., are different from the eigenvalue with multiplicity n − k), and rotating the corresponding eigenvectors to obtainÛ . More specifically, let (λ ℓ , w ℓ ) ℓ∈ [d] be the eigenvalues and eigenvectors ofQ. Recall that k < n/2. The algorithm computes the median of all eigenvalues, and identifies the k eigenvalues furthest from this median; these are the 'outliers'. The corresponding k eigenvectors, multiplied byΣ −1/2 , yield the subspace estimateÛ . The algorithm does not require knowledge of the classifier response function f . Also, while we assume knowledge of k, an eigenvalue/eigenvectors statistic (see, e.g., Zelnik-Manor and Perona (2004) ) can be used to estimate k, as the number of 'outlier' eigenvalues.
3.2. Main Result. Our main result states that SpectralMirror is a consistent estimator of the subspace spanned by (u ℓ ) ℓ∈ [k] . This is true for 'most' µ ∈ R d . Formally, we say that an event occurs for generic µ if adding an arbitrarily small random perturbation to µ, the event occurs with probability 1 w.r.t. this perturbation.
Theorem 1. Denote byÛ the output of SpectralMirror, and let P ⊥ r ≡ I − rr T / r 2 be the projector orthogonal to r, given by (6). Then, for generic µ, as well as for µ = 0, there exists ǫ 0 > 0 such that, for all ǫ ∈ [0, ǫ 0 ),
Here C 1 is an absolute constant, and C 2 > 0 depends on µ, Σ, f and (u ℓ ) ℓ∈ [k] .
In other words,Û provides an accurate estimate of P ⊥ r U as soon as n is significantly larger than d. This holds for generic µ, but we also prove that it holds for the specific and important case where µ = 0; in fact, it also holds for all small-enough µ. Note that this does not guarantee thatÛ spans the direction r ∈ U ; nevertheless, as shown below, the latter is accurately estimated byr (see Lemma 1) and can be added to the span, if necessary. Moreover, our experiments suggest this is rarely the case in practice, asÛ indeed includes the direction r (see Section 5).
4. Proof of Theorem 1. Recall that we denote by r the population (n = ∞) version ofr. Let g(s) ≡ 2f (s) − 1, for s ∈ R, and observe that
Then, the following concentration result holds: Lemma 1. There exist an absolute constant C > 0 and c 1 , c ′ 1 , c ′ 2 that depend on X ψ 2 such that:
The proof of Lemma 1 relies on a large deviation inequality for subGaussian vectors, and is provided in Appendix B. Crucially, r lies in the interior of the convex cone spanned by the parameter profiles:
Proof. From (6),
It thus suffices to show that Σ −1 E[(X − µ)g( u, X )] = αu, for some α > 0. Note that X ′ = u, X is normal with mean µ 0 = u T µ and variance σ 2 0 = u T Σu > 0. Since f is analytic and non-decreasing, so is g; moreover, g ′ ≥ 0. This, and the fact that g is non-constant, implies E[g ′ (X ′ )] > 0. On the other hand, from Stein's identity (4)
and the lemma follows.
For r and (α ℓ ) ℓ∈ [k] as in Lemma 2, define
Observe that z(x) is the expectation of the mirrored label at a point x presuming that the mirroring direction is exactly r. Let Q ∈ R d×d be the matrix:
ThenQ concentrates around Q, as stated below.
Lemma 3. Let ǫ 0 ≡ min{α 1 , . . . , α k }σ min (U ), where the α ℓ > 0 are defined as per Lemma 2 and σ min (U ) is the smallest non-zero singular value of U . Then for ǫ < min(ǫ 0 , r /2):
where
C an absolute constant, and c 1 , c ′ 1 , c ′ 2 depend on µ, Σ, and r .
The proof of Lemma 3 is in Appendix C. We again rely on large deviation bounds for sub-gaussian random variables; nevertheless, our proof diverges from standard arguments becauser, rather than r, is used as a mirroring direction. Additional care is needed to ensure that (a) whenr is close enough to r, its projection to U lies in the interior of the convex cone spanned by the profiles, and (b) althoughr may have a (vanishing) component outside the convex cone, the effect this has onQ is negligible, for n large enough.
An immediate consequence of Lemma 2 is that r reveals a direction in the span U . The following lemma states that the eigenvectors of Q, subject to a rotation, yield the remaining k − 1 directions:
Lemma 4. Matrix Q has at most k + 1 distinct eigenvalues. One eigenvalue, termed λ 0 , has multiplicity d − k. For generic µ, as well as for µ = 0, the eigenvectors w 1 , . . . , w k corresponding to the remaining eigenvalues λ 1 , . . . , λ k are such that
where P ⊥ r is the projection orthogonal to r.
Proof. Note that
By a rotation invariance argument, Q ℓ can be written as
for some a ℓ , b ℓ , c ℓ , d ℓ ∈ R. To see this, letQ ℓ = [q ij ] i,j∈ [d] , and suppose first thatr
Since W is whitened, its coordinates are independent. Thus, under (8), q ij = 0 for all i = j s.t. i, j > 2, andq ii = a ℓ for i > 2, for some a ℓ . Thus Q ℓ = a ℓ I + B, where B is symmetric and 0 everywhere except perhaps on B 11 , B 12 , B 21 , B 22 (the top left block). Since the profiles u ℓ are linearly independent, so areũ ℓ andr, by Lemma 2. Hence, matricesũ ℓr T +rũ T ℓ ,ũ ℓũ T ℓ ,rr T span all such B, so (7) follows. Moreover, since W is whitened,Q ℓ is rotation invariant and thus (7) extends beyond (8); indeed, ifr ′ = Rr,ũ ′ ℓ = Rũ ℓ , µ ′ = Rμ where R a rotation matrix (i.e. RR T = I), then Q ′ = RQR T . Hence, as (8) holds for some orthonormal basis, (7) holds for all bases.
Let a = k ℓ=1 p ℓ a ℓ . Then
Let P ⊥ r be the projector orthogonal tor, i.e., P ⊥ r = I −rr
. Let v ℓ ≡ P ⊥ rũ ℓ . Lemma 2 and the linear independence ofũ ℓ imply that
. We will show below that for generic µ, as well as for µ = 0, γ ℓ = 0 for all ℓ ∈ [k]. This implies that rank(R) = k − 1. Indeed, R = P ⊥ r γ ℓũℓũ T ℓ P ⊥ r = P ⊥ rR P ⊥ r , whereR has rank k by the linear independence of profiles. As P ⊥ is a projector orthogonal to a 1-dimensional space, R has rank at least k − 1. On the other hand, range(R) ⊆Ũ , forŨ = span(ũ 1 , . . . ,ũ ℓ ), and r T Rr = 0 wherer ∈Ũ \ {0}), so rank(R) = k − 1. The latter also implies that range(R) = P ⊥ rŨ , as range(R)⊥r, range(R) ⊆Ũ , and dim(range(R)) = k − 1.
The above imply that Q has one eigenvalue of multiplicity n − k, namely a. Moreover, the eigenvectors w 1 , . . . , w k corresponding to the remaining eigenvalues (or, the non-zero eigenvalues of Q − aI) are such that
The lemma thus follows by multiplying both sides of the above equality with P ⊥ r Σ −1/2 , and using the fact that P ⊥ r Σ −1/2 P ⊥ r = P ⊥ r Σ −1/2 . It remains to show that γ ℓ = 0, for all ℓ ∈ [k], when µ is generic or 0. Note that
It thus suffices to show thatc ℓ = 0. Lemma 2 implies thatũ ℓ = v ℓ + cr for some c > 0, hencẽ
where X ≡ v ℓ , W and Y ≡ r, W are independent Gaussians with mean 0, and z ℓ (µ) ≡ ũ ℓ ,μ , z 0 (µ) ≡ r,μ . Hence,c ℓ = Cov[F (X); X 2 ] where
where φ the normal p.d.f. Assume first that µ = 0. By (3), g is anti-
The strict concavity of g in [0, ∞) implies that g ′ is decreasing in [0, +∞), and the antisymmetry of g implies that g ′ is symmetric. Take x > 0: if x > cy ≥ 0,
is negative for x > 0. By the symmetry of F , F ′ (x) is positive for x < 0. As such, F (x) = G(x 2 ) for some strictly decreasing G,
To see thatc ℓ = 0 for generic µ, recall that f is analytic and hence so is g. Hence,c ℓ is an analytic function of µ, for every ℓ ∈ [k]; also, asc ℓ (µ) < 0 for µ = 0, it is not identically 0. Hence, the sets {µ ∈ R d :c ℓ (µ) = 0}, ℓ ∈ [k], have Lebesgue measure 0 (see, e.g., pg. 83 in (?)), and so does their union Z. As such,c ℓ = 0 for generic µ; if not, there exists a ball B ⊂ R d such that B ∩ Z has positive Lebesgue measure, a contradiction.
Denote by λ 0 the eigenvalue of multiplicity d − k in Lemma 4. Let ∆ = min ℓ∈ [k] |λ 0 − λ ℓ | be the gap between λ 0 and the remaining eigenvalues. Then, the following lemma holds; this, along with Lemma 4, yields Theorem 1.
Lemma 5. LetÛ be our estimate for U . If λ 1 , . . . , λ k are separated from λ 0 by at least ∆, then for ǫ ≤ min(ǫ 0 /∆, 1 4 ), we have
where ǫ 0 , F are defined as per Lemma 3. Proof. If we ensure Q −Q ≤ ∆/4, then, by Weyl's theorem (Horn and Johnson, 2012) , d − k eigenvalues ofQ are contained in [λ k+1 − ∆/4, λ k+1 + ∆/4], and the remaining eigenvalues are outside this set, and will be detected by SpectralMirror. Moreover, by the Davis-Kahan sin(θ) theorem,
.
Moreover, this implies that sufficient condition for Q − Q 2 ≤ ∆/4 (which is required for SpectralMirror to detect the correct eigenvalues) is that ǫ ≤ Note that the Gaussianity of X is crucially used in the fact that the 'whitened' features W are uncorrelated, which in turn yields Eq. (7). We believe that the theorem can be extended to more general distributions, provided that the transform Σ − 1 2 de-correlates the coordinates of X.
Experiments.
We conduct computational experiments to validate the performance of SpecralMirror on subspace estimation, prediction, and clustering. We generate synthetic data using k = 2, with profiles u ℓ ∼ N (0, I), ℓ = 1, 2 and mixture weights p ℓ sampled uniformly at random from the k-dimensional simplex. Features are also Gaussian: X i ∼ N (0, I), i = 1, . . . , n; labels generated by the ℓ-th classifier are given by y i = sgn(u T ℓ X i ), i = 1, . . . , n. Convergence. We study first how well SpectralMirror estimates the span U . Figure 2(a) shows the convergence ofÛ to U in terms of (the sin of) the largest principal angle between the subspaces versus the sample size n. We also plot the convergence versus the effective sample size n/d (Figure  2(a) ). The curves for different values of d align in Figure 2 , indicating that the upper bound in Thm. 1 correctly predicts the sample complexity as n ≈ Θ(d). Though not guaranteed by Theorem 1, in all experiments r was indeed spanned byÛ, so the addition ofr toÛ was not necessary. Prediction through K-NN. Next, we use the estimated subspace to aid in the prediction of expected labels. Given a new feature vector X, we use the average label of its K nearest neighbors (K-NN) in the training set to predict its expected label. We do this for two settings: once over the raw data (the 'ambient' space), and once over data for which the features X are first projected toÛ , the estimated span (of dimension 2). For each n, we repeat this procedure 25 times with K = √ n and K = log n. We record the average root mean squared error between predicted and expected labels over the 25 runs. Figures 3(a) and 3(b) show that, despite the error inÛ , using K-NN on this subspace outperforms K-NN on the ambient space.
Prediction and Clustering through EM. We next study the performance of prediction and clustering using the Expectation-Maximization (EM) algorithm. We use EM to fit the individual profiles both over the training set, as well as on the dataset projected to the estimated subspacê U . We conducted two experiments in this setting: (a) initialize EM close to the true profiles u ℓ , ℓ ∈ [k], and (b) randomly initialize EM and choose the best set of profiles from 30 runs. For each n we run EM 10 times.
The first set of prediction experiments, we again compare expected labels to the predicted labels, using for the latter profiles u ℓ and mixture probabilities p ℓ as estimated by EM. Figure 4(a) measures the statistical efficiency of EM over the estimated subspace versus EM over the ambient space, when EM is initialized close to the true profiles. The second set of experiments, illustrated in Figure 4 (b), aims to capture the additional improvement due to the reduction in the number of local minima in the reduced space. In both cases we see that constraining the estimated profiles to lie in the estimated subspace improves the statistical efficiency of EM; in the more realistic random start experiments, enforcing the subspace constraint also improves the performance of EM by reducing the number of local minima. We also observe an overall improvement compared to prediction through K-NN.
Finally, we use the fitted profiles u ℓ to identify the classifier generating a label given the features and the label. To do this, once the profiles u ℓ have been detected by EM, we use a logistic model margin condition to identify the classifier who generated a label, given the label and its features. Figure  4 (c) shows the result for EM initialized at a random point, after choosing the best set of profiles from out of 30 runs. We evaluate the performance of this clustering procedure using the normalized 0-1 loss. Again, constraining the estimated profiles to the estimated subspace significantly improves the performance of this clustering task.
6. Conclusions. We have proposed SpectralMirror, a method for discovering the span of a mixture of linear classifiers. Our method relies on a non-linear transform of the labels, which we refer to as 'mirroring'. Moreover, we have provided consistency guarantees and non-asymptotic bounds, that also imply the near optimal statistical efficiency of the method. Finally, we have shown that, despite the fact that SpectralMirror discovers the span only approximately, this is sufficient to allow for a significant improvement in both prediction and clustering, when the features are projected to the estimated span.
We have already discussed several technical issues that remain open, and that we believe are amenable to further analysis. These include amending the Gaussianity assumption, and applying our bounds to other pHd-inspired methods. An additional research topic is to further improve the computational complexity of the estimation of the eigenvectors of the 'mirrored' matrixQ. This is of greatest interest in cases where the covariance Σ and mean µ are a priori known. This would be the case when, e.g., the method is applied repeatedly and, although the features X are sampled from the same distribution each time, labels Y are generated from a different mixture of classifiers. In this case, SpectralMirror lacks the pre-processing step, that requires estimating Σ and is thus computationally intensive; the remaining operations amount to discovering the spectrum ofQ, an operation that can be performed more efficiently. For example, we can use a regularized M-estimator to exploit the fact that Σ −1/2Q Σ −1/2 should be the sum of a multiple of the identity and a low rank matrix-see, e.g., Negahban et al. (2012) .
APPENDIX A: A LARGE-DEVIATION LEMMA
We first prove a Bernstein-type inequality for sub-Gaussian random vectors, that we shall use in our proofs:
Lemma 6. Let X ∈ R d be a sub-Gaussian random vector, i.e. a, X is sub-Gaussian for any a ∈ R d . Then there exist universal constants c 1 , c 2 such that
Proof. By the (exponential) Markov inequality, we have
Let Z be uniformly distributed on the unit sphere 
We interchange the order of expectation to obtain
We substitute this bound into (10) to obtain
where Σ is the covariance matrix of X. We optimize over λ to obtain
If the optimum lies outside the region where the m.g.f. bound holds (11), we can always choose
in to obtain the tail bound:
We combine these two bounds to obtain
Note that the t 2 bound always holds. However, for small t, the t 4 term yields a tighter bound.
APPENDIX B: PROOF OF LEMMA 1 (WEAK CONV. OFR)
Proof. We expandr n − r (and neglect higher order terms) to obtain
The higher order terms generically look like
We apply the union bound to deduce
For any ǫ < 1, √ ǫ > ǫ and we have
Since terms of the form Pr(|X − E[X]| > ǫ) appear in the upper bounds we derive, we can handle terms like (13) with a constant factor (say 2). Since our bounds involve multiplicative constant factors anyways, we neglect these terms to simplify our derivation. We expand the first term to obtain
µ − µ is a sub-Gaussian random variable with sub-Gaussian norm
, so there exist universal c 1 and c 2 s.t.
Y is bounded between 1 and -1, so 1. We can use Chernoff's inequality to deduce
2. Y i (X i − µ) are sub-Gaussian. Thus there exist universal c 1 and c 2 such that
We expand the second term in (12) to obtain
We expand the middle term to obtain
We use Theorem 5.39 in Vershynin (2010) to bound the first term:
where c ′ 1 , c ′ 2 depend on the sub-Gaussian norm of W . We substitute these bounds into our expression for r − r 2 to deduce
where C is an absolute constant and c 1 , c ′ 1 , c ′ 2 depend on the sub-Gaussian norm of X. Proof. r lies in interior of the conic hull of {u 1 , . . . , u k }, so we can express r as k i=1 α i u i , where r i > 0. Ifr also lies in the conic hull, theñ r = k i=1 β i u i for some β i > 0. Then
To ensure β is component-wise positive, we must have α − β ∞ < min{α 1 , . . . , α k }. A sufficient condition is r − r 2 ≤ ǫ 0 ≤ min{α 1 , . . . , α k }σ min (U ).
We are now ready to prove Lemma 3. We expand Q n − Q 2 (and neglect higher order terms) to obtain The second and third terms can be bounded using the same bounds used in the analysis of how fastr converges to r. Thus we focus on how fast
coverges to Q. Let ǫ ′ = min(ǫ 0 , r 2 ). First, we note that
> t |r ∈ B ǫ ′ (r) Pr(r ∈ B ǫ ′ (r)) + Pr(r / ∈ B ǫ ′ (r)).
LetZ i denote the "corrected" version of the Z i 's, i.e. the Z i 's we obtain if we use the projection ofr onto U to flip the labels, and W i denote Σ −1/2 (X i −µ). We have
The probability the first term is large is bounded by The Z i 's are independent of W i 's because the Z i 's were computed usingr that was in turn computed independently of the X i 's, as the former are computed on a different partition of [n] . Thus, the sum in the r.h.s. of (15) ≤ 2 exp(−c 1 (
where c 1 , c 2 depend on the sub-Gaussian norm ofZW . This is a consequence of Remark 5.40 in Vershynin (2010) . We now focus on bounding the second term in (15) . In what follows, without loss of generality, we will restrict W to the k+1 subspace spanned by U andr, as remaining components of the W i 's do not contribute to the computation. Let Cr (for cone) be the "bad" region, i.e. the region where Z =Z. We have 
