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Diplomová práca sa zaoberá využitím Text miningu ako metódy na predikovanie 
značiek článkov. Práca popisuje iteratívny spôsob narábania s veľkými súbormi dát, ich 
rozbor, čistenie a výpočet skóre TF-IDF pre výrazy vyskytujúce sa v článku.  
Detailne popisuje priebeh programu naprogramovaného v jazyku Python 3.4.3. 
Výsledkom spracovania viac ako 1 milióna článkov databázy webovej encyklopédie 
Wikipédia je slovník výrazov anglického jazyka, pomocou ktorej je možné určiť n 
najdôležitejších výrazov vlastných článku z korpusu článkov. Relevantnosť výsledných 
značiek dokazuje vhodnosť použitej metódy. 
 
Kľúčové slová 
Text mining, Data mining, TF-IDF, iteratívny rozbor, skóring, značky, Python 
 
Abstract 
This master’s thesis deals with using Text mining as a method to predict tags of articles. 
It describes the iterative way of handling big data files, parsing the data, cleaning the 
data and scoring of terms in article using TF-IDF.  
It describes in detail the flow of program written in programming language Python 
3.4.3. The result of processing more than 1 million articles from Wikipedia database is 
a dictionary of English terms. By using this dictionary one is capable of determining the 
most important terms from article in corpus of articles. Relevancy of consequent tags 
proves the method used in this case. 
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Doposiaľ nikdy v histórii nebolo pripojenie k internetu také jednoduché ako dnes. 
Všetky procesy v našich životoch sa vďaka tomuto faktu za posledné roky rapídne 
zrýchlili. To, čo pred pár rokmi za deň stihol urobiť jeden človek je dnes iba zlomok 
pracovného výkonu, ktorý je možné dosahovať dnes.  
Ľudia majú omnoho jednoduchší prístup k informáciám, k ďalším ľuďom a využívajú 
mnoho nových nástrojov, ktoré sa snažia urobiť v online priestore poriadok. Tento fakt 
so sebou ale prináša aj negatíva ako vyčerpanosť, zahltenie reklamou a strácanie 
pozornosti používateľov internetu voči niektorým javom, ktoré sa na nich chŕlia 
z každej strany. To má za následok aj extrémnu snahu znižovať všetky nadbytočné 
aktivity – hlavne pri používaní informačných technológií na minimum.  
Z nástupom digitálnej éry sa zvýšilo aj množstvo aktivít, ktoré ľudia bežne robia online, 
čo vytvorilo priestor pre zber veľkých dát. Tak ako prístup k akýmkoľvek  informáciám 
aj prístup k veľkým databázam dát zozbieraných z rôznych zdrojov na internete sa dnes 
stáva jednoduchším ako kedykoľvek predtým. Bez pochyby pre to sa v súčasnej dobe 
čím ďalej, tým viac dostávajú do popredia nástroje pre analýzu a spracovávanie dát. 
V tejto situácii sa teda ponúka príležitosť optimalizovať nástroje, ktoré ľudia denno-
denne používajú na svoju prácu, či zábavu pomocou objavovania nových informácií 
z týchto veľkých databáz. 
V tejto práci sa budeme zameriavať na optimalizáciu procesu značkovania (tagovania) 
článkov z internetu. tak aby sa tento proces čo najviac zautomatizoval.  
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1 Vymedzenie problému a cieľ práce 
Vybraná firma, pre ktorú bude táto diplomová práca písaná, vyvíja aplikáciu pre 
záložkovanie obsahu z internetu a jeho následné zdieľanie ďalším používateľom, ktorý 
by oň mohli mať záujem.  
Do procesu ukladania obľúbeného obsahu z internetu  na virtuálnu plochu vstupuje 
krok, pri ktorom má používateľ možnosť ukladaný obsah označiť značkami (tagmi). 
V tomto kroku je dôležité, aby  bol obsah označkovaný čo najrelevantnejšími 
kľúčovými slovami. Aplikácia vďaka nim totiž dokáže zobrazovať relevantnejšie 
výsledky pri vyhľadávaní a taktiež ponúkať ďalším používateľom obsah, o ktorý by 
mohli mať záujem.  
Potenciál  pre firmu predstavuje aj data set obsahu s ľudsky vybranými značkami. 
Takýto data set môže byť v budúcnosti veľmi dobrým podkladom pre ďalší výskum. 
Relevantné výsledky vyhľadávania zlepšujú spokojnosť používateľov, vhodný 
ponúkaný obsah zvyšuje záujem používateľov.   
Cieľom tejto práce je tento proces čo najviac zjednodušiť, zrýchliť a taktiež užívateľsky 
spríjemniť. A to využitím Text mining-u  na analýzu ukladaného obsahu a predikovanie 




2 Teoretická časť 
2.1 Business inteligence 
Business Intelligence (BI) označuje množinu techník a nástrojov na transformáciu 
surových dát na zmysluplné a použiteľné informácie pre potreby Business Analysis. 
Pojem bol definovaný jeho zakladateľom Howardom J. Dresnerom ako “množina 
konceptov a metodík, ktoré zlepšujú rozhodovací proces za použitia metrík alebo 
systémov založených na metrikách.” (NOVOTNÝ et al., 2005) Cieľom BI je umožniť 
jednoduchú interpretáciu veľkých obnosov dát s cieľom nájsť nové príležitosti a 
vyvinúť efektívne stratégie pre zvýhodnenie konkurenčnej výhody na trhu.  
2.1.1 Využitie BI v podniku  
BI sa v podniku využíva ako základ pre množstvo business rozhodnutí od operatívnych 
po strategické ako napríklad nastavovanie ceny produktu, či vstupovanie na nové trhy. 
Termín sa často pletie s výrazom Competitive intelligence (CI), pretože oba podporujú 
rozhodovací proces. Avšak CI používa technológie na zber a analýzu dát, pričom sa 
sústredí na konkurenciu.  
2.1.2 Princípy BI  
“Business Inteligence má niekoľko základných princípov, medzi ktoré patrí 
transformácia dát z transakčných a produkčných systémov na analytické dáta, ktoré sú 
následne využívane pre rozhodovanie. Riešenia BI sú založené na multidimenzionalite 
uloženia a spracovania dát. Na ukladanie dát sú využívané časové dimenzie a ukladanie 
prebieha do analytických databáz postupne v jednotlivých časových snímkach. 
Vzhľadom k tomu sú na kvalitu dát kladené vysoké nároky.”(WIKIPÉDIA. Business  
Intelligence, 2014)  
2.1.3 Architektúra a vrstvy  
BI má viacero bežných funkcií, ako reporting, online analytika, processing, Data 
mining, process mining, Text mining, prediktívna analýza, ktoré sú využiteľné 
v rôznych oblastiach riadenia podniku. BI ako nástroj spracováva dáta zo zdrojových 
systémov a jeho výsledky využívajú priamo koncoví používatelia.  
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Architektúra BI sa skladá z nezávislých vrstiev, ktoré sú medzi sebou logicky 
prepojené:  
- Vrstva pre získavanie dát 
- Vrstva pre ukladanie dát 
- Vrstva pre analýzu dát 
- Vrstva pre prezentáciu dát 
 
Obrázok 1 Architektúra BI (KRÍŽ, 2015) 
 
2.1.4 Kvalita dát  
Implementácia BI v podniku môže zlyhať v prípade, že sú použité nesprávne dáta, alebo 
že sú vstupné dáta dostupné iba v malom množstve. Preto je vhodné pred začatím 
implementácie urobiť analýzu obsahu, konzistentnosti a štruktúry dát. Tento krok je 
vhodné urobiť v procese implementácie čím skôr aby sa nezdržoval projekt a aby IT 
oddelenie mohlo prísť so správnym riešením na zber vhodných dát. 
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2.2 Data mining  
Inak známy aj ako KDD (Knowledge Discovery in Databases), čiže objavovanie 
znalostí v databázach. Tento proces slúži na objavovanie vzorov vo veľkých skladoch 
štruktúrovaných dát. Na dosiahnutie svojich cieľov používa „metódy štatistiky, 
matematiky, umelej inteligencie a strojového učenia.“(WIKIPÉDIA, Hĺbková analýza 
dát, 2015)  
2.2.1 Ciele Data miningu 
Primárnym cieľom Data miningu (DM)  je analyzovať dostupné dáta, vytiahnuť z nich 
užitočné informácie a transformovať ich do zrozumiteľnej štruktúry pre budúce 
použitie. Využitie Data miningu je ďalekosiahle a už sa osvedčilo v mnohých oblastiach 
od obchodu, cez video hry, výskum a vývoj, ľudské práva, geografické systémy, hudba 
až po medicínu. 
2.3 Text mining pojem  
Taktiež známy ako KDT (Knowledge Discovery in Text) dolovanie dát z textu. Tento 
pojem označuje proces získavania vysoko kvalitných informácií z textových dát 
a môžeme ho tiež chápať ako „špeciálny typ úlohy dobývania znalostí z databáz. Zatiaľ 
čo pri dolovaní dát z databáz pracujeme s údajmi uloženými v pevnej štruktúre, tu 
máme čo dočinenia s neštruktúrovaným textom. Hlavným problémom teda je, ako 
vhodne reprezentovať textový dokument, aby bolo možné použiť niektorý z algoritmov.“ 
(Berka, 2003) 
2.3.1 Rozdiel medzi Data miningom a Text miningom 
Hlavným rozdielom medzi Data miningom a Text miningom (TM) je teda fakt, že Text 
mining doluje informácie z neštruktúrovaných dát.  
2.3.2 Procesy TM  
Celé snaženie získavania informácií pomocou TM môžeme rozdeliť na nasledujúce 
základné fázy: 
- Výber a skladovanie dát 
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Táto fáza spočíva v zozbieraní alebo výbere dát, nad ktorými sa v neskorších 
fázach bude robiť analýza a ich skladovaní. 
- Predspracovanie a transformácia (preprocessing) dát 
V tejto fáze prebieha čistenie dát od redundantných, chybných alebo 
nepotrebných údajov. Dostatočné čistenie je veľmi dôležité pre celkovú 
úspešnosť TM, pretože nesprávne pripravené dáta môžu značne ovplyvniť 
výsledok. Táto fáza väčšinou zaberá najviac času z celého procesu. 
- Spracovanie (processing) a vyhodnotenie dát 
Zahŕňa využitie štatistických techník, rozpoznávanie vzorov v dátach ako URL 
adresy, emailové adresy a pod., analýza sentimentu a pod. 
 
Obrázok 2 Fázy procesu získavania znalostí (HINKA, 2006) 
 
2.4 Výber dát 
Pre potreby tejto diplomovej práce je potrebné získať veľkú databázu textových dát, 
ideálne vo všetkých jazykoch, ktoré spoločne zahrnú celú škálu použitia daného jazyka. 
V dnešnej dobe je vďaka internetu možné získať prístup k obrovským množstvám 
verejných textov. Z veľkej časti sú to však dáta priveľmi náročné na preprocessing, 
pretože nie sú súčasťou jedného konzistentného korpusu a je nutné spájať rôzne zdroje.  
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2.4.1 Wikipédia ako zdroj dát 
Ako veľmi vhodným zdrojom pre takéto dáta sa preto ukazuje databáza internetovej 
encyklopédie Wikipédia. Pristupvať k dátam z Wikipédie sa dá viacerými spôsobmi, 
z ktorých hlavné sú Web scraping, API prístup a stiahnutie databázy. 
2.4.1.1 Web scraping 
Jedná sa o pomerne neefektívny spôsob získavania informácií, pretože je veľmi náročný 
na čas, zaťažuje servery, na ktorých sú dáta hostované, je veľmi náročný na 
preprocessing, pretože sa treba zbavovať zbytočných HTML elementov, ktoré 
prichádzajú v dátach spolu so želaným textom.  
2.4.1.2 API prístup 
Omnoho vhodnejším sa preto ukazuje prístup cez API (Application programming 
interface). „Tento termín je používaný v programovaní. Ide o zbierku funkcií a tried (ale 
aj iných programov), ktoré určujú akým spôsobom sa majú funkcie knižníc volať zo 
zdrojového kódu programu. API funkcie sú programové celky, ktoré programátor volá 
namiesto vlastného naprogramovania.“(WIKIPÉDIA, Application programming 
interface, 2013) 
Wikipédia funguje na engine Wikimédia, ktorý taktiež poskytuje vývojárom po celom 
svete prístup k dátam zadarmo. Tento spôsob je však pre zaťažovanie serverov 
vhodnejší pre menšie riešenia a nie pre spracovávanie celej databázy, ktorá môže pri 
niektorých jazykoch dosahovať až veľkosti 50 GB a viac.  
2.4.1.3 DB download 
Umožňuje na adrese https://dumps.wikimedia.org/backup-index.html stiahnuť 
kompletnú kópiu dát z Wikipédie vo všetkých jazykoch vo formáte XML, HTML. Táto 
variant nezaťažuje serveri pretože sa na jeho zdieľanie používa protokol Bit-torrent. 
Jedná sa o protokol, ktorý umožňuje P2P zdieľanie a je používaný najmä na distribúciu 
veľkého množstva dát cez Internet.  
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2.4.1.4 Veľkosť data setu 
Wikipédia momentálne uvádza, že obsahuje 36 331 875 stránok, z čoho je 4 876 500 
článkov. Nasledujúci obrázok ilustruje veľkosť knižnice, vytvorenej z databázy 
anglickej Wikipédie ak by sa netlačili žiadne obrázky a ani iný multimediálny obsah. 
    
Obrázok 3 Veľkosť vytlačenej anglickej Wikipédie v porovnaní s človekom (WIKIPÉDIA, File:Size of English 
Wikipédia in August 2010, 2010 ) 
 
Od svojho založenia v roku 2001 rapídne rastie počet článkov, čo zaisťuje dostatočne 
veľké data sety pre jednotlivé jazyky.  Na nasledujúcom obrázku je vidieť nárast počtu 
článkov na Wikipédii od roku 2001 do roku 2015.  
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 Obrázok 4 Vývoj počtu článkov Wikipédie od roku 2001 (WIKIPÉDIA, Size of Wikipédia, 2015) 
  
2.5 Skladovanie dát  
Aby bolo možné vybrané dáta spracovávať, je potrebné ich skladovať. Rozlišujeme štyri 
druhy dátových skladov: 
- Dočasné dátové úložisko 
Jedná sa o dočasné úložisko aktuálnych detailných dát 
- Prevádzkové dátové úložisko 
Jedná sa o hromadné úložisko zjednotených dát, ktoré je neustále aktualizované 
- Dátový sklad 
Jedná sa o stálu zbierku dát, ktorá funguje ako databanka pre ostatné systémy 
riadenia 
- Dátová tržnica 
jedná sa o sklad dát so špecifickou štruktúrou, určený pre istú skupinu ľudí 
(napr. rôzne organizačné zložky podniku) 
Z pohľadu delenia dátových skladov môžeme XML súbor Wikipédie zaradiť do skupiny 
prevádzkových dátových úložísk, pretože je neustále aktualizovaný a obsahuje 
najnovšie informácie. 
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2.6 Predspracovanie (preprocessing)  
Pred tým, než sa na budú aplikovať algoritmy dolovania dát z textu, je nutné vytvoriť 
cieľový dátový set. Ten musí mať dostatočnú veľkosť na to, aby obsahoval hľadané 
informácie, ale musí sa dbať na čas potrebný na získavanie takýchto informácií.  
V tejto fáze sa väčšinou vykonávajú operácie Rozbor a Čistenie. 
2.6.1 Rozbor (parsing)  
Keďže text je ukladaný v podobe, ktorému rozumejú ľudia, je potrebné ho pred 
použitím počítačovým programom dostať do podoby, ktorému dokáže počítačový 
proces rozumieť. Programy pracujú dobre s dátami, ktoré sú štruktúrované. Textové 
dáta sú neštruktúrované, ale pomocou rozboru je možné v nich vytvoriť štruktúry. 
Termín rozbor (parsing) v počítačovej vede označuje syntaktickú analýzu textu a jeho 
komponentov s cieľom využiť potenciál kompilátorov, či prekladačov. Môže sa jednať 
napríklad o hľadanie HTML elementov v texte s cieľom označiť nadpis článku, alebo 
definovať nepotrebné časti textu.  
2.6.2 Čistenie (cleaning) 
Tento set musí byť očistený od šumu – čiže od zbytočných dát, ktoré nie sú k analýze 
potrebné a nijako neprispejú k požadovanému výsledku. Môže sa jednať o akékoľvek 
časti dát, ktoré logicky nesúhlasia s potrebami analýzy.  
Súčasťou čistenia je: 
- rozdeľovanie textu na vety, alebo slová (tokenization) 
- zjednocovanie výrazov s rovnakým významom (lemmitization) 
- hľadanie koreňov výrazov (stemming) 
- nahrádzanie presných výrazov (matching algorythms) 
- odstraňovanie často používaných slov (stop words) 
Čistenie je možné urobiť využitým viacerých nástrojov: 
- komerčný, alebo opensource software (Rapid Miner, ...) 
- knižnice na spracovávanie jazyka pre rôzne programovacie jazyky (NTLK pre 
Python, Text Blob pre Python a pod.) 
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- porovnávacie algoritmy (regulárne výrazy) 
regulárny výraz (regex) je špeciálny sled znakov slúžiaci na presné popísanie 
hľadaného výrazu. 
2.7 Spracovanie (processing)  
Následne na to ako sú vybrané dáta predspracované sa môže začať samotná analýza. 
Použité algoritmy na analýzu závisia od cieľa, ktorý chceme analýzou dosiahnuť a do 
veľkej miery závisia aj na povahe pripravených dát. 
2.7.1 Ciele processingu 
Podľa Wikipédie. Natural Language processing (2015) patrí medzi hlavné úlohy Text 
miningu: 
- hľadanie informácií (information extraction) 
- kategorizácia dokumentov (document categorization) 
- zhlukovanie dokumentov (clustering) 
- odpovedanie na otázky (question answering) 
- zisťovanie obsahu (topic recognition) 
- automatický preklad (machine translation) 
- pochopenie syntaxu ľudského jazyky (natural language understanding) 
Využitie je široké a používa sa napríklad aj na identifikáciu jazyka, rozpoznávanie 
plagiátorstva a iné. 
2.8 TF-IDF  
Pojem „Term frequency – inverse document frequency“ označuje numerickú štatistiku, 
ktorá má za úlohu určiť, ako dôležité je vybrané slovo pre daný dokument v korpuse 
dokumentov. Jedná sa o rozšírenú metódu používanú pri predpovedaní sociálnych 
značiek. 
2.8.1 Korpus  
„Korpus (corpus, corpora) textov je ohraničený súbor jazykových výpovedí 
zaznamenaných písmom alebo na zvukovom nosiči, ktorý spracováva na vedecko-
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výskumné a učebné ciele. Množina textov používaných na lingvistický opis 
a argumentáciu. V užšom zmysle elektronická databáza jazykových prvkov.“ 
(WIKIPÉDIA. Korpus, 2013) 
2.8.2 Výpočet skóre TF-IDF 
Na výpočet finálneho skóre TF-IDF je potrebné najskôr vypočítať parciálne časti 
výpočtu popísané v nasledujúcich kapitolách. 
2.8.2.1 TF – Term Frequency 
Pojem Term Frequency označuje počet výskytu slova v dokumente normalizovaný 
delením celkovým počtom slov v danom dokumente. Vypočíta sa pomer frekvencie 
slova v dokumente ku celkovému počtu slov. 
tf(t, d) = f(t, d)f(w, d) 
kde t = výraz, d = dokument, w = akékoľvek slovo 
2.8.2.2 DF - Document Frequency  
Jedná sa o globálnu premennú, ktorá vyjadruje počet dokumentov, v ktorých sa slovo 
vyskytuje. df(t, D) = �(𝑑𝑑 ∈ 𝐷𝐷 ∶ 𝑡𝑡 ∈ 𝑑𝑑) 
kde t = výraz, d = dokument, D = korpus dokumentov 
2.8.2.3 IDF – Inverse Document Frequency  
Jedná sa o ukazateľ toho ako bežné je dané slovo v korpuse dokumentov. Čím bežnejšie 
slovo je, tým nižšia je jeho hodnota idf. Vypočíta sa ako logaritmus pomeru celkového 
počtu dokumentov ku počtu dokumentov, ktoré obsahujú dané slovo +1 aby sa predišlo 
deleniu nulou v prípade, že sa slovo nevyskytlo v žiadnom z dokumentov v korpuse. 
𝑖𝑖𝑑𝑑𝑖𝑖(𝑡𝑡,𝐷𝐷) = log 𝑁𝑁
𝑑𝑑𝑖𝑖(𝑡𝑡,𝐷𝐷) + 1 
kde t = výraz, D = korpus dokumentov, N = počet dokumentov v korpuse 
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2.8.2.4 TF-IDF – výsledné skóre  
Poukazuje na dôležitosť slova v dokumente z korpusu dokumentov. Vypočíta sa ako 
súčin TF a IDF hodnôt. 
𝑡𝑡𝑖𝑖𝑖𝑖𝑑𝑑𝑖𝑖(𝑡𝑡,𝑑𝑑,𝐷𝐷) = 𝑡𝑡𝑖𝑖(𝑡𝑡,𝑑𝑑) × 𝑖𝑖𝑑𝑑𝑖𝑖(𝑡𝑡,𝐷𝐷) 
kde t = výraz, d = dokument, D = korpus dokumentov  
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3 Analýza súčasného stavu 
Firma, pre ktorú je táto diplomová práca spracovávaná vyvíja webovú aplikáciu 
s názvom UNITEUS, ktorá okrem iného umožňuje jej používateľom záložkovať si 
články z internetu. Následne im dáva možnosť vyhľadávania v ich uloženom obsahu. 
Uložené články ponúka aj ďalším používateľom, ktorý by mohli mať o daný článok 
záujem. 
3.1 Proces ukladania článkov 
Každý používateľ má k dispozícii svoj vlastnú virtuálnu plochu, na ktorú sa mu 
ukladajú želané články. Uložený obsah si môže kategorizovať do priečinkov, upravovať 
jeho meta údaje a zdieľať ho s ďalšími používateľmi aplikácie alebo emailovými 
kontaktmi.  
 
Obrázok 5 Virtuálna plocha používateľa (vlastné spracovanie) 
3.1.1 Tlačidlá na ukladanie obsahu 
Na ukladanie obsahu môže používateľ použiť tlačidlo v aplikácii alebo takzvaný 
bookmarklet, čo je vlastne záložka na panely záložiek v internetovom prehliadači so 
špeciálnou URL, ktorá volá javascriptovú funkciu na ukladanie obsahu. Po stlačení 
tlačidla sa spustí funkcia, ktorá zistí URL adresu aktuálne otvoreného okna 
v internetovom prehliadači a spustí parsovanie jeho obsahu, aby zistila atribúty stránky: 
- názov stránky (meta title) 
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- popis stránky (meta description) 
- obrázok stránky (og: image) 
- textový obsah stránky (HTML) 
Následne sa otvorí okno, v ktorom používateľ vidí atribúty parsovanej stránky a môže 
ich upraviť podľa seba. Môže zmeniť akýkoľvek atribút a má možnosť aj doplniť 
sociálne značky (tagy). 
 
Obrázok 6 Okno s detailami ukladaného článku (vlastné spracovanie) 
3.1.2 Sociálne značky (tagy)  
Tie slúžia na zlepšenie vyhľadávania v rámci virtuálnej plochy a zlepšuje tak celkový 
UX (user experience) zážitok z používania aplikácie.  
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Tagy slúžia aj na zväčšovanie data setu ľuďmi označkovaných článkov, čo do vysokej 
miery zaručuje ich relevanciu. Tento data set pre firmu predstavuje potenciál, pretože sa 
môže v budúcnosti stať veľmi dobrým podkladom pre ďalší výskum. 
3.2 Popis problému  
Manuálne označkovanie každého ukladaného článku zaberá čas a vyžaduje pozornosť 
používateľa, čo je v dnešnej dobe veľmi drahá komodita. Používatelia neradi robia čo 
i len klik na viac, ak prínos akcie nie je ihneď viditeľný. A tu nastáva problém.  
3.2.1 Nevýhody tohto riešenia  
Momentálne sa pri značkovaní obsahu v aplikácii používa fulltext suggestion, čo 
znamená, že človek začne písať značku a na základe prvých písmen sa mu ponúkne n 
kľúčových slov zoradených podľa frekvencie výskytu v celom systéme ako je vidieť na 
nasledujúcom obrázku.  
 
Obrázok 7 Pridávanie sociálnych značiek pomocou fulltext suggestion (vlastné spracovanie) 
Hlavné nevýhody tohto riešenia sú: 
- používateľ musí sám iniciovať značkovanie tým, že začne rozmýšľať a písať 
prvú značku 
 27 
- ponúkané značky sa netýkajú ukladaného obsahu, ale je to iba množina n 
kľúčových slov zoradených podľa frekvencie ich výskytu v celom systéme 
- riešenie nemotivuje používateľa značkovať viacerými značkami, pretože sa tento 
proces opakuje po uložení prvej značky od začiatku 
- riešenie sa nedokáže učiť z nového obsahu a ani z používateľského úsilia a preto 
ostáva neustále rovnako neefektívne 
- predlžuje sa čas ukladania obsahu na virtuálnu plochu 
3.3 Dopad na aplikáciu 
Nevýhody tohto riešenia po určitej dobe začnú negatívne vplývať na samotné 
fungovanie aplikácie a jej popularitu. Fakt, že používateľ musí sám iniciovať 
značkovanie má na aplikáciu obrovský negatívny dopad, pretože väčšina obsahu ostáva 
úplne neoznačkovaná. 
Ak sa aj používateľ odhodlá vytvoriť prvú značku, často ostane zmätený, pretože 
ponúkané tagy sa netýkajú daného článku. Tento fakt ešte zväčšuje množinu 
neoznačkovaných článkov. 
3.4 Zhodnotenie súčasného riešenia  
Toto riešenie je veľmi jednoduché na implementáciu a vhodné pri štarte a testovaní 
aplikácie, kedy sú používatelia ochotní dočasné nedostatky prehliadnuť a sú voči novej 
aplikácii ústretový. Nie je to však dlhodobo udržateľné riešenie, pretože negatívne 
vplýva na popularitu aplikácie. Ukladanie obsahu na plochu tvorí základnú 




4 Vlastné návrhy riešenia 
Situáciu navrhujeme riešiť ponúkaním sociálnych značiek na základe skóre získaného 
pomocou dolovania textových dát tak, aby používateľ priamo dostal predvyplnené 
kľúčové slová, ktoré sú relevantné pre daný článok. Používateľ ich nebude musieť 
upravovať a iba klikne na tlačidlo „uložiť“. Pre používateľa, ktorý nechce svoj čas 
venovať značkovaniu obsahu to nebude žiadna práca navyše. Používateľ, ktorý chápe 
výhody značkovania obsahu bude môcť mazať alebo vyberať ďalšie iba klikaním 
a nemusí použiť klávesnicu, čo uľahčí použiteľnosť aplikácie aj pre mobilných 
používateľov.  
Avšak spúšťať proces dolovania dát vždy pri ukladaní nového obsahu nepripadá 
do úvahy, pretože by veľmi zaťažil výkon serverov a spôsobil by dlhú neprípustnú 
odozvu zo strany serveru ku klientovi. Resp. takéto riešenie by bol nezmysel, pretože 
spracovanie veľkého data setu môže na výkonných počítačoch trvať aj niekoľko dní. 
Preto sa najskôr využije trénovacia databáza textov na prvotné získanie kľúčových slov 
a ich následné ohodnotenie príslušným skóre. Výsledný slovník v ktorom bude 
definované Document Frequency skóre všetkých slov vypočítané z čo najväčšieho 
korpusu článkov neštruktúrovaných textových dát sa použije v aplikácii, čo umožní 
získavať výsledky takmer okamžite. 
Na základe tohto slovníka sa vypočíta TF-IDF predspracovaného ukladaného článku 
z internetu a vypíše sa prvých n slov s najväčším skóre TF-IDF. 
Takýto nový dokument, ktorý používateľ práve ukladá sa vloží do trénovacej databázy. 
Po uložení x nových článkov sa znovu spustí trénovanie a prepočítajú sa hodnoty 
v slovníku slov. Slovník sa doplní o nové výrazy, ktoré predtým v trénovacej databáze 
neexistovali. Týmto spôsobom sa bude trénovacia databáza stále zväčšovať, čo bude 
umožňovať presnejšie výsledky a aj poskytovať základ ďalšiemu výskumu 
a zlepšovaniu algoritmu. 
Implementáciu riešenia budeme programovať v programovacom jazyku Python 3.4.3. 
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4.1 Fázy riešenia  
Celé navrhované riešenie môžeme rozdeliť na tri hlavné fázy ako je vidieť na 
nasledujúcom diagrame. Získanie dát a ich parsovanie, čistenie a ukladanie do databázy 
sú súčasťou prvej fázy – Predspracovanie (Preprocessing). Nasleduje skladovanie dát 
v trénovacej databáze odkiaľ  sa dostávajú do ďalšej fázy spracovania – Tréning. V tejto 
fáze sa aplikujú matematicko-štatistické algoritmy na získanie slovníka (VOC - 
vocabulary) výrazov daného jazyka s priradeným skóre df. Tretia fáza je už samotné 
spracovanie nového článku z internetu, ktoré postupne prejde parsovaním, čistením, 
spracovaním až sa dostane k výsledku, ktorý predstavuje zoznam zoradených 
kľúčových slov najdôležitejších pre daný dokument. 
 
  
Obrázok 8 Fázy programu na získanie značiek článku (vlastné spracovanie) 
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 4.2 Data set 
Ako zdroj pre dolovanie dát z textu sme zvolili databázu článkov z internetovej 
encyklopédie Wikipédia. Dôvodom je, že databáza je veľmi rozsiahla, neustále 
aktualizovaná o nové články. Je písaná takmer vo všetkých jazykoch a článkami 
pokrýva takmer všetky oblasti života, čo by malo poskytnúť veľmi dobrý základ 
výrazov pre výsledný slovník.  
4.2.1 Získanie dát  
Databázu všetkých článkov v anglickom jazyku sme stiahli pomocou protokolou 
BitTorrent. Stiahnutá databáza má veľkosť 51GB a je uložená vo formáte XML 
s kódovaním UTF-8. 
4.2.2 Problémy s veľkosťou dát 
Keďže sa jedná o samotný XML súbor o veľkosti až 51GB, nie je ho možné otvoriť 
v bežných textových editoroch, aby sme mohli nahliadnuť na jeho štruktúru. Bežné 
textové editory totiž načítavajú celý obsah načítavaného súboru do RAM pamäti. Na to, 
aby sme na začiatku spracovávania návrhu mohli zistiť, s akou štruktúrou má program 
počítať, museli sme použiť alternatívny komerčný editor Liquid XML Studio 2015, 
ktorý pristupuje k čítaniu súboru iteratívne – teda že nenačítava celý obsah do pamäti 
RAM, ale načítava iba aktuálne zobrazované dáta. Čítanie je jednoduché, ale v prípade, 
že treba v súbore urobiť nejaké zmeny, ukladanie trvá aj niekoľko hodín. 
4.2.3 Štruktúra 
Po úspešnom otvorení sme schopní zistiť štruktúru XML súboru. Obsahuje root element 
<mediawiki></mediawiki>, v ktorom je celý obsah. Jednotlivé články sa nachádzajú 
v elemente <page>...</page>. Stránka má svoje dáta uložené v elementoch ako <title/>, 
<ns/>, <id/>, <revision/>, obsahom elementu <revision/>, sú už konkrétne dáta ako 
<id/> revízie, <parentid/>, <timestamp/>, <contributor/> s informáciami o autoroch 
článku a ich id, <comment/>, <model/>, <format/>, <text/> a <sha1/>. Pre naše potreby 
budeme spracovávať iba obsah elementov <title/> a <text/>.  
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Obrázok 9 Štruktúra XML súboru vo formáte mediawiki (vlastné spracovanie) 
Ak sa v elemente <page/> nachádza element <redirect/>, znamená to, že obsah stránky 
je presmerovaný do iného článku a preto tento element pri spracovaní preskakujeme. 
4.3 Iteratívne parsovanie  
Prvým krokom pri práci s data setom bude jeho rozparsovanie pomocou programu 
napísaného v jazyku Python 3.4.3. Ale podobne ako k čítaniu takého veľkého súboru 
pristupuje alternatívny textový editor, aj my musíme pri spracovávaní dát postupovať 
iteratívne. Veľkou výhodou programovacieho jazyka Python je veľká podpora zo strany 
komunity vývojárov po celom svete a preto je k dispozícii zadarmo veľké množstvo 
rôznych knižníc, ktoré uľahčujú prácu v rôznych prípadoch použitia.  
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4.3.1 Knižnica cElementTree a funkcia iterparse()  
Na iteratívne parsovanie súboru budeme používať knižnicu pre jazyk Python -  
ElementTree, ktorú je možné stiahnuť na stránke http://effbot.org/zone/element-
index.htm a jej implementáciu v jazyku C – cElementTree.  
Táto knižnica umožňuje postupné načítavanie elementov XML súboru do objektu 
„elem“ zatiaľ čo do premenných start a end ukladá eventy kedy sa nájde otvárací tag 
elementu a uzatvárací tag elementu. To umožňuje programu orientovať sa v štruktúre 
súboru. Ak chceme knižnicu použiť v našom programe, je potrebné ju nainštalovať 
a následne iba importovať v hlavičke programu nasledovne:  
 
 
import xml.etree.cElementTree as ET 
 
 
4.3.2 Funkcia parseHugeXML() 
Nasledujúca funkcia berie ako argument cestu k XML súboru. Má za úlohu nájsť 
v súbore element <page> a v ňom nájsť elementy <title> a <text>. V prípade že ich 
nájde, uloží ich obsah do listu row. Funkcia po ukončení vracia správu s výsledkami 
procesu. 
Funkcia vo for cykle iteruje cez elementy a ukladá ich do objektu elem. Obsah 
elementov je možné získať pomocou metód ako .tag, .text a pod. 
Nižšie uvedený kód je ilustratívny a pre prehľadnosť vyčistený od viacerých riadkov, 
ktoré sú potrebné pre správne fungovanie programu a memory management. Celé 




    elements = [] 
    pageno = 0 
    dbrow = [] 
    for event, elem in ET.iterparse(file, events=('start', 'end', 
'start-ns', 'end-ns')): 
        if event == "start" and elem.tag == "page": 
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            pageno += 1  
            elements.append(elem) 
        else: 
            if event == "end" and elem.tag == "page": 
                e = elements.pop() 
                isredirect = e.find("redirect") 
                if isredirect == None: 
                    title = e.find("title") 
                    articletitle = title.text 
                    for item in e.iter("text"): 
                        articlebody = str(item.text) 
                    row = [pageno, articleno, articletitle, 
articlebody] 
                    dbrow.append(row) 
                    for row in dbrow: 
                        insertToWikiDB(row[0], row[1], row[2], row[3]) 
                        dbrow = [] 
                else: 
                    redirectcount += 1 
    for row in dbrow: 
        insertToWikiDB(row[0], row[1], row[2], row[3]) 
    return "Done: " + str(articleno) + " articles inserted, " + 
str(redirectcount) + " redirects skipped | Total time: " + 
str(round(time_elapsed,2)) + " sec." 
 
 
Objekty elem je nutné po použití vyčistiť príkazom elem.clear(), pretože inak program 
postupne stále dopĺňa objekt o nové a nové elementy až sa minie všetka alokovaná 
RAM a program skončí kvôli chybe „memory error“. 
4.4 Skladovanie dát 
Ako sklad trénovacích dát nám pre toto riešenie poslúži InnoDB databáza spustená na 
serveri MySQL 5.7 s tabuľkou wikidb.article. Tabuľka je uložená v kódovaní UTF8. 
Tabuľka obsahuje 4 stĺpce – Page, idArticle, Title, Body. 
 
Tabuľka 1 Detaily databázovej tabuľky article a jej stĺpcov (vlastné spracovanie) 
Mohli by sme využiť samozrejme aj ukladanie späť do XML súboru, ale dáta v ňom nie 
sú tak jednoducho prístupné ako v databáze, preto je toto riešenie rozhodne lepšie. 
Pristúpiť k týmto dátam sa následne dá pomocou jednoduchých SQL príkazov.  
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4.4.1 Vkladanie do databázy  
Po určitom množstve spracovaných článkov funkcia parseHugeXML() volá funkciu 
insertToWikiDB(), ktorá sa pripojí na lokálnu MySQL databázu a do tabuľky postupne 
vloží všetky spracované články. 
4.4.2 Kódovanie 
Prenos dát, tak ako aj samotná DB a aj zdrojový súbor sú nastavené na kódovanie 
UTF8. V prípade, že v niektorej zo spomínaných častí nie je nastavené správne 
kódovanie, program môže vyústiť do chyby, zapríčinenej špeciálnymi znakmi jazykov 
niektorých krajín ako napríklad ï, í, î, ĺ, ľ, ñ, ö, œ a pod., ktoré databáza nebude chcieť 
prijať pri príkaze INSERT. 
4.4.3 Prepojenie s databázou  
Na prepojenie Python programu a MySQL databáz sme využili knižnicu 
myql.connector, ktorá sa nainštaluje spolu s inštaláciou MySQL servera. Tak ako aj 







4.4.4 Funkcia insertToWikiDB() 
Syntax zadávania príkazov do databázy je veľmi jednoduchý a funguje na základe 
inicializovania kurzoru, ktorý sa následne volá s predpripraveným príkazom na volanie 
do DB. Pre znovupoužiteľnosť kódu sme na ukladanie spracovaných článkov vytvorili 
funkciu insertToWikiDB() s nasledujúcim syntaxom: 
 
 
def insertToWikiDB(pageno, articleno, articletitle, articlebody): 
    wikidb = mysql.connector.connect(user='admin', password=password', 
host='127.0.0.1', database='wikidb', charset='utf8', 
collation='utf8_general_ci') 
    cursor = wikidb.cursor() 
    add_article = ("INSERT INTO wikidb.article" 
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                   "(Page, idArticle, Title, Body)" 
                   "VALUES (%s, %s, %s, %s)") 
    data_article = (pageno, articleno, articletitle, articlebody,) 
    cursor.execute(add_article, data_article) 
    wikidb.commit() 
    cursor.close() 
    wikidb.close() 
 
 
4.5 Čistenie textu regulárnymi výrazmi 
Ešte pred tým, než sa rozparsované články uložia do databázy je nutné ich text očistiť. 
Z toho dôvodu pri parsovaní funkcia parseHugeXML() volá funkciu cleanText(), ktorá 
vracia očistený text rozdelený na jednotlivé slová oddelené medzerou.  
4.5.1 Funkcia cleanText() 
Používa na kombináciu vstavaných funkcií jazyka Python a regulárnych výrazov na to 
aby našla a odstránila, prípadne nahradila, alebo zachovala určité časti textu. Na úplné 
vyčistenie štruktúry dát vo formáte mediawiki sme potrebovali 19 logických funkcií. 
Ich počet bolo možné stlačiť na menej riadkov a niektoré spojiť, ale kvôli prehľadnosti 
už aj tak na prvý pohľad ťažko čitateľných regulárnych výrazov sme ich ponechali 
v tomto počte.  
Regulárne výrazy nie sú súčasťou každodenného života programátora a preto sa aj 
tvorcovia jazyka Python prezieravo rozhodli nekomplikovať syntax tohto relatívne 
jednoduchého programovacieho jazyka ďalšími vstavanými funkciami. Namiesto toho 
môžeme samozrejme nainštalovať a importovať knižnicu re, ktorá nám umožní písať 







4.5.2 Prípady potrebné prečistiť 
Zoradenie funkcií pri čistení je taktiež dôležité ako ich obsah. Stratégiu čistenia sme 
zvolili tak, že najskôr očistíme jasne definované a „bezproblémové“ výrazy, ktorých 
vyčistenie nebude mať za následok chyby pri čistení ďalších výrazov. 
 
 
    # 01 Odstraňuje element {{!}} a jeho obsah. OK 
    regex = re.compile(r"(\{\{!\}\})", re.S) 
    clean = regex.sub(" ", text) 
 
 
Na nahradenie  objavených výrazov používame funkciu regex.sub(), ktorá ako 




    # 02 Odstraňuje element <!-- ... --> a jeho obsah. OK 
    regex = re.compile(r"(<!--.*?-->)", re.S) 
    clean = regex.sub(" ", clean) 
 
 
Keďže v XML štruktúre môžeme objaviť veľa tagov podobných <ref>, je zjavné, že 
obsah niektorých budeme potrebovať a niektorých nie. Preto nasledujúca funkcia berie 
list zakázaných elementov a nahrádza ich medzerou, zatiaľ čo zvyšné necháva 
nedotknuté. 
     
    # 03 Odstraňuje xml elementy <ref>...</ref> a ich obsah. OK 
    forbidden = ["ref", "math", "sub", "sup"] 
    for elem in forbidden: 
        regex=      
re.compile(r"(<"+re.escape(elem)+"/>)|(<"+re.escape(elem)+">.*?</"+re.
escape(elem)+">)|(<"+re.escape(elem)+"[^>].*?/((>)|("+re.escape(elem)+
">)))", re.I | re.S) 
    clean = regex.sub(" ", clean) 
 
 
Štruktúra mediawiki XML súboru v niektorých prípadoch veľmi uľahčuje čistenie dát, 
pretože šikovne obalí všetky referencie, ktoré pre našu analýzu nepotrebujeme do 




    # 04 Odstraňuje element {{refbeg ... {{refend}} a jeho obsah. OK 
    regex = re.compile(r"((\{\{refbeg).*?(\{\{refend\}\}))", re.S) 
    clean = regex.sub(" ", clean) 
 
 
Niektoré prípady však naopak štruktúra mediawiki veľmi sťažuje. Napríklad prípad 
zahniezdených zátvoriek sa nedá ošetriť pomocou regulárnych výrazov a bolo potrebné 
vytvoriť špeciálnu funkciu, ktorá rieši všetky prípady – aj tie, kedy je v dátach chyba 
a niektoré zátvorky nie sú správne uzavreté. 
 
 
# Čistí text od nested elementov ako {{...{{..}}..}} a {{...}} a pod. 
def cleanNestedParentheses(text): 
 
    findall = True 
    searchrange = [0,len(text)] 
    while findall: 
 
        # Hľadaj patern {{..}} 
        regex = re.compile(r"(\{\{)(.*?)(\}\})", re.I | re.S) 
        result = (regex.search(text)) 
        searchrange[0] = 0 
 
        # Ak sa patern {{.?.}} nenašiel, vráť text 
        if not result: 
            return text 
        # Ak sa pattern {{.?.}} našiel, zisti, či má hniezda 
        else: 
            parent = result.group() # string parentu {{.?.}} 
            parentspan = result.span() # umiestnenie parentu v texte 
            searchrange[0] += (parentspan[1]) 
            segment = result.group(2) # rozsah pre hľadanie hniezda 
            isnest = True 
            while isnest: 
                # Hľadaj hniezdo 
                regex = re.compile(r"((\{\{))", re.I | re.S) 
                nest = (regex.search(segment)) 
                # Ak si našiel hniezdo v segmente, updatni searchrange 
a hľadaj nový koniec }} 
                if nest: 
                    regex = re.compile(r"((.*?\}\}))", re.I | re.S) 
                    next = 
(regex.search(text[searchrange[0]:searchrange[1]])) 
                    if next: 
                        searchrange[0] += next.span()[1] 
                        segment = next.group() 
                        parent += segment 
                        # Pokračuj vo while a zisti, či je tam ďalšie 
hniezdo 
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                    else: 
                        # Ochrana pred neuzatvorenými elementami 
                        isnest = False 
                        text = text.replace(parent, " ") 
                # Ak si hniezdo nenašiel, zmaž parent pattern 
                else: 
                    isnest = False 
                    text = text.replace(parent, " ") 
    return 
 
 
Podobne obtiažnym prípadom ako predchádzajúca funkcia je výskyt zahniezdených 




    findall = True 
    searchrange = [0,len(text)] 
    while findall: 
        # Hľadaj patern [[...:.?.]] 
        regex = re.compile(r"(\[\[[a-zA-Z]*?:)(.*?)(\]\])", re.I | 
re.S) 
        result = (regex.search(text)) 
        searchrange[0] = 0 
        # Ak sa patern [[...:.?.]] nenašiel, vráť text 
        if not result: 
            return text 
        # Ak sa pattern [[...:.?.]] našiel, zisti, či má hniezda 
        else: 
            parent = result.group() # string parentu [[...:.?.]] 
            parentspan = result.span() # umiestnenie parentu v texte 
            searchrange[0] += (parentspan[1]) 
            segment = result.group(2) # rozsah pre hľadanie hniezda 
            isnest = True 
            while isnest: 
                # Hľadaj hniezdo 
                regex = re.compile(r"((\[\[))", re.I | re.S) 
                nest = (regex.search(segment)) 
                # Ak si našiel hniezdo v segmente, updatni searchrange 
a hľadaj nový koniec ]] 
                if nest: 
                    regex = re.compile(r"((.*?\]\]))", re.I | re.S) 
                    next = 
(regex.search(text[searchrange[0]:searchrange[1]])) 
                    if next: 
                        searchrange[0] += next.span()[1] 
                        segment = next.group() 
                        parent += segment 
                    else: 
                        # Ochrana pred neuzatvorenými elementami 
                        isnest = False 
                        text = text.replace(parent, " ") 
                        # Pokračuj vo while a zisti, či je tam ďalšie 
hniezdo 
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                # Ak si hniezdo nenašiel, zmaž parent pattern 
                else: 
                    isnest = False 
                    text = text.replace(parent, " ") 
                    # kvoli optimalizacii nahradene funkciou 
text.replace() 
                    #regex = re.compile(r""+re.escape(parent), re.I | 
re.S) 
                    #text = regex.sub(" ", text) 
    return 
 
Ďalej je potrebné vyčistiť prípad výskytu elementu <blockquote/>.  
 
 
# 07 Odstraňuje element <blockquote>...</blockquote> a ponecháva jeho 
obsah. 
regex = re.compile(r"(<blockquote>(.*?)</blockquote>)", re.S) 
clean = regex.sub(r"\2", clean) 
 
 
Keďže internetové adresy sa skladajú zo znakov, ktoré sa v bežnej reči nepoužívajú, je 
potrebné od ich výskytu dáta očistiť. 
 
 
# 08 Odstraňuje linky [http://...] a ich obsah. 
regex = re.compile(r"(\[http://.*?\])", re.S) 
clean = regex.sub(" ", clean) 
 
 
V prípade dát z wikipédie sa v obyčajných zátvorkách mnohokrát nachádzajú 
doplňujúce údaje s nepotrebnými znakmi, prípadne duplicitné údaje. Rovnako je tomu 
aj s elementom {|…|}. 
 
 
# 09 Odstraňuje element (...) a jeho obsah. 
regex = re.compile(r"(\(.*?\))", re.S) 
clean = regex.sub(" ", clean) 
 
# 10 Odstraňuje element {|...|} a jeho obsah. 
regex = re.compile(r"(([\{][\|]).*?([\|][\}]))", re.S) 




Element [[ …]] na rozdiel od takmer všetkých ostatných obsahuje veľmi relevantné 
informácie a preto sa jeho obsah namiesto zmazania ponecháva.  
 
# 12 Odstraňuje zátvorky [[...]] a ponecháva ich obsah. OK 
regex = re.compile(r"(\[\[)(.*?)(]])", re.S) 
clean = regex.sub(r"\2", clean) 
 
 
Po prečistení pevne daných elementov je potrebné dáta očistiť od ostatných znakov, 
ktoré po predošlom čistení zostali nedotknuté, ale v predspracovaných dátach nemajú čo 
hľadať. Toto zaistíme taktiež regulárnym výrazom. 
 
 
# 13 Odstraňuje doplnkové znaky a zlomy riadkov. 
regex = re.compile(r" +- +| +-\b| +'+\b|\b'+ 
+|&nbsp|[\|\":\.=;\?!#@$%\^&\*\(\)\+_<>/\\,\[\]]|[0-
9]|\s|(''+)|`+|\{+|\}+") 
clean = regex.sub(" ", clean) 
 
 
Nasleduje čistenie od posledných zvyšných nepovolených znakov. Funguje ale 
s opačnou logikou, čiže neodstraňuje priamo nepovolené znaky, ale odstraňuje všetky 
znaky, ktoré sú nie povolené. 
 
 






# 14 Odstránenie všetkých zvyšných nepovolených znakov 
regex = re.compile(r"([^" + re.escape(localchars) + "a-zA-Z \-'])", 
re.I) 
clean = regex.sub(" ", clean) 
 
 
Jediné znaky, ktoré je potrebné okrem písmen v texte akceptovať sú „ ‘ - “. Keďže ale 
nepodliehali predmetu čistenia, je pravdepodobné, že sa budú vyskytovať vo zvolenej 
alebo inak multiplikovanej podobe. Nasledujúci regulárny výraz takéto prípady nahradí 




# 15 Singularizuje povolené doplnkové znaky. 
regex = re.compile(r"'+") 
clean = regex.sub("'", clean) 
regex = re.compile(r"-+") 
clean = regex.sub("-", clean) 
 
 
Využitím regulárnych výrazov sme taktiež odstránili zbytočné znaky ako čiarky, bodky, 
zlomy strán a mnoho iných čo v konečnom dôsledku nahradilo funkciu knižníc na 
spracovanie textu – tokenize. Ktorá má za úlohu rozdeliť text na vety alebo slová. 
Pred koncom čistiacej funkcie sme použili funkciu str.lower(), ktorá zmenila všetky 
veľké písmená na malé. 
Všetky vyššie spomínané funkcie sme uložili do jedného súboru s názvom 
parseXMLtoSQL.py ktorej posledná verzia je v.1.5. 
4.6 Sledovanie procesu  
Na sledovanie procesu sme v kóde použili knižnicu time, ktorá nám umožní zistiť 
aktuálny procesorový čas. Pomocou tejto funkcie sme následne na určitých miestach 
v kóde rozmiestnili print výrazy, ktoré pri parsovaní veľkého súboru dávajú 
používateľovi najavo stav a dĺžku trvania jednotlivých akcií. 
Nasledujúca ukážka ukazuje syntax zobrazenia správy „OPT | x ms. = cleaning text” 
ktorá používateľovi dá najavo, že sa vykonala akcia clean text a ukáže za aký čas. 
 
 
    #Meria čas od posledného checkpointu 
    print("OPT | {} ms. = cleaning 
text".format(round(((time.clock()*1000) - opt_time_last),2))) 
    opt_time_last = (time.clock() * 1000) 
 
4.7 Vytvorenie slovníka slov 
Na to aby sme sa mohli dopracovať až k výsledným hľadaným relevantným kľúčovým 
slovám dokumentu, potrebujeme vytvoriť slovník výrazov jazyka, ktorý bude 
obsahovať hodnoty df – Dokument frequency. Za týmto účelom sme vytvorili ďalší 
 42 
program TFIDF_v.1.1.py, ktorý sa pripája na trénovaciu databázu, načíta z nej dáta, 
nájde každé slovo a vypočíta preň hodnotu df – čiže sumu v koľkých dokumentoch 
z celého korpusu sa dané slovo nachádza.  
4.7.1 Funkcia Iterator()  
Kvôli šetreniu pamäti musíme znovu k čítaniu dát pristupovať iteratívne, pretože bežné 
SQL príkazy ako cursor.fetchall() sa snažia načítať všetky riadky databázy do pamäti 
RAM, či pri tomto obnose dát nie je vhodné riešenie. 
Program pre šetrenie pamäti vytvorí Iterator pomocou ktorého iteruje databázou po 




# Vytvorí iterátor pre postupné načítavanie dát z databázy 
def Iterator(cursor, arraysize=100): 
    while True: 
        results = cursor.fetchmany(arraysize) 
        if not results: 
            break 
        for row in results: 
            yield row 
 
 
4.7.2 Funkcia createVoc() 
Iniciuje spojenie s databázou, volá funkciu Iterator, ktorá jej postupne vracia jednotlivé 
riadky z databázy. Funkcia postupe prejde každý výraz v dokumente (slovo v obsahu 
stĺpca Body) a vloží ho do slovníka výrazov. Ak v slovníku už je, zvýši hodnotu jeho 
výskytu o 1. Taktiež vypočíta dĺžku korpusu postupným pripočítavaním čísla 1 do 
premennej length. Výsledky ukladá do dictionary voc{}. 
 
 
# Postupne prečíta trénovací korpus z DB a vytvorí slovník slov s ich 
hodnotami df a vypočíta dĺžku korpusu 
def createVoc(): 
    wikidb = mysql.connector.connect(user='dbadmin', 
password='password', host='127.0.0.1', database='wikidb') 
    cursor = wikidb.cursor() 
    cursor.execute('SELECT Body FROM wikidb.article') 
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    voc = {} 
    length = 0 
 
    for row in Iterator(cursor): 
        length += 1 
        doc = row[0].split() 
        for term in doc: 
            if term not in voc.keys(): 
                voc.update({term:1}) 
            else: 
                voc[term] += 1 
 
    cursor.close() 
    wikidb.close() 
    return (voc, length) 
 
 
Na to, aby sme mohli pokračovať procese a aby sme mohli v nasledujúcich krokoch 
využiť vytvorený slovník, nám stačí dictionary voc podržať v pamäti RAM. No pre 
opakované použitie slovníka je potrebné ho uložiť vo forme, ktorej je jednoducho 
použiteľný aj v inú dobu ako iba tesne po výpočte. 
Na tento účel sme sa rozhodli použiť formát .pickle, ktorý je vlastný jazyku Python a 
používa sa na ukladanie jeho slovníkov (dict). Výhodou tohto typu súboru je veľmi 
jednoduchá manipulácia v Python programoch. 
 
filename = str(length) + "-" + str(len(voc)) + ".pickle" 
with open(filename, 'wb+') as handle: 
  pickle.dump(voc, handle) 
 
Predošlá časť programu uloží na disk súbor s názvom obsahujúcim hodnotu dĺžky 
spracovaného korpusu, ktorá je potrebná pre ďalšie použitie slovníka. Taktiež uloží 
hodnotu celkového počtu výrazov, ktorá plní hlavne informatívny charakter. 
4.8 Vypočítavanie skóre 
4.8.1 Výpočet hodnoty TF (term frequency) 
Na výpočet hodnoty TF je možné použiť veľmi jednoduchý kód, ktorý spočíta 
frekvenciu výskytu každého z výrazov testovacieho dokumentu v danom dokumente 




# Vypočíta normalizovanú frekvenciu výskytu výrazu v testovacom 
dokumente 
def TF(term, doc): 
    return doc.count(term) / len(doc) 
 
 
4.8.2 Výpočet hodnoty IDF (inverse document frequency) 
V tomto prípade sa vlastne ani nejedná o výpočet ako skôr o odvodenie, pretože všetky 
zložité algoritmy prebehli už vo fáze vytvárania slovníka VOC. Nasledujúci kód iba 
vypočíta logaritmus podielu veľkosti korpusu ku hodnote df zväčšenej o 1. Na výpočet 
logaritmu sme použili knižnicu math. 
 
 
# Odvodí inverznú frekvenciu výskytu výrazu pomocou vocabulary 
def IDF(term, voc, length): 
    if term in voc: 
        df = voc[term] 
    else: 
        df = 0 
    return math.log(length / (1 + df)) 
 
 
4.8.3 Výpočet hodnoty TF-IDF 
Dôležitosť slova v dokumente v korpuse je rovná výslednej hodnote TF-IDF, ktorú 
jednoducho vypočítame pomocou funkcie TFIDF(). 
 
 
# Vypočíta skóre jednotlivých výrazov v testovacom dokumente 
def TFIDF(term, doc, voc, length): 
    return TF(term, doc) * IDF(term, voc, length) 
 
 
4.9 Získanie najdôležitejších slov z testovacieho dokumentu 
Finálnou fázou tohto riešenia je získanie slov, ktoré pre daný dokument v našom 
trénovacom korpuse dosiahli najvyššie TF-IDF skóre. To urobíme veľmi jednoducho 




# Vráti zadaný počet najdôležitejších slov pre testovací dokument 
def findTags(doc, voc, length, tagcount): 
    doc = doc.split() 
    scores = {term: TFIDF(term, doc, voc, length) for term in doc} 
    best = sorted(scores, key = lambda value: scores[value], reverse = 
True) 
    if tagcount > len(best): 
        tagcount = len(best) 
    tags = [term for term in best[:tagcount]] 





 5 Výsledky a zhodnotenie 
5.1 Preprocessing 
Do tohto vyhodnotenia zahŕňame čas, ktorý bol strávený programom 
parseXMLtoSQL_v.1.5.py na iteratívnom parsovaní, čistení a ukladaní 
predspracovaných dát do trénovacej databázy.  
5.1.1 Trvanie 
Od začiatku procesu po jeho nastavený koniec program spracoval a vložil do databázy 
1mil. článkov a preskočil 785714 stránok obsahujúcich element <redirect>. Celkové 
trvanie 6351 sekúnd = 1058,85 minút = 17,6475 hodín. 
5.1.2 Zaťaženie procesora 
Výpočet bol prevádzaný na notebooku Lenovo T420s s procesorom Intel Core i5 – 
2450M s taktovacou frekvenciou 2,5GHz, s operačnou pamäťou 8GB a 64-bitovým 
operačným systémom Windows 7 Professional. 
 
Obrázok 10 Základné informácie o počítači (vlastné spracovanie) 
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Na obrázku nižšie môžeme vidieť vyťaženie 4 jadier procesora počas jednotlivých 
operácií programu parseHugeXML_V.1.5.py. Uprostred môžeme vidieť fázu 
parsovania a čistenia článkov, ktorá je náročná na výkon procesora a následne za ňou 
vidíme vyťaženie procesora počas fázy ukladania dát do trénovacej databázy. Ukladanie 
do databázy je náročné na prácu s pevným diskom a preto môžeme vidieť rapídny 
pokles v zaťažení procesora.  
 
Obrázok 11 Zaťaženie procesora počas jednotlivých fáz algoritmu(vlastné spracovanie) 
5.1.3 Výsledok 
Výsledkom preprocessingu je databáza s 1mil. riadkov, ktorá je veľká približne 5,7 GB, 
čo odpovedá veľkosti 5,7kB na jeden predspracovaný článok. 
Na ukážku výsledných dát, ktoré sa ukladajú do trénovacej databázy sme použili článok 




Obrázok 12 Ukážka článku na stránke Wikipedia.com (WIKIPÉDIA. Makoto Ogawa, 2015) 
Dáta uložené v databáze: 
“a former japanese singer actress and gravure idol best known a former member 
japanese pop idol group morning musume she joined the group august along with fellow 
fifth generation members takahashi risa niigaki and asami konno march she graduated 
from hello project with the rest the elder club ogawa currently member idol band dream 
morning musume“ 
Ako klienta MySQL databázy sme využívali software MySQL Workbench 6.3CE od 
firmy Oracle. Pomocou neho je možné aj nahliadnuť do výsledkov v databáze. 
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Tabuľka 2 Náhľad do dát uložených v databáze (vlastné spracovanie) 
5.2 Training 
Do tohto vyhodnotenia zahŕňame čas, ktorý bol strávený programom TFIDF_v1.1.py na 
vytváraní slovníka VOC.pickle, v ktorej sú uložené všetky výrazy z 1mil. článkov 
z trénovacej databázy spolu s hodnotou df – document frequency.  
5.2.1 Trvanie 
Od začiatku procesu po jeho nastavený koniec program prečítal a spracoval 1mil. 
článkov z trénovacej databázy. Do súboru VOC.pickle uložil celkom 3799533 rôznych 
anglických výrazov. Súbor má konečnú veľkosť 79 Mb. Celkové trvanie 789,49 sekúnd 




Na obrázkoch nižšie môžeme sledovať nárast zaťaženia 4 jadier procesora následne po 
spustení programu TFIDF_v1.1.py. Keďže výpočet je primárne náročný na procesor a 
nebrzdí ho zapisovanie na disk, ktoré môže byť v niektorých prípadoch obmedzujúce, 
zaťaženie procesora sa pohybuje medzi hodnotám 60 – 100%. 
 
Obrázok 13 Zaťaženie procesora po spustení algoritmu (vlastné spracovanie) 
 
 
Obrázok 14 Zaťaženie procesora po skončení algoritmu (vlastné spracovanie) 
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5.2.3 Výsledok 
Keďže výsledný slovník obsahuje viac ako 3,5 milióna rôznych anglických výrazov, pre 
ilustráciu výsledkov si ukážeme pohľad na ich štruktúru v rozsahu 80 výrazov. 
 
Tabuľka 3 Vybrané výrazy zo slovníka s ich hodnotami df (vlastné spracovanie) 
Vo výsledkoch si môžeme všimnúť, že výrazy nie sú zoradené podľa abecedy a sú 
zvolené čisto náhodne. To je spôsobené vlastnosťami samotného Python objektu 
dictionary, v ktorom sa hodnoty ukladajú za seba, ale pri ich volaní nie sú zoradené.  
vaazhvom 1 macvizion 1 unraw 1 abohm 1
lahtonen 2 philippic 43 podstarosta 3 cricetids 8
zirpolo 1 brmb 59 psf 190 wendalinus-radweg 1
brahmeswar 1 shoe-fitting 6 orgnized 1 hddf 1
sakkelion 1 tokkar 1 koskelovesi 1 peyre-arse 1
bailey-britton 1 bunicu 1 bailgu 1 baughing 1
koakoa 1 hányas 1 ilmington 13 cfdv-fm 1
unequitable 1 morphnus 9 di-atas 1 shot-related 3
gathering-place 12 chilopogon 2 oquage 1 barrigada 27
atheeb 5 jegorov 4 nonnenbach 2 adventsliederen 1
enolates 4 oswaldo 322 megalotus 2 ophiolites 79
van-b 3 macroview 3 mandés 1 exoprostheses 1
eurasian-specific 1 znětínek 1 pyjas 6 guarnera 1
vashafaru-thundi 1 obakadences 1 kajzršmorn 1 rafalsky 1
lepidesmia 2 pretence-free 1 nangamma 1 wobaston 19
ionoscatter 1 sailor-fuku 1 new-borns 7 oxylobus 2
vews 1 bloglines 25 introvoys 3 dakshinaya 1
fed'ral 2 multi-bafta 1 chor-maar 1 gerlem 2
naselenie 1 cuaja 1 ten-floors-high 1 mechano-sensory 1
mbaga 3 information-gathering 38 ophanim 29 laudum 2
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Obrázok 15 Graf term document frequency (vlastné spracovanie) 
5.3 Processing 
Do tohto vyhodnotenia zahŕňame čas, ktorý bol strávený programom TFIDF_v1.1.py na 
processingu testovacieho dokumentu. Testovacie dokumenty boli vybrané rovnako ako 
trénovacie dáta z databázy Wikipédie, ale neboli použité na trénovanie, čiže ich 
môžeme považovať za testovacie články.  




































Trvanie spracovania výsledkov a výpis 10 najdôležitejších slov pre daný testovací 
dokument záleží od veľkosti testovaného dokumentu. Pri bežnej dĺžke článkov 
z Wikipédie sa čas potrebný na toto spracovanie pohybuje v rozmedzí od 0,1s. – 4s. 
5.3.2 Výsledok 
Na ukážku výsledkov sme použili 3 testovacie dokumenty: Porsche 907, 
Buckinghamshire County Council a University of South Florida. V tabuľke môžeme 
vidieť vyznačené kľúčové slová, ktoré už na prvý pohľad súvisia s článkom. 
 
článok Porsche 907  
URL http://en.wikipedia.org/wiki/Porsche_907 
tagy 
 ['porsche', 'ford', 'elford', 'neerpasch', 'sportscar', 'alfa', 'herrmann', 
'siffert', 'sportscars', 'buzzetta'] 
čas spracovania 1,3247 sec. 
  článok Buckinghamshire County Council  
URL http://en.wikipedia.org/wiki/Buckinghamshire_County_Council 
tagy 
['councillors', 'aylesbury', 'reorganisation', 'keynes', 'buckinghamshire', 
'upper-tier', 'ceremonial', 'milton', 'elections', 'conservative'] 
čas spracovania 2,7923 sec. 
  článok University of South Florida 
URL http://en.wikipedia.org/wiki/University_of_South_Florida 
tagy 
['usf', 'tampa', 'campus', 'florida', 'student', 'sarasota-manatee', 'wusf', 
'cutr', 'students', 'university'] 
čas spracovania 3,482 sec. 
 
Tabuľka 4 Prehľad priradených značiek jednotlivých článkov (vlastné spracovanie) 
5.4 Implementácia 
Na základe výsledkov z kapitoly 5.3.2 môžeme vidieť, že sociálne značky, ktoré boli 
predikované na základe skóringu TF-IDF sa vyznačujú vysokou mierou relevantnosti. 
Preto je možné upraviť prípad ukladania odkazov na virtuálnu plochu do nasledujúcej 
podoby, v ktorej už sú sociálne značky predvyplnené. 
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Používateľ tak môže iba rýchlo očami prekontrolovať ich obsah, jedným kliknutím 
môže premazať tie značky, ktoré nepovažuje za relevantné. Taktiež môže značky úplne 
odignorovať, ale tie ostanú článku priradené čo zlepší výsledky vyhľadávania. Vždy 
používateľovi ostáva možnosť pripísať značky vlastné.  
 
 
Obrázok 16 Okno s predvyplnenými značkami (vlastné spracovanie) 
 
5.4.1 Nevýhody riešenia 
Nevýhody riešenia: 
- sú odstránené aj začiatočné veľké písmená vlastných mien ako Herrmann a pod. 
- testovací článok musí byť predspracovaný na to, aby sa z neho mohli 
vyextrahovať relevantné výsledky, čo je v niektorých prípadoch obtiažne, 
pretože každá internetová stránka vracia text článku v inom HTML elemente 
- medzi ponúkané sociálne značky sa dostávajú aj slová odvodené od koreňových 
slov, pretože pri čistení textu sme nepoužívali identifikáciu koreňov slov 
z dôvodu zachovania kompatibility s ďalšími jazykmi 
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Záver 
V tejto diplomovej práci boli popísané teoretické východiská týkajúce sa problematiky 
predikovania sociálnych značiek pomocou Business Intelligence a jeho metód na 
objavovanie informácií z rozsiahlych databáz ako Data mining a Text mining.  
Práca sa zameriava na prácu s neštruktúrovanými dátami – textovými dátami a detailne 
popisuje spôsob práce s veľkými súbormi dát.  
Na základe teoretických východísk bolo navrhnuté a spracované riešenie problému 
predikovania sociálnych značiek v procese ukladania článkov na virtuálnu plochu 
aplikácie. 
Vďaka navrhovanému riešeniu sa do databázy aplikácie budú dostávať relevantné 
značky, ktoré napomôžu celému chodu aplikácie. 
Potenciál do budúcnosti predstavuje zlepšenie samotného algoritmu použitím Market 
basket analysis – čiže zisťovaním spoločného výskytu kľúčových slov. Taktiež je 
možné použiť ďalšie metódy čistenia textu, ktoré dokážu obsah očistiť od odvodených 
slov. Pri ďalších projektoch bude možné zlepšiť algoritmus čistenia tak, aby 
neodstraňoval veľké začiatočné písmená vlastných mien a vytvoriť nový algoritmus na 
čistenie a parsovanie textu z internetu a nie z databázy Wikipédie.  
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import xml.etree.cElementTree as ET 
 
# parseXMLtoSQL_v.1.0.py 
    # Tento skript iteratívne parsuje vložený veľký xml súbor. 
    # Pripája sa na DB, vyčistí ju a vloží do nej dáta (no., title, 
body) jednotlivých článkov. 
    # V xml súbore preskakuje články s redirectom a vypisuje progress 
do konzoly. 
    # Po úspešnom ukončení vypíše počet spracovaných článkov a počet 
preskočených redirectov. 
 
# parseXMLtoSQL_v.1.1.py CHANGELOG 
    # Pridaná funkcia na čistenie textu pomocou regulárnych výrazov - 
v niektorých situáciách ešte neodstraňuje zátvorky 
 
# parseXMLtoSQL_v.1.2.py CHANGELOG 
    # Major bugfixy čistenia textu 
    # Pridaná funkcia na čistenie nested elementov 
    # Pridaná funkcia na odstraňovanie footrov v EN jazyku 
    # Pridaná funkcia na kontrolu správnosti vyčistenia textu 
 
# parseXMLtoSQL_v.1.3.py CHANGELOG 
    # Optimalizovanie volaní do DB 
    # Pridaná funkcia na počítanie trvania operácii 
    # Odobraná funkcia na kontrolu správnosti vyčistenia textu 
(zbytočná) 
    # Pridaná funkcia na čistenie jedno a dvoj-znakových slov 
    # Funkcia čistenia upravená aby brala lokálne znaky ktoré sú 
zadané 
    # Nastavené charset='utf8' a collation='utf8_general_ci' parametre 
mySQL pripojenia 
 
# parseXMLtoSQL_v.1.4.py CHANGELOG 
    # Pridané sledovanie času jednotlivých funkcií 
    # Optimalizované čistenie kódu (regex nahradený funkciou 
string.replace) 61% zrýchlenie 
    # Pridaný if vo funkciách na čistenie nested elementov, ktorý 
ošetruje error pri neuzavretých elementoch 
 
# parseXMLtoSQL_v.1.5.py CHANGELOG 
    # Pridaná funkcia na pokračovanie v parsovaní od pageno a 
articleno 
    # Major bugfix vo funkciách na čistenie nested elementov, ktorý 
ošetruje loop pri neuzavretých elementoch 
 
# Parsuje XML súbor a volá ďalšie funkcie. Výsledkom je čistý text v 
DB. 








    global opt_time_last 
 
    if startpage == 0: 
        deleteWikiDBdata() 
        # Meria čas od posledného checkpointu 
        print("OPT | {} ms. = 
deletingWikiDB".format(round(((time.clock()*1000) - 
opt_time_last),2))) 
        opt_time_last = (time.clock() * 1000) 
 
    articleno = startarticle 
    pageno = 0 
    redirectcount = 0 
    elements = [] 
    dbrow = [] 
    start_time = time.time() 
    time_count01 = time.time() 
    for event, elem in ET.iterparse(file, events=('start', 'end', 
'start-ns', 'end-ns')): 
        if event == "start" and elem.tag == "page": 
            pageno += 1 
            elements.append(elem) 
        if pageno < startpage: 
            elements = [] 
            elem.clear() 
        else: 
            if event == "end" and elem.tag == "page": 
 
                e = elements.pop() 
                isredirect = e.find("redirect") 
                if isredirect == None: 
                    articleno += 1 
                    title = e.find("title") 
                    articletitle = title.text 
                    for item in e.iter("text"): 
                        elem.clear() 
                        articlebody = str(item.text) 
                        articlebody = cleanText(articlebody) 
 
                        #Meria čas od posledného checkpointu 
                        #print("OPT | {} ms. = cleaning 
text".format(round(((time.clock()*1000) - opt_time_last),2))) 
                        #opt_time_last = (time.clock() * 1000) 
 
                    row = [pageno, articleno, articletitle, 
articlebody] 
                    dbrow.append(row) 
 
                    if articleno % checkprogressby == 0: 
                        time_elapsed = time.time() - time_count01 
                        time_count01 = time.time() 
                        print ("Progress: " + str(articleno) + " 
articles done" + " | in: " + str(round(time_elapsed,2)) + " sec.") 
                    if articleno % dbinsertby == 0: 
 
                        # Meria čas od posledného checkpointu 
                        print("OPT | {} ms. = parsing 
 
articles".format(round(((time.clock()*1000) - opt_time_last),2))) 
                        opt_time_last = (time.clock() * 1000) 
 
                        # Zapíše riadky z dbrow do wikidb 
                        print("*Inserting {} articles to 
wikidb".format(len(dbrow))) 
                        for row in dbrow: 
                            insertToWikiDB(row[0], row[1], row[2], 
row[3]) 
                        elapsed_time = time.time() - start_time 
                        print("{} articles inserted into wikidb | Dur: 
{} ms. | Time elapsed: {}".format(len(dbrow), 
round(((time.clock()*1000) - opt_time_last),2), 
round(elapsed_time),2)) 
                        dbrow = [] 
                else: 
                    redirectcount += 1 
    # Zapíše zvyšné riadky do wikidb 
    for row in dbrow: 
        insertToWikiDB(row[0], row[1], row[2], row[3]) 
    print("*Inserting {} articles to wikidb ".format(len(dbrow))) 
    dbrow = [] 
    time_elapsed = time.time() - start_time 
    return "Done: " + str(articleno) + " articles inserted, " + 
str(redirectcount) + " redirects skipped | Total time: " + 
str(round(time_elapsed,2)) + " sec." 
 
# Maže všetky dáta z WikiDB 
def deleteWikiDBdata(): 
    wikidb = mysql.connector.connect(user='dbadmin', 
password='password!', host='127.0.0.1', database='wikidb', 
charset='utf8', collation='utf8_general_ci') 
    cursor = wikidb.cursor() 
    cursor.execute("DELETE FROM article") 
    wikidb.commit() 
    cursor.close() 
    wikidb.close() 
 
# Čistí text a výsledkom sú slová oddelené medzerami 
def cleanText(text): 
 
    # Sem treba vložiť všetky charakteristické znaky pre daný jazyk 
aby ostali zachované 




    # 01 Odstraňuje element {{!}} a jeho obsah. OK 
    regex = re.compile(r"(\{\{!\}\})", re.S) 
    clean = regex.sub(" ", text) 
 
    # 02 Odstraňuje element <!-- ... --> a jeho obsah. OK 
    regex = re.compile(r"(<!--.*?-->)", re.S) 
    clean = regex.sub(" ", clean) 
 
    # 03 Odstraňuje xml elementy <ref>...</ref> a ich obsah. OK 
    forbidden = ["ref", "math", "sub", "sup"] 
    for elem in forbidden: 




">)))", re.I | re.S) 
        #regex= 
re.compile(r"(<ref/>)|(<ref>.*?</ref>)|(<ref[^>].*?/((>)|(ref>)))", 
re.I | re.S) 
        clean = regex.sub(" ", clean) 
 
    # 04 Odstraňuje element {{refbeg ... {{refend}} a jeho obsah. OK 
    regex = re.compile(r"((\{\{refbeg).*?(\{\{refend\}\}))", re.S) 
    clean = regex.sub(" ", clean) 
 
    # 05 Odstraňuje nested elementy {{...}} a {{...{{...}}...}} OK 
    clean = cleanNestedParentheses(clean) 
 
    # 06 Odstraňuje nested elementy [[*:...]] a [[*:...[[...]]...]] 
    clean = cleanNestedElems(clean) 
 
    # 07 Odstraňuje element <blockquote>...</blockquote> a ponecháva 
jeho obsah. 
    regex = re.compile(r"(<blockquote>(.*?)</blockquote>)", re.S) 
    clean = regex.sub(r"\2", clean) 
 
    # 08 Odstraňuje linky [http://...] a ich obsah. 
    regex = re.compile(r"(\[http://.*?\])", re.S) 
    clean = regex.sub(" ", clean) 
 
    # 09 Odstraňuje element (...) a jeho obsah. 
    regex = re.compile(r"(\(.*?\))", re.S) 
    clean = regex.sub(" ", clean) 
 
    # 10 Odstraňuje element {|...|} a jeho obsah. 
    regex = re.compile(r"(([\{][\|]).*?([\|][\}]))", re.S) 
    clean = regex.sub(" ", clean) 
 
    # 11 Odstraňuje paragrafy na konci článku ==See Also==, 
==References== a pod. a ich obsah. OK 
    # Sem treba vložiť všetky charakteristické elementy pre daný 
jazyk, ktorých paragrafy budú zmazané 
    forbid = ["See Also", "References", "External links", "Further 
reading", "Notes", "Bibliography"] 
    for elem in forbid: 
        regex= re.compile(r"(=?== ?"+re.escape(elem)+" ?===?.*)", re.I 
| re.S) 
        #regex= re.compile(r"(=?== ?See Also ?===?.*)", re.I | re.S) 
        clean = regex.sub(" ", clean) 
 
    # 12 Odstraňuje zátvorky [[...]] a ponecháva ich obsah. OK 
    regex = re.compile(r"(\[\[)(.*?)(]])", re.S) 
    clean = regex.sub(r"\2", clean) 
 
    # 13 Odstraňuje doplnkové znaky a zlomy riadkov. 
    regex = re.compile(r" +- +| +-\b| +'+\b|\b'+ 
+|&nbsp|[\|\":\.=;\?!#@$%\^&\*\(\)\+_<>/\\,\[\]]|[0-
9]|\s|(''+)|`+|\{+|\}+") 
    clean = regex.sub(" ", clean) 
 
    # 14 Odstránenie všetkých zvyšných nepovolených znakov 
    regex = re.compile(r"([^" + re.escape(localchars) + "a-zA-Z \-
 
'])", re.I) 
    clean = regex.sub(" ", clean) 
 
    # 15 Singularizuje povolené doplnkové znaky. 
    regex = re.compile(r"'+") 
    clean = regex.sub("'", clean) 
    regex = re.compile(r"-+") 
    clean = regex.sub("-", clean) 
 
    # 16 Odstránenie jednoznakových a dvojznakových slov 





    clean = regex.sub(" ", clean) 
 
    # 17 Odstraňuje viacnásobné medzery. 
    regex = re.compile(r"( +)") 
    clean = regex.sub(" ", clean) 
 
    # 18 Odstraňuje medzeru na prvom a poslednom mieste. 
    regex = re.compile(r"(\A )|( \Z)") 
    clean = regex.sub("", clean) 
 
    # 19 Mení všetky písmená na malé. 
    clean = clean.lower() 
 
    return clean 
 
# Čistí text od nested elementov ako [[Image:...[[..]]..]] a pod. 
def cleanNestedElems(text): 
 
    findall = True 
    searchrange = [0,len(text)] 
    while findall: 
        # Hľadaj patern [[...:.?.]] 
        regex = re.compile(r"(\[\[[a-zA-Z]*?:)(.*?)(\]\])", re.I | 
re.S) 
        result = (regex.search(text)) 
        searchrange[0] = 0 
        # Ak sa patern [[...:.?.]] nenašiel, vráť text 
        if not result: 
            return text 
        # Ak sa pattern [[...:.?.]] našiel, zisti, či má hniezda 
        else: 
            parent = result.group() # string parentu [[...:.?.]] 
            parentspan = result.span() # umiestnenie parentu v texte 
            searchrange[0] += (parentspan[1]) 
            segment = result.group(2) # rozsah pre hľadanie hniezda 
            isnest = True 
            while isnest: 
                # Hľadaj hniezdo 
                regex = re.compile(r"((\[\[))", re.I | re.S) 
                nest = (regex.search(segment)) 
                # Ak si našiel hniezdo v segmente, updatni searchrange 
a hľadaj nový koniec ]] 
                if nest: 
                    regex = re.compile(r"((.*?\]\]))", re.I | re.S) 
 
                    next = 
(regex.search(text[searchrange[0]:searchrange[1]])) 
                    if next: 
                        searchrange[0] += next.span()[1] 
                        segment = next.group() 
                        parent += segment 
                    else: 
                        # Ochrana pred neuzatvorenými elementami 
                        isnest = False 
                        text = text.replace(parent, " ") 
                        # Pokračuj vo while a zisti, či je tam ďalšie 
hniezdo 
                # Ak si hniezdo nenašiel, zmaž parent pattern 
                else: 
                    isnest = False 
                    text = text.replace(parent, " ") 
                    # kvoli optimalizacii nahradene funkciou 
text.replace() 
                    #regex = re.compile(r""+re.escape(parent), re.I | 
re.S) 
                    #text = regex.sub(" ", text) 
    return 
 
# Čistí text od nested elementov ako {{...{{..}}..}} a {{...}} a pod. 
def cleanNestedParentheses(text): 
 
    findall = True 
    searchrange = [0,len(text)] 
    while findall: 
 
        # Hľadaj patern {{..}} 
        regex = re.compile(r"(\{\{)(.*?)(\}\})", re.I | re.S) 
        result = (regex.search(text)) 
        searchrange[0] = 0 
 
        # Ak sa patern {{.?.}} nenašiel, vráť text 
        if not result: 
            return text 
        # Ak sa pattern {{.?.}} našiel, zisti, či má hniezda 
        else: 
            parent = result.group() # string parentu {{.?.}} 
            parentspan = result.span() # umiestnenie parentu v texte 
            searchrange[0] += (parentspan[1]) 
            segment = result.group(2) # rozsah pre hľadanie hniezda 
            isnest = True 
            while isnest: 
                # Hľadaj hniezdo 
                regex = re.compile(r"((\{\{))", re.I | re.S) 
                nest = (regex.search(segment)) 
                # Ak si našiel hniezdo v segmente, updatni searchrange 
a hľadaj nový koniec }} 
                if nest: 
                    regex = re.compile(r"((.*?\}\}))", re.I | re.S) 
                    next = 
(regex.search(text[searchrange[0]:searchrange[1]])) 
                    if next: 
                        searchrange[0] += next.span()[1] 
                        segment = next.group() 
                        parent += segment 
 
                        # Pokračuj vo while a zisti, či je tam ďalšie 
hniezdo 
                    else: 
                        # Ochrana pred neuzatvorenými elementami 
                        isnest = False 
                        text = text.replace(parent, " ") 
                # Ak si hniezdo nenašiel, zmaž parent pattern 
                else: 
                    isnest = False 
                    text = text.replace(parent, " ") 
                    # kvoli optimalizacii nahradene funkciou 
text.replace() 
                    #regex = re.compile(r""+re.escape(parent), re.I | 
re.S) 
                    #text = regex.sub(" ", text) 
    return 
 
# Funkcia vkladá dáta z rozparsovaného xml súboru do WikiDB 
def insertToWikiDB(pageno, articleno, articletitle, articlebody): 
    wikidb = mysql.connector.connect(user='dbadmin', 
password=password', host='127.0.0.1', database='wikidb', 
charset='utf8', collation='utf8_general_ci') 
    cursor = wikidb.cursor() 
    #cursor.execute("SET NAMES utf8") 
    add_article = ("INSERT INTO wikidb.article" 
                   "(Page, idArticle, Title, Body)" 
                   "VALUES (%s, %s, %s, %s)") 
    data_article = (pageno, articleno, articletitle, articlebody,) 
    cursor.execute(add_article, data_article) 
    wikidb.commit() 
    cursor.close() 
    wikidb.close() 
 
opt_time_last = (time.clock() * 1000) 
 

















# Vytvorí iterátor pre postupné načítavanie dát z databázy 
def Iterator(cursor, arraysize=10000, rows=1000000): 
    length = 0 
    while length < rows: 
        results = cursor.fetchmany(arraysize) 
        if not results: 
            break 
        for row in results: 
            length += 1 
            yield row 
 
# Postupne prečíta trénovací korpus z DB a vytvorí slovník slov s ich 
hodnotami df a vypočíta dĺžku korpusu 
def createVoc(): 
    wikidb = mysql.connector.connect(user='dbadmin', 
password='password', host='127.0.0.1', database='wikidb') 
    cursor = wikidb.cursor() 
    cursor.execute('SELECT Body FROM wikidb.article') 
 
    starttime = time.clock() 
    voc = {} 
    length = 0 
 
    for row in Iterator(cursor): 
        length += 1 
        if length % 1000 == 0: 
            print("{} rows in VOC | Total time: {} 
sec.".format(length, round((time.clock() - starttime),2))) 
        doc = row[0].split() 
        for term in doc: 
            if term not in voc.keys(): 
                voc.update({term:1}) 
            else: 
                voc[term] += 1 
 
    print("pickleing") 
    filename = str(length) + "-" + str(len(voc)) + ".pickle" 
    with open(filename, 'wb+') as handle: 
      pickle.dump(voc, handle) 
 
    return (voc, length) 
 
# Vypočíta normalizovanú frekvenciu výskytu výrazu v testovacom 
dokumente 
def TF(term, doc): 
    return doc.count(term) / len(doc) 
 
# Odvodí inverznú frekvenciu výskytu výrazu pomocou vocabulary 
def IDF(term, voc, length): 
    if term in voc: 
        df = voc[term] 
 
    else: 
        df = 0 
    return math.log(length / (1 + df)) 
 
# Vypočíta skóre jednotlivých výrazov v testovacom dokumente 
def TFIDF(term, doc, voc, length): 
    return TF(term, doc) * IDF(term, voc, length) 
 
# Vráti zadaný počet najdôležitejších slov pre testovací dokument 
# Prvý atribút je testovací dokument, druhý slovník výrazov, tretí 
veľkosť korpusu - čiže počet dokumentov a štvrý počet tagov 
def findTags(doc, voc, length, tagcount): 
    doc = doc.split() 
    scores = {term: TFIDF(term, doc, voc, length) for term in doc} 
    best = sorted(scores, key = lambda value: scores[value], reverse = 
True) 
    if tagcount > len(best): 
        tagcount = len(best) 
    tags = [term for term in best[:tagcount]] 
    return tags 
 
# Zavolá funkciu createVoc() ktorá vytvorí slovník výrazov – treba 
nastaviť veľkosť korpusu v iterátore 
# voc, length = createVoc() 
 
starttime01 = time.clock() 
# Otvorí a načíta .pickle súbor 
with open('1000000-3799533.pickle', 'rb') as handle: 
  voc1 = pickle.load(handle) 
 
# Otvorí a načíta testovací dokument ako string 
with open ("testdoc.txt", "r") as doc: 
    testdoc=doc.read().replace('\n', '') 
 
print(findTags(testdoc, voc1, 1000000, 10)) 






Príloha č.3 – ukážka z XML databázového súboru – článok Anarchism (skrátený) 
 
<mediawiki> 
  <siteinfo> 
    <sitename>Wikipedia</sitename> 
    <dbname>enwiki</dbname> 
    <base>http://en.wikipedia.org/wiki/Main_Page</base> 
    <generator>MediaWiki 1.25wmf23</generator> 
    <case>first-letter</case> 
    <namespaces> 
      <namespace key="-2" case="first-letter">Media</namespace> 
      <namespace key="-1" case="first-letter">Special</namespace> 
      <namespace key="0" case="first-letter" /> 
      <namespace key="1" case="first-letter">Talk</namespace> 
      <namespace key="2" case="first-letter">User</namespace> 
      <namespace key="3" case="first-letter">User talk</namespace> 
      <namespace key="4" case="first-letter">Wikipedia</namespace> 
      <namespace key="5" case="first-letter">Wikipedia talk</namespace> 
      <namespace key="6" case="first-letter">File</namespace> 
      <namespace key="7" case="first-letter">File talk</namespace> 
      <namespace key="8" case="first-letter">MediaWiki</namespace> 
      <namespace key="9" case="first-letter">MediaWiki talk</namespace> 
      <namespace key="10" case="first-letter">Template</namespace> 
      <namespace key="11" case="first-letter">Template talk</namespace> 
      <namespace key="12" case="first-letter">Help</namespace> 
      <namespace key="13" case="first-letter">Help talk</namespace> 
      <namespace key="14" case="first-letter">Category</namespace> 
      <namespace key="15" case="first-letter">Category talk</namespace> 
      <namespace key="100" case="first-letter">Portal</namespace> 
      <namespace key="101" case="first-letter">Portal talk</namespace> 
      <namespace key="108" case="first-letter">Book</namespace> 
      <namespace key="109" case="first-letter">Book talk</namespace> 
      <namespace key="118" case="first-letter">Draft</namespace> 
      <namespace key="119" case="first-letter">Draft talk</namespace> 
      <namespace key="446" case="first-letter">Education Program</namespace> 
      <namespace key="447" case="first-letter">Education Program talk</namespace> 
      <namespace key="710" case="first-letter">TimedText</namespace> 
      <namespace key="711" case="first-letter">TimedText talk</namespace> 
      <namespace key="828" case="first-letter">Module</namespace> 
      <namespace key="829" case="first-letter">Module talk</namespace> 
      <namespace key="2600" case="first-letter">Topic</namespace> 
    </namespaces> 
  </siteinfo> 
  <page> 
    <title>AccessibleComputing</title> 
    <ns>0</ns> 
    <id>10</id> 
    <redirect title="Computer accessibility" /> 
    <revision> 
      <id>631144794</id> 
      <parentid>381202555</parentid> 
      <timestamp>2014-10-26T04:50:23Z</timestamp> 
      <contributor> 
        <username>Paine Ellsworth</username> 
        <id>9092818</id> 
      </contributor> 
      <comment>add [[WP:RCAT|rcat]]s</comment> 
      <model>wikitext</model> 
      <format>text/x-wiki</format> 
 
      <text xml:space="preserve">#REDIRECT [[Computer accessibility]] 
 
{{Redr|move|from CamelCase|up}}</text> 
      <sha1>4ro7vvppa5kmm0o1egfjztzcwd0vabw</sha1> 
    </revision> 
  </page> 
  <page> 
    <title>Anarchism</title> 
    <ns>0</ns> 
    <id>12</id> 
    <revision> 
      <id>653730828</id> 
      <parentid>653295340</parentid> 
      <timestamp>2015-03-27T10:10:37Z</timestamp> 
      <contributor> 
        <username>John of Reading</username> 
        <id>11308236</id> 
      </contributor> 
      <minor /> 
      <comment>Typo/[[WP:AWB/GF|general]] fixing, replaced: belives ??? believes, foreward 
??? foreword, vice-versa ??? vice versa using [[Project:AWB|AWB]]</comment> 
      <model>wikitext</model> 
      <format>text/x-wiki</format> 
      <text xml:space="preserve">{{Redirect2|Anarchist|Anarchists|the fictional 
character|Anarchist (comics)|other uses|Anarchists (disambiguation)}} 
{{Use British English|date=January 2014}} 
{{pp-move-indef}} 
{{Anarchism sidebar}} 
'''Anarchism''' is a [[political philosophy]] that advocates [[stateless society|stateless societies]] 
often defined as [[self-governance|self-governed]] voluntary 
institutions,&lt;ref&gt;&quot;ANARCHISM, a social philosophy that rejects authoritarian 
government and maintains that voluntary institutions are best suited to express man's natural 
social tendencies.&quot; George Woodcock. &quot;Anarchism&quot; at The Encyclopedia of 
Philosophy&lt;/ref&gt;&lt;ref&gt;&quot;In a society developed on these lines, the voluntary 
associations which already now begin to cover all the fields of human activity would take a still 
greater extension so as to substitute themselves for the state in all its functions.&quot; 
[http://www.theanarchistlibrary.org/HTML/Petr_Kropotkin___Anarchism__from_the_Encyclo
paedia_Britannica.html Peter Kropotkin. &quot;Anarchism&quot; from the Encyclop??dia 
Britannica]&lt;/ref&gt;&lt;ref&gt;&quot;Anarchism.&quot; The Shorter Routledge 
Encyclopedia of Philosophy. 2005. p. 14 &quot;Anarchism is the view that a society without the 
state, or government, is both possible and desirable.&quot;&lt;/ref&gt;&lt;ref&gt;Sheehan, 
Sean. Anarchism, London: Reaktion Books Ltd., 2004. p. 85&lt;/ref&gt; but that several 
authors have defined as more specific institutions based on non-[[Hierarchy|hierarchical]] [[Free 
association (communism and anarchism)|free associations]].&lt;ref&gt;&quot;as many 
anarchists have stressed, it is not government as such that they find objectionable, but the 
hierarchical forms of government associated with the nation state.&quot; Judith Suissa. 
''Anarchism and Education: a Philosophical Perspective''. Routledge. New York. 2006. p. 
7&lt;/ref&gt;&lt;ref name=&quot;iaf-ifa.org&quot;/&gt;&lt;ref&gt;&quot;That is why 
Anarchy, when it works to destroy authority in all its aspects, when it demands the abrogation 
of laws and the abolition of the mechanism that serves to impose them, when it refuses all 
hierarchical organisation and preaches free agreement ??? at the same time strives to maintain 
and enlarge the precious kernel of social customs without which no human or animal society 
can exist.&quot; [[Peter Kropotkin]]. 
[http://www.theanarchistlibrary.org/HTML/Petr_Kropotkin__Anarchism__its_philosophy_and_
ideal.html Anarchism: its philosophy and ideal]&lt;/ref&gt;&lt;ref&gt;&quot;anarchists are 
opposed to irrational (e.g., illegitimate) authority, in other words, hierarchy ??? hierarchy being 
the institutionalisation of authority within a society.&quot; 
[http://www.theanarchistlibrary.org/HTML/The_Anarchist_FAQ_Editorial_Collective__An_An
archist_FAQ__03_17_.html#toc2 &quot;B.1 Why are anarchists against authority and 
hierarchy?&quot;] in [[An Anarchist FAQ]]&lt;/ref&gt; Anarchism holds the [[state 
 
(polity)|state]] to be undesirable, unnecessary, or harmful.&lt;ref 
name=&quot;definition&quot;&gt; 
{{cite journal |last=Malatesta|first=Errico|title=Towards 
Anarchism|journal=MAN!|publisher=International Group of San Francisco|location=Los 
Angeles|oclc=3930443|url=http://www.marxists.org/archive/malatesta/1930s/xx/toanarchy.htm|
archiveurl=http://web.archive.org/web/20121107221404/http://marxists.org/archive/malatesta/1






let/story/RTGAM.20070514.wxlanarchist14/BNStory/lifeWork/home |archivedate=16 May 
2007 |deadurl=yes |title=Working for The Man |journal=[[The Globe and Mail]] |accessdate=14 
April 2008 |last=Agrell |first=Siri |date=14 May 2007 |ref=harv }} 
{{cite web |url=http://www.britannica.com/eb/article-
9117285|title=Anarchism|year=2006|work=Encyclop??dia Britannica|publisher=Encyclop??dia 
Britannica Premium Service|accessdate=29 August 2006| archiveurl= 
http://web.archive.org/web/20061214085638/http://www.britannica.com/eb/article-9117285| 
archivedate= 14 December 2006&lt;!--Added by DASHBot--&gt;}} 
{{cite journal |year=2005|title=Anarchism|journal=The Shorter [[Routledge Encyclopedia of 
Philosophy]]|page=14|quote=Anarchism is the view that a society without the state, or 
government, is both possible and desirable. |ref=harv}} 
The following sources cite anarchism as a political philosophy: 
{{cite book | last = Mclaughlin | first = Paul | title = Anarchism and Authority | publisher = 
Ashgate | location = Aldershot | year = 2007 | isbn = 978-0754661962 |page=59}} 
{{cite book | last = Johnston | first = R. | title = The Dictionary of Human Geography | publisher 
= Blackwell Publishers | location = Cambridge | year = 2000 | isbn = 0-631-20561-6 
|page=24}}&lt;/ref&gt;&lt;ref name=slevin&gt;Slevin, Carl. &quot;Anarchism.&quot; ''The 
Concise Oxford Dictionary of Politics''. Ed. Iain McLean and Alistair McMillan. Oxford 
University Press, 2003.&lt;/ref&gt; While anti-statism is central,&lt;ref&gt;&quot;Anarchists 
do reject the state, as we will see. But to claim that this central aspect of anarchism is definitive 
is to sell anarchism  
Classical Anarchism'' by Paul McLaughlin. AshGate. 2007. p. 
1]&lt;/ref&gt;&lt;ref&gt;&quot;Anarchism, then, really stands for the liberation of the human 
mind from the dominion of religion; the liberation of the human body from the dominion of 
[http://www.theanarchistlibrary.org/HTML/Benjamin_Tucker__Individual_Liberty.html 
''Individual Liberty.'']&lt;/ref&gt;&lt;ref name=&quot;Ward 1966&quot;&gt;{{cite web 
|url=http://www.panarchy.org/ward/organization.1966.html|last=Ward|first=Colin|year=1966|titl
e=Anarchism as a Theory of Organization|accessdate=1 March 2010| archiveurl= 
http://web.archive.org/web/20100325081119/http://www.panarchy.org/ward/organization.1966.
html| archivedate= 25 March 2010&lt;!--Added by DASHBot--
&gt;}}&lt;/ref&gt;&lt;ref&gt;Anarchist historian [[George Woodcock]] report of [[Mikhail 
Bakunin]]'s anti-authoritarianism and shows opposition to both state and non-state forms of 
authority as follows: &quot;All anarchists deny authority; many of them fight against it.&quot; 
(p. 9)&amp;nbsp;... Bakunin did not convert the League's central committee to his full program, 
but he did persuade them to accept a remarkably radical recommendation to the Berne Congress 
of September 1868, demanding economic equality and implicitly attacking authority in both 
Church and State.&quot;&lt;/ref&gt;&lt;ref&gt;{{cite book |last=Brown |first=L. Susan 
|chapter=Anarchism as a Political Philosophy of Existential Individualism: Implications for 
Feminism |title=The Politics of Individualism: Liberalism, Liberal Feminism and Anarchism 
|publisher=Black Rose Books Ltd. Publishing |year= 2002 |page=106}}&lt;/ref&gt; 
==See also== 
{{Portal bar|Anarchism|Social and political philosophy|Social movements}} 
&lt;!-- Please keep entries in alphabetical order &amp; add a short description 
[[WP:SEEALSO]] --&gt; 
{{div col||20em|small=yes}} 
* [[Anarchist economics]] 
* [[Anarchist symbolism]] 
* [[Libertarianism]] 
* [[Lists of anarchism topics]] 
 
* [[List of anarchist communities]] 
* [[List of anarchist movements by region]] 
* [[List of films dealing with Anarchism]] 
* [[Outline of anarchism]] 
* {{Lookfrom|Anarch}} 
{{div col end}} 






/Edinburgh 2008;  558 pages, ISBN 978-1-902593-90-6. 
** ''Volume II'', AK Press, Oakland/Edinburgh 2012; 550 Pages, ISBN 978-1-84935-122-5 
* McLaughlin, Paul, ''Anarchism and Authority: A Philosophical Introduction to Classical 
Anarchism'', AshGate. 2007. ISBN 0-7546-6196-2 
* [[Max Nettlau|Nettlau, Max]], ''Anarchy through the times'', Gordon Press. 1979. ISBN 0-
8490-1397-6 
* {{cite book |author=Sartwell, Crispin|title=Against the state: an introduction to anarchist 
political theory|publisher=SUNY Press|year=2008|isbn=978-0-7914-7447-
1|url=http://books.google.com/books?id=bk-aaMVGKO0C}} 
* [[James C. Scott|Scott, James C.]], ''Two Cheers for Anarchism: Six Easy Pieces on 
Autonomy, Dignity, and Meaningful Work and Play'', Princeton, NJ: Princeton University 
Press, 2012. ISBN 9780691155296. 
* [[George Woodcock|Woodcock, George]], ''Anarchism: A History of Libertarian Ideas and 
Movements'' (Penguin Books, 1962). ISBN 0-14-022697-4. {{oclc|221147531}}. 
* Woodcock, George, ed., ''The Anarchist Reader'' (Fontana/Collins 1977; ISBN 0-00-634011-
3): An anthology of writings from anarchist thinkers and activists including [[Pierre-Joseph 
Proudhon|Proudhon]], [[Peter Kropotkin|Kropotkin]], [[Mikhail Bakunin|Bakunin]], [[Errico 
Malatesta|Malatesta]], [[Murray Bookchin|Bookchin]], [[Emma Goldman|Goldman]], and many 
others. 
* Woodcock, George, ed., ''Demanding the Impossible: A History of Anarchism'', PM Press. 
2010. ISBN 1-60486-064-2 
 
==External links== 
{{Sister project links|voy=no|n=no|v=no|b=Subject:Anarchism|s=Portal:Anarchism|d=Q6199}} 
* {{DMOZ|Society/Politics/Anarchism/}} 
&lt;!-- Attention! The external link portion of this article regularly grows far beyond 
manageable size. PLEASE only list an outside link if it applies to anarchism in general, is 
somewhat noteworthy, and has consensus on the talkpage. Links to sites which cover anarchist 
submovements will be routinely moved to subarticles to keep this article free of clutter --&gt; 
{{Prone to spam|date=November 2014}} 
{{Z148}}&lt;!--     {{No more links}} 
 
       Please be cautious adding more external links. 
 
Wikipedia is not a collection of links and should not be used for advertising. 
 
     Excessive or inappropriate links will be removed. 
 
 See [[Wikipedia:External links]] and [[Wikipedia:Spam]] for details. 
 
If there are already suitable links, propose additions or replacements on 
the article's talk page, or submit your link to the relevant category at 
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      <sha1>2fhv94y6x7c1hw0mekf35a6a92f5c6l</sha1> 
    </revision> 
  </page> 
 
