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Referat:
Supraleitung in Graphit ist kein neues Thema. Dieser Effekt wurde bereits in den
1960er Jahren in Interkalationsverbindungen von Graphit gefunden. Die Supraleitung
in reinem Graphit wurde bereits vor etwa 50 Jahren beschrieben. Kürzlich wur-
den in zweischichtigem Graphen, in dem die Graphenschichten um einen "magis-
chen" Winkeln um die c Achse verdreht wurden, flache Bänder in der elektronischen
Bandstruktur nachgewiesen, welche mit der Entstehung von Supraleitung zusam-
menhängen. Wir haben die elektrischen Transporteigenschaften in Graphitproben
mit unterschiedlichen Elektrodenkonfigurationen untersucht. Wir haben den elek-
trischen Widerstand von hochgeordnetem natürlichem und synthetischem Graphit mit
Elektroden auf der Oberseite der ab Basalebene und auch parallel zur c Achse mit
hoher Präzision gemessen und den Einfluss der hochleitenden Stapelfehler untersucht,
an denen, eingebettet zwischen den kristallinen Graphitschichten, 2D-Grenzflächen
entstehen, die ebenfalls flache Bänder aufweisen. Die Existenz einer gut geordneten
rhomboedrischen Graphitphase in allen gemessenen Proben wurde durch Röntgen-
beugungsmessungen nachgewiesen. Die Grenzflächen mit der hexagonalen Phase
stellen laut theoretischer Vorhersagen einen möglichen Ursprung für die Hochtem-
peratursupraleitung dar. Die experimentellen Ergebnisse liefern eindeutige Beweise
für körnige Supraleitung in diesen Materialien, z. B. einen schrittweisen Temper-
aturübergang bei ∼ 350 K, magnetische Irreversibilität, Zeitabhängigkeit nach einer
Feldänderung, die mit dem eingeschlossenen Fluss und Flusskriechen übereinstimmt,
und den teilweise abgestoßenen magnetischen Fluss, welcher in Magnetisierungsmes-
sungen beobchtet werden kann. Die Lokalisierung der körnigen Supraleitung an
diesen 2D-Grenzflächen verhindert die Beobachtung widerstandsfreier elektrischer
Ströme oder eines vollständigen Meißner-Zustands. Der Grund ist, dass die körnige
Supraleitung in abgegrenzten Regionen an den Grenzflächen entsteht, welche in eine
Multigraphen-Halbleitermatrix eingebettet sind. In dieser Arbeit wird eine detaillierte
Untersuchung des Magnetowiderstands in verschiedenen Arten von Graphitproben
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Abstract:
Superconductivity in graphite is not a new topic. Its existence goes back to the 1960s
when this effect was found in intercalation compounds of graphite. Superconductivity
in pure graphite was reported already around 50 years ago and recently proved in
bi-layer graphene, related to "magic" angles between the graphene layers, twisted
around the c axis, with the electronic band structure exhibiting flat bands. We have
studied electrical transport properties in graphite samples with different electrode
configurations. Measuring with high precision, the electrical resistance of highly
ordered natural and synthetic graphite, with electrodes placed on the top of the ab
basal plane, and also parallel to the c axis, we investigated the influence of the
highly conducting stacking faults, referred as 2D interfaces, embedded between the
crystalline regions of graphite, which also exhibit flat bands. The existence of well
ordered rhombohedral graphite phase in all measured samples has been proved by
x-ray diffraction measurements, suggesting its interfaces with the hexagonal phase as a
possible origin of high-temperature superconductivity, predicted by theoretical studies.
The results provide clear evidence of granular superconductivity, e.g., a step-like
transition in temperature at ∼ 350 K, magnetic irreversibility, time dependence after
a field change, consistent with trapped flux and flux creep, and the partial magnetic
flux expulsion from magnetization measurements. The localization of the granular
superconductivity at these 2D interfaces prevents the observation of a zero resistance
state or a full Meissner state. The reason is that the superconducting distribution is
a mixture of superconducting patches at the interfaces, and they are embedded in a
multigraphene semiconducting matrix. A detailed study of the magnetoresistance in
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In 1965 the first observation of superconductivity in graphite-based intercalation com-
pounds occurred with interspersed potassium C8K [1]. In the 1970s, hints for granular
superconductivity in graphite powders at room temperature were published [2, 3].
Thenceforth the number of studies on the topic increased, and superconductivity was
found in other carbon-based solids, e.g., in 1991 was discovered that the buckminster-
fullerene C60 when doped, becomes superconducting, with critical temperatures of
Tc = 18 K and 30 K for K3C60 and Rb3C60 respectively [4, 5]. In graphite intercalation
compounds, the critical temperature of Tc ∼ 10 K was found [6, 7], in some highly
oriented pyrolytic graphite (HOPG) samples above T = 30 K [8], and also in doped
graphite [9–12]. Studies of water-treated graphite powders appear to confirm the
existence of superconductivity at high temperatures in certain graphite samples due
to its magnetic response [13], the transport characteristics of embedded interfaces in
the samples [14], and the magnetization characteristics [15]. The main results of the
works [13, 14] indicate that high-temperature superconductivity in graphite is located
at certain stacking faults (2D interfaces) found in the graphite samples [16]. Theoret-
ical works suggest that interfaces between rhombohedral and hexagonal structures
could show enhanced superconducting properties [17, 18]. In 2018 superconductivity
was observed in bilayer graphene with Tc = 1.7 K. The main mechanism that triggered
this state is a "magic" angle between two twisted graphene layers, around the c axis,
where the system’s electronic band becomes nearly flat [19–21].
In this work, the influence of stacking faults in the electrical transport properties
of synthetic and natural graphite samples is studied, and related to superconducting
effects. Different samples and methods were used to measure the electrical transport
properties, i.e., bulk, multilayer graphene, lamella, and edge-contacted samples. A
deeper understanding of the mechanisms responsible for the superconductivity in
graphite is a prerequisite to predict the necessary conditions to get the system into the
superconducting state, as well as the importance of the 2D interfaces, and continuous
miniaturization of the samples, allowing its usage in practical applications. A model to
calculate the field-dependent resistance contribution of the interfaces was introduced,
2 Chapter 1. Introduction
based on the parallel resistance model and the Two-Band model.
This thesis is organized in the following structure:
Chapter 2 is dedicated to the fundamental theoretical concepts regarding super-
conductivity. It starts with a brief historical summary from the discovery until the
current state, followed by a discussion of basic concepts and theories. After reading
this chapter, the reader will have the necessary tools for the understanding of the
superconductivity found in graphite samples.
In Chapter 3, general knowledge on graphene and graphite is presented, from a
carbon atom to a complex graphite structure with different stacking orders, crystalline
formations, and embedded stacking faults (2D interfaces). After reading this chapter,
the reader should be familiar with the electronic and structural properties of graphite.
Chapter 4 presents all the characterization methods used to analyze the samples’
internal structure, dimensions, and the preparation methods used to produce samples
for electrical transport measurements. After reading this chapter, the reader will be
familiar with the experimental techniques used to produce and study the graphite
samples.
In Chapter 5, the experimental setups used to measure the transport properties of
graphite are discussed. The electrical resistance results obtained from the different
kinds of sample preparation (described in Chapter 4) are presented and discussed,
like temperature dependence and magnetic field dependence. A study of the samples’
thickness decrease is shown and related to the influence of stacking faults.
Chapter 6 proposes a model to calculate the field-dependent resistance contribution
of the interfaces, using the parallel resistance model, which contains the contribution






This chapter summarizes the fundamental concepts of superconductivity, which can
be found in many introductory books of superconductivity like in Refs. [22–27].
2.1 Introduction
The materials can be classified in terms of their electrical conduction. Metals, like
silver and copper, are good conductors of electricity because the electrons are able
to move around easily. Insulators, like wood or many plastics, are bad conductors
of electricity because the electrons are "fixed in place" and aren’t able to move
around easily. Semiconductors, like silicon and germanium, behave like insulators,
but they can conduct electricity by adding impurities, finding use in all modern
electronics. In 1911, Heike Kamerlingh Onnes has published his discovery showing
something entirely else, a phenomenon that before had no hint or sign of existence,
the superconductivity [28]. Once discovered, it took half a century until a satisfactory
theory came out explaining it, known as the BCS theory. Nowadays, superconducting
magnets are daily used, e.g., in magnetic resonance imaging (MRI) in hospitals,
Maglev trains in China and Japan, in cryogenic devices at universities worldwide, and
in particle accelerators.
Superconductors are materials characterized by the observation of two properties.
The first one is the vanishing of the electrical resistance at temperatures T below a
critical temperature Tc. The second is the perfect diamagnetism, i.e., B = 0 inside
the superconductor at T < Tc. The magnetic flux is expelled from the interior of the
superconductor in a weak external magnetic field, called as Meissner-Ochsenfeld
effect, discovered in 1933 [29]. In 1935, the brothers’ Fritz and Heinz London
proposed a simple two-fluid model to describe the Meissner-Ochsenfeld effect and
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predicted the penetration depth λ , which is a characteristic penetration length of a
magnetic flux into a superconductor [30].
In 1950 a successful phenomenological theory was proposed by Vitaly Ginzburg
and Lev Landau [31], describing a superconductor close to Tc. The Ginzburg-Landau
parameter κ = λ/ξ completely characterizes a superconductor, where ξ is called
coherence length, i.e., the average distance between the electrons of a Cooper pair.
Alexei Abrikosov has studied the superconductor’s behavior under external applied
magnetic fields and, in 1957, discovered that one can classify them in two types
[32]. The type-I expels an external applied magnetic field from its interior up to
a maximum value, called critical field Bc, which depends on the temperature and
reaches zero at T = Tc. For fields larger than Bc, the superconductivity breaks down,
and the material returns to the normal state. The type-II shows ideal diamagnetism
for an external applied magnetic field smaller than the lower critical field Bc1. The
superconductivity completely vanishes for magnetic fields larger than the upper critical
field Bc2. Both critical fields reach zero at T = Tc. The region between Bc1 and Bc2
forms a mixed state, allowing the superconductivity to exist in high fields, up to Bc2.
This behavior is found in many alloys and high-temperature superconductors, which
are superconductors of most interest for applications.
In the same year, 1957, John Bardeen, Leon Cooper, and Robert Schrieffer pro-
posed a microscopic theory explaining the superconductivity based on the interaction
of gas of conduction electrons with elastic waves of the crystal lattice [33, 34], usually
called as BCS Theory. Bellow Tc, an electron attracts the positive ions from the lattice,
generating a region positively charged, attracting another electron with opposite mo-
mentum and spin, permitting the formation of pairs of electrons called Cooper pairs.
All the Cooper pairs move in a single coherent motion, flowing without any dissipation.
The BCS theory provides the basis for our understanding of superconductivity and is
a reference theory for understanding superconductivity in high-Tc materials.
In 1962 Brian Josephson postulated the quantum tunneling effect [35], i.e., a
super-current tunnels from one superconducting region to another superconducting
region, separated by a thin insulator layer, known as the Josephson effect. This
Josephson junction technology is the basis of many applications of superconductivity
in electronics.
The era of high-Tc superconductors started in 1986 when Georg Bednorz and
Klaus Müller discovered superconductivity in cuprate oxides [36], with Tc ∼ 30 K
in LaBaCuO ceramics. One year later, two research groups, one from Alabama and
the other from Houston, coordinated by Maw-Kuen Wu and Paul Chu discovered the
YBa2Cu3O7 ceramics with Tc ∼ 92 K [37]. This was the first time a superconductor
was reported with Tc above the temperature of liquid nitrogen (T = 77 K), which is
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much cheaper than liquid helium. In 1988, Bi- and Tl-cuprate oxides were discovered
with Tc = 110 K and 125 K respectively [38, 39].
Nowadays, the record temperature transition under ambient pressure is Tc = 133 K
for the cuprate HgBa2Ca2Cu3O8 [40] and Tc = 250 K for lanthanum hydride (LaH10)
under a pressure of ∼ 170 GPa [41].
2.2 Types of Superconductors
Under an applied external magnetic field of strength greater than the critical value Bc,
the superconductivity disappears, and the material returns to the normal state. Another
way to destroy superconductivity is passing an excessive electrical current through the
material, generating a magnetic field at the surface where B≥ Bc, limiting the current
to a maximum value that permits the material to keep the superconducting state.
Regarding this phenomenon, there are two different kinds of superconductors, the
type-I, which completely expel the magnetic flux from its interior for B < Bc. For
B≥ Bc, the material returns to the normal state and loses the perfect diamagnetism in
its interior.
The type-II superconductors have two critical fields, the lower Bc1, which behaves
exactly like a type-I superconductor below Bc. Above Bc1, the external flux partially
penetrates into the material until the upper critical field Bc2. For fields above Bc2,
the material returns to the normal state. Between Bc1 and Bc2 the material stays in a
mixed state called Shubnikov phase, see Fig. 2.1 (a) and (b).
The Meissner-Ochsenfeld effect shows that in the interior of a superconductor
B = 0, however this is not the case at its surface. To expel the external magnetic field
B is required surface currents J, called supercurrents because these currents do not
dissipate energy (see the middle image in Fig. 2.1 (c)), giving rise to a magnetization
M to keep the field equal to zero inside of the superconductor, B = µ0(M+H) = 0,
where µ0 is the permeability constant, and H is the magnetic field strength. The
distance between the surface of the material and its inner part where the supercurrents
flow is called penetration depth of the magnetic field, represented by λ , i.e., the
penetration depth measures the extension of the penetration of the magnetic field
inside the superconductor.
For all applied magnetic fields between Bc1 and Bc2, the Meissner-Ochsenfeld
state is partial, where the magnetic flux partially penetrates the material in the form of
filaments called vortices (also named flux lines, flux tubes, or fluxons), as shown in
Fig. 2.1 (c) right. A vortex consists of a normal core of radius equal to the coherence
length ξ , in which the magnetic field is large, surrounded by a superconducting region
that flows a persistent superconducting current maintaining the field within the core.
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FIGURE 2.1: (a) Temperature dependence of the critical fields Bc1 and
Bc2. (b) Field dependence of the magnetization in type II supercon-
ductors. (c) Material under an applied magnetic field. Left image: at
the normal state, the field penetrates the material, and this happens
for T > Tc or B > Bc2 when T ≤ Tc; middle: at the superconducting
state where the applied field B < Bc1, resulting in the expulsion of
the applied magnetic field from the interior of the material through an
induced current J at the material’s surface; right: flux penetration in
the mixed state, generating vortices inside the material.




≈ 2.067×10−15 Wb, (2.1)
where h is the Planck’s constant and e the electron’s charge. The number of vortices
gradually increases raising the magnetic field from Bc1 to Bc2. Near Bc1, the distance
between the vortices is of the order of the penetration depth λ , and in Bc2, the distance
is equal to the radius of the normal core of the vortex ξ . The penetration depth λ
and the coherence length ξ defines the Ginzburg-Landau parameter κ = λ/ξ , where
κ > 1/
√
2 in the case of type-II superconductors. Increasing the applied field, the
number of vortices increases, increasing the density of vortices n. The vortices repel
each other, and the partial flux penetration allows the material to be in the mixed state,
resisting strong magnetic fields without returning to the normal state. The magnetic
induction B is directly related to n by
B = n ·Φ0. (2.2)
The critical currents Jc produce a magnetic field that cancels any externally applied B
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in the superconducting interior, up to the magnetic field limit Bc1. This is not the case
for Bc2, because of the existence of vortices. The current displaces the vortices, which
generates energy dissipation. To pass intense currents without energy dissipation
above Bc1, vortices motion must be prevented, which is achieved by the vortex pinning
(or flux pinning).
In practice, the ideal magnetization curve is rarely measured as shown in Fig. 2.1
(b), because of defects in the material. The defects difficult the vortices to move,
allowing the material to sustain a current without dissipation. In real samples, the field
has difficulties in penetrating them due to defects and inhomogeneities. Lowering the
field, coming from the mixed state to Bc1, the flux has difficulties to be expelled and
stays trapped inside, generating a hysteresis loop instead of a reversible magnetization.
This difficulty to move vortices permits the material to sustain a current without
dissipation.
An applied current drives a vortex perpendicularly to the direction of the current.
If a vortex moves, there is a local change of flux, dissipating energy. In an ideal type-II
superconductor, any small current will create dissipation since there is nothing to
prevent the vortices’ motion. If the vortices have difficulties moving, the current will
flow without moving them, and this provides a strong hysteresis curve. In other words,
the energy dissipation will only occur if the force exerted on the vortices is strong
enough to overcome the barrier that prevents the vortices from moving, i.e., there
will be a critical current density Jc for the material, which is zero in an ideal sample.
Jc can be increased by the increase of irreversibility. Indeed, a superconductor can
support an intrinsic critical current which destroys the pairs of electrons and thus the
superconductivity.
2.2.1 Flux Creep
In a superconductor, the flux creep regime occurs when vortices move due to thermal
fluctuations. This happens when an electrical current slightly lower than the critical
current Jc is applied, and the temperature is sufficiently high. In other words, it is
a phenomenon that occurs when the driving force in a vortex is almost equal to the
pinning force, just below the flux flow regime (movement of vortices in the presence
of a current). If the pinning barrier is small and the temperature high enough to
overcome the barrier (pinning force due to defects and impurities), this effect can be
observed in the limit of small driving forces. In summary, this is a thermal hopping
over an energy barrier of a bundle of flux lines within a correlated volume. The flux
flow is an energy-dissipating regime where the vortex moves due to the Lorentz force,
generating an electric field parallel to the electrical current, generating resistivity.
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2.3 BCS Theory
The Bardeen, Cooper, and Schrieffer (BCS) theory is a microscopic theory, which has
provided for the first time a satisfactory explanation about superconductivity. The
first hint for the development of this theory was the discovery of the isotope effect,
where different isotopes of the same material exhibit different values of Tc, indicating
that the mass of the ions influences its motion, and therefore, Tc. The second hint was
when Cooper showed that a normal metal could not be formed if there was a small
attraction between the electrons, forming pairs.
This theory’s central idea is that the motion of ions can lead to an attractive
interaction between electrons. Above the critical temperature Tc, the gas of repulsive
individual electrons that are scattered, e.g., by lattice vibrations, lattice imperfection,
and impurities, characterizing the normal state of the material. Bellow Tc, when
a conduction electron moves inside the material, its negative charge attracts the
positive ions, generating a lattice distortion. Due to the heavy mass of the lattice
ions, this positively charged distortion relaxes slowly, attracting another electron. In
that situation, the conduction electron gets weakly coupled with another conduction
electron of opposite momentum and spin (~k ↑, −~k ↓), where~k is the wave vector of an
electron propagating in the material, see Fig. 2.2. The connection between these two
electrons is provided by the elastic waves of the lattice, called phonons. Therefore,
the normal state transforms itself into a quantum fluid of highly correlated electron
pairs, called Cooper pairs. The distance between the electrons of these pairs is called
coherence length ξ . The Cooper pairs cannot be scattered like the individual electrons
in the normal state, i.e., there is no mechanism that could give rise to resistivity.
Unlike single electrons, which are fermions, obeying the Fermi-Dirac statistics and
Pauli exclusion principle, the Cooper pairs are bosons, obeying the Bose-Einstein
statistics, which allow all the electron pairs to be in the same state and they have
twice the charge of a free electron, q = 2e. In the normal state, each electron of a
material has its own wavefunction, but at the superconducting state, all Cooper pairs
are described by a single wave function
Ψ(~r) =
√
ns(~r) · exp [iϕ(~r)] , (2.3)
where ns(~r) can be considered the density of Cooper pairs.
A fundamental quantity introduced by the BCS theory is the superconducting
order parameter ∆, called as energy gap. This is a temperature-dependent parameter






FIGURE 2.2: Simple sketch of the attractive interaction between two
electrons via the lattice deformation. The red spheres represent the
positive ions of the lattice, and the blue ones the electrons. The move-
ment of electron e1 around the material distorts the lattice of the region
around, generating a local positive charged area, attracting a second
electron e2, forming a Cooper pair.




















where V is the attractive potential between two electrons, N(EF) is the density of
states at the Fermi level, ε is the energy measured above the Fermi energy, kB is the
Boltzmann constant, and T the temperature. The calculation of the integral in Eq. 2.4
diverges logarithmically at large ε , but this divergence can be physically removed,
introducing a cutoff at energies of the order of the Debye energy h̄ωD, where h̄ is the
reduced Planck constant and ωD is the Debye frequency (∼ 1013 Hz), used to describe
the movement of ions in a crystal lattice. For T = 0, the hyperbolic tangent term tends




















Solving for ∆, we get the superconducting gap at zero temperature






The critical temperature Tc is defined when the energy of the normal state is equal to















Changing the variables of the integral to x = ε/(2kBTc), doing partial integration and


















































which is the well-known BCS formula for the critical temperature for a superconductor,
where γ is the Euler constant. Comparing Eq. 2.6 to Eq. 2.7 we find
2∆≈ 3.5kBTc, (2.8)
an important equation that relates the gap parameter ∆(T = 0) and the critical tem-
perature Tc. The energy gap Eg = 2∆ is a material constant that corresponds to the
minimum energy needed to break up a Cooper pair, different from the gap in the en-
ergy spectrum of semiconductors, which corresponds to the energy difference between
the valence and the conduction band.
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The density of states in the superconducting state is given by
N(E) =

0 for E < ∆,
E√
E2−∆2




ε2 +∆2 is the excitation energy in the BCS model evaluated in a system
with normal state dispersion ε . The missing excitation for E < ∆ are packed up at an
energy E ≥ ∆ at the superconducting state, giving a divergence of the density of states











( ) ( )F
2 2
E









FE ( )N E
ε
FIGURE 2.3: Density of states for normal and superconducting state
in a conventional superconductor.
In summary, the BCS theory states that the electron-electron interaction mediated
by phonons forms a condensed state of Cooper pairs, which inhibits the normal state of
conduction, giving rise to the superconducting state on conventional superconductors
below the critical temperature Tc.
2.4 Josephson Effect
In 1962, Brian Josephson predicted that two superconductors separated by a suffi-
ciently thin insulator layer could tunnel currents of Cooper pairs through a potential
barrier without any applied voltage, i.e., zero resistance, giving the name of this
phenomenon DC Josephson effect. He has also predicted that applying a voltage
V across the junction, an AC current would flow, calling this phenomenon of AC
Josephson effect. Both effects were experimentally confirmed, and they represent the
basis for contemporary technology.




















































FIGURE 2.4: Josephson effect. (a) sketch of a Josephson junction,
where two superconductors S1 and S2 with phases ϕ1 and ϕ2 respec-
tively, are separated by a thin insulator I (SIS), and an electrical current
IJ flows from S1 to S2. (b) Schematic diagram of the RCSJ model.
(c) Schematic diagram of the I−V characteristic of a SIS Josephson
junction.
Although the Josephson current was initially observed in a junction made from
two superconductors separated by a thin insulator layer (SIS) (see Fig. 2.4 (a)), the
Josephson effect appears also replacing the insulator with a normal metal (SNS),
a simple constriction in the superconductor (SCS), a point contact between two
superconductors, etc. The Josephson supercurrent for an applied voltage between
two superconductors separated by a tunnel barrier, with a magnetic field through the
junction is related by the gauge-invariant phase difference γ as
IJ = I0 · sin(γ), (2.10)
being I0 the maximum Josephson current (critical current) which can flow across the
Josephson junction without generating a potential difference and





where ∆ϕ = ϕ2−ϕ1 is the phase difference between the order parameter Ψi = |Ψi|eϕi
in the two superconductors, with i = 1 or 2, ~A is the vector potential, and d~l is
the differential line element with the integration path along the current flow from
superconductor 1 to superconductor 2.
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In the case where no magnetic field is applied, i.e., ~A≡ 0, the Josephson relation
simplifies to the DC Josephson effect
IJ = I0 · sin(∆ϕ), (2.12)
the first prediction of Josephson, which is an equilibrium phenomenon, since no bias
voltage is applied and the current flows continuously as long as the phase difference
∆ϕ is maintained.
When a constant bias voltage V is applied across the barrier, the supercurrent
of Cooper pairs between the two superconductors produces an alternating current,
which oscillates with a characteristic frequency. This can be seen from the gauge-
invariant phase difference, considering the junction along the z-axis in the presence of
a magnetic field along the y-axis, i.e., Ax = Ay = 0, Az = Az(x) and By(x) =−∂Az/∂x









































is the characteristic frequency of the AC Josephson current produced by Cooper pairs
tunneling between the two superconductors when a constant voltage V is applied
across the barrier. In this frequency-voltage relation, one can recognize that the
transfer of a Cooper pair from one side to another requires an energy of 2eV .
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In 1963 Ambegaokar and Baratoff [42, 43] showed that in an SIS junction with








where ∆(T ) is the temperature-dependent superconducting energy gap, e is the ele-
mentary charge, Rn is the resistance in the normal state due to the weak insulating link
between the superconductors, kB the Boltzmann constant, and T the temperature of
the system.
The Josephson junction can be described in a circuit by the resistively and capac-
itively shunted junction (RCSJ) model. The equivalent circuit is shown in Fig. 2.4
(b), where J is the Josephson junction, C is the capacitance due to the separation of
two superconducting electrodes by an insulator layer, and R is the resistance which
represents the junction loss. An externally applied current I at the parallel equivalent
circuit is given as







+ I0 · sin(γ),
(2.16)
where IC is the shunt current due to the capacitance C, IR is the shunt current across
the resistance R, and IJ is the supercurrent carried by the Cooper pairs. Using Eq. 2.13











+ I0 sin(γ), (2.17)
which is a second-order differential equation for the behavior of the Josephson phase




















is the plasma frequency of the junction and
Q = ωpRC (2.20)
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is the quality factor, with Q = β 1/2c , and βc is known as the Steward-McCumber
damping parameter [44, 45]. If this parameter is very large (βc 1), the junction is
under-damped, being possible to observe the tunneling characteristics, where the I−V
of the junction is hysteric as shown in the solid black line in Fig. 2.4 (c). These kinds
of junctions are mainly used for logic circuits. If βc ∼ 1 or smaller (over-damped
junction), an strong interference takes place and the junction is non-hysteric, as shown
in the red dashed-and-doted line in Fig. 2.4 (c). These kinds of junctions are mainly
used in SQUIDs. Returning to the first case, when the potential exceeds Vg = 2∆/e,
the tunneling current of quasiparticles is created by the dissociation of Cooper pairs at
the junction, and the small current increase for V <Vg is due to the thermal breakup
of the Cooper pairs inside both superconductors S1 and S2 (see Fig. 2.4 (c)).
2.5 High Temperature Superconductors
The breakthrough in High-Tc superconductors (HTSCs) came in 1986 when Georg
Bednorz and Klaus Müller observed a superconducting transition with a critical
temperature of ∼ 30 K in a Ba−La−Cu−O system [36], beginning the High-Tc
superconducting era. The HTSC oxides are normally highly anisotropic due to
their crystalline layered structure, e.g. YBa2Cu3O7 (YBCO) which has Tc ∼ 92 K.
The electrical conductivity is good at the ab planes composed of CuO2, which are
separated by highly resistive sheets resulting in a strong planar anisotropy, with a low
conductivity along the c axis. They have several intrinsic defects like grain boundaries,
porosity, non-superconducting phases, oxygen vacancy, dislocations, stacking-faults,
twin-planes, etc., reflecting in the magnetic and transport properties. Compared to
conventional superconductors, the HTSC cuprates have a very short coherence length
ξ ∼ 10 Å, making the measurement of the energy gap ∆ difficult, since the most
straightforward method to do it is through the tunnel effect, which is sensitive to a
region ξ near to the surface. In that case, one measures only the properties of the
surface, leaving considerable uncertainty.
In HTSC, the resistive superconducting transition Tc shows a broadening of the
transition with the increase of the applied magnetic field, while in conventional super-
conductors, there is a shift downwards. Because of this, the values of Bc2 estimated
from such curves are not well defined in HTSC. Another important feature in the
mixed state of an HTSC is the existence of an irreversible behavior in the magneti-
zation below an irreversibility temperature Tirr, due to flux pinning combined with
thermal activation of vortices. This depends on the applied field, which provides an
irreversibility line and manifests itself, for example, in experiments like magnetic





















FIGURE 2.5: (a) Flux trapping curve. Point O: positive remanent
magnetization after performing the FC curve 2 from (b) and turning the
magnetic field off. Labels I, II, and III: points where the time evolution
of the susceptibility was measured, showed in the inset in (b). (b) Zero
field cooled (ZFC) and field cooled (FC) susceptibility curve. Figure
taken from Ref. [46].
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susceptibility, studied first in 1987 by K. A. Müller, through the realization of ex-
periments based on zero-field cooling (ZFC) and field cooling (FC) [46]. Following
Fig. 2.5 (b) to understand the ZFC and FC curves: 1. Cooldown the sample in the
absence of a magnetic field; 2. Apply a magnetic field and measure the diamag-
netic moment (point A); 3. Heat the sample to point B and cool down the sample
again. There is an irreversibility, showing a nearly temperature-independent suscep-
tibility; 4. Heat the sample again until point C. Cooling down, one sees a small
slope temperature-dependent susceptibility; 5. Heating more, the curve turns from
irreversible to reversible when the temperature passes the point D (where T = Tirr).
The irreversible curve is labeled as 1 (green color) in the figure. The reversible curve
labeled as 2 (red color) is the FC curve. At T < Tirr, the vortices have their mobility
decreased due to pinning centers. The ZFC and FC curves merge into a common
reversible behavior only above a temperature Tirr. The FC curve 2 in (b) shows a
positive remanent magnetization after turning the magnetic field off, shown as point
O in (Fig. 2.5 (a)). This happens due to the flux trapped inside the sample, which is
proof of superconductivity. Above Tirr, the magnetic moment disappears, vanishing
the flux trapping.
Bellow Tirr a large magnetic relaxation (or giant flux creep) is observed, i.e., the
superconductor is in a metastable state with a tendency to relax until it reaches a stable
state. The inset in Fig. 2.5 (b) shows the relaxation time of the susceptibility at points
I, II, and III after turning the magnetic field on.
A theoretical model from 1971 which helps the understanding of superconductivity
in HTSCs is the Lawrence and Doniach model [47], where a superconductor composed
of a stacked array of 2D superconducting layers are weakly coupled together by
Josephson junctions along the c axis, and the superconductivity within the layers (ab
plane) follows the Ginzburg-Landau theory.
2.5.1 Granular Superconductivity
The critical current density Jc in HTSCs cuprates are very small compared to conven-
tional superconductors. To understand why this happens, consider that the ceramic
sample consists of a collection of grains and intergrain regions, which behave like
weak links or tunnel junctions. To show zero resistivity, a continuous superconducting
path must exist along the sample. Since the critical current in a weak link or Josephson
junction is very small, an externally applied current can destroy these superconduct-
ing links and behave like tunnel junctions with high resistivity. To increase Jc in
conventional superconductors, the vortices must be pinned, and this is achieved by
increasing the number of defects. In a HTSC, the situation is different. To increase Jc,
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the intergrain regions have to be eliminated. Some defects in the crystal behave as
weak links due to the very small coherence length, and oxygen vacancies are thought
to be important pinning centers.
In 1988 John Clem proposed a theoretical model where the superconducting
grains are separated by grain boundaries weakly coupled together by Josephson
junctions [48]. The vortices in a superconducting granular system can be defined as
intragranular and intergranular vortices. The intragranular vortices are placed inside
the superconducting grains, and they are arranged in a triangular periodic array, known
as Abrikosov lattice. The intergranular vortices are located in the regions between the
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FIGURE 2.6: Intergranular and intragranular vortices in a supercon-
ducting granular system. Figure adapted from Ref. [27].
The intergranular vortices between the superconducting grains are similar to
the intragranular vortices, carrying each a magnetic flux quantum Φ0, being the
main difference between them the place where they are located. The critical state
at the intergrain regions is originated from Josephson currents circulating between
grains where the pinning is related to network inductances and defects. For the
intragranular region, the critical state is related to the pinning of the Abrikosov vortices
inside the grains, like in a conventional superconductor. The response under weak
applied magnetic fields (B < Bc1) in these granular superconductors is determined
by the diamagnetic response of the superconducting grains and the pinning of the
intergranular vortices formed along the grain boundaries, generating an intergranular
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field. Under strong magnetic fields, Abrikosov vortices are formed inside the grains,
producing an intragranular field.
2.5.2 Pearl Vortices - 2D Superconductivity
In the case of thin superconductors of thickness t, where t λ , and λ is the London
penetration depth, another kind of vortices take place, called Pearl vortices. They
were described for the first time by Judea Pearl in 1964 [49], with Pearl’s 2D effective





In comparison to Abrikosov’s vortices, these vortices have a larger magnetic interac-
tion force range that varies as 1/r in the range between the vortex core radius ξ and
∼ Λ. Beyond this distance, it varies as 1/r2, while in Abrikosov’s vortices found in
bulk samples, the interaction force varies as ln(1/r).
2.5.3 Flat Bands
The BCS theory gave a satisfactory explanation of superconductivity in most metals,
but this theory predicted that superconductivity appears to be difficult at temperatures
above T ∼ 30 K because of the exponentially suppressed critical temperature Tc
(Eq. 2.7). Here flat bands will be discussed as a theoretical approach that opens the
possibility of room temperature superconductivity using the BCS theory as a starting
point, showing that it is possible to overcome the exponentially suppressed Tc. The
content presented here is based on the Refs. [50–52].
A flat band is defined as a region where the electronic band structure becomes
nearly flat, in momentum where the normal state dispersion energy ε is zero. Applying









∆ = h̄ωDN(EF)V , (2.22)
a non-exponential suppressed energy gap and linearly proportional to the attractive
potential V between the electrons. This result allows the existence of superconductivity
at high temperatures since ∆ ∝ Tc.
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2.6 Carriers in a Magnetic Field
In this section, the properties of electrons in a magnetic field will be discussed. These
properties are important for the understanding of the behavior of graphite under
applied magnetic fields, needed in chapters 5 and 6.
2.6.1 Landau Levels
It is well known that charged particles move in circles under an applied magnetic field
due to the Lorentz force. The 2D electron gas (2DEG) in a magnetic field treated
with quantum mechanics shows that the electrons are confined in Landau Levels
(LL) (named after the Soviet physicist Lev Landau who first calculated it [53]) with
discrete energies, describing the motion of electrons in a magnetic field. If the spin
of the electrons is taken into account, the spin ↑ and spin ↓ electrons of a given LL
are energetically separated, and the Zeeman energy describes this spin splitting. In
a 3D electron gas, the electron’s movement in the kz direction is not affected by the
magnetic field Bz. This causes the electrons to condense onto Landau cylinders rather
than landau levels.
In the 2DEG system, when no magnetic field is applied, the electrons are equidis-
tantly spaced in the planar ~k space, separated by δkx = 2π/Lx and δky = 2π/Ly,
where Lx and Ly are the dimensions of the sample. Applying a magnetic field, the








ψ = Eψ , (2.23)
where (h̄/i)~∇− e ·~A is the operator of the canonical momentum, ~A is the potential
vector in the z direction (Landau gauge), i.e., ~B = ~∇×~A = (0,0,B). Applying the














ψ = 0. (2.24)
Using the Ansatz ψ = ψ̃(x)exp(−ikyy) in Eq. 2.24, we get the one-dimensional










= E ′ψ̃ , (2.25)
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where the center of the harmonic oscillator x0 = x′− x and the cyclotron frequency
ωc are defined as












where N = 0,1,2, ... For B 6= 0, the calculations show that the parabolic band of free
electrons (E = h̄2k2/2me) splits into sub-bands, called Landau levels. The electronic
state is given by the quantized energies of the circular movement normal to the
magnetic field, EN = h̄ωc(N +1/2). The energy eigenvalues differ by the cyclotron
energy ∆ = h̄ωc. The Landau level with the smallest energy is when LL number N = 0.
When B = 0, the density of states as a function of the energy is constant, me/(π h̄2),
while for B 6= 0, the movement of electrons is completely quantized. The number
of states per unit area ζ is known as the degeneracy of the LL. The quantization of
the wave vectors ki due to the boundary conditions in a sample with dimensions Lx
and Ly is given by δki = 2πLi. Assuming that the centers of the LLs are far from the
edges of the sample and the variable x in Eq. 2.26 has to satisfy 0 < x(ky)< Lx, then
ky ≤ (eB/h̄)Lx. Neglecting spin splitting, i.e., each state is occupied by a spin ↑ and a








i.e., the number of electrons in a given LL N increases linearly with the magnetic
field, the degeneracy is a linear function of B. For B > nh/2e, all carriers are in
the LL N = 0, where n is the number of electrons in the system. For BF = nh/2e,
the LL N = 0 is fully populated, and the Fermi energy is given by EF = (1/2)h̄ωc.
Decreasing B, the degeneracy of the zero LL decreases, the LL N = 1 is filled, and
the Fermi energy jumps to EF = (3/2)h̄ωc. Decreasing further the magnetic field, this
behavior is repeated and the Fermi energy jumps BF/(N +1) to the next level. The
jumps of the Fermi energy are periodic in 1/B.
This linear dependence of the number of electrons in a LL with B leads to a
periodic variation of the total electron energy U , i.e., for B > BF, all electrons are
in the LL N = 0 with total energy EF = (1/2)nh̄ωc; for BF/2 < B < BF, ζ = 2eB/h
electrons are in the N = 0 LL and n− ζ electrons are in the N = 1 LL with a total
electron energy of U = (1/2)ζ h̄ωc +(3/2)(n−ζ )h̄ωc. Continuing this process we























which is periodic in 1/B. The oscillatory period ∆(1/B) can be linked to the LL
surface SN = πk2N in the kxky plane, where kN is the radius of the LL. kN can be found
writing the electron states energies as E = (h̄2/2me)k2N and when B 6= 0, this energy











Therefore, the surface between two consecutive LLs is














the cross-section of the LL surface can be mapped out by measuring the period ∆(1/B)
of quantum oscillations for magnetic fields applied perpendicular to the 2D surface.
2.6.2 Shubnikov-de Haas Oscillations
Few months after Landau’s prediction of the periodic behavior of the resistance and
magnetization as a function of the inverse magnetic field, experimental studies done by
Lev Shubnikov and Wander Johannes de Haas proved Landau’s prediction [54–57]. It
took 22 years until Osanger showed the relation between the periodicity and the Fermi
surface cross-section area perpendicular to the magnetic field [58]. The Shubnikov-de
Haas (SdH) effect can be described as periodic oscillations in the resistance in samples
at low enough temperatures under the influence of magnetic fields. It is a method to get
information about the band structure of a material. In the presence of a magnetic field,
perpendicular to the sample’s surface, the electronic states in a conductor condense in
Landau cylinders due to the quantized motion of the carriers. Increasing the magnetic
field, the diameter of the Landau cylinders grows in momentum space and cross the
Fermi surface successively, which leads to oscillations in the electrical resistance
of the sample. In other words, at low temperatures and high magnetic fields, the
free electrons in the material’s conduction band will behave like simple harmonic
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oscillators. Changing the magnetic field strength, the oscillation period changes
proportionally. The resulting energy spectrum is made of LLs separated by the
cyclotron energy ∆ = h̄ωc. The Zeeman energy further splits these LLs. In each LL,
the cyclotron energy, the Zeeman energy, and the number of electron-states ζ increase
linearly with the increase of the magnetic field. Therefore, increasing the magnetic
field, the spin-split LLs move to higher energy. Since each energy level passes through
the Fermi energy, it depopulates as the electrons become free to flow as current. This
causes the material’s electrical transport properties to oscillate periodically, producing
a measurable oscillation in the material’s conductivity.
The Shubnikov-de Haas oscillations can be used to determine the 2D electron
density of a sample. For a given magnetic flux Φ, the maximum number of electrons





where z = q/e is the charge number, S is the spin number, Φ is the flux through the
system and Φ0 is the magnetic flux quantum. For electrons z = 1, S = 1/2, including
Zeeman splitting, each LL split into a pair, one for spin ↑ electrons and other for spin











where N = D/A is the maximum number of states per unit area. Each LL corresponds
to an edge channel of the sample. For a given number i of edge channels filled with N
electrons per unit area, the total number n2D of electrons per unit area is
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which provides us an equation to calculate the 2D electron density of the sample based








The two-band model (TBM) assumes the presence of two carriers, composed of a band
of electrons and another of holes, where each band contributes to the conductivity. This
system obeys the Boltzmann-Drude transport approach [59, 60], and the individual
band conductivities are additive because the conduction processes of electrons and









where σe =−eµene is the electron conductivity, σh = eµhnh is the hole conductivity,
e is the electron charge, µe and µh are the mobility for electrons and holes, ne and
nh are the carrier density for electrons and holes, and B is the applied magnetic field.
RHe and RHh are the Hall coefficient for electrons and holes respectively. According





Since the resistivity ρ = σ−1, the magnetoresistance can be expressed by the longitu-


















where b is the ratio between the electron and hole mobility, and B = µ0H.
2.6.4 Granular Superconductor Under Applied Magnetic field
The first experimental evidence of a semiconducting-like to superconducting-like
transition in the temperature dependence of the resistance in granular Al-Ge samples
was reported in 1983 by Shapira and Deutscher [63]. In 1997, Gerber et al. continued
this study and have published the field dependence of the electrical resistance in
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granular Al-Ge films below Tc [64], see Fig. 2.7. In this figure, you see the data of two
Al-Ge samples, sample 2 represented 2 by open triangles at T = 0.3 K, and sample
3 as the inset at T = 2 K. Samples 2 and 3 show a linear positive dependence at low
fields, and then a clear negative magnetoresistance. The field where the negative
MR ends is considered as the upper critical field of the superconducting grains, i.e.,
Hc2(0.3 K) = 45 kOe. A similar high field MR was also observed in amorphous InO
films [65].
FIGURE 2.7: Normalized resistance as a function of the applied mag-
netic field of two granular Al-Ge samples taken from Ref. [64]. Sample
2 is represented by the open triangles at T = 0.3 K and sample 3 is





Graphene and Graphite are two of the many allotropes of carbon. This chapter intro-
duces the fundamental properties of carbon, followed by the formation of graphene,
graphite, and their physical properties.
3.1 Carbon
Carbon, from Latin carbo (coal), is a chemical element with symbol C and atomic
number Z = 6. Z comes from the German word Zahl, meaning "number". Z identifies
a chemical element, being equivalent to the number of protons found in the nucleus
of an atom. Protons are subatomic particles with a positive electric charge of e =
1.602× 10−19 C and mass mp = 1.672× 10−27 kg. In the case of an uncharged
(non-ionized) atom, the atomic number is equal to the number of electrons. Electrons
are also subatomic particles with an elementary negative charge −e and mass me =
9.109×10−31 kg [66].
Atoms are the smallest constituent unit of matter and have typical sizes around 1 Å.
The sum of the atomic number Z and the number of neutrons N gives the mass number
A of an atom. Neutrons are subatomic particles with no net electric charge and a mass
slightly larger than the proton’s mass, mN = 1.674×10−27 kg. Protons and neutrons
constitute the nuclei of atoms, being called nucleons. They are bound together through
the nuclear force, and neutrons are required for the nuclei’s stability. Atoms with
the same atomic number Z but a different number of neutrons N (and hence different
atomic masses) are known as isotopes. Isotopes are variants of a particular chemical
element that differ in neutron number. All isotopes of a given element have the same
number of protons in each atom. Carbon has 15 known isotopes, from 8C to 22C, of
which 12C (Z = 6 protons and N = 6 neutrons) and 13C (Z = 6 and N = 7) are stable
and 14C (Z = 6 and N = 8) is a radioactive form of carbon. From these three naturally
occurring isotopes of carbon on Earth, 99 % is 12C, 1 % is 13C, and 14C occurs in
trace amounts, i.e., 1 atom per 1012 atoms of carbon [67].
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In the Earth’s crust, carbon is the 15th most abundant element by mass and the
second most abundant element in the human body after oxygen. The atoms of carbon
can bond together in different ways due to their valency, forming carbon allotropes.
Examples of carbon allotropes are amorphous carbon, diamond, fullerenes (C60, C70,
and C540), nanotubes, graphene, and graphite. The physical properties of carbon
vary widely with the allotropic form. For example, diamond is highly transparent,
the hardest naturally occurring material known, and is a bad conductor of electricity.
Graphite is opaque with a dark grey color, soft enough to form a streak on paper, and
a good electricity conductor.
An element’s valence is a measure of its combining power with other atoms
when it forms chemical compounds or molecules. The knowledge of the electron
configuration is useful for describing the chemical bonds that hold atoms together.
If we assume the atom is neutral, we can say that the number of electrons is the
same as the protons. Therefore we can use the atomic number to indicate how many
electrons are present in a neutral atom. In that case, for an uncharged carbon atom,
6 electrons are available. The distribution of electrons follows the Aufbau principle
(Aufbau comes from German and means "building-up"), which states that for an atom
in the ground state, the electrons fill the atomic orbitals of the lowest energy level
available before occupying higher levels, that means the 1s shell is filled before the
2s subshell is occupied. In this way, the electrons of an atom form the most stable
electronic configuration possible. The electron is also ruled by Hund’s rules and the
Pauli exclusion principle to occupy an orbital. The Hund’s rules state that the electrons
fill the orbitals (s, p, d, etc.) by single electrons before being doubly occupied. The
electron spins in each suborbital align to maximize the total spin. According to the
Pauli exclusion principle, two electrons belonging to the same atom cannot have the
same four quantum numbers n, l, ml , and ms, where n is the principal quantum number
(energy level), l, the azimuthal quantum number (or orbital angular momentum), ml is
the magnetic quantum number and ms is the spin quantum number. Therefore, if two
electrons reside in the same orbital and their n, l, and ml values are the same, then
their ms must be different, having opposite half-integer spins ↑ +1/2 and ↓ −1/2.
The maximum number of electrons that can be accommodated in any shell (s, p,
d, or f) is 2n2, where n is a discrete variable, being always an integer. Increasing the
value of n, the number of electronic shells increases, and the electron is also at higher
potential energy, being less tightly bound to the nucleus. In the case of a carbon atom,
there are 6 electrons. Two of them exist in the first energy level of n = 1, and they
are in the s orbital (l = 0). The 4 remaining electrons are in the energy level n = 2,
where 2 are in the s orbital (l = 0) and the last 2 in the p orbital (l = 1). The electronic
configuration of a carbon atom is 1s2, 2s2, 2p2. In Fig. 3.1 is shown the electronic
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configuration of a carbon atom. Electrons should always occupy an empty orbital
before they fill up because electron-electron repulsion costs more energy than a single
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FIGURE 3.1: Carbon atom electronic configuration in the ground
state. The left side shows a graphical representation of the orbitals as
a function of the principal quantum number n. The arrows represent
electrons occupying the shells s and p according to Hund’s rules and
Pauli’s exclusion principle. The right side shows a table with the
Aufbau principle, where l is the orbital angular momentum. The shells
highlighted in green show the orbitals occupied by electrons.
Atoms are least stable and, therefore, most reactive when their valence shell is not
full. The valence electrons are the electrons present in the outermost shell of an atom,
being largely responsible for the reactivity of the chemical element and determining
how "willing" the elements are to bond with each other to form new compounds.
When an atom becomes in contact with one another, the outermost electrons (valence
shell) will interact first. The atom is in the most stable condition (therefore unreactive)
when all its orbitals are full. These configurations occur in noble gases; they are such
stable elements that do not react easily with any other element.
In a carbon atom, the outermost s and p orbitals in the second energy level contain
4 electrons (2s2 and 2p2), and they are the valence electrons. Therefore the carbon
atom needs 4 more electrons to complete its octet, and this happens only by sharing
its valence electrons with other atoms. The carbon atom bonds readily with other
atoms, including other carbon atoms, forming multiple stable covalent bonds. A
covalent bond is a chemical bond that involves the sharing of electrons between the
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atoms. If the atoms have similar electronegativities (the same affinity for electrons)
and neither has a tendency to donate them, they share electrons in order to achieve an
octet configuration and became more stable. The carbon atom has 4 valence electrons;
this is half of an octet. Therefore it is highly unfavorable that the carbon forms ionic
bonds because the carbon must either gain or lose 4 electrons. Therefore the carbon
shares its 4 valence electrons through covalent bonds.
As we have discussed above, atomic carbon is not stable, stabilized in various
multi-atomic structures with different molecular configurations. In nature exists two
main classes of solids, crystalline and amorphous. What distinguishes one from the
other is the nature of their atomic-scale structure. The amorphous solid is a solid
that lacks the long-range order. Examples of amorphous carbon are coal and soot. A
crystalline solid exhibits translational periodicity, i.e., the atomic positions repeat in
space in a regular array. The well-defined short-range order is a consequence of the
atom’s chemical bonding responsible for holding the solid together.
The orbital hybridization is the mixing of atomic orbitals, forming new hybrid
orbitals, which generates different symmetries and explains the bonding between
atoms. At the ground state, the atom of carbon has the electronic configuration showed
in Fig. 3.1, with 1s2, 2s2, 2p2. By excitation of an electron from the orbital 2s to 2p,
the excitation state of carbon is formed, resulting in a new electronic configuration:
1s2, 2s1, 2p3. This excitation is possible because the energy difference between the 2s
and 2p orbitals is small, being the presence of a nearby atom enough to overcome this
difference. Then the orbitals s and p are hybridized, forming four identical orbitals
called sp3 (one 2s + three 2p). The lowest energy in this system is obtained when the
four bonds are separated by an equivalent distance, which leads to a geometric form of
a tetrahedron, see Fig. 3.2 (a). In this tetrahedral sp3 configuration, the atom of carbon
can bond with four different atoms via single covalent σ -bonds, e.g., with hydrogen
atoms, forming the gas methane CH4. At very high pressures, carbon atoms also bond
tetrahedrally to four equidistant other atoms of carbon (sp3), forming a 3-dimensional
network with a face-centered cubic structure, known as diamond, see Fig. 3.2 (c).
Another possible orbital hybridization for an atom of carbon in the excited state
is the mixing between the orbital s with two p orbitals (px and py), forming three
sp2 orbitals and one p orbital. The three hybrids sp2 orbitals form a trigonal planar
geometry with a characteristic angle of 120° between themselves, bonding to the other
three atoms via single covalent σ -bonds, see Fig. 3.2 (b). The remaining pz orbital is
perpendicular to the sp2 hybrid orbitals and form a chemical covalent π-bond (double
bond). Examples of sp2 hybridized systems are the gas ethene C2H4 (or H2C CH2).
As solid with crystalline structure at normal pressures, carbon takes the form of
graphite, in which a carbon atom is bonded trigonally to three equidistant carbon
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atoms in a plane composed of fused hexagonal rings, resulting in a two-dimensional
flat sheet network called graphene, see Fig. 3.2 (d). Many of these graphene sheets
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FIGURE 3.2: Hybridization of a carbon atom. (a) Formation of an
sp3 type with tetrahedral geometry. (b) Formation of an sp2 type with
trigonal planar geometry. (c) Diamond face-centered-cubic crystalline
structure. The grey spheres represent the atoms of carbon C, where
the bonds are sp3 type. (d) Graphene crystalline structure, where the
bonds between the carbon atoms are sp2 type.
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3.2 Graphene
The word graphene is the combination of the word graphite with the suffix -ene,
officially named in 1994 by Hanns Peter Boehm [68], considered a pioneer researcher
in graphene [69, 70]. Still, only in 2004, Konstantin Novoselov and Andre Geim
could get a single carbon atom thick sheet through mechanical exfoliation of graphite
using a scotch tape [71], which led them to win the Nobel prize of 2010.
Graphene is a 2D crystalline allotrope of carbon, where the atoms are arranged
regularly, forming a honeycomb lattice (Fig. 3.2 (d)). Each atom has three σ -bonds
with other neighbor carbon atoms separated by a distance a = 1.42 Å, forming a
planar symmetry of sp2 orbitals. The fourth bond is a π-bond perpendicular to the
2D plane formed by the carbon atoms (z-axis direction). Each unit cell contains
two atoms of carbon, labeled as A and B, as shown in the area delimited by the
dashed red line in Fig. 3.2 (d). Due to the 2pz orbital, graphene has π-bonds which
hybridize together, forming the π- and π∗-bands, being responsible for the interesting
and unusual electronic properties of graphene [72]. Graphene has a semiconducting
behavior, and because the valence band meets the conduction band in points called
Dirac points, graphene has no energy gap. The Dirac points are six points, divided into
two non-equivalent sets of three points labeled as K and K′, giving graphene a valley
degeneracy gv = 2. They are localized at the corners of the first Brillouin zone at the
hexagonal lattice in momentum space, see Fig. 3.3. The first calculation of the band
structure was published in 1947 by Philip Russell Wallace using the tight-binding










where γ0 is the hopping energy, which describes the strength of the coupling between
the nearest-neighbor atoms,~k is the wave vector and a is the lattice constant, shown
in Fig. 3.2 (d).
Fig. 3.3 shows plots of Eq. 3.1. In (a) the energy versus momentum dispersion,
the points where ε~k = 0 are the Dirac points. They are the 6 intersections between
the upper and lower bands. In (b) is shown one of the Dirac points enlarged, here one
can recognize the cone-like linear dispersion relation. (c) shows the momentum plane,
pointing out the Dirac points K and K′. (d) Γ is a central zone in the reciprocal space,
the Wigner-Seitz primitive cell, called Brillouin zone is the hexagon formed around Γ,

















FIGURE 3.3: (a) Graphene energy spectrum in the valence and con-
duction bands. (b) Dirac point. (c) Dispersion relation. (d) Brillouin
zone. Figures adapted from Ref. [74].
The carrier’s transition between the valence and conduction bands occurs at the
Dirac points, making the carriers behave like relativistic particles. The electron’s effec-
tive mass inferred from the band structure is zero, described by the two-dimensional
Dirac equation for massless fermions. The energy-momentum dispersion relation is
linear, converging to the Dirac points at zero momentum. At the Dirac points, the
electronic density of states vanishes, and the pz states share one electron to fill the
band up to the Dirac point, which is the Fermi level.
3.3 Graphite
Graphite, named in 1789 by Abraham Gottlob Werner, is derived from Greek, meaning
“writing stone”. It is composed of stacked graphene sheets in parallel, separated by a
distance of 3.354 Å, forming a three-dimensional structure [75], shown in Fig. 3.4.
Between the stacked layers, the π-orbitals give rise to weak van der Waals force,
which gives graphite its softness and its cleaving properties, where the sheets slip
easily past one another. Because of the delocalization of one of the outer electrons of
each atom (orbital 2pz), graphite conducts electricity and is the most stable form of
carbon under standard conditions of temperature and pressure.




























FIGURE 3.4: Sketch of the internal structure of graphite. (a) Hexagonal
stacking order, and (b) rhombohedral stacking order.
The stacking of the graphene layers in ordered graphite samples mainly occurs
in two slightly different ways, the hexagonal ABABA... (2H), which is the most
common stacking sequence [76], showed in Fig. 3.4 (a), with crystal lattice parameters
a0 = 2.46 Å and c0 = 6.70 Å. The second graphite structure is the rhombohedral with
stacking order ABCABCA... (3R) [77] showed in Fig. 3.4 (b), with the crystal lattice
parameters a0 = 3.635 Å and c0 = 10.062 Å.
3.3.1 Natural and Synthetic Graphite
FIGURE 3.5: (a) Sri Lankan natural vein graphite, (b) flake of Brazilian
natural graphite, and (c) synthetic highly oriented pyrolytic graphite
(HOPG).
Natural graphite can be mined from deposits in metamorphic rocks, e.g., gneiss,
marble, schist, and accumulations in vein deposits. The formation of natural graphite
normally occurs due to metamorphism (contact or regional) of accumulations of
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organic matter in sedimentary rocks. Deposits of commercialized natural graphite are
normally classified into three types of geologic settings [78]. The first one is called
“Amorphous graphite”, a designation for earthy compact, fine-grained graphite that
generally results from thermal metamorphism of coal; it may also contain nongraphitic
carbonaceous material. The second is called “Lump or chip”, a designation for
interlocking aggregates of coarse graphite crystals that occur as veins or fracture-
fillings in igneous and crystalline metamorphic rocks, see Fig. 3.5 (a). The only
commercial deposits occur in Sri Lanka. The third one is called “Flake graphite”, a
designation for well-developed crystal platelets of graphite that are normally sized
between 40 µm and 4 cm, see Fig. 3.5 (b). This kind of deposit is disseminated in
beds of carbonaceous sediments that have been subjected to amphibolite facies or
higher grade regional metamorphism.
Synthetic graphite of high purity is produced by heat treatment (graphitization) of
hydrocarbon materials above 2100 ◦C. The processing at high temperatures is required
to transform the raw carbon material to a graphite structure and vaporize impurities,
including hydrogen, metals, nitrogen, organic compounds, and sulfur in the source
materials. This is how pyrolytic graphite is produced. As a result of this treatment,
synthetic graphite has more than 99.9 % of carbon, but it has slightly higher porosity,
lower density, lower electrical conductivity, and a much higher price than natural
graphite. The method used to produce highly oriented pyrolytic graphite (HOPG) (see
Fig. 3.5 (c)) is based on the process used to make pyrolytic graphite with additional
tensile stress in the basal-plane direction [79]. This leads to an improvement in the
alignment of the graphite crystallites and an interplanar spacing close to that observed
in natural graphite. HOPG is characterized by a low mosaic spread angle, where the
individual graphite crystallites are well aligned with each other.
60 µm
FIGURE 3.6: Electron back-scattering diffraction image of HOPG
grade A. The image shows the distribution of grains at the sample’s
surface, parallel to the c axis. Adapted from Ref. [80].
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Electron back-scattering diffraction characterization taken from the surface (ab
plane) of a grade A HOPG sample shows the existence of granularity in graphite [80].
Fig. 3.6 shows this grain distribution, represented by the green-blue colors. Here one
can see that the typical size of the grains is of the order of several µm.
Fig. 3.7 shows transmission electron microscope images of regions in HOPG (a),
and natural graphite samples (b) and (c) obtained with the electron beam perpendicular
to the c axis. The different gray color regions represent crystalline regions. In (a),
the region delimited by the red dotted line exemplifies one of the crystallites. The
difference between shades of gray means different electron diffraction due to a rotation
of the corresponding region with respect to the common c axis or due to a different
stacking order, 2H or 3R. Between two crystalline regions exist stacking faults (2D
interfaces), represented by the yellow dashed lines in Fig. 3.7 (a) and (b). These
stacking faults are discussed in detail in the next section.
1 mμ 1 mμ500 nm
c axis
(a) (b) (c)
FIGURE 3.7: Transmission electron microscope pictures. (a) Synthetic
graphite HOPG of grade A with many interfaces. The area inside the
red dotted line delimits one crystalline region. The yellow dashed
line shows the location of one interface, separated by two crystalline
regions. (b) Natural graphite with many interfaces. The yellow dashed
line shows the location of one interface. (c) Natural graphite with few
interfaces. All images were taken perpendicular to the c axis. Figure
adapted from Ref. [81].
3.3.2 Stacking Faults in Graphite
Crystalline materials are known to form repeated patterns of layers of atoms. But
errors can occur in the sequence of these layers, known as stacking faults. Stacking
faults in graphite are 2D interfaces, located between twisted crystalline regions with
the same or different stacking orders (2H and 3R). In other words, they are grain
boundaries between domains with different orientations. The yellow dashed lines
in Fig. 3.7 (a) and (b) represent the location of interfaces in well-ordered samples,
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where (a) is a HOPG and (b) natural graphite. In less-ordered graphite samples, the
interfaces are also less-defined, as Fig. 3.7 (c) shows for a natural graphite sample.
The thickness of the crystalline regions (see as an example the crystalline region
inside the red dotted rectangle in Fig. 3.7 (a)) in the c axis direction having a common
interface, varies between 10 nm and 500 nm for HOPG. Comparing Fig. 3.7 (b) and (c),
we can clearly see that the density of interfaces in natural graphite is inhomogeneous,
even in regions of the same bulk. This means that the density of interfaces is sample
dependent; well-ordered samples have a higher density of 2D interfaces as shown in
Fig. 3.7 (a) and (b), and less-ordered samples show lower density, as shown in Fig. 3.7
(c). The lateral size of the interfaces is limited to the size of the grains in the ab plane,
see Fig. 3.6.
Fig. 3.7 shows us that using graphite samples with a thickness smaller than the
distance between the interfaces, the larger is the probability to measure the intrinsic
property of graphite without the contribution of interfaces. Indeed, experimental
studies of electrical transport revealed that the intrinsic behavior in thin samples
is semiconducting-like. In thicker samples, the influence of 2D highly conducting
interfaces dominates, leading to the metallic-like behavior [16, 81–83]. These studies
show that the metallic-like behavior in graphite is not intrinsic to the ideal structure of
graphite, it comes from the 2D interfaces. Thin enough samples without interfaces
show no SdH oscillations, indicating that there is no Fermi surface. It means that all
the band structure with a finite Fermi surface is incorrect. Therefore, ideal graphite is
a semiconductor, in agreement with the resistance and Hall effect measurements [84,
85]. Since a 2D interface is a stacking fault, and upon the twist angle, one can expect
different transport behavior. Stacking faults have much lower resistance and higher
magnetoresistance than the graphene layers within the graphite structure [86, 87].
Three types of interfaces can be found. The first one, between twisted 2H crys-
talline regions (type I), the second one between twisted 3R regions (type II), and the
third one between (twisted) 3R/2H regions (type III). The twist angle θt between two
crystalline regions of an interface is defined through a rotation around the common c
axis [85]. θt may play the main role in the electronic properties of a given interface.
For example, Van Hove singularities in the density of states are situated closer to the
zero-bias energy at smaller θt [88], or a flat band is expected at θt = 0° for a type III
interface [17, 89].
38 Chapter 3. Graphene and Graphite
3.3.3 Superconductivity in Graphite
The first hints of the existence of granular superconductivity at certain regions in
graphite samples are the I−V characteristic curves; the obtained Josephson-like criti-
cal current magnetic response [2] as well as Shapiro-steps-like behavior of annealed
graphite powders under the radiation of 10 GHz [3]. Magnetization measurements
done in water-treated highly pure graphite powder [13] and in bulk HOPG samples
confirmed the granular superconductivity behavior and its relation to the internal inter-
faces [15]. Hints for high-temperature superconductivity in graphite flakes embedded
in alkanes were also reported [90]. The systematic studies done in different graphite
samples in recent years indicate that certain interfaces in the graphite structure can
have granular superconducting properties in a broad temperature range, i.e., from
few Kelvin as in bi-layer graphene [19], ∼ 3 K in low-grade HOPG samples [91],
∼ 14 K at the surface of grafoil [92], up to ≈ 150 K in certain TEM lamellae prepared
from HOPG of grade A [14], or above room temperature in HOPG samples [93].
For further reading, see Refs. [81, 85, 94]. The transition observed in [19] may
also indicate the existence of granular superconductivity as was recently pointed out
[95]. Furthermore, the transitions shown in some of the other reports, e.g., Ref. [14],
may not represent the intrinsic superconducting transition of the superconducting
grains, but the temperature at which the Josephson coupling between the regions
gets robust enough to enable a large voltage drop at the input current path. Fig. 3.8








FIGURE 3.8: Left side: Transmission electron microscope picture of
the internal microstructure of a HOPG lamella. The yellow line is a
guideline to indicate the possible existence of an interface between two
crystalline regions with a given twisted angle between them, around the
c axis. Right side: Sketch of a 2D interface. The blue areas represent
superconducting patches, weakly Josephson coupled (red arrows).
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superconducting patches localized at certain interface regions.
Theoretical studies also support the existence of high-temperature superconductiv-
ity in graphite samples, where Kopnin et al. has shown that surface superconductivity
exists in rhombohedral graphite as a robust phenomenon [18]. Here they suggested
that stacking faults between different stacking orders in graphite containing rhombo-
hedral stacking between hexagonal stacking can induce superconductivity. Another
numerical study provided a description of superconducting correlations in multilayer
graphene for different stacking orders [17]. A conventional s-wave symmetric order
parameter ∆z, as well as a homogeneous pairing potential in the whole structure,
were assumed. For the rhombohedral stacking (ABC), the superconducting order
parameter ∆z was larger at the outermost layers than the vanishing pair correlation in
bulk, showed in Fig. 3.9 (a), which means that the surface states dominate the bulk,
becoming strongly suppressed [18]. This was related to the existence of flat bands,
see the sharp peak in the local density of states (LDOS) in Fig. 3.9 (b). Therefore, the
superconducting correlation is expected to be more stable on a few adjacent layers
and surfaces than in bulk, where the LDOS vanishes near the Fermi energy [17].
For the hexagonal structure stacking (ABA), the order parameter is dominated by
the bulk, suppressing the surface superconducting correlations due to lower density
of states, see the inset in Fig. 3.9 (a). Moreover, they suggested that the type III
stacking (ABC/ABA) could also support high-temperature superconductivity due to
the interplay between surface superconductivity present in the ABC stacking and the
bulk superconductivity preserved in the ABA stacking. This suggests that the stacking
order is a determinant factor for inducing superconductivity phases in graphite.
Experimental studies using magnetic force microscopy (MFM), a powerful tool
to characterize the magnetic stray field, have verified permanent currents in graphite
samples [96]. In this experiment the sample was put into the virgin state by heating
up to T = 390 K, followed by a cool down at zero field to room temperature. After
this process, the sample was measured and no sign of magnetic domains was detected.
Then a magnetic field was applied to the sample, and a persistent current was detected.
Fig. 3.10 (a)-(d) shows the MFM scan lines after applying the external magnetic field
at four different temperatures. The phase shift ∆ϕ defined in (a) is the amplitude of
the jump in the line scan, which is proportional to the current amplitude. (e) shows an
MFM line-scan of a current loop made of gold with a width of 1 µm at T = 380 K
at the same condition as the graphite sample, which confirms that the scanning tip
remains magnetized at such high temperatures, and the MFM measurements are
reliable. (f) is an optical image of the scanned area in (a)-(d). In (g), the green
open circles represent ∆ϕ as a function of temperature, which behaves approximately
constant up to T = 370 K, after this temperature a sudden decrease in the phase sets in.
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(a)
(b)
FIGURE 3.9: (a) Order parameter profile ∆z along the c axis in ABC
stacked multi-layer graphene of 20 layers for different values of s-wave
attractive pairing potential U . The inset shows the corresponding ∆z
for the ABA stacking order. Local density of states (LDOS) showing
the formation of the s-wave superconducting gap at A and B sublattices
in different layers around the Fermi energy. The Left and center
panels show the LDOS at the surface and its adjacent layer. The
right panel shows the LDOS at the bulk. The dashed line represents
the corresponding normal state LDOS which shows the localized flat
band at the outermost layers. The central panel’s inset shows the
surface LDOS in ABC stacked graphene over a wider range of energies.
Figures from Ref. [17].
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The black triangles represent the temperature dependence of the resistance R(T ) after
a linear background subtraction, showing a step-like transition with Tc = 370 K. The
general behavior agrees with the ∆ϕ measurements. The blue squares represent the
remanence defined as ∆R(0) = RB(0)−R0(0), where RB(0) is the resistance measured
at zero field, after applying a magnetic field of 0.03 T parallel to the c axis, and R0(0)
is the resistance of the sample in the virgin state. Details of remanence measurements
are provided in section 5.1.1. The results presented in Fig. 3.10 indicate the presence
of trapped flux through a persistent current, interpreted as superconductivity.
FIGURE 3.10: (a)-(d) MFM line scans measured at the surface of
a graphite sample at different temperatures at the position indicated
by the optical image in (f). (e) line scan of a current loop with ring
geometry made of Au prepared by electron lithography. (g) the tem-
perature dependence of the phase shift ∆ϕ , the resistance after a linear








In this Chapter, the experimental techniques used to characterize the samples will be
presented and discussed. Since no new technique has been introduced, more detailed
descriptions can be found in the given references.
4.1 Atomic Force Microscopy (AFM)
AFM is a high-resolution technique of microscopy, invented by Binning, Quate, and
Gerber, published in 1986 [97]. An AFM provides information about the morphology
of samples with a resolution of the order of a few Å. An AFM analyzes the surface
mechanically, where the usual tapping mode consists of a cantilever with a sharp
tip of a few nm at the end, normally made of Si, SiO2, or Si3N4. Bringing the tip
near the sample, its topographic height can be measured due to the interacting force
between few atoms of the tip and the sample, resulting from attractive and repulsive
forces between the tip and the surface of the sample. A frequency is induced in the
cantilever, which vibrates with the frequency of resonance of the incident laser beam
in the cantilever’s back part. This back part is made of a reflective material, and
when the cantilever deflects during a scanning process, the position of the reflected
beam changes, being detected by a photodiode. The cantilever vibration is modulated
when the tip interacts with the sample’s surface, shifting phase, and amplitude. These
shifting signals are used to adjust the tip height and keep it at a constant distance from
the sample’s surface. The microscope used in this work was a Veeco Dimension 3000
with a Bruker Nanoscope controller, with a lateral recording resolution of 512 points
and 4096 points in the vertical. The AFM was used to measure the thickness of the
samples presented in chapter 4 A good summary about AFM can be found in [98].
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4.2 Dual-Beam Microscope
The dual-beam microscope is an important instrument to characterize and prepare
samples in the nanometer scale. The combination of a focused ion beam (FIB) with a
scanning electron microscope (SEM) is very useful once it’s possible to mill samples
using the FIB, e.g., lamellae, and have a cross-section view with the SEM, allowing
very precise milling. One single instrument is used for sample preparation and imaging.
The used dual-beam microscope in this work was a Nova 200 NanoLab, from the FEI
company (Eindhoven), possessing the typical column configuration, a vertical electron
column with an acceleration voltage of 30 kV, and a 52◦ tilted ion column employing
gallium (Ga+). The beams meet at a common point, where the sample must be placed
to allow its manipulation by both beams simultaneously. This instrument also has
the included options of metallic gas injectors with platinum, palladium, and tungsten,
and energy-dispersive X-ray spectroscopy (EDX). Not only SEM, but the option of
scanning transmission electron microscopy (STEM)is also included. Electron beam
lithography is also possible since an ELPHY VI system from Raith GmbH is attached.
The lithographic process is done to create defined structures for electrical contacts
and shape samples with a positive e-beam resist, named polymethyl methacrylate
(PMMA), with reference AR-P 671.05 950K produced by All Resist GmbH. A
micro-manipulator from the company Kleindiek Nanotechnik GmbH (MM3A-EM)
is incorporated into the system, allowing controlled movements with a resolution of
approximately 100 nm, used to manipulate samples inside the microscope using SEM
imaging. More details about the dual-beam microscope can be found in [99].
4.2.1 Scanning Electron Microscope (SEM)
The SEM allows the characterization of samples producing images with resolution
in the nanometer scale, providing sample dimensions, length, width, and thickness.
The emitted electrons from the electron column interact with the atoms of the sample,
producing signals containing information about the sample’s surface topography
and composition. Secondary electrons are emitted by collision with the primary
electrons coming from the electron beam (e-beam), and they are detected by an
Everhart-Thornley detector (ETD) or a Through the Lens Detector (TLD). The primary
electrons can interact with the positive nuclei in the sample, changing their trajectory
(elastically scattered) due to the positive charge they feel from the nuclei. These
electrons are called backscattered electrons because they come back out of the sample,
and the ETD and TLD also detect them. Both secondary and backscattered electrons
are detected, forming the image of the scanned area of the sample. Many recorded
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electrons lead to a bright image area, few to a grey color, and none to a black color
area.
4.2.2 Scanning Transmission Electron Microscope (STEM)
c axis
FIGURE 4.1: STEM image of the internal structure of a 100 nm
thick TEM lamella made of natural graphite with the electron beam
perpendicular to the c axis. The different shades of grey indicate
different stacking regions of twisted Bernal regions around the c axis.
The measurement was performed at the Division of Superconductivity
and Magnetism of the University of Leipzig by Dr. W. Böhlmann.
STEM combines the principles of transmission electron microscopy (TEM) and
scanning electron microscopy, where images are formed by electrons passing through
a very thin sample. Like in SEM, the STEM technique scans a very finely focused
beam of electrons across the sample in a raster pattern. Interactions between the
emitted electrons from the e-beam and sample atoms generate a serial signal stream,
which is correlated with the beam position to build a virtual image in which the signal
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level at any location in the sample is represented by the gray level at the corresponding
location in the image. An advantage over the conventional SEM is the improvement
of the spatial resolution of the image.
Fig. 4.1 shows the internal structure of a natural graphite sample, revealing well
defined and several micrometers long interfaces between crystalline regions with
different stacking orders or twisted regions around the c axis, obtained using the
STEM of the dual-beam above mentioned. The TEM lamellae were also prepared in
this instrument, using the microscope’s in situ lift-out method, cutting the samples
parallel to the c axis. A detailed description can be found in [14]. The STEM images
were taken using 20 kV of acceleration voltage and current between 38 and 140 pA.
4.2.3 Energy Dispersive X-ray Spectroscopy (EDX)
EDX is a technique used for the chemical characterization of a sample. In an atom,
the electrons stay in energetically well-defined shells around the nucleus. When
the primary electron comes from the e-beam and knocks out an electron of one of
the shells, a vacant place remains, being an unstable state. An electron from an
upper shell fills the vacancy, and the energy difference is released in the form of a
characteristic x-ray photon. This photon has characteristic energy for the particular
chemical element present in the sample. The atom repairs itself with an electron from
the vicinity, i.e., a free electron. X-ray radiation is generated during the operation of
the SEM. The energy and intensity of this radiation can be measured with an x-ray
detector, and therefore the chemical composition of the sample can be determined.
4.2.4 Focused Ion Beam (FIB)
The working principle of a FIB is very similar to a SEM, but instead of an e-beam, it
has a focused beam of ions, made of a liquid metal ion source (normally Ga+), which
can be used for imaging, milling, and deposition. Unlike SEM, in which electrons
interact non-destructively with the sample, a FIB can modify the sample’s surface.
Controlling the energy and intensity of the ion beam is possible to perform very precise
nano-machining, being very important to produce TEM samples and lift them out.
The first function of FIB is the scanning ion microscope (SIM), where the primary ion
beam excites secondary electrons from the sample, which are collected and displayed
to form images with resolution in the nanometer scale. The second function is milling.
This is a process of continuous sputtering. When the sample is exposed to the ion
beam, atomic collisions between the incident ions of Ga+ (with an acceleration voltage
of 30 kV) and the sample’s surface ends up in the material removal of the exposed
area of the sample. Milling allows the creation of cross-sections or desired geometries,
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controlling the lateral dimensions and local depth, where high precision results in the
nanometer scale can be reached. The third function is the deposition, allowing the
addition of material instead of removing. The deposit materials are delivered by a gas
injection system, which exposes the chemical compound near the sample’s surface.
The ion beam decomposes the molecules locally and deposits the material onto the
desired area. More detailed information about FIB and the dual-beam can be found in
[100].
4.3 Particle-induced X-ray emission (PIXE)
PIXE is a non-destructive technique used for the determination of the chemical
composition of a material. When a beam of protons is irradiated through a material,
they excite the electrons of the atoms in the sample. Predominantly electrons from
the K and L shells gain enough energy to eject, causing electrons from outer shells
to fill these vacancies, emitting characteristic x-rays used to determine the elements.
This technique is very sensitive, with a detection limit close to 1 ppm. Protons
also interact with the nucleus of the atoms in the sample through elastic collisions,
being detected by a technique called Rutherford backscattering spectroscopy (RBS),
where the primary protons are repealed at angles close to 180°. Measuring these
backscattered proton’s energy and intensity, it’s to determine the depth profile and
composition of elements on the sample’s surface and below. RBS, in combination with
PIXE, can be used to determine light element concentrations, which is not possible by
PIXE alone, see [101, 102] for more details.
The sample’s impurity content was performed at the LIPSION facility of the
Division of Nuclear Solid State Physics at the University of Leipzig by Dr. D.
Spemann. It was determined by RBS/PIXE using a 2 MeV proton beam of 0.8 mm
diameter [103, 104]. Before the measurement, the first hundreds of nanometers
layers of graphene layers were removed by exfoliation to avoid the measurement
of contamination from the surface. The measurements in natural graphite with
penetration of ∼ 35 µm indicated a concentration of 6.4 ppm of Fe and 5.9 ppm
of Ti, where ppm means µg element per gram sample. Other elements were below the
detection limit. The synthetic HOPG ZYA used in this work was from the company
Advanced Ceramics and the total magnetic elements concentration is below 2 ppm
[105].
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4.4 X-Ray Diffraction (XRD)
XRD is a powerful experimental technique known for almost a century used to de-
termine crystal structures and molecular structure determinations. In crystalline
structures, the atoms (or ions) are regularly arranged in space. Hence, when irra-
diated by x-rays, which have wavelengths comparable to the atom’s dimensions, a
cooperative scattering generates a diffraction pattern with discrete reflections. It has a
range of intensities in well-defined directions. The high resolution and applicability
to small samples make x-ray crystallography and powder diffraction by far the most
used structural determinations methods, either in single crystals or crystalline powder.
When the scattered waves interfere constructively, they remain in phase, where the
difference between the path lengths of the waves is equal to an integer n, multiple of
the wavelength λ being related by the Bragg diffraction equation [106], determined
by
2d sinθ = nλ (4.1)
where d is the interplanar distance, and θ is the incidence angle of the x-rays. The
interference is constructive or destructive due to the cumulative effect of the reflection
of x-rays in successive crystallographic planes of the crystalline lattice, known as
Miller index (hkl). More details about XRD can be found in [107].
Table 4.1 shows the expected Bragg angles for Hexagonal (2H) and rhombohedral
(3R) graphite. Here, one can recognize that many maximum intensity values are
difficult to distinguish between 2H and 3R due to Bragg angles’ close values. This
table is going to be used as a reference for the XRD measurements done in this work.
The XRD measurements were carried out in order to identify well-ordered graphite
with hexagonal (2H) and rhombohedral (3R) stacking orders in the investigated
samples. First, an ultra-pure polycrystalline graphite powder RWA-T from SGL
Carbon GmbH (Werk Ringsdorff, Germany) was measured with a Phillips X’Pert
diffractometer, and its diffraction pattern is shown in Fig.4.2. This pattern shows all
expected reflexes for 2H and 3R phases, see 4.1. Some peaks cannot be distinguished
between 2H and 3R phases, they are (00l) reflections with l = 2n for 2H and l = 3n for
3R, where they are nearly superposed, and the same occurs for (hh0) reflexes. For this
reason, the 2θ range selected to determine the approximated amount of 2H and 3R
phases in our samples was between 41° and 48°, where the peaks are distinguishable.
The selected two Bragg maximums were at 2θ = 42.223° and 44.393° for 2H, and
2θ = 43.451° and 46.334° for the 3R phase.
Several natural graphites (NG) and highly oriented pyrolytic graphite (HOPG)
of grade A samples were measured in a D8 Discover (Bruker AXS) operated with
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TABLE 4.1: Bragg angles expected in hexagonal (2H) and rhombohe-
dral (3R) stacking order in graphite for several Miller index (hkl). Table
values taken from the Inorganic Crystal Structure Database (ICSD),
Fachinformationszentrum Karlsruhe (FIZ), and National Institute of
Standards and Technology (NIST) (2005).
Hexagonal Rhombohedral
(hkl) 2θ (°) (hkl) 2θ (°)











110 77.400 110 77.696
107 80.738
112 83.527 113 83.848
015 85.375
006 87.053 009 87.330
a current of 40 mA and an acceleration voltage of 40 kV (Cu-Kα) equipped with a
Goebel mirror. The area of measurement was limited to 2 mm2 using a pinhole and a
snout. The XRD pattern of HOPG and NG samples from Brazil and Sri Lanka were
measured in a restricted diffraction range of 41° ≤ 2θ ≤ 48° for the reason mentioned
above. The pattern is shown in Fig. 4.3. In all three kinds of samples, the peaks related
to the 2H and 3R phases are clearly detected. The red solid lines are the Rietveld
refinement using the software TOPAS 4.2 on the diffraction pattern in black color
obtained at different positions of the samples. Table 4.2 shows the amount of 2H and
3R phases present in the samples. The XRD characterization presented here shows
the identification of well-ordered 2H and 3R phases in all samples.
TABLE 4.2: Amount of hexagonal (2H) and rhombohedral (3R) phases
in synthetic HOPG of grade A, and natural graphite from Brazil and
Sri Lanka.
Sample Hexagonal (%) Rhombohedral (%)
HOPG 86±3 14±3
Brazilian NG 86±3 14±3
Sri Lankan NG 75±7 25±7


















































































































































































FIGURE 4.2: Ultra-pure polycrystalline graphite powder RWA-T XRD
pattern at room temperature. The blue color labels denote the peaks
belonging to the hexagonal (2H) phase and the red the rhombohedral
(3R) phase. Note that some maximums coincide for both phases within
the experimental resolution. The measurement was performed at the
Division of Superconductivity and Magnetism of the University of
Leipzig by Mrs. A. Setzer.




















41 42 43 44 45 46 47 48
41 42 43 44 45 46 47 48
2 (°)θ




























































































































FIGURE 4.3: XRD pattern for a restricted diffraction angle 2θ between
41° and 48° for (a) HOPG of grade A, (b) Brazilian natural graphite,
and (c) Sri Lankan natural graphite. The red line through the measured
data (in black) is a fit used by the Rietveld refinement to estimate the
amount of 2H and 3R phases. The measurement was performed at
the Division of Superconductivity and Magnetism of the University of
Leipzig by Mrs. A. Setzer.
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4.5 Superconducting Quantum Interferometer Device
(SQUID)
SQUIDs are nowadays the most sensitive devices which detect magnetic flux Φ. They
normally consist of a superconducting loop interrupted by two resistively shunted
Josephson tunnel junctions. Their operation is based on the flux quantization in a
closed superconducting loop in units of the flux quantum Φ0 = h/2e, and Josephson
tunneling. A SQUID converts magnetic flux into a voltage across the device.
The magnetization measurements were done in a commercial SQUID MPMS-7
from Quantum Design with a temperature range from T = 2 K to 390 K and a field
range up to B = 7 T. The used RSO option allows the measurement of magnetic
moments in our bulk samples with a sensitivity of m = 0.2×10−8 emu at low applied
fields. The magnetic signal is detected with a radio frequency (RF) biased SQUID
sensor, changing the frequency in an inductively coupled RLC circuit, proportional
to the magnetic field, which penetrates the RF-SQUID sensor. The sample is moved
in a second-order gradiometer pick-up coil that induces a voltage. This voltage is
transformed again in a magnetic field with amplification at the sensor. This setup
shields the RF-SQUID sensor from the magnetic field used to magnetize the sample
and removes all uniform magnetic signal within the gradiometer. The samples were
glued with cryogenic varnish in a stab of glass, which doesn’t contribute to the
magnetic signal. See [108, 109] for more details.
4.6 Sputtering
Sputtering is a phenomenon where particles of solid materials are ejected from its
surface due to collisions of particles generated in a plasma. This method is used to etch
materials and deposit thin film layers. The sputter deposition occurs in an electrically
excited gas plasma in a vacuum chamber. The device used was an SC7620 Mini
Sputter Coater from Quorum Technologies Ltd. This device operates at a fixed DC
high voltage (HV) between 800 V and 1200 V, which depends on the applied plasma
current. The HV is applied between the cathode, where the desired target is placed
(e.g., a gold target), and the anode, which is at the earth’s potential. A low-pressure
gas flow of argon is leaked inside the vacuum chamber (p < 1 Pa) providing the
environment for the ionization. The gas argon is used because it is a chemically inert
gas, not reacting with the target material, and relatively inexpensive. The electrons
emitted by the cathode collide with the gas molecules, producing positive ions. These
positive ions are accelerated toward the cathode, which upon bombardment eject
4.7. Inductively Coupled Plasma Reactive Ion Etching (ICP RIE) 53
neutral atoms by momentum transfer from the material’s surface in the cathode. The
ejected atoms land on all surfaces, including on the substrate surface. This technique
was used to create the gold electrodes on the samples studied in this work. See [110]
for more details about sputtering deposition.
4.7 Inductively Coupled Plasma Reactive Ion Etching
(ICP RIE)
RIE is a type o dry etching, i.e., a process for removing material of samples by
exposing it to a bombardment of ions from an ionized gas (plasma). The plasma is
generated in a vacuum chamber by an electromagnetic field, using reactive gases like
O2, and non-reactive gases like Ar. In the ICP RIE, the plasma is generated by an
electromagnetic field, applying a radio frequency (RF) of f = 13.56 MHz, which
provides a high-density plasma, and therefore more anisotropic etch profiles. The
plasma develops a slightly positive charge due to the higher concentration of positive
ions compared to free electrons. The positive ions bombard the wafer platter, where
the samples are located, colliding, and etching the sample. The ions can also react
chemically with the materials, forming bonds and new molecules. The delivery of ions
occurs mostly vertically, producing a very isotropic etch profile. The etch conditions
depend on many parameters, e.g., temperature, used gas, gas flow, and pressure.
For this work, an Oxford Instruments Plasma Pro NGP80 ICP device was used to
etch the samples. This process is very effective to etch graphene layers in graphite
samples in a controlled way [19, 111–113]. The parameters used for the ICP RIE
process were 282 V DC Bias, 50 W HF power, 50 W ICP power, chamber pressure of
approximately 2.67 Pa, temperature T = 15 °C, and gas flow rate of 9 sccm for Ar and
1 sccm for O2. Under these parameters, the obtained average etch rate of graphene
layers was approximately 0.36 nm/s. The O2 plasma is very reactive, being ionized
into O, O−, O+, O−2 , O
+
2 , O3 and free electrons, which leads to a chemical etching,
i.e., a chemical reaction between the free radicals (reactive ions) generated in the
plasma and the C atoms in the surface of the sample, forming the volatile by-products
CO and CO2, which evaporate away into the pumping system of the instrument. Ar is
an inert gas, which was added to enhance the plasma etching process, etching the C
atoms of the sample physically by momentum transfer. The ICP RIE combines the
best of selectivity removal due to the chemical etching and directionality due to the
physical etching, being a very useful technique to remove material only in the vertical
direction, producing anisotropic patterns.
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4.8 Confocal Raman Spectroscopy (CRS)
CRS is the combination of a standard confocal microscope with a Raman spectrome-
ter. It is a noncontact and nondestructive scanning technique used for imaging and
determination of vibrational modes of molecules, allowing to determine the chemical
composition of materials with a spectrum containing their characteristic fingerprints.
When a sample is irradiated by monochromatic radiation of energy hν0, the radiation
may be reflected, absorbed, or scattered in all directions. The scattered inelastic radia-
tion is called Raman scattering and corresponds approximately to 1 in 106 photons of
the scattered light, with a frequency ν different from the incident one ν0. Normally a
laser in the visible spectrum is used to irradiate the sample, resulting in interactions
with molecular vibrations, phonons, or other excitations in the system, generating
Raman scattering. The scattered radiation can be smaller or larger than the incident
radiation, i.e., h(ν0±ν). When the scattered radiation is smaller than the incident,
it’s called Stokes shift, and when it’s larger, anti-Stokes. This change in the frequency
of the scattered photons due to changes in the polarizability of molecules provides
the structural information of material. In a CRS, a laser beam enters through a small
pinhole and reaches the microscope’s objective lens, being focused on the sample.
The scattered photons from the sample return to the objective, pass through a dichroic
mirror, and go to the pinhole, allowing 3D imaging. The confocal microscope only
allows photons generated inside the focal volume in the spectrum to be transmitted to
the detector, enabling depth measurements.
The instrument used in this work was a confocal Raman microscope alpha300+
from the company WITec Wissenschaftliche Instrumente und Technologie GmbH,
with a depth scan resolution of 900 nm. The laser beam used has a wavelength of
λ = 532 nm, and the power adjusted between 5 and 30 mW. Higher power values
have burned out samples. The first experiment was performed to investigate the
influence of the etching on the samples. A bulk sample with 25 µm thickness made
of HOPG of grade A was used. The first layers were removed by exfoliation to
provide a clean surface, and then part of the sample was covered with a PMMA resist.
Thereafter the sample was etched in O2 plasma for 45 min, where the covered part of
the sample was protected from the etching process. After this step was concluded, the
protective PMMA resist layer was removed from the top of the sample, and the CRS
was performed on both sides of the sample. Fig. 4.4 shows the Raman spectrum of the
bulk sample, where (a) shows the unetched side of the sample and (b) the etched side.
The graphs show five spectral lines each, labeled with numbers in parenthesis.
They correspond to five measurements done in different depths in a scan range of
8 µm in the z direction. The peaks in the spectral lines correspond directly to a specific
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FIGURE 4.4: Raman spectra of a HOPG bulk sample with the incident
laser parallel to the c axis. (a) the spectrum of the non-etched area, (b)
the spectrum of the area etched with O2 plasma. The measurement
was performed at the Institute for Medical Physics & Biophysics of the
University of Leipzig by Mrs. J. Böttner.
vibrational frequency of a bond within the C atoms. The main spectral line is known as
G band, shown in Fig. 4.4 (a) and (b) at 1585 cm−1. The G band comes from the bond
stretching of the hexagonal sp2 bonding symmetry in the planar sheet, originated from
the E2g in-plane phonon at the Γ point of the Brillouin zone [114]. In the etched area
of a sample, a peak has appeared at 1350 cm−1 that didn’t show up in the non-etched
area, see Fig. 4.4 (b). This peak is called D band, and it is a disorder-induced band
caused by the breathing mode of six-atom rings. Its presence is explained through
the O2 plasma etching, which induces defects on the surface of the sample during the
removal of carbon atoms, leaving dangling bonds. This means that the measurement
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without etching in (a) proves the absence of a significant number of defects. The 2D
band originates from transverse optical phonons near the K point with Raman shift at
2700 cm−1, which is twice the band D, being the 2D band an overtone of the D band
[115]. The 2D' band is an overtone of the D' band, which is a double resonant Raman
Scattering, occurring as an intravalley process, connecting two points belonging to the
same cone around K (or K '). The 2D and 2D' bands are originated from a momentum
conservation process of two phonons with opposite wave vectors, where no defects
are required for their activation. At 2450 cm−1 appears a band which is assigned to
be a contribution of a D phonon and a phonon belonging to the longitudinal acoustic
branch called D", being designated as D+D" [116].
A TEM lamella made of HOPG of grade A, with a thickness of ∼ 500 nm, was
prepared and measured with CRS, Fig. 4.5 (a) shows the sample’s SEM image, where
the entire sample is showed on the right side, the upper left is the cross-section of
the sample tilted by 52°, and the down left is an image generated by the CRS, where
the brighter regions correspond to the G band. Note that the shape of the sample
can be identified by comparing it with the upper picture. The incident laser beam
reached the sample’s surface filtered by a polarizer, where the electric field of the
laser was oriented parallel (‖) or perpendicular (⊥) to the c axis. Fig. 4.5 (b) shows
the Raman spectra for the lamella before the O2 plasma etching. Here the laser was
polarized parallel to the graphene planes. The numbers in parenthesis are equivalent
to the depth positions showed in (a). We can further observe the D, G, and 2D bands
discussed already in the bulk HOPG sample. The spectral line (1) has a similar
shape to amorphous samples and a few nanometer-sized polycrystalline graphite [117,
118]. This result confirms that during the preparation of a TEM lamella, the Ga+ ions
generate amorphization of the surface. Details on TEM lamellae preparation can be
found in section 4.9.3. The spectra for (3) and (4) show that penetrating the sample,
the crystalline order is present, with the characteristic bands of graphite. These spectra
also show a band around 500 cm−1, which comes from the silicon (Si) of the substrate.
Fig. 4.5 (c) shows the Raman spectra of the TEM lamella as a function of depth
(1), (2), (3), and (4) in blue color, after 45 min of O2 plasma etching. The laser’s
polarization was the same as in (b), parallel to the graphene planes. Now, in com-
parison with (b) new bands have appeared, the D" at 1094 cm−1, D', D+D" at 2451
cm−1 and the 2D' at 3244 cm−1. The D' band is located at 1620 cm−1 has its origin
in lattice defects in the structure of graphite, and the position of this band depends
on the energy excitation energy [119]. Raman spectroscopy studied in the edge of
bulk samples has also reported the same band, as we see in Fig. 4.5 (c) [120, 121],
which is expected since the measurement in the edge is similar to the one performed
in the lamella. The last spectrum in Fig. 4.5 (c), which has a dark yellow color, is the
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FIGURE 4.5: (a) Images of a HOPG lamella, on the right side, is a
SEM image of the entire sample. The left up shows a SEM image of
the lamella tilted by 52°, and the left down its confocal Raman image,
where the numbers indicate the different scanned regions showed in
the measured spectra on (b), (c), and (d). (b) Raman spectra (RS) of
the lamella before O2 plasma etching (PE) with incident laser polarized
parallel to the graphene planes. The positions (1), (3), and (4) are
equivalent to the positions indicated in (a). (c) RS of the lamella after
O2 PE with the incident laser polarized parallel to the graphene planes.
The spectrum at the bottom belongs to a few nanometer thick graphite
flake with incident laser parallel to the c axis. (d) RS of the lamella
after O2 PE with incident laser polarized perpendicular to the graphene
planes. The CRS measurement was performed at the Inst. for Medical
Physics & Biophysics of the University of Leipzig by Mrs. J. Böttner.
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spectrum of a few nano-meter thick HOPG of grade A flake. In this case, the laser
was parallel to the c axis. This spectrum was added together with the spectra of the
lamella for comparison. Note the absence of defect bands comparing with the lamella,
which is also expected since the flake is thin and has the best grade.
Fig. 4.5 (d) shows the Raman spectra of the lamella with polarization perpendicular
to the graphene planes. In this configuration, only three bands were active, the D, G,
and 2D. Spectrum (1) again shows similar results to amorphous samples of graphite.
As the scan goes deeper, from (2) to (4), the G and 2D bands intensities increase
compared to the D band. The perpendicular polarization of the G and 2D bands is
active, and the D peak is a consequence of the sample’s surface.
The results in Fig. 4.5 confirm that the lamella’s surface after its production is
amorphized (b). After the O2 etching, the amorphization is removed (c), enabling the
sample to be used in electrical transport measurements, building electrodes that sense
the interfaces between the crystalline regions of graphite.
4.9 Sample Preparation
In this study, samples made of highly oriented pyrolytic graphite (HOPG) of grade
A and natural graphite (NG) from Brazil and Sri Lanka were produced. All kinds
of samples were placed in a silicon substrate with a superficial area of 5×5 mm2 or
4×4 mm2, a thickness of 0.525 mm, and a silicon nitride (Si3N4) insulating layer of
150 nm thick, produced by CrysTec GmbH.
4.9.1 Bulk Samples
A diamond saw was used to cut the samples in a size that could fit the substrate’s
superficial area and then glued with GE varnish. Four electrodes were built using
silver paste on the top of the sample’s surface and connected through gold wires with
a diameter of 25 µm, see Fig. 4.6 (a) and (b). (a) shows a bulk sample made of Sri
Lankan natural graphite on the top of a substrate, delimited by the red dotted line, the
four light grey spots on the top of the sample are drops of silver paste, and the yellow
lines are the gold wires. (b) shows a HOPG bulk sample delimited by the red dotted
line on the top of a substrate, which is placed in a chip carrier.
4.9.2 Electrodes in the Basal Plane
This subsection will address the techniques used to produce multilayer graphene
samples and graphite flakes with the electrodes placed on the basal (ab) plane of the




FIGURE 4.6: Bulk samples were placed on the top of substrates pos-
sessing four electrodes, (a) Sri Lankan NG and (b) HOPG. The red
dotted line outlines the shape of the samples.
samples. Initially, bulk samples of HOPG or NG were glued with GE varnish on
the top of the substrate with the c axis normal to the substrate’s surface. After the
varnish dried, a second clean substrate is approached to the one containing the glued
bulk sample and then mechanically pressed and rubbed against each other. In this
process, the first layers of the bulk’s surface are transferred to the other substrate.
This method is repeated in many different cleaned substrates in order to increase the
chances of producing suitable samples to contact and measure. The next step is to
put the substrate in an ultrasonic bath for 1-2 min using high concentrated acetone
to clean the substrate’s surface from possible dirt and pieces of multilayer graphene
or graphite which are weakly attached. After this, an optical microscope is used to
select the samples, and a SEM is used to make the electrode paths via electron-beam
lithography. The electrodes were placed on the top of the sample, i.e., the ab basal
plane of the sample, using a sputtering method (see section 4.6), combining a thin
layer of 5 nm thick Cr (99.95 % purity) and a 40-100 nm thick Au (99.99 % purity).
Fig. 4.7 (a) shows a multilayer graphene sample with a thickness of 60 nm, delimited
by the dashed line. (b) shows the usual configuration of four electrodes, placed on the
top of the sample, sensing the ab basal plane.
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FIGURE 4.7: Optical microscope images of a HOPG multilayer
graphene on the top of a substrate. (a) The sample has a pink color,
delimited by the dashed black line. (b) The sample was contacted by
four Cr/Au electrodes, contacting the ab basal plane.
4.9.3 TEM Lamella
TEM lamellae with dimensions of 20 µm length, 8 µm width (c axis direction), and
500 nm thick were produced from bulk samples similar to the ones shown in Fig. 3.5.
The samples were prepared using a Dual Beam Microscope, described in section 4.2.
The ion (Ga+) beam was used to mill the lamellae from the bulk with a current of
0.3 nA and an acceleration voltage of 30 kV. To avoid Ga+ contamination, a 300
nm thick insulating layer of platinum carbide (PtC) was deposited by electron beam
induced deposition (EBID) on the top of the sample’s surface. The FIB milling process
induces a disordered graphite region with Ga+ implantation up to 20 nm depth from
the sample’s surface, estimated using Monte-Carlo simulations, given by the software
Stopping Range of Ions in Matter (SRIM-2013) [122]. The lamella is removed from
the bulk using a needle controlled by the micro-manipulator, where the tip of the
needle is soldered with one of the edges of the lamella using PtC EBID. After this,
the lamella is transferred to the top of the substrate. In order to remove the disordered
graphite layer, the lamella was dry-etched in an ICP RIE (see section 4.7) chamber to
remove a few nm of material from the surface in an Ar/O2 plasma for few minutes.
The lamellae were contacted using two different methods.
In the first case, the lamella is fixed on the substrate using PtC EBID at four
different points. The deposition is done to form a stair-like pattern to ensure that the
sputtered electrodes will reach the top of the sample. The electrodes were built using
electron-beam lithography followed by the sputtering of Cr/Au, see Fig. 4.8 (a).
In the second case, combining electron beam lithography with the deposition of
an insulator layer of SiNx, half of the lamella was covered, fixing the sample on the
substrate. This second method preserves the surface of the sample from contamination
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FIGURE 4.8: HOPG TEM lamellae. (a) SEM image of a lamella
placed on a substrate, fixed at four points by PtC, and contacted with
Cr/Au electrodes. (b) Optical microscope image of a lamella placed on
a substrate, half-covered by SiNx and four Cr/Au electrodes.
due to the PtC EBID deposition, which is not only localized where the deposition is
desired, generating a halo around it and depositing a thin layer on the area nearby,
being in many cases a barrier between the sample’s surface and the electrodes. After
the deposition of the SiNx, another electron beam lithographic process is performed
to build the Cr/Au electrodes, see Fig. 4.8 (b).
4.9.4 Electrodes at the Sample Edge
Micrometer-sized samples with well-defined interface edges are not easy to prepare.
One way is to produce TEM lamellae, as mentioned in the previous section. Still, their
production for transport measurements is very difficult due to the long fabrication
steps, usually taking several months of preparation to get a single sample. To overcome
these difficulties, a new method to produce graphite flakes with well-defined edges
was developed, avoiding contamination problems of Ga+ or PtC or formation of an
amorphous thin layer, contacting a large number of interfaces.
On the top of a substrate, micro flakes of graphite were placed. After selecting flat
enough samples, part of the micro flake is covered by a 200 nm thick SiNx layer using
electron-beam lithography, see Fig. 4.9 (a) and (b). An ICP RIE device was used to
dry-etch the sample using a mixture of O2 and Ar (see section 4.7). This process is
very effective to remove graphene layers in samples of graphite in a controlled way
[19, 111–113]. After the etching process, the uncovered sample’s area is completely
removed, creating a sharp and well-defined edge. The area covered by the SiNx film
62 Chapter 4. Experimental Methods, Characterization, and Sample Preparation
FIGURE 4.9: Edge sample preparation. (a) Mesoscopic graphite sam-
ple placed on a substrate. (b) Part of the sample covered with a layer
of SiNx. (c) During the O2/Ar IPC RIE exposure, only the uncovered
area of the sample is removed. (d) Sputtered Cr/Au electrodes placed
at different parts of the samples using electron-beam lithography. The
electrodes labeled as "I" denote that they are used to apply the electri-
cal current through the sample. The other three electrodes are used to
measure the potential difference in different regions of the sample. (e)
3D Sketch of the sample with its electrodes at the edge, parallel to the
c axis of the graphite structure. (f) SEM image of part of a Sri Lankan
natural graphite sample called U11, with the edge electrodes.
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remained, see Fig. 4.9 (c). The next step was to build the Cr/Au electrodes on the
sample’s edge, combining electron-beam lithography and sputtering, see Fig. 4.9 (d),
(e) and (f). The electrodes are parallel to the c axis, contacting the interface edges.
Fig. 4.9 (f) shows a SEM image of a Sri Lankan natural graphite sample, called U11,
with a thickness of 665 nm, possessing four electrodes, contacting the graphite’s
edge. During the SEM characterization, the SiNx layer has contracted, breaking the
connection of the electrodes between the sample’s edge and the insulator SiNx layer.
Because of this effect, SEM imaging was the last characterization of this sample to
avoid any problems with the contacts. However, even so, the sample was tested and
still worked properly for electrical transport measurements.
4.10 Experimental Setups
This section will describe the experimental setups used to measure the electrical
transport properties of the samples.
4.10.1 DC Magnetic Fields up to 7 Tesla
The electrical resistance measurements for fields up to ± 7 T were done in a 4He-flow
cryostat from Quantum Design with a superconducting solenoid, and a temperature
range from T = 2 K to 390 K at the Division of Superconductivity and Magnetism
of the University of Leipzig. The magnetic field provided by the solenoid in the low
field region as well as the residual field (at nominal zero field) were measured with a
specially designed Hall sensor for low fields. After applying fields below 100 mT, the
residual magnetic field trapped by the solenoid at the sample’s position was below
0.1 mT. High-resolution resistance measurements were done using an AC resistance
bridge LR-700 from Linear Research INC. at a frequency of 19 Hz with 10−5 relative
resolution.
4.10.2 DC Magnetic Fields up to 18 Tesla
Temperature and magnetic field dependence of the electrical resistance measured
under DC magnetic fields up to B = ± 18 T were measured in the Milikelvin Division
of the National High Magnetic Field Laboratory in Tallahassee (NHMFL-TLH),
of Florida State University. An Oxford Instruments superconducting magnet with
variable temperature insert (VTI) ranging from T = 1.4 K to 300 K, and a field rate of
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0.6 T/min, called SCM2 (18/20 T) was used [123]. The data was acquired with a lock-
in amplifier model SR830 DSP from Stanford Research Systems. The experiments in
this facility were conducted with the help of Dr. William A. Coniglio.
4.10.3 High Pulsed Magnetic Fields
High magnetic fields can be generated by superconducting coils, where high-Tc su-
perconductors can generate magnetic fields up to 32 T, collapsing for higher fields.
Higher DC magnetic fields are achieved in hybrid magnets, i.e., combining a super-
conducting coil with a resistive coil, reaching fields up to 45 T. Magnetic fields greater
than 45 T can be only reached in pulsed mode using only resistive coils [124, 125].
High pulsed magnetic field measurements were done in two different laborato-
ries. Some samples were measured at the Dresden High Magnetic Field Laboratory,
Helmholtz-Zentrum Dresden-Rossendorf (HLD-HZDR), part of the European Mag-
netic Field Laboratory [126]. The measurements were performed in a cryostat with a
temperature range from T = 0.4 K to 300 K, equipped with a 60 - 65 Tesla magnet,
named KS2, powered by a single 1.5 MJ capacitor from the capacitor bank, charged
to 22 kV, a peak current of ∼ 30 kA, and pulse duration of ∼ 25 ms [127, 128]. A
lock-in amplifier (3.33 kHz) was used to measure the voltage during the rise and decay
of the magnetic field. The applied currents varied between 5 and 10 µA to avoid
self-heating effects. The experiments were conducted with the help of Dr. Tobias
Förster. In this facility, we have done measurements with pulsed fields up to 62 T.
The second high pulsed magnetic field laboratory where samples were measured
was the National High Magnetic Field Laboratory’s Pulsed Field Facility (NHMFL-
PFF) at Los Alamos National Laboratory (LANL) [129]. The measurements were
performed in a cryostat with a temperature range of T = 0.45 K to 300 K, equipped
with a 65 Tesla Multi-shot magnet powered by a 32 mF, 4 MJ capacitor bank, with a
pulse duration of 25 ms [130, 131]. Most of the experiments were performed with
pulses of 60 T. A down-sweep pulse lasts ∼ 60 ms, wherever the up-sweep peak field
is reached at ∼ 10 ms. An alternating current of 12 µA was applied to the samples
at a frequency of 50.5 kHz. The voltages were measured with a 20 MHz sampling
rate. The field was applied normal to the graphene planes, as always in all samples
presented in this thesis. The experiments were conducted with the help of Dr. Mun
K. Chan and Dr. Marcelo Jaime. In this facility, we have done measurements with
pulsed fields up to 65 T.
To minimize the noise on the high pulsed magnetic fields, we used copper wires
with a diameter of 60 µm, tightly twisted in pairs, with 3-4 windings per mm. We used
one pair to apply the current and the other pair to read the voltages. The wire pairs
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were glued with GE varnish on the rod’s walls used to insert the sample inside the
cryostat, reducing the noise introduced by vibrations due to the pulse, see Fig. 4.10.
Other noise sources in this kind of measurement are the open loops (untwisted parts
of the wires) due to the high dB/dt. To minimize this effect, we fixed the twisted
wires as close as possible to the samples.
FIGURE 4.10: Image of a HOPG bulk sample on the top of a 4×4 mm2
silicon nitride substrate. The substrate was fixed on a sample holder
designed for high-pulsed field experiments. The sample is delimited
by the red dotted area and connected by two pairs of twisted copper





The electrical transport measurements of the samples are described in this chapter. All
samples were measured using the four-terminal sensing method, a technique that uses
separate pairs of electrodes. The outside pair carries the electrical current, and the
inside pair senses the voltage, giving very accurate measurements. This method was
invented in 1861 by Sir William Thomson, also known as Lord Kelvin. The advantage
of using this method is that there is no external wiring resistance contribution in the
measurements. The transport measurements were carried out in different cryostats
possessing DC or pulsed magnetic fields, characterizing different kinds of samples:
bulk, flakes, multilayer-graphene, and TEM lamellae. The temperature dependence of
the resistance has been measured in equilibrium, avoiding any sweeping measuring
mode, commonly used for measurements in a broad temperature range. This mea-
surement mode is time-consuming but mandatory to acquire more precise data. The
applied magnetic field was always parallel to the c axis of the samples.
5.1 Bulk Samples
TABLE 5.1: Sample dimensions and absolute resistance R at T = 300 K
for the natural graphite bulk samples studied in this section. SLB = Sri
Lankan Bulk, and BB = Brazilian Bulk.
Sample name Length (mm) Width (mm) Thickness (µm) R(300 K) (mΩ)
SLB1 3.1 0.9 22 14.33
SLB2 3.3 0.8 20 19.13
BB1 2.5 1.1 25 5.64
BB2 2.8 1.2 22 7.78
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5.1.1 Temperature Dependence and DC Magnetic Field up to 7 T
The method used to prepare the bulk samples is described in section 4.9.1. Measuring
electrical transport properties in natural graphite (NG) samples (see Tab. 5.1), a
transition was observed with different intensities in several samples, localized in
a temperature range between T = 325 K and T = 390 K. Fig. 5.1 (a) shows the
experimental data of a Sri Lankan NG bulk sample, showing an evident transition,
highlighted by the red circle. The measurement was performed by setting the desired
temperature, waiting for temperature stabilization of ∆T =± 0.05 K, and after that, a
waiting time of 15 min before starting to collect the data. Once the data collection
started, 100 data points were recorded, and the mean value calculated, giving the
absolute value of the data point in the graph. Then the next desired temperature was
reached at a cooling-down temperature rate of 2 K/min, following the same waiting
times and average mentioned before. Fig. 5.1 (b) shows the time dependence of the
electrical resistance R(t) in approximately 1 hour for T = 300 K, starting from the
zero-field cooled state. The absolute value remains constant in time with a very small
standard deviation, RT=300 K(t) = (14.333039±0.000437) mΩ. This fact shows that
FIGURE 5.1: Sample: SLB1. (a) Temperature dependence of the
longitudinal resistance at B = 0 for a Sri Lankan bulk sample. (b)
Time dependence of the longitudinal resistance at T = 300 K. (c) Time
dependence of the temperature for the measurement showed in (b).
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the measurements were performed with high precision and small noise compared with
the absolute resistance value. 5.1 (c) shows the time dependence of the temperature
for the measurement in (b), with an absolute value of T = (299.9997± 0.0073) K,
which means that there were no temperature changes that could trigger a transition
caused by temperature drift.
Measurements of the temperature dependence of the longitudinal electrical resis-
tance R(T ) for another Sri Lankan bulk NG sample are shown in Fig. 5.2 (a). The
blue open circles are the experimental data measured in cooling down mode, showing
a metallic-like behavior. The black line is an arbitrary line taken as background.
Following experimental data and comparing it with the line, it’s possible to see a
small step-like transition. Subtracting the linear dependence from the experimental
data using the background line, i.e., R(T )−Rbckg(T ), we get the curve shown in (b),
and the transition can be seen more clearly. The curve with circles in red color was
measured in heating up mode, and the one with white squares was measured in cooling
down mode. These measurements were taken on different days, showing a small
difference between them, but still indicates that the measurement is reproducible.
Results obtained on different samples show that this step-like behavior in the
resistance starts at similar or even higher temperatures. The measurements of a
Brazilian natural graphite bulk sample are shown in Fig. 5.3. In (a) the temperature
dependence of the longitudinal resistance at different magnetic fields applied parallel
to the c axis, which is the field component that triggers the large metal-insulator
transition (MIT) [132]. The origin of the MIT in graphite is related to the existence of
certain interfaces in bulk samples and it is not intrinsic to the ideal structure of graphite
[16]. Fig. 5.3 (b) shows the normalized resistance from (a) just in the temperature
range between T = 300 K and 380 K for clear observation of the transition at different
magnetic fields. It is convenient to plot the normalized resistance versus temperature
for different applied magnetic fields to minimize the effect of the increase of the
resistance with the increase of the field. Usual bulk superconductors under a magnetic
field show a shift of the superconducting transition Tc to lower temperatures, given by
the upper critical field Bc2(T ). Whereas the step-like transition is clearly recognized
in different fields, the transition does not show a clear shift to lower temperatures with
the field within the shown field range. Bellow T ∼ 350 K the magnetoresistance (MR)
is clearly larger, suggesting a non-simple origin of the observed transition. In the case
of granular superconductivity in low dimensional systems, which is the case in an
interface, Bc2(T ) can be much larger than its value in bulk. Moreover, Tc can even
increase with the field [133] or could remain field independent as in carbon nanotubes
[134].
In Fig. 5.3 (c), the right y-axis shows the electrical resistance showed in (b) for
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FIGURE 5.2: Sample: SLB2. sample. (a) Temperature dependence of
the longitudinal resistance at field B = 0 for a Sri Lankan bulk sample.
The black line was taken arbitrarily as background. (b) Difference
between the measured resistance and the linear background from (a),
the curve with red circles was measured heating up and the white
squares cooling down on different days.
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FIGURE 5.3: Sample: BB1. (a) Temperature dependence T of the
longitudinal electrical resistance R of a Brazilian NG bulk sample, for
different constant applied magnetic fields B applied parallel to the c
axis. (b) Normalized resistance for R(T = 380 K). The measurements
were done after the temperature stabilization in T = 380 K, then apply-
ing the magnetic field and measuring decreasing the temperature. (c)
Right y-axis: temperature dependence of the resistance at zero field
from (b), after subtracting a linear background to show the clear change
in the slope of R(T ), indicating a well-defined transition region. The
straight line background was taken based on the low-temperature side
of the transition. Left y-axis: Temperature dependence of the differ-
ence between field cooled and zero-field cooled magnetic moments m,
measured with a SQUID, after applying a magnetic field of 50 mT at
250 K with the sample in the virgin state.
B = 0 T after subtracting a linear background, taken the low-temperature side as
a reference. Similar behavior as in Fig. 5.2 (b) is observed, where Tc is estimated
around 350 K. The left y-axis shows the difference in the magnetic moment of other
Brazilian NG from the same batch at an applied magnetic field of 50 mT. Lowering
the temperature, the difference increases just below the transition temperature Tc ∼
350 K. A positive difference between the field cooled (FC) and zero-field cooled
(ZFC) magnetic moment is expected below Tc, because if the superconductivity is
localized at the interfaces and the magnetic field is applied normal to them, the large
demagnetization factor would prevent a full flux expulsion, i.e., the Meissner effect.
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However, partial flux expulsion is always possible to observe if a vortex pinning exists
in the superconducting sample.
FIGURE 5.4: Sample: SLB2. Temperature dependence of the first
derivative of the resistance dR/dT for two different applied magnetic
fields in a Sri Lankan NG sample.
In order to obtain some hint of the upper critical field, the temperature dependence
of the resistance at different magnetic fields was measured, and the first derivative
was calculated, see Fig. 5.4. This figure shows the temperature derivative of the
resistance for two different magnetic fields, B = 1 T, and 7 T, of a Sri Lankan NG bulk
sample. This was the same sample showed in Fig. 5.2. A flattening of this derivative
is observed at T & 375 K. The temperature at which this flattening start does not show
a clear shift with the field in the available field range. The large MR makes difficult a
clear determination of Bc2(T ), in case it exists, at this stage, and for the usual electrode
configuration. Nevertheless and within the obtained data, it appears that the Bc2(T )
is significantly larger than the one measured in the CuO2-based high-temperature
superconductors. Taking into account the two-dimensionality of the superconducting
regions localized at the interfaces, a high bulk critical field is expected.
Earlier transport measurements in annealed graphite powder samples in the low
field sensitivity [2] and the hints for the existence of the Josephson effect in HOPG
lamellae [14] led to the study of a careful and with high-resolution measurements of
the electrical resistance in the low field region. Fig. 5.5 (a) shows the MR at T = 325 K
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FIGURE 5.5: Sample: BB1. Magnetoresistance at low fields of a
Brazilian NG sample. (a) Difference between the resistance and its
value zero-field versus applied field in two opposite directions at T =
325 K. The arrows indicate the sweep field direction. The red points
were measured at T = 5 K. (b) Similar as in (a), but at T = 300 K and
increasing stepwise the maximum field after returning to zero field.
After reaching−10 mT, the field direction was changed in the opposite
direction. (c) Very low field response of the sample starting in its virgin
state at T = 300 K after ZFC from T = 390 K.
of a Brazilian NG bulk sample, starting after ZFC from T = 390 K. The measured
virgin state curve starting at zero field shows a rapid increase in the resistance with
the field. Around B = 10 mT, a decrease in the slope occurs, but it continues to
increase slowly with the field. After applying a field B & 60 mT, the MR shows a
quadratic and reversible behavior in the field. Fig. 5.5 (b) shows the change of the
electrical resistance and its irreversible behavior at low magnetic fields, increasing a
small amount of the maximum applied field after each field cycle. The magnetic field
direction was changed at a given resistance/field value, showing that the resistance
doesn’t return to the virgin state. The sample has to be heated above T = 350 K and
cooled at zero field to return to the virgin state. Fig. 5.5 (c) shows similar data as
in (b), for magnetic fields below 0.5 mT at T = 300 K, showing the presence of the
irreversible behavior, starting from the ZFC state. This remanence in the resistance
after applying such small fields indicates the existence of trapped magnetic flux.
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FIGURE 5.6: Sample: BB1. Electrical resistance versus applied mag-
netic field of the same Brazilian NG sample of Fig. 5.3. (a) At constant
temperature of T = 300 K. The arrows show the way the magnetic field
was applied. The initial state at zero field was reached after cooling the
sample from T = 390 K at B = 0. (b) Same as (a), but for T = 350 K,
i.e., in the middle of the transition, see 5.3 (b) and (c).
The irreversibility in the resistance for a Brazilian NG bulk sample at a temperature
below Tc is showed in Fig. 5.6 (a). The starting point at B = 0, the zero-field cooled
state, was reached after cooling the sample from T = 390 K. The arrows show how
the magnetic field was applied. From the starting point, a field of B = 5 mT was
applied, increasing the absolute resistance. After setting B = 0, the absolute resistance
value remained constant, being the irreversibility clear and out of the experimental
error. Applying again a magnetic field, B = 10 mT, a higher absolute resistance is
reached, and when setting the field again to B = 0, we still have the irreversibility.
This happens until a saturation point is reached and the curve becomes completely
reversible. Fig. 5.6 (b) is the same as (a), but in the transition region at T = 350 K.
Note the absence of remanence within the experimental error. This result is further
proof for the existence of a transition at T ∼ 350 K, as shown in Fig. 5.3.
To quantify the temperature dependence of the remanence, a three-points method
was developed as follows: (1) Sample is heated to T = 390 K at zero-field, then it’s
cooled down to a predefined temperature, and when the temperature is stable, the
resistance at zero field R0(0) is measured. (2) A magnetic field B is applied. (3)
The magnetic field is set back to B = 0, and the resistance RB(0) is measured. The
remanence is defined as the difference between these two resistances at zero field,
∆R(0) = RB(0)−R0(0). (5.1)
Fig. 5.7 shows this difference versus temperature using the three-points method.
Each point was obtained starting with the sample in the virgin state, i.e., before
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FIGURE 5.7: Temperature dependence of the remanence. Each point
was measured after ZFC from T = 390 K. As defined in the text, ∆R(0)
is the difference between the resistance at zero-field after applying a
field RB(0) and the resistance at zero field in the virgin state R0(0),
before the application of the field. (a) ∆R(0) data for a Brazilian
NG (BB1) at the left y-axis. The applied field was B = 10 mT. The
red points represent the resistance normalized by the resistance at
T = 380 K at zero-field, after the subtraction of a linear in temperature
background, similar to Fig. 5.2. (b) Remanence ∆R(0) after applying
a field B = 10 mT. The measurements were repeated on two different
days. The sample was a Brazilian NG (BB2) different from the sample
shown in (a). (c) Remanence ∆R(0) after applying two different fields,
B = 15 mT (black points) and B = 30 mT (red stars). The sample was
a Sri Lankan NG (SLB2).
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magnetizing the sample at a given temperature, the system was heated to T = 390 K
and cooled down at the respective temperature at zero-field. (a) The data is of a
Brazilian NG bulk sample. The transition at T ∼ 350 K is clearly discernible in the
remanence, and it shows a maximum at T ∼ 200 K, tending to zero at the lowest
temperature. Fig. 5.7 (b) shows the remanence of a different Brazilian NG bulk sample
than the one in (a). The two curves in (b) were obtained in the same way but on
different days. Fig. 5.7 (c) shows the remanence of a Sri Lankan NG bulk sample for
two different applied fields. Basically, the same results are obtained for both relatively
large fields, as expected, taking into account the behavior of the MR shown in Fig. 5.3.
The observed behavior for the temperature dependence of the remanence ∆R(0)
is general for all measured samples, but some details are sample-dependent. This
indicates a general behavior in the pinning of trapped flux in the samples.
5.1.2 Magnetization
The magnetization was measured using a SQUID, see section 4.5. Assuming that the
superconductivity is localized at the interfaces and the applied magnetic field is normal
to them, the large demagnetization factor would prevent a full flux expulsion, known
as the Meissner effect. However, partial flux expulsion is always possible to observe
if a vortex (or fluxon) pinning exists in the superconducting sample. In this case,
a positive difference between the FC and the ZFC magnetic moment (mFC−mZFC)
is expected below Tc and after applying the field at the lowest temperature of the
temperature loop cycle with the sample in the ZFC state. As shown in Fig. 5.3 (c) in
the left y-axis, the difference in the magnetic moment at an applied magnetic field of
B = 50 mT starts to increase just below the transition temperature measured at the
electrical resistance, right y-axis in Fig. 5.3 (c).
Fig. 5.8 shows the temperature dependence of the difference between FC and ZFC
magnetic moment. In (a) is shown the data for a Brazilian NG bulk sample for two
different constants applied magnetic fields B = 2 T and 4 T, note the increase in the
irreversibility with the field. Despite that, a clear shift of the temperature onset to
lower temperatures by increasing the applied magnetic field, where mFC−mFC starts
to be larger than zero cannot be recognized from the measurements. At such high
temperatures, one expects that the strength and the temperature dependence of the
measured irreversibility in the magnetization are mainly due to the pinning of the
involved magnetic entities, vortices, and/or fluxons. The shift to low temperatures
with an applied field of onset in the magnetic moment difference would be given
by the depinning or irreversibility line, as in the oxides high-Tc superconductors.
The apparently small, if at all, shift of the onset with the field in the measured field
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region would indicate a surprisingly large pinning strength. In (b) is shown the data
for a HOPG bulk sample for B = 7 T. This difference indicates that the onset of
the possible superconducting transition temperature should be above T = 390 K.
This measurement is in agreement with previous measurements in the literature [15].
Unlike (a), the magnetic field was applied at T = 250 K, and the turning point was
T = 390 K.
FIGURE 5.8: Temperature dependence of the difference between FC
and ZFC magnetic moment. (a) For a Brazilian NG bulk sample with
two different applied magnetic fields. (b) For a HOPG bulk sample
with B = 7 T. The measurement was performed at the Division of
Superconductivity and Magnetism of the University of Leipzig by Mrs.
A. Setzer.
A time relaxation in properties like magnetization or magnetoresistance is expected
due to the finite pinning strength of the magnetic entities. Water treated graphite
powder showed that the time dependence relaxation of magnetization at zero field,











where m1 ∼ kBT/Ua is a fit parameter, Ua is an apparent flux creep activation energy,
and τ is a time constant that determines a transient stage before the beginning of
the logarithmic relaxation [135]. The magnetization measurements are not sensitive
enough to observe the time relaxation dependence caused by a possible flux creep
due to the NG samples’ small mass. However, our resistance measurements have
resolution enough to measure this time relaxation showed in Fig. 5.9 (a), which is
the same Sri Lankan NG sample shown in Fig. 5.2. The curves were obtained at a
constant temperature from the ZFC state of the sample, always starting at T = 390 K,
waiting 30 min after the temperature was considered stabilized with a temperature
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variation of ∆T = ±0.05 K. After this, an external magnetic field of B = 1 T was
applied. The zero time was defined 10 s after the superconducting solenoid was set
in permanent modus. The measured resistance follows a similar logarithmic time
dependence as in the magnetization [13]. After applying the field, the MR decreases
with time because of the flux entrance inside the sample, which implies a decrease of
the effective field seeing by the sample. From the fits in (a), the parameter m1 was
obtained for each measured temperature, shown in Fig. 5.9 (b). m1(T ) shows a clear
increase when the temperature decreases in the transition region (left y-axis). The
right y-axis shows the measured resistance transition. It is expected that m1 ∝ T , for
T < 200 K this dependence appears to be followed.
FIGURE 5.9: (a) Time dependence of the normalized resistance at
different constant temperatures after applying a magnetic field of B =
1 T from zero-field (virgin state) reached after ZFC from T = 390 K
of a Sri Lankan NG bulk sample. The continuous lines are fits from
Eq. 5.2, but instead of m(t)/m(0), R(t)/R(0) was used. The resistance
values on the right indicate the absolute value for each temperature at
t = 3600 s. (b) The left y-axis is fit parameter m1 versus temperature,
obtained from the curves in (a). The dashed black line is only an
eye-guide. The right y-axis shows the measured resistance transition
after subtracting a linear in temperature background, and it is the same
as in Fig. 5.2.
5.1.3 Discussion
The small measured transition showed in Figs. 5.2 and 5.3 was interpreted as a super-
conducting transition due to the following reasons: (1) it has a step-like decrease in the
resistance in the temperature dependence, (2) it has a large positive magnetoresistance
at very small applied magnetic fields, as shown in Fig.5.5, (3) it shows magnetic
field irreversibility with finite remanence at small applied fields, see Fig. 5.5, Fig. 5.6,
and Fig. 5.7, (4) the time dependence of the magnetoresistance after applying the
magnetic field is compatible with flux creep, see Fig. 5.9, and (5) the partial magnetic
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flux expulsion below the transition, see Fig. 5.3 (c) and Fig. 5.8. Magnetic field
irreversibility and finite remanence in a material can generally occur for two reasons.
The first one is caused by magnetic order, due to the pinning of magnetic domains
or magnetic field anisotropy, that appear below the corresponding Curie tempera-
ture and without applying any external field. Nevertheless, it is not expected that
the measured samples have magnetic order due to impurities or defects because the
measured concentration of magnetic impurities is far too small; see sections 4.3 and
4.4. Furthermore, the following points do not seem to be compatible with magnetic
order phenomena: (1) the observation of a positive magnetoresistance instead of a
negative[136], (2) the relatively large response of the resistance in the virgin state of
the sample in a field range below a few mili-Tesla and at room temperature, (3) the
virgin state resistance is not reached anymore after applying a finite magnetic field,
even changing the field direction, (4) the field irreversibility and the remanence tend
to vanish at low temperatures. Magnetic field-induced structural changes in graphite
samples at such small field strengths can be disregarded.
The second reason is due to vortex pinning or flux trapping, requiring the exis-
tence of superconducting currents. The behavior shown in Fig. 5.5 is compatible with
trapped magnetic flux in granular superconductors [137], as shown in section 2.5, and
in Josephson junctions [138]. The trapped flux can occur within the superconducting
regions, i.e., through the existence of pinned intragranular vortices, but also within
superconducting loops, enclosing regions where the Josephson junctions allow super-
conducting currents, the intergranular vortices, see subsection 2.5.2. The localization
of the granular superconductivity at these 2D interfaces prevents the observation of a
zero resistance state or a full Meissner state.
The vanishing of the remanence ∆R(0) in lower temperatures shown in Fig. 5.7
seems odd with the expected increase of Josephson coupling, Joseph critical current,
and the increase of pinning strength of intragranular vortices. A possible explanation
for this behavior is that if we assume a 2D superconductivity character localized at the
interfaces, and following early theoretical work on this issue [139], a superconducting
layer of circular size R can exhibit superconductivity if R λ⊥, where λ⊥ is the
effective screening length for a transverse magnetic field. In our case, the size of the
2D interfaces is R . 10 µm. Taking into account that in 2 dimensions the effective
London penetration depth is given by the Pearl result in Eq. 2.21, we can write
λ⊥ = 2λ 2L/t, where λL is the London penetration depth of the bulk superconductor
(λL∼ 1 µm) and t is the thickness of the superconducting layer (t ∼ 1 nm), then we can
estimate λ & 1 mm R. The existence of Pearl vortices with such a giant effective
penetration depth would imply a very weak pinning. Therefore we speculate that the
trapped flux is mainly due to fluxons, intergranular vortices, and not intragranular
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vortices. Upon the characteristics of the interfaces and decreasing temperature, the
trapped flux can increase due to an increase in the Josephson coupling between the
superconducting domains. On the other hand, decreasing the temperature, the size of
the superconducting domains may increase, reducing the effective superconducting
loop areas or fluxons. This can be the reason for the vanishing of the trapped flux
at T < 200 K (Fig. 5.7, which is the same temperature range where the giant metal-
insulator transition (MIT) is observed (Fig. 5.3 (a)). These findings would imply
that the MIT has a relation to superconductivity, as has been speculated in the past
[140]. The temperature dependence of the time relaxation for the magnetoresistance
after applying a magnetic field (Fig. 5.9) is also compatible with the existence of
vortices/fluxons. A persistent current was measured for weeks in Sri Lankan natural
graphite using magnetic force microscopy (MFM), indicating the presence of trapped
flux, interpreted as superconductivity [96].
This study alone took more than one and a half years of systematic measurements
in several samples. After many temperature cycling to T = 390 K, some samples
showed a reduction in the remanence strength, but the temperature transition didn’t
change within the experimental error. This relatively low-temperature annealing effect
has some similarity to the irreversible behavior observed in the magnetization of
HOPG samples with interfaces after heating above T = 400 K [15]. Because the
remanence depends on the pinning strength and on the characteristics of the super-
conducting regions (size, defects, etc.), it appears plausible that this low-temperature
annealing influences the remanence and should be taken into account in future experi-
ments. Domains exhibiting rhombohedral stacking in bulk graphite samples are stable
up to 1000 °C [141, 142]; therefore, annealing effects appear to be more related to the
annealing of certain defects or even hydrogen diffusion than structural changes at the
interfaces.
5.2 Electrical Transport of Thin Graphite Samples
In this section, the electrical transport properties of multilayer graphene (MG) samples
will be discussed. The method used to prepare these samples is described in sec-
tion 4.9.2. In general, HOPG samples of grade A thicker than 100 nm show transport
properties similar to bulk graphite samples. Reducing the samples’ thickness to tens
of nanometers and the lateral size to few micrometers, we can get electrical transport
properties with a weaker contribution of the interfaces, i.e., we can get nearer to the
intrinsic properties of ideal single-phase graphite. Tab. 5.2 shows the details of the
samples used in this section.
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TABLE 5.2: Sample dimensions and absolute resistance R at T =
300 K. The label MG of the multilayer graphene samples indicates the
corresponding thickness in nanometer.
Sample name Length (m) Width (m) Thickness (m) R(T = 300 K) (Ω)
Bulk1 3.5×10−3 7.0×10−4 2.5×10−5 2.3×10−2
Bulk2 3.2×10−3 1.03×10−3 5.0×10−5 5.15×10−3
MG100 14.5×10−6 8.3×10−6 10.0×10−8 5.69
MG60 4.0×10−6 7.0×10−6 6.0×10−8 2.93
MG45 4.0×10−6 9.0×10−6 4.5×10−8 6.70
MG23 6.0×10−6 8.0×10−6 2.3×10−8 50.70
Fig. 5.10 shows the temperature dependence of the resistance R(T ) of four HOPG
samples of grade A without an applied magnetic field. Tab. 5.2 shows the dimensions
of the samples. The temperature dependence data can be very well described by
a phenomenological model with a total resistance RT composed of three parallel
resistances, which takes into account the internal structure of graphite [16, 83, 87], as
shown in the fits of the data. The first one Ri corresponds to the interfaces, the second
one to the crystalline region of the hexagonal stacking order R2H, and the third one,













where the resistance contribution of the 2D interfaces is assumed to be of the form






with R0 a temperature-independent factor that represents the residual resistance, and
kB the Boltzmann constant. R1, R2, and the activation energy Ea are free parameters.
The thermally activated contribution’s origin remains still controversial; we speculate
that its origin is related to thermally activated behavior between superconducting
regions localized at the 2D interfaces. The crystalline regions where the 2D interfaces
are embedded show a semiconducting-like behavior of the form






where n = 2H the hexagonal stacking order contribution and n = 3R for the rhom-
bohedral, an ·T 3/2 is a mobility pre-factor, which depends on parameters like the
mean-free-path and the carrier band structure, the parameter an, and the gap energy
Egn are free parameters.
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FIGURE 5.10: Normalized resistance for four different HOPG samples
vs. temperature. The solid lines through the data points are fits of the
three contributions in parallel, described in Eq. 5.3. The main change
between the bulk and the thinner samples is given by the weight of the
metallic-like interfaces’ conductance. The inset shows the resistivity
vs. the sample’s thickness t at T = 300 K.
The R(T ) experimental data showed in Fig. 5.10, as well as those obtained in
more than 20 samples from different laboratories, can be very well described in
the temperature range of 2 K to 1100 K with this parallel model [83]. The inset in
Fig. 5.10 shows the resistivity ρ as a function of the thickness t of the sample, and the
table, the measured samples and their thicknesses t.
The resistance of the thickest sample shows the typical metallic-like behavior
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of bulk graphite, and the resistance of the multi-layer graphene samples tends to a
semiconducting-like the smaller the sample thickness. The change from metallic-like
to semiconducting-like behavior with the decrease of the thickness is due to the
reduction of the number of highly conducting 2D interfaces [87]. The difference
in the fit parameters of the four samples shown in Fig. 5.10 is mainly in the total
FIGURE 5.11: Magnetoresistance of HOPG samples. (a) For a bulk
sample, (b) for a 60 nm thick MG sample, (c) for a 45 nm thick MG
sample, (d) for a 23 nm thick MG sample.
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conductance of the interfaces, decreasing the thinner the sample.
The low field measurements of the magnetoresistance (MR) at different constant
temperatures in the range of ±7 T for the samples shown in Fig. 5.10 are shown in





Fig. 5.11 (a) shows the MR of a bulk sample, (b) shows the MR of sample MG60, (c)
shows the MR of sample MG45, and (d) the MR of sample MG23. Note that the MR
systematically decreases the smaller the thickness of the sample. The main reason
for this decrease is not the change in the lateral size of the samples, which remains
basically the same between the samples MG60, MG45, and MG23 (see Tab. 5.2), but
the decrease in the quantity of 2D interfaces.
Fig. 5.12 shows the temperature dependence of the MR shown in Fig. 5.11. (a)
The bulk sample, here the MR at B = 7 T decreases by a factor of 30 between T = 5 K
and T = 300 K. In (b), this decrease with T strongly diminishes for the sample MG60
to a factor of 1.6 and gets smaller and non-monotonous for the samples MG45 (c)
and MG23 (d). The bulk and MG60 samples exhibit a relatively larger decrease of
the MR for T below 100 K, in the region where the contribution of the 2D interfaces
overwhelms the contribution of the semiconducting paths. The non-monotonous
temperature behavior of MR(T ) below T = 100 K in the thinner samples MG45 and
MG23 is related to the temperature-dependent decrease of the carriers mean free path
`(T ) in the mainly semiconducting regions and the non-diffusive, ballistic transport
that applies when `(T ) is of the order of the sample’s lateral size [143, 144].
All these observed effects can be understood taking into account the following:
1. the large mean free path of the carriers at the semiconducting graphene layers,
which is comparable to the sample’s size; 2. the large Fermi wavelength λF due to the
low carrier density; 3. the decrease of λF with the temperature at the semiconducting
regions; 4. the cyclotron radius rc, which reduces with the magnetic field. When
λF rc the MR vanishes [80, 143]. We highlight that the conduction mechanism in
graphite samples occurs along with the graphene layers and the interfaces; there is no
surface scattering. The electron mean free path in graphite samples with thickness
. 50 nm is of the order of micrometers [143, 144]. The transport in the c axis direction
is negligible due to the very weak coupling between the graphene planes. Indeed the
MR depends only on the field component normal to the graphene planes, which is also
normal to the interface planes. Deviations from this normal field component are due
to intrinsic and/or extrinsic misalignment of the single crystallites within the graphite
samples.
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FIGURE 5.12: Temperature dependence of the MR at a fixed field
B = 7 T. (a) For the Bulk sample, the inset shows the same data on
a semi-logarithmic scale. (b) MG60 sample. (c) MG45 sample. (d)
MG23 sample.
5.2.1 DC Magnetic Field up to 18 T
The temperature dependence of the resistance R(T ) a different constant fields up to
B = 18 T (a-c) and their MR (d-f) are plotted in Fig. 5.13. (a) shows the data of a
bulk sample named Bulk2 similar to the sample Bulk1. Bulk2 shows a huge MR,
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FIGURE 5.13: (a) Temperature dependence of the resistance R(T ) at
different constant applied magnetic fields of a bulk (Bulk2) sample,
(b) of a 100 nm multi-layer graphene (MG100) sample, (c) of a 23
nm multi-layer graphene (MG23) sample. (d) Magnetoresistance of
the bulk sample Bulk2 for different constant temperatures, (e) of the
MG100 sample, and (f) of the MG23 sample. Information on these
samples can be found in Tab. 5.2.
which diminishes increasing the temperature. The inset shows the MR at B = 18 T
as a function of the temperature T . Its behavior is similar to other thick HOPG
samples. The R(T ) data under applied magnetic fields shows the known reentrance
to a metallic-like state at high fields, and low temperatures, observed in HOPG bulk
samples [145]. (b) shows the data of a multi-layer graphene sample with a thickness
of 100 nm. This sample shows a smooth tendency to the reentrance in the metallic-like
at T ≈ 20 K for the data under magnetic fields. (c) shows the data of the thinnest
multi-layer graphene sample with a thickness of 23 nm. In this case, there is no
reentrance to the metallic-like behavior at all. Comparing (a), (b), and (c), one can
see that the reentrance behavior is thickness-dependent. This evidence points out that
the origin for the reentrance is related to the magnetic response of certain interfaces,
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existent in thick enough samples.
5.2.2 High Pulsed Magnetic Field
Now the MR (defined in Eq. 5.6) at high pulsed magnetic fields will be discussed.
Fig. 5.14 shows the MR at different constant temperatures for four different samples
with the dimensions shown in Tab. 5.2. In general, at T & 150 K the contribution of
the interfaces to the total MR starts to be overwhelmed by the higher conductance
of the two semiconducting phases (hexagonal and rhombohedral), contributing in
parallel [83]. Therefore, at high enough temperatures the MR behaves as a low-gap
semiconductor. For graphite samples with lateral dimensions larger than the mean free
path [80, 143, 144], the two-band model (TBM) given by Eq. 5.7 (see section 2.6.3)
and derived under the Boltzmann-Drude quasiclassical diffusive approach [62] pro-
vides a good qualitative description of the MR of bulk graphite at T > 120 K, see the
















is a simplified version of the TBM equation, assuming equal mobility for both elec-
trons and holes (µ = µe ≈ µh), with ∆n/n = (ne−nh)/(ne +nh) the relative charge
imbalance between electron ne and hole nh carrier densities, and B = µ0H. This
simplified expression has only two adjustable fitting parameters, the average mobility
µ and the relative charge imbalance ∆n/n, and it is insensitive to the absolute value of
ne (or nh). Eq. 5.7 provides two key features of the experimental MR, namely, the B2
field dependence at low fields and its saturation at high enough fields, see Fig 5.14 (a).
For the Bulk1 sample in Fig. 5.14 (a), the parameters used to fit the data at
T = 241 K (see dashed line) using Eq. 5.7 were ∆n/n = 0.0484, and µ = 1.28 m2/(V
· s). At lower T , µ slightly increases whereas ∆n/n decreases. The MR data at
T ≤ 50.9 K deviates from the predictions of the TBM (independently of the parameters
used in Eq. 5.7). The best possible fit at T = 50.9 K is shown only to emphasize the
disagreement at low fields, wherein the model shows a B2 dependence and the data
shows a linear field dependence at low fields, and also a maximum appears around
B = 30 T. The fits using Eq. 5.7 get much worse at lower T . The negative MR at
high fields becomes more pronounced the lower the temperature and, in addition, a
clear bump between 35 T . B . 55 T appears. This behavior has been reported for
Kish graphite and HOPG, and it was attributed to field-induced phase transitions at
temperature-dependent critical fields called α and α ′, indicated in Fig. 5.14 by the up-
and down-arrows respectively. At low temperatures, e.g. T = 1.25 K, hysteresis in
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FIGURE 5.14: Magnetoresistance at high pulsed magnetic fields for
HOPG samples with different thicknesses at different constant temper-
atures. The up vertical arrows indicate the critical fields α(T ) and the
down vertical arrows the critical fields α ′(T ). The horizontal arrows
indicate the sweep direction. The dashed lines through the data points
are fits using Eq. 5.7. (a) Bulk sample data. (b) 60 nm thick multilayer
graphene. (c) 45 nm thick multilayer graphene. (d) 23 nm thick multi-
layer graphene, approx. 80 graphene layers. Measurement performed
with the help of Dr. Tobias Förster in the HLD at Helmholtz-Zentrum
Dresden-Rossendorf (HZDR).
the MR emerges at B≈ 12 T and vanishes at B≈ 50 T, where the MR is smaller at the
increasing field branch. This hysteresis opening at high fields was also mentioned and
discussed in [146], using a Tanzanian natural graphite sample. Here we emphasize
that such hysteresis in the MR is observed only at low temperatures and only in thick
samples, as shown in Fig. 5.14.
The MR data of sample MG60 is shown in Fig. 5.14 (b). One can clearly recognize
the transitions of α and α ′. In general, the MR of this sample changes only slightly
in the measured temperature range and behaves qualitatively similar to the sample
Bulk1, in spite of two to three orders of magnitude smaller sample width, length,
and thickness (see 5.2). However, the MR is approximately two orders of magnitude
smaller than in the Bulk1 sample. The decrease of the lateral size produces only a
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small reduction of the MR [80], this indicates that the largest decrease of the MR is
due to the decrease in the thickness and consequently in the number of interfaces, as
has been recently shown in a systematic study [87].
The MR data of sample MG45 is shown in Fig. 5.14 (c). In contrast with the pre-
vious samples, the field transitions α and α ′ just appear at the lowest temperature and
very smooth. In the field range between 30 and 62 T, and increasing the temperature,
we observe a change from negative to a positive MR. Here the MR increases with
T , without any sign of saturation at high fields, in clear contrast to the Bulk1 sample.
In this measurement, the MR is reversible within the experimental resolution. The
dashed line was calculated from Eq. 5.7 to fit the MR at T = 74.2 K. This equation is
not really applicable due to non-diffusive ballistic contribution, discussed in the next
subsection. Further, note the deviation of the data from the expected B2 dependence
at fields bellow 5 T.
The MR data of the thinnest sample MG23 is shown in Fig. 5.14 (d). Its MR
is overall much smaller than in the other samples, and as in sample MG45, its MR
increases with temperature with no sign of saturation. For the lowest temperatures,
there is just a smooth feature between 40 T and 50 T, i.e., where the high-field-
induced α and α ′ transitions were observed in the other samples. Like in the other
samples, at low enough temperatures the negative MR is observed for fields between
30 T≤ B≤ 50 T.
5.2.3 Discussion
Field-Induced Phase Transition in the Magnetoresistance
The MR measured at high enough temperatures, as shown in Fig. 5.14 (a) can be
well explained with the equation derived from the TBM. The mobility µ values were
obtained for the following temperatures, T = 50.9 K, 129 K, and 241 K, µ = 3.95,
2.22, and 1.28 m2/(V · s) respectively. At lower temperatures, the theoretical curves
strongly deviate from the experimental data, which show one or two maxima in the
MR at certain fields. These obtained mobility values agree with published values in
thin and thick graphite samples [147, 148]. On the other hand, direct measurements
of the carriers’ mobility inside the semiconducting graphene planes in thin graphite
samples using micro-constrictions provide values at least one order of magnitude
larger than those obtained from the fits at similar temperatures [143]. The question
of whether this difference is because: (1) in thick samples, the MR field dependence
is mainly given by the response of the interfaces, which have a much larger carrier
density (n∼ 1010→ 1011 cm−2) than in the graphene planes of the semiconducting
regions (n ∼ 108 cm−2) and/or (2) the mobility values obtained from the TBM are
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incorrect because of the used Eq. 5.7 is not applicable when at least part of the carrier
dynamic is not diffusive but ballistic [149], is not yet clarified.
Due to the partially unknown parallel contributions to the MR, one from the differ-
ent types of interfaces, i.e., between the hexagonal phases, between the rhombohedral
phases and between a hexagonal and a rhombohedral phase, and from the semicon-
ducting layers [16, 83, 87], the qualitative description is provided below uses the fact
that the interfacial contribution to the total conductance overwhelms the other two at
T < 100 K [83]. However, its influence on the MR weakens with fewer interfaces, as
expected.
The fact that the field-induced transitions at the fields α(T ) and α ′(T ) systemati-
cally vanish the smaller the thickness of the samples indicates they are not intrinsic of
ideal graphite structure. Considering previous galvanomagnetric studies, [16, 82, 83,
85, 87], their suppression is related to the smaller number of certain internal interfaces.
Our results and interpretation provide an answer to the absence of high-field electronic
phase transition in samples mentioned in Refs. [150, 151]. The vanishing of the
field-induced transitions is accompanied by a large decrease in the absolute MR in the
whole field range, see Fig. 5.14. The decrease in the MR by a factor of∼ 700 between
the bulk and the sample MG23 is mainly related to the decrease in the number of
interfaces. The low-temperature MR data in Fig. 5.14 suggest that the field-induced
transitions are superposed to a MR curve that resembles that of the thinnest sample
MG23, i.e., the MR increases linearly with the field at low fields, it reaches a maxi-
mum at 20 T < B < 30 T, and shows a negative MR at 30 T < B < 50 T. This fact added
to the clear deviation from the expected TBM behavior given by Eq. 5.7 suggests that
even the behavior of the thinnest sample MG23 at low temperatures is not yet intrinsic
to the ideal graphite structure. As further proof of this interpretation, we note that
the SdH oscillations measured in graphite samples are not intrinsic but related to the
electronic 2D systems localized at certain interfaces [87].
Earlier experiments in thin graphite samples with no or a low number of interfaces
showed that the mean free path of the carriers within the graphene layers could be
several micrometers large [143], i.e., of the order of our sample’s lateral size. In this
case, instead of the diffusive regime assumed in Eq. 5.7, a ballistic regime should be
taken into account to understand the non-saturation of the MR at high fields, observed
in the samples MG45 and MG23 in Fig. 5.14 (c) and (d). The increase of the MR
with the temperature at all fields in the thinner samples like in MG45 and MG23 is
observed because the carrier mean free path, which is of the order of the sample’s
lateral size, decreases with temperature [80, 143].
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Granular Superconductivity behavior in the High Field of the Magnetoresis-
tance
Now we would like to discuss some hints compatible with the existence of granular
superconductivity in our samples, localized at certain interfaces, mentioned in chapter
2, Subsec. 2.5.2 and in chapter 3, Subsec. 3.3.3. The main characteristics of the MR
shown in Fig. 5.14 are the linear MR at low fields and the negative MR for 30 T < B <
50 T (a key feature of the high magnetic field results). These characteristics happen
due to the magnetic field response of certain superconducting regions localized at
interfaces in graphite samples, and it’s not an intrinsic property of the ideal graphite
stacking orders. Fig. 5.15 shows the normalized MR data of the samples MG45 and
MG23 at T = 11.83 K and T = 2.3 K respectively, and we compare our MR data with
those obtained in granular superconductors at temperatures and fields below the critical
values and in one case, above the critical field. Remarkably, the normalized MR data
of our samples MG45 and MG23 are practically identical, pointing to a common
origin. The other data are of granular Al in a Ge matrix from Ref. [64] at T = 0.3 K,
see chapter 2.6.4. The MR data of granular Al-Ge shows a linear field dependence
at low fields and a clear negative MR in a field range comparable (in normalized
units) to that of the graphite samples. In this case, the field at which the negative MR
region ends is considered as the upper critical field of the superconducting grains at
Bc2(T = 0.3 K)' 4.5 T. In the case of the insulating-like granular InO thin films [65,
152], and the boron-doped nano-diamond film [153], similar behavior is observed, i.e.,
a linear increase with the field below the maximum and a clear negative MR above it,
although the negative MR field range has a larger normalized field extension. In all
these granular superconducting examples and whether or not there is percolation, i.e.,
zero or finite resistance at zero field, the MR increases linearly with the field.
The MR behavior of granular superconductors can be interpreted as follows: below
the maximum of the MR, the MR increases linearly with the magnetic field due to
the influence of the field on the Josephson coupling between the superconducting
regions, i.e., a linear-in-field decrease of the total coupled regions. When the number
and/or size of the superconducting regions increases, the increase with the field of the
MR gets more significant, as observed, the lower the temperature. The linear-in-field
behavior of the MR at low field turns to a quadratic one, the higher the temperature,
see Fig. 5.14 (a) and (c). The reason for this change is the overwhelming contribution
of the semiconducting paths to the total conductance the higher the temperature, and
not necessarily due to a change of the behavior of the interfaces themselves.
The maximum in the MR shows larger values of the resistance than in the normal
state at the same temperature, which is reached at high enough fields. This fact as
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FIGURE 5.15: Normalized MR versus normalized magnetic field at
different constant temperatures of samples MG45 and MG23 measured
in this work with normalization factor of B∗ = 27.5 T and B∗ = 30 T
respectively. The granular superconductor Al-Ge with B∗ ' 2.3 T
[64], the organic layered superconductor κ-(BEDT-TTF)2Cu(NCS)2
with B∗ ' 2.8 T [154], the Eq. (15) in [154], the thin film granular
superconductor InO with B∗ ' 2.4 T [152], InO thin film with B∗ '
3.0 T [65], and boron-doped nano-crystalline diamond film (sample
q2) with B∗ ' 1.4 T [153].
well as the negative MR observed above the maximum were explained in terms of
granular superconductivity [64, 65, 153, 155]. At sufficiently high magnetic fields,
the Cooper pairs transfer between the Josephson-coupled regions is suppressed, and
a single-particle tunneling sets in. The negative MR is interpreted, therefore, due
to the reduction of the resistance between the superconducting regions with the
field. This happens when superconductivity fluctuations (in terms of virtual Cooper
pairs) affect the density of states of the tunneling quasi-particles. In other words, the
intragrain superconducting fluctuation affects the intergrain conductivity (see Fig.2.6
in Subsec. 2.5.1), producing a reduction of the total resistance at high enough fields.
The differences in the behavior depicted by the normalized curves of Fig. 5.15 may
be related to differences in grain size, grain coupling, and temperature.
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In recent years, the effect of superconducting fluctuations above the critical tem-
perature and field have been studied in details; for example, in Fig. 5.15, the MR data
of the layered organic superconductor κ-(BEDT-TTF)2Cu(NCS)2 (see Ref. [154]) at
T = 1.7 K with the theoretical curve from Eq. (15) given in this article. The main
difference to the other MR data in this figure is that the MR follows a quadratic instead
of a linear field dependence at low fields. The theory in [154] is only applicable in the
normal state of a granular superconductor.
5.3 Mesoscopic Samples Contacted at the Edges
In this section, the electrical transport properties of graphite samples contacted at the
edges will be discussed. The method used to prepare these samples is described in
section 4.9.4. Tab. 5.3 summarizes the samples studied in this section.
TABLE 5.3: Sample dimensions and absolute resistance R at T =
300 K. All samples were prepared from Sri Lankan natural graphite.
Sample name Length (µm) Width (µm) Thickness (nm) R(300 K) (Ω)
U5 13.35 23.68 54 7.87
U6 6.74 16.77 114 2.86
U11 (ds) 4.6 43.5 665 0.123
U11 (dm) 5.7 43.5 665 0.172
U11 (dl) 13.3 43.5 665 0.295
5.3.1 Temperature Dependence and DC Magnetic Field up to 7 T
Sample U11
The image and sketch of the sample U11 are shown in Fig. 4.9. This sample had in
total five electrodes, each electrode with a width of ∼ 2.5 µm, allowing transport
measurement at different regions of the sample see Fig. 4.9 (d-f), labeled according
to the distance between the electrodes, being the electrodes BC = ds = 4.6µm, AB =
dm = 5.7µm, and AC = dl = 13.3µm, meaning respectively short, medium, and large,
see Fig. 4.9 (d). More details are shown in Tab. 5.4. The temperature dependence of
the resistance at different constant applied magnetic fields for all three configurations
is presented in Fig. 5.16, where the typical field-driven metal-insulator transition
(MIT) of graphite samples containing interfaces (mentioned in Subsec. 5.2.1) is
clearly observed.
The temperature dependence of the normalized resistance for all three electrode
configurations at zero field for sample U11 is shown in Fig. 5.17. Here one can
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 B = 0
 B = 0.25 T
 B = 0.5 T
 B = 1 T
(a) ds (b) dm
 B = 2 T
 B = 3 T
 B = 4 T
 
Temperature T (K)
 B = 5 T
 B = 6 T
 B = 7 T
(c) dl
FIGURE 5.16: Temperature dependence of the longitudinal resistance
of Sri Lankan natural graphite at different magnetic fields applied
normal to the graphene planes. (a) Resistance measured at the ds
electrodes, (b) at the dm electrodes, and (c) at the dl electrodes. The x-
and y-scales are the same for all graphs. The same label colors apply
to all the curves.
clearly see the usual metallic-like behavior of well-ordered bulk graphite samples in
all temperature range, indicating that the electrodes are sensing regions containing 2D
interfaces [16, 83, 87]. Fig. 5.17 (a) shows that all three results are similar between
T = 390 K to ∼ 15 K. At lower temperatures, the results labeled dm, and dl tend
clearly to saturate due to the contribution of a residual resistance attributed to the
scattering of conduction electrons at the grain boundaries, in agreement with a large
number of published data. In this temperature region and in contrast to the other
two configurations, the curve ds is remarkably different, exhibiting a much lower
residual resistance. The resistance ratio R(390 K)/R(5 K) for ds, dm, and dl is 29, 13,
and 16, respectively. The resistance ratio increases further for the ds configuration
only, reaching a remarkably high value of R(390 K)/R(0.48 K)∼ 100. The observed
behavior implies that the sample is not homogeneous, in agreement with studies
realized in the last years on different graphite samples [14, 87].
The temperature dependence of the resistance was fitted using the phenomenologi-
cal parallel resistor model from Eqs. 5.3, 5.4, and 5.5. This model takes explicitly into





































FIGURE 5.17: Temperature dependence of the normalized resistance
to R(390 K) for a Sri Lankan NG sample in logarithmic scale. (a) At
different voltage-electrodes distances, localized at the same sample
edge, see Fig. 4.9. The solid lines are fits using Eqs. 5.3, 5.4, 5.5.
(b) Same data as in (a) showing the different contributions within
the parallel resistor model, where the linear contribution R1T and the
exponential one R2 exp[−Ea/(KBT )] are related to the 2D interfaces,
and R2H and 3R are related to the two semiconducting stacking orders.
The arrow shows the value of the residual resistance R0.
account the internal structure of real graphite samples, i.e., the 2D interfaces, which
provide the metallic-like behavior, and the two semiconducting contributions from the
hexagonal (2H) and rhombohedral (3R) stacking orders. Such a phenomenological
model describes with good accuracy the temperature dependence of the resistance in
the entire investigated temperature range, see Fig. 5.17 (b). Note that below ∼ 200 K,
the interface contribution is the most important one, and the fit is not very sensitive to
the parameters of the other two contributions. The values of the fit parameters can be
seen in Tab. 5.4. As expected, the residual resistance from the fit at low temperature
of the ds data shown in Fig. 5.17 (a) is one order of magnitude smaller than for
dm and dl . From the fits of the data to the parallel resistor model, we find that the
linear-in-temperature term of the interface contribution [87], is important at T < 10 K,
whereas the thermally activated exponential term (with excitation energy of the order
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of ∼ 5 meV) clearly contributes between 15 K and 200 K. The low residual resistance
of the ds data clearly reveals the linear-in-temperature contribution that holds to the
lowest measured temperature.




































 T = 5 K
 T = 7 K
 T = 10 K
 T = 14 K
(a) ds (b) dm
 T = 18 K
 T = 20 K
 T = 23 K
 T = 25 K
 
Applied magnetic field B (T)
 T = 28 K
 T = 32 K
 T = 40 K
(c) dl
FIGURE 5.18: Magnetoresistance at different constant temperatures,
defined as MR = {[R(B)−R(0)]/R(0)}×100 %, applied perpendicular
to the graphene planes, for all three electrodes combinations of sample
U11, (a) ds, (b) dm, and (c) dl . The temperature curve colors labels
apply to all three graphs.
The MR at fields up to 7 T at all contacts combinations ds, dm, and dl , at different
constant temperatures is showed in Fig. 5.18. The quantum oscillations, known as
Shubnikov-de Haas (SdH) oscillations, are visible at lower temperatures. The SdH
oscillations are a signature of the presence of 2D interfaces on graphite samples [87].
Graphite samples without the 2D interfaces show no SdH oscillations. The reason
is that the semiconducting crystalline regions have an exponentially small carrier
concentration at low temperatures.
Fig. 5.19 (a) shows the first derivative of the data presented in Fig. 5.18 at T = 5 K.
Here one can see that the period of the oscillations does not appreciably change
with the locations of the electrodes, only the amplitude of the oscillations changes.
As mentioned in section 2.6.2, the SdH oscillations can be used to estimate the
carrier density. To better identify the 1/B frequencies, the Fast Fourier Transform
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TABLE 5.4: Normalized parameters obtained from the fits using Eq. 5.3
for the temperature dependence of the resistance of sample U11, using
the following normalization values: Rs = 0.139 Ω, Rm = 0.191 Ω,
and Rl = 0.330 Ω, for the shortest, medium, and largest electrodes
distances, respectively.
ds dm dl




























Eg3R (meV) 98.12 103.8 100.7
































T = 5 K
FIGURE 5.19: (a) The first derivative of the longitudinal resistance R
versus the inverse of the applied magnetic field B at each electrode pair
at T = 5 K. (b) Fourier transform of the data in (a).
(FFT) algorithm was used on the whole SdH oscillations data, for all electrodes
configuration, showed in Fig. 5.19 (b). The FFT spectrum provides us from its peaks,
a single oscillation frequency fFFT in Tesla, i.e., the 1/B oscillation of the carriers,
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needed to estimate the 2D carrier density. Eq. 2.38 can be modified to include the





From Fig. 5.19 (b) we get from the highest peaks the frequency of 4.56 T, which is in
agreement with the values found in the literature [156]. Using Eq. 5.8 carrier density
was estimated, providing n2D = 2.21×1011 cm−2, also in accordance with the values
found in the literature [157].
Samples U5 and U6











































Applied magnetic field B (T)
 T = 5 K
 T = 10 K
 T = 25 K
 T = 50 K
 T = 100 K
 T = 150 K
 T = 200 K
 T = 300 K
FIGURE 5.20: Sample U5: (a) temperature dependence of the resis-
tance for B = 0 T. (b) MR up to B =±7 T at constant temperatures.
Besides sample U11, other samples, named U5 and U6, were produced from the
same batch of Sri Lankan NG, using the same technique and placing the contact
electrodes at the edge of these samples. They were characterized at fields up to
B = 7 T. Measurements at pulsed fields could not be performed because the electrodes
burned just before the measurements.
Fig. 5.20 (a) shows the temperature dependence of the resistance for sample U5,
which has a thickness of 54 nm. This sample shows a metallic-like behavior from
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Applied magnetic field B (T)
 T = 5 K
 T = 10 K
 T = 25 K
 T = 50 K
 T = 100 K
 T = 150 K
 T = 200 K
FIGURE 5.21: Sample U6: (a) temperature dependence of the resis-
tance for B = 0 T. (b) MR up to B =±7 T at constant temperatures.
T = 390 K to T = 250 K. Decreasing the temperature up to ∼ 125 K the resistance
increases and below T = 100 K, a re-entrance to the metallic-like behavior is observed,
with a resistance ratio R(T = 300 K)/R(T = 5 K) = 1.65. Fig. 5.20 (b) shows the
MR at different constant temperatures.
Fig. 5.21 (a) shows the temperature dependence of the resistance for sample U6,
which has a thickness of 114 nm. This sample shows a metallic-like behavior in all
measured temperature range and has a ratio of R(T = 300 K)/R(T = 5 K) = 6.80.
Fig. 5.21 (b) shows the MR at different constant temperatures.
The data of the thicker sample U6 indicates that it has a larger contribution of
interfaces than the thinner sample U5, which is expected because thinner samples
have a smaller number of 2D interfaces, in agreement with the literature [87]. The MR
in Fig. 5.21 (b) shows sharper SdH oscillations in comparison to those in Fig. 5.20
(b), also as expected, due to the number of 2D interfaces.
5.3.2 High Pulsed Magnetic Field
For the high pulsed magnetic field, only the sample U11 was measured. As shown in
Fig. 5.18, at T = 5 K and B = 7 T, the MR reaches ∼ 5×105 % at the contacts dm
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Applied magnetic field B (T)
 T = 0.48 K
 T = 4 K
 T = 10 K
 T = 15 K
 T = 200 K
 T = 250 K
(b) dm
 
Applied magnetic field B (T)
FIGURE 5.22: Resistance measured simultaneously at two different
electrode-pair configuration, (a) ds, and (b) dm, at constant tempera-
tures. Both (a) and (b) have the same x- and y-axis scale. Measurement
performed with the help of Dr. M. K. Chan and Dr. M. Jaime in the
NHMFL-PFF at Los Alamos National Laboratory.
and dl . For the contact configuration ds, the MR is ∼ twice larger, reaching ∼ 106 %.
Fig. 5.22 shows the data of the absolute value of the resistance, under applied pulsed
magnetic fields, as always in this work applied perpendicular to the graphene sheets,
at different constant temperatures, for the electrode configurations ds in (a) and dm
in (b). Due to difficulties in contacting the sample to perform the measurement
simultaneously in all three configurations, only the configurations ds and dm were
measured. Fig. 5.22 (a) and (b) have the same x- and y-axis scale and they share the
same legend. The data showed in this figure was measured simultaneously at each
temperature, e.g., one single pulse was used to store the data of the resistance at ds
and dm. At T = 250 K and T = 200 K the resistance shows a high increase up to
B∼ 25 T and a weaker increase at higher fields. At T ≤ 15 K, the resistance reaches
a maximum at B∼ 21 T and a negative MR at higher fields.
Fig. 5.23 shows the high magnetic field data, obtained in the ds configuration. (a)
shows the absolute values of the resistance at different constant temperatures, and (b)
the MR. The up and down arrows in (b) indicate the fields at which the commonly
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Applied Magnetic Field B (T)
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FIGURE 5.23: MR measured at the ds configuration as a function of
the magnetic field at different constant temperatures of sample U11.
(a) The absolute value of the resistance and (b) the normalized MR
versus the applied field. The black-down arrows indicate the onset
transition α and the red-up arrows the so-called re-entrant transition
α ′. Measurement performed with the help of Dr. M. K. Chan and Dr.
M. Jaime in the NHMFL-PFF at Los Alamos National Laboratory.
reported electronic high field transitions α and α ′ of graphite occur in T < 15 K,
mentioned in subsection 5.2.2. These transitions, as well as the maximum and negative
MR above B = 20 T, are related to the electronic 2D systems of some interfaces in the
sample. The MR at T = 0.48 K and B = 21 T reaches ∼ 8×106 %, exceeding by far
all values reported for graphite in the literature, see Fig. 5.24.
Earlier studies in high quality graphite samples show a MR of∼ 15 500 %, 14 000
%, 400 %, and 75 % [87, 158, 159]. In graphene/boron-nitride heterostructures, a MR
of ∼ 90 000 % was measured at similar field and temperature [160]. A comparison
with the temperature dependence of the MR of the data reported for different graphite
samples in the literature at B = 7 T and B = 21 T is given in Fig. 5.24 (a) and (b) [145,
156, 161–166]. Large MR values were observed for Type-II Weyl semimetal-like WP2,
reaching MR ∼ 2×106 % at low temperatures and at B = 7 T [167], similar to the
MR obtained in the configuration ds, see Fig. 5.24 (a). Further data of the semimetals
MoP2 [167], NbP [168], the metallic sample α-gallium [169], and the topological
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insulator Bi2Te3 [170] are shown in Fig. 5.24. One can note that the MR of graphite
at both fields, 7 T and 21 T in the ds configuration reaches values comparable or even
larger for T > 50 K than the largest so far reported.










B = 21 T
 
 (a) NG U11 ds (665 nm) [TW] 
 NG U6 (114 nm) [TW]
 NG U5 (54 nm) [TW]
 Graphene Single Layer [158] 
 Graphene-BN [160]
 HOPG A (12 nm) [82]
 HOPG A (15 nm) [143]
 HOPG A MG23 (23 nm) [TW]
 HOPG A MG45 (45 nm) [TW]
 HOPG A MG60 (60 nm) [TW]
 HOPG A (75 nm) [82]
 HOPG A (85 nm) [87]
 HOPG A (17 m) [82]
 HOPG A (25 m) [TW]
 HOPG B (0.5 mm) [156]
 HOPG (4 nm) [165]
 HOPG (10 nm) [165]
 HOPG (35 nm) [165]
 HOPG (1 mm) [161]
 KG (80 nm) [162]
 KG (178 nm) [162]
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FIGURE 5.24: MR of samples U5, U6, U11, MG23, MG45, MG60,
Bulk1 and different samples from the literature, being them three Weyl
semimetals, α-gallium, and the topological insulator Bi2Te3. The
legend shows the kind of sample, where HOPG stands for "Highly
Oriented Pyrolytic Graphite" and its grade A or B, KG means "Kish
Graphite", and NG "Natural Graphite", and TW "This Work". The
number in the parenthesis indicates the thickness of the sample, and
the number in the brackets is the corresponding reference. (a) Shows
the temperature dependence of the MR for B = 7 T and (b) at B = 21 T.
5.3.3 Discussion
The possible origin of the huge MR measured in graphite will be discussed. First, we
note that the increase of the MR decreasing the distance between the voltage electrodes
(the voltage electrodes distance in the configuration ds ' dl/3) is not related to an
increase in the contribution of a ballistic transport. Measurements of the MR in thin
graphite samples with no or a low number of interfaces showed that the MR is not
only much smaller but decreases with the sample size due to the large mean free path
and huge mobility of the carriers within the semiconducting graphene layers in the
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graphite matrix [80, 143]. Experimental studies clearly showed that the large MR,
as well as the SdH oscillations of graphite, are directly related to the response of
the 2D interfaces, i.e., they are not intrinsic of the ideal graphite structure and not
related to the intrinsic carriers within the graphene layers [87]. The values of the
MR of graphite samples depend on the thickness of the sample, as one recognizes
in the results of the measured samples in this work, see Fig. 5.24, in agreement
with previous studies [82, 165]. For small enough sample thickness, the number
of interfaces decreases, and several features of the MR vanish. For example, the
maximum at B = 21 T, the negative MR, and the electronic phase transitions observed
at low enough temperatures and above B = 21 T, completely vanish, see Fig. 5.14.
The semiconducting-like behavior observed in thick samples at high temperatures,
see the curves at 200 and 250 K in Fig. 5.23, or even at lower temperatures in much
thinner samples [165], can semi-quantitatively be explained with a semiconducting
two-band model.
These facts, plus the giant magnetic anisotropy, clearly indicate that the origin
of the huge MR has to be found within the 2D electronic system at the interfaces
embedded in the graphite samples. Taking into account that the 3R stacking order re-
mains a minority phase in our samples (less than 15 %), the interfaces between twisted
2H stacking regions (type I) and between 2H and 3R regions (type III) are the most
probable ones. The possible occurrence of superconductivity at these 2D interfaces
has been theoretically predicted [94] and shown experimentally [14, 19, 81, 91, 96].
The thermally activated exponential increases with temperature, which is one part of
the interface contribution to the total resistance (see Fig. 5.17 (b)) has its origin contro-
versial [83]. However, we note that it has been already observed in superconducting
thin films, granular superconductors, and artificially grown Josephson-junction arrays
[63, 171, 172]. Therefore, we suggest that at least part of the observed large MR
can be related to the existence of granular superconductivity at certain 2D interfaces
embedded in the graphite matrix. Further increase in the MR of graphite samples can
be achieved by reducing the residual resistance measured in series with the interface
resistance. This should be possible through the reduction of the electrode distance or
trying to contact an interface where superconductivity is less granular. Obviously, in
this case, the MR would diverge.
The obtained MR were compared to the MR of graphite samples from the literature
and with that of the Weyl semimetals. In Fig. 5.24, one recognizes that the three
reported MRs of Weyl semimetals and that of α-gallium show similar behavior with
temperature: below a sample-dependent temperature, it tends to saturate, whereas,
above this temperature, it decreases with temperature much more steeply compared
to the MR of the graphite samples. This result, plus the fact that the MR of graphite
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thick samples is mainly related to the electronic systems at the 2D interfaces, already
suggests that the origin and the mechanisms involved in the MR are not the same,
despite the expected similarities in the band structure. Moreover, due to the parallel
contributions of different electronic systems in the graphite samples, the observed
decrease in temperature of the MR is partially related to the relative increase in
the conductance of the semiconducting regions, see Fig. 5.17 (b), which show a
much smaller MR than that of the 2D interfaces. Therefore, it is expected that a
weaker decrease in the MR with temperature can be achieved, reducing the parallel
contribution of the semiconducting regions around the interfaces. In summary, with
voltage electrodes separated by few micrometers along the edge of graphite samples,
the longitudinal resistance was measured at different regions of the sample’s edge.
This experimental method enables the study of the transport properties of interfaces
embedded in the graphite matrix. The obtained results indicate that graphite is an
inhomogeneous material at a scale of a few micrometers within the ab planes. This
inhomogeneity is one main factor that substantially affects the measured MR at low
temperatures. The MR of the graphite interfaces is very large, exceeding in some
temperature and field region, the largest MR values reported for solids.
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Model for the High Magnetic Field
Magnetoresistance of Graphite
In this chapter, we provide an interpretation of the MR data of graphite samples for
fields up to B∼ 60 T in terms of 2D interfaces.
6.1 Temperature Dependence and DC Magnetic Fields
up to 7 T
TABLE 6.1: Sample dimensions and absolute resistance R at T = 300 K
for a HOPG lamella sample studied in this section.
Sample name Length (µm) Width (µm) Thickness (nm) R(T = 300 K) (Ω)
LAL 20 5 600 7.44
The lamella was prepared as described in section 4.9.3, and its dimensions are
indicated in Tab. 6.1. The optical image of the sample is shown in the inset of
Fig. 6.2 (b). As one can see, half of the sample is covered by the insulator SiNix;
this means that the electrodes are sensing just half of the sample, the one which is
not covered. Fig. 6.1 (a) shows the temperature dependence of the sample at B = 0.
The resistance increases very softly from T = 350 K to T ∼ 165 K, and decreasing
more the temperature, the resistance enters in the metallic-like behavior. This kind
of behavior is also reported in the literature for bulk, and thick flakes of graphite [82,
83, 145]. The red line is the fit for the experimental data using the parallel resistance











106 Chapter 6. Model for the High Magnetic Field Magnetoresistance of Graphite

































 B = 6 T
 B = 4 T
 B = 2 T
 B = 1 T
 B = 0.5 T
 B = 0.25 T
 B = 0
FIGURE 6.1: Sample LAL: (a) Temperature dependence of the elec-
trical resistance of a HOPG lamella at B = 0. The open black circles
represent the experimental data and the red line, the fit. The inset
shows the MR at different constant temperatures, for fields between
B =±7 T. (b) Temperature dependence of the resistance at different
constant fields applied perpendicular to the graphene sheets.
where Ri(T ) is the metallic contribution of the resistance, coming from the 2D inter-
faces, formed between the crystals, and R2H(T ) is the semiconducting contribution
coming from the crystals, see Eqs. 5.4 and 5.5. This lamella sample shows mainly
contributions from the interfaces and the hexagonal stacking order (2H), which is
expected in HOPG samples, see section 4.4. From the fit the following parame-
ters were obtained: the activation energy Ea(T ) = 3.24 meV, and the gap energy
Eg2H(T ) = 52.54 meV, in agreement with values from the literature [16, 83]. The
existence of interfaces in a graphite sample should influence the electrical resistance
under an applied magnetic field, which is observed; see the inset in Fig. 6.1 (a).
This inset shows the MR, defined in Eq. 5.6, measured at different constant tem-
peratures with magnetic fields ranging from B =±7 T, applied perpendicular to the
graphene sheets. Up to T = 25 K, the SdH oscillations are visible, and doing the
same analyses discussed in chapter 5.3.1, the 2D carrier density was estimated as
n2D = 2.3× 1011 cm−2, also in accordance with the values found in the literature
[157]. Fig. 6.1 (b) shows the temperature dependence of the electrical resistance of
6.2. High Pulsed Magnetic field 107
the lamella for different magnetic fields applied perpendicular to the graphene sheets.
The sample shows the typical re-entrant metallic behavior showed in graphite samples
[145].
6.2 High Pulsed Magnetic field
The high pulsed magnetic field data in this sample was performed at the NHMFL-
PFF at Los Alamos National Laboratory; for more details, please see section 4.10.3.
Fig. 6.2 (a) shows the absolute value of the electrical resistance for a lamella, under
pulsed magnetic fields up to B∼ 65 T applied perpendicular to the graphene planes, at
different constant temperatures. The typical electronic transitions α and α ′, mentioned
in section 5.2.2, are also observed at T < 10 K. This lamella shows all electronic
characteristics a bulk HOPG sample shows.
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FIGURE 6.2: Sample LAL: (a) High pulsed magnetic field dependence
of the resistance’s absolute value at different constant temperatures.
The measurement was performed with the help of Dr. M. K. Chan and
Dr. M. Jaime in the NHMFL-PFF at Los Alamos National Laboratory.
(b) Field Bmax (see the indication of Bmax in (a)) versus temperature.
The red dashed line is a guide to the eye to make the behavior clearer.
Fig. 6.2 (b) shows the peak field dependence Bmax, i.e., the point where the MR
changes the sign from positive to negative, versus the correspondent temperature; see
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the indications of Bmax in Fig. 6.2 (a). In this data, one can observe that Bmax does not
change considerably up to T = 25 K, and above it, Bmax increases with the increase
of temperature. This behavior is also observed in the work of other researchers [146,
150, 173–176].
From Fig. 5.17 (b), one can recognize that using the parallel model, the semi-
conducting contribution in the resistance overwhelms the other contributions at high
temperatures, and the low-temperature range is dominated by the contribution of the
interfaces. Now a simple model to describe the interface resistance under high applied
magnetic fields will be discussed.
6.2.1 Interface Model








where RT(B) is the total resistance, which will be taken as our experimental data.
Now we have to find R2H(B). At high temperatures, the two-band model (TBM) (see
section 2.6.3) fits the experimental data quite well, see Fig. 5.14 (a), and we will
assume that the semiconducting term is described by the TBM. We can rewrite the
MR from Eq. 5.6 as
R2H(B) = R2H(0) · [1+MR2H(B)], (6.3)
and use the two-band model MR Eq. 5.7 in Eq. 6.3, giving us the following equation














which is the field-dependent resistance related to the hexagonal crystalline stacking
order, depending on R2H(0), which is a fixed parameter obtained from the fit in
Fig. 6.1 (a), and two free parameters, the carrier mobility µ(T ), and the relative
charge imbalance ∆n/n between electron and hole carrier densities. Using Eq. 6.4
in Eq. 6.2, we obtain the field-dependent resistance for the interfaces Ri(B), for this,
a program in MATLAB was written (see appendix A) and the results are plotted in
Fig. 6.3 (a). This model was applied only in the temperatures T = 250 K, 150 K,
and 50 K. At temperatures below it, the interface contribution is the dominating one
6.2. High Pulsed Magnetic field 109
and the semiconducting negligible. Note that for the interface contribution, the Bmax
peaks at higher temperatures have shifted to the left, all staying more or less in the
same position. Fig. 6.3 (b) shows the Bmax peaks of the data in Fig. 6.3 (a) versus the
temperature. The vertical red dashed line shows the mean value of this field, which is
Bmax = 18 T.
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FIGURE 6.3: (a) Field dependence of the interface resistance Ri(B),
calculated using Eq. 6.2, for different constant temperatures. The ar-
rows are pointing out the typical electronic phase transitions in graphite
under applied high magnetic fields. (b) Bmax versus temperature for
the data showed in (a). The inset is the temperature dependence of the
carrier mobility.
This interface resistance obtained in Fig. 6.3 (a) is compatible with the MR of
superconducting samples like granular Al-Ge, or InO films, as shown in section 2.6.4
and discussed in section 5.2.3, see Fig. 5.15. The proposed interface model using
Eq. 6.2 and Eq. 6.4 shows that the peak deviation of Bmax in the MR at high enough
temperatures, i.e., T > 25 K is caused by the semiconducting contribution that comes
from the graphite matrix part in the sample. Regarding the parameters used in this
model, the charge imbalance between electrons and holes ∆n/n= 0.05 was considered
as constant at all temperatures, and the mobility µ(T ) increased with the temperature
decrease (see the inset in Fig. 6.3 (b)), in accordance with the qualitative behavior
found in the literature [177].
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As mentioned before, the MR curves in Fig. 6.3 (a) are compatible with the MR of
granular superconductors; first, it shows a linear dependence between the beginning
at B = 0 and just before Bmax; second, just after Bmax the MR is negative, see Fig. 2.7
and Fig. 5.15. One possible explanation for the linear increase is due to the influence
of the field in the Josephson coupling between the patches. The higher the field, the
more independent patches are generated, and the resistance increases linearly. When
the maximum is reached, the field influences the conductivity properties inside the
grains and changes the density of states (DOS) inside them; due to the increase in the
DOS, there is a higher probability of building Cooper pairs within some of the grains,
i.e., the intragrain superconducting fluctuation affects the intergrain conductivity,
producing a reduction of the total resistance at high enough fields. This seems to be a
general behavior in granular materials [64, 65, 152, 154]. One would expect that the
field at which the MR of the interfaces starts to be flat is considered a kind of critical
field Bc2, and in general, this field decreases, increasing the temperature. A possible
explanation for not seeing this flattening could be that the superconducting fluctuations
in granular superconductors persist up to very high fields and temperatures, being
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TBM
FIGURE 6.4: Normalized MR versus normalized magnetic field at
different constant temperatures of sample LAL. The dotted curve is the
normalized two-band model (TBM) from Eq. 5.7.
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responsible for the negative MR [65]. Our interpretation of granular superconductivity
at some interfaces in graphite is compatible with this result.
Fig. 6.4 shows the normalized interface resistance versus the normalized magnetic
field at different temperatures of the data showed in Fig. 6.2 (a). This kind of graph
was shown already for different samples in Fig. 5.15. From Fig. 6.4 one can see
that the higher the T , the smaller is the decrease of the resistance with the magnetic
field above its maximum. This is physically expected because with the temperature
and field increase, the number and/or size of the superconducting grains inside the
interfaces decreases.
Within the assumption that there are superconducting clusters in the sample at
very high temperatures, then is expect that at some temperature, the highest Tc of
some of the smallest superconducting clusters could be estimated. At high enough
T and B, we assume that when the superconducting grains inside the interfaces
are in the normal state, the MR of the interface will behave as a semiconductor
(two-band model), with a saturation at high fields, see the dotted curve in Fig. 6.4.
Because of this assumption, we have chosen the point where B/Bmax = 3 in Fig. 6.4
to collect the normalized interface resistance data, to try to estimate Tc. After that, we



















Tc = 351.32 K
FIGURE 6.5: Difference between the normalized expected semicon-
ducting and interface resistances at B/Bmax = 3 from Fig. 6.4 versus
temperature.
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plotted the difference between the saturation resistance coming from the normalized
semiconducting resistance, i.e., R
′
sm ≈ 1 and the normalized interface resistance
R
′







zero, and we can obtain this value extrapolating a linear regression to ∆R
′
= 0. The
estimated critical temperature is Tc = 351.32 K, shown in Fig. 6.5. The critical
temperature estimated in Fig. 6.5 is compatible with the critical temperature estimated
in the temperature dependence of the resistance in other samples described in section
5.1.1, see Fig. 5.2, and Fig. 5.3, where Tc ∼ 350 K.
To summarize, the MR of graphite at high fields has a maximum Bmax, where the
MR changes its behavior from positive to negative. Bmax shifts to higher field values
at higher temperatures, as shown in Fig. 6.2. This Bmax shift can be explained by a
parallel resistance model of two contributions. Because the semiconducting contribu-
tion coming from the graphite matrix gets more pronounced at higher temperatures,
Bmax is shifted at higher temperatures. Subtracting the semiconducting contribution,
we have found that Bmax at higher temperatures has shifted back, being in the same
range as the values at low temperatures, shown in Fig. 6.3. To finalize, our results
regarding the interface resistance shown in Fig. 6.3 and Fig. 6.4 are compatible with




The aim of this thesis was to gain a deeper understanding of the 2D interfaces’
influence on different graphite samples, using different methods to measure the
electrical transport properties in both synthetic graphite (HOPG) and natural graphite.
A deeper understanding of the mechanisms responsible for the superconductivity in
graphite is a prerequisite to predict the necessary conditions to get the system into this
state, as well as the importance of the 2D interfaces, and continuous miniaturization
of the samples, allowing its usage in practical applications.
In this work, different natural graphite samples from Brazil and Sri Lanka, and
synthetic graphite HOPG were studied with the aim to get more information and
understanding of the superconducting properties in graphite.
The first part of this thesis was focused on the characterization of the studied sam-
ples using different methods, e.g., x-ray diffraction, PIXE, and Raman spectroscopy
to get their structural information, followed by the experimental methods used to
prepare them, i.e., bulk samples, multilayer graphene, lamellae, and the edge-samples.
The edge-sample method was a newly introduced method where the electrodes were
placed on the samples’ edges, combining reactive ion etching to produce a sharp edge
and metal sputtering on it to produce the electrodes and get information on electrical
transport properties of regions containing interfaces.
The second part was focused on the electrical transport properties of all different
kinds of graphite samples. These measurements revealed the existence of a super-
conducting transition in bulk graphite samples at high temperatures (T ∼ 350 K),
where highly ordered natural graphite samples from Brazil and Sri Lanka were used,
showing a transition width of ∼ 40 K. The step-like change of the electrical resistance
in temperature, its magnetic irreversibly, and the time dependence after a field change,
consistent with trapped flux and flux creep, and the partial magnetic flux expulsion ob-
tained by magnetization measurements gives clear hints of granular superconductivity
below T ∼ 350 K. The granular superconductivity localization at the 2D interfaces
prevents the observation of a zero resistance state or a full Meissner state. The exis-
tence of this superconducting transition in graphite samples at such high temperatures
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clarifies to some extent the origin of the superconducting-like behavior of different
graphite samples reported in the last 50 years [140].
The Multilayer graphene samples with electrodes placed on the basal plane in
samples with different thicknesses were measured at high pulsed magnetic fields.
Decreasing the thickness of the samples, the magnetoresistance (MR) changed its
behavior, i.e., the sharp negative MR and the high-field-induced α and α ′ transitions
diminishes, indicating that these effects are not intrinsic of ideal graphite structure, but
related to the 2D electronic systems localized at certain interfaces formed between the
crystalline regions commonly found in graphite samples with thickness above a few
tens of nanometers. From all evidence obtained during the last years in graphite, it’s
plausible to assume that the temperatures where the maximum in the MR is observed
are below the critical temperature of the superconducting grains. The field at which
the negative MR ends can be considered as a field near the critical field, Bc2(0)& 60 T
for the superconducting regions at certain interfaces (e.g., in Al-Ge would be ∼ 1.8
times the field at the maximum MR).
The samples contacted at the edges showed all expected features for a MR mea-
surement under high applied magnetic fields, i.e., the positive MR at lower fields, the
maximum, the negative MR under higher fields, and the electronic high-field-induced
transitions. But there were two extra points not observed in the common basal-plane
measurements: first, the MR has reached extremely high values, not reported before
in graphite. The reason is that the electrodes are placed on the edges of the samples,
sensing not only the crystalline graphite regions but also some interfaces. The second
point is the multi-contacts, where three different configurations were measured in
sample U11. The shortest electrode distance showed a smaller residual resistance
than the other two larger-distance configurations, indicating that graphite is still in-
homogeneous at a few µm distances. Other thinner samples were measured, namely
U5 and U6. Considering the reduction of the thickness, changes in the transport
measurements, like a more pronounced semiconducting behavior and reduction in
the MR, strongly suggest that the 2D interfaces are responsible for the metallic-like
behavior and the high MR present in thick enough samples. The MR oscillations
periodic in the field and the behavior under a bias voltage reported in thin graphite
samples [163] were already observed and related to the existence of 2D interfaces and
granular superconductivity [178, 179].
The last part was dedicated to studying the contribution of the interface resistance
in a lamella, also measured under high pulsed magnetic fields. A systematic study
at different constant temperatures showed that the shift of the maximum magnetic
field peak at higher temperatures, i.e., the point where the positive MR turns to
negative, is caused by the electrical conduction in the graphite ideal matrix with its
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semiconducting behavior. At low temperatures, the interface conduction dominates,
and that’s why there is no shift of the maximum in the field.
Evidence of superconducting effects were presented here in different sets of
experiments using different graphite samples, natural and synthetic. The experimental
evidence has shown the importance of the way we contact the samples to get the
information on the electronic properties of graphite samples.
Future studies should clarify the origin of the superconductivity and the charac-
teristics of the trapped flux or pinned entities using methods that allow, for example,
its local visualization at the sample surface, and an increase in the MR of graphite
samples can be achieved by reducing the residual resistance measured in series with
the interface resistance, being possible through the reduction of the electrode distance






2 % This program reads resistance datafiles. The user can adjust the
3 % parameters of the MR equation to fit the experimental data.
4 %
5 % Created by Christian Eike Precker





11 global file D x y mu Deltan MRS R2H Ri RT
12
13 % Create a window for the GUI
14 window = figure('Color', [0.9 0.9 0.9],...
15 'Name', 'Parallel Resistance Model Parameters Finder',...
16 'DockControl', 'off',...
17 'Units', 'Pixels',...
18 'Position', [400 100 800 600]);
19
20 % Add axes on left side for time domain plot
21 ax1 = axes('Parent', window,...
22 'Units', 'normalized',...
23 'FontName', 'Times New Roman',...
24 'FontSize', 14,...
25 'Position', [0.3 0.45 0.65 0.5]);
26
27 % Add "loadData" push button to window
28 loadData_pushbutton = uicontrol('Parent', window,...
29 'Style', 'pushbutton',...
30 'String', 'Open data file...',...
31 'FontName', 'Times New Roman',...
32 'FontSize', 14,...
33 'Units', 'normalized',...
34 'TooltipString', 'The data file should have column names and below them the
data.',...
35 'Position', [0.03 0.87 0.2 0.08],...
36 'Callback', @loadData_pushbuttonCallback);
37
38 % Add "Plot" push button to window
39 plot_pushbutton = uicontrol('Parent', window,...
40 'Style', 'pushbutton',...
41 'String', 'Plot',...
42 'FontName', 'Times New Roman',...
43 'FontSize', 14,...
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44 'Units', 'normalized',...
45 'TooltipString','Click here to plot the selected data on the x and y axes.',...
46 'Position', [0.75 0.27 0.2 0.08],...
47 'Callback', @plot_pushbuttonCallback);
48
49 % Add "Reset" push button to window
50 reset_pushbutton = uicontrol('Parent', window,...
51 'Style', 'pushbutton',...
52 'String', 'Clear Axes',...
53 'FontName', 'Times New Roman',...
54 'FontSize', 14,...
55 'Units', 'normalized',...
56 'TooltipString','Click here to reset the graph.',...
57 'Position', [0.75 0.17 0.2 0.08],...
58 'Callback', @reset_pushbuttonCallback);
59
60 % Add "Save Parameters" push button to window
61 save_pushbutton = uicontrol('Parent', window,...
62 'Style', 'pushbutton',...
63 'String', 'Save Data',...
64 'FontName', 'Times New Roman',...
65 'FontSize', 14,...
66 'Units', 'normalized',...
67 'TooltipString','Click here to save the current fit parameters.',...
68 'Position', [0.75 0.07 0.2 0.08],...
69 'Callback', @save_pushbuttonCallback);
70
71 % Add "Set manually" push button to window
72 set_pushbutton = uicontrol('Parent', window,...
73 'Style', 'pushbutton',...
74 'String', 'Set manually',...
75 'FontName', 'Times New Roman',...
76 'FontSize', 12,...
77 'Units', 'normalized',...
78 'TooltipString','The user can manually insert the parameter and click here to set
new values.',...
79 'Position', [0.61 0.22 0.11 0.05],...
80 'Callback', @set_pushbuttonCallback);
81
82 % Add "popUpMenuX" to window
83 popupmenuX = uicontrol('Parent', window,...
84 'Style', 'popupmenu',...
85 'String', 'Load data...',...
86 'FontName', 'Times New Roman',...
87 'FontSize', 12,...
88 'Units', 'normalized',...
89 'TooltipString', 'Choose a variable to be used as x−axis. To see the options here,
load a data file clicking on the button "Open data file..."',...
90 'Position', [0.52 0.27 0.2 0.08]);
91
92 % Add "popUpMenuY" to window
93 popupmenuY = uicontrol('Parent', window,...
94 'Style', 'popupmenu',...
95 'String', 'Load data...',...
96 'FontName', 'Times New Roman',...
97 'FontSize', 12,...
98 'Units', 'normalized',...
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99 'TooltipString', 'Choose a variable to be used as y−axis. To see the options here,
load a data file clicking on the button "Open data file..."',...
100 'Position', [0.03 0.64 0.2 0.08]);
101
102 % Add "mu" slider control to window
103 mu_slider = uicontrol('Parent', window,...
104 'Style', 'slider',...
105 'Units', 'normalized',...




110 'SliderStep', [0.001 0.01],...
111 'Callback', @updateGraph);
112
113 % Add "mu" edit control to window
114 mu_edit = uicontrol('Parent', window,...
115 'Style', 'edit',...
116 'String', 'Load data...',...
117 'FontName', 'Times New Roman',...
118 'FontSize', 12,...
119 'Units', 'normalized',...
120 'TooltipString', 'Carrier mobility. To read values here, load a data file clicking on the
button "Open data file..."',...
121 'Position', [0.61 0.16 0.11 0.05]);
122
123 % Add "mu" label control to window
124 mu_label = uicontrol('Parent', window,...
125 'Style', 'push',...
126 'String', sprintf('<HTML><i>\x03bc</i> (m\x000B2V\x207B\x000B9s\x207B\x000B9)</HTML>'),
... %Unicode character \x + number
127 'FontName', 'Times New Roman',...
128 'FontSize', 15,...
129 'Units', 'normalized',...
130 'BackgroundColor', [0.7 0.7 0.7],...
131 'TooltipString', 'Carrier mobility',...
132 'Position', [0.03 0.16 0.14 0.05]);
133
134 % Add "Deltan" slider control to window
135 Deltan_slider = uicontrol('Parent', window,...
136 'Style', 'slider',...
137 'Units', 'normalized',...




142 'SliderStep', [0.001 0.01],...
143 'Callback', @updateGraph);
144
145 % Add "Deltan" slider control to window
146
147 R2H_slider = uicontrol('Parent', window,...
148 'Style', 'slider',...
149 'Units', 'normalized',...




120 Appendix A. Resistance Interface Model
154 'SliderStep', [0.001 0.01],...
155 'Callback', @updateGraph);
156
157 % Add "Deltan" edit control to window
158 R2H_edit = uicontrol('Parent', window,...
159 'Style', 'edit',...
160 'String', 'Load data...',...
161 'FontName', 'Times New Roman',...
162 'FontSize', 12,...
163 'Units', 'normalized',...
164 'TooltipString', 'To read values here, load a data file clicking on the button "Open
data file..."',...
165 'BackgroundColor', [1 1 1],...
166 'Position', [0.61 0.04 0.11 0.05]);
167
168 % Add "Deltan" label control to window
169 R2H_label = uicontrol('Parent', window,...
170 'Style', 'push',...
171 'String', sprintf('<HTML><i>R</i><sub>2H</sub>(0) (&Omega)</HTML>'),...
172 'FontName', 'Times New Roman',...
173 'FontSize', 15,...
174 'Units', 'normalized',...
175 'BackgroundColor', [0.7 0.7 0.7],...
176 'Position', [0.03 0.04 0.14 0.05]);
177
178 % Add "Deltan" edit control to window
179 Deltan_edit = uicontrol('Parent', window,...
180 'Style', 'edit',...
181 'String', 'Load data...',...
182 'FontName', 'Times New Roman',...
183 'FontSize', 12,...
184 'Units', 'normalized',...
185 'TooltipString', 'To read values here, load a data file clicking on the button "Open
data file..."',...
186 'BackgroundColor', [1 1 1],...
187 'Position', [0.61 0.1 0.11 0.05]);
188
189 % Add "Deltan" label control to window
190 Deltan_label = uicontrol('Parent', window,...
191 'Style', 'push',...
192 'String', sprintf('<HTML>\x0394<i>n</i>/<i>n</i></HTML>'),...
193 'FontName', 'Times New Roman',...
194 'FontSize', 15,...
195 'Units', 'normalized',...
196 'BackgroundColor', [0.7 0.7 0.7],...
197 'Position', [0.03 0.1 0.14 0.05]);
198
199 % Add "Equations" to window
200 equation1 = uicontrol('Parent', window,...
201 'Style', 'pushbutton',...
202 'String', sprintf('<HTML>MR = <i>\x03bc</i>\x00B2<i>B</i>\x00B2[1<i> − </i>(\x0394<i>n
</i>\x00B2/<i>n</i>\x00B2)]/[1 + <i>\x03bc</i>\x00B2<i>B</i>\x00B2(\x0394<i>n</i>\
x00B2/<i>n</i>\x00B2)]</HTML>'),...
203 'FontName', 'Times New Roman',...
204 'FontSize', 15,...
205 'Units', 'normalized',...
206 'TooltipString', 'Simplified Two−Band model equation, assuming equal mobility for
electrons and holes.',...
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207 'BackgroundColor', [0.7 0.7 0.7],...
208 'Position', [0.03 0.3 0.45 0.05]);
209
210 equation2 = uicontrol('Parent', window,...
211 'Style', 'pushbutton',...
212 'Enable', 'on',...
213 'String', sprintf('<HTML>\x0394<i>n</i>/<i>n</i> = (<i>n<sub>e</sub> − n<sub>h</sub></i
>)/(<i>n<sub>e</sub> + n<sub>h</sub></i>)</HTML>'),... %sprintf('\x0394'),'n/n =
(',
214 'FontName', 'Times New Roman',...
215 'FontSize', 15,...
216 'Units', 'normalized',...
217 'TooltipString', 'Relative charge imbalance between the carrier densities of electrons
and holes.',...
218 'BackgroundColor', [0.7 0.7 0.7],...
219 'ForegroundColor', [0 0 0],...
220 'Position', [0.03 0.25 0.45 0.05]);
221
222 % Logaritmic scale for x−axis
223 logX = uicontrol('Parent', window,...
224 'Style', 'radiobutton',...
225 'Enable', 'on',...
226 'String', 'x−axis log scale',...
227 'FontName', 'Times New Roman',...
228 'FontSize', 14,...
229 'Units', 'normalized',...
230 'BackgroundColor', [0.9 0.9 0.9],...
231 'ForegroundColor', [0 0 0],...
232 'Position', [0.03 0.55 0.2 0.05],...
233 'Callback', @updateGraph);
234
235 % Logaritmic scale for y−axis
236 logY = uicontrol('Parent', window,...
237 'Style', 'radiobutton',...
238 'Enable', 'on',...
239 'String', 'y−axis log scale',...
240 'FontName', 'Times New Roman',...
241 'FontSize', 14,...
242 'Units', 'normalized',...
243 'BackgroundColor', [0.9 0.9 0.9],...
244 'ForegroundColor', [0 0 0],...
245 'Position', [0.03 0.5 0.2 0.05],...
246 'Callback', @updateGraph);
247
248 % Program information
249 developer = uicontrol('Parent', window,...
250 'Style', 'text',...
251 'Enable', 'on',...
252 'String', sprintf('Copyright \x000A9 2019 Christian Eike Precker. All rights reserved.'
),...
253 'FontName', 'Times New Roman',...
254 'FontSize', 10,...
255 'Units', 'normalized',...
256 'TooltipString', 'Relative charge imbalance between the carrier densities of electrons
and holes.',...
257 'BackgroundColor', [0.9 0.9 0.9],...
258 'ForegroundColor', [0 0 0],...
259 'Position', [0.01 0.001 0.5 0.03]);
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260
261 % Set up plot parameters
262 title(ax1, 'Parallel Resistance Model Analyser V 1.3', 'FontSize', 14, 'FontName', 'Times New Roman
');
263 xlabel(ax1, 'Applied Magnetic Field \textit{B = $\mu_0$H} (T)', 'FontSize', 14, 'Interpreter', '
LaTeX', 'FontName', 'Times New Roman');
264 ylabel(ax1, 'Resistance ()', 'FontSize', 14, 'Interpreter', 'LaTeX', 'FontName', 'Times New Roman')
;




269 % Callback function for loadData pushbutton
270 function loadData_pushbuttonCallback(hObj, event, handles)
271 [fileName, pathName] = uigetfile('*.*');
272 if isequal(fileName, 0)
273 disp('User selected Cancel.');
274 else
275 file = fullfile(pathName,fileName);
276 disp(['User selected ', fullfile(pathName,fileName)]);
277 [x, y] = imported_data();
278 set(popupmenuX, 'String', D.colheaders);




283 % Callback function to plot pushbutton
284 function plot_pushbuttonCallback(hObj, event, handles)




289 % Callback for reset pushbutton
290 function reset_pushbuttonCallback(hObj, event, handles)
291 cla(ax1, 'reset');
292 title(ax1, 'Parallel Resistance Model Analyser V 1.3', 'FontSize', 14, 'FontName', 'Times New
Roman');
293 xlabel(ax1, 'Applied Magnetic Field \textit{B = $\mu_0$H} (T)', 'FontSize', 14, 'Interpreter',
'LaTeX', 'FontName', 'Times New Roman');
294 ylabel(ax1, 'Resistance ($\Omega$)', 'FontSize', 14, 'Interpreter', 'LaTeX', 'FontName', 'Times
New Roman');
295 set(gca,'FontSize', 14, 'FontName', 'Times New Roman');
296 end
297
298 % Callback for Set pushbutton
299 function set_pushbuttonCallback(hObj, event, handles)
300 n1s = get(mu_edit,'String');
301 n2s = get(Deltan_edit,'String');
302 n3s = get(R2H_edit,'String');
303 n1n = str2num(n1s);
304 n2n = str2num(n2s);
305 n3n = str2num(n3s);
306 set(mu_slider, 'Value', n1n);
307 set(Deltan_slider, 'Value', n2n);
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312 % Callback for Save parameters pushbutton
313 function save_pushbuttonCallback(hObj, event, handles)
314 [fileName, pathName] = uiputfile('*.txt', '*.dat');
315 if isequal(fileName, 0)
316 disp('User selected Cancel.');
317 else
318 fileToSave = fullfile(pathName, fileName);
319 T = table(x, R2H, Ri, RT, 'VariableNames', {'Field', 'R2H', 'Ri', 'RT'});
320 writetable(T,fileToSave,'Delimiter','\t');%,'WriteRowNames',true);





326 % Import the data file
327 function [x, y] = imported_data()
328
329 D = importdata(file);
330 xCol = get(popupmenuX, 'Value');
331 yCol = get(popupmenuY, 'Value');
332
333 x = D.data(:,xCol);
334 y = D.data(:,yCol);
335 end
336
337 % Magnetoresistance Equation
338 function updateGraph(hObj, event, handles)
339 mu = get(mu_slider, 'Value'); % Mobility
340 Deltan = get(Deltan_slider, 'Value'); % Relative charge imbalance between the carrier densities
of electrons and holes.
341 c1 = get(R2H_slider, 'Value'); % c1 = R2H(B=0)
342
343 MRS = (mu.^2).*(x.^2).*(1−(Deltan.^2))./(1+(mu.^2).*(x.^2)*(Deltan.^2));
344 R2H = c1.*(1+MRS);
345 Ri = R2H.*y./(R2H−y);
346 RT = Ri.*R2H./(Ri+R2H);
347
348 %plot(x,y,'ob',x, R2H,'−k',x,Ri,'−g',x,RT,'−r', 'LineWidth',1.5,'MarkerSize',6);
349 plot(x,y,'ob',x,Ri,'−g',x,RT,'−r', 'LineWidth',1.5,'MarkerSize',6);
350 title(ax1, 'Parallel Resistance Model Analyser V 1.3', 'FontSize', 14, 'FontName', 'Times New
Roman');
351 xlabel(ax1, 'Applied Magnetic Field \textit{B = $\mu_0$H} (T)', 'FontSize', 14, 'Interpreter',
'LaTeX', 'FontName', 'Times New Roman');
352 ylabel(ax1, 'Resistance ($\Omega$)', 'FontSize', 14, 'Interpreter', 'LaTeX', 'FontName', 'Times
New Roman');
353 legend({'Data','R2H','Ri','RT'},'Location', 'southeast','FontSize', 12, 'FontName', 'Times New
Roman');
354 set(gca,'FontSize', 14, 'FontName', 'Times New Roman');
355
356 % Update mobility and Delta(n)/n edit_textbox
357 set(mu_edit, 'String', mu);
358 set(Deltan_edit, 'String', Deltan);
359 set(R2H_edit, 'String', c1);
360
361 % Log scale
362 a = get(logX, 'Value');
363 b = get(logY, 'Value');
364 if a == 1
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365 set(gca, 'XScale', 'log');
366 else
367 set(gca, 'XScale', 'linear');
368 end
369
370 if b == 1
371 set(gca, 'YScale', 'log');
372 else






[1] N. B. Hannay, T. H. Geballe, B. T. Matthias, K. Andres, P. Schmidt, and
D. MacNair. “Superconductivity in Graphitic Compounds”. Physical Review
Letters 14.7 (Feb. 1965), pp. 225–226. ISSN: 0031-9007. DOI: 10.1103/
PhysRevLett.14.225.
[2] K. Antonowich. “Possible superconductivity at room temperature”. Nature
247.5440 (Feb. 1974), pp. 358–360. ISSN: 0028-0836. DOI: 10 . 1038 /
247358a0.
[3] K. Antonowich. “The effect of microwaves on DC current in an Al–carbon–Al
sandwich”. Physica Status Solidi (a) 28.2 (Apr. 1975), pp. 497–502. ISSN:
00318965. DOI: 10.1002/pssa.2210280214.
[4] A. F. Hebard, M. J. Rosseinsky, R. C. Haddon, D. W. Murphy, S. H. Glarum,
T. T. M. Palstra, A. P. Ramirez, and A. R. Kortan. “Superconductivity at 18 K
in potassium-doped C60”. Nature 350.6319 (Apr. 1991), pp. 600–601. ISSN:
0028-0836. DOI: 10.1038/350600a0.
[5] M. J. Rosseinsky, A. P. Ramirez, S. H. Glarum, D. W. Murphy, R. C. Haddon,
A. F. Hebard, T. T. M. Palstra, A. R. Kortan, S. M. Zahurak, and A. V. Makhija.
“Superconductivity at 28 K in Rbx C60”. Physical Review Letters 66.21 (May
1991), pp. 2830–2832. ISSN: 0031-9007. DOI: 10.1103/PhysRevLett.66.
2830.
[6] Thomas E. Weller, Mark Ellerby, Siddharth S. Saxena, Robert P. Smith, and
Neal T. Skipper. “Superconductivity in the intercalated graphite compounds
C6Yb and C6Ca”. Nature Physics 1.1 (Oct. 2005), pp. 39–41. ISSN: 1745-
2473. DOI: 10.1038/nphys0010.
[7] N. Emery, C. Hérold, M. D’Astuto, V. Garcia, Ch Bellin, J. F. Marêché,
P. Lagrange, and G. Loupias. “Superconductivity of Bulk CaC6”. Physical




[8] Y. Kopelevich, P. Esquinazi, J. H.S. Torres, and S. Moehlecke. “Ferromagnetic-
and Superconducting-Like Behavior of Graphite”. Journal of Low Tempera-
ture Physics 119.5-6 (2000), pp. 691–702. ISSN: 00222291. DOI: 10.1023/A:
1004637814008. eprint: 9912413.
[9] R. Ricardo da Silva, J. H. S. Torres, and Y. Kopelevich. “Indication of Su-
perconductivity at 35 K in Graphite-Sulfur Composites”. Physical Review
Letters 87.14 (Sept. 2001), p. 147001. ISSN: 0031-9007. DOI: 10.1103/
PhysRevLett.87.147001.
[10] Y. Kopelevich, R.R. da Silva, J.H.S. Torres, S. Moehlecke, and M.B. Maple.
“High-temperature local superconductivity in graphite and graphite–sulfur
composites”. Physica C: Superconductivity 408-410.1-4 (Aug. 2004), pp. 77–
78. ISSN: 09214534. DOI: 10.1016/j.physc.2004.02.039.
[11] Y. Kopelevich and P. Esquinazi. “Ferromagnetism and Superconductivity in
Carbon-based Systems”. Journal of Low Temperature Physics 146.5-6 (Feb.
2007), pp. 629–639. ISSN: 0022-2291. DOI: 10.1007/s10909-006-9286-5.
[12] Israel Felner and Yakov Kopelevich. “Magnetization measurement of a possi-
ble high-temperature superconducting state in amorphous carbon doped with
sulfur”. Physical Review B - Condensed Matter and Materials Physics 79.23
(2009), pp. 2–5. ISSN: 10980121. DOI: 10.1103/PhysRevB.79.233409.
[13] T. Scheike, W. Böhlmann, P. Esquinazi, J. Barzola-Quiquia, A. Ballestar,
and A. Setzer. “Can Doping Graphite Trigger Room Temperature Supercon-
ductivity? Evidence for Granular High-Temperature Superconductivity in
Water-Treated Graphite Powder”. Advanced Materials 24.43 (Nov. 2012),
pp. 5826–5831. ISSN: 09359648. DOI: 10.1002/adma.201202219. eprint:
1209.1938.
[14] A. Ballestar, J. Barzola-Quiquia, T. Scheike, and P. Esquinazi. “Josephson-
coupled superconducting regions embedded at the interfaces of highly oriented
pyrolytic graphite”. New Journal of Physics 15.2 (Feb. 2013), p. 023024. ISSN:
1367-2630. DOI: 10.1088/1367-2630/15/2/023024.
[15] T. Scheike, P. Esquinazi, A. Setzer, and W. Böhlmann. “Granular superconduc-
tivity at room temperature in bulk highly oriented pyrolytic graphite samples”.
Carbon 59 (Aug. 2013), pp. 140–149. ISSN: 00086223. DOI: 10.1016/j.
carbon.2013.03.002. eprint: 1301.4395.
Bibliography 127
[16] N. García, P. Esquinazi, J. Barzola-Quiquia, and S. Dusari. “Evidence for
semiconducting behavior with a narrow band gap of Bernal graphite”. New
Journal of Physics 14.5 (May 2012), p. 053015. ISSN: 1367-2630. DOI: 10.
1088/1367-2630/14/5/053015.
[17] W. A. Muñoz, L. Covaci, and F. M. Peeters. “Tight-binding description of in-
trinsic superconducting correlations in multilayer graphene”. Physical Review
B 87.13 (Apr. 2013), p. 134509. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.
87.134509.
[18] N. B. Kopnin, M. Ijäs, A. Harju, and T. T. Heikkilä. “High-temperature surface
superconductivity in rhombohedral graphite”. Physical Review B 87.14 (Apr.
2013), p. 140503. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.87.140503.
eprint: 1210.7075.
[19] Yuan Cao, Valla Fatemi, Shiang Fang, Kenji Watanabe, Takashi Taniguchi,
Efthimios Kaxiras, and Pablo Jarillo-Herrero. “Unconventional supercon-
ductivity in magic-angle graphene superlattices”. Nature 556.7699 (Mar.
2018), pp. 43–50. ISSN: 0028-0836. DOI: 10.1038/nature26160. eprint:
1803.02342.
[20] Yuan Cao, Valla Fatemi, Ahmet Demir, Shiang Fang, Spencer L. Tomarken, Ja-
son Y. Luo, Javier D. Sanchez-Yamagishi, Kenji Watanabe, Takashi Taniguchi,
Efthimios Kaxiras, Ray C. Ashoori, and Pablo Jarillo-Herrero. “Correlated
insulator behaviour at half-filling in magic-angle graphene superlattices”. Na-
ture 556.7699 (Mar. 2018), pp. 80–84. ISSN: 0028-0836. DOI: 10.1038/
nature26154. eprint: 1802.00553.
[21] Pablo Esquinazi, Tero T. Heikkilä, Yury V. Lysogorskiy, Dmitrii A. Tayurskii,
and Grigory E. Volovik. “On the superconductivity of graphite interfaces”.
JETP Letters 100.5 (Nov. 2014), pp. 336–339. ISSN: 0021-3640. DOI: 10.
1134/S0021364014170056.
[22] Michael Tinkham. Introduction to Superconductivity. 2nd ed. Dover Publica-
tions, June 1996. ISBN: 0486435032.
[23] Philippe Mangin and Rémi Kahn. Superconductivity: An introduction. Springer
International Publishing, 2016. ISBN: 9783319505275. DOI: 10.1007/978-
3-319-50527-5.
[24] Michel Cyrot and Davor Pavuna. Introduction to Superconductivity and High-
Tc Materials. WORLD SCIENTIFIC, July 1992. ISBN: 978-981-02-0143-2.
DOI: 10.1142/1039.
128 Bibliography
[25] A.V. Narlikar, ed. The Oxford Handbook of Small Superconductors. Vol. 1.
Oxford University Press, July 2017. ISBN: 9780198738169. DOI: 10.1093/
oxfordhb/9780198738169.001.0001.
[26] Nicole Bontemps, Yvan Bruynseraede, Guy Deutscher, and Aharon Kapit-
ulnik, eds. The Vortex State. Springer Netherlands, 1994. ISBN: 978-94-010-
4422-6. DOI: 10.1007/978-94-011-0974-1.
[27] Yury Grigorashvili, ed. Superconductors - Properties, Technology, and Appli-
cations. InTech, Apr. 2012. ISBN: 978-953-51-0545-9. DOI: 10.5772/1810.
[28] H. K. Onnes. “The Resistance of Pure Mercury at Helium Temperatures”.
Commun. Phys. Lab. Univ. Leiden 120b, 122b and 124c (1911).
[29] W. Meissner and R. Ochsenfeld. “Ein neuer Effekt bei Eintritt der Supraleit-
fähigkeit”. Die Naturwissenschaften 21.44 (Nov. 1933), pp. 787–788. ISSN:
0028-1042. DOI: 10.1007/BF01504252.
[30] F. London and H. London. “Supraleitung und Diamagnetismus”. Physica
2.1-12 (Jan. 1935), pp. 341–354. ISSN: 00318914. DOI: 10.1016/S0031-
8914(35)90097-0.
[31] V. L. Ginzburg and L. D. Landau. “On the Theory of superconductivity”. Sov.
Phys. JETP 20 (1950), pp. 1064–1082.
[32] A. A. Abrikosov. “The Magnetic Properties of Superconducting Alloys”.
Journal of Physics and Chemistry of Solids 2.3 (Jan. 1957), pp. 199–208.
ISSN: 00223697. DOI: 10.1016/0022-3697(57)90083-5.
[33] J. Bardeen, L. N. Cooper, and J. R. Schrieffer. “Microscopic Theory of
Superconductivity”. Phys. Rev. 106 (1 Apr. 1957), pp. 162–164. DOI: 10.
1103/PhysRev.106.162.
[34] J. Bardeen, L. N. Cooper, and J. R. Schrieffer. “Theory of Superconductivity”.
Phys. Rev. 108 (5 Dec. 1957), pp. 1175–1204. DOI: 10.1103/PhysRev.108.
1175.
[35] B. D. Josephson. “Possible New Effects in Superconductive Tunnelling”.
Physics Letters 1.7 (July 1962), pp. 251–253. DOI: 10.1016/0031-9163(62)
91369-0.
[36] J. G. Bednorz and K. A. Müller. “Possible High-Tc Superconductivity in the
Ba-La-Cu-O System”. Zeitschrift für Physik B Condensed Matter 64.2 (June
1986), pp. 189–193. DOI: 10.1007/BF01303701.
Bibliography 129
[37] M. K. Wu, J. R. Ashburn, C. J. Torng, P. H. Hor, R. L. Meng, L. Gao, Z. J.
Huang, Y. Q. Wang, and C. W. Chu. “Superconductivity at 93 K in a new
mixed-phase Y-Ba-Cu-O compound system at ambient pressure”. Physical
Review Letters 58.9 (Mar. 1987), pp. 908–910. DOI: 10.1103/PhysRevLett.
58.908.
[38] H. Maeda, Y. Tanaka, M. Fukutomi, and T. Asano. “A New High-Tc Oxide
Superconductor without a Rare Earth Element”. Japanese Journal of Applied
Physics 27.Part 2, No. 2 (Feb. 1988), pp. L209–L210. DOI: 10.1143/JJAP.
27.L209.
[39] C. C. Torardi, M. A. Subramanian, J. C. Calabrese, J. Gopalakrishnan, K. J.
Morrissey, T. R. Askew, R. B. Flippen, U. Chowdhry, and A. W. Sleight.
“Crystal Structure of Tl2Ba2Ca2Cu3O10, a 125 K Superconductor”. Science
240.4852 (Apr. 1988), pp. 631–634. DOI: 10.1126/science.240.4852.
631.
[40] A. Schilling, M. Cantoni, J. D. Guo, and H. R. Ott. “Superconductivity above
130 K in the Hg–Ba–Ca–Cu–O system”. Nature 363.6424 (May 1993), pp. 56–
58. DOI: 10.1038/363056a0.
[41] A. P. Drozdov, P. P. Kong, V. S. Minkov, S. P. Besedin, M. A. Kuzovnikov,
S. Mozaffari, L. Balicas, F. F. Balakirev, D. E. Graf, V. B. Prakapenka, E.
Greenberg, D. A. Knyazev, M. Tkacz, and M. I. Eremets. “Superconductivity
at 250 K in lanthanum hydride under high pressures”. Nature 569.7757 (May
2019), pp. 528–531. DOI: 10.1038/s41586-019-1201-8.
[42] Vinay Ambegaokar and Alexis Baratoff. “Tunneling Between Superconduc-
tors”. Physical Review Letters 10.11 (June 1963), pp. 486–489. ISSN: 0031-
9007. DOI: 10.1103/PhysRevLett.10.486.
[43] Vinay Ambegaokar and Alexis Baratoff. “Tunneling Between Superconduc-
tors - ERRATA”. Physical Review Letters 11.2 (July 1963), pp. 104–104.
ISSN: 0031-9007. DOI: 10.1103/PhysRevLett.11.104.
[44] W. C. Stewart. “CURRENT-VOLTAGE CHARACTERISTICS OF JOSEPH-
SON JUNCTIONS”. Applied Physics Letters 12.8 (Apr. 1968), pp. 277–280.
ISSN: 0003-6951. DOI: 10.1063/1.1651991.
[45] D. E. McCumber. “Effect of ac Impedance on dc Voltage-Current Characteris-
tics of Superconductor Weak-Link Junctions”. Journal of Applied Physics 39.7
(June 1968), pp. 3113–3118. ISSN: 0021-8979. DOI: 10.1063/1.1656743.
130 Bibliography
[46] K. A. Müller, M. Takashige, and J. G. Bednorz. “Flux trapping and super-
conductive glass state in La2CuO4:Ba”. Physical Review Letters 58.11 (Mar.
1987), pp. 1143–1146. ISSN: 0031-9007. DOI: 10.1103/PhysRevLett.58.
1143.
[47] W. E. Lawrence and S. Doniach. “Proceedings of the 12th International
Conference on Low Temperature Physics”. Academic Press of Japan, Kyoto
(1971).
[48] John R. Clem. “Granular and superconducting-glass properties of the high-
temperature superconductors”. Physica C: Superconductivity 153-155.PART
1 (June 1988), pp. 50–55. ISSN: 09214534. DOI: 10.1016/0921-4534(88)
90491-1.
[49] J. Pearl. “Current Distribution in Superconducting Film Carrying Quantized
Fluxoids”. Applied Physics Letters 5.4 (Aug. 1964), pp. 65–66. ISSN: 0003-
6951. DOI: 10.1063/1.1754056.
[50] T. T. Heikkilä, N. B. Kopnin, and G. E. Volovik. “Flat bands in topological
media”. JETP Letters 94.3 (Oct. 2011), pp. 233–239. ISSN: 0021-3640. DOI:
10.1134/S0021364011150045. eprint: 1012.0905.
[51] G. E. Volovik. “Flat Band in Topological Matter”. Journal of Superconductiv-
ity and Novel Magnetism 26.9 (Sept. 2013), pp. 2887–2890. ISSN: 1557-1939.
DOI: 10.1007/s10948-013-2221-5. eprint: 1110.4469.
[52] Tero T. Heikkilä and Grigory E. Volovik. “Flat Bands as a Route to High-
Temperature Superconductivity in Graphite”. Basic Physics of Functionalized
Graphite. Ed. by Pablo D. Esquinazi. Vol. 244. Springer Series in Materials
Science. Springer International Publishing, 2016. Chap. 6, pp. 123–143. ISBN:
978-3-319-39353-7. DOI: 10.1007/978-3-319-39355-1.
[53] L. Landau. “Diamagnetismus der Metalle”. Zeitschrift für Physik 64.9-10
(Sept. 1930), pp. 629–637. ISSN: 1434-6001. DOI: 10.1007/BF01397213.
[54] L Schubnikow and WJ de Haas. “Magnetische Widerstandsvergrösserung in
Einkristallen von Wismut bei tiefen Temperaturen”. Proc. Netherlands Roy.
Acad. Sci. 33.Mitteilung N°. 207a (1930), pp. 130–133.
[55] L. Schubnikow and W. J. de Haas. “Neue Erscheinungen bei der Widerstand-
sänderung von Wismuthkristallen im Magnetfeld bei der Temperatur von
flüssigem Wasserstoff (I)”. Proc. Netherlands Roy. Acad. Sci. Mitteilung N°.
207 d (1930), pp. 363–378.
Bibliography 131
[56] L. Schubnikow and W. J. de Haas. “Neue Erscheinungen bei der Widerstand-
sänderung von Wismuthkristallen im Magnetfeld bei der Temperatur von
flüssigem Wasserstoff (II)”. Proc. Netherlands Roy. Acad. Sci. 33.Mitteilung
N°. 210a (1930), pp. 418–432.
[57] L Schubnikow and W. J. de Haas. “Die Widerstandsänderung von Wis-
muthkristallen im Magnetfeld bei der Temperatur von flüssigem Stickstoff”.
Proc. Netherlands Roy. Acad. Sci. 33.Mitteilung N°. 210b (1930), pp. 433–
439.
[58] L. Onsager. “Interpretation of the de Haas-van Alphen effect”. The Lon-
don, Edinburgh, and Dublin Philosophical Magazine and Journal of Sci-
ence 43.344 (Sept. 1952), pp. 1006–1008. ISSN: 1941-5982. DOI: 10.1080/
14786440908521019.
[59] N.W. Ashcroft and N.D. Mermin. Solid State Physics. Philadelphia: Saunders
College, 1976. ISBN: 0-03-083993-9.
[60] R.O. Dillon, I.L. Spain, J.A. Woollam, and W.H. Lowrey. “Galvanomagnetic
effects in graphite—I”. Journal of Physics and Chemistry of Solids 39.9 (Jan.
1978), pp. 907–922. ISSN: 00223697. DOI: 10.1016/0022-3697(78)90104-
X.
[61] T. Tokumoto, E. Jobiliong, E.S. Choi, Y. Oshima, and J.S. Brooks. “Electric
and thermoelectric transport probes of metal–insulator and two-band magne-
totransport behavior in graphite”. Solid State Communications 129.9 (Mar.
2004), pp. 599–604. ISSN: 00381098. DOI: 10.1016/j.ssc.2003.11.037.
[62] B. T. Kelly. Physics of graphite. London: Applied Science, 1981, p. 477. ISBN:
0853349606.
[63] Y. Shapira and G. Deutscher. “Semiconductor-superconductor transition in
granular Al-Ge”. Physical Review B 27.7 (Apr. 1983), pp. 4463–4466. ISSN:
0163-1829. DOI: 10.1103/PhysRevB.27.4463.
[64] A. Gerber, A. Milner, G. Deutscher, M. Karpovsky, and A. Gladkikh. “Insulator-
superconductor transition in 3D granular Al-Ge films”. Physical Review
Letters 78.22 (1997), pp. 4277–4280. ISSN: 10797114. DOI: 10 . 1103 /
PhysRevLett.78.4277.
[65] V. F. Gantmakher and M. V. Golubkov. “Giant negative magnetoresistance
of semi-insulating amorphous indium oxide films in strong magnetic fields”.
JETP 82.5 (May 1996), pp. 951–958. URL: http://www.jetp.ac.ru/cgi-
bin/e/index/e/82/5/p951?a=list.
132 Bibliography
[66] National Institute of Standards and Technology. 2018 CODATA recommended
values. NIST, Apr. 2019.
[67] Norman E. Holden, Tyler B. Coplen, John K. Böhlke, Lauren V. Tarbox,
Jacqueline Benefield, John R. de Laeter, Peter G. Mahaffy, Glenda O’Connor,
Etienne Roth, Dorothy H. Tepper, Thomas Walczyk, Michael E. Wieser, and
Shigekazu Yoneda. “IUPAC Periodic Table of the Elements and Isotopes
(IPTEI) for the Education Community (IUPAC Technical Report)”. Pure and
Applied Chemistry 90.12 (Dec. 2018), pp. 1833–2092. ISSN: 1365-3075. DOI:
10.1515/pac-2015-0703.
[68] Hanns Peter Boehm, Ralph Setton, and Eberhard Stumpp. “Nomenclature and
terminology of graphite intercalation compounds (IUPAC Recommendations
1994)”. Pure and Applied Chemistry 66.9 (Jan. 1994), pp. 1893–1901. ISSN:
1365-3075. DOI: 10.1351/pac199466091893.
[69] H. P. Boehm, Clauss A., G. O. Fischer, and U. Hofmann. “Das Adsorptionsver-
halten sehr duenner Kohlenstoff-Folien”. Zeitschrift fuer anorganische und
allgemeine Chemie 316.3-4 (July 1962), pp. 119–127. ISSN: 0044-2313. DOI:
10.1002/zaac.19623160303.
[70] Hanns-Peter Boehm. “Graphen - wie eine Laborkuriosität plötzlich äußerst
interessant wurde”. Angewandte Chemie 122.49 (Dec. 2010), pp. 9520–9523.
ISSN: 00448249. DOI: 10.1002/ange.201004096.
[71] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V.
Dubonos, I. V. Grigorieva, and A. A. Firsov. “Electric Field Effect in Atomi-
cally Thin Carbon Films”. Science 306.5696 (Oct. 2004), pp. 666–669. ISSN:
0036-8075. DOI: 10.1126/science.1102896.
[72] Daniel R. Cooper, Benjamin D’Anjou, Nageswara Ghattamaneni, Benjamin
Harack, Michael Hilke, Alexandre Horth, Norberto Majlis, Mathieu Mas-
sicotte, Leron Vandsburger, Eric Whiteway, and Victor Yu. “Experimental
Review of Graphene”. ISRN Condensed Matter Physics 2012 (2012), pp. 1–56.
ISSN: 2090-7400. DOI: 10.5402/2012/501686. eprint: 1110.6557.
[73] P. R. Wallace. “The Band Theory of Graphite”. Phys. Rev. 71 (1947), p. 622.
DOI: 10.1103/PhysRev.71.622.
[74] Tero T. Heikkilä. The Physics of Nanoelectronics. Ed. by Tero T. Heikkilä.
Vol. 1. OXFORD Master Series in Physics. Oxford University Press, 2013,
p. 312. ISBN: 0199592446.
Bibliography 133
[75] Hugh O. Pierson. Handbook of Carbon, Graphite, Diamonds and Fullerenes.
1st ed. Albuquerque, New Mexico: Noyes Publications, 1994. Chap. 3, p. 419.
ISBN: 978-0-8155-1339-1.
[76] J. D. Bernal. “The Structure of Graphite”. Proceedings of the Royal Society
A: Mathematical, Physical and Engineering Sciences 106.740 (Dec. 1924),
pp. 749–773. ISSN: 1364-5021. DOI: 10.1098/rspa.1924.0101.
[77] H Lipson and A R Stokes. “The structure of graphite”. Proceedings of the
Royal Society of London. Series A. Mathematical and Physical Sciences
181.984 (Sept. 1942), pp. 101–105. ISSN: 2053-9169. DOI: 10.1098/rspa.
1942.0063.
[78] Gilpin R. Robinson, Jane M. Hammarstrom, and Donald W. Olson. “Graphite,
Chap. J of Critical Mineral Resources of the United States — Economic and
Environmental Geology and Prospects for Future Supply Professional Paper
1802 – J U . S . Department of the Interior”. Critical Mineral Resources of
the United States—Economic and Environmental Geology and Prospects for
Future Supply 1802-M.2330-7102 (2017), p. 24. DOI: 10.3133/pp1802J.
[79] L. C. F. Blackman and A. R. Ubbelhode. “Stress Recrystallization of Graphite”.
Royal Society 266.1324 (1962), pp. 20–32. DOI: 10.1098/rspa.1962.0044.
[80] J. C. González, M. Muñoz, N. García, J. Barzola-Quiquia, D. Spoddig, K.
Schindler, and P. Esquinazi. “Sample-Size Effects in the Magnetoresistance
of Graphite”. Physical Review Letters 99.21 (Nov. 2007), p. 216601. ISSN:
0031-9007. DOI: 10.1103/PhysRevLett.99.216601.
[81] Pablo D. Esquinazi, Christian E. Precker, Markus Stiller, Tiago R. S. Cordeiro,
José Barzola-Quiquia, Annette Setzer, and Winfried Böhlmann. “Evidence for
room temperature superconductivity at graphite interfaces”. Quantum Studies:
Mathematics and Foundations 5.1 (Apr. 2017), pp. 41–53. ISSN: 2196-5609.
DOI: 10.1007/s40509-017-0131-0. eprint: 1709.00259.
[82] J. Barzola-Quiquia, J. -L. Yao, P. Rödiger, K. Schindler, and P. Esquinazi.
“Sample Size Effects on the Transport Characteristics of Mesoscopic Graphite
Samples”. Physica Status Solidi (A) Applications and Materials Science
205.12 (2008), pp. 2924–2933. ISSN: 18626300. DOI: 10 . 1002 / pssa .
200824288.
[83] M. Zoraghi, J. Barzola-Quiquia, M. Stiller, A. Setzer, P. Esquinazi, G. H.
Kloess, T. Muenster, T. Lühmann, and I. Estrela-Lopis. “Influence of rhom-
bohedral stacking order in the electrical resistance of bulk and mesoscopic
134 Bibliography
graphite”. Physical Review B 95.4 (Jan. 2017), p. 045308. ISSN: 2469-9950.
DOI: 10.1103/PhysRevB.95.045308. eprint: 1603.06365.
[84] Yoshiko Ohashi, Tatsuya Hironaka, Toshiharu Kubo, and Kazuo Shiiki. “Mag-
netoresistance Effect of Thin Films Made of Single Graphite Crystals”.
TANSO 2000.195 (2000), pp. 410–413. ISSN: 1884-5495. DOI: 10.7209/
tanso.2000.410.
[85] P. D. Esquinazi and Y. V. Lysogorskiy. “Experimental Evidence fro the Exis-
tence of Interfaces in Graphite and their Relation to the Observed Metallic
and Superconducting Behavior”. Basic Physics of Functionalized Graphite.
Ed. by Pablo D. Esquinazi. Vol. 244. Springer Series in Materials Science.
Springer International Publishing, 2016. Chap. 7, pp. 145–179. ISBN: 978-3-
319-39353-7. DOI: 10.1007/978-3-319-39355-1.
[86] M. Taut and K. Koepernik. “Electronic structure of interfaces between hexago-
nal and rhombohedral graphite”. Physical Review B 94.3 (July 2016), p. 035446.
ISSN: 2469-9950. DOI: 10.1103/PhysRevB.94.035446.
[87] Mahsa Zoraghi, José Barzola-Quiquia, Markus Stiller, Pablo D Esquinazi,
and Irina Estrela-Lopis. “Influence of interfaces on the transport properties of
graphite revealed by nanometer thickness reduction”. Carbon 139 (Nov. 2018),
pp. 1074–1084. ISSN: 00086223. DOI: 10.1016/j.carbon.2018.07.070.
eprint: arXiv:1806.07417v1.
[88] I. Brihuega, P. Mallet, H. González-Herrero, G. Trambly de Laissardière,
M. M. Ugeda, L. Magaud, J. M. Gómez-Rodríguez, F. Ynduráin, and J.-Y.
Veuillen. “Unraveling the Intrinsic and Robust Nature of van Hove Singular-
ities in Twisted Bilayer Graphene by Scanning Tunneling Microscopy and
Theoretical Analysis”. Physical Review Letters 109.19 (Nov. 2012), p. 196802.
ISSN: 0031-9007. DOI: 10.1103/PhysRevLett.109.196802.
[89] N. Kopnin and T. Heikkilä. “Surface Superconductivity in Rhombohedral
Graphite”. Carbon-based Superconductors - Towards High-Tc Supercon-
ductivity. Ed. by Junji Haruyama. 1st ed. Jenny Stanford Publishing, 2015.
Chap. 9, pp. 231–263. ISBN: 9789814303309.
[90] Yasushi Kawashima. “Possible room temperature superconductivity in con-
ductors obtained by bringing alkanes into contact with a graphite surface”.
AIP Advances 3.5 (May 2013), p. 052132. ISSN: 2158-3226. DOI: 10.1063/
1.4808207.
Bibliography 135
[91] Ana Ballestar, Pablo Esquinazi, and Winfried Böhlmann. “Granular supercon-
ductivity below 5 K in SPI-II pyrolytic graphite”. Physical Review B 91.1 (Jan.
2015), p. 014502. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.91.014502.
[92] F. Arnold, J. Nyéki, and J. Saunders. “Superconducting Sweet-Spot in Mi-
crocrystalline Graphite Revealed by Point-Contact Spectroscopy”. JETP Let-
ters 107.9 (May 2018), pp. 577–578. ISSN: 0021-3640. DOI: 10.1134/
S0021364018090023.
[93] M. Saad, I. F. Gilmutdinov, A. G. Kiiamov, D. A. Tayurskii, S. I. Nikitin,
and R. V. Yusupov. “Observation of Persistent Currents in Finely Dispersed
Pyrolytic Graphite”. JETP Letters 107.1 (2018), pp. 37–41. ISSN: 10906487.
DOI: 10.1134/S0021364018010101.
[94] G. E. Volovik. “Graphite, Graphene, and the Flat Band Superconductivity”.
JETP Letters 107.8 (Apr. 2018), pp. 516–517. ISSN: 0021-3640. DOI: 10.
1134/S0021364018080052.
[95] Biao Lian, Zhijun Wang, and B. Andrei Bernevig. “Twisted Bilayer Graphene:
A Phonon-Driven Superconductor”. Phys. Rev. Lett. 122 (25 June 2019),
p. 257002. DOI: 10.1103/PhysRevLett.122.257002.
[96] Markus Stiller, Pablo D. Esquinazi, José Barzola Quiquia, and Christian E.
Precker. “Local Magnetic Measurements of Trapped Flux Through a Perma-
nent Current Path in Graphite”. Journal of Low Temperature Physics 191.1-2
(Apr. 2018), pp. 105–121. ISSN: 0022-2291. DOI: 10.1007/s10909-018-
1859-6.
[97] G. Binnig, C. F. Quate, and Ch. Gerber. “Atomic Force Microscope”. Physical
Review Letters 56.9 (Mar. 1986), pp. 930–933. ISSN: 0031-9007. DOI: 10.
1103/PhysRevLett.56.930.
[98] Yongho Seo and Wonho Jhe. Reports on Progress in Physics 71.1 (Jan. 2008),
p. 016101. ISSN: 0034-4885. DOI: 10.1088/0034-4885/71/1/016101.
[99] Richard J. Young and Mary V. Moore. “Dual-Beam (FIB-SEM) Systems”.
Introduction to Focused Ion Beams: Instrumentation, Theory, Techniques
and Practice. Ed. by Lucille A. Giannuzzi and Fred A. Stevie. Boston, MA:
Springer US, 2005. Chap. 12, pp. 247–268. ISBN: 978-0-387-23313-0. DOI:
10.1007/0-387-23313-X_12.
[100] Lucille A. Giannuzzi and Fred A. Stevie, eds. Introduction to Focused Ion
Beams. Boston, MA: Springer US, 2005. ISBN: 978-0-387-23116-7. DOI:
10.1007/b101190.
136 Bibliography
[101] Sven A. E. Johansson, John L. Campbell, Klas G. Malmqvist, and James
D. Winefordner, eds. Particle-Induced X-Ray Emission Spectrometry (PIXE).
(John Wiley & Sons Inc., New York, Aug. 1995, p. 451. ISBN: 9780471589440.
[102] Wei-Kan Chu, James W. Mayer, and Marc-A. Nicolet. Backscattering Spec-
trometry. 1st ed. New York: Academic Press, Sept. 1978, p. 400. ISBN:
9780121738501. DOI: 10.1016/B978-0-121-73850-1.X5001-7.
[103] T. Butz, R.-H. Flagmeyer, J. Heitmann, D.N. Jamieson, G.J.F. Legge, D.
Lehmann, U. Reibetanz, T. Reinert, A. Saint, D. Spemann, R. Szymanski,
W. Tröger, J. Vogt, and J. Zhu. “The Leipzig high-energy ion nanoprobe: A
report on first results”. Nuclear Instruments and Methods in Physics Research
Section B: Beam Interactions with Materials and Atoms 161-163 (Mar. 2000),
pp. 323–327. ISSN: 0168583X. DOI: 10.1016/S0168-583X(99)00898-8.
[104] “Materials analysis and modification at LIPSION – Present state and future
developments”. Nuclear Instruments and Methods in Physics Research Section
B: Beam Interactions with Materials and Atoms 269.20 (Oct. 2011), pp. 2175–
2179. ISSN: 0168583X. DOI: 10.1016/j.nimb.2011.02.054.
[105] D. Spemann, P. Esquinazi, A. Setzer, and W. Böhlmann. “Trace element
content and magnetic properties of commercial HOPG samples studied by
ion beam microscopy and SQUID magnetometry”. AIP Advances 4.10 (Oct.
2014), p. 107142. ISSN: 2158-3226. DOI: 10.1063/1.4900613.
[106] W H Bragg and W L Bragg. “The reflection of X-rays by crystals”. Pro-
ceedings of the Royal Society of London. Series A, Containing Papers of a
Mathematical and Physical Character 88.605 (July 1913), pp. 428–438. ISSN:
0950-1207. DOI: 10.1098/rspa.1913.0040.
[107] W. Clegg. “X-ray Diffraction”. Comprehensive Coordination Chemistry II. Ed.
by Jon A. McCleverty, Thomas J. Meyer, and A. B. P. Lever. 2nd ed. Vol. 2.
Toronto, CA: Elsevier, 2003. Chap. 2.4, pp. 57–64. ISBN: 0-08-043748-6. DOI:
10.1016/B0-08-043748-6/01115-4.
[108] Philippe Mangin and Rémi Kahn. “SUPERCONDUCTING QUANTUM
INTERFERENCE DEVICE “SQUID””. Superconductivity: An introduction.
Cham: Springer International Publishing, 2017. Chap. 11, pp. 289–311. ISBN:
978-3-319-50527-5. DOI: 10.1007/978-3-319-50527-5_11.
[109] S. N. Erné, H. D. Hahlbohm, and H. Lübbig. “Theory of rf-biased super-
conducting quantum interference device for nonhysteretic regime”. Jour-
nal of Applied Physics 47.12 (1976), pp. 5440–5442. ISSN: 00218979. DOI:
10.1063/1.322574.
Bibliography 137
[110] J. E. Greene. “Review Article: Tracing the recorded history of thin-film
sputter deposition: From the 1800s to 2017”. Journal of Vacuum Science &
Technology A: Vacuum, Surfaces, and Films 35.5 (Sept. 2017), pp. 05C204–60.
ISSN: 0734-2101. DOI: 10.1116/1.4998940.
[111] Jun Yin, Sergey Slizovskiy, Yang Cao, Sheng Hu, Yaping Yang, Inna Lobanova,
Benjamin A. Piot, Seok-Kyun Son, Servet Ozdemir, Takashi Taniguchi, Kenji
Watanabe, Kostya S. Novoselov, Francisco Guinea, A. K. Geim, Vladimir
Fal’ko, and Artem Mishchenko. “Dimensional reduction, quantum Hall ef-
fect and layer parity in graphite films”. Nature Physics (Feb. 2019). ISSN:
1745-2473. DOI: 10.1038/s41567-019-0427-6. eprint: 1812.10740.
[112] Seungho Choi, Hyoungjoon Park, Soonil Lee, and Ken Ha Koh. “Fabrication
of graphite nanopillars and nanocones by reactive ion etching”. Thin Solid
Films 513.1-2 (Aug. 2006), pp. 31–35. ISSN: 00406090. DOI: 10.1016/j.
tsf.2005.12.106.
[113] Mariana C. Prado, Deep Jariwala, Tobin J. Marks, and Mark C. Hersam.
“Optimization of graphene dry etching conditions via combined microscopic
and spectroscopic analysis”. Applied Physics Letters 102.19 (May 2013),
p. 193111. ISSN: 0003-6951. DOI: 10.1063/1.4807425.
[114] F. Tuinstra and J. L. Koenig. “Raman Spectrum of Graphite”. The Journal of
Chemical Physics 53.3 (Aug. 1970), pp. 1126–1130. ISSN: 0021-9606. DOI:
10.1063/1.1674108.
[115] V. Zólyomi, J. Koltai, and J. Kürti. “Resonance Raman spectroscopy of
graphite and graphene”. physica status solidi (b) 248.11 (Nov. 2011), pp. 2435–
2444. ISSN: 03701972. DOI: 10.1002/pssb.201100295.
[116] Andrea C. Ferrari and Denis M. Basko. “Raman spectroscopy as a versatile
tool for studying the properties of graphene”. Nature Nanotechnology 8.4
(Apr. 2013), pp. 235–246. ISSN: 1748-3387. DOI: 10.1038/nnano.2013.46.
eprint: 1306.5856.
[117] A. C. Ferrari and J. Robertson. “Interpretation of Raman spectra of disordered
and amorphous carbon”. Physical Review B 61.20 (May 2000), pp. 14095–
14107. ISSN: 0163-1829. DOI: 10.1103/PhysRevB.61.14095.
[118] J. Ribeiro-Soares, M.E. Oliveros, C. Garin, M.V. David, L.G.P. Martins, C.A.
Almeida, E.H. Martins-Ferreira, K. Takai, T. Enoki, R. Magalhães-Paniago, A.
Malachias, A. Jorio, B.S. Archanjo, C.A. Achete, and L.G. Cançado. “Struc-
tural analysis of polycrystalline graphene systems by Raman spectroscopy”.
138 Bibliography
Carbon 95 (Dec. 2015), pp. 646–652. ISSN: 00086223. DOI: 10.1016/j.
carbon.2015.08.020. eprint: 1511.06659.
[119] M. A. Pimenta, G. Dresselhaus, M. S. Dresselhaus, L. G. Cançado, A. Jo-
rio, and R. Saito. “Studying disorder in graphite-based systems by Raman
spectroscopy”. Phys. Chem. Chem. Phys. 9.11 (2007), pp. 1276–1290. ISSN:
1463-9076. DOI: 10.1039/B613962K.
[120] Yasushi Kawashima and Gen Katagiri. “Fundamentals, overtones, and combi-
nations in the Raman spectrum of graphite”. Physical Review B 52.14 (Oct.
1995), pp. 10053–10059. ISSN: 0163-1829. DOI: 10.1103/PhysRevB.52.
10053.
[121] Gen Katagiri, Hideyuki Ishida, and Akira Ishitani. “Raman spectra of graphite
edge planes”. Carbon 26.4 (1988), pp. 565–571. ISSN: 00086223. DOI: 10.
1016/0008-6223(88)90157-1.
[122] J. F. Ziegler. The Stopping and Range of Ions in Matter (SRIM-2013). URL:
www.srim.org.
[123] S. T. Hannahs and E. C. Palm. “The National High Magnetic Field Labora-
tory”. Journal of Low Temperature Physics 159.1-2 (Apr. 2010), pp. 366–369.
ISSN: 0022-2291. DOI: 10.1007/s10909-009-0066-x.
[124] Rémy Battesti, Jerome Beard, Sebastian Böser, Nicolas Bruyant, Dmitry Bud-
ker, Scott A. Crooker, Edward J. Daw, Victor V. Flambaum, Toshiaki Inada,
Igor G. Irastorza, Felix Karbstein, Dong Lak Kim, Mikhail G. Kozlov, Ziad
Melhem, Arran Phipps, Pierre Pugnat, Geert Rikken, Carlo Rizzo, Matthias
Schott, Yannis K. Semertzidis, Herman H.J. ten Kate, and Guido Zavattini.
“High magnetic fields for fundamental physics”. Physics Reports 765-766
(Nov. 2018), pp. 1–39. ISSN: 03701573.
[125] Mitsuhiro Motokawa. “Physics in high magnetic fields”. Reports on Progress
in Physics 67.11 (Nov. 2004), pp. 1995–2052. ISSN: 0034-4885. DOI: 10.
1088/0034-4885/67/11/R02.
[126] J. Wosnitza, A. D. Bianchi, T. Herrmannsdörfer, R. Wünsch, S. Zherlitsyn,
and S. Zvyagin. “Status quo of the Dresden High Magnetic Field Laboratory”.
Journal of Physics: Conference Series 51.1 (Nov. 2006), pp. 619–622. ISSN:
1742-6588. DOI: 10.1088/1742-6596/51/1/142.
Bibliography 139
[127] S. Zherlitsyn, A.D. Bianchi, T. Herrmannsdoerfer, F. Pobell, Yu Skourski,
A. Sytcheva, S. Zvyagin, and J. Wosnitza. “Coil Design for Non-Destructive
Pulsed-Field Magnets Targeting 100 T”. IEEE Transactions on Applied Su-
perconductivity 16.2 (June 2006), pp. 1660–1663. ISSN: 1051-8223. DOI:
10.1109/TASC.2005.864297.
[128] S. Zherlitsyn, B. Wustmann, T. Herrmannsdörfer, and J. Wosnitza. “Magnet-
Technology Development at the Dresden High Magnetic Field Laboratory”.
Journal of Low Temperature Physics 170.5-6 (Mar. 2013), pp. 447–451. ISSN:
0022-2291. DOI: 10.1007/s10909-012-0764-7.
[129] M. Jaime, A. Lacerda, Y. Takano, and G. S. Boebinger. “The national high
magnetic field laboratory”. Journal of Physics: Conference Series 51.1 (2006),
pp. 643–646. ISSN: 17426596. DOI: 10.1088/1742-6596/51/1/148.
[130] C.A. Swenson, W.S. Marshall, E.L. Miller, K.W. Pickard, A.V. Gavrilin, K.
Han, and H.J. Schneider-Muntau. “Pulse Magnet Development Program at
NHMFL”. IEEE Transactions on Appiled Superconductivity 14.2 (June 2004),
pp. 1233–1236. ISSN: 1051-8223. DOI: 10.1109/TASC.2004.830538.
[131] Doan N Nguyen, James Michel, and Chuck H Mielke. “Status and Devel-
opment of Pulsed Magnets at the NHMFL Pulsed Field Facility”. IEEE
Transactions on Applied Superconductivity 26.4 (June 2016), pp. 1–5. ISSN:
1051-8223. DOI: 10.1109/TASC.2016.2515982.
[132] H. Kempa, H.C Semmelhack, P. Esquinazi, and Y. Kopelevich. “Absence
of metal– insulator transition and coherent interlayer transport in oriented
graphite in parallel magnetic fields”. Solid State Communications 125.1 (Jan.
2003), pp. 1–5. ISSN: 00381098. DOI: 10.1016/S0038-1098(02)00711-1.
eprint: 0206565 (cond-mat).
[133] H. Jeffrey Gardner, Ashwani Kumar, Liuqi Yu, Peng Xiong, Maitri P. Waru-
sawithana, Luyang Wang, Oskar Vafek, and Darrell G. Schlom. “Enhancement
of superconductivity by a parallel magnetic field in two-dimensional super-
conductors”. Nature Physics 7.11 (Nov. 2011), pp. 895–900. ISSN: 1745-2473.
DOI: 10.1038/nphys2075.
[134] Zhe Wang, Wu Shi, Rolf Lortz, and Ping Sheng. “Superconductivity in 4-
Angstrom carbon nanotubes—a short review”. Nanoscale 4.1 (2012), pp. 21–
41. ISSN: 2040-3364. DOI: 10.1039/C1NR10817D.
[135] A. Gurevich and H. Küpfer. “Time scales of the flux creep in superconductors”.
Physical Review B 48.9 (Sept. 1993), pp. 6477–6487. ISSN: 0163-1829. DOI:
10.1103/PhysRevB.48.6477.
140 Bibliography
[136] P. Esquinazi, J. Barzola-Quiquia, D. Spemann, M. Rothermel, H. Ohldag,
N. García, A. Setzer, and T. Butz. “Magnetic order in graphite: Experimental
evidence, intrinsic and extrinsic difficulties”. Journal of Magnetism and Mag-
netic Materials 322.9-12 (May 2010), pp. 1156–1161. ISSN: 03048853. DOI:
10.1016/j.jmmm.2009.06.038. eprint: 0902.1671.
[137] L. Ji, M. S. Rzchowski, N. Anand, and M. Tinkham. “Magnetic-field-dependent
surface resistance and two-level critical-state model for granular supercon-
ductors”. Physical Review B 47.1 (Jan. 1993), pp. 470–483. ISSN: 0163-1829.
DOI: 10.1103/PhysRevB.47.470.
[138] Norimichi Watanabe, Akiyoshi Nakayama, and Susumu Abe. “Influence of
trapped magnetic flux quantum on two-dimensional magnetic field depen-
dence of a Josephson junction”. Journal of Applied Physics 101.9 (May 2007),
09G105. ISSN: 0021-8979. DOI: 10.1063/1.2711065.
[139] E. Šimánek. “Two-Dimensional Superconductors”. Inhomogeneous Supercon-
ductors: Granular and Quantum Effects. International series of monographs
on physics. Oxford University Press, 1994. Chap. 7. ISBN: 0-19-507828-4.
[140] Pablo Esquinazi. “Invited review: Graphite and its hidden superconductivity”.
Papers in Physics 5.October (Dec. 2013), pp. 1–19. ISSN: 1852-4249. DOI:
10.4279/pip.050007. eprint: 1312.4459.
[141] EITARO MATUYAMA. “Rate of Transformation of Rhombohedral Graphite
at High Temperatures”. Nature 178.4548 (Dec. 1956), pp. 1459–1460. ISSN:
0028-0836. DOI: 10.1038/1781459a0.
[142] E. J. Freise and A. Kelly. “The deformation of graphite crystals and the produc-
tion of the rhombohedral form”. Philosophical Magazine 8.93 (Sept. 1963),
pp. 1519–1533. ISSN: 0031-8086. DOI: 10.1080/14786436308207315.
[143] S. Dusari, J. Barzola-Quiquia, P. Esquinazi, and N. García. “Ballistic transport
at room temperature in micrometer-size graphite flakes”. Physical Review B
83.12 (Mar. 2011), p. 125402. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.
83.125402. eprint: 1012.1100.
[144] P. Esquinazi, J. Barzola-Quiquia, S. Dusari, and N. García. “Length depen-
dence of the resistance in graphite: Influence of ballistic transport”. Journal
of Applied Physics 111.3 (Feb. 2012), p. 033709. ISSN: 0021-8979. DOI:
10.1063/1.3682094. eprint: 1201.3004.
Bibliography 141
[145] Y. Kopelevich, J. H. S. Torres, R. R. da Silva, F. Mrowka, H. Kempa, and P.
Esquinazi. “Reentrant Metallic Behavior of Graphite in the Quantum Limit”.
Physical Review Letters 90.15 (Apr. 2003), p. 156402. ISSN: 0031-9007. DOI:
10.1103/PhysRevLett.90.156402. eprint: 0209406.
[146] F. Arnold, A. Isidori, E. Kampert, B. Yager, M. Eschrig, and J. Saunders.
“Charge Density Waves in Graphite: Towards the Magnetic Ultraquantum
Limit”. Physical Review Letters 119.13 (Sept. 2017), p. 136601. ISSN: 0031-
9007. DOI: 10.1103/PhysRevLett.119.136601.
[147] Yuanbo Zhang, Joshua P. Small, Michael E S Amori, and Philip Kim. “Electric
field modulation of galvanomagnetic properties of mesoscopic graphite”.
Physical Review Letters 94.17 (2005), pp. 1–4. ISSN: 00319007. DOI: 10.
1103/PhysRevLett.94.176803. eprint: 0410315 (cond-mat).
[148] Kiyoshi Noto and Takuro Tsuzuku. “A Simple Two-Band Theory of Galvano-
magnetic Effects in Graphite in Relation to the Magnetic Field Azimuth”.
Japanese Journal of Applied Physics 14.1 (Jan. 1975), pp. 46–51. ISSN: 0021-
4922. DOI: 10.1143/JJAP.14.46.
[149] N. García, P. Esquinazi, J. Barzola-Quiquia, B. Ming, and D. Spoddig. “Transi-
tion from Ohmic to ballistic transport in oriented graphite: Measurements and
numerical simulations”. Physical Review B 78.3 (July 2008), p. 035413. ISSN:
1098-0121. DOI: 10.1103/PhysRevB.78.035413. eprint: 0803.2203.
[150] Y. Iye, P. M. Tedrow, G. Timp, M. Shayegan, M. S. Dresselhaus, G. Dressel-
haus, A. Furukawa, and S. Tanuma. “High-magnetic-field electronic phase
transition in graphite observed by magnetoresistance anomaly”. Physical Re-
view B 25.8 (Apr. 1982), pp. 5478–5485. ISSN: 0163-1829. DOI: 10.1103/
PhysRevB.25.5478.
[151] N. B. Brandt, G. A. Kapustin, V. G. Karavaev, A S Kotosonov, and E A
Svistova. “Investigation of the galvanomagnetic properties of graphite in
magnetic fields up to 500˜kOe at low temperatures”. Sov. Phys.-JETP 40.3
(1974), pp. 564–569. URL: http://jetp.ac.ru/cgi-bin/dn/e_040_03_
0564.pdf.
[152] Yeonbae Lee, Aviad Frydman, Tianran Chen, Brian Skinner, and A. M. Gold-
man. “Electrostatic tuning of the properties of disordered indium-oxide films
near the superconductor-insulator transition”. Phys. Rev. B 88 (2 July 2013),
p. 024509. DOI: 10.1103/PhysRevB.88.024509.
142 Bibliography
[153] B. L. Willems, G. Zhang, J. Vanacken, V. V. Moshchalkov, S. D. Janssens,
K. Haenen, and P. Wagner. “Granular superconductivity in metallic and insu-
lating nanocrystalline boron-doped diamond thin films”. Journal of Physics
D: Applied Physics 43.37 (Sept. 2010), p. 374019. ISSN: 0022-3727. DOI:
10.1088/0022-3727/43/37/374019.
[154] A. Glatz, A. A. Varlamov, and V. M. Vinokur. “Fluctuation spectroscopy of
disordered two-dimensional superconductors”. Physical Review B 84.10 (Sept.
2011), p. 104510. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.84.104510.
[155] I. S. Beloborodov and K. B. Efetov. “Negative magnetoresistance of granular
metals in a strong magnetic field”. Physical Review Letters 82.16 (1999),
pp. 3332–3335. ISSN: 10797114. DOI: 10.1103/PhysRevLett.82.3332.
eprint: 9910027 (cond-mat).
[156] S. B. Hubbard, T. J. Kershaw, A. Usher, A. K. Savchenko, and A. Shytov.
“Millikelvin de Haas–van Alphen and magnetotransport studies of graphite”.
Physical Review B 83.3 (Jan. 2011), p. 035122. ISSN: 1098-0121. DOI: 10.
1103/PhysRevB.83.035122.
[157] A. Arndt, D. Spoddig, P. Esquinazi, J. Barzola-Quiquia, S. Dusari, and T. Butz.
“Electric carrier concentration in graphite: Dependence of electrical resistivity
and magnetoresistance on defect concentration”. Physical Review B 80.19
(Nov. 2009), p. 195402. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.80.
195402.
[158] Kalon Gopinadhan, Young Jun Shin, Indra Yudhistira, Jing Niu, and Hyunsoo
Yang. “Giant magnetoresistance in single-layer graphene flakes with a gate-
voltage-tunable weak antilocalization”. Physical Review B 88.19 (Nov. 2013),
p. 195429. ISSN: 1098-0121. DOI: 10.1103/PhysRevB.88.195429.
[159] X. Zhang, Q.Z. Xue, and D.D. Zhu. “Positive and negative linear magnetore-
sistance of graphite”. Physics Letters A 320.5-6 (Jan. 2004), pp. 471–477.
ISSN: 03759601. DOI: 10.1016/j.physleta.2003.11.050.
[160] Kalon Gopinadhan, Young Jun Shin, Rashid Jalil, Thirumalai Venkatesan,
Andre K. Geim, Antonio H. Castro Neto, and Hyunsoo Yang. “Extremely
large magnetoresistance in few-layer graphene/boron–nitride heterostruc-
tures”. Nature Communications 6.1 (Dec. 2015), p. 8337. ISSN: 2041-1723.
DOI: 10.1038/ncomms9337.
Bibliography 143
[161] Y. Kopelevich, R. R. Da Silva, J. C.M. Pantoja, and A. M. Bratkovsky. “Nega-
tive c-axis magnetoresistance in graphite”. Physics Letters, Section A: Gen-
eral, Atomic and Solid State Physics 374.45 (2010), pp. 4629–4632. ISSN:
03759601. DOI: 10.1016/j.physleta.2010.09.024.
[162] Toshihiro Taen, Kazuhito Uchida, and Toshihito Osada. “Thickness-dependent
phase transition in graphite under high magnetic field”. Physical Review B
97.11 (Mar. 2018), p. 115122. ISSN: 2469-9950. DOI: 10.1103/PhysRevB.
97.115122.
[163] Toshihiro Taen, Kazuhito Uchida, Toshihito Osada, and Woun Kang. “Tunable
magnetoresistance in thin-film graphite field-effect transistor by gate voltage”.
Physical Review B 98.15 (Oct. 2018), p. 155136. ISSN: 2469-9950. DOI:
10.1103/PhysRevB.98.155136.
[164] H. Kempa, P. Esquinazi, and Y. Kopelevich. “Field-induced metal-insulator
transition in the c -axis resistivity of graphite”. Physical Review B 65.24 (May
2002), p. 241101. ISSN: 0163-1829. DOI: 10.1103/PhysRevB.65.241101.
[165] Bruno Cury Camargo and Walter Escoffier. “Taming the magnetoresistance
anomaly in graphite”. Carbon 139 (Nov. 2018), pp. 210–215. ISSN: 00086223.
DOI: 10.1016/j.carbon.2018.06.045.
[166] Benoît Fauqué, David LeBoeuf, Baptiste Vignolle, Marc Nardone, Cyril
Proust, and Kamran Behnia. “Two Phase Transitions Induced by a Magnetic
Field in Graphite”. Physical Review Letters 110.26 (June 2013), p. 266601.
ISSN: 0031-9007. DOI: 10.1103/PhysRevLett.110.266601. eprint: 1303.
4074.
[167] Nitesh Kumar, Yan Sun, Nan Xu, Kaustuv Manna, Mengyu Yao, Vicky Süss,
Inge Leermakers, Olga Young, Tobias Förster, Marcus Schmidt, Horst Bor-
rmann, Binghai Yan, Uli Zeitler, Ming Shi, Claudia Felser, and Chandra
Shekhar. “Extremely high magnetoresistance and conductivity in the type-II
Weyl semimetals WP2 and MoP2”. Nature Communications 8.1 (Dec. 2017),
p. 1642. ISSN: 2041-1723. DOI: 10.1038/s41467-017-01758-z.
[168] Chandra Shekhar, Ajaya K. Nayak, Yan Sun, Marcus Schmidt, Michael Nick-
las, Inge Leermakers, Uli Zeitler, Yurii Skourski, Jochen Wosnitza, Zhongkai
Liu, Yulin Chen, Walter Schnelle, Horst Borrmann, Yuri Grin, Claudia Felser,
and Binghai Yan. “Extremely large magnetoresistance and ultrahigh mobility
in the topological Weyl semimetal candidate NbP”. Nature Physics 11.8 (Aug.
2015), pp. 645–649. ISSN: 1745-2473. DOI: 10.1038/nphys3372.
144 Bibliography
[169] Bin Chen, Xu Duan, Hangdong Wang, Jianhua Du, Yuxing Zhou, Chunqiang
Xu, Yukun Zhang, Liyao Zhang, Meng Wei, Zhengcai Xia, Chao Cao, Jianhui
Dai, Minghu Fang, and Jinhu Yang. “Large magnetoresistance and super-
conductivity in α-gallium single crystals”. npj Quantum Materials 3.1 (Dec.
2018), p. 40. ISSN: 2397-4648. DOI: 10.1038/s41535-018-0114-3.
[170] Xiaolin Wang, Yi Du, Shixue Dou, and Chao Zhang. “Room Tempera-
ture Giant and Linear Magnetoresistance in Topological Insulator Bi2Te3
Nanosheets”. Physical Review Letters 108.26 (June 2012), p. 266806. ISSN:
0031-9007. DOI: 10.1103/PhysRevLett.108.266806.
[171] N. Mason and A. Kapitulnik. “Dissipation Effects on the Superconductor-
Insulator Transition in 2D Superconductors”. Physical Review Letters 82.26
(June 1999), pp. 5341–5344. ISSN: 0031-9007. DOI: 10.1103/PhysRevLett.
82.5341.
[172] H. van der Zant, W. Elion, L. Geerligs, and J. Mooij. “Quantum phase transi-
tions in two dimensions: Experiments in Josephson-junction arrays”. Physical
Review B - Condensed Matter and Materials Physics 54.14 (1996), pp. 10081–
10093. ISSN: 1550235X. DOI: 10.1103/PhysRevB.54.10081.
[173] S. Tanuma, R. Inada, A. Furukawa, O. Takahashi, Y. Iye, and Y. Onuki. “Elec-
trical Properties of Layered Materials at High Magnetic Fields”. Physics in
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2.5 (a) Flux trapping curve. Point O: positive remanent magnetization
after performing the FC curve 2 from (b) and turning the magnetic
field off. Labels I, II, and III: points where the time evolution of the
susceptibility was measured, showed in the inset in (b). (b) Zero field
cooled (ZFC) and field cooled (FC) susceptibility curve. Figure taken
from Ref. [46]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Intergranular and intragranular vortices in a superconducting granular
system. Figure adapted from Ref. [27]. . . . . . . . . . . . . . . . . 18
148 List of Figures
2.7 Normalized resistance as a function of the applied magnetic field
of two granular Al-Ge samples taken from Ref. [64]. Sample 2 is
represented by the open triangles at T = 0.3 K and sample 3 is showed
in the inset at T = 2 K. . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Carbon atom electronic configuration in the ground state. The left side
shows a graphical representation of the orbitals as a function of the
principal quantum number n. The arrows represent electrons occupy-
ing the shells s and p according to Hund’s rules and Pauli’s exclusion
principle. The right side shows a table with the Aufbau principle,
where l is the orbital angular momentum. The shells highlighted in
green show the orbitals occupied by electrons. . . . . . . . . . . . . 29
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4.5 (a) Images of a HOPG lamella, on the right side, is a SEM image
of the entire sample. The left up shows a SEM image of the lamella
tilted by 52°, and the left down its confocal Raman image, where
the numbers indicate the different scanned regions showed in the
measured spectra on (b), (c), and (d). (b) Raman spectra (RS) of the
lamella before O2 plasma etching (PE) with incident laser polarized
parallel to the graphene planes. The positions (1), (3), and (4) are
equivalent to the positions indicated in (a). (c) RS of the lamella
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electrodes, (a) Sri Lankan NG and (b) HOPG. The red dotted line
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4.9 Edge sample preparation. (a) Mesoscopic graphite sample placed on
a substrate. (b) Part of the sample covered with a layer of SiNx. (c)
During the O2/Ar IPC RIE exposure, only the uncovered area of the
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Sketch of the sample with its electrodes at the edge, parallel to the c
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These wires are connected to the sample by silver paste. . . . . . . . 65
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a lattice constant Å
an carrier mobility pre-factor where n = 2H or 3R ΩK−3/2
~A vector potential Vsm−1
B magnetic field T
Bc critical field T
Bc1 lower critical field T
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Jc critical electrical current density Am−2
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Li length in the i direction m
m magnetic moment JT−1
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Tc critical temperature K
Tirr irreversibility temperature K
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