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Abstract 
A method for skin segmentation is presented which based on a similarity classifier of skin-tone constructed by the 
Real Adaboost algorithm and dynamic threshold. Based on the clustering property of skin-tone distribution in 
YCrCb chrominance space, a strengthened classifier is presented by training a set of weak classifiers in 
look-up-table type using circle-like features by Adaboost. Gray scale images indicating the skin-tone similarity of 
the pixels is created by processing the multiresolution images of the original image with the strengthened 
classifier. Then, skin segmentation is implemented according to the dynamic threshold selected through Da-Jing 
method. Finally the result of skin segmentation could be obtained by composing the skin segmentation for 
different resolution of Original image. The experimental shows that the strengthened classifier has an outstanding 
ability for describing the distribution of skin-tone color in the YCrCb space, this method is robust , efficient and is 
applicable in the application of skin-tone region segmentation. 
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1. Introduction  
As a distinctive feature for the surface of human body, the signature of skin-tone (skin-tone) does 
not affected by the posture, angle of perception of people. It is widely used in face detection and 
tracking, gesture recognition and other applications of computer vision. Skin segmentation is the prior 
step in face detection, which provides recourse for face detection. Thus, the performance of the face 
detection is determined by the efficiency of the skin segmentation. 
The model constructed by the method of skin segmentation based on the clustering of skin-tone 
model can achieve high speed,but the quality of skin segmentation depends on the accuracy of 
modeling parameters.Reference [1] described the clustering of skin-tone in YCrCb space with rectangle 
model,but for skin-tone distribution in color space is neither a regular rectangle nor ellipse ,the above 
two methods can not fully describe the clustering of skin-tone in YCrCb space.Reference [2] used 
Adaboost algorithm to train a bunch of circle weak classifiers to form the strong classifier which can be 
used to describe the clustering of skin-tone in YCrCb space,while the strong classifier can not output 
continuous confidence of skin-tone ,so the efficiency of skin segmentation is low. 
The continuous Adaboost algorithm is used in the skin segmentation method proposed in this paper. 
A strong classifier is constructed by a cluster of circle-like look-up-table (LUT) type weak classifiers 
which are trained by the continuous Adaboost algorithm. The strong classifier can be used to describe 
the complex probability distribution and the continuous confidence of skin-tone. The experimental 
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results show that the performance of skin segmentation proposed in this paper has higher efficiency 
comparing with the method in reference[1] and reference [2]. 
2. Introduction of Real Adaboost 
Adaboost is a kind of boost algorithm proposed by Freund in paper[3]., it aims to construct a 
strong classifier by selecting a number of weak classifiers h from the space of weak classifiers H 
automatically. The complex probability distribution cannot be described by the Adaboost algorithm. 
Schapire improves it from the processing of discrete binary decision to deal with weak classifiers with 
continuous output in paper [4]. The weak classifiers with continuous output can be treated or viewed as 
a mapping from sample space X to R, namely H={h:XĺR}, the improved algorithm is named real 
Adaboost. The algorithm is presented as follows: 
x Given a set of sample S={(x1,y1),(x2,y2),...(xm,ym)}, the space of weak classifiers H.xiX , x is a 
sample vector in the space of vectors X.yi=±1 is a tag for the type of samples,m is the numbers of 
samples. The initial probability distribution for all samples can marked as D1(i)=1/m, i=1,...,m. 
x For t=1 to T: 
        (1).the process of each weak classifier in H as followed: 
aˊ Dividing the sample space  X into x1, x2, ..., xn. 
bˊ In the probability distribution of training samples Dt. Calculating the itW  
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b is the threshold which set by manually, it default value is 0. The confidence of the example is as 
(8). 
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The threshold b can be altered through adjusting the classification rate. The empirical risk of Real 
Adaboost algorithm is as follow: 
^ `
           1
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In each iteration of the algorithm, a weak classifier hi is selected which satisfied the equations (3) 
and (4) and held the condition with the minimum value of Zt .Once the optimal weak classifier is 
found in this iteration, the probability distribution of the samples is dynamically adjusted by 
increasing and reducing the weights of the false and the correct classified samples respectively. 
This makes the false samples get more attentions in the next iteration. After the algorithm 
executed terminated, a strong skin-tone classifier with continuous confidence is generated with all 
the weak classifiers selected by their coefficients respectively. In order to use real Adaboost to 
construct a strong skin-tone classifier, the weak classifiers that divide the skin-tone distribution 
properly just is needed to be designed. To construct the strong skin-tone with real Adaboost 
algorithm, we just need to construct the weak classifiers which could divide the skin-tone 
distribution properly correctly. 
3. Constructing Strong Skin-tone Classifier  
3.1. Skin-tone Distribution in YCrCb Space 
The primary color spaces for analyzing skin-tone including RGB,YCrCb,HSV,TSL and so on. 
Paper [5] introduced the clustering of skin-tone in all color spaces,the result shows that the clustering 
of skin-tone in the YCrCb space is the best one and the change of brightness has the least impact. 
Therefore YCrCb space is more suitable for skin-tone detection.As shown in Fig. 1,the distribution of 
skin-tone in CrCb is similar to an eclipse.And the eclipse is in a rectangle depict as (10). 
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All the samples are located inside the rectangle S, the main task of the skin-tone classifier is to 
distinguish the skin samples and none-skin samples in the rectangular region S.The classifier shown in 
(11) can narrow the classification space and improve the classification efficiency. 
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3.2. Circular Weak Classifiers with the type of Look-up-table (LUT)  
In order to use real Adaboost algorithm to construct a strong classifier which can give continuous 
confidence,we need to design a weak classifier that divide the example space properly.For this 
purpose ,we designed a circle-like look-up-table(LUT) type weak classifier as shown in Fig 2. 
All the valid samples are obtained with choosing each integer integral point X* in the rectangle S 
as the center point of the circles and the greatest distance from x* to each samples as the radius of the 
circles, which ensure that all samples fall within the circles. Finally, the radius R is divided into n equal 
portions as shown in (12). 
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In accordance with (13), the circle weak classifier is divided into n concentric circles, and the example 
space is divided into n equal rings.therefor.Any sample meets (13). 
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In accordance with (1,2), the formula (14) will be got. 
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And y is the true type of examples; define indicator function as (15). 
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Then the round weak classifiers with LUT-type can be defined as a step function as (16). 
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Figure1. distribution of skin-tone in CrCb             Figure2.  LUT Type Circle classifier 
According to (14), the round weak classifiers with LUT-type can give continuous confidence of 
examples. Therefore, it almost can describe any probability distribution approximately. 
3.3. Strong Skin-tone Classifier 
Given eligible sample space X (XS) in the detecting area S, the circle-like weak classifiers with 
LUT-type (a total of 50×45=2250) are constructed with each integer point x* within S as the center.   
All the weak classifiers to constitute a space of weak classifiers space H. According equation 
4 and 5 of the algorithm of real Adaboost is used to find an optimal LUT-type weak classifier ht is 
founded in each iteration of boost algorithm, finally all the LUT weak classifiers are combined to 
construct a strong classifier with continuous confidence output according to (8,11) as (17). 
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3.4. Skin Segmentation  
Since the skin regions are flaky areas rather than scattered skin-tone pixels, skin segmentation can 
be done on coarse resolution image of the original image, then on the high resolution images. Finally, 
fuses all the skin regions in all resolutions of the original image as shown in Fig 3. 
First, the strong skin-tone classifier as (18) is used to get confidence of each pixel in each 
resolution image. Second, the normalized confidence is used to form a grayscale image of skin-tone 
similarity. Finally, the threshold just is needed to determine for binary segmentation of the grayscale 
image. Da-Jing[6] method is used to determine the threshold. In the skin-tone similarity image, the 
number with gray value of i is ni, the total number of pixels in the image is N, the probability of each 
gray value is pi=ni/N, all the pixels will be divided into two groups:C0={1̚T-1} and C1={T̚255},so 
the probability of C0 is W0,the probability of C1 is w1,the average gray value of C0 is u0,the average gray 
value of C1 is u1,the variance between the two groups is    01102 uuwwT  G ,the gray value T* 
which make themaximum variance is the threshold for segmentation. T* is used to segment the 
similarity image as (18) 
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After binary segmentation, the white areas of the image is the skin region while black areas for 
non skin region. 
4.Experimental Results and Analysis  
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Statistical learning algorithm needs a large number of training samples,so a number of samples 
from image library and the Internet are collected, including about 4×105 positive samples and 6×105 
negative samples, Meanwhile, in order to improve the efficiency of skin segmentation,the samples 
contains a variety of different human skin samples. The samples are used to train skin-tone classifiers. 
By setting the number of equidistant partition n for  the circle-like of a LUT-type classifier with 100 
and the times of iterations T=15, a strong skin-tone classifier consists of 15 circle-like LUT-type weak 
classifiers and the corresponding error estimating formula can be obtained. The experimental images 
are from which are shown in Fig 4 and Fig 5. As shown in Table 1,the detection result was compared 
with that in [1] and [2].The detection rate of this algorithm is higher than the other two algorithms and 
the error rate is the lowest, while need longer time than [2]. 
The above experiments results and analysis shows that the strong skin-tone classifier constructed 
by Real Adaboost algorithm can describe complex probability distribution. The multi-resolution ratio 
image is detected by using the diagram threshold which will take the high efficient for skin 
segmentation. 
 
      
                                      
                                       
 
Table1.comparison of different algorithm 
5. Conclusion  
The clustering of skin-tone in YCrCb space is reseached by using Real Adaboost algorithm in this 
paper. The strong skin-tone classifier is constructed through training a set of LUT-type weak classifiers 
with a large number of positive samples and negative samples, which can well describe the probability 
distribution of skin-tone in YCrCb space.Finally, the skin segmentation was done with the maximum 
variance threshold. The experiment results shown that this method is efficient.But the influence of 
brightness is not taken into account. It may reduce the efficient of the method in environment with 
complex brightness. Some classifiers in different brightness can be constructed so as to condition to 
enhance efficiency of skin segmentation. 
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Image Evaluation parameters OUR [1] [2] 
Image4a˄496×580 pixels˅ 
Detect rate(%) 97 67 83 
False detect rate(%) 2 13 7 
Detecting time(ms) 180 44 512 
Image 5a˄300×216 pixels˅ 
Detect rate (%) 99 71 87 
False detect rate(%) 3 29 6 
Detecting time(ms) 80 21 218 
Figure 4.  
Comparison of  
Figure 5.  
Comparison of  
Figure 3.  Skin Segmentation 
in multi-resolution images 
