Introduction
Let S be a set of n points in Rd. The "roundness" of S can be measured by computing the width w'(S) of the thinnest spherical shell (or annulus in R') that contains S. This paper contains four main results related to computing w*(S): (i) For d = 2, we can compute in O(n log n) time an annulus containing S whose width is at most 2w'(S).
(ii) For d = 2 we can compute, for any given parameter e > 0, an annulus containing S whose width is at most (1 + c)w* (S), in time O(nlogn + n/s'). Let S be a set of n points in Wd. The roundness of S can be measured by approximating S with a sphere r so that the maximum distance between a point of S and I? is minimized, i.e., by computing ForcERdandforr,RER'withO<r<R,wedef?ne the spherical shell (shell, for short, and, in the plane, onn&s)
A(c,r, R) to be the closed re8ion lying between the two concentric spheres of radii r and R centered at c. The width of A(c,r, R) is R -r. .il P,xmission to make digiml or hard copies of all or part of this ~'~rk for pcrso,,a, or classroo", use is granted without fee provided that copies are not made or distributed for profit or commercial advantage snd that copies beal tllis notice and the full citation 011 the tirs: Page. To COPY ot~lerwise, lo rqublish, lo post on servers or to redistribute 10 listsrequires prior specific permission and/or a fee.
SCG")~ Miami Beach Florida
Copyri.# ACM 1999 I-581 13-068-6/99/06...$5.00 The main motivation for computing a minimum-width shell or annulus comes from metrology.
For example, the circularity of a two-dimensional object 0 in the plane is measured by sampling a set S of points on the surface of 0 (e.g. using coordinate measurement machines) and computing the width of the thinnest shell containing S [18] . Motivated by this and other applications, the problem of computing d* (S) in the plane has been studied extensively [1, 5, 6, 7, 15, 16, 23, 25, 27, 28, 29, 30, 32, 33, 351 . Ebara et al. [15] noticed that in the planar case the center of d'(S) is a vertex of the overlay of the nearest-and farthest-neighbor Voronoi diagrams of S. This property was later refined and extended in [19, 33] can be computed in O(n3 log n) time [13] . This idea can also be extended to higher dimensions. This paper contains four main results.
(i) For d = 2, we describe in Section 3 a very simple O(nlog n)-time algorithm for computing an annulus that contains S and whose width is at most twice that of A'(S). Duncan et al. [13] had described an approximation algorithm, but the approximation factor of their algorithm depends on the inner radius of d'(S).
No near-linear time algorithm with constant-factor approximation was previously known.
(ii) For d k 2, given a parameter c > 0, we can compute an annulus that contains S whose width is at most (l+e)w*, where w* is the width of d*(S) (section 4.1). The algorithm runs in O(nlog n + n/e') time.
(iii) For d 2 3, given a parameter e > 0, we present simple algorithms that run either in time 0 (2 log(&)) or in 0 ((w + e) log (A)) for computing a shell that contains S and whose width is at most (1 + c)w*, where w* is the width of d* (S) and A = diam(S) (Section 4). If the middle radius (i.e., average of the inner and outer radii) of d '(S) is at most U. diam(S); then the running time of the algorithm is O((n/ed)log V). In most of the practical.. situations, U is a constant. For example, if the input points span an angle of at least 0 with respect to the center of d'(S), U = 0(1/e). A main idea used in the algorithm is the observation that, in the plane, the minimum-area annulus containing S can be used to approximate d'(S), and while this approximation might not always be good, it can at least be computed in linear time (using linear programming).
We show how to refine this idea (and extend it to higher dimensions) to achieve the bounds stated above.
(iv) For d = 3, we present an O(n3-'/'str)-time algorithm for the exact computation of d*(S) (Section 5). Although our algorithm is complicated, it is the first subcubic algorithm for this problem.
Geometric Preliminaries
Let S be a set of n points in Rd. For a point p E Rd, let r(p) (resp. R(p)) denote the distance between p and its nearest (resp. farthest)
) is the shell of smallest width that is centered at p and contains S, which we denote by d (p) .
(In what follows, unless we consider the problem specifically in the plane, we will use the term "shell" to refer to a spherical shell in dimension higher than two and to an annulus in two dimensions.) Set annulus is realized by a center at infinity Lemma 2.1 Let S be a set of points in IWd. For any p, q E Wd, we hove the following: it can also be computed directly in O(n log n) time.
3 A l-Approximation Algorithm in the Plane Let S be a set of n points in the plane. We present an O(nlog n)-time algorithm that computes an annulus containing S whose width is at most 2~'.
Algorithm
We first compute the width width(S) of S (i.e., the minimum distance between a pair of parallel lines that contain S between them).
Next, we compute a diametral pair of S, i.e., a pair p, q E S such that d(p,q) = diam(S) 3 maxP,,q,Esd(p', q'). Both of these steps take O(n log n) time. 
where r~ is the radius of Cr. Therefore the width of the strip is
Hence, if A 5 1 and W* 1 A2/2, the algorithm computes an annulus (that is, a strip) of width at most 2~'. We now assume that either A > 1 or W* < Aa/2. Let C,, be the circle that passes through p and q and whose center [ lies on the y-axis; see Figure 4 . We will show that all points of S lie within distance w* from C&e, which implies that the annulus centered at [ with the inner radius 4W -W* and the outer radius d(t,p) + W* contains S.
Since < lies on the perpendicular bisector of pq, the thinnest annulus that the algorithm computes is certainly no wider than d(t),
i.e., its width is at most 2~'.
Since d(c,p) 2 d(c,q), C,, lies inside the circle passing through p and centered at c, and therefore it also lies inside CO. But CT,,, may intersect CI (as in Figure Figure  4 ). Let r C C,, be the circular arc from p to q'in the clockwise direction.
A simple calculation shows that the distance from c to.the points of r is monotonically decreasing along r.
Since p, q E A', the entire arc r lies inside A'. 
The last inequality follows from the assumption that w* < Aa/2. This completes the proof of the lemma.
n We now prove that for any point z E S, the distance between C,, and z, denoted by d(z,C,,), is at most w*. We will prove the claim for points with positive z-coordinates; the same argument applies to points with negative c-coordinates.
Let a be the intersection point of C,, with the ray emanating from < in direction &'z; see Figure 5 (ii)) and
where the last inequality follows from the fact that C,, c int (CO). This implies that S E d', as desired.
We thus have d(z,P) <w*. We define another constrained shell E(S,C) (which becomes, when d = 2, the minimum-area annulus containing S with center constrained to he in C), in the same variables, as follows: 
Let cj(S, C) denote the width of &(S, C).
We now describe our approximation algorithm. Let
axis-parallel cube of side length s and centered at p.
1.
2.
3.
4.
5.
Pick a point o E S and set e = C(o, (2U + 2)A).
Partition
(Z into a collection C = {Cl,. . . , Ck) of axisparallel cubes so that, for all points p, q inside the same cube Ci, r=id(p) 5 (l+e)rmid(g).
(An efficient method of doing this is given below.)
For each Ci E C, compute Ai = E(S, Ci).
Return the thinnest shell among Al,. . . , Ak.
Lemma 4.1 APPROXSHELL(S, U, e) returns a shell whose width is at most (1 + s)w*(S, U).
Proof: If cj(S,R') = 0, then the lemma is obvious.
Otherwise, let p be the center of A'(S,U). Let C be a cube in this tiling of Bi, and let p,q be two points in C. Using Lemma 2.1 and the fact that rmid(o) < A 5 2~, we have
We also have
See Figure 6 for Our target is to approximate the minimum difference between the farthest and nearest neighbors of points on H (i.e. this is the width of the minimum-width shell whose center is restricted to lie on If). We note that we can compute this minimum along a line ! in O(n) time, by performing a walk through the overlay of those two diagrams along e. We do this along each line of the grid, and also solve the global linear-programming instance where the center of the shell is restricted to lie on H. Thus, we can solve a two-dimensional instance in O(n log n + n/e) time. Overall, the running time of the recursive algorithm for the subcubes of Ci is O((n/edba) logn+n/cd-') time. Thus, solving all the linear programming instances for Cl,. . . , C, requires In this case we can compute an annulus of width at most (1 + c)w'(S) containing S in time O(;I; 1% f,.
rmid(p) > 5A, V spans less than a halfspace. Let Y be the ray which is the axis of symmetry of V. Refer to Figure 7 . Let b and c be the points where v meets the inner and outer spheres of .A', respectively. Let u be a point on the segment pb at distance r = UA/2 from b. Let W be the smallest cone centered at u, with axis of symmetry along v and containing V. Consider the portion of W lying on the same side as p and u of the hyperplane through c and orthogonal to v, and let R denote the maximum distance from u to a point in this portion. The shell A' centered at u with radii r and R, encloses V and thus also covers S. We now estimate W(U) by upper bounding the width of A'.
Let q be the point on V at distance R from u, as pictured. We have W(U) 5 W* + d(c,q). However, d(u,a) = dm and Remark 4.4 For d = 2 the algorithm of Theorem 4.3 can be further simplified and improved, by noting that in this case the power diagrams are (regular) nearest-and finthestneighbor Voronoi diagrams, and that they need to be computed only once. The running time of the resulting algorithm is thus 0 (n log n + ? log U).
By similarity, we have d(c,q) = d(a, b) 6.
Note that w' < A < r and that 1 5 A = 2r/U 5 2r/5. To see the latter inequality, project S, centerally towards . u, on the sphere cr of radius r about u. The image S of S falls inside the cap u I-J W, which is a smallest cap on cr enclosing S. Since the projection does not increase the Remark 4.5 If n >> exp(l/c') then the first bound of Theorem 4.3 is better than the second bound. Such values of n are realistic only when c is very coarse. This remark should be taken into account also for the following algorithms.
We next modify the algorithm APPROXSHELL so that it produces in all cases a shell containing S of width 5 (1 + e)w.(S). distances between points, the diameter of S is at most A, which is easily seen to imply that 1 5 A. This implies that annulus in the planar case, in strongly polynomial time O(n log n + n/c') (which does not depend on A and w*), by combining the algorithm of Theorem 3.1 with APPROX-SHELL-~. This is done in the following subsection. is 5 (l+c)w'\S), and the running time of the algorithm is O(n log n + n/e ).
Proof: If rmid(A*(S))
2 UA(S), the correctness and the bound on the running time are consequences of the previous algorithms, SO assume that rmid(A*(S)) > UA(S). Let C' be the middle circle of d'(S), and let c*, r* denote the center and the radius of C', respectively. Let Ip and Ie denote the segments spanned by the points of Pp and of Pp, respectively.
It is clear that C' crosses both Ip and Ip, at two respective points u,u.
Let ui (resp. vi) denote the point of P,, (resp. of Pq) that lies immediately below u (resp. u). We first translate C' downwards, till it first hits either ui or vi. Suppose, without loss of generality, that it first hits vi. Let C denote the translated circle. Clearly, the center c of C lies vertically below c* at distance less than 6. In particular, for any s E S we have ]d(c,e) -d(c',s)] 5 d(c,c') < 6. Put w = 2d(C, S) and observe that Next, shrink C by moving its center from c towards vi and by keeping ~1 on the circle, until it also passes through ~1. Let C' denote the new circle and let c' denote its center. See Figure 8 .
The distance from c to points on C' decreases monotonically as we traverse C' from vi counterclockwise till we reach the point on C' antipodal to vi. Let s be any point of S. The ray p from c towards s crosses C at a point zv and C' at a point w'. We have d(w',s) 5 d(w,s) + d(w,&) 5 w/2 + d(ur, u'). It easily follows from the preceding discussion that d (ur,ul') attains its maximum when 2~' is near (~1, and this maximum is smaller than 26. This implies that w(c') 5 2d(C',S) < w + 26 5 (1 + 2e/5)w'
Since c' lies on the perpendicular bisector of ulul, it follows that the width of the annulus output by the algorithm is at most w(c') < (1 + b)w*, as asserted.
The bound on the running time is obvious:
We have O(l/ca) bisectors to process, and the processing of each of them takes O(n) time, as noted in the algorithm. with a a-face of Vor&S). There are @(ta') such intersection points in the worst case, so we cannot afford to check all of them explicitly.
We will instead check them in an implicit manner. We first sketch the overall algorithm and then describe the main steps in detail.
Overview of the algorithm
We present an algorithm to determine a minimum-width shell centered at an intersection point of an edge of VorN(S) and a S-face of Vorp (S) that contains S. The other case is treated similarly.
Algorithm

MIN-WIDTH-SHELL (S)
Compute VorN(S). Let E be the set of edges of VorN(S)
Fix a parameter r and choose a random sample R c S of size O(r log r). Each subset of this size is chosen with equal probability.
Compute vOrF(R) and triangulate each Voronoi Cell using the Dobkin-Kirkpatrick hierarchical algorithm [12] . Let A be the set of resulting tetrahedra; IAl = O(ra loga r).
Each tetrahedron of A lies inside the Voronoi cell VP (pa, R) of some point pa E R.
For each tetrahedron
A E A do the following:
Compute the set SA = {'y' E s 1 32 E As.t.d(z,q) 2 +,pA)}. can be computed and triangulated in O(nA) time, the total time spent in computing TA over all tetrahedra is CA O(nb), which is O(na log' r) with high probability.
Hence, the total time spent in Steps 3 and 4 is O(nar loga r) with high probability. We will show below in Lemma 5.4 that Step 5 can be implemented in c o(tAm~'ot' + mAloga tA) AEA time, for any .s > 0. Hence, with high probability, the overall running time of the algorithm is c 0 (tAmylotc + mA lOga F > + o(nar log' r) = AEA 0 $ c mgpllo+r (
Choosing r = n18/1Q, we obtain that the running time of the algorithm is O(n3-"1s+'), for any E > 0, with high probability.
Putting everything together, we can conclude the following.
Theorem
5.1 Given a set S ofn pointa in LQ', A'(S) con be computed by a randomized algorithm whose running time is o(n3-l/19+" ) with high probability. We first describe the algorithm for the restricted case in which every pair in A x B intersect.
As in [l, 5, 61, we will describe the algorithm for the decision problem that, given a real number w, determines whether w > w*(A, B), w = w*(A, B), or w < w*(A, B). Define 6.,, = w*(enT)-w.
The goal is to determine whether there exists a pair e,T so that 6.,, _< 0, i.e., min CL,, 5 0. in A and entities in B. Let us assume that no edge in A is parallel to the zy-plane. We map each line e in A to a point E = (el, . . . ,ey) E R7 as follows:
Let p E S be one of the three nearest neighbors defining e, and let Q be the point on e nearest to p.
The first 4 coordinates (el , . . . , e4) parameterize the line e (e.g., as in [5] ), es specifies the z-coordinate of q, e6 specifies the orientation of the vector 47, in the plane normal to e (see Figure 9) , and e7 specifies the length of the vector &. For each triangle 7, we define a 7-variate function fr(a,...
,z7) such that fr(~) = 6.,,. With an appropriate parametrization, these functions are semialgebraic of "constant description complexity" (in the sense of [31] ). Determining whether min.,, 6.,, 5 0 is equivalent to determining whether min-rEB fT(G?) 5 0 for at least one line e E A. By construction, fi is a monotonically decreasing function of ~7.
Hence, the surface fi = 0 is the graph of a B-variate function 27 = rr(zlr.. . ,zs). For all x7 < %(X1 ,... ,X6), f(Zl,... , x7) > 0, and for all 27 > ^I~(xI, . . . , X6), f(Z1,.
. . ,z7) < 0. Combining this procedure with the techniques in [5, 91, we can finally derive the following lemma, which, as argued above, completes the analysis of the running time of our algorithm.
Lemma 5.4 Let A be a set of a edges of VorN(S) and B a set of b triangle8 lying in the 2-faces of Vorp(S).
We can compute d'(A, B) in O(bae'lo+c + alog'b) time, for any E > 0.
