Fueled by applications in sensor networks, these years have witnessed a surge of interest in distributed estimation and filtering. A new approach is hereby proposed for the Distributed Kalman Filter (DKF) by integrating a local covariance computation scheme. Compared to existing well-established DKF methods, the virtue of the present approach lies in accelerating the convergence of the state estimates to those of the Centralized Kalman Filter (CKF). Meanwhile, an algorithm is proposed that allows each node to compute the averaged measurement noise covariance matrix within a minimal discrete-time running steps in a distributed way. Both theoretical analysis and extensive numerical simulations are conducted to show the feasibility and superiority of the proposed method.
to the uncertainties in the local measurements. Moreover, a trade-off is considered between communication cost and computation complexity. Still worth-mentioning is that, each node in the network calculates the eventual consensus value of CF and therefore guarantees a finite-time performance. Significantly, the present algorithm supports the convenient "plug-in-and-play" mode favored by modern industrial filters. Especially for the scenarios where a sensor can be naturally disabled or dropped when a new one needs to be added.
The remainder of the paper is organized as follows: Section II introduces the preliminaries of graph theory, the CF and the DKF, and then provides the problems addressed by this paper. The two DKF estimators are then developed in Section III. Numerical simulations are conducted in Section IV to show the feasibility and superiority of the proposed DKF estimators. Finally, conclusion is drawn in Section V.
Throughout the paper, the following symbols will be used. R, Z and N denote the sets of 
II. PRELIMINARIES AND PROBLEM DESCRIPTION

A. Graph Theory
A sensor network with n nodes can be represented by a graph G = (V, E) of order n. The set of nodes, {v 1 , v 2 , . . . , v n }, is represented by V and the set of edges, or communication links, between each node is represented by E ⊆ V × V. A direct communication link from node v j to node v i is denoted by e[j, i] = (v j , v i ) ∈ E and v i is said to be a neighbor of v j as a result of this direct connection. All neighbors of a particular node v j constitute to the set N j = {v i ∈ V | e[i, j] ∈ E}. For an undirected graph, the degree of a node is the number of edges that are incident on the node. The adjacency matrix of the graph, A, refers to an n-by-n matrix where the off-diagonal element A[i, j] is the weight of the edge from v j to v i . The degree matrix of the graph, D, is an n-by-n diagonal matrix such that
0 otherwise. March 16, 2017 DRAFT The graph Laplacian matrix, L, is given by L := D − A.
B. Distributed Kalman Filters
The aim of distributed Kalman filtering is to estimate the state of a process with the following dynamics:
with the i th sensor node having a sensing model given by:
Both w(k) and v i (k) are assumed to be zero-mean white Gaussian noise with covariance matrices
given by:
, where δ is the Kronecker delta, i.e., δ kl = 1 for k = l, and δ kl = 0 otherwise.
Let x i (k) and x i (k) be the minimum mean-squared error state estimates of the i th node based on the available measurement data up to time instants k and k − 1, respectively. The measurement data, noise, noise covariance matrix, and model of the CKF for time instant k can be defined in terms of the individual node parameters, respectively, as
where H c is a column block matrix [17] .
We also assume that (A, H c ) is observable and (A, H i ) is observable for every i.
The measurement of the CKF is thus given by z c = H c x + v c , and the CKF state estimate, i.e., x c , writes
where x c is the prior state estimate, M c = (P
and P c is the error covariance matrix of x c .
To propose the main problem, it is necessary to introduce a lemma [17] guaranteeing asymptotic performance of the DKF. 
where
with S c (k) and g c (k) being the network-wide average inverse-covariance matrix and average measurement, respectively, then one has
where x i (k) and x c (k) are the estimates obtained by the DKF and the CKF, respectively.
C. Consensus filters
By Lemma 1, in order to obtain the same state estimates as the CKF, it is necessary for each agent to compute the average consensus values g c (k) and S c (k) by exchanging information only with its neighbors N i . This can be done through consensus filters. There are three types of consensus filters that are used in the DKF algorithm in [17] : low-pass, high-pass and band-pass filters. Note that, S i (k), i.e., the estimate of S c (k) by node i, can be obtained as the output
as the input. In this set-up, each node exchanges its measurement and covariance data with its neighbors at each time step. These data will be processed by consensus filters to obtain estimates of the average consensus values of g c (k) and S c (k). These values are then used by the local Kalman filter to calculate the state estimate at that time step. 
If g i and S i are the average consensus values, respectively, i.e.,
, then the states estimate will asymptotically converge to that the CKF given by substituting Eqs. (5) and (6) to Eq. (7), or Consider the case where consensus has not yet been obtained, the error between the state estimate x i by the i th node and state estimate x c of the CKF will thus be given by
D. Problem formulation
The DKF algorithm [17] adopts the low-pass and band-pass CFs to compute the average consensus values g c and S c respectively. Since these CFs only obtain these values asymptotically, the error between the state estimates given in Eq. (9) only tends towards zero asymptotically as well, i.e., lim k→∞ x c (k) − x i (k) 2 = 0. However, in industrial applications, it is unsatisfactory to asymptotically attain the convergence to the CKF estimates. Accordingly, to guarantee the convergence of the DKF estimates to the CKF estimates in finite time, rather than asymptotically, we consider two main problems this paper addresses as below, Problem 1: DKF estimator with finite steps of convergence: For an n-node connected networked system G = (V, E) governed by Eqs. (1) and (2), design a distributed estimator u i = Ψz i for each agent i ∈ V such that for all t ≥ M
March 16, 2017 DRAFT for arbitrary initial estimates x i (0) and x c (0). Here, M ∈ N, x i (t) and x c (t) are estimates gained by the DKF and the CKF, respectively, and Ψ is a compatible filter matrix to be designed.
Note that, another virtue of the above-mentioned filters lies in that it favors the requirement of "plug-in-and-play" fashion. That is, when a sensor is disabled and drops out or if a new one needs to be added-as long as the new graph is connected-the performance of underlying distributed Kalman filter should be converging to the CKF shortly. To this end, we will propose a new distributed filter development framework, where each node computes the final consensus value of CF online in a distributed way.
III. MAIN RESULTS
We consider a connected DKF network G = (V, E) where the measurement noise covariance matrix for each node i, R i , is constant. Since the measurement model, H i , for each node is fixed as well, the average consensus value
i H i will therefore be a constant. The new framework for the DKF is proposed in Algorithm 1 (in abbr. A1), whose technical analysis is give below.
A. Technical analysis of A1
Consider a discretized system of the band-pass CF in [17] 
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and L, D, A being the Laplacian matrix, the degree matrix and the adjacency matrix for the underlying sensor network. The sensor network is assumed to be connected so that L matrix has a single eigenvalue at 0 and the sampling time satisfies
which guarantees consensus, as shown in [21] , [26] .
Proposition 1: Given a consensus filter in Eq. (10), all eigenvalues of A are within the unit disk apart from one eigenvalue at 1.
Proof: This is straightforward using Gershogrin's theorem [28] and the block diagonal structure of A.
Significantly, Proposition 1 guarantees the system asymptotical consensus of the constructed filter (10).
Next, we shall introduce some definitions and lemmas before giving the main results. For conciseness, we drop the subscript i, j as the result is valid for any i, j ∈ V.
Definition 1: (Minimal polynomial of a matrix pair) The minimal polynomial associated with
is the monic polynomial of smallest degree d + 1 that satisfies Cq(A) = 0.
Since q(t) is the minimal polynomial of the pair (A, C), it then follows from Definition 1 that Cq(A) = 0. Therefore, we obtain
which immediately leads to that
One then has that the dynamics of y(k) satisfies the linear regression equation:
with α d+1 = 1 [27] .
Denote the z−transform of y(k) as Y (z) := Z(y(k)). From the time-shift property of the z−transform, it is easy to show that
It follows from Proposition 1 that the polynomial equation q(t) = 0 does not possess any unstable roots except one at 1. With the polynomial p(z) :=
, one has that
for
Then, it can be obtained that
As a result, one can calculate the consensus value φ by applying the final-value theorem and some simple algebra
Remark 1: The final value of y, i.e., y(∞), can be computed once we know β and the historical sequence of y from y(0) to y(d).
Next, we propose an algorithm that obtains β from the historical observation of y. Let Y 0,1,...,2k := {y(1) − y(0), y(1), . . . , y(2k + 1) − y(2k)}(k ∈ Z), and consider the following Hankel matrix
It has been shown in [27] that when Γ(Y 0,1,··· ,2k ) loses rank upon k = K, then β in Eq. (16) can be calculated by Accordingly, for an arbitrary node i, given the collection of successive outputs of S i from the band-pass CF,
where the indices of S i refer to the time index. One can calculate a vector of differences given
at every time step k. This vector is then used to build up a Hankel matrix such that
The next step is to check whether the Hankel matrix has full rank. If not, the dimension of the 
with
Remark 2: Using this approach, the consensus value S c will be obtained in minimum-time as opposed to asymptotically. Motivated by this result, Algorithm 1 is proposed which incorporates the minimum-time static consensus algorithm into the DKF.
A robust version of the proposed algorithm is presented in the Appendix.
Algorithm 1 Distributed Kalman Filter with minimum-time consensus scheme
Inputs: Measurement of the state z i
Outputs: Estimate of the state of the system x At each time step:
Step 1: Update state of Low-pass Consensus Filter :
where is the sampling period.
Step 2: Update state of Band-pass Consensus Filter:
(23)
Step 3: For each node i, compute the differences between successive values of S i (for any and Steps 2 and 3 itself will no longer be necessary.
Step 4: Estimate the state of the process using the local KF at each node:
Step 5: Update the state of the local KF for the next time step In terms of performance, by using Algorithm 1, it will take a much shorter time for the error between x i and the CKF estimates x c to reduce to M i (g c − g i ), by noting that nM c = M i when 
then one has Proof: The state estimate of the i th node is given by:
and that of the CKF is given by
Thus the error between the state estimates of the i th node and that of the CKF at time k will be given by:
Assume that g i (k) = g c and x c = x i , then we can formulate the following optimization problem as:
which can be approximated as
for any k > K using the triangle inequality and the assumption that
It follows from Eq. (25) that the minimum value 0 is achieved when S i = S c which is scheme for A1. Therefore, A1 outperforms A0, which completes the proof.
Remark 3: Theorem 1 shows the theoretical improvement of A1 compared to A0 in terms of a smaller state estimate error, as seen in Eq. (24) . Empirically, the improved performance can even be gained when assumptions a) and b) are not fulfilled.
IV. NUMERICAL SIMULATIONS
We shall now show how the proposed new local computation can speed up the DKF. In addition to the theoretical analysis, a comparison by numerical simulations is conducted between the algorithm proposed in [17] (referred to as Algorithm 0 or A0) , and the proposed algorithm A1.
The control task is to track the position of a target in two-dimensional space, i.e,
The target is moving in a noisy circular path withẋ = F x + Gw where w is a white noise process with covariance matrix Q and:
This system was then discretized with sampling time = 0.015s to yield a discrete-time system 
The sensor network used to track the target, shown in Fig. 3 , consists of twenty nodes where half the nodes have sensing model matrix of H 1 and the other half have H 2 :
The measurement noise covariance matrix for node i, R i , is taken to be constant with time and is given by: To show the comparison among CFK, A0 and A1 more vividly, we propose a way to assess the performances in terms of state estimates. To ensure that the estimate difference are only due to the differences in values of S, it is assumed that all the three algorithms know the consensus In the application of A1 to the DKF, due to the communication/observation noise and the numerical error, the Hankel matrix Γ(Y 0,1,··· ,2k ) will not lose rank for any finite dimension k.
It is necessary to propose a new robust algorithm that can incorporate both uncertainties and internal/external noises. So, we will design a robust DKF estimator to address Problem 2
In this end, the essential issue is to find a Hankel matrix Γ( Y 0,1,··· ,2k ) to approximate Γ(Y 0,1,··· ,2k ).
Since Γ( Y 0,1,··· ,2k ) has finite rank, it can be used to estimate the final consensus value [29] as follows
where · can be any norm and here we pick 2-norm without loss of generality.
Accordingly, we present the following procedures (see Algorithm 2 or A2).
To explain how A2 works more clearly, we seek assistance from the following lemma and then give a proposition. 
where H(k, k) can be obtained by A2.
Proof: We first define the hvec operator as a mapping from a square Hankel matrix R shown the relationship between D and H(k, k).
Remark 5:
We shall replace Step 3 in A1 with the A2 to make the prediction robust to uncertainty.
Algorithm 2 Decentralized robust minimum-time consensus value computation Data: Successive observations of y(i), i = 0, 1, · · · .
Result: Final consensus value: φ.
Step 1: At each time step k starting form 0, we take the singular value decomposition of Step 5: Upon obtaining Γ( Y 0,1,··· ,2k ), we adopt Eq. (16) to compute the final consensus value.
