ABSTRACT Network alignment is an emerging research topic with great utility value. Its purpose is to recover the hidden alignment between different networks for subsequent cross-network research. Its applications benefit numerous domains including online social networks, biological researches, and so on. Hence, recently, it draws plenty of research attention. Existing attempts indicate that it is a promising direction. However, due to its recency, there are still several limitations. Existing literature mostly focuses on network alignment in specific scenarios and employs heuristically designed functions; thus, it does not provide general solutions. Besides, they only capture static information but not interactive information that is based not only on the isolated networks but also the alignment itself. In this paper, we propose a bootstrapping framework for network alignment (BoNA). Specifically, the framework starts from an imperfect seed alignment and then iteratively refines it by capturing interactive information until convergence. Within each iteration, we calculate the likelihoods of pairwise alignment by using supervised learning techniques; hence, heuristic functions are no longer required. Furthermore, we extend the framework by starting from multiple seed alignments to combine their advantages. We conduct experiments in both biology and online social networks to demonstrate the generality of our framework. Results indicate that BoNA outperforms existing aligners significantly in all evaluated scenarios in terms of both node correctness and topology conservation.
FIGURE 1.
A demonstration of network alignment between G and H.
we may provide an united environment for users to easily keep up-to-date with friends' online activities [1] . We can also achieve better user modeling by aggregating action histories from different sites to further improve the quality of personalized services [2] , [3] . In biological research, aligning proteinprotein interaction networks between different species may provide us with regions of topological and functional similarity between different species [4] , which help researchers to better transfer functional-related knowledge from wellstudied species to poorly-studied ones. It can also greatly benefit tasks such as identification of evolutionary-related complexes and the construction of phylogenetic tree [5] . Furthermore, in knowledge graph settings we can align knowledge graph from different sources to integrate the data thus improving the quality and coverage.
Driven by demands from those domains, there arise several preliminary research works in the direction of network alignment. Most existing works target at online social networks [6] , [7] and biology networks [8] , [9] , due to the availability of datasets and urges for subsequent applications and researches. Although existing literatures do provide great research achievements and prove that aligning network is a promising direction, there still exist several limitations that need to be addressed.
A major limitation is that existing works in network alignment mostly focus on dealing with only specific scenarios instead of the general network alignment task. These research works put their emphasis on modeling the domain-knowledge instead of the general alignment problem. Such approaches can not be directly applied in other domains or scenarios, hence have limited impact.
Another limitation is that current aligners only model static information but not interactive information. Here static information is what derived from the original isolated networks only, e.g. node degree, node-side auxiliary information, etc. By contrast, interactive information is what relies on the original networks as well as the alignment itself. An example would be counting the number of common neighbors of two nodes u, v from different networks according to the alignment, i.e. how many of u's neighbors in source network are aligned to v's neighbors in target network. The interactive information is actually of great value for further improving the alignment. However, such information has not been well modeled and utilized by existing aligners.
Besides, most works employ heuristically designed functions or methods. Although they provide expected performances, there is no proof or theoretical analysis to support their optimality. Moreover, heuristic methods require additional manual tunning when applied to networks with different characteristics, hence do not provide a general solution. There are research works that employ supervised learning techniques to replace the heuristic models. These works require large amount of labeled data for the training (normally around 20% nodes being manually aligned beforehand). However. this is not feasible in real applications due to the heavy manual works required or the networks simply can not be manually aligned.
In this paper, we propose a novel bootstrapping framework BoNA to tackle the network alignment problem in general. Following the idea that interactive information is of great value, we believe that aligning networks with a given seed alignment would be more accurate than aligning using only the original isolated networks. Thus, starting from a given seed alignment, we can improve the alignment by modeling the interactive information. Then, we complete the bootstrapping improvement process by using the improved one as the new seed for next iteration.
The benefit fo our framework BoNA is multifold. It provides a general solution for the network alignment problem that can be used in different scenarios without special treatment or tunning. It can also leverage interactive information that depends on not only the original networks but also the alignment, by modeling the current seed alignment. Furthermore, we model the likelihood of pairwise alignment using supervised learning techniques, hence heuristically designed scoring functions in traditional works are no longer required. Thanks to the bootstrapping framework, we may conduct the training of the supervised models using current seed alignment as training data, hence manual labeling is not required. We also reduce the computational cost of BoNA without jeopardizing its performance by generating candidates based on current seed alignment. All these advantages are made possible by the availability of the current seed alignment during the bootstrapping framework.
To demonstrate the performance of BoNA, we conduct extensive experiments using datasets in different domains, including online social networks and biological networks. Results indicate that our framework can generate high-quality alignment in both domain settings and out-perform the existing aligners significantly in terms of node correctness and topology conservation.
The rest of our paper is organized as follows. We first discuss related works and summarize the current challenges and limitations in this direction in Sec. II. Then, we formally define the general network alignment problem in Sec. III. In Sec. IV, we present our bootstrapping framework BoNA in details. Comprehensive experiments using datasets from different domains are showed in Sec. V to demonstrate the performance of our framework. Finally, we draw conclusion and discuss future works in Sec. VI.
II. RELATED WORKS
Most network alignment literatures focus on bioinformatics and online social networks, driven by the availability of datasets and urges for applications in these domains, which we introduce in the following subsections.
A. NETWORK ALIGNMENT IN BIOINFORMATICS
In biological research, network alignment is mostly applied to protein-protein interaction networks and gene networks. The network alignment may provide us with regions of topological and functional similarity between different species, which helps researchers to better transfer functional-related knowledge from well-studied species to poorly-studied ones. It also greatly benefit tasks such as identification of evolutionaryrelated complexes and the construction of phylogenetic tree [5] .
Due to the task's importance, it draws plenty research attention in bioinformatics. IsoRank [8] is the pioneering work in this area. It aligns nodes based on their neighborhood topology by first using PageRank-based method to score nodes and then aligning by using greedy matching. Since then, various network aligners are proposed following similar framework, including Graemlin 2.0 [10] , PATH [11] , Natalie [12] , etc. GRAAL [9] employs Graphlet degree signature [13] to capture the node's neighborhood information, which is later extended into many variations including H-GRAAL [14] , MI-GRAAL [15] , etc.
These aforementioned aligners follow the framework that first calculates pairwise node similarities and then generates high-scoring alignment using greedy matching, Hungarian methods, etc. For pairwise similarities, most works focus on network topological as well as biological sequence similarity. Graphlet degree signature [13] and BLAST score [16] are widely used for these two aspects respectively.
Besides traditional methods, NETAL further improves the pairwise scoring methodology by online updating during the greedy matching [17] . GREAT introduces the idea of aligning edges rather than nodes [18] . There are also works aiming at improving existing aligners or node cost functions. MAGNA and MAGNA++ employ genetic algorithm to finetune the seed alignments [19] , [20] . WAVE follows the idea of weighted edge conservation and optimizes based on any given node cost function [21] . Researchers also propose searchbased methods that explore the space of possible alignments to optimize a specific objective function. For example, OptNetAlign [22] with multi-objective memetic algorithm and SANA [23] based on Simulated Annealing.
B. ALIGNING ONLINE SOCIAL NETWORKS
Comparing to protein-protein interaction networks in biology, online social networks contain numerous additional node-side information beside the network itself, including username, user profile, user generated contents, etc. Due to the variety of information available, researchers tackle this task from different angles:
Username as the identification in OSNs, is highly valuable for this task. Zafarani and Liu [24] make several assumptions upon usernames. However, these assumptions are later claimed to be false in 75.47% cases by analysis in [25] . Liu et al. [25] only focus on alias-disambiguation (differentiating accounts with same username) and model it as a binary classification task. However, the coverage is limited. According to analysis in [6] , only about 20% users have same username across networks.
Besides usename, the user profiles also contain other valuable information including gender, age, location, etc. Vosecky et al. [1] represent profiles as features and propose similarity calculation accordingly. Nunes et al. [26] tackle it with classification models including SVM and Random Forest. The issue of missing data is also discussed in [27] . These approaches depend highly on the information availability. However, the availability may be limited due to privacy setting or incomplete profile.
There are also works focusing on certain types of online social networks. Iofciu et al. [28] aim at aligning across tagging systems. Geo-location and writing style are considered in [29] . Liu. et al. [30] take advantage of user behavior and topic modeling. Despite the performance, they do not directly lead to general solutions even in online social network domain.
A common limitation of these aligners is that most of them employ supervised learning technics [1] , [26] , [31] . A large amount of training data is required to conduct the training process, mostly proportional to the network size. Therefore, it requires heavy manual work to apply such approaches for real applications, which is not feasible.
C. EXISTING CHALLENGES & LIMITATIONS
Although existing works do provide useful alignment for subsequent research works or applications in these domains, there still exist several limitations.
First of all, existing network aligners only target at specific scenarios and do not provide general solutions. Network aligners in bioinformatics mostly focus on the network structure itself and seldom use the node-side information, while the aligners for online social networks always put emphasis on modeling heterogeneous node-side information. However, there is very little work on general framework to take advantage of both the network structure and the node-side features for the network alignment problem in general.
Secondly, existing works only model static information but not interactive information. Here static information refers to the one that only based on the original isolated networks, while interactive information refers to the one that also depends on the alignment itself, e.g. counting the common neighbors according to the alignment. These information actually contain valuable signal for further improving the alignment.
Thirdly, the learning methodology of existing aligners is not ideal. A great portion of aligners (mostly in biology background) are based on heuristically designed functions VOLUME 6, 2018 due to lack of training data. However, there is no theoretical proof or analysis to support their optimality. Also, manual tunning is required when applied to network with different characteristics. Many works in online social network do employ supervised learning techniques to conduct the learning. However, they require large amount of training data, i.e. a portion (normally 20%) of the network being aligned beforehand. This is actually infeasible in real-life scenarios due to the extremely heavy manual works required, or in some cases the networks can not be manually aligned.
Finally, a great portion of existing aligners neglect the scalability issue. As we may deal with network of tremendous size in real-life applications and researches, the scalability issue must be dealt with.
III. PROBLEM DEFINITION
In this section we formally define the network alignment problem in general. First we define a network as follow.
is the node-side auxiliary information for node v ∈ V G , depending on the domain/scenario.
This definition can be used to cover most networks by altering the detailed definition of E G and A G . For example, for online social networks E G contains the social relations or follow relations, and A G (v) contains the username, user profile and user generated contents for user v. Based on this, we define network alignment as follow:
Definition 2: A network alignment between networks G, H is defined by: R ⊂ V G × V H where (u, v) ∈ R indicates that node u ∈ V G and v ∈ V H are aligned together according to the alignment.
For most scenarios, we are interested in one-to-one alignment, where each node can be only aligned to at most one corresponding node in the parallel network [7] . Under this setting, the alignment can also be represented by a mapping function g : V G → V H ∪{⊥}, where ⊥ indicate no alignment. Note that g −1 : V H → V G ∪ {⊥} also exists in this setting. The goal of network alignment task is to design network aligner that takes two networks G, H as input and automatically mines the underlying alignment R between the networks. The quality of the resulting alignment can be evaluated according to node correctness, topology conservation, node similarity conservation, etc. The choice of evaluation metrics depends on data availability and domain settings. Therefore, we discuss the evaluation details during experiments.
IV. OUR APPROACH
In this section, we propose our bootstrapping framework BoNA for the network alignment problem in general. We first introduce the workflow in Sec. IV-A. Then we give details regarding feature generation, training of classification model, candidate generation and alignment generation in the following subsections. We further extend BoNA to take advantage of multiple seed alignments in Sec. IV-F.
A. WORKFLOW OF BoNA
We depict the workflow of BoNA in Fig. 2 . The bootstrapping process starts with a given seed alignment. A seed alignment is an alignment generated from rule-based methods, existing heuristic aligners or labeled training data. It is then provided to the framework as prior knowledge. We refer it as R 0 . Then, we improve the alignment using current alignment R t as prior knowledge to generate the improved alignment R t+1 . By using R t+1 as the new seed alignment for next iteration, we complete the bootstrapping framework. With sufficient iterations, the alignment would converge to an approximate solution.
The key of BoNA is how to improve the alignment within each iteration. During each iteration, we improve the alignment based on the followings:
(a) Pairwise Feature Generation. First, we generate pairwise features for each pair of nodes. The features capture the information needed for judging whether the two nodes should be aligned. Unlike traditional approaches that use only static features, we also consider interactive features (Sec. IV-B).
(b) Pairwise Classification Model. Then, we calculate pairwise node similarity. Instead of using heuristic functions as in traditional aligners, we calculate pairwise similarities FIGURE 2. The workflow of BoNA: a bootstrapping framework for network alignment.
using machine learning technique. Specifically, we train a classifier to judge whether two nodes should be aligned (Sec. IV-C).
(c) Candidate Pair Generation. As the network size may be huge, it is crucial that the aligner is scalable. Therefore, we generate candidate pairs to reduce computational cost. With BoNA, we reduce candidate size from O(N 2 ) to approximately O(N ) without jeopardizing the quality, where N is the number of nodes in the target networks. (Sec. IV-D).
(d) Alignment Construction. Finally, with the likelihoods of each pair being aligned, we employ pairwise-scorebased matching algorithms to construct the refined alignment (Sec. IV-E).
B. PAIRWISE FEATURE GENERATION
As stated previously, there are two types of features: the static features and the interactive features. Static features are the ones depending only on the original isolated networks, which are widely used in traditional aligners. They can be formulated by function f S (u, v|G, H ), where u, v are the target nodes and G, H are the given networks. To further capture the valuable implicit information hidden in current alignment R t , we also include interactive features, i.e. ones with dependency on current alignment. These features can be formulated by f I (u, v|G, H , R t ) where current alignment R t is also given as additional prior knowledge.
Viewing from the contents of features, we have domainspecific features and general structure-based features. The general structure-based features can be shared for all scenarios, as their purpose is to preserve the network topology structures. The domain-specific features mostly focus on node-side auxiliary information. The design of such features depends on the use scenarios. In this paper, we demonstrate in two scenarios: aligning protein-protein interaction (PPI) networks in biology and aligning online social networks (OSN).
1) GENERAL STRUCTURE-BASED FEATURES
In this subsection we discuss the general structure-based features we used in BoNA. These features are the ones focusing on modeling the network structures hence can be used among different scenarios/domains. First, we discuss the static features.
a: STATIC -LOCAL STRUCTURES (GRAPHLET)
As we expect the alignment to preserve the topology structures between networks, the aligned nodes should have similar local structures, i.e. degrees, triangles, etc. We employ Graphlet Signature to capture the local structure of the node. It consists of the number of a set of small connected nonisomorphic induced subgraphs around the target node (in total 73 non-isomorphic subgraphs with up to 5 nodes) [13] . It has been widely used in biology studies [9] . Formally, we have
Now we extend to the interactive features. By intuition and existing researches, common neighbors according to current alignment as well as distances to high-quality aligned anchors are very informative. Here aligned anchors represent high-quality pairwise alignments that can be used to guide subsequent alignment process. Following these ideas, we propose two sets of pairwise interactive features Graphlet + and Dischor accordingly.
b: INTERACTIVE -COMMON STRUCTURES (GRAPHLET + )
One strong indicator is the number of common neighbors according to current seed alignment, i.e. the degree of node (u, v) in the common network 1 if we align (u, v). Analogous to Graphlet that extends node degree to a 73 degree vector, we extend the common neighbors to Graphlet + . Specifically, we count each graphlet for node (u, v) 
The purpose of Graphlet + is to propagate the alignment along the networks and to stimulate local structure conservations. By extending common neighbors to Graphlet + , we further emphasis on linking local regions together to form larger common regions, instead of focusing only on edges.
c: INTERACTIVE -DISTANCES TO ANCHORS (DISCHOR)
Since our goal is global network alignment instead of only aligning local regions, the distances between nodes should also be conserved. Specifically, distance between nodes u 1 , u 2 in G should be similar with the distance between
)| should be as small as possible, where dist is the distance function according to the original network G or H . Analogous to GPS locating, given the distances of a node to a set of high-quality aligned anchors in source network, we can roughly locate the region of the corresponding node in target network. Similar idea is also employed in [9] . However, they only employ one pair of aligned nodes as the anchor at the begining of the algorithm. Hence, we propose Dischor to capture the distance conservation. During each iteration, we first construct anchor set {(u a i , v a i )} by selecting 30 aligned pairs with top pairwise likelihoods according to classifier in previous iteration. Then, we calculate the distances from u to {u a i } and v to {v a i } in corresponding network and employ them as features. Hence, we have
} are the anchor pairs in current alignment R t .
2) DOMAIN-SPECIFIC FEATURES
The purpose of domain-specific features is to model the nodeside auxiliary information provided in the network data and calculate the node-wise similarity accordingly. Viewing from the framework's perspective, the domain-specific features can be considered as black box functions, hence can be formulated by the followings for static and interactive features (u a , u b ) ∈ E G and (v a , v b ) ∈ E H . respectively:
where D S and D I are the sets of domain-specific node-wise similarity functions for static features and interactive features respectively.
Therefore, to apply the framework to specific scenarios we only need to define the sets of domain-specific node-wise similarity functions D S and D I . In the following we demonstrate in two scenarios: aligning protein-protein interaction networks in biology and aligning online social networks.
For protein-protein interaction networks, the node-side information is the protein itself. In this scenario, we only include one static node-wise similarity function: BLAST (Basic Local Alignment Search Tool). It is a widely used metric for measuring the biological sequence similarity between proteins [16] . As we do not focus on domain knowledges, we skip the details here.
For online social networks, the node-side information mostly contains username, user profile and user generated contents. For username and user profile, we may model them as static features by using edit distances, rule-based matching, etc. There are several research works that discuss the details in how to model these aspects in online social networks [1] , [25] . When modeling user generated contents, due to its heterogeneousness between different OSNs, we need partial alignment to train the behavior transfer between networks. For example we need the alignment to learn that users often post about techniques in microblogging sites tend to like sci-fi movies in movie rating sites. Therefore, we model user generated contents as interactive features. Specifically, we conduct joint user modeling over the current alignment using multi-modal topic model and then calculate the nodewise similarity based on the user modeling. The details of the multi-modal topic model for joint user modeling is proposed and used in [3] .
With all the features designed, we concatenate them all (including static/interactive features for both general structure-based ones and domain-specific ones) to form the pairwise feature vector:
In BoNA, we calculate pairwise node similarity using classification model. Specifically, we train a classifier indicating whether a pair of nodes should be aligned together based on their pairwise features, hence heuristic functions or parameters are no longer required. The benefit is that machine learning techniques provide the theoretical support for optimality. Besides, it frees us from heavy manual works of designing and tunning heuristic functions. Specifically, we employ linear regression as the classification model.
With pairwise features F(u, v) generated, we now focus on the generation of training data. To train a classification model, a set of training samples including both positive and negative samples must be provided as the training guidance, which actually defines the classifier. However, as we do not have the ground truth alignment beforehand, traditionally it would be impossible to employ supervised learning techniques, forcing the existing aligners to use heuristic functions. Fortunately, classification models are considered as noise-robust. We do not require the training data to be absolute accurate to train a classifier of high quality, provided that the ratio of true positives in positive set is significantly larger than the ratio of false negatives in negative set.
Therefore, we generate training data using current alignment R t . Although it is not perfect, the implicit information within it should be enough. Specifically, we consider all aligned pairs in current alignment as positive samples and unaligned pairs as negative ones.
A problem here is that we have tremendous size of unbalanced training samples, i.e. O(N ) positive ones and O(N 2 ) negative ones. To deal with such scenarios, negative sampling technique is usually employed to reduce the size of negative set to O(N ) as well [32] .
A straight forward method for negative sampling is random sampling. That is, for every positive sample (u, v) ∈ T pos , we randomly select v 1 , v 2 , · · · , v k and consider all (u, v i ) as negative samples. It is widely used due to its simplicity. However, in this scenario, complete random sampling leads to a rather weak negative set which can be easily separated from the positive ones, thus do not provide enough valuable information.
We employ boundary sampling technique to alleviate this problem. Boundary samples are the negative samples that are closest to the positive ones in feature space, providing the strongest information. Similar idea is also used in Support Vector Machine, where eventually the boundary samples (support vectors on the margin) determine the classifier [33] . The following question is how to define and choose the boundary samples. Because classifiers in consecutive iterations are rather similar, we can consider the negative samples with top likelihoods in previous iteration as the boundary samples. Nevertheless, using boundary examples alone is also problematic: the negative samples could be too biased to cover the general cases. Therefore, we apply both sampling techniques and merge their samples for the training.
D. CANDIDATE PAIR GENERATION
When aligning huge networks, considering all O(N 2 ) pairs for alignment is not feasible due to computational cost concern. Hence, candidate pairs must be generated.
We generate candidate pairs by considering only pairs of nodes that share at least one common neighbor according to current alignment R t . Formally, (u, v) is a candidate pair if and only if there exists w such that (u, w) ∈ E G and (v, g(w)) ∈ E H . And the candidate set is: Beside reducing the candidate size, we also need to ensure the coverage of the resulting candidates, i.e. the ratio of true alignment covered by the candidate set. According to our candidacy strategy, the coverage of the candidate set depends on the quality of the underlying seed alignment. A perfect seed alignment would always result in 100% coverage. Formally, if the current seed alignment has an accuracy of p, then the expectation of a true pairwise alignment (u, v) being covered by the candidate set is 1 − (1 − p) d(u) , where d(u) is the degree of u. And the overall expectation of the coverage is u (1 − (1 − p) d(u) )/N , indicating that as long as the accuracy of underlying seed alignment is satisfiable or the network is not too sparse, the expected coverage can be guaranteed. For example, even using seed alignment with only 30% accuracy, we still have an expected coverage of 83.19% for nodes with degree of 5. We also present Fig. 3 to show the minimum seed accuracy needed to satisfy the coverage requirements (ranging from 60% to 90%, demonstrated by the four lines) for nodes with different degrees. As we can notice, the requirement is rather low as long as the network is not too sparse (node degree larger than 3). When combined with BoNA, the candidacy propagates along the network over iterations, eventually leads to a satisfiable coverage. Experiments indicate that using this strategy for generating candidates only has ignorable impact on performance. 
E. ALIGNMENT CONSTRUCTION
With the trained classifier, we are able to calculate likelihood of each pair being aligned, which can be viewed as pairwise similarity capturing both static and interactive information. Now we generate the alignment using only pairwise likelihoods S (u, v) . Formally, the objective is to find optimal alignment g : V G → V H ∪{⊥} that maximizes u S (u, g(u) ).
This task can be modeled by maximum weight matching in bipartite graph, which can be solved perfectly in O(N 3 ) using the well-known Kuhn-Munkres algorithm (a.k.a. Hungarian method). However, due to its tremendous computational cost, an alternative method is needed.
We employ the stable marriage alignment. An alignment is stable if and only if there does not exist an unaligned pair (u, v) that u, v both prefer each other to their current alignment, i.e . S(u, v) > S(u, g(u)) and S(u, v) > S(g −1 (v), v) . Finding a stable marriage alignment only takes time complexity of O(N 2 ). With the candidate set C(R t ), we can further reduce it to O(|C| log |C|). Experiments indicate that using stable marriage alignment can always result in comparable alignment quality with much less computational cost, comparing to the optimal Hungarian method.
F. EMPLOYING MULTIPLE SEED ALIGNMENT
As the bootstrapping framework starts from a given seed alignment, the quality of the seed also contributes to the quality of the resulting alignment. Instead of choosing the best seed, we extend BoNA to start from multiple seeds.
Starting from multiple seed alignments may further improve the performance by leveraging the advantages of all the seeds. Different seed alignments may have distinct characteristics and have advantage in different scenarios or local sub-networks. Improving using only one seed may focus too much on its advantaged aspect thus trapped in local optimal.
We extend the framework by having multiple parallel iterative improvement processes (loops) and transferring the knowledge through training data. Specifically, we combine training data generated with current alignment in each loop, and then use the combined set to train each classifier with its corresponding features (Fig. 4) . Finally, we choose the best alignment among them according to structure conservation.
The benefit of transferring knowledge through training data instead of feature-level transferring is that each improvement process may keep their own advantages while leveraging the others as soft constrains. If we conduct the transfer at feature-level, the classifiers tend to bias to features with strongest signals and converge all the parallel loops to the current best one quickly, thus losing the individual advantage of each seed.
V. EXPERIMENTS
In this section, we evaluate the performance of our framework BoNA. We first introduce the experimental settings in Sec V-A. Then, we use biology network dataset to conduct comprehensive experiments and detailed analysis in Sec V-B. Finally, in Sec V-C we apply BoNA to online social networks to demonstrate its generality.
A. EXPERIMENTAL SETTINGS
There are several well-established metrics to evaluate network aligners [34] . Assuming we are aligning network G and H and g : V G → V H ∪ {⊥} is the resulting alignment, the metrics can be defined as the followings: Node Correctness (NC): Evaluate the percentage of nodes in source network that are aligned to the correct nodes in target network. Assuming g * : V G → V H ∪ {⊥} is the ground truth alignment, then NC can be defined by:
This is the most direct metric for network alignment if the ground truth alignment g * is available.
Edge Correctness (EC):
Evaluate the percentage of edges in source network G that are conserved in target network H according to the alignment g, indicating the topology conservation across the networks. Formally, the set of common edges (CE) is defined by
and the edge correctness is EC = |CE|/|E G |. Induced Conserved Structure (ICS): Similar with EC that evaluates topology conservation according to the source network G, ICS measures the ratio of conserved edges according to induced sub-network E H in target network H [34] :
Symmetric Substructure Score (S 3 ): Combining the idea of EC and ICS, S 3 measures the ratio of conserved edges comparing to the union of edges in source network and induced sub-network in target network [19] , defined by:
Largest Common Connected Subgraph (LCCS):
Evaluate the size of largest connected subgraph in source network that is conserved by the alignment in target network. The size is according to number of edges. The purpose of LCCS is to evaluate whether large regions are also conserved.
These metrics form a rather comprehensive evaluation for the network alignment problem in general. We have NC for node-wise accuracy, which requires the ground truth alignment. For local structure conservation (edge conservation), we have EC, ICS, S 3 . We focus more on S 3 due to its symmetry and comprehensiveness. For structure conservation of large regions, we report LCCS.
B. ALIGNING PROTEIN-PROTEIN INTERACTION NETWORKS
We first analyze the performance of BoNA using proteinprotein interaction (PPI) networks in biology. It is a highconfidence yeast PPI network with 1,004 proteins and 8,382 interactions, provided by [35] . We further augment the PPI network by adding different levels of noise from the lowconfidence PPI network. Then, we align the original highconfidence PPI network to the augmented networks. This experimental setting is widely adopted for evaluating network aligners for PPI networks. Under this setting, the ground truth alignment is available for evaluating node correctness. As we conduct the augmentation by adding noisy interactions instead of nodes, a perfect alignment (NC and EC of 100%) always exists, while the upper bound for ICS and S 3 is not 100% due to the additional noises.
In this scenario, we use several existing aligners as the sources for seed alignment. Specifically, we use GRAAL [9] , MI-GRAAL [15] , GREAT [18] and NETAL [17] , which are widely used for aligning PPI networks. As these aligners follow different approaches and have distinct characteristics, we can also test whether BoNA can succeed in different seed alignment settings.
1) THE BOOTSTRAPPING PROCESS
We first demonstrate whether the bootstrapping framework succeed in capturing the interactive information for further improvement. We depict the quality of current alignment R t versus iterations in Fig. 5 . Each subgraph corresponds to a seed aligner, and YY-5 to YY-25 indicate datasets with different levels of noise. Except for the case where seed alignment already gives an almost perfect alignment (NETAL on YY-5), BoNA succeed in improving the alignment quality according to both node-wise accuracy (NC) and topology conservation (S 3 ).
The figures also indicate that BoNA always converge. The first few iterations (50 iterations in yeast-yeast scenario) provide a rather large improvement, and the following iterations serve as fine tuning process. Eventually the bootstrapping process converges within hundreds of iterations. Number of iterations needed towards the convergence also varies, depending on the dataset and the seed aligner. For running time concern, all aforementioned experiments (we run with 1,000 iterations) finish within 1.5 minutes using single machine with single processor (3.60 GHz, 4 cores) and 32GB of RAM.
Note that BoNA has no specific requirement on the seed alignment, hence theoretically we can employ the framework to improve any given seed alignment. The results also indicate that BoNA succeeded in improving the four seed alignments generated by using different seed aligners. As we are not manually tuning BoNA for these aligners, we have reasons to believe that the framework can also achieve similar improvement when applied to seed alignments from other sources.
2) COMPARE BoNA WITH EXISTING ALIGNERS
We report the performance gain of BoNA comparing to original aligners in Fig. 6 , evaluated on yeast dataset with 25% noises.
For node correctness, the best existing aligner we evaluated (NETAL) achieves an accuracy of 47.91%. With BoNA, we further improve it to 72.51%. Specifically, we achieve a relative improvement of 270%, 269%, 172%, 52% on node correctness when using GRAAL, MI-GRAAL, GREAT and NETAL as seed aligner respectively. The performance gap between existing aligner and ground truth alignment (100% accuracy) is reduced by approximately 50% by using BoNA.
For topology conservation, best alignment generated with BoNA achieves EC of 99.44%, ICS of 79.55%, S 3 of 79.20% and LCCS of 8,276 edges, while best seed aligner (NETAL) only achieves EC of 87.12%, ICS of 69.70%, S 3 of 63.19% and LCCS of 6,783 edges. The relative improvements over best existing aligner are 14.14%, 14.13%, 25.34% and 22.01% for the four metrics respectively, which would be even larger when using other seed aligners. Note that when using GREAT and NETAL as seed, BoNA approximately achieves the upper-bound of topology conservation, i.e. EC and LCCS equal to 100%, ICS and S 3 equal to 80% due to the additional 25% noise.
We also compare BoNA with WAVE [21] , MAGNA++ [20] and SANA [23] . These three comparing methods also aim at evolving alignment based on existing network aligners for PPI networks. We include the results in Fig. 7 , which indicate that our framework BoNA achieves larger quality improvements comparing to these alignment improvers. 
3) CANDIDATE GENERATION
To reduce computational cost, we propose candidate generation in Sec. IV-D. Now we compare the alignment quality as well as the running time of BoNA with and without candidate generation.
We conduct the experiment using YY-25 data and NC as metric. We list the results in Table 1 , including both NC and running time (with 1,000 iterations). The average speed-up ratio is around 5 for the Yeast-Yeast dataset. When applied to larger networks, the speed-up ratio will become even larger. Results also indicate that our candidacy strategy does not jeopardize the performance, i.e. with only 0.55% quality drop in the worst case. Interestingly, in some cases using candidate generation even causes small improvement on NC (2.16% for MI-GRAAL and 1.15% for GREAT). This is because sometimes considering all pairs for alignment might introduce extra noises, and using a high-quality candidacy strategy actually prevents these. 
4) ALIGNMENT GENERATION METHODS
Although optimal alignment can be achieved by Hungarian method, we also employ Stable-Marriage alignment as an alternative for computational cost concern (Sec. IV-E).
We report the alignment quality (NC) as well as the running time of BoNA when using Hungarian method and StableMarriage as alignment generation in Table 2 . Results indicate that Stable-Marriage alignment can always result in comparable or even better quality comparing to Hungarian method, with much less computational cost. On average it is 8 times faster than Hungarian method for the Yeast-Yeast data. And the speed-up rate will be even larger when applied to larger networks. Detailed analysis indicates that Hungarian method improves faster in first few iterations and converges early comparing to Stable-Marriage due to its optimality in scorebased aligning. However, this also increase the chance of trapping in local optimal solutions. Therefore, in many cases Stable-Marriage can out perform Hungarian method after sufficient iterations. 
5) EMPLOY MULTIPLE SEED ALIGNERS
To eliminate seed selection and to further improve the performance by leveraging information from multiple seed alignments, we extend BoNA to start from multiple seed alignments (Sec. IV-F).
We compare BoNA with single seed alignment (BoNA-Single) and BoNA with multiple seed alignments (BoNA-Multi) in Table 3 . For BoNA-Single, we select the best one among using GRAAL, MI-GRAAL, GREAT and NETAL as seed. Results indicate that BoNA-Multi can further improve the performance, achieving an additional relative improvement of 4.38% on Node Correctness in YY-25. The improvements are mostly due to combining the advantages of each seed and preventing the improvement process from local optimal solutions as discussed in Sec. IV-F. 
C. ALIGNING ONLINE SOCIAL NETWORKS
Now we apply our framework BoNA to online social networks to demonstrate its generality for different domains. Comparing to PPI networks, online social networks have rather complex node-side auxiliary information including username, user profile and user generated contents. Therefore, the ability to leverage various features together to improve the alignment quality is also evaluated in this setting.
In this setting, we align between Weibo users and Douban users, where Weibo 2 and Douban 3 are one of China's largest microblogging and movie rating sites respectively. The dataset is provided by [36] . In total we have 141,614 aligned users. The alignment between them is revealed explicitly in Douban's user profile (self description section). Besides the network, we also collect movie rating histories (123.49 per user on average) and microblogs (343.78 per user) as user generated contents (UGCs).
We compare with the following network aligners for online social networks:
• MAH: The Manifold Alignment on Hypergraph approach, by Tan et al. [31] .
• MOBIUS: Aligning by modeling user behaviors, proposed by Zafarani and Liu [37] .
• MNA: Multi-Network Anchoring proposed by Kong et al. in [7] .
• BoNA: Our framework proposed in this paper, using the given training data as the seed alignment.
• BoNA-U: Our framework proposed in this paper, using username matching as the seed alignment, i.e. aligning only the user accounts with same username. For this setting, no training data is required. We show the results under this experimental setting in Table 4 . For aligning online social networks, we are interested in pairwise alignment for subsequent applications such as cross-network recommendations. Therefore, F-1 score is used as the evaluation metric here. The results indicate that both BoNA and BoNA-U outperform all the other comparing aligners significantly. Note that we do not specifically tune the framework towards any domain settings except the changing of the domain-specific features (Sec. IV-B), hence the success of BoNA in online social network scenario also demonstrates its generality towards different domains or scenarios. 
VI. CONCLUSION
In this paper we propose a bootstrapping framework BoNA to tackle the network alignment problem from a general perspective. Specifically, the framework starts with a given seed alignment generated using rule-based methods, existing network aligners or labeled training data, and then iteratively improves it until convergence. Within each iteration, we improve the alignment by capturing interactive information that depend on not only the original network but also the alignment itself. Comparing to existing network aligners, the benefit of BoNA is multifold. First of all, it provides a rather general solution for network alignment problem in different scenarios and domains. Secondly, besides capturing the static information, BoNA further takes advantage of the interactive information hidden in the alignment itself. Thirdly, with the bootstrapping framework we may employ the supervised learning techniques without labeled training data, hence heuristically designed functions are no longer required. Finally, the framework is scalable for huge-sized real-world networks. We evaluate our framework BoNA using datasets from different scenarios including biological networks and online social networks. Results indicate that BoNA can outperform existing network aligners in all the evaluated scenarios, in terms of both node correctness and topology conservation.
The availability of aligned networks may support a great number of subsequent cross-network researches, including joint user modeling for online social networks, knowledge graph integration, etc. Therefore, network alignment may have strong impacts towards the future researches in many domains.
