The problem of making a given directed graph strongly connected was wellinvestigated by Eswaran and Tarjan (SIAM J Comput 5:653-665, 1976). In contrast, the problem of making a given bidirected graph strongly connected has not yet been formulated. In this paper, we consider two related problems: making a given bidirected graph strongly connected with either the minimum cardinality of additional signs or the minimum cardinality of additional arcs. For the former problem, we show a closed formula of the minimum number of additional signs and give a linear-time algorithm for finding an optimal solution. For the latter problem, we give a linear-time algorithm for finding a feasible solution whose size is either equal to or more than the obvious lower bound by one.
Introduction
Problems of making a given graph (strongly) connected have been well-investigated. The minimum number of additional edges needed to make a given undirected graph connected and the minimum number of additional arcs needed to make a given directed graph strongly connected [8] are both well-known.
The concept of bidirected graphs ( Fig. 1 ; the precise definition is given in Sect. 2) was introduced by Edmonds and Johnson [7] . It is a common generalization of undirected graphs and directed graphs. For bidirected graphs, Ando, Fujishige, and Nemoto [3] defined the notion of strong connectivity and gave a linear-time algorithm for finding the strongly connected component decomposition, but problems of making a given bidirected graph strongly connected have not been formulated. In this paper, we consider two problems: how to make a given bidirected graph strongly connected with a minimum cardinality of additional signs or a minimum cardinality of additional arcs.
The main motivation for considering these problems is the following. First, these problems are equivalent to the problems of making the associated skew-symmetric directed graph strongly connected or into two skew-symmetric strongly connected components for the associated cost function. Since the problem of making a given directed (resp. undirected) graph strongly connected [8] (resp. connected) has been studied, and problems in skew-symmetric directed graphs are also well-studied [10] [11] [12] , the problem of making a given bidirected graph strongly connected is motivated. Second, our problem setting is related to a generalization of the well-studied Dulmage-Mendelsohn decomposition (DM-decomposition) to general directed graphs. The DM-decomposition is a decomposition of the vertex set of a given bipartite graph, and can be obtained from the strongly connected component decomposition of the auxiliary directed graph. There is a recent study on making a given bipartite graph DM-irreducible [6] (the concept related to the DM-decomposition) by adding edges, which is equivalent to adding arcs to the auxiliary directed graph. Also, an algorithm for finding a generalization of the DM-decomposition for general directed graphs was devised in [14] , which makes use of the strongly connected component decomposition of the auxiliary bidirected graph. Therefore, when we consider the problem of making a given general graph irreducible in some sense (generalization or a variant of DM-irreducibility), then the problem of making a given bidirected graph strongly connected is also motivated in this context.
Related Works
It is clear that the minimum number of additional edges needed to make a given undirected graph connected is less than the number of connected components of the given graph by one. Eswaran and Tarjan [8] gave the minimum number of additional arcs needed to make a given directed graph strongly connected and the minimum number of additional edges needed to make a given undirected graph bridge-connected (2-edge-connected) or biconnected (2-vertex-connected). Linear-time algorithms for finding the optimal solutions of these problems are also given in [8] . Note that they defined an operation called "condensation," which transforms a general directed graph into an acyclic directed graph. We can focus on the acyclic case because we can obtain a solution for the original problem by solving the problem on the condensed graph. Let δ and ρ denote the out-degree and in-degree functions in directed graphs, respectively. For a directed graph G = (V , A), v ∈ V is a source if δ(v) ≥ 1, ρ(v) = 0, a sink if ρ(v) ≥ 1, δ(v) = 0, and an isolated vertex if ρ(v) = δ(v) = 0.
Theorem 1 (Eswaran-Tarjan [8] ) Let G = (V , A) be an acyclic directed graph with set S ⊆ V of sources, set T ⊆ V of sinks, and set Q ⊆ V of isolated vertices satisfying |S| + |T | + |Q| > 1. Then, the minimum number of additional arcs to make the given graph strongly connected is max{|S|, |T |} + |Q|.
Note that if |S|+|T |+|Q| = 0, then there is no vertex, and if |S|+|T |+|Q| = 1, then in fact |V | = |Q| = 1 holds and the given graph is strongly connected. For undirected graphs, let δ denote the degree function. For an undirected graph [8] ) Let G = (V , E) be an undirected graph with set P ⊆ V of pendants and set Q ⊆ V of isolated vertices satisfying |P| + |Q| > 1. Then, the minimum number of additional edges needed to make the given graph 2edge-connected is |P|/2 + |Q|. [8] ) Let G = (V , E) be an undirected graph with set P ⊆ 2 V of pendant blocks and set Q ⊆ 2 V of isolated blocks satisfying |P| + |Q| > 1. Let
Theorem 3 (Eswaran-Tarjan
Then, the minimum number of additional edges to make the given graph 2-vertexconnected is max {d − 1, |P|/2 + |Q|}.
Note that if |P| + |Q| ≤ 1 (resp. |P| + |Q| ≤ 1), then the given undirected graph is connected. Problems on connectivity augmentation are well-studied in the literature [4, 9, 19] .
Moreover, problems on bidirected graphs also have been considered in the literature. Ando, Fujishige, and Nemoto [3] gave a linear-time algorithm for finding the strongly connected component decomposition of bidirected graphs. This algorithm is used for the block triangularization of skew-symmetric matrices [14] . Bidirected graphs are also used in the field of computational biology [16, 17, 20] .
The strongly connected component decomposition of a bidirected graph [3] is obtained by the ordinary strongly connected component decomposition of the associated directed graph, the skew-symmetric graph, which is used in Sect. 3. As pointed out in [3] , the same graph is used by Zaslavsky [21] for the study of signed graphs [13] . The notion of skew-symmetric graphs was first defined by Tutte [18] with the name "antisymmetrical digraphs" independently of bidirected graphs. There are also various problems on skew-symmetric graphs, and they have been intensively studied [10] [11] [12] . A study on bisubmodular polyhedra also made use of this skew-symmetric graph [2] with the name "exchangeability graph."
Our Contribution
In this paper, we formulate the problems of making a given bidirected graph strongly connected with either the minimum cardinality of additional signs or the minimum cardinality of additional arcs. Since self-loops influence the strong connectivity on bidirected graphs, these two problems arise depending on how self-loops are treated.
We first define a "condensation" procedure for bidirected graphs. We can reduce general cases to acyclic cases using this operation for the above two problem settings. This can be done using the strongly connected component decomposition algorithm for bidirected graphs devised by Ando, Fujishige, and Nemoto [3] . This is similar to the fact that condensation on directed graphs is done using strongly connected component decomposition of directed graphs [8, Lemma 1] . However, because there are signs on each arc in bidirected graphs, we must define the appropriate signs for each arc on the condensed bidirected graph.
We discuss the two versions of the problems on bidirected graphs. For the problem on signs, an obvious lower bound can be obtained from the necessity for connectivity of the underlying graph and a condition on signs around each vertex. We show that this lower bound can be achieved for any acyclic bidirected graph and give a linear-time algorithm for finding an optimal solution. For the problem on arcs, we give a lineartime algorithm for finding a feasible solution whose size is equal to or more than the obvious lower bound by one.
Organization
The organization of the rest of this paper is as follows. We give definitions and notation in Sect. 2. In Sect. 3, we present the two problem settings dealt with in this paper and devise the condensation operation on bidirected graphs, which reduces a general case to an acyclic case. The two problems are discussed in Sects. 4 and 5, respectively. Section 6 is devoted to concluding remarks about other problem settings.
Preliminaries
In this section, we introduce definitions and notation used in this paper and describe how to find the strongly connected component decomposition for bidirected graphs, which is shown in [3] . 
Notations in Bidirected Graphs
Definitions in this section mainly refer to Ando and Fujishige [1] and Ando, Fujishige and Nemoto [3] .
A bidirected graph is a triplet of a vertex set V , an arc set A and a boundary operator
The whole vertex set of G is sometimes denoted by V (G). We use the notation |∂a| := |X a | + |Y a |. We call an arc a link if it connects two distinct vertices. Let ∂ + : A → 2 V and ∂ − : A → 2 V denote the operators with ∂ + a = X a and ∂ − a = Y a . This can be regarded as putting the signs on the endpoints of links or on self-loops by ∂ + and ∂ − . In other words, ∂ + a and ∂ − a are the sets of endpoints of a with the signs "+" and "−", respectively. We call an arc a with ∂a = ({v}, ∅) a plus-loop at v and a with ∂a = (∅, {v}) a minus-loop at v.
For simplicity, we define some other notation. Let∂ : A → 2 V denote the operator with a → ∂ + a ∪ ∂ − a for each a ∈ A. For a bidirected graph G = (V , A; ∂), let G = (V , A) be the undirected graph omitting the signs of G (the underlying graph of G). We write a = (u, v) if∂a = {u, v}. Let π : (a, u) | a ∈ A, u ∈∂a → {+, −} be a sign operator such that π(a, u) = + if u ∈ ∂ + a and π(a, u) = − if u ∈ ∂ − a. Let "(u, v) with (π 1 , π 2 )" (π 1 , π 2 ∈ {+, −}) denote an arc a = (u, v) with π(a, u) = π 1 and π(a, v) = π 2 .
An arc a ∈ A is said to be positively (resp. negatively) incident to v if v ∈ ∂ + a (resp. v ∈ ∂ − a). Arcs a ∈ A and a ∈ A are said to be oppositely incident to v if a is positively (resp. negatively) incident to v and a is negatively (resp. positively) incident to v.
An alternating sequence of vertices and arcs (v 0 , a 1 , v 1 , a 2 , . . . , a l , v l ) (l ≥ 1) is called a path if a i and a i+1 are oppositely incident to v i (i = 1, 2, . . . , l − 1), a 1 is incident to v 0 , and a l is incident to v l . This is called a (π(a 1 , v 0 ), π(a l , v l ))-path from v 0 to v l . Note that a vertex can appear more than once in a path in bidirected graphs. A path with v 0 = v l is called a cycle with a root v 0 (= v l ). If a l and a 1 are oppositely incident to v 0 and the cycle includes at least two distinct vertices, we call it a proper cycle. A cycle that is not proper is called an improper cycle. Note that since a path in a bidirected graph can contain an arc more than once, a 1 and a l can coincide for an improper cycle. We give examples of cycles in Fig. 2 .
An improper cycle with π(a 1 , v 0 ) = π(a l , v l (= v 0 )) = + (resp.−) is called to be positive (resp. negative). If a graph does not contain a proper cycle, we call it an acyclic graph (note that this definition is different from that of "strongly acyclic" or "weakly (node-or edge-) acyclic" in [5] ). For a bidirected graph
, v ) such that a 1 1 and a 2 1 are oppositely connected to v and a 1 l 1 and a 2 l 2 are oppositely connected to v . Note that these two paths need not to be vertex-disjoint. A binary relation on V can be defined by this strong connectivity:
, v) such that a 2 l 2 and a 1 1 are oppositely incident to v. It is stated in [3] that if u and v are strongly connected and u is inconsistent, then v is also inconsistent. Thus, the notion of inconsistency can also be naturally defined on strongly connected components. We give examples of inconsistent vertices in Fig. 3 .
Strongly Connected Component Decomposition for Bidirected Graphs
We review the linear-time algorithm to obtain the strongly connected component decomposition for bidirected graphs, which was proposed by Ando, Fujishige and Nemoto [3] . Since the associated skew-symmetric graph plays a central role in the algorithm, we start with the review of the relation between skew-symmetric graphs and bidirected graphs.
Although we basically follow Ando, Fujishige and Nemoto [3] , we use the sign operator π : {(a, u) | a ∈ A, u ∈∂a} → {+, −} introduced in the previous section for a better connection to the main result. Note that {+, −}: + · + = +, + · − = −, and − · − = + ('·' is usually omitted hereafter).
For a given bidirected graph G = (V , A; ∂), we define the associated directed graph Note that v can be equal to w (this case corresponds to the self-loop; see Fig. 4 ). By construction, if there exists an arc (v − , w + ), there also exists the arc
The terminology "skew-symmetric" comes from this property, and such a directed graph is called the "associated skewsymmetric graph of the bidirected graph G" hereafter. Conversely, for a given skew-symmetric graph, we can construct the associated bidirected graph. This fact implies that skew-symmetric graphs and bidirected graphs are equivalent in some sense.
Moreover, the concept of a path in bidirected graphs can be naturally explained by means of the associated skew-symmetric graph. In fact, if there exists a (π 1 , π 2 )-path from v to w in the given bidirected graph (π 1 , π 2 ∈ {+, −}), then there exists directed path (in the usual sense) from v π 1 to w −π 2 (there also exists a path from w π 2 to v −π 1 because of the skew-symmetry) in the associated skew-symmetric graph, and vice versa [3, Lemma 5.1] (see, (+, −)-path from u to w in Fig. 4a and the corresponding path in Fig. 4b ).
This relation between the concept of paths in bidirected graphs and skew-symmetric graphs provides us with an interpretation of "strong connectivity in bidirected graphs" in skew-symmetric graphs. Precisely speaking, for v, w ∈ V , "v and w are strongly connected in the bidirected graph G" if and only if "{v + , w + } or {v + , w − } are strongly connected in the associated skew-symmetric graph" (see [3, Lemma 5.2] ). Therefore, the following lemma holds.
be a bidirected graph and G ± be the associated skew-symmetric graph. Then, for each consistent strongly connected
The above lemma implies that the consistent (resp. inconsistent) strongly connected component in the bidirected graph corresponds to the pair of (resp. a single) strongly connected components in the associated skew-symmetric graph. Based on this fact, Ando, Fujishige, and Nemoto [3] proposed the following algorithm to obtain strongly connected component decomposition.
Algorithm DECOMPOSITION(G)
Step 1 Construct the associated skew-symmetric graph
Step 3 For each j ∈ J , define
Then, define W i (i ∈ I ) be the distinct members of U j ( j ∈ J ) and partition I into I 1 and I 2 so that W i appears twice (resp. once) in the family {U j | j ∈ J } for each i ∈ I 1 (resp. I 2 ).
Settings and the Condensation Operation
In this section, we introduce the problem settings we tackle in this paper and explain the operation called condensation.
Problem Settings
We deal with problems of the following type.
be a bidirected graph. Find additional arcs A and a boundary operator ∂ :
is a strongly connected bidirected graph.
Note that Problem 1 is NP-hard in general. This can easily be shown by following the argument in the proof of [8, Theorem 1], which shows this by reducing the following directed Hamiltonian cycle problem to Problem 1 with a certain function f . For the problem on undirected graphs or directed graphs similar to Problem 1, it is natural to define F(A , ∂ ) := |A |, i.e., the minimization of the cardinality of the additional edge (or arc) set. For bidirected graphs, however, there are two reasonable candidates for F(A , ∂ ), i.e., a ∈A |∂ a | and |A |. In other words, f (∂ a ) := |∂ a | in the former setting and f (∂ a ) := 1 in the latter setting. The former minimizes the number of the additional signs on arcs and the latter minimizes the number of arcs themselves. In other words, the cost of a link is twice that of a self-loop for the former problem and is the same for the latter problem. These two problems naturally arise because self-loops influence the strong connectivity in bidirected graphs (see, e.g., Fig. 6 ). Note that self-loops do not have any influence on the structure of (strong) connectivity for undirected graphs or directed graphs.
Reduction to the Acyclic Case
We present a technique for reducing general cases to acyclic cases for Problem 1 with
For directed graphs, Eswaran and Tarjan [8] first condense the given directed graph to focus on acyclic cases. In [8] , the condensed graphG = (Ṽ ,Ã) is obtained from the strongly connected component decomposition
For bidirected graphs, we basically follow the approach for dicrected graphs; we use the linear-time algorithm for strongly connected component decomposition devised by Ando, Fujishige, and Nemoto [3] (described in Sect. 2.2). In bidirected graphs, however, we should appropriately define signs in the condensed bidirected graph because there are signs on the arcs.
To this end, the strongly connected component decomposition of the associated skew-symmetric graph can be used. Actually, if there is no inconsistent vertex in the given bidirected graph, the condensation (in the usual sense) of the skew-symmetric graph is again skew-symmetric (recall that a single consistent strongly connected component in the bidirected graph corresponds to a pair of strongly connected components in the associated skew-symmetric graph; see Lemma 1). Therefore, in this case, the usual condensation of the skew-symmetric graphs provides us with the appropriate condensation for bidirected graphs.
Nevertheless, when there exists an inconsistent vertex in the given bidirected graph, the usual condensation of the associated skew-symmetric graph is no longer skewsymmetric. Still, by modifying the strongly connected component decomposition of the associated skew-symmetric graph, we can construct a condensed graph of the given bidirected graph using the algorithm CONDENSATION(G), given below. There, in Step 2, we split the inconsistent strongly connected component W ± i (precisely speaking, this is the strongly connected component in the associated skew-symmetric graph corresponding to the inconsistent strongly connected component in the given bidirected graph) into two parts W ± i+ and W ± i− , and leave it separated in Step 3 in order to maintain skew-symmetry. Thanks to this split, for each vertex v ∈ V , the corresponding pair (v + , v − ) in the associated skew-symmetric graph belongs to a distinct set in the family
This property ensures the skew-symmetry ofĜ ± .
Algorithm CONDENSATION(G)
Step 1 DECOMPOSITION(G).
Step 2 For each i ∈ I 1 , we denote two elements in
The arc setÂ ± is defined bŷ
Step 4 Return the bidirected graphĜ corresponding to the skew-symmetric graphĜ ± .
Since the "condensed skew-symmetric graphĜ ± " obtained in Step 3 clearly replicates the reachability in the original skew-symmetric graph G ± , the corresponding bidirected graphĜ is the desired condensation of the given bidirected graph G (it is easy to confirm thatĜ is acyclic).
Moreover, the solution of Problem 1 for the given bidirected graph is obtained by solving Problem 1 for the condensed graphĜ. Specifically, we define a map β :V + ∪ V − → V + ∪ V − satisfying the following conditions: (i) α(β(v)) =v holds for everŷ v ∈V + ∪V − and (ii) if β(v π 1 ) = v π 2 , then β(v −π 1 ) = v −π 2 for everyv π 1 ∈V + ∪V − . By the map β, adding an arc (v,ŵ) toĜ ± is translated into adding an arc (β(v), β(ŵ)) to G ± . Thus, from the additional arc set toĜ, one can obtain that to G such that their values of the objective function coincide (recall the relation between bidirected graphs and skew-symmetric graphs).
Minimization on Signs
In this section, we deal with Problem 1 with F(A , ∂ ) = a ∈A |∂ a |. Due to Sect. 3.2, we can assume that the input bidirected graph is acyclic.
We first give some definitions for bidirected graphs. Let γ (= γ (G)) denote the number of connected components in the underlying graphḠ of G. A vertex v ∈ V is called a source (resp. a sink) if v is included in a connected component inḠ that has more than one vertex and any a ∈ A connected to v in G is positively (resp. negatively) incident to v. The set of sources is denoted by S(= S(G)) and that of sinks is denoted by T (= T (G)). A vertex v ∈ V is called an isolated vertex if there exists no arc connected to v. The set of isolated vertices is denoted by Q(= Q(G)). A vertex v ∈ V is called a pseudoisolated vertex if {v} is the connected component with only one vertex inḠ and there exists a self-loop at v. The set of pseudoisolated vertices is denoted by Q (= Q (G) ).
When adding an arc a = (u, v) to a bidirected graph G, we write "with the proper signs" if the signs on a are as follows: π(a, u) is equal to + if {a ∈ A | u ∈ ∂ + a} is empty for the current bidirected graph; otherwise, π(a, u) is equal to −. The sign π(a, v) is determined in the same way. Now, let us consider Problem 1 with respect to the number of additional signs on an acyclic bidirected graph G = (V , A; ∂). Since a bidirected graph is strongly connected only if its underlying graph is connected, the value of the objective function for a feasible solution must be greater than or equal to 2(γ −1). In contrast, a bidirected graph with |V | > 1 is strongly connected only if there are no sources, sinks, isolated vertices, or pseudoisolated vertices. Therefore, the number of additional signs needed to make a bidirected graph strongly connected is greater than or equal to |S| + |T | + |Q | + 2|Q|. Summing up, we obtain the lower bound max{2(γ − 1), |S| + |T | + |Q | + 2|Q|}. Actually, this lower bound can be achieved.
Theorem 4 Let G = (V , A; ∂) be an acyclic bidirected graph with |V | > 1. Then, the minimum number of a ∈A |∂ a | such that G = (V , A ∪ A ; ∂ ) is a strongly connected bidirected graph is max{2(γ − 1), |S| + |T | + |Q | + 2|Q|}.
We now describe an algorithm for constructing an optimal solution (whose size is equal to the lower bound). Let C 1 1 , C 1 2 , . . . ,
be the distinct vertex sets of connected components ofḠ such that each C j i contains just j elements of S ∪ T ∪ Q ∪ Q. Note that K i=1 k i = γ and K i=1 ik i = |S| + |T | + |Q | + |Q|. Also note that Q ∪ Q ⊆ k 1 i=1 C 1 i holds. Algorithm ADDITIONAL SIGNS(G)
Step 1 Let A := ∅.
Step 2 Let u 1 , u 2 , . . . , u L 1 (L 1 := k 1 − |Q|) be the elements of
, add a self-loop at u 1 to A with the proper sign and go to Step 6. If L 1 = γ > 1, add {(u 1 , u i ) | 2 ≤ i ≤ L 1 } to A with the proper signs and go to Step 6.
Step
For each C ∈ C , pick up two distinct elements of C ∩ (S ∪ T ) and label them as l i , r i (i = 1, 2, . . . , |C |). Label the rest of the elements of C∈C 
Step 4 Let q 1 , . . . , q |Q| be the elements of Q and define l |C |+i = r |C |+i = q i for i = 1, . . . , |Q|. Add {(r i , l i+1 ) | 1 ≤ i < |C | + |Q|} to A with the proper signs.
Step 5 Compare L 1 with L 2 . Step
to A with the proper signs.
Step 5-2 If L 2 = L 1 − 1, add (u L 1 , l 1 ) and a self-loop at r |C |+|Q| to A with the proper signs.
Step 5-3 If L 2 ≥ L 1 , add self-loops at l 1 , r |C |+|Q| and w i for i = L 1 + 1, L 1 + 2, . . . , L 2 to A with the proper signs.
Step 6 Return G = (V , A ∪ A ; ∂ ).
Steps 3 and 4 are illustrated in Fig. 5 . We use Fig. 5 to give an intuitive explanation of ADDITIONAL SIGNS algorithm (except for the cases where L 1 = γ ). First, we connect pseudoisolated vertices or components that include just one source or sink with residual sources or sinks in Step 3. (In Fig. 5 , this corresponds to adding (u 1 , w 1 ) and (u 2 , w 2 ).) Next, we connect all isolated vertices and all components that include more than one element of the union of sources and sinks in Step 4. (In Fig. 5 , this corresponds to adding (r 1 , l 2 ), (r 2 , l 3 ), (r 3 , l 4 ) and (r 4 , l 5 ).) Finally, we add the arcs necessary to make the whole graph strongly connected. (For the case in Fig. 5 , this corresponds to adding self-loops at l 1 and r 5 .)
The above algorithm returns an optimal solution in linear time. This is confirmed by the following Lemma 2 and Lemma 7.
Lemma 2 The output of ADDITIONAL SIGNS algorithm is strongly connected.
This can be confirmed by the following four lemmas on an output of the ADDITIONAL SIGNS algorithm when γ > L 1 . (This can be shown more easily when γ = L 1 .) Lemma 3 Let C ∈ C . We denote the vertices in C chosen as l i and r i in Step 3 in the ADDITIONAL SIGNS algorithm by l and r , respectively. Then, there exists a path from l to r in the output bidirected graph G .
Proof Since l and r are connected in the underlying graph of the input graph, there exists a path from l to r in that underlying graph. Consider a path P = (v 0 (= l), a 1 , v 1 , a 2 , . . . , a t , v t (= r )) from l to r . Consider the subgraph P in the output bidirected graph corresponding to P. We construct a path from l to r in the output bidirected graph by updating P . Let the number of vertices v i with π(a i , v i ) = π(a i+1 , v i ) in P be denoted by μ. If μ = 0, i.e., π(a i , v i ) = π(a i+1 , v i ) holds for i = 1, . . . , t − 1, then P is a path from l to r in the output bidirected graph. Otherwise, there exists a vertex v i with π(a i , v i ) = π(a i+1 , v i ). Consider such v i with the minimum i.
Since every vertex in C except for l and r has both plus and minus signs around it after Step 3, there exist a vertex u 1 and an arc a 1 = (v i , u 1 ) such that π(a 1 , v i ) = −π(a i , v i ). Then, since u 1 has both plus and minus signs around it, there exist a vertex u 2 and an arc a 2 = (u 1 , u 2 ) such that π(a 1 , u 1 ) = −π(a 2 , u 1 ). In this way, take a j and u j until one of the following three patterns occurs: u j is a source or a sink of the input graph, u j = u j with j > j , or u j is a vertex in P . Note that one of the above three patterns occurs certainly since |V | is finite and all vertices in C other than sources and sinks have both plus and minus signs around them. Take such u j with the minimum j. We show that in any case of the above three patterns, we have a path from l to r , or we can reduce the case to one with a smaller μ.
First, suppose u j is a source or a sink of the input graph. Without loss of generality, we assume that u j is a source. Then, by the ADDITIONAL SIGNS algorithm, an arc a − that is a negative self-loop or a link with π(a − , u j ) = − is attached to u j . We remark that if a − is a link, a − connects u j and some source or sink in
Then the union of a − and C 1 includes a negative improper cycle P − rooted at u j . Thus, there exists an improper cycle a 1 , u 1 , a 2 , . . . , a j , u j , a − , u j , a j , . . . , a 2 , u 1 , a 1 a 1 , u 1 , a 2 , . . . , a j , P − , a j , . . . , a 2 , u 1 , a 1 , v i ). Therefore, by using the above improper cycle, there exists a path from v i−1 to v i+1 in the output bidirected graph. By using this path instead of the part of P from v i−1 to v i+1 , μ is decreased by one.
Next, suppose u j = u j with j > j . If π(a j +1 , u j ) = π(a j , u j ), then the path (u j , a j +1 , . . . , a j , u j (= u j )) is a proper cycle. This cycle is a proper cycle in the input graph as well because it does not include any source or sink in the input graph. This contradicts the condition that the input bidirected graph is acyclic. Hence, π(a j +1 , u j ) = π(a j , u j ) holds; thus, there exists an improper cycle (u j , a j +1 , . . . , a j , u j (= u j )) rooted at u j (= u j ). Therefore, 1 , a i , v i , a 1 , u 1 , a 2 , . . . , a j , u j , a j +1 ,   . . . , a j , u j (= u j ), a j , . . . , a 1 , v 
is a path in a bidirected graph and μ can be decreased by one with this path.
Finally, suppose u j is a vertex in P . If u j is closer to r than v i , then we modify the path P by replacing the part from v i to v τ with (v i , a 1 , u 1 , a 2 , . . . , a j , u j (= v τ )), and apply the induction since this modification decreases μ. Otherwise, let v τ = u j . (Note that τ ≤ i.) If π(a τ +1 , v t ) = π(a j , u j ), then (v τ , a τ +1 , . . . , a i , v i , a 1 , . . . , a j , u j (= v τ )) is a proper cycle and this contradicts the condition that the input bidirected graph is acyclic. (Note that as the same as the second case, since this cycle does not include any source or sink in the input graph, this cycle is a proper cycle in the input graph as well.) Otherwise, (v τ −1 , a τ , v τ (= u j ), a j , . . . , a 1 , v i , a i+1 , v i+1 ) is a path in a bidirected graph. Thus, μ is decreased by one with this path.
Therefore, by induction on μ, there exists a path from l to r .
Lemma 4
The vertex set {l i , r i | 1 ≤ i ≤ |C |} ∪ Q is strongly connected and each vertex in
Proof Since l 1 and r |C |+|Q| become to have a self-loop or an improper cycle with the proper sign by the algorithm ADDITIONAL SIGNS, {l i , r i | 1 ≤ i ≤ |C |} ∪ Q is strongly connected by Lemma 3. Suppose there is a (+, +)-path P from l 1 to r |C |+|Q| . (The other cases can be treated in a similar way.) The algorithm places a negative improper cycle rooted at l 1 and one rooted at r |C |+|Q| . Thus, because of the above (+, +)-path, there is a following positive improper cycle rooted at l 1 : P, the negative improper cycle rooted at r |C |+|Q| , and P in the reverse order. Therefore, l 1 is inconsistent and hence the lemma holds. (not necessarily distinct) , a path P 1 from v to v * 1 , and a path P 2 from v to v * 2 such that the end arcs of P 1 and P 2 connected to v are oppositely incident.
Proof ADDITIONAL SIGNS algorithm ensures that each vertex in the resultant graph has both plus and minus signs around it. Fix a vertex v ∈ V \({l i , r i | 1 ≤ i ≤ |C |} ∪ Q). By the above two lemmas, there is an inconsistent strongly connected component including
Then, there is a path from v to some element in {l i , r i | 1 ≤ i ≤ |C |} ∪ Q with the starting sign + and there is also a path from v to some element in {l i , r i | 1 ≤ i ≤ |C |} ∪ Q with the starting sign −. This holds since the underlying graph is connected and each vertex has both plus and minus signs around it, there are two paths from v to some vertices in {l i , r i | 1 ≤ i ≤ |C |} ∪ Q in the underlying graph whose corresponding starting signs in the bidirected graph are plus and minus. Then by the same argument of the proof of Lemma 3, we can take paths in the bidirected graph as well.
Thus, we obtain v * 1 , v * 2 , P 1 and P 2 . Lemma 6 If a vertex set V contains inconsistent vertices v 1 and v 2 , and for each v ∈ V \{v 1 , v 2 } there are a path from v to v 1 and a path from v to v 2 with the opposite starting signs around v, then the whole of V is strongly connected.
Proof Without loss of generality, we assume that there are a (+, π 1 )-path from v to v 1 , and a (−, π 2 )-path from v to v 2 . Since v 1 and v 2 are inconsistent, there exist an improper cycle with the sign −π 1 rooted at v 1 and an improper cycle with the sign −π 2 rooted at v 2 . Therefore, {v 1 , v 2 , v} is strongly connected and thus V is strongly connected.
Next, we check the number of additional signs.
Lemma 7
The number of additional signs is equal to max{2(γ − 1), |S|+|T |+|Q |+ 2|Q|}.
Proof If L 1 = γ = 1, only one self-loop is added; thus, 1 = max{0, 1}. If L 1 = γ > 1, γ − 1 links are added; thus, 2(γ − 1) = max{2(γ − 1), γ }.
Otherwise, we go to Step 3 and add min{L 1 , L 2 } links. Next, we add |C | + |Q| − 1 links at Step 4.
At
Step 5, we consider three cases. Note that L 2 ≤ L 1 − 2 holds if and only if 2(γ − 1) ≥ |S| + |T | + |Q | + 2|Q| holds due to the following relation: If L 2 = L 1 − 1, we add a link and a self-loop; thus, the number of additional signs is
Otherwise, the number of additional signs is
Therefore, the number of additional signs is equal to the obvious lower bound.
Both ADDITIONAL SIGNS algorithm and CONDENSATION algorithm run in linear time, thus one can obtain an optimal solution in linear time for a general input bidirected graph. 
Minimization on Arcs
In this section, we deal with Problem 1 with F(A , ∂ ) = |A |. Same as Sect. 4, we can assume that the input bidirected graph is acyclic by the argument in Sect. 3.2.
Let λ(G) be defined by λ(G) := max γ − 1, (|S| + |T | + |Q |)/2 + |Q| . Clearly, λ(G) is the lower bound of Problem 1 with F(A , ∂ ) = |A | (which can be derived using the same method as we use for the problem on signs). Unfortunately, whereas we can always achieve the lower bound when we deal with the number of additional signs, as shown in the previous section, there is a small example that cannot be made strongly connected by adding λ(G) additional arcs (see Fig. 6 ). For the original graph G in Fig. 6a , we have
Since there exist a source s and a sink t in G, we must add an arc a = (s, t) with the proper signs to cancel both source and sink with one arc (see Fig. 6b ). However, this result is not strongly connected. Actually, the minimum number of additional arcs needed to make G strongly connected is two; one of the optimal solutions is shown Fig. 6c . In contrast, there is also an graph G that can be made strongly connected with λ(G) additional arcs. We now aim to obtain the upper bound of the size of an optimal solution. In fact, we can present the next theorem.
Theorem 6 Let G = (V , A; ∂) be an acyclic bidirected graph. Then, the minimum number of |A | such that G = (V , A∪ A ; ∂ ) is a strongly connected bidirected graph is λ(G) or λ(G) + 1.
Note that if the output of ADDITIONAL SIGNS(G) contains at most one self-loop, then it is also an optimal solution of the problem of minimizing the number of additional arcs. However, if the output of ADDITIONAL SIGNS(G) contains more than one selfloop, we cannot guarantee the optimality for the problem on arcs in general. We can construct a feasible solution of size λ(G) or λ(G) + 1 using the following algorithm. Note that we can obtain an optimal solution of size λ(G) by using the algorithm ADDITIONAL SIGNS when L 2 < L 1 . Thus, we focus on the case L 2 ≥ L 1 .
Algorithm ADDITIONAL ARCS(G) (when L 2 ≥ L 1 )
For each C ∈ C , pick up two distinct elements of C ∩ (S ∪ T ) and label them as l i , r i (i = 1, 2, . . . , |C |). Label the rest of the elements of C∈C C ∩ (S ∪ T ) as
Step 4 Let q 1 , . . . , q |Q| be the elements of Q and define l |C |+i = r |C |+i = q i for i = 1, 2, . . . , |Q|.
Step 5 If |Q| = 1, add a new vertex q 2 to V and add (q 1 , q 2 ) with (+, −) to A .
Otherwise, add (q i , q i+1 ) to A with (+, −) for i = 1, 2, . . . , |Q| − 1.
Step 6 Define a new bidirected graphĜ = (V ,Â;∂) from the bidirected graph G = (V , A ∪ A ; ∂ ) as follows:
Step 7 Construct a maximal matching V , A ∪ A ; ∂ ) ).
Step 10 Letṽ be the unique element of
(resp.ṽ ∈ T (G)), letã be a new negative (resp. positive) self-loop atṽ inG. By the argument in the end of Sect. 3.2, we obtain the additional self-loop to the original graph G fromã.
Step 11 If |Q| = 1 holds for the original input graph G, then shrink the arc (q 1 ,
The key property of ADDITIONAL ARCS algorithm is the following. Proof Fix an arbitrary v ∈ V \V (C). Since v has both plus and minus signs around it, by the same argument of the proof of Lemma 5, there exist v 1 , v 2 ∈ V (M ∪ B) such that there exist a (+, π 1 )-path from v to v 1 and a (−, π 2 )-path from v to v 2 . Let C = (v 1 , a 1 , . . . , a 2 , v 2 , a 2 , . . . , a 1 , v 1 ). Without loss of generality, we can assume π(a 1 , v 1 ) = π 1 . Then if π 2 = π(a 2 , v 2 ), the union of (v 2 , a 2 , . . . , a 1 , v 1 ), the path from v 1 to v, and the path from v to v 2 forms a proper cycle. Thus, v is strongly connected with each vertex in C. Otherwise (π 2 = π(a 2 , v 2 )), the union of the path from v 1 to v, the path from v to v 2 , and (v 2 , a 2 , . . . , a 1 , v 1 ) forms an improper cycle rooted at v 1 ∈ V (C).
We show the next lemma.
Lemma 9 After
Step 8 of ADDITIONAL ARCS(G), we can make the graph G strongly connected by adding at most one arc to G.
Proof Since the lemma clearly holds if G is strongly connected after Step 8, we assume G is not strongly connected. Then, by Lemma 8, each vertexw ∈ V (G)\{ṽ} is included in an improper cycle rooted atṽ. SinceG is not strongly connected, these improper cycles are all positive or all negative. Therefore, adding a self-loop with the opposite sign atṽ is sufficient to make the graphG strongly connected. This proves the lemma due to the discussion at the end of Sect. 3.2. Actually, there is an example for which our ADDITIONAL ARCS algorithm returns the approximate solution (Fig. 7) . The original graph has five vertices and six (+, +)arcs ( Fig. 7a ). If one applies our algorithm to this graph, a solution of four arcs is obtained (Fig. 7b ). However, there exists a solution of three arcs (Fig. 7c ).
Concluding Remarks
In this paper, we proposed two problems related to making a given bidirected graph strongly connected. The first one aims to minimize the number of additional signs on arcs and the second one aims to minimize the number of additional arcs. We give a linear-time algorithm to find an optimal solution for the former problem and a lineartime algorithm to find a feasible solution that has no more than one arc than an optimal solution for the latter problem.
As future works, the following problem on minimization on arcs can be considered.
Problem 3
Let G = (V , A; ∂) be a bidirected graph. Decide whether the minimum number of additional arcs to make G strongly connected is λ(G) or λ(G) + 1.
Connectivity augmentation problems on bidirected graphs can also be considered, e.g., arc-connectivity augmentation. For instance, let G be k-arc-connected if G = (V , A\ A • ; ∂|(A\A • )) is strongly connected for all A • ⊆ A with |A • | = k − 1.
Problem 4
Let G = (V , A; ∂) be a bidirected graph and k be a positive integer. Find additional arcs A and a boundary operator ∂ : A ∪ A → 3 V (∂ a = ∂a (∀a ∈ A)) minimizing F(A , ∂ ) such that G is k-arc-connected.
In a similar way, the definition of k-vertex-connectivity and the corresponding connectivity augmentation problem could be introduced.
In addition, the generalization of the problem to make a given undirected graph connected or to make a given directed graph strongly connected could be considered. Although bidirected graphs can be seen as the common generalization of undirected and directed graphs, the problems in this paper are not the generalization of these classical problems because there is no restriction on additional arcs. For the case of directed graphs, the problem can be formulated as follows:
Problem 5 Let G = (V , A; ∂) be a bidirected graph. Find additional arcs A and a boundary operator ∂ : A ∪ A → 3 V (∂ a = ∂a (∀a ∈ A)) minimizing |A | such that G := (V , A ∪ A ; ∂ ) is a strongly connected bidirected graph and ∂ + a = ∂ − a = 1 for all a ∈ A .
