The Gaussian factor copula model is the market standard model for multi-name credit derivatives. Its main drawback is that factor copula models exhibit correlation smiles when calibrating against market tranche quotes. To overcome the calibration deficiency, we introduce a multi-period factor copula model by chaining one-period factor copula models. The correlation coefficients in our model are allowed to be timedependent, and hence they are allowed to follow certain stochastic processes. Therefore, we can calibrate against market quotes more consistently. Usually, multi-period factor copula models require multi-dimensional integration, typically computed by Monte Carlo simulation, which makes calibration extremely time consuming. In our model, the portfolio loss of a completely homogeneous pool possesses the Markov property, thus we can compute the portfolio loss distribution analytically without multi-dimensional integration. Numerical results demonstrate the efficiency and flexibility of our model to match market quotes.
Introduction
Due to their computational efficiency, factor copula models are popular for pricing multiname credit derivatives. Within this class of models, the Gaussian factor copula model is the market standard model. However, it cannot match market quotes consistently without violating the model assumptions as explained in Hull and White (2006) and Torresetti et al. (2006) . For example, it has to use different correlation factor loadings for different tranches based on the same underlying portfolio. To better match the observable spreads, several modifications have been proposed based on the conditional independence framework.
See, for example, Andersen and Sidenius (2004) , Baxter (2007) and Hull and White (2008) .
Most of these approaches are static one-period models that generate a portfolio loss distribution at a fixed maturity. They may not be flexible enough to match market quotes or applicable for new products with strong time-dependent features, such as forward-starting tranches, tranche options and leveraged super-senior tranches as pointed out in Andersen (2006) . Another popular approach to calibrate factor copula models is base correlation, such as McGinty et al. (2004) , which calibrates the correlation for the first loss tranche, i.e., the sum of all tranches up to a detachment point. Although it guarantees the existence of the correlation parameter, it is not arbitrage free. For example, it is easy to construct a tranche with a negative spread using this method as noticed in Torresetti et al. (2006) .
Another methodology for multi-name credit derivatives is the top-down approach, which models the portfolio loss directly. For example, Bennani (2005) , Schönbucher (2005) and Sidenius et al. (2008) proposed similar frameworks to model the dynamics of the aggregate portfolio losses by modeling the forward loss rates. With these pool loss dynamics, the pricing of credit derivatives becomes straightforward. This approach has been further extended by many researchers, such as Giesecke et al. (2011) . However, these models require a large amount of data to calibrate and are currently speculative as explained in Andersen (2006) .
It is tempting to see whether we can introduce dynamics into the factor copula model to combine its computational efficiency with the ability to calibrate more consistently against market quotes. The main challenge in developing such a dynamic factor copula model is that the arbitrage free property and computational efficiency become more difficult to achieve, as the number of state variables grows rapidly with the introduction of dynamics. Fingers (2000) proposed several extensions of one-period default models. However, they are not based on the factor copula approach. Therefore, only Monte Carlo simulation is available to implement these extensions. In addition, the correlation coefficients are not allowed to be time-dependent. Andersen (2006) and Sidenius (2007) introduced several "chaining" techniques to build multi-period factor copula models from one-period factor copula models.
As these models must integrate over all the common factors, they require a multi-dimensional integration, which is usually computed by Monte Carlo simulation. This makes the model calibration extremely time consuming. Except for some special cases, for example, where the factors are the same for all periods, existing "chaining" methods cannot avoid multidimensional integration. Therefore, current multi-period models are hard to generalize to more than two periods.
In this paper, we develop a novel chaining method to build a multi-period factor copula model, which does not allow arbitrage opportunities and avoids multi-dimensional integration. Based on our model, the portfolio loss of a completely homogeneous pool possesses the Markov property, so we can compute its distribution across time by a recursive method instead of by Monte Carlo simulation. Numerical results demonstrate the accuracy, efficiency and flexibility of our model in calibrating against market quotes.
The rest of the paper is organized as follows. Section 2 describes the pricing equations for synthetic CDOs. Section 3 reviews the widely used Gaussian factor copula model as an example of the conditional independence framework. Section 4 reviews existing "chaining" methods before introducing our new multi-period model. Section 5 discusses calibration.
Section 6 presents the numerical results. Section 7 concludes the paper and discusses future work.
Pricing equations
In a synthetic CDO, the protection seller absorbs the pool loss specified by the tranche structure. That is, if the pool loss over (0, T ] is less than the tranche attachment point a, the seller does not suffer any loss; otherwise, the seller absorbs the loss up to the tranche size S = b − a. In return for the protection, the buyer pays periodic premia at specified times
We consider a synthetic CDO containing K names with loss-given-default N k for name k in the original pool. Assume that the recovery rates are constant. Let D i denote the risk-free discount factors at time t i , and d i denote the expected value of D i in a risk-neutral measure.
Denote the pool loss up to time t i by L i . Then, the loss absorbed by the specified tranche is
We make the standard assumption that the discount factors D i 's and the pool losses L i 's are independent, whence D i 's and L i 's are also independent.
In general, valuation of a synthetic CDO tranche balances the expectation of the present values of the premium payments (premium leg) against the effective tranche losses (default leg), such that
The fair spread s is therefore given by
In the last equality of (3), we use the fact that D i and L i (L i−1 ) are independent. Alternatively, if the spread is set, the value of the synthetic CDO is the difference between the two legs:
Therefore, the problem is reduced to the computation of the mean tranche losses, EL i . To compute this expectation, we have to compute the portfolio loss L i 's distribution. Therefore, we need to specify the correlation structure of the portfolio defaults.
3 One factor copula model Due to their tractability, factor copula models are widely used to specify a joint distribution for default times consistent with their marginal distribution. A one factor model was first introduced by Vasicek (1987) to evaluate the loan loss distribution, and the Gaussian copula was first applied to multi-name credit derivatives by Li (2000) . After that, the model was generalized by Andersen et al. (2003) , Hull and White (2004) and Laurent and Gregory (2005) , to name just a few. In this section, we review the one factor Gaussian copula model to illustrate the conditional independence framework.
Let τ k be the default time of name k, where τ k = ∞ if name k never defaults. Assume the risk-neutral default probabilities π k (t) = P(τ k ≤ t), k = 1, 2, . . . , K are known. In order to generate the dependence structure of default times, we introduce random variables U k , such that
where X is the systematic risk factor; ε k are idiosyncratic risk factors, which are independent of each other and also independent of X; and the constants β k ∈ [−1, 1].
The default times τ k and the random variables U k are connected by a percentile-to-
, where each b k (t) can be viewed as a default barrier.
Models satisfying the assumptions above are said to be based on the conditional independence framework. If, in addition, we assume X and ε k follow standard normal distributions, then we get a Gaussian factor copula model. In this case, each U k also follows a standard normal distribution. Hence we have
where Φ is the standard normal cumulative distribution function. Conditional on a particular value x of X, the risk-neutral default probabilities are defined as
In this framework, the default events of the names are assumed to be conditionally independent. Thus, the problem of correlated names is reduced to the problem of independent names. The pool losses L i satisfy
where
1 Therefore, if we know the conditional distributions of
To approximate the integral (7), we use a quadrature rule. Thus, the integral (7) reduces to
where the w m and x m are the quadrature weights and nodes, respectively.
A significant drawback of this model is that it does not allow the β k 's to be time dependent, which is often required to calibrate the model effectively. If β k is a function of time, π k (t, x) may be a decreasing function of time, which may lead to an arbitrage opportunity, as explained in the next section. More specifically, for 0 < t 1 < t 2 , to guarantee
As x may be any real value, for any fixed β k (t 1 ) = β k (t 2 ), it is easy to find an x to violate this inequality. For example, if
4 Multi-period factor copula models
To overcome this drawback, Andersen (2006) and Sidenius (2007) pioneered the technique of "chaining" a series of one-period factor copula models to produce a multi-period factor copula model. However, their approaches must integrate over the multi-dimensional common factors to evaluate the portfolio loss distribution over time, requiring the evaluation of a highdimensional integral, usually computed by Monte Carlo simulation. Therefore, their models are hard to generalize to more than two periods, except for some special, but possibly unrealistic, cases, such as, the common factors are the same for all periods. In this section, we first review the approaches of Andersen (2006) and Sidenius (2007) . Then, we present our new model, which avoids multi-dimensional integration.
In general, the conditional independence framework, including one-period and multiperiod factor copula models, has to satisfy two properties: consistency and no arbitrage. By consistency, we mean that the model has to match the marginal default probabilities of the underlyings, i.e.,
Here, X (t) represents the common factors up to time t (it may be a multiple dimensional random variable in the discrete case or a stochastic process in the continuous case); D is the domain of X (t) ; and F (·) is the cumulative distribution function of X (t) . By no arbitrage, we mean that the pool loss distribution is a non-decreasing function of time, i.e.,
To satisfy this constraint in practice, we usually require a stronger condition: the conditional default probability of a single name is non-decreasing over time, i.e.,
where x(t) means the value of x at time t. Obviously, if we satisfy condition (10), then the pool loss (9) is non-decreasing, which implies no arbitrage. Generally, the consistency property is easy to satisfy, but the no arbitrage property is not, as shown in the previous section.
In the rest of the paper, we extend the factor copula model to a discrete-time dynamic model. For each period (t i−1 , t i ] and each name k, we associate a latent random variable
where X i is a random variable associated with the common factors for period (t i−1 , t i ] and ǫ k,i are mutually independent random variables associated with idiosyncratic factors for name k and period (t i−1 , t i ]. To guarantee the no arbitrage property, Andersen (2006) employed a discrete version of the first hitting time model to construct the conditional default probabilities. More specifically, he connected the default time τ k and the latent random variables by
Then the conditional default probability for t ≤ t 1 is the same as that in the one-factor copula model. For t ∈ (t i−1 , t i ], the conditional default probability satisfies
Here, X (i) is associated with the common factors for the periods up to t i , or equivalently,
Similar to the one-factor copula model, we must compute the boundary b k (t i ) satisfying the consistency property (8). For t ≤ t 1 , the computation is the same as that for the one factor copula model. However, for t ∈ (t i−1 , t i ], it appears that we must integrate the common factors up to t i . The complexity of this multi-dimensional integration depends on the assumptions associated with the X i 's. Andersen (2006) showed two special cases: (1) X i are the same and (2) a two-period model, where X are two dimensional random variables.
Besides the computation of the default boundary, the multi-dimensional integration also arises when computing the unconditional portfolio loss distribution from the conditional loss distributions.
Sidenius (2007) attacked the no arbitrage problem by introducing conditional forward survival probabilities
Using this, he expressed the conditional survival probability for t ∈ (t i−1 , t i ] as
For t ≤ t 1 , the conditional survival probability is the same as that in the one factor copula model.
The model allows a conditional forward survival probability for each time period (t i−1 , t i ] to be associated with each correlation factor, i.e.,
For example, if the X i 's associated with the latent random variables Y k,i in (11) are independent, then the conditional forward survival probability can be computed by
Using the consistency property (8), we can calibrate the b k (t i ) recursively. However, it is impossible to preserve any tractability for general cases. Similarly, the multi-dimensional integration problem cannot be avoided, except in some special cases, such as all X i are the same.
To overcome the high-dimensional integration problem, we use a similar approach based on the same latent random variables (11), but we connect Y k,i and τ k by the forward default probability
If X i and ǫ k,i follow standard normal distributions, then each Y k,i also follows a standard normal distribution. Therefore, we can compute the conditional default boundary b k (t i ) by
We can also compute each conditional forward default probability by
The idea of using forward default probabilities has been used for CDO analysis by Morokoff (2003) . However, in Morokoff's model the correlation coefficients are constant and no analytical methods are available.
To compute the conditional pool loss distribution, we need to construct
Based on the definitions of these terms, we have
For the rest of the paper, we denote P (τ k ≤ t i−1 | X 1 = x 1 , . . . , X i−1 = x i−1 ) by q k,i−1 and
for simplicity. If q k,i and p k,i are the same for all k = 1, . . . , K, we denote them by q i and p i , respectively.
Using the conditional default probabilities q k,i , we can compute efficiently the conditional distribution of the pool loss for a completely homogeneous pool, where β k,i , π k (t) and N k are the same for k = 1, . . . , K. In this special, but important, case, the distribution of L i can be computed by the distribution of number of defaults l i , as
Therefore, the conditional pool loss distribution of a completely homogeneous pool satisfies
is the number of defaults during (t i−1 , t i ] with the pool size K − m, and its distribution is computed using the conditional forward default probability p i .
To compute the tranche loss, we need to compute the unconditional pool loss distribution from the conditional ones, i.e., we need to integrate over the common factors X i .
Generally, this requires a multi-dimensional integration, for which Monte Carlo simulation is usually used. However, we can avoid the multi-dimensional integration in this special case by exploiting the independence of the X i 's:
Therefore, the unconditional pool loss distribution possesses the Markovian property and can be computed recursively. Iscoe (2003) derived a similar Markovian property for the two name case of Morokoff's model in Morokoff (2003) , where the correlation coefficients are constant. Our derivation is more general, and our model fixes the correlation decay of Morokoff's model as described in Iscoe (2003) .
Remark: We need to assume that the X i 's are independent to derive the key formula (13), which enables us to avoid the costly multi-dimensional integration in computing the unconditional pool loss distribution from the conditional one. However, it is worth noting that this is the only place in the paper where we need to assume that X i and X j are independent for all i = j. Therefore, we could use more general processes for the X i 's if we do not need to compute the unconditional pool loss distribution from the conditional one or if we could replace (13) by another efficient formula to compute the unconditional pool loss distribution from the conditional one.
The difference between our approach and Andersen's approach in Andersen (2006) can be understood intuitively as follows. In Andersen's approach, the latent random variables Y k , which reflect the healthiness of name k, are reset back to zero at the beginning of each period. Therefore, the process forgets its previous position. The latent process of our model is also reset to zero at the beginning of each period. However, in our model it describes the healthiness of the forward default probability. The process for the default probability actually remembers its position at the end of the previous period: how the process evolves for the new period depends on the latent process of the forward default probability. In addition, as noted above, it appears that Andersen's approach requires a costly multi-dimensional integration to compute the unconditional pool loss distribution from the conditional one, except in some simple special cases. For a completely homogeneous pool, assuming that the X i and X j are independent for all i = j, our approach uses the much less costly recurrence (13) to compute the unconditional pool loss distribution from the conditional one.
For a more general pool 2 , it still holds that the event that r defaults occur before t i is equivalent to the event that m defaults occur before t i−1 and r − m defaults occur during
Moreover, this relationship extends to the conditional probabilities:
Under the assumptions of our model, we can simplify the expression above using
To obtain the unconditional pool loss distribution, we need to integrate over the common factors, as we did in (13). Therefore, in our model, the Markov property holds for a general pool:
However, as the default probability of each name may be different in a general pool, we end up with another combinatorial problem: we need to consider all possible combinations of
Obviously, the completely homogeneous pool is a special case. However, it is of considerable practical importance, since such pools often arise in practice. Moreover, the pool loss of a general pool is generally approximated by the pool loss of a completely homogeneous one for computational efficiency in calibration and the valuation of bespoke contracts.
Remark: For simplicity, we used the Gaussian factor copula model to illustrate our new discrete dynamical multi-period factor copula model. However, it is important to note that our approach can be applied to construct a multi-period factor copula model from any one factor copula model based on the conditional independence framework.
Calibration
Our goal is to calibrate our model against the market tranche quotes on the same underlying pool. To illustrate our approach, we use the tranche quotes of the credit indexes, CDX and ITRAXX. As our model allows the correlation factor loadings to be time-dependent, we can introduce dynamics into the model by letting the correlation factor loadings follow particular dynamic processes. This added flexibility gives our dynamic model enough degrees of freedom to calibrate against market quotes.
We obtain the spread quotes for the indexes and tranches on CDX and ITRAXX from the Thomson Datastream. We approximate the default probabilities of a single name using the index spreads, which are the average spreads of the 125 names in CDX or ITRAXX. Due to the data availability and popularity, we calibrate our model against the four mezzanine tranches with maturities 5 years, 7 years and 10 years. Therefore, we have to fit 12 market tranche quotes on the same underlying pool.
To fit these 12 tranche quotes, we must incorporate sufficient degrees of freedom into our model. As the correlation factor loadings are time-dependent in our model, they can be any dynamic process within the range [0, 1]. Therefore, we can obtain sufficient degrees of freedom by constructing a suitable dynamic process for the correlation factor loadings.
To illustrate our approach, we employ a binomial tree structure for the correlation factor loadings in our numerical examples. We assume that the correlation factor loading process is a piecewise constant function over time and each branch of the tree describes one possible path of the factor loading process. To compute the tranche prices, we only need to take the t 0 3.3 6.7 10
Figure 1: A dynamic tree structure expectation of the tranche prices on each branch. Figure 1 illustrates an equally-spaced threeperiod 3 tree, where ρ j is the value of the correlation factor loading and p j is the probability of the process taking the upper branch. With this tree structure, the correlation factor loading process has four possible paths for a 10-year maturity contract. For example, for an annual payment tranche contract, one possible path for the β k,i 's is (ρ 0 , ρ 0 , ρ 0 , ρ 1 , ρ 1 , ρ 1 , ρ 3 , ρ 3 , ρ 3 , ρ 3 ) with probability p 0 p 1 . We can increase or decrease the degrees of freedom of the tree by adjusting the number of periods or the tree structure, e.g., constraining the general tree to be a binomial tree. Recently, Kaznady (2011) proposed an improved alternative multi-path parameterization of the correlation coefficients dynamics.
Numerical examples
We begin by comparing the results generated by the Monte Carlo method to those obtained by the recursion (13) on an example with arbitrarily chosen parameters. The numerical experiments are based on 5-year CDOs with 100 underlying names and annual premium payments. The tranche structure is the same as those of CDX, i.e., six tranches with attachment and detachment points, 0%-3%, 3%-7%, 7%-10%, 10%-15%, 15%-30% and 30%-100%. We assume a constant interest rate of 4% and a constant recovery rate of 40%. For simplicity, we assume that all β k,i = 0.6. The risk-neutral cumulative default probabilities are listed in Table 1 .
Each Monte Carlo simulation consists of 100,000 trials, and 100 runs (with different seeds)
for each experiment are made. Based on the results of these 100 experiments, we calculate the mean and the 95% non-parametric confidence interval. Table 2 presents the risk premia for the CDOs. For our example, the running time of one Monte Carlo experiment with 100,000 trials is about 14 times that used by our recursive method. These results demonstrate that the recursive relationship (13) is accurate and efficient.
To calibrate against the market quotes, we employ the tree structure for the correlation factor loadings discussed in the previous section. In particular, we use an equally-spaced fourperiod tree. However, we add constraints by using the same growth rate µ j and probability p j for period j, as shown in the tree in Figure 2 . Therefore, we have 7 parameters in total to calibrate against 12 tranche quotes. We compute the parameters by solving an associated optimization problem. For the objective function of the optimization problem, we could use either the absolute error in the spreads
Figure 2: A particular dynamic tree example or the relative error in the spreads
where m i is the market spread quote for tranche i and s i is the model spread for tranche i. Table 4 lists the calibration results for the same data using the Gaussian factor copula model and the normal inverse Gaussian factor copula model in Kalemanova et al. (2007) . In the table, "NIG(1)" means the normal inverse Gaussian factor copula model with one extra parameter for fat-tailness, and "NIG(2)" means the normal inverse Gaussian factor copula model with two extra parameters for skewness and fat-tailness. Our results in Table 3 are far superior to the results of the three models in Table 4 . Figure   3 plots the absolute errors and relative errors of the 12 tranches using the four-period tree structure with 7 parameters. The unit of the absolute error is basis points and the unit of the relative error is percentage. For market data before the credit crunch (July, 2007), our model is able to match the data quite well with 7 parameters. For market data after the credit crunch, the calibration error increases dramatically. We believe this is because the market quotes exhibit arbitrage due to the large demand and supply gap. As the financial crisis developed, traders tried to sell the credit derivatives they were holding, but no one wanted to buy them. For more numerical results about calibration of our model, refer to Kaznady (2011) .
Conclusions
In this paper, we introduce a dynamic multi-period factor copula model, which can be calibrated fairly easily and matches the market quotes quite well. Using the independence of the common factors and the forward default probability, we show that the loss of a completely homogeneous pool possesses the Markov property. Therefore, we can avoid the multi-dimensional integration that must be computed in the multi-period factor copula models. The calibration results demonstrate the flexibility of our model in fitting the market quotes. Most importantly, the method is a generic one: it can be applied to construct a multi-period factor copula model from any one-period factor copula model based on the conditional independence framework.
Our numerical results demonstrate that our multi-period factor copula model is able to calibrate consistently against market data. However, we have developed an efficient method for completely homogenous pools only using an independent latent process across time.
Therefore, key open questions are how to extend the model to a general pool and a general latent process.
