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Résumé
La théorie des intervalles permet de construire des sur-ensembles du domaine de varia-
tion d'une fonction réelle. Ainsi, de manière très naturelle, elle permet de construire une
approximation extérieure de l'ensemble des solutions d'un système d'équations. Couplée
aux théorèmes usuels d'existence (par exemple les théorèmes de Brouwer ou de Miranda)
la théorie des intervalles permet aussi de prouver rigoureusement l'existence de solutions
pour un système d'équations.
La théorie des intervalles modaux propose des interprétations plus riches que la théo-
rie de intervalles classiques. En particulier, l'interprétation des extensions aux intervalles
modaux permet de prouver directement l'existence de solution d'un système d'équations
(sans faire intervenir explicitement les théorèmes d'existence). Malgré les récents déve-
loppements qui ont montré le potentiel applicatif de la théorie des intervalles modaux,
l'utilisation de cette théorie reste fort limitée. Cela peut s'expliquer de la manière sui-
vante :
 La théorie des intervalles modaux a une construction originale mais compliquée qui
est assez éloignée de la construction de la théorie des intervalles classiques. Cela
rend par exemple diﬃcile l'ajout de nouveaux concepts.
 Aucun préconditionnement compatible avec les interprétations oﬀertes par la théo-
rie des intervalles modaux n'a été proposé.
 Aucun protocole de linéarisation compatible avec les interprétations oﬀertes par la
théorie des intervalles modaux n'a été proposé.
Dans le cadre de cette thèse, ces trois points sont développés. D'une part, une nouvelle
formulation des principaux résultats de la théorie des intervalles modaux est proposée.
Cette nouvelle formulation est faite dans le cadre des intervalles généralisés (intervalles
dont les bornes ne sont pas contraintes à être ordonnées) et reprend la construction de la
théorie des intervalles classiques. D'autre part, un protocole de préconditionnement et un
protocole de linéarisation compatibles avec les interprétations des nouvelles extensions
aux intervalles généralisés sont proposés. Le protocole de linéarisation proposé aura la
forme d'une nouvelle extension de la valeur moyenne aux intervalles généralisés.
Ces développements théoriques aboutissent à deux applications : d'une part, la nou-
velle extension de la valeur moyenne aux intervalles généralisés est utilisée pour construire
une approximation intérieure du domaine de variation d'une fonction à valeurs vecto-
rielles. Ce problème est aujourd'hui mal traité par la théorie des intervalles classiques.
D'autre part, un opérateur généralisé de Hansen-Sengupta dédié à l'approximation exté-
rieure des "AE-solution sets" est proposé. Il est beaucoup plus simple et moins coûteux en
temps de calcul que les autres techniques permettant de résoudre ce type de problèmes.
Une comparaison de la puissance de résolution de ces diﬀérentes techniques nécessitera
d'intégrer l'opérateur généralisé de Hansen-Sengupta au sein d'un algorithme de bissec-
tion.
Abstract
The intervals theory allows constructing supersets of the range of real functions.
Therefore, in a very natural way it allows constructing some outer approximation of the
solution set of systems of real equations. When it is used in conjnuction to some usual
existence theorems (e.g. Brouwer or Miranda theorems), the intervals theory also allows
to rigorously prove the existence of solutions to such systems of equations.
The modal intervals theory proposed some richer interpretations. In particular, the
construction of both subsets and supersets of the range of real functions are in the scope
of extensions to modal intervals. As a consequence, the extensions of real functions to
modal intervals have the intrinsic power of proving the existence of solutions to systems of
equations. In spite of some recent developments that have shown the promising potential
applications of these richer interpretations, the modal intervals theory remains unused by
most of the interval community. This may be explained by the following arguments :
 The modal intervals theory has an original and complicated construction. It is not
similar to the construction of the classical intervals theory. This makes for example
diﬃcult the addition of new developments in the framework of modal intervals.
 No preconditioning has yet been proposed that would be compatible with the richer
interpretations provided by the modal intervals theory.
 No linearization process has yet been proposed that would be compatible with the
richer interpretations provided by the modal intervals theory.
These three points are developed in the present thesis. On one hand, a new formula-
tion of the modal intervals theory is proposed. This new formulation uses only generalized
intervals (intervals whose bounds are not constrained to be ordered) and follows the con-
struction of the classical intervals theory. On the other hand, some new preconditioning
and linearization processes are proposed which are compatible with the richer interpre-
tations provided by the modal interval theory. The new linearization process which is
proposed will have the form of a new mean-value extension to generalized intervals.
These theoretical developments lead to two applications : on one hand, the new mean-
value extension to generalized intervals is used to construct an inner approximation of
the range of a vector-valued function. This problem is not well solved today using the
classical intervals theory. On the other hand, a generalized Hansen-Sengupta operator
is proposed. It is dedicated to the outer approximation of non-linear AE-solution sets.
It is much simpler and less expensive in computations than the other techniques that
can solve the same problems. A comparison of these diﬀerent techniques remains to be
conducted, and will need the integration of the Hansen-Sengupta operator within some
bisection algorithm.
1Glossaire des notations
R ensemble des nombres réels
IR ensemble des intervalles réels fermés bornés et non-vides
KR ensemble des intervalles généralisés
IR ensemble des intervalles impropres (KR = IR⋃ IR)
F ensemble des nombres ﬂottants
IF ensemble des intervalles réels fermés bornés et non-vides à bornes ﬂottantes
KF ensemble des intervalles généralisés à bornes ﬂottantes
E
⋃
F union d'ensembles
E
⋂
F intersection d'ensembles
E\F diﬀérence d'ensembles
E ⊆ F inclusion entre ensembles
inf≤E plus grand minorant de E, où (E,≤) est un ensemble ordonné
sup≤E plus petit majorant de E, où (E,≤) est un ensemble ordonné
x nombre réel ou vecteur réel
x intervalle (généralisé) ou vecteur d'intervalles (généralisés)
inf x borne inférieure de x
supx borne supérieure de x
x
∧
y intersection d'intervalles1 (généralisés), i.e. inf⊆{x,y}
x
∨
y union d'intervalles2 (généralisés), i.e. sup⊆{x,y}
midx milieu de x
radx rayon de x
widx largeur de x
dualx dual de l'intervalle généralisé x
prox projection propre de l'intervalle généralisé x
impx projection impropre de l'intervalle généralisé x
3x arrondi extérieur de x
2E enveloppe d'intervalle3 de E ⊆ Rn, i.e. inf⊆ {x ∈ IRn | E ⊆ x}
A matrice réelle
A matrice d'intervalle
diag(x) matrice diagonale dont les entrées sont les xi
〈A〉 matrice de comparaison de A
f fonction réelle ou vecteur de fonctions réelles
f ′ dérivée, gradient ou jacobienne de f , i.e. f ′ij(x) = ∂fi∂xj (x)
range (f,E) image de E par f
g fonction d'intervalle
g3 fonction d'intervalle arrondie
1"Interval hull" en anglais.2"Meet" en anglais3"Join" en anglais
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Les intervalles
Les intervalles classiques
La théorie des intervalles (Moore[74], Alefeld[31], Neumaier[8], Jaulin[55]) a été ini-
tialement développée à partir des années 60 pour prendre en compte de façon rigoureuse
diﬀérents types d'incertitudes, eg. erreurs d'arrondi dues aux calculs en précision ﬁnie,
incertitudes de mesures, erreurs de linéarisation. De nombreux développements ont été
faits depuis cette époque : la théorie des intervalles propose aujourd'hui des outils origi-
naux et utiles indépendamment de la prise en compte des erreurs d'arrondi (cette dernière
restant malgré tout un avantage de l'utilisation des intervalles), voir e.g. Kearfott[78].
En particulier, les intervalles classiques sont intensivement utilisés pour approximer
l'ensemble des solutions d'un système d'équations. Ainsi, étant donné un système d'équa-
tions f(x) = 0, les intervalles classiques permettent de prouver que ce système d'équations
n'a aucune solution dans une région donnée, et ainsi de réduire le domaine des solutions
potentielles de cette équation. Dans le cas des systèmes d'équations bien déterminés, i.e.
autant d'équations que d'inconnues et sans équation redondante, les intervalles classiques
peuvent aussi être utilisés pour valider rigoureusement les hypothèses de certains théo-
rèmes d'existence (comme le théorème de Brouwer ou le théorème de Miranda), voir e.g.
Istratescu[101] ou Neumaier[8]. L'utilisation de la théorie des intervalles classiques permet
ainsi de prouver l'existence de solutions pour des systèmes d'équations.
Les intervalles généralisés et les intervalles modaux
Les intervalles généralisés, i.e. intervalles dont les bornes ne sont pas contraintes à
être ordonnées (Ortolf[42], Kaucher[20, 21]), et les intervalles modaux, i.e. couples (in-
tervalle,quantiﬁcateur) (Gardenyes[16]), permettent de généraliser certains algorithmes
développés dans le cadre de la théorie des intervalles classiques aux systèmes d'équations
paramétrés en prenant en compte des quantiﬁcations diﬀérentes pour les paramètres.
Considérons l'ensemble suivant :{
x ∈ Rn | (∀a ∈ a)(∃b ∈ b)(f(a, b, x) = 0)} , (1)
où a et b sont des vecteurs d'intervalles. Si des techniques reposant sur les intervalles
classiques ont été proposées pour approximer ce type d'ensembles, leur champ d'appli-
cation reste aujourd'hui limité. Les intervalles généralisés et les intervalles modaux sont
des cadres théoriques prometteurs pour l'approximation de tels ensembles. Dans le cas
des systèmes linéaires, les intervalles généralisés ont permis de construire des générali-
sations d'algorithmes classiques (Gauss-Seidel, Krawczyk) qui prennent en compte les
quantiﬁcations des paramètres (Shary[95, 96], Markov[90]). Dans le cadre des systèmes
non-linéaires, les intervalles modaux proposent un cadre prometteur pour la prise en
compte de ces quantiﬁcations (Vehí[49], Sainz[60, 61], Herrero[69, 70]). Bien que la théo-
rie des intervalles modaux soit jugée potentiellement prometteuse, elle n'est guère utilisée
à ce jour : cela s'explique certainement par la construction originale mais compliquée de
la théorie des intervalles modaux.
Contributions
Cette thèse propose plusieurs contributions dans le contexte des systèmes quantiﬁés
de type AE, i.e. dans lesquels les quantiﬁcateurs universels précèdent les quantiﬁcateurs
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existentiels :
Systèmes linéaires
Un nouveau préconditionnement compatible avec l'approximation intérieure des en-
sembles de solutions quantiﬁés de type AE est proposé. Ce procédé de préconditionnement
présente le double avantage de simpliﬁer la détermination d'une approximation intérieure
(et dans certains cas où l'approche sans préconditionnement échoue, de rendre possible
cette approximation intérieure) et d'accélérer la convergence des algorithmes utilisés.
Une amélioration de l'opérateur généralisé de Gauss-Seidel est proposée. L'opérateur
généralisé de Gauss-Seidel est aujourd'hui restreint aux matrices n'ayant pas d'intervalles
contenant zéro sur la diagonale. Cette restriction sera levée en généralisant la méthode
utilisée dans le cadre de l'opérateur classique de Gauss-Seidel.
Reformulation de la théorie des intervalles modaux
La principale contribution de cette thèse est une nouvelle formulation de la théorie
des intervalles modaux. Après avoir expliciter les points forts et les points faibles de
la théorie des intervalles modaux, la nouvelle formulation de la théorie permettra de
conserver uniquement les premiers. Seront conservés en particulier :
 Les interprétations enrichies proposées par la théorie des intervalles modaux.
 Le procédé de composition des extensions, correspondant à une adaptation pour
les interprétation enrichies proposée par la théorie de l'extension naturelle des in-
tervalles classiques.
 Le procédé d'arrondi des extensions aux intervalles modaux.
Les points suivants seront abandonnés dans la nouvelle formulation de la théorie :
 L'association d'un quantiﬁcateur à un intervalle classique est abandonnée car elle
n'est pas compatible avec une généralisation de la théorie des intervalles classiques.
Ainsi, la nouvelle formulation de la théorie des intervalles modaux est développée
dans le cadre des intervalles généralisés.
 La théorie des intervalles modaux propose deux types d'extensions f∗ et f∗∗. Ces
deux types d'extensions sont en fait redondants. Seul les extensions f∗ seront conser-
vées, ce qui demandera d'adapter les notions de la théorie des intervalles modaux
qui mettent en jeux ces deux types d'extensions.
 La déﬁnition de l'optimalité d'une extension aux intervalles modaux présente plu-
sieurs défauts : d'une part, elle n'est pas intuitive. D'autre part, elle ne reﬂète
pas réellement la qualité de l'extension. Cette déﬁnition sera remplacée par une
déﬁnition plus intuitive et plus représentative de la qualité des extensions.
Le point de départ de la nouvelle formulation est une généralisation de la déﬁnition
de l'extension d'une fonction aux intervalles classiques. Elle s'applique aux intervalles
généralisés et permet une plus grande liberté dans la quantiﬁcation des variables. Ensuite,
la nouvelle formulation de la théorie des intervalles modaux sera construite sur le modèle
de la théorie des intervalles classiques. Les principaux résultats de la théorie des intervalles
modaux sont retrouvés dans la nouvelle formulation de la théorie, eg.
 extensions des fonctions élémentaires, avec la coïncidence des extensions avec l'arith-
métique de Kaucher (arithmétique des intervalles généralisés déﬁnie dans Ortolf[42])
pour les fonctions +, −, × et ÷,
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 adaptation de l'extension naturelle classique pour son utilisation avec les interpré-
tations enrichies proposées par la théorie
 optimalité de l'extension naturelle pour les fonctions linéaires.
La nouvelle formulation de la théorie des intervalles modaux permettra l'introduction
de nouveaux concepts : d'une part, l'ordre de convergence des extensions aux intervalles
généralisés sera déﬁni en généralisant la notion classique correspondante. Cette notion
permettra de quantiﬁer asymptotiquement la qualité d'une extension lorsqu'elle est utili-
sée sur de petits intervalles. Comme dans le cadre des intervalles classiques, il sera montré
que l'extension naturelle généralisée a un ordre de convergence linéaire. D'autre part, une
nouvelle extension de la valeur moyenne aux intervalles généralisés sera proposée. Celle-ci
représente un nouveau procédé de linéarisation qui est compatible avec les interprétations
enrichies de la théorie des intervalles modaux. Son ordre de convergence quadratique sera
prouvé dans certains cas particuliers.
Applications
Sur la base de ces contributions, deux applications sont proposées : d'une part, la
nouvelle extension de la valeur moyenne est utilisée pour construire un sous-ensemble
de l'image d'un intervalle par une fonction à valeurs vectorielles, i.e. f = (f1, . . . , fn).
Ce problème est aujourd'hui mal résolu par la théorie des intervalles classiques. D'autre
part, un opérateur généralisé de Hansen-Sengupta dédié à l'approximation extérieure des
ensembles de solution du type (1) est proposé. Le potentiel applicatif prometteur de cet
opérateur généralisé de Hansen-Sengupta est illustré sur un exemple où il est comparé
aux autres méthodes capables de résoudre le problème (élimination de quantiﬁcateurs,
voir e.g. Collins[15], et l'algorithme de "continuous ﬁrst-order constraint satisfaction",
voir Ratschan[83]) : tout en étant beaucoup plus simple, l'opérateur généralisé de Hansen-
Sengupta est plus rapide que les autres méthodes pour trouver la solution de cet exemple.
Plan de la thèse
La thèse est composée de quatre parties. La première partie décrit la théorie des in-
tervalles (Chapitre 2), les intervalles généralisés (Chapitre 3) et la théorie originale des
intervalles modaux (Chapitre 4). Les intervalles généralisés sont le cadre théorique dans
lequel sera faite la reformulation de la théorie originale des intervalles modaux. La des-
cription des trois ensembles d'intervalles est faite en suivant un plan commun, ce qui
permettra une comparaison de ces structures et de leurs propriétés. La deuxième partie
présente des nouveaux développements dans le cadre des systèmes linéaires. La refor-
mulation de la théorie des intervalles modaux ainsi que les nouveaux développements
qu'elle permet sont présentés dans la troisième partie. La quatrième partie est consa-
crée aux applications : particulier, un opérateur généralisé de Hansen-Sengupta dédié à
l'approximation extérieure des AE-solution sets non-linéaires y est en proposé.
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Deuxième partie
Les intervalles et leurs diﬀérentes
généralisations
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Chapitre 1
Rappels sur les nombres réels
1.1 Les nombres réels
Le corps des réels (R,+,×) est l'aboutissement de siècles de tâtonnements. La pre-
mière construction formelle fut donnée par Dedekind à la ﬁn du XIXième siècle : les
coupures de Dedekind permettent de construire les nombres réels à partir des nombres
rationnels. Elles sont encore aujourd'hui une des méthodes les plus utilisées pour forma-
liser la construction des nombres réels (voir Birkhoﬀ[32] pour les coupures de Dedekind
et Spivak[58] ou Dixmier[47] pour une construction alternative au moyen de suites de
Cauchy de nombres rationnels). Les réels sont naturellement séparés en nombres positifs
et nombres négatifs, ce qui permet d'introduire un ordre total sur R par x ≤ y ⇐⇒ 0 ≤
y − x. Une distance est déﬁnie sur R par dist(x, y) = |x− y|.
Le principal avantage de R sur Q est d'être complet, i.e. toute partie majorée de R
possède une borne supérieure dans R. Ou, de manière équivalente, toute suite de Cauchy
de R converge dans R. Cette complétude permet d'obtenir les théorèmes fondamentaux
de l'analyse réelle, par exemple le théorème des valeurs intermédiaires ou le théorème de
la valeur moyenne (voir section 1.3).
1.2 Vecteurs et matrices réels
Vecteurs réels
L'espace vectoriel Rn est constitué des n-uples (xi)i∈[1..n] de réels.
Notation (Kearfott[25]). Il sera utile d'utiliser des indices quelconques pour la numé-
rotation des composantes d'un vecteur. Si E = {e1, e2, . . . , en} est un ensemble d'indices
totalement ordonné (l'ordre lexicographique sera utilisé) alors le vecteur dont les compo-
santes sont xei pour i ∈ [1..n] sera noté xE. Lorsque cela ne prête pas à confusion, le
vecteur (xi)i∈[1..n] = x[1..n] sera noté x.
Les opérations suivantes sont déﬁnies : soient x, y ∈ Rn et a ∈ R
 x+ y = (xi + yi)i∈[1..n] ;
 ax = (axi)i∈[1..n] ;
 |x| = (|xi|)i∈[1..n].
Les nombres réels sont identiﬁés aux éléments de R1. Un ordre partiel est déﬁni sur Rn
de la manière suivante : x ≤ y ⇐⇒ (∀i ∈ [1..n])(xi ≤ yi) (l'ordre partiel est total si
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et seulement si n = 1). La norme ||x|| est déﬁnie par ||x|| = maxi∈[1..n] |xi| et la distance
correspondante par dist(x, y) = ||x− y||.
Remarque. Ces normes et distances sont habituellement notées || ||∞ et dist∞. Leur
utilisation intensive et presque exclusive dans cette thèse justiﬁe ces notations simpliﬁées.
Matrices réelles
Une matrice réelle est un tableau de nombres réels : M ∈ Rn×m est déﬁnie par n×m
nombres réels aij où i ∈ [1..n] et j ∈ [1..m] et est notée
M = (aij) i∈[1..n]
j∈[1..m]
=

a11 a12 · · · a1m
a21 a22 · · · a2m... ... . . . ...
an1 an2 · · · anm

Lorsque cela ne prête pas à confusion, l'écriture (aij) sera utilisée sans la précision du
domaine des indices i et j. Les opérations suivantes sont déﬁnies : soient A ∈ RnA×mA ,
B ∈ RnB×mB , C ∈ RnC×mC , x ∈ RmA , y ∈ RnA et a ∈ R
 si nA = nB et mA = mB alors A + B = C avec nC = nA, mC = mA et Cij =
Aij +Bij ;
 simA = nB alorsA×B = C avec avec nC = nA,mC = mB et Cij =∑k∈[1..mA]AikBkj ; aA = C avec nC = nA, mC = mA et Cij = aAij ;
 |A| = C avec nC = mA, mC = nA et Cij = |Aij | ;
 AT = C avec nC = mA, mC = nA et Cij = Aji ;
 Ax = y avec yi =∑j∈[1..mA]Aijxj .L'ordre des réels conduit à un ordre partiel entre matrices déﬁni par
A ≤ B ⇐⇒ (∀i ∈ [1..n])(∀j ∈ [1..m])(Aij ≤ Bij).
Les vecteurs réels de Rn sont identiﬁés aux matrices de Rn×1 (et donc les nombres réels
aux matrices de R1×1). Ainsi, un vecteur peut-être noté (x1, . . . , xn)T . Une matrice carrée,
i.e. n = m, M est dite régulière si l'application x 7−→ Mx est injective. La matrice M
est régulière si et seulement si Mx = 0 ⇐⇒ x = 0 et dans ce cas elle admet une unique
inverse, notée M−1, qui vériﬁe MM−1 = M−1M = I. La norme ||M || est déﬁnie de la
manière suivante :
||M || = max
i∈[1..n]
∑
j∈[1..m]
|Mij |
Remarque. Cette norme est habituellement notée ||M ||∞.
Cette déﬁnition permet d'obtenir la relation utile ||Mx|| ≤ ||M ||||x||.
1.3 Les fonctions réelles
Une fonction de f : Rn −→ Rm associe un vecteur de Rm à chaque vecteur de Rn.
Remarque. Les fonctions peuvent être déﬁnies pour un sous-ensemble de Rn seulement.
Par exemple,
√
x est déﬁnie pour les nombres positifs seulement. Un exposé simpliﬁé est
fait en considérant uniquement les fonctions déﬁnies dans Rn. L'utilisation de fonctions
déﬁnies sur un sous-ensemble de Rn demandera une adaptation des énoncés présentés.
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Une fonction de Rn −→ Rm est déﬁnie de manière équivalente par m fonctions fi :
Rn −→ R. Il existe de nombreuses déﬁnitions diﬀérentes (et non équivalentes) de la
continuité. Celle qui sera utile pour les développements faits dans cette thèse est la
suivante :
Déﬁnition II.1. Soit f : Rn −→ Rm. f est localement Lipschitz continue si pour tout
a, b ∈ Rn tels que a ≤ b, il existe λ > 0 tel que pour tout x, y ∈ Rn tels que a ≤ x ≤ b et
a ≤ y ≤ b,
dist(f(x), f(y)) ≤ λ dist(x, y)
Ainsi, une fonction localement Lipschitz continue est Lipschitz continue lorsqu'elle est
restreinte à n'importe quel ensemble {x ∈ Rn | a ≤ x ≤ b}, i.e. à n'importe quel intervalle
de Rn (voir section 2.2 pour la déﬁnition des intervalles de Rn). Évidement, une fonction
Lipschitz continue est localement Lipschitz continue. Une fonction localement Lipschitz
continue est continue au sens habituel, i.e. toute suite convergente a pour image une suite
convergente dont la limite est l'image de la limite de la suite originale. La réciproque est
fausse, par exemple f(x) = √x est continue dans [0, 1] mais n'est pas Lipschitz continue
dans cet intervalle (car f ′(x) = 1
2
√
x
tend vers l'inﬁni lorsque x tend vers 0). Remarquons
que √x est Lipschitz continue dans (0, 1] = {x ∈ R | 0 < x ≤ 1}.
Les fonctions les plus simples sont les fonctions linéaires, i.e. vériﬁant f(x + y) =
f(x) + f(y) et f(ax) = af(x). Elles correspondent au produit par une matrice : f est
linéaire si et seulement si f(x) =Mx pour une matrice M ∈ Rm×n quelconque (voir par
exemple Dixmier[47]). Ainsi, une fonction linaire est Lipschitz continue car
dist(f(x), f(y)) = ||Mx−My|| ≤ ||M ||||x− y|| = ||M ||dist(x, y).
La dérivabilité et la dérivée d'une fonction sont maintenant déﬁnies (voir Dixmier[48]
pour une présentation plus formelle). Tout d'abord, la tangente d'une fonction f en x˜, si
elle existe, est l'unique fonction aﬃne Tf(x) = f(x˜) +M(x − x˜) qui vériﬁe f(x) ≈ t(x)
au voisinage de x˜. La fonction f est dérivable en x si elle admet une tangente en x. La
dérivée f ′(x) de f en x est alors la matrice M associée à la tangente. Dans ce cas, les
dérivées partielles de f sont déﬁnies en x et f ′(x) peut-être écrite en les utilisant :
f ′(x) =

∂f1
∂x1
(x) ∂f1∂x2 (x) · · ·
∂f1
∂xn
(x)
∂f2
∂x1
(x) ∂f2∂x2 (x) · · ·
∂f2
∂xn
(x)
... ... . . . ...
∂fm
∂x1
(x) ∂fm∂x2 (x) · · ·
∂fm
∂xn
(x)

Remarque. La réciproque est fausse en général : il ne suﬃt pas en général que les dérivées
partielles soient déﬁnies et continues pour que la fonction soit dérivable (voir Gelbaum[82]
pour des contre-exemples).
Une fonction est dite continûment dérivable si elle est dérivable et si ses dérivées sont
continues. Dans le cas des fonctions f : R −→ R, la dérivée est le coeﬃcient directeur
de la tangente (les matrices 1 × 1 sont identiﬁées aux nombres réels) et dans le cas des
fonctions f : Rn −→ R, la dérivée est le gradient de f , i.e.
f ′(x) =
(
∂f
∂x1
(x) , . . . ,
∂f
∂xn
(x)
)
∈ R1×n
Cette section est terminée par trois théorèmes fondamentaux qui seront utiles pour les
développements à venir.
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Théorème des valeurs intermédiares. Soit f : [a, b] −→ R continue telle que f(a) ≤ 0
et f(b) ≥ 0. Alors, il existe x ∈ [a, b] tel que f(x) = 0.
Le théorème des valeurs intermédiaires peut-être formulé de manière équivalente en
énonçant que toute fonction continue f : [a, b] −→ [a, b] admet un point ﬁxe, i.e. il existe
x ∈ [a, b] tel que f(x) = x.
Théorème de la valeur moyenne. Soit f : [a, b] −→ R continûment dérivable. Alors,
il existe c ∈ [a, b] tel que f(b) = f(a) + c(b− a).
Le théorème de Brouwer est une généralisation importante du théorème des valeurs
intermédiaires.
Théorème de Brouwer. Soient D ⊆ Rn non-vide, compact4 et convexe et f : D −→ D
continue. Alors, il existe x ∈ D tel que f(x) = x.
1.4 Représentation ﬁnie des nombres réels
Lorqu'un ordinateur est utilisé pour eﬀectuer des calculs, seule une précision ﬁnie peut
être utilisée. En particulier, seul un nombre ﬁni de réels peuvent être représentés. Ainsi,
en suivant les notations proposées dans Neumaier[8], notons F ⊆ R l'ensemble ﬁni des
nombres représentables (une description précise du standard IEEE754 peut-être trouvée
dans Goldberg[14]). Deux arrondis optimaux, qui associent à un nombre réel x un nombre
représentable le plus proche possible de x, peuvent alors être déﬁnis :
∇x := max {xm ∈ F | xm ≤ x}
∆x := min {xm ∈ F | x ≤ xm}
Exemple II.1. Le nombre pi n'est pas représentable en virgule ﬂottante. Nous avons
∇pi = 3.1 et ∆pi = 3.2.
Remarque. Les cas extrêmes où {xm ∈ F | xm ≤ x} = ∅ ou {xm ∈ F | x ≤ xm} = ∅ ne
sont pas explicitement traités dans cette thèse. Il est aisé d'introduire un élément ∞ qui
permet de traiter ces dépassements de capacité (voir par exemple Hickey[43]).
4Par le théorème de Heine-Borel, D ⊆ Rn est compact si et seulement si il est fermé borné.
Chapitre 2
La théorie des intervalles
La théorie moderne des intervalles a été initiée dans les années 60 par Warmus[59],
Sunaga[97] et Moore[74]. L'article Hayes[11] donne une bonne introduction technique et
historique de la théorie des intervalles. Cette théorie permet en particulier d'eﬀectuer
des calculs rigoureux au moyen d'une implémentation en précision ﬁnie des nombres
et opérations utilisées par les ordinateurs. Les deux exemples suivants montrent à quel
point l'utilisation d'une précision ﬁnie peut être dommageable. Le premier est une version
adaptée au format IEEE 754 de l'exemple proposé dans Rump[91].
Exemple II.2 (Loh[22]). Soit la fonction
f(x, y) = (333.75− x2)y6 + x2(11x2y2 − 121y4 − 2) + 5.5y8 + x
2y
.
Son évaluation en utilisant une implémentation compatible avec le standard IEEE 754
pour x = 77617 et y = 33096 donne les résultats suivants :
 f(x, y) = 1.172604 avec 32 bits ;
 f(x, y) = 1.1726039400531786 avec 64 bits.
 f(x, y) = 1.1726039400531786318588349045201838 avec 128 bits.
L'augmentation apparente de la précision du calcul est trompeuse : la véritable valeur de
f(x, y) est contenue dans l'intervalle [−0.8274,−0.8273], qui est très éloigné des calculs
approchés obtenus par une machine respectant le standard IEEE 754.
Exemple II.3 (Muller[51][52], Ménissier[99]). Soit la suite déﬁnie par la relation de
récurrence suivante :
a(0) =
11
2
; a(1) =
61
11
; a(n+1) = 111− 1130− 3000/a
(n−1)
a(n)
En utilisant une implémentation compatible avec le standard IEEE 754, cette suite converge
vers 100 en utilisant la simple ou la double précision. Néanmoins, la limite réelle de la
suite est 6.
En plus de traiter rigoureusement les erreurs d'arrondi, les intervalles sont utiles pour
modéliser d'autres sources d'incertitudes, comme par exemple les incertitudes physiques
ou les incertitudes de mesure sur les paramètres d'un système ou les incertitudes inhé-
rentes à certains algorithmes (voir Kearfott[78] pour de nombreuses applications de la
théorie des intervalles).
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2.1 Les intervalles
2.1.1 Déﬁnition
Un intervalle de R est déﬁni comme l'ensemble des réels compris entre deux réels
donnés : étant donnés a ∈ R et b ∈ R tels que a ≤ b, l'intervalle
{ x ∈ R | a ≤ x ≤ b }
est noté [a, b]. En suivant les notations proposées dans Kearfott[25], les intervalles sont
notés en lettres grasses et l'ensemble des intervalles est noté IR (IR est donc l'ensemble
des intervalles fermés bornés et non-vides). La borne inférieure d'un intervalle x = [a, b]
est noté inf x = a et sa borne supérieure supx = b. Il pourra être utile de noter les bornes
d'un intervalle x par x et x. Cette notation n'étant pas standard, elle sera explicitement
déﬁnie par x = [x,x] à chaque utilisation.
Remarque. Il existe des extensions des intervalles qui prennent en compte l'intervalle
vide et les intervalles non bornés (voir par exemple Hickey[43]).
Ainsi, nous utiliserons le terme "intervalle" pour les intervalles non-vides, fermés et
bornés. L'intérieur d'un intervalle x = [a, b] est noté intx = {x ∈ R | a < x < b}. Un
intervalle dégénéré, i.e. x = [x, x], est identiﬁé au nombre réel x et est aussi noté x. Les
intervalles héritent naturellement de l'inclusion entre les ensembles de nombres réels :
x ⊆ y ⇐⇒ (∀t ∈ R)(t ∈ x =⇒ t ∈ y)
Les intervalles étant des sous-ensembles de R très simples, l'inclusion peut-être caracté-
risée par une formule elle aussi très simple mettant en jeux les bornes des intervalles :
x ⊆ y ⇐⇒ (inf y ≤ inf x ∧ supx ≤ supy)
Comme l'illustre l'exemple suivant, l'intersection et la réunion ensemblistes ne sont pas
des opérations internes à IR.
Exemple II.4. Considérons x = [−1, 1] et y = [2, 3]. Alors d'une part,
 x
⋂
y = ∅ qui n'est pas un intervalle par déﬁnition de IR.
 x
⋃
y = {t ∈ R|t ∈ x ∨ t ∈ y} qui n'est pas un intervalle car il n'est pas connexe.
Néanmoins, les trois conditions suivantes sont équivalentes quelques soient x,y ∈ IR :
1. x⋂y 6= ∅.
2. x⋂y est un intervalle.
3. x⋃y est un intervalle.
Les intervalles héritent aussi de l'ordre ≤ des nombres réels :
x ≤ y ⇐⇒ (∀x ∈ x)(∀y ∈ y)(x ≤ y)
Il peut être caractérisé grâce aux bornes des intervalles mis en jeux :
x ≤ y ⇐⇒ supx ≤ inf y
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Les opérations suivantes donnent des informations importantes qui caractérisent un in-
tervalle : étant donné un intervalle x = [x,x],
midx = 1/2 (x+ x)
radx = 1/2 (x− x)
|x| = max{|x| |x ∈ x} = sup{|x|, |x|}
〈x〉 = min{|x| |x ∈ x}
On a alors 〈x〉 = min{|x|, |x|} si 0 /∈ x ou 〈x〉 = 0 sinon. De plus, la largeur d'un intervalle
est déﬁnie comme deux fois son rayon : widx = 2 radx.
2.1.2 Intersection et réunion d'intervalles
L'intersection et la réunion ensemblistes ne sont pas des opérations internes à IR.
L'inclusion étant un ordre partiel pour intervalles, il est naturel de déﬁnir de nouvelles
opérations d'intersection et de réunion d'intervalles en considérant les bornes inférieures
et supérieures de cet ordre partiel : étant donné un ensemble d'intervalles E ⊆ IR,
 l'intersection d'intervalles5 ∧E est la borne inférieure de E dans (IR,⊆), c'est à
dire le plus grand intervalle qui est inclus dans tous les intervalles de E.
 la réunion d'intervalles6 ∨E est la borne supérieure de E dans (IR,⊆), c'est à dire
le plus petit intervalle qui contient tous les intervalles de E.
Notation. Lorsque E = {x,y} ne contient que deux éléments, l'intersection et la réunion
des intervalles de E sont aussi notées x
∧
y et x
∨
y.
Dans l'exemple suivant, l'intersection et la réunion d'intervalles coïncident avec l'inter-
section et la réunion ensemblistes.
Exemple II.5. Soit E = {[−1, 1], [0, 2]}. Les intervalles qui sont inclus à la fois dans
[−1, 1] et dans [0, 2] sont les intervalles qui sont inclus dans [0, 1]. Le plus grand d'entre
eux est [0, 1] = [−1, 1]∧[0, 2]. Les intervalles qui contiennent à la fois [−1, 1] et [0, 2] sont
les intervalles qui contiennent [−1, 2]. Le plus petit d'entre eux est [−1, 2] = [−1, 1]∨[0, 2].
Nous avons donc [−1, 1]∧[0, 2] = [−1, 1]⋂[0, 2] et [−1, 1]∨[0, 2] = [−1, 1]⋃[0, 2].
Dans l'exemple suivant, l'intersection et la réunion d'intervalles ne coïncident pas avec
l'intersection et la réunion ensemblistes.
Exemple II.6. Soit E = {[−1, 1], [2, 3]}. L'ensemble des intervalles inclus à la fois dans
[−1, 1] et dans [2, 3] est vide et n'a donc pas de plus grand élément. L'intersection d'inter-
valles [−1, 1]∧[2, 3] n'est donc pas déﬁnie alors que [−1, 1]⋂[2, 3] = ∅. Les intervalles qui
contiennent à la fois [−1, 1] et [2, 3] sont les intervalles qui contiennent [−1, 3]. Le plus
petit d'entre eux est [−1, 3] = [−1, 1]∨[2, 3]. Ce dernier est diﬀérent de [−1, 1]⋃[2, 3].
Le fait que l'intersection d'intervalle x∧y ne soit pas déﬁnie pour des intervalles dis-
joints est un défaut théorique mais n'a pas de réelle inﬂuence pratique : en eﬀet, si l'union
d'intervalles x∨y est beaucoup utilisée, l'intersection d'ensemble x⋂y est généralement
utilisée à la place de l'intersection d'intervalles x∧y. De plus, l'utilisation en pratique
d'un intervalle vide ne pose pas de diﬃculté (Walster[35, 36]).
5"Meet" en anglais.6"Join" en anglais.
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Formellement, ∧E et ∨E sont donc déﬁnies de la manière suivante : lorsqu'ils
existent, ce sont les intervalles qui vériﬁent respectivement
(∀z ∈ IR) ((∀y ∈ E, z ⊆ y) ⇐⇒ z ⊆ (∧E))
(∀z ∈ IR) ((∀y ∈ E,y ⊆ z) ⇐⇒ (∨E) ⊆ z)
On peut vériﬁer que l'intersection d'intervalles ∧E est déﬁnie si et seulement si E est
minoré, i.e. (∃x ∈ IR)(∀y ∈ E)(x ⊆ y) ; la réunion d'intervalles ∨E est déﬁnie si et
seulement si E est majoré, i.e. (∃x ∈ IR)(∀y ∈ E)(y ⊆ x). Lorsqu'ils sont déﬁnis, ces
intervalles sont uniques. Lorsque l'intersection d'intervalles est déﬁnie, elle coïncide avec
l'intersection ensembliste :
x
⋂
y 6= ∅ =⇒ x
⋂
y = x
∧
y
Par contre, la réunion d'intervalles ne coïncide pas en général avec la réunion ensembliste
(voir exemple II.4). Nous avons néanmoins la propriété suivante :
x
⋂
y 6= ∅ =⇒ x
⋃
y = x
∨
y
Ces opérations peuvent être caractérisées simplement grâce aux bornes des intervalles
mis en jeux. Lorsqu'elles sont déﬁnies, elles peuvent être déterminées grâce aux formules
suivantes : ∧
E = [ sup{inf x|x ∈ E} , inf{supx|x ∈ E} ]∨
E = [ inf{inf x|x ∈ E} , sup{supx|x ∈ E} ]
Dans le cas de où E contient deux intervalles x = [x,x] et y = [y,y], nous obtenons les
expressions suivantes :
x
∧
y = [ sup{x,y} , inf{x,y} ]
x
∨
y = [ inf{x,y} , sup{x,y} ]
En conclusion, si l'inclusion est un ordre partiel pour les intervalles, (IR,⊆) n'est pas un
treillis car il existe des paires d'intervalles de IR qui n'ont pas de borne inférieure dans
IR (par exemple {[−1, 1], [2, 3]}).
2.1.3 Distances entre intervalles
Les intervalles étant des sous-ensembles compacts de R, la distance de R peut être utili-
sée pour construire une distance sur IR en utilisant la distance de Hausdorﬀ (Preparata[30]).
Cela conduit à la déﬁnition suivante :
distH(x,y) = max{ max
y∈y minx∈x dist(x, y) , maxx∈x miny∈y dist(x, y) }
A cause de la forme simple des ensembles mis en jeux, cette distance peut-être facilement
exprimée en utilisant les bornes des intervalles mis en jeux :
distH(x,y) = max{| inf x− inf y|, | supx− supy|}
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Fig. 2.1  Vecteur d'intervalle : deux déﬁnitions équivalentes.
Une autre façon de construire des distances entre intervalles consiste à considérer un
intervalle comme un couple de réels. De manière générale, toute distance dist′ de R2
peut-être utilisée pour construire une distance entre intervalles (qui est notée avec le
même symbole) :
dist′(x,y) = dist′
(
(inf x, supx)T , (inf y, supy)T
)
Ainsi, en utilisant la distance dist de R2 déﬁnie dans la chapitre 1, la distance entre
intervalles dist(x,y) est déﬁnie par max{| inf x− inf y|, | supx− supy|}. Cette expression
coïncide avec la distance de Hausdorﬀ et est la distance habituellement utilisée pour les
intervalles.
2.2 Vecteurs et matrices intervalles
2.2.1 Vecteurs d'intervalles
Un vecteur d'intervalles peut être déﬁni de trois manières équivalentes :
 comme un vecteur dont les composantes sont des intervalles ;
 comme le produit cartésien de n intervalles ;
 comme un intervalle de Rn.
Tout d'abord, les deux dernières déﬁnitions sont équivalentes. En eﬀet, étant donnés
a, b, x ∈ Rn
a ≤ x ≤ b ⇐⇒ (∀i ∈ [1..n], ai ≤ xi ≤ bi)
Cette équivalence est illustrée par la ﬁgure 2.1. Enﬁn, le produit cartésien de n intervalles
étant décrit par n intervalles, il est identiﬁé à un vecteur dont les composantes sont ces
intervalles. Un tel vecteur d'intervalle est aussi appelé une boite de Rn.
Exemple II.7. Soit l'intervalle de R2
x = [(0, 0)T , (1, 2)T ] =
{
x ∈ R2 | (0, 0)T ≤ x ≤ (1, 2)T} .
Nous avons aussi l'égalité suivante :
x =
{
x ∈ R2 | 0 ≤ x1 ≤ 1 ∧ 0 ≤ x2 ≤ 2
}
.
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Cet intervalle s'écrit aussi comme un produit cartésien d'intervalles, i.e. x = [0, 1]× [1, 2],
et comme un vecteur dont les composantes sont des intervalles, i.e. x = ([0, 1], [1, 2])T .
Remarque. La notation des vecteurs d'intervalles sous la forme de produit cartésien doit
être utilisée avec prudence car elle entre en conﬂit avec la notation de la multiplication
de l'arithmétique des intervalles, cf. Section 2.5.2 page 32.
L'ensemble des vecteurs d'intervalles de dimension n est noté IRn. Les vecteurs d'in-
tervalles étant des parties de Rn, y sont déﬁnis l'appartenance, l'inclusion, l'intersection
et la réunion. Les opérations mid, rad, wid et | . | sont déﬁnies en appliquant leurs ver-
sions déﬁnies dans IR composante par composante. Comme dans le cas des intervalles,
l'intersection et la réunion ne sont pas en général des opérations internes à IRn. Ainsi,
l'intersection et la réunion de vecteurs d'intervalles sont déﬁnies comme dans le cas des
intervalles en utilisant les bornes inférieures et supérieures de l'inclusion. Leur expression
peut-être donnée en utilisant l'intersection et la réunion d'intervalles :
 x∧y = (x1∧y1, . . . ,xn∧yn)T est déﬁnie si et seulement si x⋂y 6= ∅ ;
 x∨y = (x1∨y1, . . . ,xn∨yn)T .
Il est facile de vériﬁer que si x∧y est déﬁnie alors x∧y = x⋂y. De plus x∨y = x⋃y
si et seulement si x ⊆ y ou y ⊆ x. La distance entre vecteurs d'intervalles est déﬁnie de
la manière suivante :
dist(x,y) = max
k∈[1..n]
dist(xk,yk).
Cette distance coïncide avec la distance de Hausdorﬀ entre les ensembles de réels corres-
pondant aux vecteurs d'intervalles.
2.2.2 Matrices d'intervalles
Comme dans le cas des vecteurs d'intervalles, une matrice d'intervalles M peut être
déﬁnie de deux manières équivalentes :
 étant données deux matrices réelles M ∈ Rn×m et M ∈ Rn×m,
M = [M,M ] =
{
M ∈ Rn×m | M ≤M ≤M} ,
i.e. M est un intervalle de matrices ;
 étant donnés n×m intervallesmij ,M = (mij), i.e.M est une matrice d'intervalles.
Les matrices carrées particulières suivantes seront utiles :
 M est régulière si ∀M ∈M, M est régulière ;
 M est à diagonale strictement dominante si pour tout i ∈ [1..n], 〈Mii〉 ≥∑j 6=i |Mij | ; M est une M-matrices si Mij ≤ 0 pour i 6= j et si il existe un vecteur u ∈ Rn tel
que Mu > 0.
La matrice de comparaison7 associée à une matrice M est notée 〈M〉 et déﬁnie par
〈M〉ii = |M|ii et 〈M〉ij = −〈M〉 pour i 6= j. Alors, les H-matrices sont déﬁnies de lamanière suivante :
 M est une H-matrice si sa matrice de comparaison est une M-matrice.
Lorsque la matrice mise en jeux est dégénérée, les déﬁnitions précédentes coïncident avec
les déﬁnitions correspondantes pour les matrices réelles. La déﬁnition suivante explicite
une sous-classe des matrices d'intervalles régulières qui sera utile :
7"Comparison matrix" en anglais.
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Fig. 2.2  Un disque fermé possède une inﬁnité d'approximations intérieures non-
extensibles.
Déﬁnition II.2 (Neumaier[8]). La matrice d'intervalles A ∈ IRn×n est fortement
régulière si et seulement si (midA) est régulière et si la matrice d'intervalles (midA)−1A
est régulière, i.e. ne contient que des matrices réelles régulières.
De nombreuses propriétés de ces matrices d'intervalles sont décrites dans Neumaier[8].
2.2.3 Approximations d'ensembles quelconques
Les intervalles peuvent être utilisés pour approximer des sous-ensembles de Rn quel-
conques. L'idéal pour approximer un sous ensemble A de Rn serait de disposer de deux
intervalles x ∈ IRn et y ∈ IRn qui encadrent A, i.e. x ⊆ A ⊆ y. Ces intervalles x et
y sont alors appelés respectivement une approximation intérieure et une approximation
extérieure de A. Une approximation intérieure de A est dite non-extensible si
(∀z ∈ IRn)( x ⊆ z ⊆ A =⇒ x = z ).
Une approximation extérieure de A est dite non-rétractable si
(∀z ∈ IRn)( A ⊆ z ⊆ x =⇒ x = z ).
L'approximation intérieure d'un sous-ensemble de Rn pose de nombreux problèmes, parmi
lesquels l'existence possible d'une inﬁnité d'approximations intérieures non-extensibles
diﬀérentes, voir Figure 2.2, ou l'absence d'approximation intérieure non-extensibles. Par
contre, l'approximation extérieure d'un sous-ensemble de Rn possède de meilleures pro-
priétés : tout sous-ensemble non vide de Rn qui est borné possède une unique approxi-
mation extérieure non-rétractable, qui est notée 2A 8.
Exemple II.8. Considérons E = {0, 1}, E′ = {(x, y)T ∈ R2|x2 + y2 ≤ 1} et E′′ =
{(x, y)T ∈ R2|x2 + y2 < 1}. Alors,
 E a deux approximations intérieures non-extensibles : [0, 0] et [1, 1]. L'unique ap-
proximation extérieure non-rétractable de E est 2E = [0, 1].
 E′ a une inﬁnité d'approximations intérieures non-extensibles : chaque boite
([− cos t, cos t], [− sin t, sin t])T , t ∈ [0, pi/2]
est une approximation intérieure non extensible (voir Figure 2.2). L'unique approxi-
mation extérieure non-rétractable de E est 2E′ = [−1, 1]× [−1, 1].
8"Interval hull" dans la littérature anglaise.
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 E′′ n'a aucune approximation intérieure non-extensible. En eﬀet toute approxima-
tion intérieure de E′′ peut être étendue car E′′ est ouvert. L'unique approximation
extérieure non-rétractable de E′′ est 2E′′ = [−1, 1]× [−1, 1].
2.3 Fonctions d'intervalles
Une fonction d'intervalles est une fonction f : IRn −→ IRm qui associe à un n-uple
d'intervalles un m-uple d'intervalles. Elle peuvent être déﬁnies de deux manières : d'une
part en utilisant des opérations sur les intervalles, eg. f(x,y) = x∨y. D'autre part,
une fonction d'intervalles peut être déﬁnie par la donnée de deux fonctions réelles, eg.
f(x,y) = [inf x− supy, supx− inf y].
2.3.1 Continuité
La distance entre intervalles permet d'étudier la continuité des fonctions d'intervalles.
Parmi les nombreuses déﬁnitions de continuité, celle qui aura le plus d'utilité pour les
développements à venir est la continuité au sens de Lipschitz.
Déﬁnition II.3. Soit g : IRn −→ IRm une fonction d'intervalles. g est localement
Lipschitz continue si et seulement si quelque soit z ∈ IRn, il existe une constante γ telle
que quelque soient x ⊆ z et y ⊆ z
dist(g(x),g(y)) ≤ γ dist(x,y)
Un résultat classique prouve que la continuité locale de Lipschitz implique la continuité
usuelle (l'image de toute suite convergente est convergente et converge vers l'image de la
suite originale). Lorsque m > 1, les deux conditions suivantes sont équivalentes :
 g = (g1, . . . ,gm)T est localement Lipschitz continue ;
 pour tout i ∈ [1..m], gi est localement Lipschitz continue.
Finalement, la composition de fonctions localement Lipschitz continues est localement
Lipschitz continue.
2.3.2 Croissance par rapport à l'inclusion
La croissance par rapport à l'inclusion des fonctions d'intervalles est déﬁnie de la
manière suivante :
Déﬁnition II.4. Soit g : IRn −→ IRm une fonction d'intervalles. g est croissante par
rapport à l'inclusion si et seulement si quelque soient x,y ∈ IRn,
x ⊆ y =⇒ g(x) ⊆ g(y)
La croissance par rapport à l'inclusion jouera un rôle important dans les développe-
ments à venir.
2.4 Extensions des fonctions continues
Les extensions aux intervalles9 des fonctions réelles continues sont les objets prin-
cipaux de la théorie des intervalles. La démarche suivie pour leur construction est la
suivante :
9"Interval extensions" en anglais.
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1. déﬁnir la condition pour qu'une fonction d'intervalle soit une extension d'une fonc-
tion réelle donnée (section 2.4) ;
2. calculer formellement les extensions des fonctions élémentaires (section 2.5) ;
3. construire des extensions pour les fonctions générales à partir des extensions élé-
mentaires calculée précédemment (sections 2.6 pour l'extension naturelle et 2.7 pour
l'extension de la valeur moyenne).
2.4.1 Déﬁnition
Les extensions aux intervalles d'une fonction réelle continue f sont introduites pour
construire des approximations extérieures de l'image de f .
Déﬁnition II.5 (Neumaier[8]). Soient f : Rn −→ Rm une fonction continue et g :
IRn −→ IRm une fonction d'intervalles. g est une extension aux intervalles de f si et
seulement si les deux conditions suivantes sont vériﬁées :
1.
(∀x ∈ Rn)(g(x) = f(x))
2.
(∀x ∈ IRn)(g(x) ⊇ range (f,x))
Remarque. La condition 1 ne pourra pas toujours être vériﬁée (en particulier lorsque
les extensions sont arrondies). En suivant la dénomination introduite dans Neumaier[8],
une fonction d'intervalles ne vériﬁant que la condition 2 sera appelée une extension faible
aux intervalles10 de f . Les extensions faibles aux intervalles sont parfois appelées fonction
d'inclusion11, par exemple dans Jaulin[55], ou extension aux intervalles, par exemple dans
Kearfott[80]. La condition 1 est importante pour l'étude de la qualité des extensions, i.e.
de leur ordre de convergence.
La croissance par rapport à l'inclusion permet de caractériser facilement certaines
extensions. Le théorème suivant est souvent nommé le théorème fondamental de l'analyse
par intervalles :
Théorème II.1 (Moore[74]). Soient f : Rn −→ Rm une fonction continue et g :
IRn −→ IRm une fonction d'intervalles croissante par rapport à l'inclusion qui vériﬁe
(∀x ∈ Rn)( g(x) = f(x) )
Alors g est une extension de f .
Démonstration (Moore[74]). Considérons un intervalle quelconque x ∈ IRn. Alors, quelque
soit x ∈ x, nous avons x ⊆ x et la croissance de g implique g(x) ⊆ g(x). C'est à dire
f(x) ∈ g(x).
2.4.2 Optimalité
L'inclusion entre intervalles permet de comparer diﬀérentes extensions d'une fonc-
tion : l'extension g est plus précise que l'extension h en x si g(x) ⊆ h(x). Cela conduit
naturellement à la déﬁnition suivante d'une extension optimale.
10"Weak interval extension" dans la littérature anglaise.11"inclusion function" dans la littérature anglaise.
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Fig. 2.3  Eﬀet d'enveloppe.
Déﬁnition II.6. Soient f : Rn −→ Rm une fonction continue et g : IRn −→ IRm une
extension de f . L'extension g est optimale en x ∈ IRn si et seulement si(∀z ∈ IRm)(range (f,x) ⊆ z ⊆ g(x) =⇒ z = g(x)).
De plus, g est optimale si et seulement si elle est optimale pour tout x ∈ IRn.
C'est à dire, g est optimale en x si g(x) est une approximation extérieure optimale de
range (f,x). Une fonction f possède donc une unique extension optimale qui sera notée
f IR :
f IR(x) = 2 range (f,x)
L'extension optimale peut être exprimée grâce à la réunion d'intervalles :
f IR(x) =
∨
x∈x
f(x) = [inf
x∈x f(x), supx∈x
f(x)] (2.1)
L'expression de l'extension optimale d'une fonction f = (fi)i∈[1..m] : Rn −→ Rm peut
être obtenue grâce aux expressions des extensions optimales de ses composantes fi :
f IR(x) = (f IR1 (x), . . . , f
IR
m (x))
T (2.2)
En eﬀet quelque soit A ⊆ Rn, et donc en particulier pour A = range (f,x), l'approxima-
tion optimale de A est le produit cartésien des approximations optimales des projection
de A sur les diﬀérent axes, i.e. 2A = (2A1)× · · · × (2An) où Ai est la projection de A
sur l'axe xi. L'optimalité est un gage de qualité pour les fonctions f : Rn −→ R. Cepen-
dant, une extension optimale pour une fonction f : Rn −→ Rm peut donner une mauvaise
description de range (f,x). Ce problème est appelé l'eﬀet d'enveloppe12 (Neumaier[9]).
Exemple II.9. Soit f(x) = (x1 + x2, x1 − x2)T . Alors, comme illustré par la ﬁgure 2.3,
f IR([0, 1]× [0, 1]) = ([0, 2], [−1, 1])T . Ce dernier intervalle est l'approximation extérieure
optimale de
range (f, [0, 1]× [0, 1])
mais n'est malgré tout qu'une approximation grossière.
Les extensions aux intervalles ne peuvent pas surmonter directement ce problème.
Seules des techniques spéciﬁques aux applications, recourant généralement à un change-
ment de base bien choisi, peuvent diminuer l'inﬂuence de l'eﬀet d'enveloppe (Nickel[64],
Neumaier[9] ou Kuhn[53]).
12"Wrapping eﬀect" dans la littérature anglaise.
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2.4.3 Ordre de convergence
Les extensions qui vont être construites par la suite présentent généralement un mau-
vais comportement lorsqu'elles sont utilisées sur de larges intervalles : elles permettent
bien de construire une approximation extérieure de l'image de larges intervalles par la
fonction qu'elles étendent, mais cette approximation est souvent de mauvaise qualité.
Ainsi, la qualité d'une extension est plutôt mesurée par rapport à son comportement sur
de petits intervalles. Cette mesure est formalisée par le concept d'ordre de convergence
qui est généralement déﬁni de la manière suivante :
Déﬁnition II.7 (Moore[74]). Soient f : Rn −→ Rm une fonction continue et g :
IRn −→ IRm une extension de f . L'extension g a un ordre de convergence α > 0 si et
seulement si quelque soit xref ∈ IRn, il existe γ > 0 tel que quelque soit x ⊆ xref ,
||widg(x)− wid f IR(x)|| ≤ γ ||widx||α
Les ordres de convergence généralement considérés sont entiers. Pour α = 1, l'ex-
pression "ordre de convergence linéaire" est généralement utilisée et pour α = 2, "ordre
de convergence quadratique". Si une extension a un ordre de convergence α, elle a aussi
un ordre de convergence α′ pour tout α′ vériﬁant 0 < α′ ≤ α. L'ordre de convergence
d'une extension est lié à la distance entre cette extension et l'extension optimale : in-
formellement, l'inclusion f IR(x) ⊆ g(x) est toujours vériﬁée ; donc si les deux intervalles
f IR(x) et g(x) ont presque la même largeur, alors, ils sont très proches l'un de l'autre.
La proposition suivante formalise cette idée.
Proposition II.1. Soient f : Rn −→ Rm une fonction continue et g : IRn −→ IRm une
extension de f . L'extension g a un ordre de convergence α > 0 si et seulement si quelque
soit xref ∈ IRn, il existe γ > 0 tel que quelque soit x ⊆ xref ,
dist(g(x), f IR(x)) ≤ γ ||widx||α
Cette section est terminée par le résultat suivant, qui justiﬁe l'introduction de la
continuité au sens de Lipschitz.
Proposition II.2. Soient f : Rn −→ Rm une fonction continue et g : IRn −→ IRm une
extension de f . Si g est localement Lipschitz continue alors elle a un ordre de convergence
linéaire.
2.4.4 Arrondi extérieur des extensions aux intervalles
Lorsque des ordinateurs sont utilisés pour eﬀectuer des calculs, la représentation ﬁnie
des nombres doit être prise en compte. Dans le contexte des extensions aux intervalles,
l'arrondi extérieur est compatible avec la sémantique des extensions. L'arrondi extérieur
d'un intervalle x ∈ IRn est noté 3x ∈ IFn, où IF est l'ensemble des intervalles dont
les bornes sont dans F, et vériﬁe x ⊆ 3x. L'arrondi d'une extension aux intervalles est
eﬀectué en deux étapes :
1. arrondi extérieur des arguments ;
2. arrondi extérieur de l'extension.
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Ces deux arrondis sont utilisés de la manière suivante : soit g une extension de f , nous
devons être capable de calculer une extension arrondi g3 à partir de g, i.e. vériﬁant
g(x) ⊆ g3(x) quelque soit x. L'extension g est souvent exprimée comme une composition
de fonctions d'intervalles et g3 est alors obtenue en composant les même fonctions et en
utilisant un arrondi extérieur. Alors la fonction d'intervalles h : IRn −→ IFm déﬁnie par
h(x) = 3g(3x) est une extension faible de f . L'exemple suivant illustre ce protocole
d'arrondi.
Exemple II.10. Supposons que l'on veuille calculer une approximation extérieure de
range (ln,x) avec x = [e, e2]
en utilisant une précision de deux décimales. Premièrement, x est arrondi de la manière
suivante : 3x = [2.71, 7.39]. Ensuite, l'extension arrondie de ln donne
ln(3x) = 3[0.99694863... , 2.0001277...]
et
ln3(3x) = [0.99, 2.01]
qui est bien un arrondi extérieur de range (ln,x) = [1, 2].
2.5 Extensions optimales des fonctions continues f : Rn −→
R
Dans cette sous-section, f est une fonction continue à valeurs réelles, i.e. f : Rn −→ R.
2.5.1 Expression générale
L'expression générale (2.1) reste valable mais peut être précisée. Il est aisé de démon-
trer grâce au théorème des valeurs intermédiaires que l'extension optimale des fonctions
à valeurs réelles coïncide avec l'image exacte de l'intervalle :
f IR(x) = [min
x∈x f(x),maxx∈x f(x)] = range (f,x) .
La démarche suivie pour construire des extensions aux intervalles est de commencer par
calculer les extensions optimales des fonctions élémentaires :
 fonctions à deux variables : Ω = { x+ y , x− y , x× y , x÷ y}
 fonctions à une variable : Φ = { expx, lnx, sinx, cosx, tan, arccosx, arcsinx,
arctanx, absx, xn, n√x pour n ∈ N∗}
Les domaines de déﬁnition habituels sont associés à ces fonctions. Les extensions opti-
males des fonctions de Ω sont calculées formellement dans la prochaine sous-section et
conduisent à l'arithmétique des intervalles.
2.5.2 Arithmétique des intervalles
Les opérations +, −, × et ÷ réelles sont étendues aux intervalles en utilisant leur
extension optimale.
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Déﬁnition II.8. Soient ◦ ∈ {+,−,×, /} et x,y ∈ IR (l'opération / est déﬁnie pour y
vériﬁant 0 /∈ y). Alors,
x ◦ y = {x ◦ y ∈ R|x ∈ x ∧ y ∈ y}.
Grâce aux propriétés de monotonie des fonctions considérées, leur extension peut-être
exprimée formellement en fonction des arguments : quelque soient x = [x,x] ∈ IR et
y = [y,y] ∈ IR, avec la restriction 0 /∈ y pour l'opération /,
x+ y = 2{ x+ y , x+ y , x+ y , x+ y } = [x+ y,x+ y]
x− y = 2{ x− y , x− y , x− y , x− y } = [x− y,x− y]
x× y = 2{ x y , x y , x y , x y }
x/y = 2{ x/y , x/y , x/y , x/y }.
Notation. Le produit x× y pourra être noté x y.
Ces opérations entre intervalles sont croissantes par rapport à l'inclusion et locale-
ment Lipschitz continues. De nombreuses propriétés de ces opérations sont décrites dans
Neumaier[8]. En particulier,
associativité : x+ (y + z) = (x+ y) + z x (y z) = (x y) z
commutativité : x+ y = y + x x y = y x
élément neutre : x+ 0 = x x× 1 = x
x− y = x+ (−y) x/y = x× (1/y)
−(x− y) = y − x x(−y) = (−x)y = −xy
Les opérations + et × ne sont pas distributives sur IR et les simpliﬁcations entre +, −,
× et / doivent être faites avec précaution car les règles habituellement utilisées avec les
réels ne sont plus valables :
(sous distributivité) x(y + z) ⊆ xy + xz
x− y ⊆ (x+ z)− (y + z)
x/y ⊆ (xz)/(yz) 0 /∈ y ∧ 0 /∈ z
Les propriétés suivantes permettent d'obtenir des informations sur les milieux et rayons
des résultats des opérations de l'arithmétique des intervalles :
mid(x± y) = midx±midy
rad(x± y) = radx+ rady
mid(x y) = (midx) (midy) si x ∈ R ∨ y ∈ R
rad(x y) = |x| (rady) si x ∈ R ∨midy = 0
2.5.3 Extension des fonctions élémentaires
Les fonctions élémentaires à une variable sont étendues aux intervalles de la même
manière en utilisant leur extension optimale. Dans la plupart des cas, des formules simples
permettent de calculer l'extension en fonction des bornes des arguments. Par exemple,
pour x = [x,x]
expx = [expx, expx]
lnx = [lnx, lnx]
arccosx = [arccosx, arccosx] pour x ⊆ [−1, 1]
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Dans le cas des fonctions non monotones, par exemple x2 ou cosx, des algorithmes simples
et eﬃcaces permettent de calculer l'image d'un intervalle quelconque (Messine[28]). Comme
précédemment, les extensions des fonctions élémentaires sont croissantes par rapport à
l'inclusion et, à l'exception des fonctions n√x, localement Lipschitz continues.
Remarque. Les fonctions n√x ne sont pas dérivables en 0 (plus précisément, la déri-
vée tend vers l'inﬁni lorsque x tend vers 0). De fait, elles ne sont localement Lipschitz
continues que dans ]0,+∞].
2.6 L'extension naturelle
2.6.1 Déﬁnition
L'extension la plus simple construite à partir des extensions des fonctions élémen-
taires est l'extension naturelle. Elle consiste à évaluer l'expression d'une fonction pour
des arguments qui sont des intervalles en utilisant l'arithmétique des intervalles et les
extensions des fonctions élémentaires.
Théorème II.2. Soient f : Rn −→ R une fonction continue et f(x1, ..., xn) une expres-
sion de f mettant en jeux des fonctions élémentaires de Ω et Φ. L'expression f est étendue
aux intervalles en remplaçant les opérations réelles par leur extension optimale aux inter-
valles. Alors, la fonction d'intervalles g déﬁnie par g(x) := f(x) est une extension de f ,
appelée l'extension naturelle de f .
Démonstration (Moore[74]). La démonstration utilise simplement le théorème II.1 : tout
d'abord, constatons que g(x) = f(x). Puis g est croissante par rapport à l'inclusion
car elle est composée de fonctions croissantes par rapport à l'inclusion. Le théorème II.1
montre ﬁnalement que g est une extension de f .
Exemple II.11. Soit la fonction f(x, y) = x(y − x) et les intervalles x = [2, 3] et
y = [−1, 1]. Alors,
range (f,x,y) ⊆ x(y − x) = [−12,−2]
2.6.2 Qualité de l'extension naturelle
Une analyse plus ﬁne que celle de la démonstration du théorème II.2 montre que si
l'expression f ne contient qu'une unique occurrence de chaque variable, alors l'extension
naturelle est optimale. Lorsque les fonctions n√x sont restreintes à ]0,+∞[, l'extension
naturelle est localement Lipschitz continue, car composée des extensions des fonctions
élémentaires qui sont localement Lipschitz continues, et a donc un ordre de convergence
linéaire. L'exemple suivant illustre la non convergence linéaire d'une extension naturelle
dans le cas où √x n'est pas restreinte à ]0,+∞[.
Exemple II.12. Considérons la fonction f(x) = x − √absx et la suite d'intervalles
x(k) = [−1/k, 1/k] ⊆ [−1, 1] déﬁnie pour k > 0. Alors,
f IR(x) = range (f,xk) = [−1/k −
√
1/k , 1/k −
√
1/k]
et l'extension naturelle donne
f(xk) = xk −
√
absxk
= [−1/k , 1/k]−
√
[0 , 1/k]
= [−1/k −
√
1/k , 1/k]
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Ainsi,
dist(f IR(xk), f(xk)) =
√
1/k
Finalement, widx = 2/k et nous obtenons
lim
k→+∞
dist(f IR(xk), f(xk))
widx
= +∞
Ce qui prouve que cette extension naturelle n'a pas un ordre de convergence linéaire.
2.7 L'extension de la valeur moyenne
2.7.1 Déﬁnition
Une seconde extension très utilisée est construite en appliquant le théorème de la
valeur moyenne. Dans le cas d'une fonction continûment dérivable à une variable f :
R −→ R, l'extension de la valeur moyenne est obtenue de la manière suivante : le théorème
de la valeur moyenne indique que quelque soient x ∈ IR, x ∈ x et x˜ ∈ x il existe c ∈ x
tel que
f(x) = f(x˜) + (x− x˜)f ′(c)
Ainsi,
range (f,x) ⊆ range (m,x,x)
avec m(x, c) = f(x˜) + (x− x˜)f ′(c). Finalement, en considérant une extension f ′ de f ′ et
l'extension naturelle de la fonction m évaluée en (x,x)T ,
range (f,x) ⊆ f(x˜) + (x− x˜)f ′(x)
L'extension h(x) = f(x˜)+(x− x˜)f ′(x) est appelée l'extension de la valeur moyenne de f .
Dans le cas général d'une fonction à n variables, l'expression de l'extension de la valeur
moyenne est la suivante :
h(x) = f(c(x)) + f ′(x)× (x− c(x))
où f ′ est une extension de f ′(x) ∈ R1×n et c : IR −→ R vériﬁe c(x) ∈ x (par exemple
c(x) = midx). L'extension de la valeur moyenne peut être généralisée de plusieurs ma-
nières : par exemple, un point x˜ /∈ x peut-être utilisé en remplaçant f ′(x) par f ′(x∨ x˜).
L'extension f ′ de la dérivée de f peut-être avantageusement remplacée par les "slopes"
(voir par exemple Krawczyk[73], Neumaier[8], Zuhe[85] ou Kearfott[79]).
2.7.2 Qualité de l'extension de la valeur moyenne
L'extension de la valeur moyenne a plusieurs avantages sur l'extension naturelle :
 l'extension de la valeur moyenne a un ordre de convergence quadratique (sous l'hy-
pothèse que l'extension f ′ du gradient utilisée soit localement Lipschitz continue).
Cette propriété fut d'abord conjecturée dans Moore[74], puis prouvée par de nom-
breux auteurs de diﬀérentes manières (voir par exemple Hansen[12], Alefeld[31] et
Stahl[100], la thèse de Stahl présentant une importante bibliographie sur le sujet).
 l'extension de la valeur moyenne permet de linéariser une fonction non linéaire de
manière compatible avec l'approximation extérieure de l'image d'un intervalle. Cela
permet d'appliquer aux fonctions non-linéaires les algorithmes dédiés aux fonctions
linéaires.
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L'ordre de convergence quadratique donne un important avantage à l'extension de la
valeur moyenne sur l'extension naturelle lorsque ces extensions sont utilisées sur de petits
intervalles.
2.8 Extensions des fonctions continues à valeurs vectorielles
Les extensions des fonctions continues (ou continûment dérivables lorsque l'extension
de la valeur moyenne est utilisée) f : Rn −→ Rm sont aisément construites en utilisant les
extensions des composantes fi : Rn −→ R de f : si les fonctions d'intervalles gi : IRn −→
IR sont des extensions des fonctions fi, alors la fonction g = (gi) : IRn −→ IRm est une
extension de f . Il est alors aisé de constater que l'ordre de convergence de g est égal au
minimum des ordres de convergences des extensions gi.
2.9 Autres extensions
Peut être encore citée l'extension de Taylor qui est basée sur un développement de
Taylor de la fonction f . Dans le cas d'une fonction à une variable, le développement
suivant est utilisé : il existe ξ ∈ x∨ x˜ tel que
f(x) = f(x˜) +
n∑
k=1
((x− x˜)k
k!
f (k)(x˜)
)
+
f (n+1)(ξ)
(n+ 1)!
(x− x˜)(n+1)
Il ne reste plus qu'à majorer le reste de la série pour obtenir un intervalle qui contient f(x)
(voir Neumaier[10] ou Hansen[18]). Plus l'ordre de l'extension de Taylor est élevé, plus elle
sera précise. Néanmoins, la majoration du reste demande le calcul de la nième dérivée, ce
qui est compliqué lorsque des fonctions à plusieurs variables sont utilisées. L'extension de
Bernstein est basée sur l'écriture d'un polynôme dans la base des polynômes de Bernstein
(voir par exemple Hong[44] ou Garloﬀ[34]). Elle donne de bonnes approximations de
l'image d'une fonction, dans le cas restreint des polynômes.
2.10 Opérations sur les vecteurs et matrices d'intervalles
Grâce à l'arithmétique des intervalles, les opérations habituelles entre vecteurs et
matrices réels peuvent être étendues aux intervalles. L'extension naturelle permet de
donner les interprétations suivantes de ces opérations :
 x+ y = z avec z = {x+ y ∈ Rn | x ∈ x, y ∈ y} ;
 A+B = C avec C = {A+B ∈ Rn×m | A ∈ A, B ∈ B} ;
 Ax = z avec z = 2 {Ax ∈ Rn | A ∈ A, x ∈ x} ;
 A×B = C avec C = 2 {AB ∈ Rn×m | A ∈ A, B ∈ B}.
Les restrictions sur les dimensions des objets mis en jeux sont les mêmes que dans le cas
réel.
Chapitre 3
Intervalles généralisés
Les intervalles généralisés ont été introduits dans Ortolf[42] et Kaucher[20] (voir aussi
Kaucher[21] et Shary[96]) et permettent d'améliorer les deux défauts suivants des inter-
valles classiques :
 l'intersection d'intervalles disjoints n'est pas déﬁnie car l'ensemble vide n'est pas
considéré comme un intervalle.
 l'addition d'intervalles n'est pas un groupe : en particulier, il existe des équations
du type a + x = b (où deux intervalles sont égaux si leurs bornes sont égales)
qui n'ont pas de solution x. En eﬀet, lorsqu'on additionne deux intervalles, leurs
rayons s'ajoutent. Ainsi, si radb < rada alors aucun intervalle x ne pourra résoudre
l'équation précédente. Par exemple, si l'équation [−1, 1]+x = [7, 12] a pour solution
x = [8, 11], l'équation [−1, 1] + x = [9, 10] n'a aucune solution dans IR. Le même
problème sera partiellement résolu pour la multiplication d'intervalles.
Il ne semble pas qu'il y ait des motivations non mathématiques pour l'introduction
des intervalles généralisés dans les années 70. Il faudra attendre des travaux ultérieures
(Gardenyes[16], Chapitre 4, et Shary[93], Chapitre 5) pour voir apparaître des applica-
tions utilisant les intervalles généralisés.
3.1 Les intervalles généralisés
3.1.1 Déﬁnition des intervalles généralisés
Les intervalles généralisés sont des intervalles dont les bornes ne sont pas contraintes
à être ordonnées, par exemple [−1, 1] ou [1,−1] sont des intervalles généralisés. L'en-
semble des intervalles généralisés est noté KR et est composé de trois sous-ensembles
caractéristiques :
 L'ensemble des intervalles propres, dont les bornes sont ordonnées dans l'ordre
croissant. Les intervalles propres sont identiﬁés aux intervalles classiques, et ainsi
aux ensembles de réels correspondants. L'ensemble des intervalles propres est ainsi
noté IR = {[a, b]|a ≤ b}.
 L'ensemble des intervalles impropres, dont les bornes sont ordonnées dans l'ordre
décroissant. L'ensemble des intervalles impropres est noté IR = {[a, b]|a ≥ b}.
 L'ensemble des intervalles dégénérés [a, a] avec a ∈ R. Les intervalles dégénérés sont
à la fois propres et impropres et sont identiﬁés aux nombres réels.
Ainsi, étant donné un ensemble de réels {x ∈ R|a ≤ x ≤ b}, deux intervalles généralisés
peuvent être construits : [a, b] et [b, a]. Il sera utile de passer de l'un à l'autre en utilisant
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les opérations suivantes :
 l'opération dual : dual[a, b] = [b, a] ;
 la projection propre : pro[a, b] = [min{a, b},max{a, b}] ∈ IR ;
 la projection impropre : imp[a, b] = [max{a, b},min{a, b}] ∈ IR.
Les déﬁnitions classiques de borne inférieure, borne supérieure, milieu, rayon et largeur
sont étendues aux intervalles généralisés en conservant les même formules : étant donné
un intervalle généralisé x = [x,x],
inf x = x ; supx = x
midx =
1
2
(x+ x) ; radx =
1
2
(x− x) ; |x| = max{|x|, |x|}
La largeur est déﬁnie par widx = 2 radx. Le rayon et la largeur sont positifs pour les
intervalles propres et négatifs pour les intervalles impropres (et nuls pour les intervalles
dégénérés). Finalement, il sera utile de partitionner l'ensemble des intervalles généralisés
de la manière suivante :
KR = P
⋃
(−P)
⋃
Z
⋃
(dualZ)
avec
P = {x ∈ KR|0 ≤ x ∧ 0 ≤ x}
−P = {x ∈ KR|0 ≥ x ∧ 0 ≥ x}
Z = {x ∈ KR|x ≤ 0 ≤ x}
dualZ = {x ∈ KR|x ≥ 0 ≥ x}
Exemple II.13. Nous avons par exemple [1, 2] ∈ P, [2, 1] ∈ P, [−2,−1] ∈ −P, [−1,−2] ∈
−P, [−1, 1] ∈ Z et [1,−1] ∈ dualZ.
3.1.2 Inclusion, intersection et réunion
Les intervalles généralisés sont partiellement ordonnés par une inclusion qui prolonge
l'inclusion entre intervalles classiques. Étant donnés deux intervalles généralisés x = [x,x]
et y = [y,y], l'inclusion est déﬁnie de la manière suivante :
x ⊆ y ⇐⇒ y ≤ x ∧ x ≤ y
Exemple II.14. Les inclusions suivantes peuvent être vériﬁées grâce à la déﬁnition pré-
cédente : [−1, 1] ⊆ [−2, 2], [2,−2] ⊆ [1, 3] et [2,−2] ⊆ [1,−1]. L'ensemble Z peut être
déﬁni par Z = {x ∈ KR | [0, 0] ⊆ x} et (dualZ) par (dualZ) = {x ∈ KR | x ⊆ [0, 0]}
Cette inclusion est liée à l'opération dual de la manière suivante :
x ⊆ y ⇐⇒ (dualx) ⊇ (dualy)
L'intersection et la réunion d'intervalles sont alors déﬁnies de la même manière que pour
les intervalles classiques : ces opérations correspondent respectivement à la borne infé-
rieure et à la borne supérieure de l'ordre partiel de l'inclusion. Elles sont déﬁnies pour un
ensemble borné E ⊆ KR par(∀z ∈ KR)(z ⊇ (∨E) ⇐⇒ ∀x ∈ E, z ⊇ x)
et (∀z ∈ KR)(z ⊆ (∧E) ⇐⇒ ∀x ∈ E, z ⊆ x).
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Quand E = {x,y} contient seulement deux éléments, les notations habituelles x∨y
et x∧y sont utilisées. Les caractérisations suivantes sont des conséquences directes de
ces déﬁnitions. Elle sont formellement identique aux caractérisations des intersection et
réunion des intervalles classiques.∧
E = [ sup{inf x|x ∈ E} , inf{supx|x ∈ E} ]∨
E = [ inf{inf x|x ∈ E} , sup{supx|x ∈ E} ].
Dans le cas de où E contient deux intervalles x = [x,x] et y = [y,y], nous obtenons les
expressions suivantes :
x
∧
y = [ sup{x,y} , inf{x,y} ]
x
∨
y = [ inf{x,y} , sup{x,y} ].
Dans le contexte des intervalles généralisés, il est important d'utiliser deux symboles
diﬀérents pour l'intersection d'intervalles et pour l'intersection ensembliste. Par exemple,
[0, 1]
⋂
[2, 3] = ∅ alors que [0, 1]∧[2, 3] = [2, 1].
Exemple II.15. L'union d'intervalles entre deux intervalles dégénérés est identique au
cas des intervalles classiques : [1, 1]
∨
[2, 2] = [1, 2], qui aussi écrit 1
∨
2 = [1, 2]. Par
contre, l'intersection d'intervalles entre deux intervalles dégénérés est maintenant déﬁnie
et donne l'intervalle impropre suivant : [1, 1]
∧
[2, 2] = [2, 1], qui est aussi écrit 1
∧
2 =
[2, 1].
La relation entre l'inclusion et l'opération dual est transférée sur les opérations d'in-
tersection et de réunion et nous obtenons les relations suivantes :∧
E = dual
(∨ {dualx | x ∈ E})∨
E = dual
(∧ {dualx | x ∈ E}).
Soit, quand E contient deux intervalles x et y
x
∧
y = dual
(
(dualx)
∨
(dualy)
)
x
∨
y = dual
(
(dualx)
∧
(dualy)
)
.
Exemple II.16. En reprenant l'exemple précédent, et en remarquant que l'opération dual
ne change pas un intervalle dégénéré,
1
∧
2 = dual((dual 1)
∨
(dual 2)) = dual(1
∨
2) = dual[1, 2] = [2, 1].
3.1.3 Distance entre intervalles généralisés
La distance entre deux intervalles généralisés x ∈ KR est y ∈ KR est déﬁnie formel-
lement de la même manière que pour les intervalles classiques :
dist(x,y) = max{|x− y|, |x− y|}
Il est montré dans Kaucher[20][21] que KR devient alors un espace métrique complet.
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3.2 Vecteurs et matrices d'intervalles généralisés
Quand des vecteurs d'intervalles généralisés ou des matrices d'intervalles généralisés
sont considérés, les mêmes règles que dans le cadre des intervalles classiques sont utilisées.
L'ensemble des vecteurs d'intervalles généralisés, qui seront appelés simplement intervalles
généralisés, est noté KRn et l'ensemble des matrices d'intervalles généralisés KRn×m.
Étant donné un ensemble d'indices I avec card I = n et un intervalle généralisé xI ∈ KRn,
les fonctions suivantes permettent de construire les sous-ensembles de I correspondant
aux composantes propres et impropres de x :
 P (xI) = {i ∈ I|xi ∈ IR}
 I(xI) = {i ∈ I|xi /∈ IR}
Remarque. Le fait de compter les indices des composantes dégénérées comme propres
est une convention.
Étant donné E ⊆ Rn, il sera utile de noter l'ensemble d'intervalles généralisés
{x ∈ KRn|prox ⊆ E}
par KE. La distance de KR est étendue à KRn de la manière suivante : étant donnés
x,y ∈ KRn,
dist(x,y) = max
k∈[1..n]
dist(xk,yk)
Cette distance est formellement identique à celle des vecteurs d'intervalles classiques. En
particulier, étant donnés une suite d'intervalles x(k) ∈ KRn et un intervalle x ∈ KRn, les
trois conditions suivantes sont équivalentes :
1. x(k) converge vers x.
2. pour chaque i ∈ [1..n], les suites x(k)i convergent vers xi.
3. les deux suites inf x(k) et supx(k) convergent respectivement vers inf x et supx.
3.3 Fonctions d'intervalles généralisés
Comme dans le contexte des extensions aux intervalles classiques, la distance entre
intervalles généralisés permet d'introduire la continuité locale de Lipschitz :
Déﬁnition II.9. Une fonction g : KRn −→ KRm est localement Lipschitz continue si et
seulement si pour tout xref ∈ IRn, il existe un réel γ > 0 tel que pour tout x ∈ Kxref et
y ∈ Kxref ,
dist
(
g(x),g(y)
) ≤ γ dist(x,y)
Il est facile de vériﬁer que dual, pro, imp sont localement Lipschitz continues. La
croissance par rapport à l'inclusion d'une fonction d'intervalles généralisés est déﬁnie
comme dans le contexte des fonctions d'intervalles classiques.
3.4 Extensions des fonctions continues aux intervalles géné-
ralisés
Les extensions des fonctions continues aux intervalles généralisés ne sont pas construites
de la même manière que les extensions aux intervalles classiques : elle sont déﬁnies dans
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Kaucher[21] en généralisant l'expression de l'extension optimale aux intervalles classiques
f IR(x) =
∨
x∈x
f(x) = [inf
x∈x f(x), supx∈x
f(x)],
cf. expression (2.1) page 30. Les extensions sont déﬁnies dans Kaucher[21] dans le cas
restreint des fonctions à valeurs réelles, i.e. f : Rn −→ R. Ainsi, d'une part une fonction
réelle f : Rn −→ R ne possède qu'une unique extension aux intervalles généralisés qui
n'est pas calculable en générale. D'autre part, les extensions aux intervalles généralisés ne
sont pas associées à une interprétation par rapport aux fonctions réelles qu'elles étendent.
3.4.1 Cas général
Étant donné une fonction continue f : Rn −→ R, son extension aux intervalles géné-
ralisés est la fonction fK : KRn −→ KR déﬁnie par
fK(x) =
∨∧x1
x1∈prox1
· · ·
∨∧xn
xn∈proxn
f(x),
où ∨∧x
=
{∨ si x ∈ IR∧ sinon .
Exemple II.17. Considérons une fonction à trois variables f(x1, x2, x3) et trois in-
tervalles généralisés x1,x2,x3 ∈ KR. L'expression de fK(x) pour diﬀérentes qualités
propre/impropre des arguments est donnée ci-dessous :
 si x1,x2,x3 ∈ IR alors
fK(x) =
∨
x∈x
f(x) = [min
x∈x f(x),maxx∈x f(x)]
 si x1,x2,x3 ∈ IR alors
fK(x) =
∧
x∈prox
f(x) = [ max
x∈prox f(x), minx∈prox f(x)]
 si x1,x2 ∈ IR et x3 ∈ IR alors
fK(x) =
∨
x1∈x1
∨
x2∈x2
∧
x3∈prox3
f(x)
= [ min
x1∈x1
min
x2∈x2
max
x3∈prox3
f(x), max
x1∈x1
max
x2∈x2
min
x3∈prox3
f(x)]
 si x1,x3 ∈ IR et x2 ∈ IR alors
fK(x) =
∨
x1∈x1
∧
x2∈prox2
∨
x3∈x3
f(x)
= [ min
x1∈x1
max
x2∈prox2
min
x3∈x3
f(x), max
x1∈x1
min
x2∈prox2
max
x3∈x3
f(x)]
 si x2,x3 ∈ IR et x1 ∈ IR alors
fK(x) =
∧
x1∈prox1
∨
x2∈x2
∨
x3∈x3
f(x)
= [ max
x1∈prox1
min
x2∈x2
min
x3∈x3
f(x), min
x1∈prox1
max
x2∈x2
max
x3∈x3
f(x)]
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Ainsi, dans le cas où tous les arguments sont propres, seules des réunions sont utilisées
et l'on retrouve l'extension optimale aux intervalles classiques : pour x ∈ IRn,
fK(x1, . . . ,xn) =
∨
x1∈x1
· · ·
∨
xn∈xn
f(x) = range (f,x1, ...,xn) = f IR(x).
De même, si tous les arguments sont impropres, seules des intersections sont calculées :
pour x ∈ IRn,
fK(x1, . . . ,xn) =
∧
x1∈prox1
· · ·
∧
xn∈proxn
f(x) = dual(range (f,x1, ...,xn)).
Lorsque des arguments propres et impropres sont mis en jeux, les calculs deviennent plus
compliqués. L'exemple suivant illustre cette situation.
Exemple II.18. Considérons la fonction f(x, y) = x2 + y2 et les intervalles propres
x = [−3, 3] et y = [4, 6]. Alors,
fK(x,dualy) =
∨
x∈x
∧
y∈y
f(x, y)
= [min
x∈x maxy∈y f(x, y) , maxx∈x miny∈y f(x, y)]
= [min
x∈x x
2 + y2 , max
x∈x x
2 + y2]
= [0 + y2 , x2 + y2]
= [36 , 9 + 16] = [36, 25]
Il est démontré dans Kaucher[21] que les extensions de fonctions f : Rn −→ R loca-
lement Lipschitz continues sont localement Lipschitz continues.
3.4.2 Arithmétique de Kaucher
Dans le cas des opérations de l'arithmétique réelle, i.e. f(x, y) = x ◦ y avec ◦ ∈
{+,−,×,÷}, les extensions conduisent à l'arithmétique de Kaucher : x ◦ y = fK(x,y).
Grâce aux fortes propriétés de monotonie des fonctions réelles mises en jeux, des expres-
sions formelles peuvent être dérivées de la déﬁnition originale des extensions :
1. x+ y = [x+ y,x+ y]
2. x− y = [x− y,x− y] = x+ (−y) où −y = [−y,−y].
3. La multiplication de Kaucher x× y est décrite dans le tableau 3.1 (page 43).
4. La division de Kaucher x/y est déﬁnie pour des intervalles généralisés x et y qui
vériﬁent 0 /∈ (proy). Elle peut être caractérisée par x/y = x × (1/y) où 1/y =
[1/y, 1/y].
Comme dans le cas général des extensions, l'arithmétique de Kaucher coïncide avec l'arith-
métique des intervalles classiques lorsqu'elle est restreinte aux intervalles propres. Cepen-
dant, l'arithmétique de Kaucher a de meilleures propriétés algébriques que l'arithmétique
des intervalles classiques : l'addition de Kaucher est un groupe d'élément neutre [0, 0].
L'opposé d'un intervalle x est −dualx, i.e.
x+ (−dualx) = [0, 0]
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Tab. 3.1  La multiplication de Kaucher
x× y y ∈ P y ∈ Z y ∈ −P y ∈ dualZ
x ∈ P [x y,x y] [x y,x y] [x y,x y] [x y,x y]
x ∈ Z [x y,x y] [min{x y,x y},
max{x y,x y}] [x y,x y] 0
x ∈ −P [x y,x y] [x y,x y] [x y,x y] [x y,x y]
x ∈ dualZ [x y,x y] 0 [x y,x y] [max{x y,x y,
min{x y,x y}}]
Exemple II.19. Considérons deux intervalles généralisés a,b ∈ KR. Alors l'équation
a+ x = b
a une unique solution x = b− duala.
La multiplication de Kaucher, lorsqu'elle est restreinte aux intervalles dont les deux
bornes sont strictement positives, est un groupe d'élément neutre [1, 1]. L'inverse d'un
intervalle x > 0 est 1/(dualx), i.e.
x× (1/dualx) = [1, 1]
Une propriété utile de l'arithmétique de Kaucher est la croissance de ses opérations par
rapport à l'inclusion : quelque soient ◦ ∈ {+,×,−,÷} et x,y,x′,y′ ∈ KR,
x ⊆ x′ et y ⊆ y′ =⇒ (x ◦ y) ⊆ (x′ ◦ y′)
De plus, les relations suivantes lient les opérations de l'arithmétique de Kaucher à la
distance entre intervalles généralisés : quelque soient x,y,x′,y′ ∈ KR,
dist(xy,xy′) ≤ |x| dist(y,y′)
dist(x+ y,x′ + y′) ≤ dist(x,x′) + dist(y,y′)
Les opérations de l'arithmétique de Kaucher vériﬁent :
(dualx) ◦ (dualy) = dual(x ◦ y)
Cette propriété sera appelée commutation avec l'opération dual : en considérant f(x) =
x1 ◦x2 et x ∈ KR2, la propriété précédente s'écrit fK(dualx) = dual fK(x). Finalement,
les trois lois suivantes de "faible distributivité" seront utiles :
 distributivité conditionnelle (SIGLA/X[38]) :
x× y + (impx)× z ⊆ x× (y + z) ⊆ x× y + (prox)× z.
 sous-distributivité : si x ∈ IR alors x× (y + z) ⊆ x× y + x× z ;
 super-distributivité : si x ∈ IR alors x× (y + z) ⊇ x× y + x× z ;
 distributivité : si x ∈ R alors x× (y + z) = x× y + x× z.
D'autres lois de distributivité plus détaillées peuvent être trouvées dans Popova[23].
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3.4.3 Extension des fonctions élémentaires aux intervalles généralisés
Les extensions des fonctions élémentaires n'ont pas été beaucoup étudiées. Malgré
tout, voici quelques propriétés intéressantes qui, si elles semblent nouvelles, sont néan-
moins faciles à obtenir. Les expressions des extensions des fonctions à une variable sont
facilement obtenues : soit f : R −→ R une fonction continue,
x ∈ IR =⇒ fK(x) = range (f,x)
x ∈ IR =⇒ fK(x) = dual(range (f,prox))
Par exemple, dans les cas de exp et ln, les expressions des extensions sont les suivantes :
expK x = [exp(inf x), exp(supx)]
lnK x = [ln(inf x), ln(supx)] pour x > 0
De plus, il est facile de vériﬁer grâce à ces expressions que quelque soient x,y ∈ KR,
expK(x+ y) = (expK x)(expK y) et lnK expK x = x.
Si en plus x > 0 et y > 0 alors
lnK(xy) = lnK y + lnK y.
Donc les bijections réciproques lnK et expK transforment le groupe additif en groupe
multiplicatif et inversement, comme dans le cas du corps des réels.
3.5 Développements supplémentaires
Une extension de Taylor est déﬁnie dans Kaucher[21] : étant donné g : R −→ R une
fonction continûment dérivable, x,∈ KR et x˜ ∈ prox
g(x˜) + (g′)K(x)× (x− x˜).
Cette extension de Taylor au premier ordre a été généralisée dans le même article à un
ordre quelconque et à des fonctions possédant des paramètres. Ces extensions n'ont pas
été utilisées car elles ne présentent pas de bonne interprétation par rapport à la fonction
réelle qu'elles étendent.
L'extension de la valeur moyenne que nous proposerons dans le chapitre 16 (page 171)
a une expression proche de l'extension de Taylor proposée dans Kaucher[21]. Néanmoins,
les diﬀérences entre les deux extensions permettent à l'extension déﬁnie dans la suite
d'avoir des interprétations utiles par rapport à la fonction qu'elle étend.
Un algorithme semblable à l'algorithme de Newton par intervalle (voir par exemple
Hansen[18]) utilisant les intervalles généralisés a été proposé dans Gudenberg[50]. Il per-
met de construire une approximation intérieure de l'ensemble{
x ∈ R | (∀a1 ∈ a1)(∃a2 ∈ a2)(a2 = g(x, a1)}
où g : R2 −→ R est continûment dérivable et strictement monotone par rapport à x
quelque soit a ∈ a1. Cet algorithme n'a pas été utilisé ni développé plus avant, en parti-
culier les conditions très restrictives de son utilisation n'ont pas été aﬀaiblies.
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3.6 Liens entre les intervalles généralisés et les intervalles
classiques
Les opérations de l'arithmétique de Kaucher peuvent être exprimées en utilisant uni-
quement les intervalles classiques. Pour cela, de nouvelles opérations sur les intervalles
classiques sont introduites. Ces nouvelles opérations sont appelées "inner operations"
ou "nonstandard operations" (voir Markov[87][88][63] et Dimitrova[65]). L'addition non
standard, notée ⊕, est déﬁnie de la manière suivante :
x⊕ y = [min{inf x+ supy, supx+ inf y},max{inf x+ supy, supx+ inf y}].
La déﬁnition de la multiplication non standard ⊗ est donnée dans Dimitrova[65]. L'addi-
tion non standard a été étudiée dans Markov[88][89][63] où elle est mise en relation avec
l'extension de l'addition d'intervalle en groupe. Ces opérations déﬁnies, l'arithmétique
de Kaucher peut être exprimée en termes d'opérations mettant en jeux des intervalles
classiques.
3.6.1 L'addition
L'addition de Kaucher peut être exprimée au moyen de l'addition de l'arithmétique
des intervalles et de l'addition non standard : étant donnés x,y ∈ KR, la projection
propre du résultat de l'addition est tout d'abord déterminée de la manière suivante,
pro(x+ y) =
{
(prox) + (proy) si (radx)(rady) ≥ 0
(prox)⊕ (proy) si (radx)(rady) < 0
Remarque. La condition (radx)(rady) ≥ 0 veut dire que les deux intervalles généralisés
x et y ont la même qualité propre/impropre.
Ensuite, la qualité propre/impropre de x+y est la même que celle de l'argument qui
a la plus grande largeur en valeur absolue : cela peut être exprimé de manière équivalente
en disant que rad(x+ y) a le même signe que (radx) + (rady), ou encore,
 x+ y est propre si et seulement si (radx) + (rady) ≥ 0.
 x+ y est impropre si et seulement si (radx) + (rady) ≤ 0.
Exemple II.20. Soient x = [2,−2] et y = [2, 3]. Alors radx = −4 et rady = 1. Ainsi,
pro(x+ y) = (prox)⊕ (proy) = [1, 4]
De plus, (radx) + (rady) = −3 et ainsi x+ y est impropre. Finalement, nous concluons
que x+ y = [4, 1], ce qui correspond au résultat de l'arithmétique de Kaucher.
3.6.2 La multiplication
La multiplication de Kaucher peut être obtenue en utilisant la multiplication de
l'arithmétique des intervalles et la multiplication non standard dans les cas particuliers
où les projections propres des intervalles mis en jeux ne contiennent pas 0 : étant donnés
x,y ∈ KR tels que 0 /∈ prox et 0 /∈ proy,
pro(x× y) =
{
(prox)× (proy) si (radx)(rady) ≥ 0
(prox)⊗ (proy) si (radx)(rady) < 0
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La qualité propre/impropre de x × y est cette fois obtenue en utilisant la fonction χ
déﬁnie dans Dimitrova[65] pour les intervalles généralisés dont la projection propre ne
contient pas 0 de la manière suivante :
χ(x) =
{
inf x/ supx si inf x > 0 ∧ supx > 0
supx/ inf x si inf x < 0 ∧ supx < 0
Remarque. La fonction χ fut originellement proposée dans le contexte des intervalles
classique dans [41]. Son expression originale est
χ(x) =
{
inf x/ supx si | inf x| ≤ | supx|
supx/ inf x sinon
Il est aisé de constater que l'expression proposée dans Dimitrova[65] est équivalente à
cette dernière lorsque des intervalles propres sont mis en jeux.
La condition permettant de prévoir la qualité propre/impropre du résultat de la mul-
tiplication de Kaucher qui est proposée dans Dimitrova[65] est la suivante :
 x× y et x ont la même qualité propre/impropre si χ(x) ≤ χ(y).
 x× y et y ont la même qualité propre/impropre si χ(x) > χ(y).
Nous avons trouvé un contre exemple à cette caractérisation :
Exemple II.21. Considérons x = [1, 2] et y = [10, 4]. Alors χ(x) = 1/2 = 0.5 et
χ(x) = 10/4 = 2.5. Ainsi, la caractérisation proposée dans Dimitrova[65] prévoit que
x× y et x ont la même qualité propre/impropre. Mais x× y = [10, 8] qui est impropre.
Nous proposons donc la condition suivante :
Proposition II.3. Soient x,y ∈ KR tels que prox > 0 et proy > 0. Alors
 x× y ∈ IR si et seulement si χ(x)× χ(y) ≤ 1.
 x× y ∈ IR si et seulement si χ(x)× χ(y) ≥ 1.
Démonstration. Par déﬁnition de lnK , les intervalles x × y et lnK(x × y) ont la même
qualité propre/impropre. En utilisant les propriétés de lnK , nous obtenons
lnK(x× y) = lnK x+ lnK y
Ainsi, les intervalles x×y et lnK x+lnK y ont la même qualité propre/impropre. Celle-ci
peut-être déterminée en appliquant les résultats obtenus dans le cadre de l'addition sur
lnK x+lnK y. Ainsi, lnK x+lnK y est propre si et seulement si wid lnK x+wid lnK y ≥ 0.
Or, en appliquant l'expression de lnK , nous obtenons
wid lnK x+wid lnK y = ln supx− ln inf x+ ln supy − ln inf y
= ln
supx
inf x
+ ln
supy
inf y
.
Ainsi, lnK x+ lnK y est propre si et seulement si
ln
1
χ(x)
+ ln
1
χ(y)
≤ 0.
C'est à dire ln(χ(x)) + ln(χ(y)) ≥ 0. Finalement, en appliquant exp aux deux membres
de l'équation (exp étant croissante) nous obtenons la condition présentée dans l'énoncé :
χ(x)× χ(y) ≥ 1. Le seconde condition est obtenue de manière simulaire.
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Exemple II.22. Soient x = [1, 2] et y = [10, 4]. Alors radx = 1 et rady = −6 donc
pro(x× y) = x⊗ y = [8, 10]
De plus, χ(x) = 0.5 et χ(y) = 2.5 donc χ(x) × χ(y) ≥ 1 et ﬁnalement nous concluons
que x × y est impropre. Nous avons donc montrer que x × y = [10, 8] en n'eﬀectuant
que des opérations sur des intervalles classiques, ce qui correspond bien au résultat de la
multiplication de Kaucher, i.e. x× y = [1× 10 , 2× 8].
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Chapitre 4
Intervalles modaux
Les intervalles modaux ont été introduits dans Gardenes[16]. La formulation actuelle
de la théorie est décrite dans SIGLA/X[37][38]. La théorie des intervalles modaux pro-
pose une généralisation des intervalles classiques ainsi que des extensions des fonctions
continues dont l'interprétation améliore l'interprétation oﬀerte par les extensions aux in-
tervalles classiques. Les applications de ces interprétations enrichies sont prometteuses
(voir par exemple Vehí[49], Armengol[45], Sainz[62][60][61] et Herrero[69][70]). Malgré
tout, la théorie des intervalles modaux reste conﬁdentielle : seule les chercheurs de l'uni-
versité de Gironne utilisent les intervalles modaux et produisent des publications sur le
sujet.
Nous verrons en ﬁn de chapitre que les intervalles modaux et les intervalles généralisés
sont isomorphes. Cet isomorphisme concerne toutes les opérations déﬁnies dans ces deux
structures, i.e. l'inclusion, l'intersection et la réunion et l'arithmétique. Il est cependant à
noter que si l'arithmétique des intervalles modaux coïncide (à un isomorphisme près) avec
l'arithmétique de Kaucher, elles sont obtenues par des voix diﬀérentes. Ainsi, nous voyons
la situation de la manière suivante : les intervalles modaux permettent de donner une in-
terprétation à l'arithmétique de Kaucher, alors que les intervalles généralisés oﬀre des
expressions eﬃcaces (pour les calculs et pour certaines démonstrations) à l'arithmétique
des intervalles modaux.
4.1 Les intervalles modaux
Dans un souci de clarté, les intervalles modaux sont maintenant présentés indépen-
damment des intervalles généralisés. Le fort lien entre ces deux structures (qui sont iso-
morphes) sera présenté dans la dernière section. Ainsi, la présentation faite ici est légère-
ment diﬀérente de celle faite habituellement par les auteurs de la théorie des intervalles
modaux : l'introduction des intervalles généralisés au début de la théorie est nécessaire
pour certaines démonstrations proposées par les auteurs. L'absence de démonstrations
dans la description de la théorie proposée ici nous permet de faire une présentation indé-
pendante des intervalles généralisés.
Notation. La théorie des intervalles modaux est maintenant présentée avec des notations
diﬀérentes de celle choisies par les auteurs de la théorie dans SIGLA/X[37, 38]. Ce choix
est motivé par la nécessité de conserver des notations homogènes dans cette thèse. Un
intervalle modal sera donc noté en utilisant des lettres grasses surmontée d'un point :
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notations intervalles classiques intervalles modaux
SIGLA/X[37] X ′ X
dissertation x x˙
De plus, les propositions quantiﬁées sont écrites de la manière suivante dans SIGLA/X[37] :
U(x,x)E(y ∈ y)P (x, y)
Elles seront écrites en conservant la notation choisie dans cette thèse, i.e.(∀x ∈ x)(∃y ∈ y)(P (x, y))
Quelques notations supplémentaires diﬀérant des notations proposées dans SIGLA/X[37,
38] seront introduites dans ce chapitre. Ces nouvelles notations seront mises en valeur
dans des paragraphes similaires à celui-ci, intitulés Notation.
4.1.1 Déﬁnition des intervalles modaux
Un intervalle modal est un couple intervalle/quantiﬁcateur. Par exemple,
([−1, 1],∃) et ([−1, 1],∀)
sont des intervalles modaux, respectivement appelés intervalle existentiel (ou propre) et
universel (ou impropre). L'ensemble des intervalles modaux est noté I∗(R). Les fonc-
tions suivantes permettent de manipuler les intervalles modaux : soit x˙ = (x,Q), alors
les opérations Set(x˙) et Mod(x˙) sont déﬁnies de la manière suivante : Set(x˙) = x et
Mod(x˙) = Q. L'opération Dual inverse le quantiﬁcateur associé à un intervalle modal.
Notation. Pour permettre l'utilisation des notations habituelles des propositions quanti-
ﬁées, le quantiﬁcateur dépendant de la modalité d'un intervalle modal, noté Q(x, x˙)P (x)
dans SIGLA/X[37], est noté
(
Q(x˙)x ∈ Set(x˙))(P (x)). Il est déﬁni par Q(x˙) = Mod(x˙).
Ainsi, si Mod(x˙) = ∀ alors(
Q(x˙)x ∈ Set(x˙))(P (x)) ⇐⇒ (∀x ∈ Set(x˙))(P (x));
si Mod(x˙) = ∃ alors(
Q(x˙)x ∈ Set(x˙))(P (x)) ⇐⇒ (∃x ∈ Set(x˙))(P (x)).
Remarque. Lorsque Set(x˙) est dégénéré, l'égalité ([a, a],∀) = ([a, a],∃) est imposée
implicitement dans la théorie des intervalles modaux (lemmes I.2.3, I.2.4 et I.2.5 de
SIGLA/X[37]). La formalisation de cette idée devrait passer par la déﬁnition des inter-
valles modaux comme les classes d'équivalence obtenues en utilisant la relation d'équiva-
lence
x˙Ry˙ ⇐⇒ (x˙ = y˙ ∨ (∃a ∈ R)(Set(x˙) = Set(y˙) = [a, a])),
i.e. I∗(R) =
(
IR×{∀,∃})/R. En suivant la présentation de la théorie faite dans SIGLA/X[37],
les intervalles modaux ([a, a],∀) et ([a, a],∃) seront simplement identiﬁés. Le plus impor-
tant est que dans ce cas, les deux propositions quantiﬁées
∀x ∈ [a, a], P (x) et ∃x ∈ [a, a], P (x)
sont équivalentes quelque soit le prédicat P (ces deux propositions quantiﬁées étant équi-
valentes à P (a)). Ainsi, la proposition quantiﬁée (Q(x˙)x ∈ Set(x˙))(P (x)) a un sens
bien déﬁni dans le cas où Set(x˙) est dégénéré.
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Notation. L'intervalle modal ([a, a],∃) = ([a, a],∀) sera aussi noté a.
Si un intervalle classique est caractérisé par l'ensemble des points qu'il contient, un
intervalle modal est caractérisé par l'ensemble des prédicats qu'il valide : l'ensemble des
prédicats réels, i.e. des fonctions de R dans {0, 1}, est noté Pred(R). Parmi ces prédicat,
ceux qui vériﬁent
{x ∈ R | P (x)} ∈ IR
ont un rôle privilégié (ces prédicats sont appelés "interval-predicats" dans SIGLA/X[37]).
Notation. Étant donné un intervalle x ∈ IR, le prédicat x ∈ x est noté Px(x).
L'ensemble des "interval-predicats" est noté
Pred∗(R) = {P ∈ Pred(R) | {x ∈ R | P (x)} ∈ IR}
=
{
P ∈ Pred(R) | (∃x ∈ IR)(P = Px)} .
L'ensemble des "interval-predicats" validés par un intervalle modal est alors déﬁni de la
manière suivante : soit un intervalle modal x˙ = (x,Q),
Pred∗(x˙) =
{
P ∈ Pred∗(R) | (Q(x˙)x ∈ x)(P (x))} .
Exemple II.23. Soit x˙ = ([−1, 1],∃). Alors,
Pred∗(x˙) =
{
P ∈ Pred∗(R) | (∃x ∈ [−1, 1])(P (x))} .
Exemple II.24. Soit x˙ = ([−1, 1],∀). Alors,
Pred∗(x˙) =
{
P ∈ Pred∗(R) | (∀x ∈ [−1, 1])(P (x))}
En généralisant les deux exemples précédents, l'ensemble Pred(x˙) est caractérisé de
la manière suivante : soit un intervalle modal x˙ = (x,Q),
 si Q = ∀ alors
Pred∗(x˙) =
{
Pz ∈ Pred∗(R) |
(∀x ∈ x)(Pz(z))}
=
{
Pz ∈ Pred∗(R) |
(∀x ∈ x)(x ∈ z)}
= {Pz ∈ Pred∗(R) | x ⊆ z}
 si Q = ∃ alors
Pred∗(x˙) =
{
Pz ∈ Pred∗(R) |
(∃x ∈ x)(Pz(z))}
=
{
Pz ∈ Pred∗(R) |
(∃x ∈ x)(x ∈ z)}
=
{
Pz ∈ Pred∗(R) | x
⋂
z 6= ∅
}
Remarque. Un deuxième ensemble de prédicats Copred∗(x˙) est associé aux intervalles
modaux. Néanmoins, ces "intervals-copredicats" ne sont pas déﬁnis explicitement dans
cette présentation de la théorie des intervalles modaux (voir SIGLA/X[37] pour la déﬁni-
tion des "interval-copredicats").
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L'inclusion entre intervalles modaux peut être13 déﬁnie de la manière suivante : soient
deux intervalles modaux x˙, y˙ ∈ I∗(R),
x˙ ⊆ y˙ ⇐⇒ Pred∗(x˙) ⊆ Pred∗(y˙)
Les trois exemples suivants présentent les diﬀérentes situations rencontrées pour l'inclu-
sion de deux intervalles modaux. Le premier exemple présente le cas de deux intervalles
modaux existentiels.
Exemple II.25. Soient x˙ = ([−1, 1],∃) et y˙ = ([−2, 2],∃). Alors
Pred∗(x˙) =
{
Pz ∈ Pred∗(R) | z
⋂
[−1, 1] 6= ∅
}
et
Pred∗(y˙) =
{
Pz ∈ Pred∗(R) | z
⋂
[−2, 2] 6= ∅
}
.
La condition z
⋂
[−1, 1] 6= ∅ est plus contraignante que z⋂[−2, 2] 6= ∅ car [−1, 1] ⊆ [−2, 2].
Ainsi, nous avons Pred∗(x˙) ⊆ Pred∗(y˙) et ﬁnalement x˙ ⊆ y˙.
Le second exemple présente le cas de deux intervalles modaux universels.
Exemple II.26. Soient x˙ = ([−1, 1],∀) et y˙ = ([−2, 2],∀). Alors
Pred∗(x˙) = {Pz ∈ Pred∗(R) | [−1, 1] ⊆ z} et Pred∗(y˙) = {Pz ∈ Pred∗(R) | [−2, 2] ⊆ z}
La condition [−2, 2] ⊆ z est plus contraignante que [−1, 1] ⊆ z car [−1, 1] ⊆ [−2, 2].
Ainsi, nous avons Pred∗(y˙) ⊆ Pred∗(x˙) et ﬁnalement, y˙ ⊆ x˙.
Ces deux premiers exemples montrent que les intervalles existentiels jouent le rôle des
intervalles classiques car (x,∃) ⊆ (y,∃) ⇐⇒ x ⊆ y. Enﬁn, le troisième exemple présente
le cas d'un intervalle modal existentiel et d'un intervalle modal universel.
Exemple II.27. Soient x˙ = ([−1, 1],∀) et y˙ = ([0, 2],∃). Alors
Pred∗(x˙) = {Pz ∈ Pred∗(R) | [−1, 1] ⊆ z} et Pred∗(y˙) =
{
Pz ∈ Pred∗(R) | z
⋂
[0, 2] 6= ∅
}
La condition [−1, 1] ⊆ z étant plus contraignante que z⋂[−1, 1] 6= ∅, nous avons Pred∗(x˙) ⊆
Pred∗(y˙). Finalement, x˙ ⊆ y˙.
Le lemme suivant généralise les trois exemples précédents.
Lemme II.1 (SIGLA/X[37], Lem I.2.4). Soient x˙, y˙ ∈ I∗(R). Alors,
x˙ ⊆ y˙ ⇐⇒

if Mod(x˙) = Mod(y˙) = ∃ then Set(x˙) ⊆ Set(y˙)
if Mod(x˙) = Mod(y˙) = ∀ then Set(x˙) ⊇ Set(y˙)
if Mod(x˙) = ∀ ∧Mod(y˙) = ∃ then Set(x˙)⋂ Set(y˙) 6= ∅
if Mod(x˙) = ∃ ∧Mod(y˙) = ∀ then Set(x˙) = Set(y˙) = [a, a]
13La déﬁnition proposée dans SIGLA/X[37] fait intervenir les ensembles de prédicats Pred(x˙). La déﬁ-nition proposée ici est équivalente et permet une présentation simpliﬁée qui ne nécessite pas l'introductiondes ensembles de prédicats Pred(x˙).
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4.1.2 Union et intersection
L'intersection et la réunion des intervalles modaux sont déﬁnies comme étant la borne
inférieure et la borne supérieure de l'inclusion. Elle sont notées respectivement par ∧ et∨. Formellement, soit un ensemble d'intervalles modaux E ⊆ I∗(R). Alors,(∀z˙ ∈ I∗(R))(z˙ ⊇ (∨E) ⇐⇒ ∀x˙ ∈ E, z˙ ⊇ x˙)
et (∀z˙ ∈ I∗(R))(z˙ ⊆ (∧E) ⇐⇒ ∀x˙ ∈ E, z˙ ⊆ x˙).
Lorsque E contient deux éléments x˙ et y˙, ∧E et ∨E sont respectivement notés x˙∧ y˙
et x˙∨ y˙. Les formules explicites de ces opérations sont facilement obtenues en utilisant
l'isomorphisme entre les intervalles modaux et les intervalles généralisés (voir Section
4.3). Les interprétations suivantes sont obtenues sans diﬃculté sans l'introduction des
intervalles généralisés : soient deux intervalles modaux existentiels x˙ = (x,∃) et y˙ = (y,∃)
alors,
x
⋂
y 6= ∅ =⇒ (x,∃)
∧
(y,∃) = (x
⋂
y,∃) (4.1)
x
⋂
y = ∅ =⇒ (x,∃)
∧
(y,∃) = (z,∃) (4.2)
où z est le plus petit intervalle qui vériﬁe z⋂x 6= ∅ et z⋂y 6= ∅. Cet intervalle s'écrit
[supx, inf y] si x ≤ y ou [supy, inf x] si y ≤ x.
4.2 Extensions des fonctions continues aux intervalles mo-
daux
4.2.1 Extensions sémantiques
La proposition suivante donne une formulation équivalente pour la déﬁnition d'une
extension faible aux intervalles classiques, i.e. une fonction d'intervalles g qui vériﬁe
range (f,x) ⊆ g(x). C'est cette formulation de la déﬁnition d'une extension faible aux
intervalles classiques qui va être généralisée pour conduire aux extensions sémantiques
aux intervalles modaux. Il est aisé de constater que l'inclusion range (f,x) ⊆ z est vraie
si et seulement si (∀u ∈ IRn)(u⋂x 6= ∅ =⇒ range (f,u)⋂ z 6= ∅)
Exprimée en utilisant la sémantique des prédicats de la théorie des intervalles modaux,
nous obtenons la proposition suivante :
Lemme II.2 (SIGLA/X[37], Lem II.2.1). Soient f : Rn −→ R une fonction continue
x ∈ IRn et z ∈ IR. Alors l'inclusion range (f,x) ⊆ z est vraie si et seulement si(∀u ∈ IRn)(Pu ∈ Pred∗(x,∃) =⇒ Prange(f,u) ∈ Pred∗(z,∃))
Remarque. Le lemme précédent est en fait plus général que le lemme II.2.1 de SIGLA/X[37],
mais sa démonstration est similaire.
Les extensions sémantiques d'une fonction réelle sont alors déﬁnies en remplaçant la
condition range (f,x) ⊆ g(x) par la condition équivalente donnée par la proposition pré-
cédente et en prenant en compte les intervalles modaux universels en plus des existentiels :
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Déﬁnition II.10 (SIGLA/X[37], Def II.2.2). Soient f : Rn −→ R une fonction conti-
nue et g˙ : I∗(Rn) −→ I∗(R) une fonction d'intervalles modaux. La fonction d'intervalles
modaux g˙ est une extension sémantique aux intervalles modaux14 de f en x˙ ∈ I∗(Rn) si
et seulement si (∀u ∈ IRn)(Pu ∈ Pred∗(x˙) =⇒ Prange(f,u) ∈ Pred∗(g˙(x˙)))
La fonction d'intervalles modaux g˙ est une extension sémantique de f si elle est une
extension sémantique de f pour tout x˙ ∈ I∗(Rn).
Ainsi, lorsque x˙ et g(x˙) sont existentiels, i.e. x˙ = (x,∃) et g˙(x˙) = (z,∃), l'inter-
prétation d'une extension sémantique correspond à l'interprétation d'une extension aux
intervalles classiques : en eﬀet, la proposition II.2 montre alors que range (f,x) ⊆ z (les
intervalles classiques sont donc identiﬁés aux intervalles modaux existentiels). Lorsque
x˙ et g(x˙) ne sont plus existentiels, de nouvelles interprétations sont oﬀertes par la déﬁ-
nition des extensions sémantiques. La description de ces nouvelles interprétations et les
conditions pour qu'une fonction d'intervalles modaux soit une extension sémantique sont
l'objet de la prochaine sous-section.
4.2.2 Fonctions sémantiques
Deux fonctions jouent un rôle central dans la théorie des intervalles modaux. Étant
donnés une fonction continue f : Rn −→ R et un intervalle modal x˙ ∈ I∗(Rn), la fonction
∗-sémantique f∗ et la fonction ∗∗-sémantique f∗∗ sont déﬁnies de la manière suivante :
soit x˙ = ((x1,Q1), · · · , (xn,Qn)),
f∗(x˙) =
∨
xP∈xP
∧
xI∈xI
f(x) et f∗∗(x˙) = ∧
xI∈xI
∨
xP∈xP
f(x)
où P et I sont les ensembles d'indices correspondant respectivement au composantes
propres et impropres de x˙.
Remarque. L'isomorphisme entre les intervalles modaux et les intervalles généralisés
oﬀre une procédure de calcul pour l'intersection et la réunion d'intervalles modaux (voir
section 4.3 page 61). Il permet ainsi d'obtenir une expression de f∗ utilisant les quantités
suivantes :
min
xP∈xP
max
xI∈xI
f(x) ; max
xP∈xP
min
xI∈xI
f(x)
Une expression similaire est disponible pour f∗∗.
L'exemple suivant illustre le calcul de f∗∗.
Exemple II.28. Considérons la fonction f(x, y) = x2 + y2 et les intervalles modaux
x˙ = ([−4, 5],∃) et y˙ = ([4, 6],∀). Alors, par déﬁnition de f∗∗,
f∗∗(x˙, y˙) =
∧
y∈Set(y˙)
∨
x∈Set(x˙)
f(x, y)
=
∧
y∈Set(y˙)
([0 + y2, (x)2 + y2],∃)
=
∧
y∈Set(y˙)
([(y)2, (x)2 + (y)2],∃)
14"Semantic interval extension" dans SIGLA/X[37].
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La dernière égalité étant vraie car l'intersection modale d'intervalles existentiels corres-
pond à l'intersection de leur domaine lorsque cette dernière n'est pas vide, cf. Équation
(4.1) (page 53). Finalement, f∗∗ = ([36, 41],∃).
Le théorème suivant, appelé le théorème sémantique pour f∗, relie la fonction séman-
tique f∗ aux extensions sémantiques de f et donne une interprétation à ces dernières.
Théorème II.3 (SIGLA/X[37], Thm II.4.1). Soient f : Rn −→ R une fonction
continue x˙ ∈ I∗(Rn) et z˙ ∈ I∗(R). Alors les trois conditions suivantes sont équivalentes :
1. f∗(x˙) ⊆ z˙ ;
2.
(∀u ∈ IRn)(Pu ∈ Pred∗(x˙) =⇒ Prange(f,u) ∈ Pred∗(z˙)) ;
3.
(∀xP ∈ Set(x˙)P )(Q(z˙)z ∈ Set(z˙))(∃xI ∈ Set(x)I)(f(x) = z).
L'équivalence 1. ⇐⇒ 2. montre que, d'une part la fonction sémantique f∗ est une
extension sémantique, et d'autre part que c'est la plus petite au sens de l'inclusion modale.
L'équivalence 2.⇐⇒ 3. donne une interprétation des extensions sémantiques par rapport
à la fonction réelle originale f et montre que cette interprétation n'est possible que pour
les extensions sémantiques de f . Les calculs de l'exemple suivant sont pris de l'exemple
II.3.1 de SIGLA/X[37].
Exemple II.29. Considérons la fonction g(x) = (x1 + x2)2 et les intervalles modaux
x˙1 = ([−1, 1],∃) et x˙2 = ([−1, 1],∀). Alors,
g∗(x˙) =
∨
x1∈Set(x˙1)
∧
x2∈Set(x˙2)
g(x).
Il est montré dans SIGLA/X[37] (exemple II.3.1 page 182) qu'alors g∗(x˙) = ([0, 1],∀).
Ainsi, la proposition quantiﬁée suivante est vraie :(∀x1 ∈ [−1, 1])(∀z ∈ [0, 1])(∃x2 ∈ [−1, 1])(f(x) = z)
De plus, en remarquant que g∗(x˙) ⊆ ([0.1, 0.9],∀), la proposition quantiﬁée suivante est
validée par l'implication 1.=⇒3. du théorème sémantique pour f∗ :(∀x1 ∈ [−1, 1])(∀z ∈ [0.1, 0.9])(∃x2 ∈ [−1, 1])(f(x) = z)
De la même manière, en remarquant que g∗(x˙) ⊆ ([0.9, 2],∃), la proposition quantiﬁée
suivante est vrai :(∀x1 ∈ [−1, 1])(∃z ∈ [0.9, 2])(∃x2 ∈ [−1, 1])(f(x) = z)
Le théorème suivant, appelé le théorème sémantique pour f∗∗, est le dual du théorème
précédent dédié à la fonction sémantique f∗∗.
Théorème II.4 (SIGLA/X[37], Thm II.4.2). Soient f : Rn −→ R une fonction
continue x˙ ∈ I∗(Rn) et z˙ ∈ I∗(R). Alors les trois conditions suivantes sont équivalentes :
1. z ⊆ f∗(x˙) ;
2.
(∀xI ∈ Set(x)I)(Q(Dual z˙)z ∈ Set(z˙))(∃xP ∈ Set(x˙)P )(f(x) = z).
Remarque. Par déﬁnition du quantiﬁcateur modal, Q(Dualz˙) est le quantiﬁcateur inverse
de Q(z˙).
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Ce théorème joue le même rôle que le précédent, dans le contexte de f∗∗. Cependant,
le point 2. ne correspond plus aux extensions sémantiques (il faudrait déﬁnir deux types
d'extensions sémantiques, mais ce n'est pas fait dans la théorie des intervalles modaux).
Exemple II.30. Considérons la fonction g(x) = (x1 + x2)2 et les intervalles modaux
x˙1 = ([−1, 1],∃) et x˙2 = ([−1, 1],∀). Alors,
g∗∗(x˙) =
∧
x2∈Set(x˙2)
∨
x1∈Set(x˙1)
g(x).
Il est montré dans SIGLA/X[37] (exemple II.3.1 page 182) qu'alors g∗∗(x˙) = ([0, 1],∃).
Ainsi, la proposition quantiﬁée suivante est vraie :(∀x2 ∈ [−1, 1])(∀z ∈ [0, 1])(∃x1 ∈ [−1, 1])(f(x) = z)
De plus, en remarquant que ([0.1, 0.9],∃) ⊆ g∗∗(x˙), la proposition quantiﬁée suivante est
validée par l'implication 1.=⇒3. du théorème sémantique pour f∗∗ :(∀x1 ∈ [−1, 1])(∀z ∈ [0.1, 0.9])(∃x2 ∈ [−1, 1])(f(x) = z)
De la même manière, en remarquant que ([0.9, 2],∀) ⊆ g∗∗(x˙), la proposition quantiﬁée
suivante est vrai :(∀x1 ∈ [−1, 1])(∃z ∈ [0.9, 2])(∃x2 ∈ [−1, 1])(f(x) = z)
Les propriétés suivantes sont démontrées dans SIGLA/X[37] :
 f∗(x˙) ⊆ f∗∗(x˙)
 x˙ ⊆ y˙ =⇒ f∗(x˙) ⊆ f∗(y˙)
 x˙ ⊆ y˙ =⇒ f∗∗(x˙) ⊆ f∗∗(y˙)
Une fonction f vériﬁant f∗(x˙) = f∗∗(x˙) est dite "JM-commutable" pour x˙ (cette ex-
pression viens de "J(oin)M(eet)" car l'égalité f∗(x˙) = f∗∗(x˙) s'obtient en commutant
les opérations d'intersection et de réunion dans les expressions respectives des fonctions
sémantiques).
4.2.3 Les ∗ et ∗∗ extensions rationnelles
Étant donné une expression f pour une fonction f , les extensions rationnelles de f sont
obtenues en remplaçant les opérations réelles dans f par les fonctions ∗ ou ∗∗ sémantiques
correspondantes. Ainsi, deux extensions rationnelles sont déﬁnies : fR∗ et fR∗∗.
Exemple II.31 (SIGLA/X[37], Ex II.6.1). Soit la fonction
f(x) = x1x2 + g(x1, x2) avec g(x1, x2) = (x1 + x2)2.
Alors,
 fR∗(x˙) = x˙1 ×∗ x˙2 +∗ g∗(x˙1, x˙2) ;
 fR∗∗(x˙) = x˙1 ×∗∗ x˙2 +∗ g∗∗(x˙1, x˙2).
Remarque. Des arrondis extérieurs et intérieurs des extensions rationnelles sont déﬁ-
nis dans SIGLA/X[37]. Ces arrondis sont compatibles avec les interprétations enrichies
oﬀertes par les extensions aux intervalles modaux. Néanmoins, ils ne sont pas présentés
en détail ici car une procédure d'arrondi similaire est présentée dans la section 12.5 de
la partie IV (page 142) dans le contexte de la reformulation de la théorie des intervalles
modaux. De manière générale, les arrondis de la théorie des intervalles modaux vériﬁent
z˙ ⊆ Out(z˙) et Inn(z˙) ⊆ z˙.
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En général fR∗(x˙) 6= fR∗∗(x˙). Les deux théorèmes suivants présentent les situa-
tions dans lesquelles les extensions rationnelles sont interprétables. Le théorème suivant
s'appelle "∗ interpretability of modal rational functions".
Théorème II.5 (SIGLA/X[37], Thm II.6.1). Soit la fonction continue f : Rn −→
R déﬁnie par une composition de fonctions continues et x˙ ∈ I∗(Rn). Si d'une part
Out(fR∗(x˙)) est déﬁnie et d'autre part si chaque composante universelle de x˙ a une
unique incidence dans l'expression de f , alors f∗(x˙) ⊆ Out(fR∗(x˙)), et ainsi le théorème
sémantique pour f∗ s'applique.
Remarque. Il faut faire attention que les composantes universelles de x˙ correspondent
aux variables qui sont quantiﬁées existentiellement dans la proposition quantiﬁée qui cor-
respond à l'interprétation oﬀerte par le théorème sémantique pour f∗.
Exemple II.32. Soit f(x) = x1(x2 − x1) et x˙1 = ([2, 4],∀) et x˙2 = ([1, 2],∃). Alors
fR(x˙) = x˙1 ×∗ (x˙2 −∗ x˙1)
n'est pas interprétable grâce au théorème sémantique II.3 car x˙1 est universel et a deux
occurrences dans l'expression de f . Il faudra utiliser le théorème II.7 pour obtenir un
intervalle modal interprétable, cf. Exemple II.36.
Exemple II.33. Soit f(x) = x1(x2 − x1) et x˙1 = ([2, 4],∃) et x˙2 = ([1, 2],∀). Cette fois,
fR∗(x˙) = x˙1 ×∗ (x˙2 −∗ x˙1) = ([−8,−2],∃)
est interprétable grâce au théorème sémantique II.3 : l'intervalle universel x˙2 a une unique
occurrence dans l'expression de f et le théorème II.5 s'applique montrant que f∗(x˙) ⊆
fR∗(x˙). Ainsi le théorème sémantique II.3 s'applique et la proposition quantiﬁée suivante
est vraie : (∀x1 ∈ [2, 4])(∃z ∈ [−8,−2])(∃x2 ∈ [1, 2])(f(x) = z)
Le théorème suivant s'appelle "∗∗-interpretability of modal rational functions" et est
similaire au précédent, mais s'applique à fR∗∗.
Théorème II.6 (SIGLA/X[37], Thm II.6.2). Soit la fonction continue f : Rn −→
R déﬁnie par une composition de fonctions continues et x˙ ∈ I∗(Rn). Si d'une part
Out(fR∗(x˙)) est déﬁnie et d'autre part si chaque composante existentielle de x˙ a une
unique incidence dans l'expression de f , alors Inn(fR∗∗(x˙)) ⊆ f∗∗(x˙), et ainsi le théo-
rème sémantique pour f∗∗ s'applique.
Remarque. Cette fois, les composantes existentielles de x˙ correspondent aux variables
quantiﬁées existentiellement dans l'interprétation oﬀerte par le théorème sémantique pour
f∗∗. Ainsi, dans les deux théorèmes précédents, ce sont les multi-occurrences
des variables quantiﬁées existentiellement dans l'interprétation qui empêchent
l'interprétation des extensions rationnelles.
Exemple II.34. Soit f(x) = x1(x2−x1) et x˙1 = ([2, 4],∀) et x˙2 = ([1, 2],∃) ce qui donne
fR∗∗(x˙) = x˙1 ×∗∗ (x˙2 −∗∗ x˙1) = ([−8,−2],∀)
L'intervalle existentiel x˙2 a une unique occurrence dans l'expression de f et le théorème
II.6 s'applique montrant que fR∗∗(x˙) ⊆ f∗∗(x˙). Ainsi le théorème sémantique II.4 s'ap-
plique et la proposition quantiﬁée suivante est vraie :(∀x1 ∈ [2, 4])(∃z ∈ [−8,−2])(∃x2 ∈ [1, 2])(f(x) = z)
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Remarque. Avec des calculs diﬀérents et l'utilisation de théorèmes diﬀérents, les deux
exemples II.33 et II.34 valident ﬁnalement la même proposition quantiﬁée.
Exemple II.35. Soit f(x) = x1(x2 − x1) et x˙1 = ([2, 4],∃) et x˙2 = ([1, 2],∀). Cette fois,
fR(x˙) n'est pas interprétable grâce au théorème sémantique II.4 car x˙1 est existentiel et
a deux occurrences dans l'expression de f . Il faudra utiliser le théorème II.8 pour obtenir
un intervalle modal interprétable, cf. Exemple II.37.
4.2.4 L'extension rationnelle
En général, une fonction f est donnée par une expression utilisant les opérations
+, −, × et / et des fonctions élémentaires à une variable. Toutes ces fonctions étant
"JM-commutables", les deux extensions rationnelles fR∗ et fR∗∗ coïncident. Ainsi, ces
fonctions sémantiques peuvent être notées sans référence au type d'extension, i.e. ◦ :=
◦∗ = ◦∗∗. Alors, l'extension rationnelle fR est déﬁnie par
fR(x˙) = fR∗(x˙) = fR∗∗(x˙)
Ainsi, si toutes les variables ont une unique occurrence dans l'expression de f , les deux
théorèmes II.5 et II.6 s'appliquent et les deux inclusions suivantes sont vériﬁées :
f∗(x˙) ⊆ fR(x˙) ⊆ f∗∗(x˙)
Si de plus f est "JM-commutable" pour x˙ (ce qui n'est pas nécessairement vrai même si f
est composée de fonctions "JM-commutable", voir par l'exemple II.6.3 de SIGLA/X[37])
alors
f∗(x˙) = fR(x˙) = f∗∗(x˙) (4.3)
Dans les cas non traités par les théorèmes II.5 et II.6 (par exemple les exemples II.32 et
II.35) les deux théorèmes suivants permettent de modiﬁer le calcul de fR pour le rendre
interprétable.
Théorème II.7 (SIGLA/X[37], Thm II.6.7). Soit la fonction continue f : Rn −→ R
déﬁnie par une composition de fonctions continues et x˙ ∈ I∗(Rn). fR(x˙T ∗) est obtenu en
modiﬁant le calcul de fR(x˙) de la manière suivante : pour chaque composante universelle
de x˙, toutes les occurrences sauf une sont dualisées. Alors f∗(x˙) ⊆ fR(x˙T ∗), et ainsi le
théorème sémantique pour f∗ s'applique.
Remarque. La preuve de ce théorème proposée dans SIGLA/X[37] est fausse (Goldsztejn[3])
et les auteurs de la théorie des intervalles modaux ont conﬁrmé que la preuve proposée
dans SIGLA/X[37] devait être corrigée. A ce jour, aucune preuve alternative n'a été pu-
bliée.
L'exemple suivant reprend l'exemple II.32 qui ne pouvait pas être interprété directe-
ment par le théorème II.5.
Exemple II.36. Soit f(x) = x1(x2−x1) et x˙1 = ([2, 4],∀) et x˙2 = ([1, 2],∃). L'intervalle
universel x˙1 a deux occurrences dans l'expression de f et le théorème II.7 doit être utilisé
à la place du théorème II.5. fR∗(x˙T ∗) peut être calculée de deux manières (en fonction
de l'occurrence de x˙1 qui est dualisée) :
 fR(x˙T ∗) = (Dual x˙1)(x˙2 − x˙1) = −4 ;
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 fR(x˙T ∗) = x˙1(x˙2 −Dual(x˙1)) = ([−6, 0],∃).
Dans les deux cas, le théorème II.7 montre que f∗(x˙) ⊆ fR(x˙T ∗) et ainsi que les deux
propositions quantiﬁées suivantes sont vraies :(∀x2 ∈ [1, 2])(∃x1 ∈ [2, 4])(f(x) = −4)(∀x2 ∈ [1, 2])(∃z ∈ [−6, 0])(∃x1 ∈ [2, 4])(f(x) = z)
La première apporte plus d'informations et peut ainsi être considérée comme meilleure.
Le théorème suivant correspond au théorème précédent mais appliqué à f∗∗.
Théorème II.8 (SIGLA/X[37], Thm II.6.8). Soit la fonction continue f : Rn −→ R
déﬁnie par une composition de fonctions continues et x˙ ∈ I∗(Rn). fR(x˙T ∗∗) est obtenu en
modiﬁant le calcul de fR(x˙) de la manière suivante : pour chaque composante existentielle
de x˙, toutes les occurrences sauf une sont dualisées. Alors fR(x˙T ∗∗) ⊆ f∗∗(x˙), et ainsi
le théorème sémantique pour f∗∗ s'applique.
Remarque. La preuve de ce théorème se base sur la preuve du précédent et demande
donc d'être aussi corrigée.
L'exemple suivant reprend l'exemple II.35 qui ne pouvait pas être interprété directe-
ment par le théorème II.6.
Exemple II.37. Soit f(x) = x1(x2−x1) et x˙1 = ([2, 4],∃) et x˙2 = ([1, 2],∀). L'intervalle
existentiel x˙1 a deux occurrences dans l'expression de f et le théorème II.8 doit être utilisé
à la place du théorème II.6. fR∗(x˙T ∗∗) peut être calculé de deux manières :
 fR(x˙T ∗∗) = (Dual x˙1)(x˙2 − x˙1) = −4 ;
 fR(x˙T ∗∗) = x˙1(x˙2 −Dual(x˙1)) = ([−6, 0],∀).
Dans les deux cas, le théorème II.7 montre que fR(x˙T ∗∗) ⊆ f∗∗(x˙) et ainsi que les deux
propositions quantiﬁées suivantes sont vraie :(∀x2 ∈ [1, 2])(∃x1 ∈ [2, 4])(f(x) = −4)(∀x2 ∈ [1, 2])(∃z ∈ [−6, 0])(∃x1 ∈ [2, 4])(f(x) = z)
La première apporte plus d'informations et peut ainsi être considérée comme meilleure.
Remarque. Encore une fois, avec des calculs diﬀérents et l'utilisation de théorèmes dif-
férents, les deux exemples II.36 et II.37 valident ﬁnalement les mêmes propositions quan-
tiﬁées.
4.2.5 "Coercion to optimility"
La déﬁnition de l'optimalité est diﬀérente de celle adoptée pour les intervalles clas-
siques.
Déﬁnition II.11 (SIGLA/X[37], Def III.2.1). Une expression d'intervalles modaux
fR est optimale si pour tout x˙ ∈ I∗(Rn) pour lequel fR(x˙) est déﬁnie, les conditions
suivantes sont vériﬁées :
1. f∗(x˙) = f∗∗(x˙)
2. fR(x˙) = f∗(x˙)
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Remarque. Si la seconde condition est intuitive, la première l'est moins. La justiﬁcation
de cette déﬁnition de l'optimalité n'est pas donnée dans la théorie des intervalles modaux
et nous n'avons pas trouver d'explication. Nous proposerons une déﬁnition de l'optimalité
qui sera plus intuitive et plus représentative de la qualité d'une extension.
Avec cette déﬁnition de l'optimalité, f∗ = f∗∗ est l'extension optimale des fonction
f ∈ {+,−,×, /} ainsi que de toute fonction à une variable. Dans le cas des extensions
aux intervalles classiques, il suﬃt qu'une expression contienne une unique occurrence de
chaque variable pour que l'extension naturelle correspondante soit optimale. Une condi-
tion supplémentaire sur la structure de l'expression de la fonction doit être ajoutée pour
obtenir l'optimalité dans le contexte des intervalles modaux : la "tree-optimality" (voir
SIGLA/X[37][38]). Ainsi, si une expression est "tree-optimal" et contient une unique oc-
currence de chaque variable alors fR(x˙) est optimale. Finalement, l'étude de la monotonie
de la fonction considérée permet d'améliorer le calcul de fR(x˙) grâce aux théorèmes "∗-
partially optimal coercion", "∗∗-partially optimal coercion" (et d'autre théorèmes, voir
SIGLA/X[37][38] pour les énoncés de ces théorèmes). L'exemple suivant reprend l'exemple
II.36 en améliorant le résultat obtenu par l'utilisation du théorème de "∗-partially optimal
coercion".
Exemple II.38. Soit f(x) = x1(x2−x1) et x˙1 = ([2, 4],∀) et x˙2 = ([1, 2],∃). La fonction
f est totalement monotone par rapport à x1, i.e. elle est décroissante quelque soit la valeur
de x2 ∈ [1, 2]. Ainsi le calcul suivant
fR∗(x˙DT ∗) = x˙1(x˙2 − x˙1) = ([−8,−2],∀)
est interprétable, i.e. le théorème "∗-partially optimal coercion" montre que f∗(x˙) ⊆
fR∗(x˙DT ∗). Finalement la proposition suivante est validée par le théorème sémantique
pour f∗ : (∀x2 ∈ [1, 2])(∀z ∈ [−8,−2])(∃x1 ∈ [2, 4])(f(x) = z).
Cette proposition quantiﬁée est meilleur que celle obtenue dans l'exemple II.36. Un calcul
direct de f∗(x˙) montre que, dans ce cas, f∗(x˙) = fR∗(x˙DT ∗).
4.2.6 Fonctions à valeur vectorielle
Dans le cas des fonctions continues f : Rm −→ Rn, il n'y a pas de déﬁnition d'exten-
sion sémantique de f aux intervalles modaux. Mais les extensions des composantes fi de
f permettent de valider des propositions quantiﬁées en relation avec le prédicat f(x) = z.
En particulier, le théorème suivant, appelé "interpretability of n-dimensional computa-
tions", étend le théorème "coercion to ∗-interpretability" aux fonctions vectorielles.
Remarque. L'énoncé du prochain théorème est présenté en anglais et en utilisant les no-
tations proposées dans SIGLA/X[37]. Sa formulation proposée dans SIGLA/X[37] manque
de précision et sa traduction risquerait de changer le sens de l'énoncer du théorème.
Théorème II.9 (SIGLA/X[37], Thm II.7.1). Let X ∈ I∗(Rm) and f : Rm −→ Rn
deﬁned by f(x) := (f1(x), . . . , fn(x)) continuous in X ′. Let (f1R(A1), . . . , fnR(An) ⊆
(B1, . . . , Bn) be a system of interpretable outer-rounded computations of (f∗1 (X1), . . . , f∗n(Xn))
where (X1, . . . , Xn) are deﬁned from X so to have the same proper components of X, and
with each improper component of X transformed into its dual in each Xj excepting only
one. In this case,
U(xP , X ′P )Q
∗(z,B)E(xI , X ′I), z = f(xP , xI)
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with X = (XP , XI) and Q∗(z,B) being the sequence of the preﬁxes Q(z1, B1), . . . , Q(zn, Bn)
with the ones corresponding to the universal delimiters heading the sequence.
Remarque. L'intervalle classique X ′, déﬁni à partir de l'intervalle modal X, est Set(X).
Les notations U(x,X ′), E(x,X ′) et Q(x,X) correspondent respectivement à ∀x ∈ X ′,
∃x ∈ X ′ et Q(z˙)Xx ∈ X ′.
Un théorème similaire est obtenu en utilisant f∗∗ au lieu de f∗. L'exemple suivant est
repris de SIGLA/X[37].
Exemple II.39 (SIGLA/X[37], Ex II.7.1). Soient f(x) = (x1+ x2+ x3, x1x2− x1)T
et x˙1 = ([1, 6],∀), x˙2 = ([2, 6],∀) et x˙3 = ([−3, 2],∃). Alors, les calculs suivants sont
eﬀectués :
f1R(a˙1) = Dual(x˙1) + x˙2 + x˙3 = ([4, 10],∃)
f2R(a˙2) = x˙1 ×Dual(x˙2)− x˙3 = ([5, 6],∀).
Ainsi, le premier calcul valide la proposition quantiﬁée(∀x3 ∈ [−3, 2])(∀x1 ∈ [1, 6])(∃z1 ∈ [4, 10])(∃x2 ∈ [2, 6])(f1(x) = z1)
et le deuxième calcul la proposition quantiﬁée(∀x3 ∈ [−3, 2])(∀x2 ∈ [2, 6])(∀z2 ∈ [5, 6])(∃x1 ∈ [1, 6])(f2(x) = z2).
Le théorème précédent valide ﬁnalement la proposition quantiﬁée(∀x3 ∈ [−3, 2])(∀z2 ∈ [5, 6])(∃z1 ∈ [4, 10])(∃x1 ∈ [1, 6])(∃x2 ∈ [2, 6])(f(x) = z).
4.3 Lien entre les intervalles modaux et intervalles généra-
lisés
Les intervalles modaux sont isomorphes avec les intervalles généralisés. Cet isomor-
phisme occupe une place importante dans la théorie des intervalles modaux où les inter-
valles généralisés sont introduits comme une notation pour les intervalles modaux (appelée
"canonical notation" dans SIGLA/X[37]) :
[a, b] :=
{
([a, b],∃) si a ≤ b
([b, a],∀) si a ≥ b
Cet isomorphisme est compatible avec l'inclusion des deux ensembles. D'une part, cela
donne une interprétation à l'inclusion des intervalles généralisés : par exemple, [1,−1] ⊆
[0, 2] peut être interprété par [−1, 1]⋂[0, 2] 6= ∅. D'autre part, cela permet de calculer
aisément les opérations d'intersection et de réunion d'intervalles modaux. Par exemple,
les expressions respectives des fonctions sémantiques donnent
f∗(x) =
∨
xP∈xP
∧
xI∈(proxI)
f(x)
= [ min
xP∈xP
max
xI∈(proxI)
f(x) , max
xP∈xP
min
xI∈(proxI)
f(x)]
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et
f∗∗(x) =
∧
xI∈(proxI)
∨
xP∈xP
f(x)
= [ max
xI∈(proxI)
min
xP∈xP
f(x) , min
xI∈(proxI)
max
xP∈xP
f(x)].
Il est remarquable qu'aucune des deux fonctions sémantiques modales ne coïncident en
général avec les extensions introduites par Kaucher, sauf dans le cas des fonctions réelles
à une variable où une seule opération (intersection ou réunion) est eﬀectuée. Dans le
cas des fonctions à plusieurs variables, les opérations intersections et réunions sont en
général eﬀectuées sur les mêmes variables mais calculées dans un ordre diﬀérent. Dans
le cas particulier des fonctions à deux variables, les égalités suivantes sont vériﬁées par
déﬁnitions des diﬀérentes extensions mises en jeux :
 si x,y ∈ IR ou x,y ∈ IR alors f∗(x,y) = f∗∗(x,y) = fK(x,y) ;
 si x ∈ IR et y ∈ IR alors f∗(x,y) = fK(x,y) ;
 si x ∈ IR et y ∈ IR alors f∗∗(x,y) = fK(x,y).
Ainsi, dans le cas des fonctions à deux variables, lorsque f∗ = f∗∗, i.e. lorsque f est
"JM-commutable", alors f∗(x,y) = f∗∗(x,y) = fK(x,y) quelque soient x,y ∈ KR.
L'arithmétique de Kaucher et l'arithmétique modale coïncident donc. Comme dans le cas
de l'inclusion, cette coïncidence permet d'une part de donner une interprétation à l'arith-
métique de Kaucher et d'autre part de donner une formulation utile pour l'arithmétique
des intervalles modaux.
4.4 Conclusion
La théorie des intervalle modaux présente plusieurs contributions importantes : d'une
part, elle a enrichi les interprétations oﬀertes par les extensions aux intervalles classiques
tout en montrant qu'une extension naturelle modiﬁée (l'extension rationnelle aux inter-
valles modaux) peut être utilisée avec ces interprétations enrichies. D'autre part, une
procédure d'arrondi simple et eﬃcace permet de conserver le caractère garanti des cal-
culs eﬀectués, sur le modèle de la théorie des intervalles classiques. Si des applications
prometteuses de ces interprétations enrichies ont été mises en valeur, il reste du travail a
eﬀectuer avant de les appliquer à des situations réalistes, cf. Herrero[69] où les intervalles
modaux sont appliqués à la résolution d'un problème pratique, mais seulement après sim-
pliﬁcation de ce problème. De nouveaux développements doivent être faits pour avancer
dans cette direction. Pour cela, nous proposons dans la Partie IV une nouvelle formula-
tion de la théorie des intervalles modaux, qui tout en conservant les aspects positifs de la
théorie, la simpliﬁe et permet donc d'introduire de nouveaux concepts plus aisément. En
particulier, une extension de la valeur moyenne aux intervalles généralisée sera proposée.
Chapitre 5
Systèmes d'intervalles
De nombreuses situations réelles peuvent être modéliser par une fonction f(a, x) = b
où a sont les paramètres du système, x les variables et b les sorties. Associer des intervalles
aux paramètres et aux sorties permet de modéliser des incertitudes, eg. incertitudes de
mesure ou valeurs admissibles des commandes du système. Ainsi, un système d'intervalles
est déﬁni dans Shary[96] par les données suivantes :
 une fonction f : Rp×Rn −→ Rm. Dans l'expression f(a, x) = b, x sont les variables,
a les paramètres et b les sorties du système ;
 un vecteur d'intervalles a ∈ IRp dans lequel les paramètres a sont contraints à être ;
 un vecteur d'intervalles b ∈ IRm dans lequel les sorties b sont contraintes à être.
La fonction f sera considérée continue. De plus, le domaine de déﬁnition de f peut être un
sous-ensemble de Rp×Rn mais les fonctions considérées seront déﬁnies dans Rp×Rn, ce
qui simpliﬁera l'exposé. Dans le cas des systèmes linéaires, les paramètres seront présen-
tés sous la forme d'une matrice A = (aij) ∈ Rm×n et les intervalles liés à ces paramètres
sous la forme d'une matrice d'intervalles A = (aij) ∈ IRm×n. Ce chapitre présente les
diﬀérents ensembles de solutions déﬁnis pour les systèmes d'intervalles et les techniques
d'approximation de ces ensembles de solutions.
L'utilisation des intervalles classiques pour l'étude de ces systèmes d'intervalles est
tout d'abord présentée. Ensuite, nous verrons que les intervalles généralisés et les in-
tervalles modaux permettent de prendre en compte des quantiﬁcations plus riches des
paramètres et sorties du système d'intervalle.
5.1 "United Solution set"
5.1.1 Déﬁnition
Le "united solution set" d'un système d'intervalle est l'ensemble des solutions du
système pour une valeur quelconque des paramètres a et des sorties b dans leurs intervalles
respectifs. Il est déﬁni formellement de la manière suivante :
Déﬁnition II.12. Soit un système d'intervalle déﬁni par f , a et b. Son "united solution
set" est noté Σ(f,a,b) et est déﬁni par
Σ(f,a,b) = {x ∈ Rn|(∃a ∈ a)(∃b ∈ b)(f(a, x) = b)}.
Lorsque des systèmes linéaires sont considérés, la notation suivante sera utilisée :
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Notation. Soient A ∈ IRn×m et b ∈ IRm, le "united solution set" correspondant est
noté
Σ(A,b) = {x ∈ Rn | (∃A ∈ A)(∃b ∈ b)(Ax = b)}
Les techniques dédiées à l'approximation extérieure des "united solution sets" sont
maintenant présentées. L'approximation intérieure des "united solution sets" n'est géné-
ralement pas considérée dans le cadre de la théorie des intervalles classiques.
5.1.2 Approximation extérieure des système d'intervalles linéaires
Parmi d'autres, nous présentons maintenant deux opérateurs qui permettent de ré-
duire une approximation extérieure initiale d'un "united-solution set" linéaire lorsque
m = n. Ainsi, partant d'une approximation initiale x(0) du "united solution set", une
suite d'approximations extérieures x(k) peut-être construite en appliquant itérativement
les opérateurs présentés. L'itération peut être arrêtée lorsque l'amélioration entre deux
itérations est insuﬃsante.
Un système d'intervalles linéaire peut être préconditionné de la manière suivante :
soit C ∈ Rn×n une matrice régulière, alors l'inclusion suivante est vériﬁée :
Σ(A,b) ⊆ Σ(CA, Cb)
Ainsi, une approximation extérieure du "united-solution set" préconditionné Σ(CA, Cb)
sera une approximation extérieure du "united solution set" original Σ(A,b). Une ma-
trice de préconditionnement fréquemment utilisée est l'inverse du milieu de la matrice
d'intervalles A, i.e. C = (midA)−1. En général, un préconditionnement eﬃcace améliore
le comportement des méthodes de résolution utilisées (voir par exemple Neumaier[8],
Kearfott[81] et Hansen[18]).
Opérateur de Krawczyk pour systèmes linéaires
L'opérateur de Krawczyk pour systèmes d'intervalles linéaires est déﬁni de la manière
suivante :
K l(A,b,x) =
(
b− (A− I)x)⋂x
Dans sa version préconditionnée, il devient K l(CA, Cb,x). L'opérateur de Krawczyk
pour système d'intervalles linéaire vériﬁe
Σ(A,b) ⊆ x =⇒ Σ(A,b) ⊆ K l(A,b,x)
De nombreuses propriétés supplémentaires (eg. vitesse de convergence, qualité de la limite
du procédé itératif) de cet opérateur sont décrites dans Neumaier[8].
Opérateur de Gauss-Seidel
L'opérateur de Gauss-Seidel dans sa version actuelle fut proposé dans Hansen[19].
Il donne toujours de meilleurs résultats que l'opérateur de Krawczyk et il lui sera donc
préféré. L'opérateur de Gauss-Seidel est d'abord déﬁni dans le cas n = 1 : soit a = [a,a] ∈
IR et b = [b,b] ∈ IR. Le "united solution set" correspondant est
Σ(a,b) =
{
x ∈ R | (∃a ∈ a)(∃b ∈ b)(ax = b)}
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Alors, l'opérateur de Gauss-Seidel est déﬁni de la manière suivante :
Γ(a,b,x) = 2
(
Σ(a,b)
⋂
x
) (5.1)
L'expression suivante pour l'opérateur peut-être trouvée dans Neumaier[8] :
Γ(a,b,x) =

b/a
⋂
x si 0 /∈ a
2(x\]b/a,b/a[) si b > 0 ∧ 0 ∈ a
2(x\]b/a,b/a[) si b < 0 ∧ 0 ∈ a
x si 0 ∈ a ∧ 0 ∈ b
L'opérateur de Gauss-Seidel est alors déﬁni de la manière suivante dans le cas général
n > 1 :
Γ(A,b,x) = y avec yi = Γ(Aii , bi −
∑
k 6=i
Aikxk , xi)
Remarque. L'opérateur de Gauss-Seidel est généralement déﬁni avec une optimisation
des calculs eﬀectués : en eﬀet, lorsque l'on calcule yi, les calculs de yj avec j < i ont déjà
été eﬀectués et ils peuvent être utilisés à la place des xj, ce qui accélère la convergence de
la suite x(k+1) = Γ(A,b,x(k)) sans aucun désavantage.
L'opérateur de Gauss-Seidel pour système d'intervalles linéaire vériﬁe
Σ(A,b)
⋂
x ⊆ Γ(A,b,x)
De nombreuses propriétés supplémentaires (eg. vitesse de convergence, qualité de la limite
du procédé itératif, comparaison avec l'opérateur de Krawczyk) de cet opérateur sont
décrites dans Neumaier[8].
Opérateur de Gauss-Seidel simpliﬁé
C'est l'opérateur simpliﬁé de Gauss-Seidel qui fut proposé avant sa version actuelle
dans Ris[29]. Cette version est présentée ici car c'est elle qui sera généralisée à des quanti-
ﬁcations plus riches des paramètres dans la prochaine section. Il est déﬁni en restreignant
la déﬁnition 5.1 au cas où 0 /∈ a : soient A ∈ IRn×n et b ∈ IRn, l'opérateur simpliﬁé
de Gauss-Seidel est noté Γs(A,b,x) et déﬁni si 0 /∈ Aii pour tout i ∈ [1..n]. Il peut être
exprimé en utilisant la notation matricielle suivante :
Γs(A,b,x) = D
(
b− (L+U)x)⋂x,
où D = diag(1/A11, . . . , 1/Ann) et L et U sont respectivement la partie inférieure hors
diagonale (Lij = Aij si j < i et Lij = 0 sinon) et la partie supérieure hors diagonale
(Uij = Aij si j > i et Uij = 0 sinon) de la matrice A.
5.1.3 Système d'intervalles non linéaires
Les opérateurs déﬁnis dans la sous-section précédentes sont généralisés pour des "uni-
ted solution sets" non linéaires dans le cas particulier où a = a ∈ Rp est un intervalle
dégénéré, i.e. il n'y a pas d'incertitude sur les paramètres, et b = 0. C'est à dire lorsque
Σ(f,a,b) est l'ensemble des solutions de l'équation f(a, x) = 0. Dans ce cas, l'équation
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f(a, x) = 0 est notée f(x) = 0 en abandonnant la référence aux paramètres et Σ(f,a,b)
est noté
Σ(f, 0) = {x ∈ Rn | f(x) = 0} .
L'équation f(x) = 0 est étudiée dans le cas particulier m = n, c'est à dire lorsqu'il y a
autant d'équations que de variables. L'approximation de Σ(f, 0) est faite localement, c'est
à dire que Σ(f, 0)⋂x est considéré, où x ∈ IRn est un intervalle donné. Les opérateurs
suivants permettent de borner Σ(f, 0)⋂x, et ainsi de réduire l'intervalle x sans perdre de
solutions de l'équation f(x) = 0. De plus, ils permettent aussi de prouver l'existence d'une
solution dans la boite considérée. Seules les déﬁnitions et interprétations des opérateurs
sont décrites dans les sous-sections suivantes. De nombreuses propriétés complémentaires
(eg. vitesse de convergence, qualité de la limite du procédé itératif, comparaisons entre
les diﬀérents opérateurs) sont décrites dans Neumaier[8].
L'opérateur de Newton par intervalle
Le "united solution set" Σ(f, 0) est localement linéarisé dans x en utilisant le théorème
de la valeur moyenne : étant donné x˜ ∈ x,
Σ(f, 0)
⋂
x ⊆ {x ∈ Rn|(∃A ∈ A)(f(x˜) +A(x− x˜) = 0)},
où A est une matrice d'intervalles qui vériﬁe A ⊇ {f ′(x)|x ∈ x}. Le changement de
variable y = x− x˜ est alors eﬀectué pour obtenir l'inclusion équivalente suivante :
Σ(f, 0)
⋂
x ⊆ {y + x˜ ∈ Rn|(∃A ∈ A)(Ay = −f(x˜))}.
Ainsi, si y est une approximation extérieure du "united solution set" linéaire
Σ(A,−f(x˜)) (5.2)
alors y+ x˜ est une approximation extérieure de Σ(f, 0)⋂x. Un opérateur de Newton par
intervalle est alors déﬁni de la manière suivante :
N(f,x, x˜) = x˜+ y avec y ⊇ Σ(A,−f(x˜)) et A ⊇ {f ′(x) | x ∈ x}
Les opérateurs de Newton vériﬁent donc
Σ(f, 0)
⋂
x ⊆ N(f,x, x˜)
L'opérateur de Newton est généralement couplé avec un processus de préconditionne-
ment : l'équation (5.2) est alors remplacé par Σ(CA,−Cf(x˜)) où C ∈ Rn×n est régulière.
Les deux opérateurs suivants sont des cas particuliers de l'opérateur de Newton.
Opérateur de Krawczyk pour systèmes non-linéaires
L'opérateur de Krawczyk pour systèmes non-linéaires, noté K(f,x, x˜), a été introduit
dans Krawczyk[72]. Il est obtenu en utilisant l'opérateur de Krawczyk dédié aux systèmes
linéaires pour construire une approximation extérieure du "united solution set" linéaire
(5.2). Pour cela, il est nécessaire d'avoir un intervalle initial pour l'approximation de (5.2).
Un tel intervalle est disponible car seul Σ(f, 0)⋂x est approximé. Ainsi l'intervalle x− x˜
peut-être utilisé :
K(f,x, x˜) = x˜+K l(CA,−Cf(x˜),x− x˜).
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L'expression explicite de l'opérateur de Krawczyk est
K(f,x, x˜) = x˜+
(−Cf(x˜)− (CA− I)(x− x˜))⋂(x− x˜)
=
(
x˜− Cf(x˜)− (CA− I)(x− x˜))⋂x.
Remarque. Une autre expression est proposée dans Bliek[13] :
K(f,x, x˜) = x˜−K l(CA, Cf(x˜),x− x˜).
Ces deux expressions coïncident lorsque x˜ = midx. L'expression originale proposée dans
Krawczyk[72] est l'expression explicite donnée ci-dessus.
Opérateur de Hansen-Sengupta
L'opérateur de Hansen-Sengupta a été proposé dans Hansen[19]. Il est noté H(f,x, x˜)
et est obtenu en utilisant l'opérateur de Gauss-Seidel pour construire une approximation
extérieure du "united solution set" (5.2). Encore une fois, l'intervalle x − x˜ est utilisé
comme intervalle initial :
H(f,x, x˜) = x˜+ Γ(CA,−Cf(x˜),x− x˜),
Preuve d'existence de solution d'un système d'équation
L'opérateur de Newton, en plus de permettre de borner les solutions de l'équation
f(x) = 0, peut aussi permettre de prouver l'existence de solution pour cette équation :
N(f,x, x˜) ⊆ intx =⇒ (∃x ∈ x)(f(x) = 0)
De plus, l'inclusion N(f,x, x˜) ⊆ intx prouve aussi qu'il existe une unique solution dans la
boite x. Ceci s'applique donc en particuliers aux opérateurs de Krawczyk et de Hansen-
Sengupta. La preuve d'existence de solution nécessite généralement un préconditionné
avec C ≈ (midA)−1.
Les ensembles de solutions présentés jusqu'à présent ne sont déﬁnis qu'en utilisant des
quantiﬁcateurs existentiels. Cependant, les applications rencontrées peuvent nécessiter
une modélisation plus ﬁne par diﬀérents quantiﬁcateurs, eg. un intervalle peut représenter
une incertitude de mesure ou un domaine de valeurs admissibles pour une commande. Ces
deux types d'intervalles nécessitent alors des quantiﬁcations diﬀérentes. Les "AE-solution
sets" sont maintenant introduits pour oﬀrir une plus grande liberté de modélisation.
5.2 "AE-Solution set"
Les "AE-solution sets" généralisent les "united solution sets" en donnant plus de li-
berté pour la quantiﬁcation des paramètres (voir Shary[93][96] et Jirstrand[57] pour des
applications de l'approximation des "AE-solution sets"). Dans ce contexte, les intervalles
généralisés remplacent les intervalles classiques : d'une part ils vont permettre de modé-
liser les quantiﬁcateurs associés à une variable grâce à leur qualité propre ou impropre.
D'autre part, ils sont un outil d'analyse important pour l'approximation des "AE-solution
sets".
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Nous avons choisi une convention diﬀérente de celle choisie dans Shary[96] pour l'as-
sociation d'un quantiﬁcateur à la qualité propre/impropre d'un intervalle généralisé, cf.
Déﬁnition II.13. Le choix de cette nouvelle convention semble apporter de nombreux
avantages. Le plus important étant une homogénéisation des notations et des expressions
des algorithmes dédiés aux "united solution set" et aux "AE-solution sets".
5.2.1 Déﬁnition
Les "AE-solution sets" généralisent les "united solution sets" en autorisant une quan-
tiﬁcation arbitraire des paramètres du système, avec la contrainte que les quantiﬁcateurs
universels précèdent toujours les quantiﬁcateurs existentiels (cette contrainte étant la
source de la dénomination A(ll)E(xist) ). Ainsi, nous devons maintenant associer à chaque
paramètre et à chaque sortie un domaine et un quantiﬁcateur (l'ordre d'apparition des
quantiﬁcateurs étant alors ﬁxé à la permutation près des quantiﬁcateurs de même type
entre eux). Les intervalles généralisés sont donc très bien adaptés pour la modélisation
de ces données : la qualité propre/impropre d'un intervalle généralisé est utilisée pour
modéliser le type de quantiﬁcateur associé à une variable et la projection propre de l'in-
tervalle généralisé représente le domaine associé à la variable. La convention "propre ↔
existentiel" et "impropre ↔ universel" est choisie pour généraliser les notations liées aux
"united solution sets". Les "AE-solution sets" sont formellement déﬁnis de la manière
suivante, en généralisant la déﬁnition et la notation associées au "united solution sets" :
Déﬁnition II.13 (Shary[96]). Soit f : Rp×Rn −→ Rm une fonction continue, a ∈ KRp
et b ∈ KRm. Le "AE-solution set" correspondant est alors noté Σ(f,a,b) et est déﬁni
par
Σ(f,a,b) = {x ∈ Rn|(∀aP ∈ aP )(∀bP ′ ∈ bP ′)(∃bI′ ∈ bI′)(∃aI ∈ aI), f(a, x) = b}
où P = P (a), I = I(a), P ′ = P (b) et I ′ = I(b) sont les ensembles d'indices des
composantes propres et impropres des intervalles a et b.
Remarque. Les conventions et notations ont été changées par rapport à celles adoptées
dans Shary[96] : ces deux notations sont liées par la relation
Σ(f,a,b) = Ξ(f,duala,b).
Cette nouvelle convention permet d'homogénéiser les écritures des "united solution sets"
et des "AE-solution sets".
Ainsi, lorsque les intervalles mis en jeux sont propres, Σ(f,a,b) correspond au "united
solution set" du système. Lorqu'un intervalle impropre est utilisé à la place d'un intervalle
propre, le quantiﬁcateur correspondant est inversé. Les cas particuliers suivants sont plus
souvent rencontrés : étant donnés a ∈ IRp et b ∈ IRm,
 "united solution set" : Σ(f,a,b) = {x ∈ Rn|(∃a ∈ a)(∃b ∈ b)(f(a, x) = b)} ;
 "tolerable solution set" : Σ(f,duala,b) = {x ∈ Rn|(∀a ∈ a)(∃b ∈ b)(f(a, x) =
b
)} ;
 "controllable solution set" : Σ(f,a,dualb) = {x ∈ Rn|(∀b ∈ b)(∃a ∈ a)(f(a, x) =
b
)}.
Du fait que les quantiﬁcateurs universels sont plus restrictifs que les quantiﬁcateurs exis-
tentiels, nous avons trivialement quelques soient a ∈ KRp et b ∈ KRm,
Σ(f,a,b) ⊆ Σ(proa,prob)
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Les mêmes notations simpliﬁées introduites dans le cadre des "united solution sets" sont
utilisées pour les "AE-solution sets" linéaires.
Exemple II.40 (Shary[96]). Considérons le système d'intervalles linéaire déﬁni par
A =
(
[2, 4] [−2,−1]
[−1, 2] [2, 4]
)
et b =
(
[−2, 2]
[−2, 2]
)
La ﬁgure 5.1 page 70 (prise de Shary[96]) illustre les ensembles suivants :
 le "united solution set" Σ(A,b) =
{
x ∈ R2 | (∃A ∈ A)(∃b ∈ b)(Ax = b)} est noté
Ξuni sur la ﬁgure 5.1 ;
 le "tolerable solution set" Σ(dualA,b) =
{
x ∈ R2 | (∀A ∈ A)(∃b ∈ b)(Ax = b)}
est noté Ξtol sur la ﬁgure 5.1 ;
 le "controllable solution set" Σ(A,dualb) =
{
x ∈ R2 | (∀b ∈ b)(∃A ∈ A)(Ax = b)}
est noté Ξctr sur la ﬁgure 5.1 et est vide pour cet exemple.
La ﬁgure 5.2 illustre d'autre "AE-solution sets" qui peuvent être obtenus en utilisant A
et b. Les "AE-solution sets" sont notés
ΞQ11 Q12
Q21 Q22
Q1
Q2
 (5.3)
sur la ﬁgure 5.2. Le quantiﬁcateur Qij correspond au paramètre Aij et le quantiﬁcateur
Qk au paramètre bk. Ainsi, le "AE-solution set" (5.3) correspond au "AE-solution set"
Σ(A′,b′) où A′ij est propre si Qij = ∃ et impropre si Qij = ∀ et de même pour b′.
L'approximation des "AE-solution sets" non-linéaires n'est pas encore très développée.
Les deux prochaines sous-sections présentent les méthodes dédiées aux "AE-solution sets"
linéaires. La dernière sous-section présente des méthodes alternatives et décrit leur champ
d'application (qui comprend des cas particuliers d'approximations d'"AE-solution sets"
non-linéaires).
5.2.2 Le théorème fondamental de caractérisation des "AE-solution
sets" linéaires
Le théorème suivant est fondamental pour l'approximation des "AE-solution sets"
linéaires. Il donne une condition nécessaire et suﬃsante pour qu'un vecteur appartienne
à un "AE-solution set".
Théorème II.10 (Shary[96]). Soit A ∈ KRn×n et b ∈ KRn. Alors,
x ∈ Σ(A,b) ⇐⇒ (dualA)x ⊆ b.
Remarque. A cause de la convention diﬀérente adoptée dans cette thèse, le théorème
précédent s'énonce x ∈ Ξ(A,b) ⇐⇒ Ax ⊆ b dans Shary[96] et Goldsztejn[5].
Ce théorème généralise et reformule dans le langage des intervalles généralisés les
conditions connues d'appartenance aux "united solution sets" (voir Neumaier[8]) "tole-
rable solution sets" (voir Neumaier[6]) et "controlable solution sets" (voir Shary[86]). Par
exemple, si A et b sont propres, i.e. Σ(A,b) est un "united solution set", alors
(dualA)x ⊆ b ⇐⇒ (Ax)
⋂
b 6= ∅ ⇐⇒ (∃A ∈ A)(∃b ∈ b)(Ax = b).
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Fig. 5.1  "United solution set", "tolerable solution set" et "controlable solution set" de
l'exemple II.40.
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Fig. 5.2  Autres "AE-solution sets" de l'exemple II.40.
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5.2.3 Une approche formelle pour l'approximation des "AE-solution
sets" linéaires
Une approche formelle pour l'approximation des "AE-solution sets" consiste à propo-
ser des équations auxiliaires d'intervalles dans l'espace des intervalles généralisés et la re-
lation de leurs solutions avec les "AE-solution sets" (Kupriyanova[54], Shary[93, 92, 96]).
Des algorithmes dédiés permettent enﬁn de construire les solutions de ces équations, et
ainsi de construire des approximations intérieures et extérieures des "AE-solution sets".
Équations auxiliaires d'intervalles
Quatre équations auxiliaires d'intervalles sont maintenant présentées avec la relation
entre leurs solutions et les "AE-solution sets" mis en jeux. L'équation auxiliaire d'inter-
valles (5.4) est dédiée à l'approximation intérieure des "AE-solution sets". Une démons-
tration simple de ce théorème est présentée qui met en valeur l'importance du théorème
II.10 (page 69).
Théorème II.11 (Shary[96], Sainz[60]). Soient A ∈ KRn×n et b ∈ KRn. Alors toute
solution propre x ∈ IRn de l'équation
(dualA)x = b (5.4)
est une approximation intérieure de Σ(A,b), i.e. x ⊆ Σ(A,b).
Démonstration (Shary[96]). Soit un intervalle propre x ∈ IRn solution de l'équation (5.4)
et x ∈ x. Alors, par la croissance des opérations de l'arithmétique de Kaucher par rapport
à l'inclusion, nous avons
(dualA)x ⊆ (dualA)x = b,
c'est à dire, x ∈ Σ(A,b) par le théorème II.10.
Remarque. L'équation (5.4) est écrite Ax = b dans Shary[96] et Goldsztejn[5]. L'écri-
ture proposée ici met en valeur le fait que pour construire une approximation intérieure
d'un "united solution set", i.e. lorsque A et b sont propres, il faut considérer une matrice
d'intervalles impropres.
L'équation (5.4) a une unique solution si (proA) est à diagonal strictement dominante
(voir Shary[96], Sainz[60], Markov[90]). Cette condition suﬃsante d'existence et d'unicité
sera aﬃnée dans le chapitre 7.1 de la partie III. Le prochain théorème présente l'équation
auxiliaire d'intervalles (5.5) qui est dédiée à l'approximation extérieure des "AE-solution
sets".
Théorème II.12 (Shary[96]). Soient A ∈ KRn×n et b ∈ KRn. Supposons de plus
que15
ρ(|A− I|) < 1.
Alors, l'équation suivante a une unique solution x ∈ KRn :
x = b− (A− I)x. (5.5)
De plus, si la solution x est propre alors Σ(A,b) ⊆ x ; sinon Σ(A,b) = ∅.
15Le rayon spectral ρ(M) d'une matrice réelle M est le module maximum de ses valeurs propres. Il nesera pas calculé explicitememt dans cette thèse.
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Le théorème précédent correspond au théorème 7.3 de Shary[96]. Son énoncé a été lé-
gèrement modiﬁé. En particulier, les nouvelles conventions proposées dans cette thèse ont
été utilisées : l'équation (5.5) s'écrit x = (I−dualA)x+b dans Shary[96] et Goldsztejn[5].
Ces nouvelles conventions permettent de voir un lien direct entre l'équation (5.5) et
l'opérateur de Krawczyk dédié à l'approximation extérieure des "united solution sets" li-
néaires. Dans le cas spéciﬁque des "united solution sets", i.e. A ∈ IRn×n et b ∈ IRn, des
conditions plus générales sont proposées dans Mayer et Warnke[33] pour l'interprétation
des solutions de l'équation (5.5). L'équation auxiliaire d'intervalles (5.6) est une version
préconditionnée de (5.5). L'inclusion suivante est prouvée dans Shary[96] : étant donné
A ∈ KRn×n, b ∈ KRn et C ∈ Rn×n régulière,
Σ(A,b) ⊆ Σ(CA, Cb).
La matrice de préconditionnement C est appliquée directement à A ∈ KRn×n et b ∈
KRn (ainsi, les quantiﬁcateurs peuvent être diﬀérents entre Σ(A,b) et Σ(CA, Cb)).
Comme le "AE-solution set" préconditionné contient le "AE-solution set" original, une
approximation extérieure du premier est aussi une approximation extérieure du second.
Ainsi, en appliquant le théorème II.12 au "AE-solution set" préconditionné Σ(CA, Cb),
le théorème suivant est obtenu :
Théorème II.13 (Shary[96]). Soient A ∈ KRn×n et b ∈ KRn. Supposons de plus que
ρ(|CA− I|) < 1.
Alors, l'équation suivante a une unique solution x ∈ KRn :
x = Cb− (CA− I)x. (5.6)
De plus, si la solution x est propre alors Σ(A,b) ⊆ x ; sinon Σ(A,b) = ∅.
Remarque. Le théorème précédant correspond au théorème 7.10 de Shary[96]. Son énoncé
a été modiﬁé de manière similaire à l'énoncé du théorème II.12.
Finalement, il est prouvé dans Shary[96] que si (proA) est fortement régulière, la
condition ρ(|(midA)−1A−I|) < 1 est satisfaite, et le théorème II.13 peut-être utilisé avec
C = (midA)−1 pour construire une approximation extérieure de Σ(A,b). Les matrices
fortement régulières étant plus souvent rencontrées en pratique que les matrices vériﬁant
ρ(|A − I|) < 1, ce protocole de préconditionnement élargit de manière signiﬁcative le
champ d'application de cette méthode.
Une quatrième équation auxiliaire d'intervalles dédiée à l'approximation extérieure
est proposée dans Sainz[61] : étant donnés A ∈ KRn×n et b ∈ KRn,∧
i∈[1..n]
(dualAii)xi +
∑
j∈[1..n]
j 6=i
(dualAij)(dualxj) = bi. (5.7)
Il est prouvé dans Sainz[61] qu'une solution de cette équation est une approximation
extérieure de Σ(A,b).
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Résolution des équations auxiliaires d'intervalles
Plusieurs techniques permettent de résoudre les équations présentées précédemment :
1. l'équation auxiliaire d'intervalles est réécrite sous la forme équivalente x = F (x)
en utilisant les relations de l'arithmétique de Kaucher. Ensuite, la suite x(k+1) =
F (x(k)) est construite. Si celle-ci converge, sa limite vériﬁe x = F (x), et vériﬁe donc
l'équation initiale.
2. l'équation auxiliaire d'intervalles de KRn est transformée en une équation de R2n
en explicitant les formules de l'arithmétique de Kaucher par rapport aux bornes
des intervalles. Ensuite, des techniques dédiées aux équations réelles peuvent être
utilisées pour résoudre l'équation de R2n (voir Shary[92][94]).
3. l'équation auxiliaire d'intervalles est transformée en un problème d'optimisation
dont l'optimum est la solution de l'équation (voir Sainz[60]).
Seule la première classe de méthodes est maintenant présentée en détail : les trois théo-
rèmes suivants donnent des conditions suﬃsantes pour la convergence des suites construites
à partir de l'écriture en point ﬁxe des équations auxiliaires d'intervalles. Le théorème sui-
vant permet de résoudre l'équation auxiliaire d'intervalle (5.4).
Théorème II.14 (Sainz[60],Markov[65]). Soient A ∈ KRn×n et b ∈ KRn. Supposons
que (proA) est à diagonale strictement dominante. Alors la suite (x(k))k∈N, déﬁnie par
x(k+1) = D
(
b− (L+U)(dualx(k))),
où D = diag(1/A11, . . . , 1/Ann) et L et U sont respectivement la partie inférieure et
la partie supérieure de la matrice A, convergence vers l'unique solution de l'équation
(dualA)x = b quelque soit x(0) ∈ KRn.
Il arrive souvent de rencontrer des matrices à diagonale non strictement dominante
dans les applications. Ainsi, le théorème précédent ne pourra pas être utilisé en général
dans ces cas. Le procédé de préconditionnement proposé dans la partie III de la thèse
apportera un solution partielle à ce problème. Le théorème suivant permet de résoudre
l'équation auxiliaire d'intervalle (5.6) (et (5.5) lorsque C = I).
Théorème II.15 (Shary[96]). Soient A ∈ KRn×n et C ∈ Rn×n telles que ρ(|I−CA|) <
1 et b ∈ KRn. Alors la suite (x(k))k∈N, déﬁnie par
x(k+1) = Cb− (CA− I)x(k),
converge vers l'unique solution de l'équation x = Cb−(CA−I)x quelque soit x(0) ∈ KRn.
Grâce aux nouvelles notations utilisées dans cette thèse, l'écriture sous forme de point
ﬁxe de l'équation (5.6) peut être rapprochée de l'opérateur de Krawczyk dédié à l'approxi-
mation extérieur des "united solution sets" linéaires. Lorsqu'elle est mise sous forme de
point ﬁxe, l'équation (5.7) devient :∧
i∈[1..n]
xi =
1
Aii
(
bi −
∑
j∈[1..n]
j 6=i
Aijxj
)
. (5.8)
Grâce aux nouvelles notations introduites dans cette thèse, l'équation précédente peut-
être rapprochée de l'opérateur de Gauss-Seidel, et de sa généralisation qui est présentée
dans la prochaine sous-section. Il est démontré dans Sainz[60] que la suite alors obtenue
converge si proA est à diagonale strictement dominante.
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5.2.4 Extension de l'approche classique pour l'approximation extérieure
des "AE-solution sets" linéaires
L'opérateur de Gauss-Seidel, dans sa forme simpliﬁée, a été généralisé dans Shary[95]
pour l'approximation extérieure des "AE-solution sets" linéaires. Soient A ∈ KRn×n,
b ∈ KRn et x ∈ IRn. L'opérateur généralisé de Gauss-Seidel est noté Γs(A,b,x) et déﬁni
si 0 /∈ (proAii) pour tout i ∈ [1..n] par
Γs(A,b,x) = D
(
b− (L+U)x)∧x,
où D = diag(1/A11, . . . , 1/Ann) et L et U sont respectivement la partie inférieure et la
partie supérieure de la matrice A. Grâce aux nouvelles notations introduites dans cette
thèse, l'expression de l'opérateur généralisé de Gauss-Seidel est la même que celle de
l'opérateur classique de Gauss-Seidel (dans sa version simpliﬁée). Les propriétés suivantes
sont prouvées dans Shary[95][96] :
 Γs(A,b,x) ⊆ x ;
 si Γs(A,b,x) ∈ IRn alors Σ(A,b)⋂x ⊆ Γs(A,b,x) ;
 si Γs(A,b,x) /∈ IRn alors Σ(A,b) = ∅.
Remarque. L'équation d'intervalles (5.7) et de l'opérateur généralisé de Gauss-Seidel
ont été découverts indépendamment. Leur rapprochement a été fait dans Goldsztejn[5].
Les conditions d'utilisation de l'opérateur généralisé de Gauss-Seidel sont moins contrai-
gnantes que pour l'équation intervalles (5.7).
5.2.5 Autres méthodes
L'approximation de "AE-solution sets" non-linéaires est d'actualité. Quatre méthodes
sont maintenant présentées qui s'attaquent à ce problème.
L'élimination de quantiﬁcateurs
L'élimination de quantiﬁcateur est une méthode formelle qui permet de transformer un
système quantiﬁé en un système non quantiﬁé équivalent (voir par exemple Davenport[46]
ou Collins[15]). Elle s'applique à des ensembles de solutions plus généraux que les "AE-
solution set", où les quantiﬁcateurs ne sont pas contraints à être ordonnés. Elle peut donc
s'appliquer également aux "AE-solution sets". Par exemple, le AE-solution set
Σ =
{
(x1, x2)T ∈ R2 |
(∀x4 ∈ [−1, 1])(∃x3 ∈ [−3, 3])(∑x2i = 9)}
est transformé, après simpliﬁcation, en
Σ = {(x1, x2)T ∈ R2 | x21 + x22 ≤ 8}.
Cette dernière expression peut alors être traitée au moyen de méthodes numériques clas-
siques si nécessaire. L'élimination de quantiﬁcateurs a deux principaux défauts : pre-
mièrement, elle a une complexité importante qui réduit son champ d'application à des
problèmes très simples. Deuxièmement, elle est restreinte à des contraintes polynomiales.
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"Continuous ﬁrst order constraint satisfaction"
Dans Ratschan[75][83], un algorithme spéciﬁque "branch and prune" a été mis au
point pour approximer les contraintes quantiﬁées mettant en jeux des inégalités. En mo-
délisant une égalité par deux inégalités, cet algorithme permet de construire une ap-
proximation extérieure des "AE-solutions sets" aussi précise que voulue (l'approximation
intérieure des "AE-solution sets" ne peut pas être faite grâce à cette technique). Une com-
paraison avec les méthodes mises au point dans cette thèse sera eﬀectuée (voir Chapitre
18 page 191).
"E-constraints"
Dans Ratschan[77], un algorithme spéciﬁque "branch and prune" permet de d'approxi-
mer intérieurement et extérieurement les ensembles de solutions de la forme suivante :{
x ∈ Rn | (∃y ∈ y)(f(x, y) = 0 ∧ g1(x, y) ≥ 0 ∧ · · · ∧ gk(x, y) ≥ 0)}
où y est un vecteur de dimension quelconque. La méthode est généralisée sans diﬃculté à
une disjonction de telles contraintes, appelées "E-constraint" dans Ratschan[77]. Si cette
méthode est une des seule disponible pour traiter des contraintes quantiﬁées avec égalité,
elle est restreinte à de petits problème dans sa version actuelle.
Contraintes universellement quantiﬁées
Dans le cadre d'inégalités avec une variable quantiﬁée universellement, une méthode
eﬃcace a été proposée dans Benhamou[27] et Christie[56] (il s'agit d'une généralisation de
la méthode proposée dans Collavizza[40] consistant à prouver une contrainte en prouvant
que sa négation est fausse). Elle permet de construire des approximations intérieures et
extérieures des (x1, . . . , xn) vériﬁant la contrainte(∀t ∈ t)(f1(x1, . . . , xn, t) ≥ 0 ∧ · · · ∧ fm(x1, . . . , xn, t) ≥ 0)
A cause des performance de l'algorithme proposé, cette technique est restreinte à une
unique variable quantiﬁée universellement. Il ne semble pas que cette méthode ait été
comparée avec les méthodes précédentes.
"Quantiﬁed set inversion algorithm"
Dans Herrero[69][70], les intervalles modaux sont utilisés pour construire des approxi-
mations intérieures et extérieures aux "AE-solution sets" contenant une fonction à valeur
réelle, i.e. m = 1 dans la déﬁnition II.13. La méthode proposée consiste en l'imbrication
de deux algorithmes de "branch and prune" : un premier algorithme permet de décider si
une boite x est incluse dans le "AE-solution set" ou si elle est à l'extérieur de celui-ci. Cet
algorithme est utilisé dans un autre algorithme de "branch and prune" pour construire
une approximation du "AE-solution set". Cette technique est facilement étendue aux cas
m > 1 dans les cas suivants :
 dans le cas de l'approximation extérieure des "AE-solution sets" ;
 dans le cas de l'approximation intérieure, si chaque variable quantiﬁée existentiel-
lement n'apparaît que dans une seule équation.
Aucune comparaison n'est possible car aucun autre algorithme numérique n'a été proposé
pour résoudre ce type de problème. Cependant, l'imbrication de deux algorithmes de
bissection laisse penser que les performances peuvent être améliorer.
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5.2.6 Conclusion
A notre connaissance, au vue des méthodes décrites précédemment le problème d'ap-
proximation intérieure des "AE-solution sets" non-linéaires dont la fonction est à valeurs
vectorielles est un problème ouvert (lorsqu'il ne se ramène pas à un problème plus simple,
i.e. si des variables quantiﬁées existentiellement sont partagées par plusieurs équations).
De même, le problème plus simple qui consiste à calculer une approximation intérieure
de l'image d'un intervalle par une fonction à valeurs vectorielles f = (f1, . . . , fn), dont
certaines variables apparaissent dans l'expression de plusieurs composantes fi, n'est pas
résolu aujourd'hui à notre connaissance.
La nouvelle formulation de la théorie des intervalles modaux va permettre d'intro-
duire une nouvelle extension de la valeur moyenne aux intervalles généralisés. Celle-ci va
permettre de construire des algorithmes pour ces problèmes mal résolus aujourd'hui. Par
exemple, dans le Chapitre 17 (page 187) une approximation intérieure de range (f,x), où
f(x) =
(
x61 + x
6
2 + x1x2
x61 − x62 − x1x2
)
et x = ([0.99, 1.01], [0.99, 1.01])T , est calculée par une simple évaluation de la nouvelle
extension de la valeur moyenne.
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Troisième partie
Nouveaux développements pour les
"AE-solution sets linéaires"
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Chapitre 6
Introduction
Cette partie de la thèse présente deux contributions autour de l'approximation des
"AE-solution sets" linéaires :
 un nouveau procédé de préconditionnement à droite (Goldsztejn[5]) ;
 une amélioration de l'opérateur généralisé de Gauss-Seidel.
Préconditionnement à droite des AE-solution sets
Les trois premiers chapitres sont dédiés à la présentation d'un procédé de précondi-
tionnement à droite pour les "AE-solution sets" linéaires. Dans le contexte des "united
solution sets", préconditionner un "united solution set" consiste à considérer un "united
solution set" auxiliaire, sur lequel les méthodes de résolution ont un meilleur compor-
tement. Le préconditionnement le plus utilisé est le préconditionnement à gauche qui
consiste à étudier le "united solution set" auxiliaire suivant : étant donné A ∈ IRn×n,
b ∈ IRn et C ∈ Rn×n, le préconditionnement à gauche de Σ(A,b) conduit au "united
solution set" suivant :
Σ(CA, Cb).
Ce préconditionnement est adapté à l'estimation extérieure des "united solution sets" à
cause de l'inclusion suivante :
Σ(A,b) ⊆ Σ(CA, Cb).
Ainsi, une approximation extérieure du "united solution set" préconditionné est aussi une
approximation extérieure du "united solution set" original :
Σ(CA, Cb) ⊆ x =⇒ Σ(A,b) ⊆ x.
Une matrice de préconditionnement C souvent utilisée est l'inverse du milieu de A, i.e.
C = (midA)−1. Lorsque les intervalles deA sont assez petits, la matrice d'intervalles pré-
conditionnée (midA)−1A est proche de la matrice identité et les méthodes de résolution
ont un bon comportement pour construire une approximation extérieure de Σ(CA, Cb)
(voir Neumaier[8] pour une présentation détaillée du préconditionnement à gauche).
Le préconditionnement à droite est une alternative au préconditionnement à gauche
proposée dans le contexte de l'approximation extérieure des "united solution sets" li-
néaires dans Neumaier[7]. Il consiste à considérer un "united solution sets" auxiliaire où
le produit AC apparaît, au lieu du produit CA. Il est prouvé dans Neumaier[7] qu'un
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tel préconditionnement permet de construire une approximation extérieure sous la forme
d'un parallélépipède, aussi appelé boite penchée16, i.e. l'image d'un intervalle de Rn par
une application linéaire :
{Cu ∈ Rn | u ∈ u}
Il est aussi prouvé dans Neumaier[7] que de telles approximations peuvent être beaucoup
plus précises que les approximations par des intervalles.
L'approximation des "AE-solution set" tire aussi bénéﬁce d'une procédure de précon-
ditionnement. Un préconditionnement à gauche compatible avec l'approximation exté-
rieure des "AE-solution sets" a été proposé dans Shary[96]. Il y est montré que quelque
soient A ∈ KRn×n, b ∈ KRn et C ∈ Rn×n régulière,
Σ(A,b) ⊆ Σ(CA, Cb)
Remarque. Si A est composée d'éléments propres et impropres, il se peut que les qua-
lités propres/impropres des éléments de CA soient diﬀérentes de celles des éléments de
A. Ainsi, le préconditionnement proposé dans Shary[96] peut changer les quantiﬁcateurs
associés aux paramètres du système d'intervalles. Il en est de même pour b et Cb.
Jusqu'à maintenant, aucun préconditionnement n'était disponible pour l'approxima-
tion intérieure des "AE-solution sets" (ni dans le cas particulier des "united solution
sets"). L'approximation intérieure a bien besoin d'un préconditionnement particulier : en
eﬀet, le "AE-solution set" préconditionné doit cette fois être contenu à l'intérieure du
"AE-solution set" original, i.e.
Σ(A′,b′) ⊆ Σ(A,b),
où Σ(A′,b′) est le "AE-solution set" préconditionné. Ainsi, une approximation intérieure
du "AE-solution set" préconditionné sera aussi une approximation intérieure du "AE-
solution set" original :
x ⊆ Σ(A′,b′) =⇒ x ⊆ Σ(A,b).
Les préconditionnements proposés dans cette thèse sont des préconditionnements à droite
qui vont permettre de construire des approximations intérieures et extérieures d'un "AE-
solution set" linéaire sous la forme de boites penchées. La ﬁgure 6.1 (page 83) illustre
ces constructions : un "AE-solution set" Σ et ses deux approximations s et s′ y sont
représentés. Les avantages de ces préconditionnements seront étudiés théoriquement et
sur des exemples académiques.
Amélioration de l'opérateur généralisé de Gauss-Seidel
L'opérateur généralisé de Gauss-Seidel déﬁni dans Shary[95][96] est en fait une gé-
néralisation de l'opérateur simpliﬁé de Gauss-Seidel, i.e. celui initialement proposé dans
Ris[29]. Le chapitre 8 présente une généralisation de l'opérateur de Gauss-Seidel sous sa
forme actuelle, i.e. celui proposé dans Hansen[19]. Cela permettra d'utiliser l'opérateur
généralisé de Gauss-Seidel avec des matrices d'intervalles non-régulières.
16"Skew box" en anglais.
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Fig. 6.1  Un "AE-solution set" avec ses approximations intérieures et extérieures sous
forme de parallélogrammes.
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Chapitre 7
Préconditionnement à droite des
"AE-solution sets" linéaires
Ce chapitre présente un nouveau procédé de préconditionnement pour les "AE-solution
sets" linéaires. Il permet de construire des approximations intérieures et extérieures d'un
"AE-solution set" linéaire sous la forme de boites penchées. Ce préconditionnement pré-
sente des avantages importants dans le cas de l'approximation intérieure : d'une part,
dans certaines situations où l'approximation intérieure "AE-solution sets" linéaires était
diﬃcile, voir impossible, sans préconditionnement, le préconditionnement à droite permet
de construire une approximation intérieure aisément. D'autre part, le préconditionnement
accélère les algorithmes utilisés pour la construction des approximation intérieures.
La Section 7.1 présente une contribution moins importante : il s'agit une amélioration
de la condition suﬃsante pour l'existence et l'unicité de la solution de l'équation d'in-
tervalle liée à l'approximation intérieure des "AE-solution sets" linéaires. Cette nouvelle
condition est aussi une condition suﬃsante pour la convergence des algorithmes vers la
solution de l'équation. Elle sera utilisée dans les sections suivantes.
7.1 Nouvelle condition suﬃsante d'existence et d'unicité pour
les solutions de l'équation (dualA)x = b
Il a été montré par plusieurs auteurs (Markov[90], Sainz[60]) que la suite
x(k+1) = D
(
b− (L+U)(dualx(k))),
où D = diag(1/A11, . . . , 1/Ann) et L et U sont respectivement la partie inférieure
et la partie supérieure de la matrice A, converge vers l'unique solution de l'équation
(dualA)x = b si la matrice d'intervalle proA est à diagonale strictement dominante,
cf. Théorème II.14 page 74. Dans ce chapitre, cette condition de convergence est aﬀai-
blie : il est montré que la suite ainsi obtenue converge vers l'unique solution de l'équation
(dualA)x = b si la matrice proA est une H-matrice (voir déﬁnition d'une H-matrice page
26). Cette nouvelle condition généralise bien la condition précédemment établie car toute
matrice à diagonale strictement dominante est une H-matrice, cf. Neumaier[8]. Nous au-
rons ainsi prouvé que l'équation (dualA)x = b a une unique solution si la matrice proA
est une H-matrice.
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7.1.1 Caractérisation des H-matrices
La proposition suivante donne une condition nécessaire et suﬃsante pour qu'une ma-
trice d'intervalle soit une H-matrice. Étant donné un vecteur s ∈ Rn, la matrice diagonale
dont les entrées sont si est notée diag(s).
Proposition III.1. Soit A ∈ IRn×n. Alors,
1. pour tout s ∈ Rn tel que s > 0, 〈A diag(s)〉 = 〈A〉diag(s) ;
2. A ∈ IRn×n est une H-matrice si et seulement si il existe s ∈ Rn, s > 0, tel que
A diag(s) est à diagonale strictement dominante.
Démonstration. 1. Le calcul des deux produits matriciels est aisé car diag(s) est dia-
gonale. Il reste à appliquer la proposition proposition 1.6.1 de Neumaier[8] de la
manière suivante : 〈Aiisi〉 = 〈Aii〉 |si| = 〈Aii〉 si et |Aijsj | = |Aij ||sj | = |Aij |sj , où
|sk| = sk parce que sk > 0.
2. Premièrement, remarquons que les entrées hors de la diagonale de 〈A〉 sont négatives
par déﬁnition de la matrice de comparaison. Donc, par déﬁnition d'une M-matrice,
A est une H-matrice si et seulement si ∃s > 0, 〈A〉 s > 0. Le vecteur s peut
alors être écrit sous la forme du produit diag(s)e où e = (1, . . . , 1)T . Donc, A
est une H-matrice si et seulement si ∃s > 0, 〈A〉diag(s)e > 0. En appliquant
le premier cas de la proposition, A est une H-matrice si et seulement si ∃s >
0, 〈A diag(s)〉 e > 0, i.e. si et seulement si ∃s > 0 tel que A diag(s) est à diagonale
strictement dominante.
Cette condition n'est pas très utile pour tester si une matrice d'intervalles est une H-
matrice : en eﬀet, il est en général diﬃcile de déterminer le vecteur s pour des dimensions
plus grandes que 3. Néanmoins, cette condition sera utile pour la démonstration proposée
dans la section suivante.
7.1.2 Nouvelle condition d'existence et d'unicité
Le lemme suivant sera utile pour la démonstration du Théorème III.1.
Lemme III.1. Soient s ∈ Rn tel que s > 0, M ∈ KRn×n et z ∈ KRn. La matrice
diagonale diag(s) est notée S. Alors, (MS)z =M(Sz) et (SM)z = S(Mz). Cela implique
en particulier que la fonction continue x 7−→ Sx est injective.
Démonstration. Remarquons simplement que S étant diagonale, les produits matriciels
sont très simples et qu'aucune distribution ne doit être faite entre + et ×. Maintenant,
la fonction x 7−→ Sx est continue comme c'est prouvé dans Shary[92] et est injective
parce que Sx = Sy =⇒ S−1(Sx) = S−1(Sx) qui implique ﬁnalement x = y grâce aux
propriétés prouvées précédemment.
Le prochain théorème présente une condition de convergence améliorée par rapport
au Théorème II.14 page 74.
Théorème III.1. Soient A ∈ KRn×n et b ∈ KRn. Supposons que (proA) soit une
H-matrice. Alors la suite (x(k))k∈N, déﬁnie par
x(k+1) = D
(
b− (L+U)(dualx(k))),
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où D = diag(1/A11, . . . , 1/Ann) et L et U sont respectivement la partie inférieure et
la partie supérieure de la matrice A, convergence vers l'unique solution de l'équation
(dualA)x = b quelque soit x(0) ∈ KRn.
Démonstration. La matrice (proA) étant une H-matrice, la Proposition III.1 prouve qu'il
existe s > 0 tel que (proA)S est à diagonale strictement dominante, où S := diag(s).
Déﬁnissons A′ := AS (qui est équivalent à A′S−1 = (AS)S−1 = A par le Lemme III.1).
Grâce à la simplicité du produit avec une matrice diagonale, il est facile de vériﬁer que
(proA′) = (proA)S. Par conséquence, (proA′) est à diagonale strictement dominante.
Donc, nous pouvons utiliser le Théorème II.14 qui prouve que la suite (y(k))k∈N, déﬁnie
par
y(k+1) = D′
(
b− (L′ +U′)(dualy(k))),
converge vers l'unique solution de l'équation (dualA′)y = b quelque soit y(0), où
D′ = diag(1/A′11, . . . , 1/A
′
nn)
et L′ etU′ sont respectivement la partie inférieure et la partie supérieure de la matriceA′.
Choisissons y(0) = S−1x(0). Nous allons maintenant prouver par récurrence que y(k) =
S−1x(k) pour tout k ∈ N. Pour cela, supposons que y(k) = S−1x(k). Donc, par déﬁnition
de y(k+1) nous avons
y(k+1) = D′
(
b− (L′ +U′)(dual(S−1x(k))))
= D′
(
b− (L′ +U′)(S−1(dualx(k))),
la deuxième égalité étant vraie car (dualS−1) = S−1. En utilisant le Lemme III.1 nous
obtenons
y(k+1) = D′
(
b− ((L′ +U′)S−1)(dualx(k))).
Alors, à cause de la simplicité du produit par une matrice diagonale, il est facile de
conclure que A′S−1 = A implique (L′ + U′)S−1 = (L + U) et D′ = DS−1 = S−1D.
Nous obtenons donc
y(k+1) = (S−1D)
(
b− (L+U)(dualx(k))).
En appliquant le Lemme III.1 nous obtenons
y(k+1) = S−1
(
D
(
b− (L+U)(dualx(k)))).
ce qui implique ﬁnalement y(k+1) = S−1x(k+1) grâce à la déﬁnition récursive de x(k+1).
Nous avons ﬁnalement prouvé que y(k) = S−1x(k) pour tout k ∈ N. Maintenant, en mul-
tipliant à gauche les deux termes de cette égalité par S et en appliquant le Lemme III.1,
nous obtenons Sy(k) = S(S−1x(k)) = x(k), qui est valable pour tout k ∈ N. La fonc-
tion S étant continue, la suite (x(k))k∈N est l'image par une fonction continue de la suite
convergente (y(k))k∈N, ce qui implique qu'elle converge aussi. De plus, les limites x(∞) et
y(∞) vériﬁent aussi y(∞) = S−1x(∞). Maintenant, comme (dualA′)y(∞) = b, nous avons
(dualA′)(S−1x(∞)) = b, c'est à dire, par déﬁnition de A′, (dualAS)(S−1x(∞)) = b.
Cela implique ﬁnalement
(dualA)x(∞) = b
grâce au Lemme III.1. Jusqu'à maintenant, nous avons prouvé que la suite (x(k))k∈N
déﬁnie dans l'énoncé du théorème converge vers une solution de l'équation (dualA)x =
88 Chapitre 7. Préconditionnement à droite des "AE-solution sets" linéaires
b. Il reste donc à montrer que cette solution est l'unique solution de cette équation.
Supposons que x˜ 6= x(∞) satisfasse aussi (dualA)x˜ = b et prouvons que cela conduit
à une absurdité. Considérons alors y˜ := S−1x˜ qui est diﬀérent de y(∞) = S−1x(∞)
car la fonction x 7−→ S−1x est injective par le Lemme III.1. Cependant, (dualA′)y˜ =
(dualAS)(S−1)x˜ = (dualA)x˜ qui est ﬁnalement égale à b par supposition. Donc, y(∞) et
y˜ sont deux solutions diﬀérentes de (dualA′)y = b, ce qui contredit ﬁnalement l'unicité
de la solution de cette équation imposée par le Théorème II.14.
L'exemple suivant illustre la condition de convergence prouvée par le théorème pré-
cédent.
Exemple III.1. Soit A =
(
150 , 1
[50,−50], 1
)
∈ IR2×2 et b =
(
[10, 20]
[−10,−20]
)
∈ KR2. La ma-
trice d'intervalles A est une H-matrice (utiliser la Proposition III.1 avec s = (0.01, 1)T )
mais n'est pas à diagonale strictement dominante. L'application du processus d'itération
du Théorème III.1 conduit à une suite qui converge vers x(∞) = [0.0, 0.4]× [10,−40]. On
peut alors vériﬁer que (dualA)x(∞) = b.
Le corollaire suivant du Théorème III.1 est une version améliorée du théorème 6.7 de
Shary[96].
Corollaire III.1. Soient A ∈ KRn×n telle que (proA) est une H-matrice et b ∈ KRn.
Alors l'équation (dualA)x = b a une unique solution.
Démonstration. Ce corollaire est une version simpliﬁée du Théorème III.1.
7.2 Préconditionnement à droite des "AE-solution sets" li-
néaires
Le préconditionnement des "AE-solution sets" linéaires à droite est maintenant pré-
senté. Il va permettre de construire des approximations intérieures et extérieures sous la
forme de boite penchées.
7.2.1 Sur l'utilisation de l'équation (dualA)x = b pour l'approximation
intérieure des "AE-solution sets"
L'approximation intérieure du "AE-solution sets" Σ(A,b) est faite en construisant
des solutions de l'équation (dualA)x = b (cf. 5.2 page 67). Trois raisons peuvent rendre
la résolution de cette équation ineﬃcace :
 l'équation a une solution qui n'est pas propre, et donc qui ne peut pas être inter-
prétée comme une approximation intérieure ;
 l'équation n'a pas de solution ;
 l'équation a une inﬁnité de solutions. Dans ce cas, les méthodes présentées dans la
section 5.2 page 67 ne permettent pas en générale de construire une des solutions.
Ces trois situations sont rencontrées dans des cas très simples de "AE-solution sets"
non-vides. L'exemple suivant illustre le premier cas.
Exemple III.2. Considérons A =
(
2 3
0 1
)
, b ∈ IR2 et le "united-solution set" corres-
pondant
Σ(A,b) = {x ∈ R2|(∃b ∈ b)(Ax = b)}.
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L'approximation intérieure de ce "united solution set" passe par la résolution de l'équation
Ax = b. Dans ce cas, la matrice est triangulaire et 0 6= Aii. Ainsi, la solution de cette
équation peut être calculée simplement de la manière suivante :
x2 = b2,
x1 = 0.5(b1 − 3 dualx2) = 0.5(b1 − 3 dualb2).
Par conséquent, la solution x est propre si et seulement si radb1 ≥ 3 radb2. Dans ce cas,
la résolution de l'équation Ax = b conduit à une approximation intérieure du "united
solution set" considéré. Cependant, si radb1 < 3 radb2, la solution de l'équation n'est pas
propre et ainsi n'est d'aucune utilité pour la construction d'une approximation intérieure.
Dans cette situation, la technique de bissection des paramètres17 a été proposée dans
Shary[96]. Elle consiste à étudier un "united solution set" auxiliaire inclus dans le "united
solution set" original. Ce "united solution set" auxiliaire est obtenu en considérant b′ ⊆ b
au lieu de b. Par exemple, si b =
(
[−2, 2], [−10, 10])T , donc l'équation Ax = b n'a pas
de solution propre, on peut considérer b′ =
(
[−2, 2], [k, k+ 1])T avec k ∈ [−10..9]. Alors,
radb′1 ≥ 3 radb′2 et ainsi chaque équation Ax = b′ avec k ∈ [−10..9] a une solution propre
x qui est une approximation intérieure du "united solution set" original. Finalement, le
"united solution set" original est approximé intérieurement par 20 intervalles.
L'exemple suivant illustre les deux dernières situations.
Exemple III.3. Considérons A =
(
1 1
−1 1
)
, b ∈ IR2 et le "united solution set" corres-
pondant
Σ(A,b) = {x ∈ R2|(∃b ∈ b)(Ax = b)}.
Comme dans l'exemple précédent, nous étudions l'équation Ax = b pour construire une
approximation intérieure de ce "united solution set". Cependant, toutes les méthodes de
résolution présentées précédemment divergent lorsqu'elles sont appliquées à ce "united so-
lution set". Pour analyser ce comportement, nous suivons l'idée proposée dans Shary[92] :
nous réécrivons l'équation d'intervalles sous la forme d'une équation réelle dans R4 en ex-
plicitant les opérations de l'arithmétique de Kaucher. Dans ce cas, la matrice d'intervalles
A étant dégénérée, nous obtenons une équation linéaire de R4 :
1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1


u
v
y
z
 =

−b1
−b2
b1
b2
 ,
où x1 = [u, v] et x2 = [y, z]. La matrice correspondant à ce système d'équations linéaires
est singulière (vériﬁer que L4 = L1+L3−L2) ce qui explique la divergence des méthodes
de résolution. Il y a donc deux cas possibles :
 le membre de droite est compatible avec la dépendance des équations, c'est à dire
radb1 = radb2. Dans ce cas, il y a une inﬁnité de solutions à l'équation Ax =
b. Si par exemple b1 = b2 = [−1, 1], ces solutions peuvent être décrites par la
paramétrisation suivante (communication personnelle de S.P. Shary) :
x(t) =
1
2
(
[t− 1 , 1− t]
[−t− 1 , t+ 1]
)
.
17"Squeezing of parameters" en anglais.
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Dans cette inﬁnité de solutions, celles qui satisfont −1 ≤ t ≤ 1 sont propres, et
ainsi sont des approximations intérieures du "united solution set" étudié.
 le membre de droite n'est pas compatible avec la dépendance des équations, i.e.
radb1 6= radb2. Dans ce cas, l'équation Ax = b n'a pas de solution. Donc, la tech-
nique de bissection des paramètres doit être appliquée avant d'obtenir une inﬁnité
de solutions.
Comme illustré par ces deux exemples, la technique de bissection des paramètres
est parfois nécessaire pour construire des approximations intérieures des "AE-solution
sets" à partir de l'équation (dualA)x = b. Cependant, cette technique est diﬃcile à
utiliser dans des situations plus compliquées car nous n'avons pas d'information sur les
modiﬁcations à opérer pour que l'équation (dualA)x = b ait une solution propre. Une
recherche exhaustive est proscrite à cause de sa complexité et aucune heuristique n'a été
proposée jusqu'à aujourd'hui. Le préconditionnement proposé dans la prochaine section
va apporter une solution partielle à ces problèmes.
7.2.2 Équations auxiliaires d'intervalles préconditionnées à droite
Étant donnésA ∈ KRn×n, b ∈ KRn, C ∈ Rn×n régulière et x˜ ∈ Rn, les relations entre
les deux équations préconditionnées à droite suivantes et le "AE-solution set" Σ(A,b)
sont maintenant étudiées :(
(proA)C
)
u = b−Ax˜; (7.1)
u =
(
I − (proA)C)u+ b−Ax˜. (7.2)
Remarque. Les deux équations d'intervalles précédentes sont écrites diﬀéremment dans
Goldsztejn[5] à cause du changement de convention pour l'écriture des "AE-solution sets".
Ces nouvelles écritures ont l'avantage de ne faire intervenir que des intervalles propres
lorsqu'elles sont utilisées pour approximer des "united solution sets", i.e. A ∈ IRn×n et
b ∈ IRn.
Les paramètres C et x˜ peuvent être choisis quelconques, mais les choix naturels C =
(midA)−1 et x˜ = (midA)−1(midb) seront étudiés plus en détails à la ﬁn de la section
et dans la prochaine section. Les deux propositions suivantes présentent des résultats
intermédiaires qui seront utilisés pour l'interprétation des solutions des deux équations
auxiliaires (7.1) et (7.2).
Proposition III.2. Soient A ∈ KRn×n, b ∈ KRn et C ∈ Rn×n régulière.
1. Si A est impropre alors
{
Cu | u ∈ Σ (AC,b)} ⊆ Σ(A,b).
2. Si A est propre alors Σ(A,b) ⊆ {Cu | u ∈ Σ (AC,b)}.
Démonstration. (1) Considérons un vecteur u ∈ Rn. D'après le Théorème II.10 page 69,
u ∈ Σ(AC,b) =⇒ dual(AC)u ⊆ b.
En remarquant que dual(AC) est propre car A est impropre, nous pouvons utiliser la
sous-distributivité et nous obtenons
(dualA)(Cu) ⊆ (dualAC)u.
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Finalement, nous obtenons (dualA)(Cu) ⊆ b, qui implique Cu ∈ Σ(A,b) par le Théo-
rème II.10. En résumé, u ∈ Σ(AC,b) implique Cu ∈ Σ(A,b), ce qui est équivalent à
l'énoncé de la proposition.
(2) La démonstration du deuxième énoncé est faite de manière similaire en utilisant la
super-distributivité : on peut alors vériﬁer que Cu ∈ Σ(A,b) implique u ∈ Σ(AC,b).
Le lemme suivant sera utilisé dans la démonstration de la Proposition III.3.
Lemme III.2. Soient A ∈ KRn×n et a ∈ KR. Alors,
1. pour tout x ∈ R et x˜ ∈ R, (impa)(x− x˜) + ax˜ ⊆ ax ⊆ (proa)(x− x˜) + ax˜ ;
2. pour tout x ∈ Rn et x˜ ∈ Rn, (impA)(x− x˜)+Ax˜ ⊆ Ax ⊆ (proA)(x− x˜)+Ax˜.
Démonstration. (1) La distributivité conditionnelle appliquée au produit a((x− x˜) + x˜)
donne les inclusions suivantes :
(impa)(x− x˜) + ax˜ ⊆ a((x− x˜) + x˜) ⊆ (proa)(x− x˜) + ax˜.
Il reste juste à remarquer que a((x− x˜) + x˜) = ax.
(2) Grâce au premier cas, ∀i ∈ [1..n] et ∀j ∈ [1..n],
(impAij)(xj − x˜j) +Aij x˜j ⊆ Aijxj ⊆ (proAij)(xj − x˜j) +Aij x˜j .
Ensuite, en utilisant la croissance de l'addition par rapport à l'inclusion, nous pouvons
sommer les inclusions précédentes pour j ∈ [1..n]. Nous obtenons donc ∀i ∈ [1..n],∑
j∈[1..n](impAij)(xj − x˜j) +
∑
j∈[1..n]Aij x˜j
⊆∑
j∈[1..n]Aijxj
⊆∑
j∈[1..n](proAij)(xj − x˜j) +
∑
j∈[1..n]Aij x˜j .
Cela correspond ﬁnalement aux inclusions écrites sous forme de produits matricielles dans
l'énoncé.
Vient alors le dernier résultat intermédiaire. Le translaté d'un ensemble E ⊆ Rn par
un vecteur x˜ ∈ Rn est noté x˜+ E.
Proposition III.3. Soient A ∈ KRn×n, b ∈ KRn et x˜ ∈ Rn. Alors,
x˜+Σ
(
impA , b−Ax˜) ⊆ Σ(A,b) ⊆ x˜+Σ(proA , b−Ax˜).
Démonstration. Considérons d'abord la première inclusion et un quelconque x vériﬁant
x ∈ x˜+Σ(impA,b−Ax˜).
Remarquons que cette appartenance est exprimée de manière équivalente par
(x− x˜) ∈ Σ(impA,b−Ax˜).
Le Théorème II.10 prouve alors que (proA)(x− x˜) ⊆ b−Ax˜. Ensuite, en additionnant
(dualA)x˜ à chaque membre de l'inclusion et en remarquant que Ax˜ − (dualA)x˜ = 0,
nous obtenons (proA)(x − x˜) + (dualA)x˜ ⊆ b. Finalement, le Lemme III.2 (appliqué
avec (dualA)) montre que (dualA)x ⊆ b, ce qui implique x ∈ Σ(A,b) par le Théorème
II.10. La seconde inclusion est démontrée de la même manière.
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Les relations entre les équations auxiliaires (7.1) et (7.2) et le "AE-solution set"
Σ(A,b) sont maintenant présentées. Le prochain théorème prouve que la résolution de
l'équation (7.1) permet de construire une boite penchée incluse dans le "AE-solution set"
Σ(A,b).
Théorème III.2. Soient A ∈ KRn×n, b ∈ KRn, C ∈ Rn×n régulière et x˜ ∈ Rn. Soit
u ∈ IRn une solution propre de l'équation(
(proA)C
)
u = b−Ax˜.
Alors, la boite penchée {x˜+ Cu | u ∈ u} est incluse dans Σ(A,b).
Démonstration. Comme u est une solution propre de l'équation (dualA′)u = b′, où
A′ := (impA)C et b′ := b−Ax˜, le Théorème II.11 (page 72) prouve l'inclusion suivante :
u ⊆ Σ(A′,b′).
Alors, A′ étant impropre, la Proposition III.2 peut-être utilisée pour démontrer
{Cu | u ∈ Σ(A′,b′)} ⊆ Σ(impA,b′).
En utilisant l'inclusion u ⊆ Σ(A′,b′), nous obtenons :
{Cu | u ∈ u} ⊆ Σ(impA,b′).
En translatant ces deux sous-ensembles de Rn du vecteur x˜, nous obtenons l'inclusion
suivante :
{x˜+ Cu | u ∈ u} ⊆ x˜+Σ(impA,b′).
Finalement, la Proposition III.3 démontre que x˜+Σ(impA,b′) ⊆ Σ(A,b), ce qui conclut
la démonstration.
Le prochain théorème prouve que la résolution de l'équation (7.2) permet de construire
une boite penchée qui contient le "AE-solution set" Σ(A,b).
Théorème III.3. Soient A ∈ KRn×n, b ∈ KRn, C ∈ Rn×n régulière et x˜ ∈ Rn.
Supposons que
ρ(|I − (proA)C)|) < 1.
Alors, L'équation suivante a une unique solution u ∈ KRn :
u =
(
I − (proA)C)u+ b−Ax˜.
De plus, si la solution u est propre alors {x˜ + Cu | u ∈ u} ⊆ Σ(A,b) ; si la solution u
n'est pas propre alors Σ(A,b) = ∅.
Démonstration. L'intervalle u est une solution de l'équation u = (I − A′)u + b′ où
A′ = (proA)C et b′ = b − Ax˜. Comme ρ(|I − A′|) < 1, le Théorème II.12 (page 72)
montre que l'équation a une unique solution. Supposons que cette solution soit propre.
Le Théorème II.12 (page 72) montre alors que
Σ(A′,b′) ⊆ u.
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Alors, A′ étant propre, nous pouvons appliquer la Proposition III.2 (page 90) qui montre
que
Σ(proA,b′) ⊆ {Cu | u ∈ Σ(A′,b′)}.
En utilisant l'inclusion Σ(A′,b′) ⊆ u, nous obtenons
Σ(proA,b′) ⊆ {Cu | u ∈ u}.
En translatant ces deux sous-ensemble de Rn du vecteur x˜, nous obtenons l'inclusion
suivante :
x˜+Σ(proA,b′) ⊆ {x˜+ Cu | u ∈ u}.
Finalement, la Proposition III.3 (page 91) démontre que Σ(A,b) ⊆ x˜+ Σ(proA,b′), ce
qui conclut cette partie de la preuve. Supposons maintenant que u ne soit pas propre.
Alors, le Théorème II.12 (page 72) démontre que Σ(A′,b′) = ∅. Donc, en utilisant la
Proposition III.2 (page 90) Σ(proA,b′) est aussi vide car {Cu|u ∈ ∅} = ∅. Finalement,
en utilisant la Proposition III.3 (page 91) nous pouvons conclure que Ξ(A,b) est vide.
Comme dans le cas du préconditionnement à gauche, les matrices fortement régulières
vont permettre de décrire une classe importante de "AE-solution sets" qui peuvent être
estimés grâce aux deux équations préconditionnées à droite qui ont été introduites. Avant
cela, il faut montrer que les matrices fortement régulières, qui ont été introduites dans le
contexte du préconditionnement à gauche, peuvent aussi être utilisées dans le contexte du
préconditionnement à droite. La proposition suivante est similaire à la proposition 4.1.1
de Neumaier[8] mais dédiée au préconditionnement à droite.
Proposition III.4. Soit A ∈ IRn×n telle que midA est régulière. Alors les conditions
suivantes sont équivalentes :
1. A est fortement régulière ;
2. AT est fortement régulière ;
3. A(midA)−1 est régulière ;
4. ρ((radA)|(midA)−1|) < 1 ;
5. il existe un vecteur u ∈ Rn strictement positif tel que ||I −A(midA)−1||v < 1 ;
6. A(midA)−1 est une H-matrice.
Démonstration. (1⇔ 2) : idem proposition 4.1.1 de Neumaier[8].
(2 ⇔ 3) : Grâce au premier cas, A est fortement régulière si et seulement si AT
est fortement régulière. Par déﬁnition, cela est vrai si et seulement si (midAT )−1AT
est régulière. Donc, comme (midAT )−1 = ((midA)−1)T , cela est vrai si et seulement
si ((midA)−1)TAT est régulière. Une matrice d'intervalles est régulière si et seule-
ment si sa transposée est régulière, donc A est fortement régulière si et seulement si((
(midA)−1
)TAT)T régulière. Cela est ﬁnalement vrai si et seulement si A(midA)−1
est régulière.
(3⇒ 4), (4⇒ 5), (5⇒ 6) et (6⇒ 3) sont prouvées de manière similaire à Neumaier[8],
en changeant la déﬁnition de B0 en B0 = AAˆ−1.
A partir de maintenant et dans le chapitre suivant, le préconditionnement sera eﬀectué
en utilisant C = (midA)−1 et x˜ = (midA)−1(midb). La proposition précédente montre
que les "AE-solution sets" Σ(A,b) tels que (proA) est fortement régulière peuvent être
préconditionnés à droite en utilisant les deux équations auxiliaires d'intervalles proposées
dans cette section :
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Approximation intérieure
Si proA est fortement régulière, la Proposition III.4 prouve que
(proA)(midA)−1
est une H-matrice. Dans ce cas, le Théorème III.1 montre que l'unique solution de l'équa-
tion (7.1) peut-être calculée facilement en écrivant l'équation sous forme de point ﬁxe.
Donc, les problèmes d'existence d'une inﬁnité de solutions ou de pas de solution du tout
ne peuvent pas être rencontrés en utilisant l'équation préconditionnée à droite si proA est
fortement régulière. Comme dans le cas de l'équation non-préconditionnée, il se peut que
le "AE-solution set" soit non-vide et que l'unique solution de l'équation préconditionnée
à droite ne soit pas propre. Dans le cas où la matrice A est dégénérée, ce problème ne se
rencontre pas : l'équation (7.1) est alors simpliﬁée de la manière suivante :
u = b−Ax˜.
La solution u est alors toujours propre car Ax˜ = (midb) ⊆ b est toujours vrai (c'est à
dire 0 ⊆ b−Ax˜ avec x˜ = (midA)−1midb). De plus, la boite penchée
{x˜+A−1u|u ∈ b−midb} = {A−1u|u ∈ b}
est exactement le "AE-solution set" approximé. Cependant, la situation est plus compli-
quée si la matrice A n'est pas dégénérée, comme c'est illustré dans la section 7.3.2 où des
expérimentations sont faites.
Approximation extérieure
Si proA est fortement régulière, la Proposition III.4 montre que
ρ(|I − (proA)(midA)−1|) < 1.
Dans ce cas, le Théorème II.15 montre que l'équation (7.2) a une unique solution qui peut
être calculée par itération de l'équation mise sous forme de point ﬁxe. Dans le cas où la
matrice est dégénérée, la solution de l'équation est
u = b−Ax˜,
ce qui conduit aussi au "united solution set" exact.
7.3 Sur la qualité du préconditionnement à droite
Cette section présente deux résultats théoriques sur le préconditionnement à droite
et des expérimentations sur des exemples académiques de "AE-solution sets" linéaires.
Ces études sont conduites en utilisant le préconditionnement C = (midA)−1 et x˜ =
(midA)−1(midb)
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7.3.1 Étude théorique
Cette section présente deux résultats théoriques qui mettent en valeur certains avan-
tages du préconditionnement à droite :
 lorsque les approximations intérieures et extérieures sont obtenues, la distance de
Hausdorﬀ entre les deux est majorée ;
 lorsque la matrice A est propre (par exemple dans le cas des "united solution sets"
et "controllable solution sets") il est montré que l'approximation extérieure grâce
à l'équation préconditionnée à droite est toujours meilleure que l'approximation
extérieure grâce à l'équation préconditionnée à gauche ;
Pour un vecteur strictement positif v ∈ Rn, les normes suivantes sont déﬁnies (voir par
exemple Neumaier[8]) :
||x||v = max
i∈[1..n]
|xi|
vi
and ||M ||v = max
i∈[1..n]
∑
j∈[1..n]
|Mij | vj
vi
.
Remarquons que ||x|| = ||x||v pour v = (1, . . . , 1)T et que ||x|| ≤ ||v|| ||x||v. Rappelons
que la distance de Hausdorﬀ entre E ⊆ Rn et E′ ⊆ Rn est déﬁnie par
distH(E,E′) = max
{
max
x∈E
min
x′∈E′
||x− x′|| , max
x′∈E′
min
x∈E
||x− x′||
}
,
et qu'il s'agit de la distance utilisée pour les intervalles.
Résultats préliminaires
Le lemme suivant donne une majoration de la distance de Hausdorﬀ entre deux boites
penchées dans la situation spéciﬁque qui sera rencontrée dans les développements à venir.
Lemme III.3. Soient M ∈ Rn×n, x˜ ∈ Rn, u,u′ ∈ IRn tels que u ⊆ u′. Notons {x˜ +
Mu|u ∈ u} et {x˜+Mu|u ∈ u′} respectivement par s et s′. Alors,
distH(s, s′) ≤ ||M ||distH(u,u′).
Démonstration. Par déﬁnition de la distance de Hausdorﬀ,
distH(s, s′) = max
{
max
x∈s minx′∈s′
||x− x′|| , max
x′∈s′
min
x∈s ||x− x
′||
}
.
Comme s ⊆ s′ parce que u ⊆ u′, nous avons maxx∈sminx′∈s′ ||x− x′|| = 0 et ainsi
distH(s, s′) = max
x′∈s′
min
x∈s ||x− x
′||.
En utilisant la déﬁnition d'une boite penchée, l'égalité précédente s'écrit
distH(s, s′) = max
u′∈u′
min
u∈u ||Mu+ x˜− (Mu
′ + x˜)|| = max
u′∈u′
min
u∈u ||M(u− u
′)||.
Maintenant, comme ||M(u− u′)|| ≤ ||M || ||u− u′|| et parce qu'eﬀectuer un minimum ou
un maximum sur des valeurs plus grandes donne un résultat plus grand, nous obtenons
distH(s, s′) ≤ max
u′∈u′
min
u∈u ||M || ||u− u
′||.
Finalement, l'énoncé du lemme est obtenu en factorisant le nombre positif ||M || et en
remarquant que distH(u,u′) = maxu′∈u′ minu∈u ||u− u′|| parce que u ⊆ u′.
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Les deux lemmes suivants donnent des propriétés sur les milieux et rayons des opéra-
tions sur les intervalles.
Lemme III.4. Soient A ∈ KRn×n et B ∈ KRn×n. Notons midA et midB respective-
ment par Aˆ et Bˆ. Alors,
 mid(A±B) = Aˆ± Bˆ ;
 rad(A±B) = (radA) + (radB) ;
 mid(AB) = AˆBˆ si A ou B est dégénérée ;
 mid(AB) = 0 si Aˆ = 0 ou Bˆ = 0, où 0 est la matrice nulle.
Si A et B sont propres,
 rad(AB) = |A|(radB) si A est dégénérée ou Bˆ = 0 ;
 rad(AB) = (radA)|B| si B est dégénérée ou Aˆ = 0.
Démonstration. Les trois premières relations sont des conséquences directes de l'arith-
métique de Kaucher. Remarquons que les rayons mis en jeux dans la seconde relation
peuvent être négatifs : par exemple [−1, 1] + [5, 0] = [4, 1] et la relation est satisfaite car
2 + (−5) = −3. La quatrième relation est vraie car le produit de deux intervalles est
centré sur 0 lorsque l'un des deux au moins est centré sur 0. La cinquième, restreinte aux
matrices propres, est prise de Neumaier[8] (proposition 3.1.12) et la sixième est démontrée
de manière similaire à la cinquième.
Remarque. Les propriétés énoncées par le lemme précédent sont aussi valables pour l'ad-
dition de vecteurs d'intervalles généralisés, ainsi que pour la multiplication entre matrices
et vecteurs d'intervalles généralisés.
Lemme III.5. Soient A ∈ KRn×n et b ∈ KRn tels que midA = I, 0 /∈ (proAii) pour
tout i ∈ [1..n] et midb = 0. Alors toute solution x de l'équation (dualA)x = b vériﬁe
(midx) = 0.
Démonstration. Comme 0 /∈ Aii, l'équation (dualA)x = b s'écrit de manière équiva-
lente :
x = D
(
b− (L+U)(dualx)).
où D, L et U sont déﬁnies comme dans le Théorème II.11. Alors, comme L + U est
centrée sur 0, le Lemme III.4 prouve que (L +U)(dualx) est aussi centré sur 0. Alors,
comme b est centré sur 0, b − (L + U)(dualx) est aussi centré sur 0 et ﬁnalement
D
(
b− (L+U)(dualx)) = x est aussi centré sur 0.
Finalement, le prochain lemme donne une majoration sur la distance entre les solutions
respectives de deux équations linéaires réelles qui seront rencontrées dans la suite.
Lemme III.6. Soient ∆ ∈ Rn×n non-négative, v ∈ Rn strictement positif tels que
||∆||v < 1, et β ∈ Rn. Si x ∈ Rn et y ∈ Rn vériﬁent respectivement
(I −∆)x = β et (I +∆)y = β
alors
||x− y|| ≤ 2 ||v|| ||∆||v ||β||v
1− ||∆||2v
.
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Démonstration. Ce lemme repose sur les séries de Neumann (voir Neumaier[8]) : si
||∆||v < 1 (ce qui implique || − ∆||v < 1) alors I − ∆ et I + ∆ sont inversibles et
leurs inverses s'expriment de la manière suivante :
(I −∆)−1 =
∞∑
k=0
∆k et (I +∆)−1 =
∞∑
k=0
(−1)k∆k.
Maintenant, comme ∆ est non-négative, nous avons
∞∑
k=0
|(−1)k∆k| =
∞∑
k=0
|∆k| =
∞∑
k=0
∆k.
La dernière série étant convergente, ∑∞k=0∆k et ∑∞k=0(−1)k∆k sont absolument conver-gentes. Par conséquent, nous pouvons utiliser l'associativité et la commutativité pour
réarranger les termes de la série (I −∆)−1 − (I +∆)−1 :
(I −∆)−1 − (I +∆)−1 = 2∆+ 2∆3 + 2∆5 + · · · = 2∆
∞∑
k=0
∆2k.
Par hypothèse ||∆||v < 1, donc la somme géométrique ∑∞k=0((||∆||v)2)k converge et
∞∑
k=0
((||∆||v)2)k = 11− (||∆||v)2 .
Nous avons donc
||(I −∆)−1 − (I +∆)−1||v ≤ 2||∆||v 11− (||∆||v)2 .
Alors, x− y = ((I −∆)−1 − (I +∆)−1)β et l'inégalité suivante est vraie :
||x− y||v = ||
(
(I −∆)−1 − (I +∆)−1)β||v
≤ 2 ||∆||v 11− (||∆||v)2 ||β||v.
Finalement, l'énoncé est obtenu grâce à ||x− y|| ≤ ||v|| ||x− y||v.
Majoration de la distance de Hausdorﬀ entre les approximations intérieures
et extérieures
Le prochain théorème donne un résultat général sur la qualité des approximations par
les boites penchées construites grâce aux équations (7.1) et (7.2). On peut noter que ce
résultat n'est valable que lorsque une approximation intérieure est disponible, c'est à dire
lorsque l'équation (7.1) a une solution propre. Un résultat intéressant serait de trouver
une condition suﬃsante pour obtenir une solution propre à cette équation, mais cela reste
à faire.
Théorème III.4. Soient A ∈ KRn×n telle que proA est fortement régulière et b ∈ KRn.
Considérons les équations (7.1) et (7.2) avec
C = Aˆ−1 et x˜ = Aˆ−1(midb),
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où Aˆ = midA. Supposons de plus que les solutions respectives u et u′ de ces équations
sont propres. Alors, quelque soit le vecteur strictement positif v ∈ Rn vériﬁant18
||I − (proA)Aˆ−1||v < 1,
la distance de Hausdorﬀ entre les approximations intérieures s := {x˜ + Cu|u ∈ u} et
extérieures s′ := {x˜+ Cu|u ∈ u′} est majorée de la manière suivante :
distH(s, s′) ≤ 2 ||v|| ||Aˆ−1|| ||I − (proA)Aˆ
−1||v ||b−Ax˜||v
1− (||I − (proA)Aˆ−1||v)2 .
Démonstration. Les intervalles propres u et u′ vériﬁent respectivement les équations (7.1)
et (7.2), c'est à dire(
(proA)Aˆ−1
)
u = b−Ax˜,
u′ =
(
I − (proA)Aˆ−1)u′ + b−Ax˜.
Comme x˜ = Aˆ−1(midb), nous pouvons utiliser le Lemme III.4 qui montre que mid(b−
Ax˜) = 0. De plus, le Lemme III.4 implique
mid
(
(proA)Aˆ−1
)
= I et mid(I − (proA)Aˆ−1) = 0.
Nous concluons ﬁnalement que midu = 0 grâce au Lemme III.5, et que midu′ = 0 grâce
au Lemme III.4. Maintenant, remarquons que rad(b−Ax˜) = |b−Ax˜|, parce que b−Ax˜
est centré sur 0, et notons ce vecteur réel β := |b−Ax˜|. Ensuite, en appliquant rad aux
deux equations et en utilisant le Lemme III.4 (u et u′ étant propres et centrés sur 0) nous
obtenons les deux équations suivantes :∣∣(proA)Aˆ−1∣∣(radu) = β,
radu′ = ∆(radu′) + β,
où ∆ := |I − (proA)Aˆ−1| = rad((proA)Aˆ−1) par le Lemme III.4. Maintenant, par la
proposition 3.1.10 de Neumaier[8], nous avons∣∣(proA)Aˆ−1∣∣ = I + rad((proA)Aˆ−1)= I +∆.
La situation est résumée par les deux équations réelles suivantes :
(I +∆)(radu) = β,
(I −∆)(radu′) = β.
Nous pouvons maintenant utiliser le Lemme III.6 : pour tout vecteur strictement positif
v tel que ||∆||v < 1, nous avons
||(radu)− (radu′)|| ≤ 2 ||∆||v
1− ||∆||2v
||β||v ||v||.
Comme u et u′ sont centrés sur 0, nous avons distH(u,u′) = ||(radu) − (radu′)||. L'in-
égalité proposée dans l'énoncé du théorème est ﬁnalement obtenue en utilisant le Lemme
III.3 qui prouve que distH(s, s′) ≤ ||Aˆ−1||distH(u,u′).
18Il existe bien de tels vecteurs v car proA est fortement régulière, voir Proposition III.4.
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Remarque. En pratique, le théorème précédent peut être utilisé avec v = (1, . . . , 1)T , et
donc ||v|| = 1 et || ||v = || ||. Cela peut être fait à condition que ||I−(proA)(midA)−1|| <
1, c'est à dire que à condition que (proA)(midA)−1 soit à diagonale strictement domi-
nante. Cette condition est plus restrictive que "proA est fortement régulière" mais est
néanmoins souvent satisfaite.
Comme dans le cas de la majoration proposée dans Neumaier[7], si
||I − (proA)Aˆ−1|| ≤  et ||b−Ax˜|| ≤ ,
où  peut être choisi tel que  << 1 si les rayon de proA et prob sont "assez petits", la
majoration proposée devient
distH(s, s′) ≤ 2 ||Aˆ−1|| 
2
1− 2 ≈ 2 ||Aˆ
−1|| 2.
Cela prouve que l'approximation par les boites penchées construite par la résolution des
équations proposées peut être très précise (convergence quadratique avec les rayons des
intervalles mis en jeux). Une extension intéressante de ce théorème serait de considérer
une matrice de préconditionnement C diﬀérente de (midA)−1, certainement vériﬁant
||I − (proA)C||v < 1.
Comparaison du préconditionnement à gauche et à droite dans certains cas
d'approximations extérieures
Le prochain théorème prouve que, dans le cas de l'approximation extérieure d'un
"AE-solution set" Σ(A,b) tel que A est propre, et lorsque C = (midA)−1 et x˜ =
(midA)−1(midb), le préconditionnement à droite est toujours plus précis que le précon-
ditionnement à gauche, la convergence de l'algorithme étant similaire dans les deux cas
de préconditionnement.
Théorème III.5. Soient A ∈ IRn×n telle que proA est fortement régulière et b ∈ KRn
tels que Σ(A,b) 6= ∅. Considérons les équations (5.6) (page 73) et (7.2) (page 90) avec
C = (midA)−1 et x˜ = (midA)−1(midb).
Notons les uniques solutions propres de ces équations respectivement par x et u. Alors,
2
{
x˜+ Cu|u ∈ u} = x.
Ce qui implique trivialement
{
x˜ + Cu|u ∈ u} ⊆ x, c'est à dire l'approximation par la
boite penchée est plus précise que l'approximation par l'intervalle.
Démonstration. Premièrement, remarquons que les solutions des équations (5.6) et (7.2)
sont uniques car proA est fortement régulière, et sont propres car le "AE-solution set"
est supposé non-vide (utiliser les théorèmes II.13 et III.3). Maintenant, en reprenant la
preuve du Théorème III.4, nous savons quemidu et radu satisfont les relations suivantes :
midu = 0,
radu = rad
(
(proA)Aˆ−1
)
(radu) + rad(b−Ax˜).
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En remarquant que (rad proA) = | radA| et en utilisant le Lemme III.4, nous obtenons
rad
(
(proA)Aˆ−1
)
= | radA| |Aˆ−1|.
Nous utilisons maintenant l'hypothèse que A est propre : nous pouvons utiliser le Lemme
III.4 pour obtenir
rad(b−Ax˜) = radb+ | radA| |x˜|.
Par conséquent, radu vériﬁe
radu = | radA| |Aˆ−1|(radu) + radb+ | radA| |x˜|.
Maintenant, multiplions à gauche les deux membres de l'égalité par |Aˆ−1| pour obtenir
|Aˆ−1|(radu) = |Aˆ−1| | radA| |Aˆ−1|(radu) + |Aˆ−1|(radb) + |Aˆ−1| | radA| |x˜|.
Notons y := 2 {x˜+ Aˆ−1u|u ∈ u}. Il est alors facile de vériﬁer que
y = x˜+ Aˆ−1u.
Par conséquent, midy = x˜ et rady = |Aˆ−1|(radu). Nous obtenons donc l'équation
suivante pour rady :
rady = |Aˆ−1| | radA|(rady) + |Aˆ−1|(radb) + |Aˆ−1| | radA| |x˜|.
Recherchons maintenent l'équation vériﬁée par radx. En remarquant que |x| = (radx)+
|midx| = (radx)+ |x˜|, on peut vériﬁer qu'en appliquant les règles données par le Lemme
III.4 à l'équation d'intervalles (5.6), on obtient les équations suivantes :
midx = (midA)−1(midb) = x˜,
radx = |Aˆ−1| | radA|(radx) + |Aˆ−1|(radb) + |Aˆ−1| | radA| |x˜|.
Ainsi, midy = midx. De plus, rady et radx vériﬁent la même équation. Finalement,
comme |Aˆ−1| | radA| = |I−Aˆ−1(proA)|, cette dernière ayant un rayon spectral inférieur
à 1 parce que proA est fortement régulière, le théorème de Schröder prouve que l'équation
partagée par rady et radx a une unique solution. Donc, midx = midy et radx = rady
ce qui implique x = y.
7.3.2 Expérimentations
Les algorithmes présentés ont été codés en C/C++ : nous avons pris comme base la
bibliothèque PROFIL/BIAS (Knueppel[68]) et nous l'avons adaptée pour l'arithmétique
de Kaucher. Les temps de calculs ne sont pas indiqués car le nombre d'itérations des
algorithmes est plus signiﬁcative pour la comparaison des préconditionnements proposés.
Les équations auxiliaires d'intervalles suivantes sont considérées :
 l'équation non préconditionnée (5.4) (page 72) dédiée à l'approximation intérieure.
Sa solution sera notée xI quand elle est disponible.
 l'équation préconditionnée à gauche (5.6) (page 73) dédiée à l'approximation exté-
rieure. Sa solution sera notée xO quand elle est disponible.
 l'équation préconditionnée à droite (7.1) (page 90) dédiée à l'approximation in-
térieure. Sa solution sera notée uI quand elle est disponible, et la boite penchée
correspondante sI .
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 l'équation préconditionnée à droite (7.2) (page 90) dédiée à l'approximation ex-
térieure. Sa solution sera notée uO quand elle est disponible, et la boite penchée
correspondante sO.
Les équations sont préconditionnées avec
C = (midA)−1 and x˜ = (midA)−1(midb).
La surface (hypervolume) des boites penchées est calculée en utilisant la formule clas-
sique vol{Mu|u ∈ u} = (detM)(volu) (qui généralise la formule qui permet de calculer
le volume d'un intervalle, obtenue en considérant M = I).
Le prochain exemple illustre le fait que l'approximation en utilisant des boites pen-
chées peut être plus précise qu'en utilisant des intervalles.
Exemple III.4. Considérons le "united solution set" Σ(A,b) avec
A =
(
0.4490± 8.432E−4 , 0.4385± 8.578E−4
0.4385± 8.062E−4 , 0.6510± 6.098E−4
)
and b =
(
5.657± 1.029E−3
0.6119± 1.583E−3
)
,
tiré de Beaumont[66][67]. Chacune des équations étudiées a une unique solution qui est
propre :
xI ≈ ( [0.9968, 1.0018], [0.2645, 0.2690] )T ,
xO ≈ ( [0.9740, 1.0246], [0.2458, 0.2877] )T ,
uI ≈ ( [−2.06E−3, 2.06E−3], [−2.51E−3, 2.51E−3] )T ,
uO ≈ ( [−2.13E−3, 2.13E−3], [−2.58E−3, 2.58E−3] )T .
Il est remarquable que xI ait été atteinte après 134 itérations alors que uI a été atteinte
après seulement 6 itérations. Cela s'explique parce qu'une fois préconditionnée, l'équation
mise sous forme de point ﬁxe a un coeﬃcient de contraction plus faible.
La comparaison des distances de Hausdorﬀ suivantes montre que l'approximation par
des boites penchées est plus précise que l'approximation par des intervalles :
distH(xO,xI) ≈ 2.3E−2 ; distH(sO, sI) ≈ 7.9E−4.
La majoration de la distance de Hausdorﬀ entre les deux boites penchées, donnée par le
Théorème III.4, est 9.4E−4, ce qui est précis. L'approximation optimale d'intervalles de
sO est
2 sO = x˜+ (midA)−1uO,
qui est égale à xO (aux erreurs d'arrondi près). Le Théorème III.5 est donc conﬁrmé. Les
diﬀérentes approximations du "united solution set" de cet exemple sont représentées sur la
ﬁgure 7.1 (les deux boites penchées sont trop proches pour être discernées). Ce graphique
montre que, sur cet exemple, l'approximation par des boites penchées est beaucoup plus
précise que l'approximation par des intervalles.
Les deux prochains exemples illustrent le fait que l'équation préconditionnée à droite
dédiée à l'approximation intérieure permet de construire des approximations intérieures
dans des situations où la résolution de l'équation non préconditionnée ne le permet pas.
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Fig. 7.1  Le "united solution set" de l'Exemple III.4 avec ses diﬀérentes approximations.
Exemple III.5. Considérons le "tollerable solution set" Σ(dualA,b) où
A =

a a 0 0 0 0
a a a 0 0 0
0 a a a 0 0
0 0 a a a 0
0 0 0 a a a
0 0 0 0 a a
 et b =

[0.9, 1.1]
[−1.1,−0.9]
[0.9, 1.1]
[−1.1,−0.9]
[0.9, 1.1]
[−1.1, 0.9]
 .
et a = [0.999, 1.001]. Pour construire une approximation intérieure de Σ(dualA,b), nous
pouvons considérer l'équation Ax = b (où dual dualA = A). L'écriture sous forme
de point ﬁxe de l'équation conduit à une suite divergente. Par contre, la méthode sous-
diﬀérentielle de Newton proposée dans Shary[92][94] calcule une solution de cette équation.
Cependant, cette solution n'est pas propre et ne peut donc pas être utilisée pour construire
une approximation intérieure du "tolerable solution set" considéré. Il faudrait donc utili-
ser la technique de bissection des paramètres pour obtenir un "AE-solution set" auxiliaire
A′x = b′ qui aurait une solution propre. Cependant, la technique de bissection des pa-
ramètres est diﬃcile à appliquer car nous n'avons aucune information sur les conditions
qui nous permettraient d'obtenir une solution propre. L'équation préconditionnée à droite
AC = b−Ax˜ (où pro dualA = A) a la solution propre suivante :
uI ≈ ( [−0.0981, 0.0981], [−0.0959, 0.0959], [−0.0941, 0.0941],
[−0.0941, 0.0941], [−0.0959, 0.0959], [−0.0981, 0.0981] )T .
Cette solution est calculée en 6 itérations de l'équation mise sous forme de point ﬁxe. De
plus, la majoration de la distance de Hausdorﬀ entre les boites penchées intérieures et
extérieures donnée par le Théorème III.4 est
2 ||Aˆ−1|| ||I − (proA)Aˆ
−1|| ||b− (dualA)x˜||
1− (||I − (proA)Aˆ−1||)2 ≈ 1.5E−2.
L'hypervolume du "tolerable solution" est supérieur à l'hypervolume de son approximation
intérieure, ce dernier étant
vol sI = det(C) voluI ≈ (0.19)6.
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Donc la boite penchée intérieure est précise (car 1.5E−2 << 0.19, en comparant une lon-
gueur avec une longueur). Finalement, l'approximation extérieure xO est cette fois stric-
tement incluse dans 2 sO, ce qui prouve que le Théorème III.5 ne peut pas être généralisé
aux "tolerable solution sets". Cependant, l'hypervolume de la boite penchée extérieure est
(0.20)6 qui est très inférieur à celui de la xO qui est (0.65)6. Par conséquent, les deux
approximations sont complémentaires, bien que la boite penchée extérieure semble donner
une description plus ﬁne "tolerable solution set".
Exemple III.6. Considérons le "tolerable solution set" de l'exemple précédent où A16
est changé en −1. Dans ce cas, toutes les méthodes de résolution divergent lorsqu'elles
sont utilisées pour calculer une solution de l'équation Ax = b. C'est certainement la
conséquence du fait que l'équation Ax = b a une inﬁnité de solutions ou pas de solution
du tout. Construire une approximation intérieure à partir de la résolution de l'équation
Ax = b en utilisant la technique de bissection des paramètres semble être une tache
impossible sur cet exemple.
L'équation préconditionnée à droite n'est pas sensible à cette l'altération de l'Exemple
III.5. Sa solution est maintenant
uI ≈ ( [−0.0982, 0.0982], [−0.0960, 0.0960], [−0.0942, 0.0942],
[−0.0943, 0.0943], [−0.0963, 0.0963], [−0.0985, 0.0985] )T ,
qui est propre. Cette solution est calculée après le même nombre d'itérations et la qualité
de l'approximation est la même que dans l'exemple précédent.
Le prochain exemple décrit une situation où l'équation préconditionnée à droite dédiée
à l'approximation intérieure a un moins bon comportement que l'équation non précondi-
tionnée.
Exemple III.7. Considérons le "united solution set" Σ(A,b) où
A =
(
[2, 3] [0, 1]
[1, 2] [2, 3]
)
et b =
(
[−1, 1]
[−10, 10]
)
.
L'équation d'intervalle Ax = b a la solution propre suivante :
xI =
(
[−0.5, 0.5], [−4.75, 4.75] )T ,
qui est donc une approximation intérieure du "united solution set". L'équation précondi-
tionnée à droite a une solution qui n'est pas propre, et donc qui ne peut pas être interprétée
comme une approximation intérieure.
Finalement, un comportement surprenant des deux équations d'intervalles dédiées à
l'approximation intérieure est obtenu en modiﬁant l'exemple précédent :
Exemple III.8. Considérons le "united solution set" de l'exemple précédent où A est
modiﬁée en gardant inchangé son centre et en multipliant son rayon par q = 0.1, i.e.
A =
(
[2.45, 2.55] [0.45, 0.55]
[1.45, 1.55] [2.45, 2.55]
)
.
Cette fois, l'équation d'intervalle Ax = b a une solution qui n'est pas propre alors que
l'équation préconditionnée à droite a une solution propre. Choisir un coeﬃcient 0 ≤ q <
0.1 ne change plus la qualité propre/impropre des solutions correspondantes.
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7.4 Conclusion
Le préconditionnement à droite que nous avons proposé présente des avantages dans
le cas de l'approximation intérieure des "AE-solution sets" linéaires : l'utilisation du
préconditionnement par C = (midA)−1 permet d'obtenir la convergence des algorithmes
vers une approximation intérieure à condition que la matrice d'intervalles mise en jeux soit
fortement régulière. Il s'agit d'une amélioration importante par rapport à la condition de
convergence des algorithmes non préconditionnés, qui nécessitent des matrices à diagonale
strictement dominante (ou des H-matrices) sous peine de non convergence. Ainsi, nous
avons proposé des exemples où le préconditionnement à droite semble être nécessaire pour
l'obtention d'une approximation intérieure. Enﬁn, le préconditionnement à droite accélère
la convergence des algorithmes : sur certains exemples testés, l'algorithme préconditionné
converge vingt fois plus vite que la version non préconditionnée.
Le préconditionnement à droite pour l'approximation extérieure des "AE-solution
sets" linéaires présente les même avantages que ceux décrits dans Neumaier[7] dans le cas
restreint des "united solution sets" linéaires : les approximations par des boites penchées
est plus précise que l'approximation par des vecteurs d'intervalles pour des algorithmes
d'une complexité identique qu'avec le préconditionnement à gauche.
Chapitre 8
Amélioration de l'opérateur
généralisé de Gauss-Seidel
Ce chapitre présente une amélioration de l'opérateur généralisé de Gauss-Seidel Γs pro-
posé dans Shary[95][96] dans le contexte de l'approximation extérieure des "AE-solution
sets" linéaires. L'opérateur de Gauss-Seidel y a été généralisé sous sa forme simpliﬁée.
Une version dédiée à l'approximation extérieure des "AE-solution sets" de l'opérateur de
Gauss-Seidel Γ proposé dans Hansen[19] est maintenant proposée, ce qui permet d'ap-
pliquer l'opérateur de Gauss-Seidel aux "AE-solution sets" dont la matrice n'est pas
régulière.
8.1 L'opérateur généralisé de Gauss-Seidel (cas n = 1)
La démarche suivie est la même que dans Neumaier[8] (voir sous-section 5.1.2 page
64) : l'opérateur Γ est tout d'abord déﬁni dans le cas n = 1.
Proposition III.5. Soient a,b ∈ KR et x ∈ IR. Déﬁnissons
Γ(a,b,x) := 2Σ(a,b)
⋂
x
Alors,
Γ(a,b,x) =

(b/a)
∧
x si 0 /∈ proa,
2
(
x\ ]min{0,b/a,b/a} , max{0,b/a,b/a}[) si 0 ⊆ a,[
max{b/a,b/a} , min{b/a,b/a}]∧x si a ⊆ 0,
Remarques.
1. L'expression donnée si-dessus contient un abus d'écriture : les premiers et troisièmes
cas utilisent des intervalles généralisés. Ainsi, un résultat impropre est interprété
comme l'ensemble vide. Le second cas ne met en jeu que des intervalles propres.
Dans ce cas, nous considérons que 2 ∅ = ∅, même si cette écriture n'est en fait pas
déﬁnie car l'ensemble vide n'est pas considéré comme un intervalle.
2. Comme dans l'expression donnée dans Neumaier[8], les cas où une des bornes de
a est nulle ne sont pas explicitement décrits dans l'expression précédente. Ces cas
peuvent se déduire de ceux présentés ici.
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3. Si a et b sont propres, la deuxième expression est équivalente à celles données dans
Neumaier[8]. Par exemple, si b > 0 alors, en comparant les signes des bornes des
intervalles mis en jeux, nous obtenons]
min{0,b/a,b/a} , max{0,b/a,b/a}[ = ]b/a,b/a[
Si 0 ∈ b, une comparaison des signes des bornes des intervalles mis en jeu montre
que ]
min{0,b/a,b/a} , max{0,b/a,b/a}[ = ]0, 0[ = ∅,
et ainsi que Γ(a,b,x) = x.
4. Dans la troisième expression, si 0 * b alors une comparaison des signes des bornes
des intervalles mis en jeux montre que[
max{b/a,b/a} , min{b/a,b/a}]
est impropre, et ainsi que Γ(a,b,x) = ∅.
La preuve de cette proposition est faite au cas par cas.
Cas où 0 /∈ pro a
En utilisant le Théorème II.10 (page 69) nous obtenons
x ∈ Σ(a,b) ⇐⇒ (duala)x ⊆ b.
Il suﬃt alors de multiplier les deux membres de l'inclusion par 1/a pour obtenir
x ∈ Σ(a,b) ⇐⇒ x ⊆ b/a.
Ainsi, si b/a est impropre alors (b/a)∧x est aussi impropre et Σ(a,b) est vide. Si b/a
est propre alors les nombres qui sont à la fois dans Σ(a,b) et dans x sont les nombres
qui sont dans (b/a)∧x = (b/a)⋂x.
Cas où 0 ⊆ a
Le Théorème II.10 montre que
x ∈ Σ(a,b) ⇐⇒ (duala)x ⊆ b.
Si 0 ≤ x alors (duala)x = [ax,ax]. Ainsi,
0 ≤ x ∧ x ∈ Σ(a,b) ⇐⇒ b ≤ ax ∧ ax ≤ b. (8.1)
Comme a ≤ 0 ≤ a, ces inégalités s'écrivent b/a ≤ x ∧ x ≥ b/a. De la même manière, si
x ≤ 0 alors (duala)x = [ax,ax] et
x ≤ 0 ∧ x ∈ Σ(a,b) ⇐⇒ b ≤ ax ∧ ax ≤ b (8.2)
Comme a ≤ 0 ≤ a, ces inégalités s'écrivent b/a ≥ x ∧ x ≤ b/a. En regroupant les deux
cas précédents, nous avons ﬁnalement
x ∈ Σ(a,b) ⇐⇒ x ≤ min{0,b/a,b/a}
∨
max{0,b/a,b/a} ≤ x
⇐⇒ x ∈ ]−∞ , min{0,b/a,b/a}] ⋃ [max{0,b/a,b/a} , +∞[
Et donc,
x ∈ Σ(a,b)
⋂
x ⇐⇒ x\ ]min{0,b/a,b/a},max{0,b/a,b/a}[
8.2. L'opérateur généralisé de Gauss-Seidel (cas général) 107
Cas où a ⊆ 0
Les relations (8.1) et (8.2) sont toujours valables dans ce cas. Mais cette fois l'intervalle
a vériﬁe a ≤ 0 ≤ a et nous obtenons donc les relations suivantes :
0 ≤ x ∧ x ∈ Σ(a,b) ⇐⇒ b/a ≥ x ∧ x ≤ b/a
x ≤ 0 ∧ x ∈ Σ(a,b) ⇐⇒ b/a ≤ x ∧ x ≥ b/a.
En regroupant ces inégalités, nous obtenons
x ∈ Σ(a,b) ⇐⇒ max{b/a,b/a} ≤ x ≤ 0
∨
0 ≤ x ≤ min{b/a,b/a}
⇐⇒ x ∈ [max{b/a,b/a} , min{b/a,b/a}]
8.2 L'opérateur généralisé de Gauss-Seidel (cas général)
L'opérateur généralisé de Gauss-Seidel est alors construit de la façon suivante : soient
A ∈ KRn×n, b ∈ KRn×n et x ∈ IRn×n,
Γ(A,b,x) = y avec yi = Γ(Aii , bi −
∑
j 6=i
Aijxj , xi)
La proposition suivante montre que l'opérateur généralisé de Gauss-Seidel peut être utilisé
pour l'approximation extérieure des "AE-solution sets" linéaires.
Théorème III.6. Soient A ∈ KRn×n, b ∈ KRn×n et x ∈ IRn×n. Alors,
Σ(A,b)
⋂
x ⊆ Γ(A,b,x) ⊆ x
Démonstration. La seconde inclusion est triviale, étant donné que par déﬁnition Γ dans
le cas n = 1 nous avons yi ⊆ xi. Considérons maintenant la première inclusion. Par le
Théorème II.10,
x ∈ Σ(A,b) ⇐⇒ (dualA)x ⊆ b.
Maintenant, en explicitant chaque ligne de l'équation précédente,
x ∈ Σ(A,b) ⇐⇒
∧
i∈[1..n]
(dualAii)xi +
∑
j 6=i
(dualAij)xj ⊆ bi.
En utilisant les propriétés de groupe l'arithmétique de Kaucher, nous obtenons
x ∈ Σ(A,b) ⇐⇒
∧
i∈[1..n]
(dualAii)xi ⊆ bi −
∑
j 6=i
Aijxj .
En utilisant la croissance par rapport à l'inclusion des opérations de l'arithmétique de
Kaucher, nous obtenons
x ∈ Σ(A,b) =⇒
∧
i∈[1..n]
(dualAii)xi ⊆ bi −
∑
j 6=i
Aijxj .
En utilisant encore une fois le Théorème II.10, nous obtenons
x ∈ Σ(A,b) =⇒
∧
i∈[1..n]
xi ∈ Σ(Aii , bi −
∑
j 6=i
Aijxj).
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Finalement, en utilisant la Proposition III.5, nous obtenons
x ∈ x ∧ x ∈ Σ(A,b) =⇒
∧
i∈[1..n]
xi ∈ Γ(Aii , bi −
∑
j 6=i
Aijxj , xi).
Ce qui conclue la preuve.
Le nouvel opérateur généralisé de Gauss-Seidel est illustré par l'exemple suivant.
Exemple III.9. Considérons le "AE-solution set" suivant :
Σ(A,b) avec A =
(
1 [−1, 1]
2 [1,−1]
)
et b =
(
[1,−1]
[−1, 1]
)
et l'intervalle x = ([1, 2], [1, 2])T . Nous avons alors
Γ(A,b,x) =
(
Γ( 1 , [1,−1]− [−1, 1]× x2 )
Γ( [1,−1] , [−1, 1]− 2× x1 )
)
Finalement, Γ([1,−1], [−1, 1] − 2 × x1) = ∅ et l'opérateur généralisé de Gauss-Seidel
permet ﬁnalement de montrer que Σ(A,b)
⋂
x = ∅. La version proposée dans Shary[96]
ne permet pas de conclure dans ce cas.
8.3 Conclusion
Le nouvel opérateur généralisé de Gauss-Seidel ne présente que des avantages sur la
version précédente : en eﬀet, lorsque la matrice mise en jeux ne contient que des intervalles
de signe constant sur sa diagonale, les deux versions de l'opérateurs sont identiques. Mais
lorsque des intervalles contenant 0 sont présents sur la diagonale, la nouvelle version est
encore capable d'eﬀectuer des réductions alors que l'ancienne version est impuissante.
Dans le cas des "united-solution sets", il est prouvé que l'opérateur de Gauss-Seidel
dans sa version améliorée est toujours plus eﬃcace que l'opérateur de Krawczyk (voir par
exemple Neumaier[8]). Il serait intéressant de comparer ces deux opérateurs dans le cas
plus général des "AE-solution sets" maintenant qu'une version améliorée de l'opérateur
de Gauss-Seidel a été proposée.
Quatrième partie
AE-extensions des fonctions réelles
continues
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Chapitre 9
Introduction
Cette partie de la thèse présente une nouvelle formulation de la théorie des inter-
valles modaux (Goldsztejn[2, 1]). Le Chapitre 10 donne une présentation informelle de la
nouvelle formulation de la théorie des intervalles modaux (Goldsztejn[4]). La motivation
principale de la reformulation de la théorie des intervalles modaux est d'obtenir les ré-
sultats principaux de la théorie en utilisant une construction semblable à la théorie des
intervalles classiques. Nous décrivons d'abord les principaux points qui seront conservés
ou modiﬁés entre la théorie originale des intervalles modaux et sa reformulation.
Les éléments conservés
L'interprétation des extensions sémantiques
L'interprétation des extensions sémantiques est conservée. Ainsi, la nouvelle formula-
tion oﬀrira les mêmes interprétations que la théorie des intervalles modaux. Ces interpré-
tations enrichissent les interprétations de la théorie des intervalles classiques : lorsqu'elle
est restreinte aux intervalles propres, la reformulation de théorie des intervalles modaux
coïncide exactement avec la théorie des intervalles classiques.
La composition des extensions sémantiques
L'un des résultats principaux de la théorie des intervalles modaux est d'avoir montré
que, sous certaines conditions, la compositions des extensions sémantiques est une exten-
sion sémantique de la fonction réelle correspondant à cette composition. Cette propriété
est utilisée dans l'interprétation des extensions rationnelles aux intervalles modaux et
est à rapprocher de l'extension naturelle de la théorie des intervalles classiques. Cette
propriété jouera aussi un rôle central dans la nouvelle formulation de la théorie, où elle
permettra de déﬁnir les AE-extensions naturelles.
L'arrondi des extensions
La théorie des intervalles modaux propose une procédure d'arrondi qui utilise les
intervalles généralisés. L'arrondi extérieur des intervalles généralisés permet en eﬀet d'ef-
fectuer soit un arrondi intérieur soit un arrondi extérieur en fonction du besoin (besoin
diﬀérent généralement qu'un quantiﬁcateur universel ou existentiel est mis en jeux). Cette
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procédure d'arrondi est fondamentale pour une implémentation eﬃcace des extensions et
sera présentée en détail dans la nouvelle formulation de la théorie.
Les éléments modiﬁés
Association d'un quantiﬁcateur à un intervalle classique
L'association d'un intervalle classique et d'un quantiﬁcateur est abandonnée. Cette
association crée en eﬀet deux besoins contradictoires : d'une part, pour rester proche
de la théorie des intervalles classiques, il faut qu'un des deux cas (x,∃) ou (x,∀) soit
identiﬁé aux intervalles classiques19. D'autre part, l'interprétation des extensions aux
intervalles classiques doit faire partie des interprétations oﬀertes par la nouvelle formu-
lation de la théorie des intervalles modaux. Cependant, ces deux contraintes impliquent
que les quantiﬁcateurs couplés aux intervalles classiques ne peuvent pas correspondre
aux quantiﬁcateurs présents dans les propositions quantiﬁées correspondant aux inter-
prétations. En eﬀet, dans le cas des extensions aux intervalles classiques, un seul type
d'intervalle est rencontré alors que deux types de quantiﬁcateurs sont mis en jeux :(∀x ∈ x)(∃z ∈ z)(z = f(x)).
Remarque. Une extension de la théorie des intervalles classiques où des quantiﬁcateurs
seraient couplés aux intervalles classiques et où les extensions des fonctions auraient
des interprétations dans lesquelles les quantiﬁcateurs correspondent aux quantiﬁcateurs
présents dans les couples a été explorée. Mais une telle théorie crée plus de diﬃcultés
qu'elle n'en résout : parmi d'autres diﬃcultés, les additions et multiplications perdent
leur propriétés intéressantes pour devenir contre-intuitives, une distance est diﬃcile à
déﬁnir, les procédures d'arrondi sont diﬃciles à déﬁnir...
Redondance entre les ∗ et ∗∗ extension modales
Comme l'ont montré les exemples II.32, II.33, II.34, II.35, II.36 et II.37 les ∗ et ∗∗
extensions sont redondantes. Bien que ce ne soit pas explicitement expliqué dans la théorie
des intervalles modaux, il semble que l'introduction des deux types d'extensions soit faite
pour déﬁnir la "JM-commutativité", qui joue un rôle central dans la théorie des intervalles
modaux. La "JM-commutativité" est avantageusement remplacée par une autre notion
dans la nouvelle formulation : la commutation avec l'opérateur dual. Cette notion est
plus intuitive et permettra de ne pas déﬁnir deux types d'extensions.
L'optimalité des extensions aux intervalles modaux
L'optimalité des extensions rationnelles aux intervalles modaux n'est pas intuitive. De
plus, il semble qu'elle ne reﬂète pas exactement la précision d'une extension : en eﬀet, une
extension rationnelle qui vériﬁerait fR(x˙) = f∗(x˙) n'est pas optimale si f∗(x˙) 6= f∗∗(x˙),
alors qu'il n'existe aucune extension qui soit plus précise qu'elle. Ainsi, l'optimalité est
remplacée par une notion plus intuitive et plus représentative de la qualité d'une exten-
sion : la minimalité par rapport à l'inclusion. De plus, cette nouvelle notion va permettre
d'introduire le concept important d'ordre de convergence d'une extension. La minimalité
19Dans la théorie des intervalles modaux, ce sont les intervalles existentiels qui sont identiﬁés auxintervalles classiques.
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et l'ordre de convergence ainsi introduits généraliserons les notions correspondantes de la
théorie des intervalles classiques.
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Chapitre 10
Présentation informelle de la
nouvelle formulation de la théorie
des intervalles modaux
10.1 Introduction
La théorie des intervalles classiques est utilisée dans de nombreuses situations pour
calculer de manière rigoureuse en prenant en compte des incertitudes. Elle conduit géné-
ralement à des approximations extérieures d'ensembles déﬁnis grâce à des quantiﬁcateurs
existentiels. L'objet fondamental de la théorie des intervalles est l'extension des fonctions
réelles. Elles permettent de construire des sur-ensembles de l'image de la fonction mise en
jeux. Mais elle peuvent aussi être interprétées en utilisant des propositions quantiﬁées :
Exemple IV.1. L'extension naturelle de la fonction f(x) = x2 − x évaluée pour l'inter-
valle x = [2, 3] conduit à z := x2−x = [1, 7] qui est interprété par {f(x) | x ∈ x} ⊆ [1, 7].
Une interprétation alternative est la proposition quantiﬁée suivante :(∀x ∈ x)(∃z ∈ z)(z = f(x)).
En partant de cette dernière interprétation des extensions des fonctions réelles aux
intervalles classiques, la théorie des intervalles modaux a réussi à construire des extensions
ayant des interprétations plus riches : une plus grande liberté du choix des quantiﬁcateurs
associés aux variables est proposée, tout en conservant les avantages des extensions aux
intervalles décrits en introduction de la partie IV. Comme dans le cadre de la théorie
des intervalles classiques, l'évaluation d'une extension modale est une question centrale
et la problématique du pessimisme introduit par l'évaluation d'intervalles est cruciale
pour l'applicabilité de la théorie. Il reste beaucoup de travail a faire dans cette direction.
Une étape importante serait un procédé de linéarisation, comme une extension de la
valeur moyenne, compatible avec les interprétations enrichies proposées par la théorie des
intervalles modaux.
Une présentation informelle de la reformulation de la théorie des intervalles modaux
est maintenant proposée. Ce cadre théorique permet d'une part de mieux comprendre les
mécanismes sous-jacents de la théorie. D'autre part, il permet d'introduire une extension
de la valeur moyenne aux intervalles généralisés (qui sera appelée l'AE-extension de la
valeur moyenne) compatible avec les interprétations enrichies de la théorie des intervalles
modaux.
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10.2 Description du problème à résoudre
Les extensions des fonctions réelles aux intervalles classiques permettent de résoudre
le problème suivant : étant donnés f et x ∈ IRn, nous voulons déterminer un intervalle z
qui vériﬁe la proposition quantiﬁée(∀x ∈ x)(∃z ∈ z)(z = f(x)).
Ce problème est généralisé de la façon suivante : étant donnés f , x ∈ IRn et un quantiﬁ-
cateur Qxk pour chaque variable xk, nous voulons déterminer un quantiﬁcateur Q et unintervalle z qui vériﬁent la proposition quantiﬁée(∀xA ∈ xA)(Qz ∈ z)(∃xE ∈ xE)(z = f(x)), (10.1)
où A = {k | Qxk = ∀} et E = {k | Qxk = ∃}.
Remarque. Les ensembles d'indices A et E peuvent être vides. La proposition quantiﬁée
précédente est alors facilement adaptée. De plus, le bloc de quantiﬁcateur
(
Qz ∈ z) est
écrit au centre de la proposition pour que l'ordre AE (A(ll)E(xists)) soit conservé quelque
soit le quantiﬁcateur Q.
Remarque. Cette classe de problèmes pourrait être décrite plus simplement en se re-
streignant aux expressions f(x) = 0. En eﬀet, f(x) = z peut s'écrire g(x, z) = 0 avec
g(x, z) = f(x) − z. L'expression (10.1) est choisie pour deux raisons : d'une part elle
permet de généraliser le problème résolu par la théorie des intervalles classiques, ce qui
permettra de construire des méthodes de résolutions semblables dans les deux cas. D'autre
part, l'expression (10.1) va permettre de composer la résolution de problèmes élémentaires
pour résoudre des problèmes plus diﬃciles. Cette composition serait beaucoup compliquée
a écrire avec la formulation alternative de ces problèmes.
Exemple IV.2. Considérons la fonction f(x) = x1 + x2, l'intervalle x = ([−1, 1], [4, 8])
et les quantiﬁcateurs Qx1 = ∀ et Qx2 = ∃. Nous voulons donc déterminer un quantiﬁcateur
Q et un intervalle z qui vériﬁent(∀x1 ∈ [−1, 1])(Qz ∈ z)(∃x2 ∈ [4, 8])(z = x1 + x2) (10.2)
On peut vériﬁer que Q = ∀ et z = [5, 7] est une solution de notre problème. Trivialement,
d'autres solutions peuvent alors être construites, eg. Q = ∀ et z = [5.5, 6.5] parce que
[5.5, 6.5] ⊆ [5, 7], ou Q = ∃ et z = [6.5, 9] parce que [6.5, 9]⋂[5, 7] 6= ∅.
Dans le cas des fonctions à valeurs vectorielles, i.e. f = (f1, . . . , fm), m intervalles zk
et m quantiﬁcateurs Qzk doivent être déterminés. La proposition quantiﬁée qui doit êtrevalidée est alors(∀xA ∈ xA)(∀zA′ ∈ pro zA′)(∃zE′ ∈ zE′)(∃xE ∈ proxE)(z = f(x))
où A = {k | Qxk = ∀}, E = {k | Qxk = ∃}, A′ = {k | Qzk = ∀} et E′ = {k | Qzk = ∃}.
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10.3 Intervalles généralisés et quantiﬁcateurs
A partir d'un ensemble de réels {x ∈ R | a ≤ x ≤ b}, deux intervalles généralisés
peuvent être construits, i.e. l'intervalle propre [a, b] et l'intervalle impropre [b, a]. Ainsi,
la qualité propre/impropre d'un intervalle généralisé peut-être utilisée pour modéliser un
quantiﬁcateur alors que la projection propre de cet intervalle généralisé peut-être conser-
vée pour modéliser le domaine associé à une variable. Nous choisissons la convention
suivante pour retrouver l'interprétation classique lorsque les intervalles mis en jeux sont
propres :
 Si xk est propre, i.e. x ≤ x, alors Qxk = ∀. Si xk n'est pas propre, i.e. x > x, alors
Qk = ∃.
 Si zk est propre alors Qzk = ∃. Si zk n'est pas propre alors Qzk = ∀.Nous sommes maintenant en position pour reformuler le problème présenté en section
10.2 dans le langage des intervalles généralisés : étant donné f et x ∈ KRn, nous voulons
construire un intervalle z ∈ KRm qui vériﬁe(∀xP ∈ xP )(∀zI′ ∈ pro zI′)(∃zP ′ ∈ zP ′)(∃xI ∈ proxI)(z = f(x)) (10.3)
où P = P (x), I = I(x), P ′ = P (z) et I ′ = I(z). Un tel intervalle z est dit interprétable
par rapport à f et x (ou (f,x)-interprétable). Ainsi, si x est propre et si l'intervalle
(f,x)-interprétable z est propre, la proposition précédente devient(∀x ∈ x)(∃z ∈ z)(z = f(x)),
ce qui correspond à l'interprétation classique. Dans le cas de fonctions f : Rn −→ R, la
proposition quantiﬁée (10.3) s'écrit(∀xP ∈ xP )(Q(z)z ∈ pro z)(∃xI ∈ proxI)(z = f(x))
où Q(z) = ∃ si z ∈ IR, Q(z) = ∀ sinon.
Exemple IV.3. L'exemple IV.1 s'exprime maintenant en disant que [1, 7] est (f, [2, 3])-
interprétable (l'interprétation des extensions aux intervalles classiques est obtenue lorsque
les intervalles mis en jeux sont propres). L'exemple IV.2 s'exprime maintenant en disant
que les intervalles [7, 5], [6.5, 5.5] et [6.5, 9] sont
(
f, ([−1, 1], [8, 4]))-interprétables.
On peut remarquer que les trois intervalles de l'exemple précédent sont liés par la
relation [7, 5] ⊆ [6.5, 5.5] ⊆ [6.5, 9]. En général, l'inclusion entre intervalles généralisés
peut être utilisée pour comparer la précision des intervalles (f,x)-interprétables (voir
Section 12.3 page 135). Ainsi, si deux intervalles (f,x)-interprétables z et z′ sont liés par
l'inclusion z ⊆ z′, l'intervalle z apporte plus d'information que l'intervalle z′ et il sera
donc considéré comme plus précis.
10.4 L'arithmétique de Kaucher
Nous déﬁnissons maintenant une arithmétique des intervalles généralisés qui résout le
problème présenté dans la section 10.2 dans le cas des fonctions élémentaires : étant donné
une fonction élémentaire f et x ∈ KRn, où n = 1 ou 2 pour les fonctions élémentaires,
nous déﬁnissons f(x) comme étant le "meilleur" intervalle (f,x)-interprétable.
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Remarque. Le meilleur intervalle (f,x)-interprétable est le plus petit au sens de l'in-
clusion des intervalles généralisés. Cela revient à calculer le plus large domaine lorsque
Q = ∀ ou le plus petit domaine lorsque Q = ∃ (voir Section 12.3 page 135).
Grâce à la simplicité des fonctions élémentaires considérées, nous pouvons calculer
leur extension formellement (voir Chapitre 13 page 145 et Chapitre 14 page 151) :
 x+ y = [x+ y,x+ y] et x− y = [x− y,x− y].
 Si toutes les bornes des intervalles mis en jeux sont positives, x×y = [x×y,x×y]
et x/y = [x/y,x/y].
 pour les fonctions élémentaires à une variable, pro f(x) = {f(x) | x ∈ prox} et
f(x) et x ont la même qualité propre/impropre, eg. √x = [√x,√x] pour x,x ≥ 0.
Dans le cas des fonctions élémentaires, i.e. +, −, ×, / et les fonctions à une variable, les ex-
tensions déﬁnie ici coïncident avec l'arithmétique de Kaucher bien qu'elles soient déﬁnies
de manière diﬀérentes (voir Chapitre 14 page 151). Les interprétations des extensions
aux intervalles généralisés peuvent être facilement retrouvées de la manière suivante :
lorsque tous les intervalles mis en jeux sont propres, leur interprétation correspond à
l'interprétation des extensions aux intervalles classiques :
Exemple IV.4. L'addition de Kaucher [−1, 2] + [7, 8] = [6, 10] est interprétée par(∀x1 ∈ [−1, 2])(∀x2 ∈ [7, 8])(∃z ∈ [6, 10])(z = x1 + x2).
Ensuite, lorsqu'une qualité propre/impropre est changée, le quantiﬁcateur correspon-
dant est lui aussi changé :
Exemple IV.5. L'addition de Kaucher [−1, 2] + [8, 7] = [7, 9] est interprétée par(∀x1 ∈ [−1, 2])(∃z ∈ [7, 9])(∃x2 ∈ [7, 8])(z = x1 + x2).
L'addition de Kaucher [−1, 2] + [8, 4] = [7, 6] est interprétée par(∀x1 ∈ [−1, 2])(∀z ∈ [6, 7])(∃x2 ∈ [4, 8])(z = x1 + x2).
10.5 Une interprétation simpliﬁée de l'évaluation d'inter-
valles généralisés
Une importante contribution de la théorie des intervalles modaux est d'avoir mon-
tré que le problème de la section 10.2 peut-être décomposé en sous-problèmes similaires
mais plus simples en suivant la structure de la fonction. Il s'agit là du même mécanisme
que celui utilisé pour l'extension naturelle aux intervalles classiques. Ainsi, sous certaines
restrictions, l'évaluation d'intervalles généralisés conduit à un intervalle qui est interpré-
table : considérons une expression f(x1, . . . , xn) d'une fonction continue f où chaque va-
riable a une unique occurrence. Alors, l'intervalle f(x), calculé en utilisant l'arithmétique
de Kaucher, est (f,x)-interprétable (voir Section 15.1 page 159 pour plus de détails).
Exemple IV.6. Considérons la fonction f(x, y, u) = u(y−x), x,u ∈ IR et y ∈ IR. Ainsi,
Qx = Qu = ∀ et Qy = ∃. Calculons t = x+y et z = u×t. Du fait que des AE-extensions
des fonctions élémentaires + et × sont utilisées, les proposition quantiﬁées suivantes sont
vraies. Si t est propre, nous obtenons les deux propositions quantiﬁées suivantes :(∀x ∈ x)(∃t ∈ t)(∃y ∈ proy)(t = x+ y)
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(∀u ∈ u)(∀t ∈ t)(Q(z)z ∈ z)(z = u t)
Si t est impropre, nous obtenons les deux propositions quantiﬁées suivantes :(∀x ∈ x)(∀t ∈ pro t)(∃y ∈ proy)(t = x+ y)(∀u ∈ u)(Q(z)z ∈ z)(∃t ∈ pro t)(z = u t)
Dans les deux cas, nous concluons que la proposition quantiﬁée suivante est vraie :(∀x ∈ x)(∀u ∈ u)(Q(z)z ∈ z)(∃y ∈ proy)(∃t ∈ pro t)(z = u t ∧ t = x+ y),
Cette dernière proposition quantiﬁée implique(∀x ∈ x)(∀u ∈ u)(Q(z)z ∈ z)(∃y ∈ proy)(z = f(x, y, u))
car
(∃t ∈ pro t)(z = u t ∧ t = x + y) implique z = f(x, y, u). Ainsi, z est (f,x,y,u)-
interprétable. Considérons une application numérique : x = [−1, 1], u = [1, 2] et y =
[2,−2] conduisent à z = [1,−1] qui est interprété par(∀x ∈ [−1, 1])(∀u ∈ [1, 2])(∀z ∈ [−1, 1])(∃y ∈ [−2, 2])(z = f(u, x, y)).
Si l'expression de la fonction contient plusieurs occurrences d'une même variable, un
problème auxiliaire dans lequel chaque variable a une unique occurrence doit être traité.
Par exemple, si la fonction f(x, y) = x(y−x) est considérée, nous devons utiliser la fonc-
tion auxiliaire f˜(x1, x2, y) = x1(y−x2) pour pouvoir utiliser le raisonnement précédent. La
situation n'est pas aussi simple que dans le cas des extensions aux intervalles classiques :
avant d'être utilisée avec l'arithmétique de Kaucher, l'expression f˜ doit être modiﬁée. En
reprenant l'exemple précédant, nous obtiendrions les deux nouvelles expressions
g(x1,x2,y) = x1(y − prox2) et g(x1,x2,y) = (prox1)(y − x2),
qui permettent toutes deux de construire des intervalles (f,x,y)-interprétables (voir Sec-
tion 15.2 page 162 pour plus de détails).
L'évaluation d'intervalles généralisés va maintenant être utilisée pour construire une
nouvelle AE-extension similaire a l'extension de la valeur moyenne dans la théorie des
intervalles classiques.
10.6 Une extension de la valeur moyenne aux intervalles gé-
néralisés
Considérons une fonction f continûment dérivable, x ∈ KRn et ∆i ∈ IR vériﬁant{
∂f
∂xi
(x) | x ∈ prox
}
⊆ ∆i.
De tels intervalles ∆i peuvent être calculés en utilisant une extension des dérivées par-
tielles de f . Alors, l'intervalle suivant est (f,x)-interprétable :
fMV (x) := f(x˜) +
n∑
k=1
∆k × (xk − x˜k) où x˜ ∈ prox.
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Justiﬁons cet énoncé : d'une part, z := fMV (x) est l'évaluation d'intervalles généralisés
de la fonction g(x, δ) = f(x˜) + ∑ δk(xk − x˜k) pour ∆ ∈ IRn et x ∈ KRn. Comme
l'expression de cette fonction n'a qu'une occurrence de chaque variable, la proposition
quantiﬁée suivante est vraie :(∀δ ∈ ∆)(∀xA ∈ xA)(Q(z)z ∈ pro z)(∃xE ∈ proxE)(z = g(x, δ)),
où A = {k | xk ∈ IR} et E = {k | xk /∈ IR}. D'autre part, le théorème de la valeur
moyenne implique la proposition quantiﬁée suivante :(∀x ∈ x)(∃δ ∈ ∆)(f(x) = g(x, δ)).
Il peut être prouvé (voir Chapitre 16 page 171) que la conjonction de ces deux dernières
propositions quantiﬁées implique la proposition quantiﬁée(∀xA ∈ xA)(Q(z)z ∈ z)(∃xE ∈ xE)(z = f(x)).
Ainsi, l'intervalle fMV (x) est (f,x)-interprétable. La fonction d'intervalles fMV (x) est
appelée une extension de la valeur moyenne à cause de sa similitude avec l'extension de
la valeur moyenne classique.
Exemple IV.7. Considérons f(x) = x1(x1−x2), x1 = [4, 2] et x2 = [0, 1], de telle sorte
que Qx1 = ∃ et Qx2 = ∀. Nous pouvons utiliser x˜ = midx, ∆1 = 2(prox1) − x2 = [3, 8]
et ∆2 = −(prox1) = [−4,−2]. Alors, fMV (x) = [8.5, 6.5] et la proposition quantiﬁée
suivante est donc vraie :(∀x2 ∈ [0, 1])(∀z ∈ [6.5, 8.5])(∃x1 ∈ [2, 4])(z = f(x)).
Bien que cette extension de la valeur moyenne ne calcule pas l'intervalle (f,x)-
interprétable optimal, elle possède un ordre de convergence quadratique, i.e. la distance
à l'intervalle (f,x)-interprétable optimal décrit en (widx)2 (voir Section 12.4 page 140
et Section 16.4 page 181).
10.7 Cas des fonctions à valeurs vectorielles
La situation est plus compliquée dans le cas des fonctions à valeurs vectorielles. Illus-
trons cette situation sur un exemple. Considérons f = (f1, f2) : R3 −→ R2, a ∈ IR et
x ∈ IR2, de telle sorte que Qa = ∀ et Qx1 = Qx2 = ∃. Nous voulons calculer des intervallesgénéralisés z1 et z2 qui vériﬁent la proposition quantiﬁée suivante :(∀a ∈ a)(Q(z1) z1 ∈ pro z1)(
Q(z2) z2 ∈ pro z2
)(∃x1 ∈ prox1)(∃x2 ∈ prox2)(z = F (a, x)), (10.4)
où les blocs (Q(zk)zk ∈ pro zk) sont placés de telle sorte que les quantiﬁcateurs universels
précèdent les quantiﬁcateurs existentiels. Une façon d'obtenir une telle interprétation en
utilisant les extensions fk des composantes fk de f est d'eﬀectuer les calculs suivants :
z1 = f1(a,x1,prox2) et z2 = f2(a,prox1,x2). Ainsi les deux propositions quantiﬁées
suivantes sont vraies :(∀a ∈ a)(∀x2 ∈ prox2)(Q(z1) z1 ∈ pro z1)(∃x1 ∈ prox1)(z1 = f1(a, x))(∀a ∈ a)(∀x1 ∈ prox1)(Q(z2) z2 ∈ pro z2)(∃x2 ∈ prox2)(z2 = f2(a, x))
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Il peut alors être prouver que ces deux dernières propositions quantiﬁées impliquent la
proposition quantiﬁée (10.4). L'autre choix z1 = f1(a,prox1,x2) et z2 = f2(a,x1,prox2),
qui conduirait aux interprétations(∀a ∈ a)(∀x1 ∈ prox1)(Q(z1) z1 ∈ pro z1)(∃x2 ∈ prox2)(z1 = f1(a, x))(∀a ∈ a)(∀x2 ∈ prox2)(Q(z2) z2 ∈ pro z2)(∃x1 ∈ prox1)(z2 = f2(a, x))
serait aussi correct. Cependant, les calculs naïfs z1 = f1(a,x1,x2) et z1 = f1(a,x1,x2)
conduiraient aux interprétations suivantes :(∀a ∈ a)(Q1 z1 ∈ pro z1)(∃x1 ∈ prox1)(∃x2 ∈ prox2)(z1 = f1(a, x))(∀a ∈ a)(Q2 z2 ∈ pro z2)(∃x1 ∈ prox1)(∃x2 ∈ prox2)(z2 = f2(a, x))
La conjonction de ces deux propositions quantiﬁées n'implique pas en général (10.4).
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Chapitre 11
AE-extensions des relations réelles
Ce chapitre présente les AE-extensions des relations réelles. Il s'agit d'un outil théo-
rique qui va simpliﬁer la déﬁnition des AE-extensions des fonctions continues dans le
chapitre suivant et l'expression de certaines propriétés qui seront utilisées par la suite.
Les AE-extensions des relations réelles permettent de travailler sur des propositions
quantiﬁées (sous la forme AE, i.e. dont les quantiﬁcateurs universels précèdent les quan-
tiﬁcateurs existentiels) en utilisant des intervalles généralisés à la place des couples quan-
tiﬁcateur/intervalles, donc sans utiliser explicitement les quantiﬁcateurs. De nombreuses
propriétés des propositions quantiﬁées seront alors plus facilement décrites et utilisées.
En particulier, l'inclusion entre intervalles généralisés a un fort lien avec la sémantique
des AE-extensions des relations, et va permettre d'exprimer facilement des propriétés
importantes de ces dernières.
11.1 L'inclusion entre intervalles généralisés
Quand elle est appliquée aux intervalles propres, l'inclusion entre intervalles généra-
lisés coïncide avec l'inclusion des intervalles classiques. Elle a donc une interprétation en
termes d'ensembles de nombres réels : si x,y ∈ IR alors
x ⊆ y ⇐⇒ {x ∈ R| inf x ≤ x ≤ supx} ⊆ {y ∈ R| inf y ≤ y ≤ supy}
Une interprétation en termes d'ensembles de nombres réels (c'est à dire qui ne met en jeux
que des intervalles propres) est maintenant présentée pour les autres cas de l'inclusion
entre intervalles généralisés. Le lemme suivant montre que l'inclusion entre un intervalle
propre et un intervalle impropre est liée à l'intersection entre les ensembles de nombres
réels mis en jeux.
Lemme IV.1. Soient x ∈ IR et y ∈ IR. Alors,
x
⋂
y 6= ∅ ⇐⇒ (dualx) ⊆ y
Démonstration. L'intersection entre deux intervalles est vide si et seulement si l'un est
strictement plus petit que l'autre. Ce qui conduit à
x
⋂
y 6= ∅ ⇐⇒ ¬ (y < x ∨ x < y)
⇐⇒ ¬ (y < x ∨ x < y)
⇐⇒ y ≥ x ∧ x ≥ y
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Il reste juste à remarquer que (dualx) = [x,x] et en utilisant l'expression de l'inclusion
nous obtenons ﬁnalement (dualx) ⊆ y ⇐⇒ y ≤ x ∧ x ≤ y.
Remarque. Ce lemme est implicitement donné dans la théorie des intervalles modaux
(lemmes I.2.4 et I.2.8) et utilisé dans Hansen[24] et Shary[92].
La proposition suivante donne l'interprétation des diﬀérents cas rencontrés dans l'in-
clusion de deux intervalles généralisés.
Proposition IV.1. Soient x,y ∈ KR. Alors, x ⊆ y est équivalent à la disjonction des
conditions suivantes :
1. x ∈ IR ∧ y ∈ IR ∧ x ⊆ y
2. x ∈ IR ∧ y ∈ IR ∧ (prox)⋂y 6= ∅
3. x ∈ IR ∧ y ∈ IR ∧ (prox) ⊇ (proy)
4. x ∈ IR ∧ y ∈ IR ∧ x = y = [x, x]
Démonstration. Démontrons tout d'abord que l'inclusion x ⊆ y implique la disjonction
énoncée. Étant donnés deux intervalles généralisés x et y, l'une des quatre conditions
x ∈ IR ∧ y ∈ IR, x ∈ IR ∧ y ∈ IR, x ∈ IR ∧ y ∈ IR ou x ∈ IR ∧ y ∈ IR est vraie.
Supposons que x ∈ IR∧y ∈ IR. L'inclusion des intervalles généralisés correspond alors à
l'inclusion classique. Supposons que x ∈ IR ∧ y ∈ IR. Nous pouvons appliquer le Lemme
IV.1 pour obtenir (prox)⋂y 6= ∅ ⇐⇒ (impx) ⊆ y. Finalement, comme x est impropre,
(impx) = x. Supposons que x ∈ IR∧y ∈ IR. Nous avons x ⊆ y ⇐⇒ (dualx) ⊇ (dualy)
et, x et y étant impropres, (dualx) = (prox) et (dualy) = (proy). Finalement le dernier
cas est une conséquence directe de la déﬁnition de l'inclusion. La seconde implication est
implicitement démontrée car nous avons démontré des équivalences.
Remarque. Le dernier cas montre simplement qu'un intervalle impropre ne peut pas
contenir un intervalle propre, sauf si tous les deux sont égaux et dégénérés.
L'exemple suivant expose une situation rencontrée dans chacun des trois premiers cas
de la proposition précédente.
Exemple IV.8.
1. [−1, 1] ⊆ [−2, 2] est interprété comme l'inclusion entre intervalles classiques ;
2. [2,−2] ⊆ [1, 3] est interprété par [−2, 2]⋂[1, 3] 6= ∅ ;
3. [2,−2] ⊆ [1,−1] est interprété par [−1, 1] ⊆ [−2, 2] ;
Le prochain corollaire est une autre formulation des cas 2. et 3. de la Proposition
IV.1. Il sera utile dans de nombreuses situations rencontrées par la suite.
Corollaire IV.1. Soient x ∈ IR et y ∈ KR. Alors,
x ⊆ y ⇐⇒ (Q(y)t ∈ proy)(φ(t))
où φ(t) est déﬁnie par φ(t) ⇐⇒ t ∈ prox, Q(y) = ∃ si y ∈ IR et Q(y) = ∀ sinon.
Démonstration. Supposons d'abord que y ∈ IR. Alors, grâce à la Proposition IV.1, x ⊆
y ⇐⇒ (prox)⋂y 6= ∅ qui est ﬁnalement équivalent à (∃t ∈ y)(φ(t)). Supposons
maintenant que y ∈ IR. Alors, grâce à la proposition Proposition IV.1, x ⊆ y ⇐⇒
(prox) ⊇ (proy) qui est ﬁnalement équivalent à (∀t ∈ proy)(φ(t)).
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Cette section est terminée par une présentation informelle de l'interprétation de l'in-
tersection et la réunion entre intervalles généralisés. Ces interprétations sont des consé-
quences directes de l'interprétation de l'inclusion et de la déﬁnition de ces opérations.
Exemple IV.9. Les quatre cas suivants illustrent les diﬀérentes interprétations de l'in-
tersection entre intervalles généralisés :
 [−1, 1]∧[0, 2] = [0, 1] donc l'intervalle propre [0, 1] est le plus grand intervalle propre
contenu dans [−1, 1] et [0, 2] ;
 [−1, 1]∧[2, 3] = [2, 1] donc l'intervalle propre pro[2, 1] = [1, 2] est le plus petit
intervalle propre (le plus grand intervalle impropre est le plus petit après projection
propre) qui a une intersection non vide avec [−1, 1] et [2, 3].
 [−1, 1]∧[3, 2] = [3, 1] donc l'intervalle propre pro[3, 1] = [1, 3] est le plus petit
intervalle propre qui intersecte [−1, 1] et contient [2, 3].
 [1,−1]∧[3, 2] = [3,−1] donc l'intervalle propre pro[3,−1] = [−1, 3] est le plus petit
intervalle qui contient [−1, 1] et [2, 3].
L'intersection et la réunion étant liées par
x
∨
y = z ⇐⇒ (dualx)
∧
(dualx) = (dual z)
les interprétations de la réunion d'intervalles généralisés sont obtenues grâce aux inter-
prétations de l'intersection.
11.2 AE-extensions des relations réelles
Étant donnée une relation réelle φ, son extension aux intervalles généralisés est main-
tenant déﬁnie. Ces extensions sont appelées AE-extensions à cause de la succession des
quantiﬁcateurs universels (A(ll) ) suivis des quantiﬁcateurs existentiels (E(xists) ) dans
leur interprétation. Les AE-extensions des relations réelles sont introduites car elles re-
présentent un langage utile pour la description des propositions quantiﬁées qui seront
utilisées dans la suite ainsi que pour la description de leurs propriétés.
Déﬁnition IV.1. Soit φ une relation de Rn. L'AE-extension de φ est notée avec le même
symbole φ et est déﬁnie pour tout x ∈ KRn par
φ(x) ⇐⇒ (∀xI ∈ proxI)(∃xP ∈ xP )(φ(x))
où P = P (x) et I = I(x) sont respectivement les indices des composantes propres et
impropres de x (vériﬁant donc P
⋃
I = [1..n] et P
⋂
I = ∅).
Remarques. 1. L'abus d'écriture suivant sera autorisé tout au long de la thèse : les
notations générales utilisées dans la déﬁnition IV.1 sont aussi valables dans les
cas P = ∅ or I = ∅. Ces cas correspondent respectivement à (∀x ∈ x)(φ(x)) et(∃x ∈ x)(φ(x)).
2. Par déﬁnition des fonctions P et I, les intervalles dégénérés sont considérés comme
propres. Cette convention n'a pas d'incidence sur l'interprétation de l'AE-extension
car
(∃x ∈ [a, a])(φ(x)) ⇐⇒ (∀x ∈ [a, a])(φ(x)) ⇐⇒ φ(a).
3. Quand elle est restreinte aux intervalles propres, la déﬁnition IV.1 devient φ(x) ⇐⇒(∃x ∈ x)(φ(x)). Cela ne correspond pas exactement à la déﬁnition d'une extension
aux intervalles classiques proposée dans Collavizza[39] et Benhamou[27], où une
extension de φ est déﬁnie par φ(x)⇐= (∃x ∈ x)(φ(x)).
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Fig. 11.1  Graphe de la relation x21 + x22 ≤ 9.
L'exemple suivant illustre les diﬀérentes interprétations de l'AE-extension d'une rela-
tion à deux variables :
Exemple IV.10. Considérons la relation φ(x) ⇐⇒ x21+x22 ≤ 9. Son graphe est illustré
par la ﬁgure 11.1. Considérons les quatre intervalles généralisés x = ([−4,−2], [−1, 4])T ,
x′ = ([1,−1], [−4,−2])T , x′′ = ([2, 4], [1,−1])T et x′′′ = ([1,−1], [1,−1])T . Les quatres
intervalles propres prox, prox′ et prox′′ et prox′′′ sont aussi représenté dans la ﬁgure
11.1. Alors, nous pouvons vériﬁer sur la ﬁgure les interprétations suivantes de l'AE-
extension de φ :
 φ(x) est vraie parce que
(∃x1 ∈ x1)(∃x2 ∈ x2)(φ(x)) est vraie.
 φ(x′) est vraie parce que
(∀x1 ∈ prox′1)(∃x2 ∈ x′2)(φ(x)) est vraie.
 φ(x′′) est vraie parce que
(∀x2 ∈ prox′′2)(∃x1 ∈ x′′1)(φ(x)) est vraie.
 φ(x′′′) est vraie parce que
(∀x1 ∈ prox′′′1 )(∀x2 ∈ prox′′′2 )(φ(x)) est vraie.
L'interprétation des AE-extensions est fortement liée à l'inclusion entre les intervalles
généralisés. Ce lien est fondamental et est donné par la proposition suivante :
Proposition IV.2. Soient φ une relation déﬁnie sur Rn, x,y ∈ KRn tels que x ⊆ y.
Alors,
φ(x) =⇒ φ(y)
Démonstration. Déﬁnissons les ensembles d'indices suivants :
 P = P (x)⋂P (y)
 I = I(x)⋂ I(y)
 E = [1..n]\(P ⋃ I)
Grâce à la Proposition IV.1, l'inclusion x ⊆ y implique
 si k ∈ P alors xk ⊆ yk et donc xP ⊆ yP ;
 si k ∈ I alors proyk ⊆ proxk et donc proyI ⊆ proxI
 si k ∈ E alors xk ∈ IR, yk ∈ IR et (proxk)⋂yk 6= ∅ et donc (proxE)⋂yE 6= ∅
Supposons que les trois ensembles d'indices déﬁnis ci-dessus sont non-vides (les autres
cas étant similaires et plus simples). Maintenant, par déﬁnition d'une AE-extension, φ(x)
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est vraie si et seulement si(∀xI ∈ proxI)(∀xE ∈ proxE)(∃xP ∈ xP )(φ(x)) (11.1)
et φ(y) est vraie si et seulement si(∀xI ∈ proyI)(∃xE ∈ yE)(∃xP ∈ yP )(φ(x)) (11.2)
Nous devons donc prouver que (11.1) implique (11.2). Il est clair que cette implication
est vraie car xP ⊆ yP , proyI ⊆ proxI et (proxE)⋂yE 6= ∅.
Exemple IV.11. Considérons une relation φ quelconque de R3 et les intervalles
x = ([2,−2], [2,−2], [−1, 1])T et y = ([1,−1], [1, 4], [−2, 2])T .
Comme x ⊆ y, la Proposition IV.2 prouve que φ(x) =⇒ φ(y). C'est en eﬀet vrai car(∀x1 ∈ [−2, 2])(∀x2 ∈ [−2, 2])(∃x3 ∈ [−1, 1])(φ(x))
implique (∀x1 ∈ [−1, 1])(∃x2 ∈ [1, 4])(∃x3 ∈ [−2, 2])(φ(x))
quelque soit relation φ.
Finalement, les deux prochaines propositions sont des résultats techniques qui ex-
priment dans le langage des AE-extensions des propriétés des propositions quantiﬁées qui
seront utiles.
Proposition IV.3. Soient φ une relation de Rn et x ∈ KRn. Déﬁnissons a ∈ IRn par
a = 2{x ∈ (prox)|φ(x)}.
Alors, φ(x) =⇒ (impa) ⊆ x et φ(x) =⇒ φ(x∧a).
Démonstration. Déﬁnissons les ensembles d'indices P = P (x) et I = I(x). Nous suppo-
sons que P et I sont non-vides, les autres cas étant similaires et plus simples. Commençons
par la première implication. Considérons k ∈ [1..n] quelconque. Par déﬁnition de a, nous
avons
x ∈ (prox) ∧ φ(x) =⇒ x ∈ a =⇒ xk ∈ ak
Donc, φ(x) implique (∀xI ∈ proxI)(∃xP ∈ xP )(xk ∈ ak)
ce qui implique (
Q(xk)xk ∈ proxk
)(
xk ∈ ak
)
parce que la relation xk ∈ ak ne fait pas intervenir les variables xj pour j 6= k. Finalement,
grâce au corollaire IV.1, nous avons (impak) ⊆ xk. Cette inclusion étant vraie quelque
soit k ∈ [1..n], nous avons (impa) ⊆ x. Considérons maintenant la seconde implication.
Notons x∧a par z. Supposons que φ(x) est vraie et prouvons que φ(z) est alors vraie.
Comme φ(x) est vraie, le premier cas de la proposition montre que imp(a) ⊆ x. Cette
inclusion est équivalente à dualx ⊆ a parce que a est propre. Explicitons les conséquences
de cette inclusion composante par composante. D'une part, si xk est impropre, nous avons
(proxk) ⊆ ak. Comme xk ⊆ (proxk), nous avons xk ⊆ ak et donc zk = xk ∈ IR. D'autre
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part, si xk est propre le Lemme IV.1 montre que xk⋂ak 6= ∅ et donc zk = xk⋂ak ∈ IR.
Mantenant, (∀xI ∈ proxI)(∃xP ∈ xP )(φ(x))
implique (∀xI ∈ proxI)(∃xP ∈ (xP ⋂aP ))(φ(x))
parce que, par déﬁnition de a, nous avons xP ∈ xP ∧xP /∈ aP implique ¬φ(x) quelque soit
xI ∈ xI . Cette dernière proposition quantiﬁée correspond à φ(x∧a) car zP = xP ⋂aP
et zI = xI .
La prochaine proposition nécessite le lemme suivant, qui est une conséquence directe
du fait que la distance entre intervalles propres correspond à la distance de Hausdorﬀ.
Lemme IV.2. Soit z(k) ∈ IRp une suite d'intervalles propres. Si cette suite converge vers
z ∈ IRp alors les deux conditions suivantes sont vraies :
1. toute suite (z(k))k∈N satisfaisant z(k) ∈ z(k) possède au moins un point d'accumula-
tion et tout ses points d'accumulation sont dans z.
2. pour tout z ∈ z, il existe une suite convergente (z(k))k∈N satisfaisant z(k) ∈ z(k)
dont la limite est z.
Démonstration.
1. La suite z(k) étant convergente, elle aussi bornée. Donc, toute suite z(k) ∈ z(k) est
bornée. Cette dernière a donc un point d'accumulation par le théorème de Bolzano-
Weierstrass. Par déﬁnition de la distance de Hausdorﬀ et parce que z(k) ∈ z(k), nous
avons pour k ∈ N
dist(z(k), z) ≥ max
z∈z(k)
min
y∈z d(z, y) ≥ miny∈z dist(z
(k), y) ≥ 0
Comme la suite z(k) converge vers z, nous avons aussi limk→∞ dist(z(k), z) = 0.
Nous obtenons donc ﬁnalement
lim
k→∞
min
y∈z dist(z
(k), y) = 0
Considérons un point d'accumulation quelconque z∗ de la suite z(k). Par déﬁnition
d'un point d'accumulation, nous avons
min
y∈z dist(z
∗, y) = lim
k→∞
min
y∈z dist(z
(k), y) = 0.
Finalement, comme z est fermé dans Rn, nous avons z∗ ∈ z.
2. Quelque soit k ∈ N et z ∈ z, les intervalles z(k) étant non-vides et fermés dans Rn,
il existe z(k) ∈ z(k) qui vériﬁe
dist(z(k), z) = min
y∈z(k)
dist(y, z)
De manière similaire au cas 1, nous pouvons montrer que
lim
k→∞
min
y∈z(k)
dist(y, z) = 0
Nous avons donc ﬁnalement montré que limk→∞ dist(z(k), z) = 0 et nous avons donc
construit une suite z(k) ∈ z(k) qui converge vers z.
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Remarque. La réciproque du lemme précédent est vraie, mais n'est pas démontrée ici.
Rappelons que par déﬁnition, étant donné un ensemble E et un sous-ensemble F de
E, F est fermé dans E si et seulement si tout point de E qui est la limite d'une suite
convergente de point de F est aussi un point de F .
Proposition IV.4. Soit φ une relation de Rn. Si le graphe de φ est fermé dans Rn alors
le graphe de l'AE-extension de φ est fermé dans KRn.
Démonstration. Considérons une suite convergente quelconque (x(k))k∈N qui vériﬁe φ(x(k))
pour tout k ∈ N. Nous devons prouver que φ(x(∞)) est vraie, où x(∞) est la limite de la
suite (x(k))k∈N. Considérons une sous-suite (y(k))k∈N de (x(k))k∈N dont les éléments ont
des qualités propre/impropres constantes pour chaque composante. C'est en eﬀet pos-
sible, car sinon il n'existerait qu'un nombre ﬁni de x(k) pour chacune des 2n possibilités
de qualités propres/impropre des composantes, c'est à dire un nombre ﬁni de x(k), ce qui
est absurde. Comme une sous-suite d'une suite convergente converge vers la même limite,
nous avons juste à prouver que φ(y∞) est vraie. Maintenant, les composantes de y(∞)
ont les même qualités propres/impropres que les composantes de y(k) car IR et IR sont
fermés dans KR. Déﬁnissons P = P (y(k)) = P (y(∞)) et I = I(y(k)) = I(y(∞)). Nous
supposons que P et I sont non-vides, les autres cas étant similaire et plus simples. Alors,
quelque soit k ∈ N, la proposition quantiﬁée suivante est vraie :(∀xI ∈ proy(k)I )(∃xP ∈ y(k)P )(φ(x)) (11.3)
La suite proy(k) convergeant vers proy(∞) (car pro est continue) le Lemme IV.2 montre
que pour tout xI ∈ proy(∞)I , il existe un suite x(k)I ∈ proy(k)I qui converge vers xI .
Ensuite, en utilisant la proposition quantiﬁée (11.3), pour tout k ∈ N il existe x(k)P ∈ y(k)Ptel que φ(x(k)). La suite (x(k))k∈N ainsi déﬁnie, qui vériﬁe x(k) ∈ proy(k), a au moins un
point d'accumulation x∗ ∈ proy(∞) par le Lemme IV.2. Le sous vecteur x∗I est un point
d'accumulation de la suite x(k)I qui converge vers xI et nous avons ainsi x∗I = xI . De plus,
φ(x∗) est vraie car, par hypothèse, le graphe de φ est fermé dans Rn. Finalement, nous
avons prouvé la proposition quantiﬁée suivante :(∀xI ∈ proy(∞)I )(∃xP ∈ y(∞)P )(φ(x)).
Et φ(y(∞)) est donc vraie.
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Chapitre 12
AE-extensions des fonctions
continues f : Rn −→ Rm
Les AE-extensions des fonctions continues sont maintenant déﬁnies, avec les notions
d'optimalité et d'ordre de convergence. L'étude de l'arrondi des AE-extensions est pré-
sentée à la ﬁn du chapitre. Les AE-extensions généralisent les extensions aux intervalles
classiques en oﬀrant des interprétations plus riches grâce à la prise en compte de la
qualité propre/impropre des intervalles généralisés. Les notions d'optimalité et d'ordre
de convergence déﬁnies dans le contexte des AE-extensions généralisent les déﬁnitions
correspondantes dans le contexte des intervalles classiques.
12.1 Déﬁnition des AE-extensions
La déﬁnition des extensions aux intervalles classiques est tout d'abord reformulée en
utilisant les AE-extensions des relations réelles. Cette nouvelle formulation de la déﬁnition
pourra être appliquée aux fonctions d'intervalles généralisés, ce qui conduira à la déﬁnition
des AE-extensions. Rappelons tout d'abord la déﬁnition d'une extension aux intervalles
classiques.
Déﬁnition IV.2 (Neumaier[8]). Soient f : Rn −→ Rm une fonction continue et g :
IRn −→ IRm une fonction d'intervalles. g est une extension aux intervalles de f si et
seulement si les deux conditions suivantes sont vériﬁées :
1.
(∀x ∈ Rn)(g(x) = f(x))
2.
(∀x ∈ IRn)(g(x) ⊇ range (f,x))
Il est aisé de constater que l'inclusion range (f,x) ⊆ g(x) est équivalente à la propo-
sition quatiﬁée suivante : (∀x ∈ x)(∃z ∈ g(x))(z = f(x))
Cette proposition quantiﬁée correspond à l'AE-extension de la relation φ(x, z) déﬁnie par
φ(x, z) ⇐⇒ z = f(x) évaluée en (dualx,g(x)). En eﬀet, d'une part (dualx) étant
impropre, les quantiﬁcateurs correspondants sont universels. D'autre part, g(x) étant
propre, les quantiﬁcateurs correspondant sont existentiel. Nous avons donc l'équivalence
suivante : (∀x ∈ x)(∃z ∈ g(x))(z = f(x)) ⇐⇒ φ(dualx,g(x))
131
132 Chapitre 12. AE-extensions des fonctions continues f : Rn −→ Rm
Ainsi, la déﬁnition des extensions aux intervalles classiques peut être formulée de la
manière suivante :
Déﬁnition IV.3 (Reformulation de la déﬁnition IV.2). Soient f : Rn −→ Rm une
fonction continue et g : IRn −→ IRm une fonction d'intervalles. g est une extension aux
intervalles de f si et seulement si les deux conditions suivantes sont vériﬁées :
1.
(∀x ∈ Rn)(g(x) = f(x))
2.
(∀x ∈ IRn) (φ(dualx,g(x)))
où la relation φ(x, z) est déﬁnie par φ(x, z) ⇐⇒ z = f(x).
La déﬁnition des AE-extensions est ﬁnalement obtenue en considérant des fonctions
d'intervalles généralisées à la place des fonctions d'intervalles classiques.
Déﬁnition IV.4. Soient f : Rn −→ Rm une fonction continue et g : KRn −→ KRm une
fonction d'intervalles généralisés. g est une AE-extension de f si et seulement si les deux
conditions suivantes sont vériﬁées :
1.
(∀x ∈ Rn)(g(x) = f(x))
2.
(∀x ∈ KRn) (φ(dualx,g(x)))
où la relation φ(x, z) est déﬁnie par φ(x, z) ⇐⇒ z = f(x).
La déﬁnition suivante sera utile :
Déﬁnition IV.5. Soient f : Rn −→ Rm une fonction continue, x ∈ KRn et z ∈
KRm. L'intervalle z est dit interprétable par rapport à f et x (ou (f,x)-interprétable)
si φ(dualx, z) est vraie, où la relation φ(x, z) est déﬁnie par φ(x, z) ⇐⇒ z = f(x).
Ainsi, une fonction d'intervalles g est une AE-extension de f si et seulement si pour
tout x ∈ Rn,g(x) = f(x) et pour tout x ∈ KRn l'intervalle g(x) est (f,x)-interprétable.
Certaines fonctions ne peuvent pas satisfaire g(x) = f(x) (par exemple les AE-extensions
arrondies). Donc, en conservant la terminologie introduite dans Neumaier[8], une fonc-
tion d'intervalles g qui vériﬁe seulement la deuxième condition de la déﬁnition IV.4 est
appelée une AE-extension faible de f .
Informellement, quand tous les intervalles mis en jeux sont propres, la déﬁnition
des AE-extensions coïncident avec la déﬁnition des extensions aux intervalles classiques.
Quand un intervalle impropre remplace un intervalle propre, le quantiﬁcateur correspon-
dant est inversé, en faisant attention à conserver l'ordre AE des quantiﬁcateurs dans la
proposition quantiﬁée ainsi obtenue. Formellement, z ∈ KRn est (f,x)-interprétable si et
seulement si la proposition quantiﬁées suivante est vraie :(∀xP ∈ xP )(∀zI′ ∈ pro zI′)(∃zP ′ ∈ zP ′)(∃xI ∈ proxI)(z = f(x))
où P = P (x), I = I(x), P ′ = P (z) et I ′ = I(z) (lorsque l'un des ensembles d'indices est
vide, le bloc correspondant n'est pas pris en compte). Dans le cas particulier des fonctions
à valeurs réelles, i.e. f : Rn −→ R, la proposition quantiﬁée précédente peut s'écrire en
utilisant le quantiﬁcateur dépendant de la qualité propre/impropre qui a été déﬁni dans
le corollaire IV.1 :(∀xP ∈ xP )(Q(z)z ∈ pro z)(∃xI ∈ proxI)(z = f(x))
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où Q(z) = ∃ si z ∈ IR, Q(z) = ∀ sinon. Le bloc (Q(z)z ∈ pro z) est écrit au centre de la
proposition de telle sorte que l'ordre AE soit conservé quelque soit le quantiﬁcateur Q(z).
Quelques propriétés générales des AE-extensions sont maintenant présentées. Premiè-
rement, quand tous les arguments sont propres, le résultat d'une AE-extension est aussi
propre. Ainsi, les AE-extensions étendent bien les extensions aux intervalles classiques à
des arguments impropres.
Proposition IV.5. Soient f : Rn −→ Rm une fonction continue, x ∈ IRn et z ∈ KRm.
L'intervalle z est (f,x)-interprétable si et seulement si z ⊇ 2 range (f,x), ce qui implique
en particulier que z soit propre.
Démonstration. z ⊇ 2 range (f,x) implique évidemment que z soit (f,x)-interprétable,
comme illustré au début de la section. Il reste à prouver que si z est (f,x)-interprétable
alors z ⊇ 2 range (f,x). Supposons que I 6= ∅. Par déﬁnition, z vériﬁe(∀x ∈ x)(∀zI ∈ pro zI)(∃zP ∈ zP )(z = f(x)),
ce qui implique (∀x ∈ x)(∀zI ∈ pro zI)(fI(x) = zI).
L'intervalle zI n'est pas dégénéré car les indices des composantes dégénérées sont contenus
dans P (z). Il existe donc zI ∈ pro zI et z′I ∈ pro zI qui vériﬁent zI 6= z′I . Donc, pour tout
x ∈ x nous avons fI(x) = zI et fI(x) = z′I , ce qui est absurde. Nous en concluonsque I = ∅. Comme l'intervalle propre z est (f,x)-interprétable, il vériﬁe (∀x ∈ x)(∃z ∈
z
)(
z = f(x)
), c'est à dire z ⊇ 2 range (f,x).
Une question se pose : est-ce que toute fonction continue a au moins une AE-extension ?
La prochaine proposition donne un réponse positive à cette question.
Proposition IV.6. Soit f : Rn −→ Rm une fonction continue et r : KRn −→ IRm
déﬁnie par r(x) = 2 range (f,prox) pour tout x ∈ KRn. Alors, r est une AE-extension
de f .
Démonstration. Remarquons d'abord que r(x) = f(x) pour tout x ∈ Rn. Notons la rela-
tion z = f(x) par φ(x, z) et considérons un x ∈ KRn. Comme r(x) = 2 range (f,prox),
la proposition quantiﬁée suivante est vraie :(∀x ∈ prox)(∃z ∈ r(x))(z = f(x))
C'est à dire, φ(impx, r(x)) est vraie. Maintenant l'inclusion (impx) ⊆ (dualx) étant
vraie, la Proposition IV.2 montre que φ(dualx, r(x)) est vraie. L'intervalle généralisé
r(x) est donc (f,x)-interprétable.
Exemple IV.12. Soit z = 2 range (f,x1,x2). Alors la proposition quantiﬁée(∀x1 ∈ x1)(∀x2 ∈ x2)(∃z ∈ z)(z = f(x))
est vraie et implique (∀x1 ∈ x1)(∃x2 ∈ x2)(∃z ∈ z)(z = f(x))
Donc, l'intervalle z est (f,x1,dualx2)-interprétable.
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Finalement, la proposition suivante donne une minoration (au sens de l'inclusion)
pour toute AE-extension.
Proposition IV.7. Soient f : Rn −→ Rm une fonction continue, x ∈ KRn et z ∈ KRm.
Si z est (f,x)-interprétable alors imp r(x) ⊆ z, où r(x) = 2 range (f,prox).
Démonstration. Notons la relation z = f(x) par φ(x, z). Par déﬁnition, l'intervalle z est
(f,x)-interprétable si et seulement si φ(dualx, z). Déﬁnissons alors l'intervalle propre
suivant :
y = 2{(x, z) ∈ (prox,pro z)|φ(x, z)}
Nous avons y ⊆ (prox, r(x)) car φ(x, z) ⇐⇒ z = f(x) et x ∈ x =⇒ f(x) ∈ r(x).
Donc (impx, imp r(x)) ⊆ impy. De plus, nous pouvons appliquer le premier cas de la
Proposition IV.3 pour montrer que
φ(dualx, z) =⇒ (impy) ⊆ (dualx, z)
En combinant les deux dernières inclusions, nous obtenons (impx, imp r(x)) ⊆ (dualx, z)
qui implique ﬁnalement imp r(x) ⊆ z parce que impx ⊆ dualx est toujours vraie.
12.2 Interprétation des AE-extensions
Les AE-extensions ont des interprétations plus riches que les extensions classiques :
elle peuvent conduire à un sous ensemble ou un sur ensemble de l'image d'une boite par
la fonction étendue ; elle peuvent aussi permettre de prouver qu'une boite x est dans la
projection de {(x, y) | f(x, y) = z0}. Des exemples de ces interprétations sont maintenant
présentés. Dans cette section, f : R2 −→ R est une fonction continue et x ∈ KR et y ∈ KR
sont deux intervalles. L'interprétation d'intervalles z ∈ KR qui sont (f,x,y)-interprétable
est présentée, ainsi que la comparaison de la précision de diﬀérents intervalles (f,x,y)-
interprétables.
Supposons que x ∈ IR et y ∈ IR
La proposition Proposition IV.5 montre que dans ce cas z est (f,x,y)-interprétable si
et seulement si z ⊇ 2 range (f,x,y). Considérons deux intervalles (f,x,y)-interprétables
z et z′ vériﬁant z′ ⊆ z. Donc les deux propositions quantiﬁées suivantes sont vraies :(∀x ∈ x)(∀y ∈ y)(∃z ∈ z)(f(x, y) = z)
(∀x ∈ x)(∀y ∈ y)(∃z ∈ z′)(f(x, y) = z)
Nous pouvons remarquer que la première proposition donne moins d'information que
la seconde, parce que z′ ⊆ z (et donc la première implique la seconde). L'intervalle
(f,x,y)-interprétable z′ peut donc être considéré comme plus précis que z. Dans ce cas,
la comparaison entre intervalles (f,x,y)-interprétables est similaire à la comparaison des
extensions aux intervalles classiques.
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Supposons que x ∈ IR et y ∈ IR
Dans ce cas, un intervalle (f,x,y)-interprétable peut être propre ou impropre. Consi-
dérons deux intervalles (f,x,y)-interprétables z ∈ IR et z′ ∈ IR. Donc les deux proposi-
tions quantiﬁée suivantes sont vraies :(∃z ∈ z)(∃x ∈ prox)(∃y ∈ proy)(f(x, y) = z)(∀z ∈ pro z′)(∃x ∈ prox)(∃y ∈ proy)(f(x, y) = z)
Ces deux propositions quantiﬁées s'interprètent de la manière suivante :
z
⋂
range (f,prox,proy) 6= ∅
et
pro z′ ⊆ range (f,prox,proy) .
Considérons maintenant un troisième intervalle (f,x,y)-interprétable z′′ ∈ IR et suppo-
sons que z′′ ⊆ z′ ⊆ z. La proposition quantiﬁée suivante est donc vraie :(∀z ∈ pro z′′)(∃x ∈ prox)(∃y ∈ proy)(f(x, y) = z)
D'une part, z′′ ⊆ z′ implique pro z′ ⊆ pro z′′ et donc la seconde proposition quantiﬁée
donne moins d'information que la troisième (parce que la troisième implique la seconde).
D'autre part, z′ ⊆ z implique pro z′⋂ z 6= ∅ et donc la première proposition quantiﬁée
donne moins d'information que la seconde (parce que la seconde implique le première).
L'intervalle z′′ peut donc être considéré comme plus précis que z′, et z′ comme plus précis
que z. Encore dans ce cas, l'inclusion des intervalles généralisés permet d'ordonner les
intervalles (f,x,y)-interprétables selon leur précision.
Supposons que x ∈ IR et y ∈ IR
Dans ce cas, un intervalle (f,x,y)-interprétable peut être propre ou impropre. Consi-
dérons deux intervalles (f,x,y)-interprétables z ∈ IR et z′ ∈ IR. Les deux propositions
quantiﬁées suivantes sont donc vraies :(∀x ∈ x)(∃z ∈ z)(∃y ∈ proy)(f(x, y) = z)(∀x ∈ x)(∀z ∈ pro z′)(∃y ∈ proy)(f(x, y) = z)
Si la première n'oﬀre pas d'interprétation intéressante, la seconde indique que l'intervalle
x est un sous-ensemble de la projection de la relation f(x, y) = z0 sur l'axe x, quelque
soit la valeur de z0 ∈ pro z′. Comme dans le cas précédant, si z′ ⊆ z alors pro z′⋂ z 6= ∅
et la première proposition quantiﬁée donne moins d'information que la seconde. L'inclu-
sion entre intervalles généralisés permet donc encore une fois d'ordonner les intervalles
(f,x,y)-interprétables selon leur précision.
12.3 Minimalité des AE-extensions
Dans le contexte des extensions aux intervalles classiques, si deux extensions g et
h d'une fonction continue f sont liées par la relation g(x) ⊆ h(x) alors g est plus
précise que h. C'est justiﬁé car une fois g(x) évaluée, h(x) ne donne plus d'information
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supplémentaire. Ou de manière équivalente, si g est une extension de f alors toute fonction
d'intervalles h qui vériﬁe g(x) ⊆ h(x) est aussi une extension de f . La section précédente
a illustré le fait que la comparaison entre AE-extensions peut aussi être faite en utilisant
l'inclusion des intervalles généralisés. Cela conduit à la déﬁnition suivante :
Déﬁnition IV.6. Soient f : Rn −→ Rm une fonction continue et x ∈ KRn. Considérons
deux intervalles (f,x)-interprétables z ∈ KRm et z′ ∈ KRm. Alors z est plus précis que
z′ si et seulement si z ⊆ z′ ; z strictement plus précis que z′ si de plus z 6= z′.
Cette déﬁnition est justiﬁée par la proposition suivante, qui généralise les cas parti-
culiers décrits dans la section précédente :
Proposition IV.8. Soit f : Rn −→ Rm une fonction continue et x ∈ KRn. Considérons
un intervalle (f,x)-interprétable z ∈ KRm et un intervalle z′ ∈ KRm. Si z ⊆ z′ alors z′
est aussi (f,x)-interprétable.
Démonstration. Déﬁnissons la relation φ par φ(x, z) ⇐⇒ z = f(x). L'intervalle z
est donc (f,x)-interprétable si et seulement si φ(dualx, z) et l'intervalle z′ est (f,x)-
interprétable si et seulement si φ(dualx, z′). Maintenant, comme z ⊆ z′ et parce que
dualx ⊆ dualx, nous avons
(dualx, z)T ⊆ (dualx, z′)T
Donc, la Proposition IV.2 montre que
φ(dualx, z) =⇒ φ(dualx, z′)
Une fois que la déﬁnition IV.6 est posée, une déﬁnition des AE-extensions minimale
peut être donnée naturellement de la manière suivante : une AE-extension est minimale
s'il n'existe aucune autre AE-extension qui soit strictement plus précise.
Déﬁnition IV.7. Soient f : Rn −→ Rm une fonction continue et x ∈ KRn. Un intervalle
(f,x)-interprétable z ∈ KRm est minimal si et seulement si pour tout intervalle (f,x)-
interprétable z′ ∈ KRm,
z′ ⊆ z =⇒ z′ = z
Une AE-extension g : KRn −→ KRm de f est minimale si et seulement si pour tout
x ∈ KRn l'intervalle (f,x)-interprétable g(x) est minimal.
Dans les cas particuliers où x est propre ou impropre, la minimalité des AE-extensions
est liée à la qualité des approximations de l'image de la fonction :
Proposition IV.9. Soient f : Rn −→ Rm une fonction continue, x ∈ KRn et un
intervalle z ∈ KRm.
1. Si x ∈ IRn alors z est (f,x)-interprétable et minimal si et seulement si z =
2 range (f,x).
2. Si x ∈ IRn, z est impropre et pro z est une approximation intérieure non-extensible
de range (f,prox) alors z est (f,x)-interprétable et minimal.
3. Si x ∈ IRn et z ∈ IRn alors z ne peut pas être (f,x)-interprétable et minimal.
12.3. Minimalité des AE-extensions 137
Démonstration. (1) Comme c'est prouvé dans la section 12.2, si x est propre alors z est
(f,x)-interprétable si et seulement si range (f,x) ⊆ z. Ainsi, z est minimal si et seulement
si z = 2 range (f,x).
(2) Considérons un intervalle z′ ∈ KRm quelconque qui soit (f,x)-interprétable et qui
vériﬁe z′ ⊆ z. Nous avons juste à prouver que z′ = z. A cause de l'inclusion z′ ⊆ z, z′
est aussi impropre. Ainsi, pro z′ est une approximation intérieure de range (f,prox) et
pro z ⊆ pro z′. A cause de la non-extensibilité de l'approximation intérieure pro z, nous
avons pro z′ = pro z, et ﬁnalement z′ = z.
(3) Si z est (f,x)-interprétable alors la proposition quantiﬁée suivante est vraie :(∃z ∈ z)(∃x ∈ x)(z = f(x))
Notons z′ = [z, z] où z vériﬁe la proposition quantiﬁée précédente. L'intervalle z′ est
(f,x)-interprétable et vériﬁe z′ ⊆ z et z′ 6= z. L'intervalle z n'est donc pas minimal.
Remarque. Nous n'avons pas pu décider si la réciproque du deuxième cas de la proposi-
tion précédente est vraie ou fausse. Seul le troisième cas (plus faible que la réciproque du
second) a pu être établie.
Cette dernière proposition permet de construire une AE-extension minimale pour les
fonctions continue f : R −→ R. Il sera prouvé dans la section 13 que ces fonctions ont une
unique AE-extension minimale, qui est donc celle qui est calculée dans l'exemple suivant.
Exemple IV.13. Considérons la fonction exp(x) et un intervalle x ∈ KR. L'intervalle
x est soit propre soit impropre et la Proposition IV.9 peut donc être appliquée quelque
soit l'argument x. Déﬁnissons la fonction d'intervalles exp∗ : KR −→ KR de la manière
suivante :
 si x ∈ IR alors exp∗(x) = range (exp,x) = [exp(x), exp(x)] ;
 si x ∈ IR, alors exp∗(x) = dual range (exp,prox) = [exp(x), exp(x)].
Une autre expression de cette fonction d'intervalles est
exp∗(x) = [exp(x), exp(x)].
La Proposition IV.9 montre alors que exp∗ est une AE-extension minimale de exp. De
la même manière, nous pouvons construire une AE-extension minimale de lnx : pour
tout x ∈ KR tels que prox > 0, une expression de l'AE-extension minimale de ln est
ln∗ x = [lnx, lnx].
Remarque. Nous pouvons remarquer que les AE-extensions minimales exp∗ et ln∗ coïn-
cident avec les extensions expK et lnK déﬁnies par Kaucher dans Kaucher[21] (cf. section
3.4 page 40).
Une question importante se pose alors : étant donné une AE-extension g de f , existe-
t-il toujours une AE-extension minimale qui soit plus précise que g ? La proposition
suivante donne une réponse positive à cette question. Avant tout, le résultat technique
suivant sera utile.
Lemme IV.3. Soit E ⊆ KRn un ensemble non-vide, fermé et borné. Alors, E contient
un élément minimal au sens de l'inclusion, i.e. un élément qui n'est strictement inclus
dans aucun élément de E.
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Démonstration. Considérons la bijection continue σ : KRn −→ R2n compatible avec les
ordres introduit dans Shary[92][94] déﬁni par
σ(x) = (−x1, ...,xn,x1, ...,xn)
Comme σ est compatible avec les ordres, si x∗ est un élément minimal de σ(E) alors
σ−1(x∗) est un élément minimal de E. Finalement comme σ est continu, σ(E) est non-
vide, fermé et borné. Donc σ(E) a au moins un élément minimal x∗.
Proposition IV.10. Soient f : Rn −→ Rm une fonction continue et g une AE-extension
de f . Il existe alors une AE-extension minimale de f qui est plus précise que g.
Démonstration. Nous avons juste à prouver que pour tout x ∈ KRn, il existe un intervalle
(f,x)-interprétable minimal qui est plus précis que g(x). Considérons un intervalle x ∈
KRn quelconque et déﬁnissons E = {z|z ⊆ g(x)} et F = {z ∈ KRm|φ(dualx, z)} où
φ(x, z) ⇐⇒ z = f(x). Ainsi, les intervalles de E⋂F sont à la fois (f,x)-interprétable
et plus précis que g(x). D'une part, E est fermé (car il est l'intersection de deux fermés).
D'autre part, le graphe de φ est fermé dans Rn parce que f est continue. Ainsi F est
fermé comme le montre la Proposition IV.4. Donc, E⋂F fermé. De plus, E⋂F est borné
car z ∈ E⋂F implique dual(2 range (f,prox)) ⊆ z ⊆ g(x) (la première inclusion étant
une conséquence de la Proposition IV.7). Finalement, E⋂F non-vide car g(x) ∈ E⋂F.
Nous pouvons donc applique le Lemme IV.3 qui prouve que E⋂F a un élément minimal,
qui est un intervalle (f,x)-interprétable minimal par déﬁnition de E et F.
La proposition précédente prouve en particulier que n'importe quel boite incluse
dans range (f,x) peut être étendue jusqu'à obtenir une approximation intérieure non-
extensible. Il peut arriver qu'un fonction est de nombreuses AE-extensions minimales, en
particulier lorsque les AE-extensions sont utilisées pour construire des approximations in-
térieures de fonctions à valeurs vectorielles. La proposition suivante donne une condition
nécessaire et suﬃsante pour qu'une fonction continue ait une unique AE-extension mini-
male. Cette proposition est capitale pour les développements présentés dans le chapitre
suivant.
Proposition IV.11. Soient f : Rn −→ Rm une fonction continue et x ∈ KRn. L'inter-
valle z ∈ KRm est l'unique intervalle (f,x)-interprétable minimal si et seulement si pour
tout z′ ∈ KRm,
z′ is (f,x)-interprétable ⇐⇒ z ⊆ z′
Démonstration. (=⇒) Supposons que z est l'unique intervalle (f,x)-interprétable mi-
nimal. D'une part, par la Proposition IV.2, nous avons z ⊆ z′ implique z′ est (f,x)-
interprétable. D'autre part, supposons que z′ est (f,x)-interprétable. Alors, par la Pro-
position IV.10, il existe un intervalle (f,x)-interprétable minimal z′′ ∈ KRm qui vériﬁe
z′′ ⊆ z′. Finalement, z′′ = z parce que z est l'unique intervalle (f,x)-interprétable mini-
mal, ce qui prouve que z ⊆ z′.
(⇐=) Supposons que z′ est (f,x)-interprétable si et seulement si z ⊆ z′. En particu-
lier, z ⊆ z implique que z soit (f,x)-interprétable. Considérons un intervalle z′ ∈ KRn
(f,x)-interprétable et qui vériﬁe z′ ⊆ z. Par hypothèse z ⊆ z′ parce que z′ est (f,x)-
interprétable. Nous avons donc z′ = z ce qui montre que z est minimal. Considérons
ﬁnalement un intervalle z′ ∈ KRn (f,x)-interprétable et minimal. Comme z′ est (f,x)-
interprétable, nous avons par hypothèse z ⊆ z′. Alors, z′ étant supposé minimal, nous
avons z = z′. z est donc l'unique intervalle (f,x)-interprétable minimal.
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En particulier, la proposition précédente sera utilisée dans le prochain chapitre pour
montrer que toute fonction continue f : Rn −→ R a une unique AE-extension minimale.
La prochaine proposition présente une propriété intéressante qui est vraie si une fonction
a une unique AE-extension : comme dans la contexte des extensions aux intervalles clas-
siques (où l'unicité de l'extension minimale est toujours vériﬁée) nous pouvons construire
un intervalle (f,x)-interprétable en intersectant deux intervalles (f,x)-interprétables.
Proposition IV.12. Soient f : Rn −→ Rm une fonction continue et x ∈ KRn. Suppo-
sons qu'il existe un unique intervalle (f,x)-interprétable minimal z∗ et considérons deux
intervalles (f,x)-interprétables z, z′ ∈ KRm. Alors l'intervalle z∧ z′ est aussi (f,x)-
interprétable.
Démonstration. Par la Proposition IV.11 nous avons z∗ ⊆ z et z∗ ⊆ z′. Donc z∗ ⊆ z∧ z′,
ce qui implique ﬁnalement que z∧ z′ soit (f,x)-interprétable.
La proposition précédente ne peut pas être généralisée à toute les AE-extensions.
En eﬀet, un cas typique où il n'existe pas d'unique intervalle (f,x)-interprétable mini-
mal est l'utilisation des AE-extensions pour construire des approximations intérieures
de l'image de fonctions à valeurs vectorielles. Dans ce cas, l'intersection des intervalles
(f,x)-interprétables revient à faire l'union de leur projections propres (car ces intervalles
sont impropres). Et la réunion d'intervalles de deux approximations intérieures d'un sous-
ensemble de Rn n'est pas en générale une approximation intérieure lorsque n > 1.
Exemple IV.14. Soient Soit f(x) = (x1+x2, x1−x2)T et x = ([1,−1], [1,−1])T . Consi-
dérons les deux intervalles (f,x)-interprétables z = ([1, 1], [0, 0])T et z′ = ([0, 0], [1, 1])T
(pro z et pro z′ sont deux approximations intérieures de range (f,prox)). L'intervalle
z′′ = z
∧
z′ = ([1, 0], [1, 0])T n'est pas (f,x)-interprétable car pro z′′ n'est pas une ap-
proximation intérieure de range (f,prox).
Finalement, la proposition suivante est un résultat technique qui sera utile dans la
section 12.4. Avant tout, le lemme suivant doit être établi :
Lemme IV.4. Soit f : Rn −→ Rm une fonction continue, x ∈ KRn et z un intervalle
(f,x)-interprétable minimal. Alors, z ⊆ r(x) où r(x) = 2 range (f,prox).
Démonstration. Notons la relation z = f(x) par φ(x, z). Donc φ(dualx, z) est vrai parce
que z est (f,x)-interprétable. Déﬁnissons
y = 2{(x, z) ∈ (prox,pro z)|φ(x, z)}
Nous avons, y ⊆ (prox, r(x)) car x ∈ x implique f(x) ∈ r(x). Maintenant, par la
Proposition IV.3, nous avons
φ(dualx, z) =⇒ φ(y∧(dualx, z))
et par la Proposition IV.2,
φ
(
y
∧
(dualx, z)
)
=⇒ φ((prox, r(x))∧(dualx, z)).
Maintenant, parce que dualx ⊆ prox, nous avons (dualx)⋂(prox) = dualx et donc
φ(dualx, z
∧
r(x)),
i.e. z∧ r(x) est (f,x)-interprétable. De plus, z∧ r(x) ⊆ z et donc par la minimalité de
z, nous avons z∧ r(x) = z. Cela implique ﬁnalement z ⊆ r(x).
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Proposition IV.13. Soient f : Rn −→ Rm une fonction localement Lipschitz continue
et f une AE-extension minimale de f . Alors pour tout xref ∈ IRn, il existe γ ∈ R, γ > 0,
tel que pour tout x ∈ Kxref ,
||wid f(x)|| ≤ γ||widx||
Démonstration. Par la Proposition IV.7 et le Lemme IV.4 nous avons
imp r(x) ⊆ f(x) ⊆ r(x)
où r(x) = 2 range (f,prox). Ces deux inclusions impliquent || rad f(x)|| ≤ || rad r(x)||.
Maintenant, il est prouvé dans Kaucher[21] que si f est localement Lipschitz continue
alors r(x) l'est aussi (c'est un cas particulier du théorème 2.6 de Kaucher[21]). Donc,
pour tout xref ∈ IRn, il existe γ ∈ R, γ > 0 tel que pour tout x,y ∈ Kxref ,
dist(r(x), r(y)) ≤ γ dist(x,y)
Choisissons y = midx ∈ Kxref et remarquons que dist(x,midx) = || radx|| pour ob-
tenir dist(r(x), f(midx)) ≤ γ|| radx||. Finalement, remarquons que pour tout z ∈ Rn,
|| rad r(x)|| ≤ dist(r(x), z), ce qui est donc vrai en particulier pour z = f(midx). Nous
avons donc prouvé que
|| rad f(x)|| ≤ γ|| radx||,
ce qui est équivalent à l'énoncé proposé.
12.4 Ordre de convergence d'une AE-extension
Dans le contexte des extensions aux intervalles classiques, la qualité d'une extension
est mesurée par son ordre de convergence. Cette notion est maintenant généralisée aux
AE-extensions.
Déﬁnition IV.8. Soient f : Rn −→ Rm une fonction continue et g : KRn −→ KRm
une AE-extension de f . L'AE-extension g a un ordre de convergence α ∈ R, α > 0, si et
seulement s'il existe une AE-extension minimale f de f plus précise que g telle que pour
tout xref ∈ IRn, il existe γ > 0 tel que pour tout x ∈ Kxref ,
||widg(x)− wid f(x)|| ≤ γ(||widx||)α
Remarque. Il est clair qu'une AE-extension ayant un ordre de convergence α a aussi un
ordre de convergence α′ pour tout 0 < α′ ≤ α. Les ordres de convergence habituellement
considérés sont des entiers. Un ordre de convergence 1 est appelé un ordre de convergence
linéaire, et un ordre de convergence 2 un ordre de convergence quadratique.
Remarque. Pour tout AE-extension g de f , il existe au moins une AE-extension mi-
nimale de f qui soit plus précise que g (voir Proposition IV.10). Donc l'énoncé de la
déﬁnition précédente ne peut pas être faux à cause de la non-existence d'une telle AE-
extension. S'il est montré que la fontion f a une unique AE-extension minimale, la déﬁ-
nition coïncide avec la déﬁnition de l'ordre de convergence des extensions aux intervalles
classiques.
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Dans le contexte des extensions aux intervalles classiques, l'ordre de convergence est
lié à la distance à l'extension minimale. Pour étendre cette propriété aux AE-extensions,
le lemme suivant est nécessaire :
Lemme IV.5. Soit z ∈ KRm et z′ ∈ KRm vériﬁant z′ ⊆ z. Alors,
1
2
||wid z− wid z′|| ≤ dist(z, z′) ≤ ||wid z− wid z′||
Démonstration. L'inclusion z′ ⊆ z implique 0 ⊆ z − dual z′ et donc u := z − dual z′ est
propre et contient 0. Remarquons alors que ||wid z − wid z′|| = ||wid(z − dual z′)|| =
||widu|| et dist(z, z′) = ||z − dual z′|| = ||u||. Finalement, l'inégalité suivante est vraie
pour tout intervalle propre qui contient 0 :
|| radu|| ≤ ||u|| ≤ ||widu||
Cela correspond à l'énoncé du lemme.
Proposition IV.14. Soient f : Rn −→ Rm une fonction continue et g : KRn −→ KRm
une AE-extension de f . L'AE-extension g a un ordre de convergence α ∈ R, α > 0, si et
seulement s'il existe une AE-extension minimale f de f plus précise que g telle que pour
tout xref ∈ IRn, il existe γ > 0 tel que pour tout x ∈ Kxref ,
dist(g(x), f(x)) ≤ γ(||widx||)α
Démonstration. Supposons que g ait un ordre de convergence α, c'est à dire il existe une
AE-extension minimale f plus précise que g telle que(∀xref ∈ IRn)(∃γ > 0)(∀x ∈ Kxref)(||widg(x)− wid f(x)|| ≤ γ(||widx||)α)
Alors, par le Lemme IV.5, dist(g(x), f(x)) ≤ ||widg(x) − wid f(x)|| ce qui prouve que
la condition proposée dans cette proposition est vraie. Supposons maintenant que cette
condition soit vraie, c'est à dire il existe une AE-extension minimale f plus précise que g
telle que (∀xref ∈ IRn)(∃γ > 0)(∀x ∈ Kxref)(dist(g(x), f(x)) ≤ γ(||widx||)α)
Alors, par le Lemme IV.5, 12 ||widg(x) − wid f(x)|| ≤ dist(g(x), f(x)) ce qui prouve que
g a un ordre de convergence α (en utilisant la déﬁnition IV.8 avec γ′ = 2γ).
Finalement, la proposition suivante prouve que toute AE-extension qui est localement
Lipschitz continue a un ordre de convergence linéaire.
Proposition IV.15. Soient f : Rn −→ Rm une fonction continue et g : KRn −→ KRm
une AE-extension de f . Si g est localement Lipschitz continue alors g a un ordre de
convergence linéaire.
Démonstration. Avant tout, il est facile de vériﬁer que si g est localement Lipschitz conti-
nue alors f l'est aussi (parce que f(x) = g(x) pour tout x ∈ Rn). Considérons alors une
AE-extension minimale f plus précise que g (qui existe grâce à la Proposition IV.10).
Nous utilisons la continuité locale de Lipschitz de g et la Proposition IV.13 : pour tout
xref ∈ IRn, il existe γ > 0 et γ′ > 0 tels que pour tout x ∈ Kxref et tout y ∈ Kxref ,
||wid f(x)|| ≤ γ||widx|| et dist(g(x),g(y)) ≤ γ′ dist(x,y)
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En choisissant y = [midx,midx] ⊆ xref , nous obtenons
dist(g(x),g(midx)) ≤ γ′|| radx||
Comme g(midx) est dégénéré, nous avons || radg(x)|| ≤ dist(g(x),g(midx)) et donc
|| radg(x)|| ≤ γ′|| radx||. Déﬁnissons γ′′ = max{γ, γ′}. Nous avons donc prouvé
||wid f(x)|| ≤ γ′′||widx|| and ||widg(x)|| ≤ γ′′||widx||
Nous avons donc ||widg(x)−wid f(x)|| ≤ 2γ′′||widx|| (le pire cas se produisant lorsque
widg(x) = −wid f(x)).
12.5 Arrondi d'une AE-extension
Quand des ordinateurs sont utilisés, la précisions ﬁnie des nombres et des opérations
doit être prise en compte. Dans le contexte des extensions aux intervalles classiques,
l'arrondi extérieur est compatible avec la sémantique des extensions. Dans le contexte
plus général des AE-extensions, il est maintenant montré que l'arrondi extérieur peut
être utilisé de la même manière. L'arrondi est eﬀectué en deux étapes :
1. arrondi extérieur des arguments ;
2. arrondi extérieur de l'AE-extension.
L'arrondi extérieur d'un intervalle x ∈ KRn est noté3x et satisfait par déﬁnition x ⊆ 3x.
D'une part, l'arrondi extérieur d'un intervalle propre agrandit l'ensemble de réels sous-
jacent : par exemple 3[−1, 1] pourrait être égale à [−1.1, 1.1]. D'autre part, l'arrondi
extérieur d'un intervalle impropre rétrécit l'ensemble de réels sous-jacent : par exemple
3[1,−1] pourrait être égal à [0.9,−0.9]. Il peut aussi arriver que l'arrondi extérieur change
la qualité propre/impropre : par exemple3[0.05,−0.05] pourrait être égale à [−0.05, 0.05].
Nous allons montré que ces diﬀérentes possibilités sont compatibles avec la modélisation
des quantiﬁcateurs utilisée dans l'interprétation des AE-extensions. L'arrondi extérieur
de l'AE-extension g est notée g3 et satisfait par déﬁnition g(x) ⊆ g3(x) pour tout
x ∈ KRn. La prochaine proposition prouve que l'arrondi extérieur est compatible avec
la sémantique des AE-extensions. Rappelons que F ⊆ R est un sous ensemble ﬁni de
nombres réels représentables et KF ⊆ KR est l'ensemble ﬁni des intervalles généralisés
dont les bornes sont des éléments de F. Comme indiqué en introduction, le dépassement
de capacité n'est pas explicitement prise en compte. Il suﬃrait d'introduire un nombre
ﬂottant ∞ qui serait absorbant pour toutes les opérations (voir Neumaier[8]).
Proposition IV.16. Soient f : Rn −→ Rm une fonction continue et g : KRn −→ KRm
une AE-extension de f . Considérons de plus une fonction g3 : KFn −→ KFm qui vériﬁe
g(x) ⊆ g3(x) quelque soit x ∈ KFn. Alors, la fonction d'intervalles h : KRn −→ KFm
déﬁnie par h(x) = g3(3x) est une AE-extension faible de f .
Démonstration. Notons la relation z = f(x) par φ(x, z). Alors, g étant une AE-extension
de f , pour tout x ∈ KRn l'intervalle g(3x) est (f,3x)-interprétable, c'est à dire
φ(dual3x,g(3x))
est vraie. Comme dual3x ⊆ dualx et g(3x) ⊆ g3(3x) la Proposition IV.2 montre que
φ(dualx,g3(3x))
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est vraie (par exemple, ∀x ∈ 3x,∃z ∈ g(3x), z = f(x) implique ∀x ∈ x,∃z ∈ 3g(3x), z =
f(x)). Donc, h(x) est (f,x)-interprétable.
L'exemple suivant illustre la procédure d'arrondi proposée par la proposition précé-
dente.
Exemple IV.15. Supposons que nous voulions calculer des approximations intérieures
et extérieures de
range (ln,x) = [1, 2]
avec x = [e, e2], en utilisant une précision de 0.01. Considérons d'abord l'approximation
extérieure : une approximation extérieure de de l'AE-extension ln∗(x) doit être calculée.
Premièrement, x est arrondi : 3[e, e2] = [2.71, 7.39]. Ensuite, l'AE-extension arrondie
donne
3 ln∗(3x) = 3[0.99694863... , 2.0001277...] = [0.99, 2.01]
qui est bien une approximation extérieur de [1, 2]. Considérons maintenant l'approxi-
mation intérieure : une approximation extérieure de l'AE-extension ln∗(dualx) doit être
calculée. Premièrement, dualx = [e2, e] est arrondi en 3[e2, e] = [7.38, 2.72]. Remarquons
que l'arrondi extérieur de cet intervalle impropre rétrécit l'ensemble des réels sous-jacent.
Ensuite, l'arrondi extérieur de l'AE-extension donne
3 ln∗(3(dualx)) = 3[1.9987736... , 1.0006319...] = [1.99, 1.01]
Encore une fois, l'arrondi extérieur de cet intervalle impropre rétrécit l'ensemble des réels
sous-jacent, et la projection propre du résultat ﬁnal est bien une approximation intérieure
de [1, 2].
Finalement, les AE-extensions qui seront construites dans la suite seront composées de
plusieurs fonctions d'intervalles. Pour obtenir une procédure d'arrondi eﬃcace, il est né-
cessaire qu'il suﬃse d'arrondir chaque fonction mise en jeux pour arrondir l'AE-extension
composée de ces fonctions. Supposons que l'AE-extension g soit composée des fonctions
d'intervalles gk. Supposons de plus que ces fonctions d'intervalles soit croissantes par
rapport à l'inclusion. Il est alors facile de vériﬁer que la fonction d'intervalles obtenue en
utilisant g3k au lieu des gk est un arrondi extérieur de g. Maintenant, toutes les fonctionsd'intervalles utilisées dans la suite ne seront pas croissantes par rapport à l'inclusion (par
exemple pro et mid ne sont pas croissantes par rapport à l'inclusion). Malgré tout, un
arrondi extérieur de g est aussi obtenu si les fonctions d'intervalles non croissantes par
rapport à l'inclusion sont mises en jeux au niveau des feuilles de l'arbre syntaxique. Par
exemple, considérons g(x) = (prox)+ (prox). Bien que la fonction pro ne soit pas crois-
sante par rapport à l'inclusion, la fonction d'intervalles h(x) = (pro3 x) +3 (pro3 x) est
une approximation extérieure de g. En eﬀet, (pro3 x) ⊇ (prox) parce que pro3 x est une
approximation extérieure de pro. Comme + est croissante par rapport à l'inclusion,
(prox) + (prox) ⊆ (pro3 x) + (pro3 x)
et par ce que +3 est une approximation extérieure de +,
(pro3 x) + (pro3 x) ⊆ (pro3 x) +3 (pro3 x)
Toutes les AE-extensions qui seront construites par la suite vériﬁeront l'hypothèse que les
fonctions d'intervalles dont elles sont composées sont croissantes par rapport à l'inclusion,
sauf peut-être les fonctions terminales dans l'arbre syntaxique. Elle pourrons donc être
arrondies en arrondissant les fonctions élémentaires dont elles sont composées.
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12.6 Conclusion
Ce chapitre a posé les bases théoriques des AE-extensions des fonctions réelles. Après
avoir donné la déﬁnition des AE-extensions, plusieurs déﬁnitions relatives aux AE-extensions
ont été proposées : la minimalité d'une AE-extension et l'ordre de convergence d'une AE-
extension. Il est à noter que ces déﬁnitions généralisent les déﬁnitions correspondantes
dans la théorie des intervalles classiques. Tout en restant dans un cadre générale, des pro-
priétés utiles ont été données (existence d'une AE-extension minimale plus précise qu'une
AE-extension donnée, une condition suﬃsante pour qu'une AE-extension aie un ordre de
convergence linéaire). Finalement, la possibilité d'utiliser l'arrondi extérieure de façon
eﬃcace pour calculer des AE-extensions en utilisant une précision ﬁnie a été montré.
Les chapitres suivants vont maintenant présenter des AE-extensions qui pourront être
calculées en pratique. La même stratégie que celle utilisée dans la théorie des intervalles
classique est mise en oeuvre : tout d'abord, le cas particulier des fonctions f : Rn −→ R
est étudié conduisant a une expression de l'unique AE-extension optimale de ces fonc-
tions (Chapitre 13). Grâce à cette expression, une arithmétique des intervalles généralisés
est déﬁnie. Il est montré qu'elle coïncide avec l'arithmétique de Kaucher (Chapitre 14).
Ensuite, l'AE-extension naturelle (Chapitre 15) et l'AE-extension de la valeur moyenne
(Chapitre 16) sont déﬁnies.
Chapitre 13
AE-extensions minimales des
fonctions f : Rn −→ R
Le cas particulier et important des fonctions à valeurs réelles, i.e. f : Rn −→ R,
est maintenant étudié. Dans ce cas, nous sommes en position de prouver que la fonc-
tion f possède une unique AE-extension optimale. Une expression de cette AE-extension
sera donnée au moyen des opérations d'union et d'intersection d'intervalles généralisés.
Cette expression aura une grande importance car elle sera utilisée pour calculer les AE-
extensions des fonctions élémentaires celle-ci étant la base de toutes les AE-extensions
qui seront construites par la suite.
13.1 L'AE-extension minimale f ∗
Étant donnée une fonction continue f , nous déﬁnissons maintenant la fonction d'in-
tervalles f∗. Cette fonction va jouer un rôle central dans les développements à venir.
Déﬁnition IV.9. Soit f : Rn −→ R une fonction continue. La fonction d'intervalles
f∗ : KRn −→ KR est déﬁnie de la manière suivante :
f∗(x) =
∨
xP∈xP
∧
xI∈(proxI)
f(x)
= [ min
xP∈xP
max
xI∈(proxI)
f(x) , max
xP∈xP
min
xI∈(proxI)
f(x)]
où P = P (x) et I = I(x).
Remarques.
1. La notation f∗ a été choisie pour faire le lien avec la fonction f∗ qui est déﬁnie dans
la théorie des intervalles modaux. Ces deux fonctions sont égales à l'isomorphisme
près entre les intervalles modaux et les intervalles généralisés.
2. Quand I = ∅ l'expression de f∗ est
f∗(x) = [min
x∈xf(x),maxx∈x f(x)]
Quand P = ∅ l'expression de f∗ est
f∗(x) = [ max
x∈(prox)
f(x), min
x∈(prox)
f(x)]
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Cependant, l'expression présentée dans la déﬁnition IV.9 sera utilisée dans tous les
cas.
3. L'expression de f∗ diﬀère de celle de fK (cf. section 3.4 page 40) par l'ordre dans
lequel les opérations d'unions et d'intersections d'intervalles sont eﬀectuées.
Le théorème suivant joue un rôle central : d'une part il prouve qu'une fonction à
valeurs réelles a une unique AE-extension minimale. D'autre part, il donne une expression
pour cette AE-extension minimale. Si cette expression est trop coûteuse à évaluer pour
des fonctions quelconques (il s'agit d'un problème NP-diﬃcile) elle sera très utile pour
calculer les AE-extensions des fonctions élémentaires.
Théorème IV.1. Soit f : Rn −→ R une fonction continue. Alors f∗ est l'unique AE-
extension minimale de f .
Démonstration. En utilisant la Proposition IV.11, il suﬃt de montrer que quelque soit
z ∈ KR, la proposition quantiﬁée est vraie si et seulement si f∗(x) ⊆ z :(∀xP ∈ xP )(Q(z)z ∈ pro z)(∃xI ∈ proxI)(z = f(x)) (13.1)
où P = P (x), I = I(x) et le quantiﬁcateur Q(z) est déﬁni z comme dans le corollaire IV.1
(i.e. Q(z) = ∃ ⇐⇒ z ∈ IR). Nous supposons que P et I sont non-vides, les autres cas
étant similaires et plus simples. Pour tout xP ∈ xP , l'ensemble de réels {z ∈ R|(∃xI ∈
xI
)(
z = f(x)
)} est un intervalle car f est continue. Cet intervalle sera noté r(xp,xI) et
nous avons
r(xP ,xI) =
∨
xI∈(proxI)
f(x) et dual r(xP ,xI) =
∧
xI∈(proxI)
f(x)
Maintenant, (∃xI ∈ proxI)(z = f(x)) est équivalent à z ∈ r(xP ,xI). La proposition
quantiﬁée (13.1) est donc équivalente à(∀xP ∈ xP )(Q(z)z ∈ pro z)(z ∈ r(xp,xI)).
En appliquant le corollaire IV.1, nous avons l'équivalence suivante :(
Q(z)z ∈ pro z)(z ∈ r(xp,xI)) ⇐⇒ z ⊇ (dual r(xp,xI)).
Donc, la proposition quantiﬁée (13.1) est équivalente à(∀xP ∈ xP )(z ⊇ (dual r(xp,xI))).
Finalement, par déﬁnition de la réunion d'intervalles (i.e. plus petit majorant) cette der-
nière proposition est équivalente à
z ⊇
∨
xP∈xP
(dual r(xp,xI)).
Ce qui conclue la preuve grâce à l'expression explicite de dual r(xp,xI).
Remarque. Le Théorème IV.1 est similaire à l'équivalence (1) ⇐⇒ (3) du Théorème
II.3 page 55. Néanmoins, la preuve proposée ici est diﬀérente de celle proposée dans
SIGLA/X[37].
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Exemple IV.16. Considérons la fonction f(x, y) = x2 + y2 et les intervalles propres
x = [−3, 3] et y = [4, 6]. Alors,
f∗(x,y) = [min
x∈x miny∈yf(x, y) , maxx∈x maxy∈y f(x, y)]
= [min
x∈x x
2 + y2 , max
x∈x x
2 + y2]
= [0 + y2 , x2 + y2]
= [16 , 9 + 36] = [16, 45]
Comme f∗ est l'unique AE-extension minimale de f , ce calcul montre que z = [16, 45]
est le plus petit intervalle qui vériﬁe(∀x ∈ x)(∀y ∈ y)(∃z ∈ z)(x2 + y2 = z).
C'est à dire range (f,x,y) = [16, 45].
Exemple IV.17. Dans la même situation que pour l'exemple précédant, calculons main-
tenant
f∗(dualx,dualy) = [max
x∈x maxy∈y f(x, y) , minx∈x miny∈yf(x, y)]
= [max
x∈x x
2 + y2 , min
x∈x x
2 + y2]
= [x2 + y2, 0 + y2]
= [9 + 36 , 16] = [45, 16]
Comme f∗ est l'unique AE-extension minimale de f , ce calcul montre que z = pro[45, 16] =
[16, 45] est le plus grand intervalle qui vériﬁe(∀z ∈ z)(∃x ∈ x)(∃y ∈ y)(x2 + y2 = z)
C'est à dire range (f,x,y) = [16, 45].
Exemple IV.18. Dans la même situation que pour les deux exemples précédant, calculons
maintenant
f∗(x,dualy) = [min
x∈x maxy∈y f(x, y) , maxx∈x miny∈yf(x, y)]
= [min
x∈x x
2 + y2 , max
x∈x x
2 + y2]
= [0 + y2 , x2 + y2]
= [36 , 9 + 16] = [36, 25]
Comme f∗ est l'unique AE-extension minimale de f , ce calcul montre que z = pro[36, 25] =
[25, 36] est le plus grand intervalle qui vériﬁe(∀z ∈ z)(∀x ∈ x)(∃y ∈ y)(x2 + y2 = z)
Calculer f∗ est un problème NP-diﬃcile par rapport au nombre de variables car le
calcul de l'image d'un intervalle par f est NP-diﬃcile (cf. Kreinovich[98]) et ce dernier
problème est un cas particulier du calcul de f∗ (les autres cas n'étant pas plus simples).
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13.2 Commutation avec l'opération dual
Cette notion est introduite après avoir constaté que, dans le cas de fonctions à valeurs
réelles, l'unique approximation intérieure non-extensible de l'image d'une boite par une
fonction est égale à l'unique approximation extérieure non-rétractable, toute deux étant
égales à l'image exacte de la boite. Formulée dans le langage des AE-extensions, cette
coïncidence s'exprime de la manière suivante : considérons une fonction continue f :
Rn −→ R et un intervalle x,
1. f∗(dualx) = (dual range (f,prox)) et pro f∗(x) est l'unique approximation inté-
rieure non-extensible de range (f,x).
2. f∗(x) = range (f,x) et f∗(x) est l'unique approximation extérieure non-rétractable
de range (f,x).
Et ainsi, si x ∈ KRn est propre ou impropre, i.e. x ∈ IRn ou x ∈ IRn, nous avons
f∗(dualx) = dual f∗(x)
C'est à dire, l'AE-extension minimale f∗ de f commute avec l'opération dual pour des
arguments propres ou impropres. Cette propriété reste-t-elle vraie pour des arguments
quelconques ? La réponse à cette question est non. En générale, seule une relation plus
faible lie f∗(dualx) et dual f∗(x) :
Proposition IV.17. Soient f : Rn −→ R une fonction continue et x ∈ KRn. Alors,
f∗(dualx) ⊆ dual f∗(x)
Démonstration. Déﬁnissons P = P (x) et I = I(x). Si l'un des ensembles d'indices est
vide, nous somme dans le cas où x est propre ou impropre. Ainsi, f∗(dualx) = dual f∗(x)
et l'inclusion est donc vériﬁée. Si les deux ensembles d'indices sont non-vides, par déﬁni-
tion de f∗ nous avons
f∗(x) =
∨
xP∈xP
∧
xI∈(proxI)
f(x).
Comme l'opération dual inverse les opérations du treillis des intervalles généralisés, nous
obtenons
(dual f∗(x)) =
∧
xP∈xP
∨
xI∈(proxI)
f(x).
La déﬁnition de f∗ conduit à l'expression suivante (les composantes propres de x de-
viennent les composantes impropres de dualx et inversement) :
f∗(dualx) =
∨
xI∈(proxI)
∧
xP∈xP
f(x)
Il ne reste donc plus qu'à prouver l'inclusion suivante :∨
xI∈(proxI)
∧
xP∈xP
f(x) ⊆
∧
xP∈xP
∨
xI∈(proxI)
f(x)
Cette inclusion est un propriété usuelle des treillis : on obtient toujours un élément plus
petit en eﬀectuant d'abord les opérations minimum (ou intersection) avant les maximum
(ou union).
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La propriété abstraite donnée par la Proposition IV.17 a des implications pratiques :
par exemple, étant donnés x ∈ KRn et f : Rn −→ R continue et non constante sur x, i.e.
range (f,x) n'est pas un intervalle dégénéré, au moins l'un des deux intervalles f∗(x) et
f∗(dualx) doit être propre (sans quoi l'inclusion imposée par la Proposition IV.17 serait
violée car un intervalle impropre ne peut contenir un intervalle propre que si les deux
sont dégénérés). En pratique, cela implique que quelque soient f : R2 −→ R continue,
x ∈ IR et y ∈ IR, au moins l'une des des propositions quantiﬁées suivantes est vraie :(∃z ∈ R)(∀x ∈ x)(∃y ∈ y)(f(x, y) = z)
ou (∃z ∈ R)(∀y ∈ y)(∃x ∈ x)(f(x, y) = z)
Cette conséquence de la Proposition IV.17 se semble pas être triviale. La Proposition
IV.17 permet aussi d'obtenir la condition suﬃsante suivante pour la minimalité d'une
AE-extension :
Proposition IV.18. Soient f : Rn −→ R une fonction continue et g : KRn −→ KR une
AE-extension de f . Si f∗ et g commutent avec l'opération dual pour un argument x alors
g est minimale en x.
Démonstration. Comme f∗ est l'unique AE-extension minimale de f nous avons
f∗(x) ⊆ g(x) et f∗(dualx) ⊆ g(dualx).
Comme ces deux AE-extensions commutent avec l'opération dual pour l'argument x,
nous avons f∗(dualx) = dual f∗(x) et g(dualx) = dualg(x). Donc,
f∗(dualx) ⊆ g(dualx) ⇐⇒ (dual f∗(x)) ⊆ (dualg(x)).
Nous avons donc f∗(x) ⊇ g(x) et ﬁnalement f∗(x) = g(x).
Finalement, la prochaine proposition donne une condition suﬃsante pour qu'une AE-
extension commute avec l'opération dual. Elle sera utilisée en conjonction avec la Pro-
position IV.18 pour démontrer la minimalité de l'AE-extension naturelle dans le cas des
fonctions bilinéaires (cf. section 15.4 page 169).
Proposition IV.19. Soit f : Rn −→ R une fonction continue qui vériﬁe
f(x) =
∑
k∈[1..m]
gk(xEk)
où Ek sont des ensembles d'indices disjoints,
⋃
Ek = [1..n], et gk sont continues. Si
chaque g∗k commute avec l'opération dual pour l'argument xEk alors f
∗ commute avec
l'opération dual pour l'argument x.
Démonstration. En utilisant la déﬁnition de f∗, f∗ commute avec dual pour x si les deux
égalités suivantes sont vériﬁées :
min
xP∈xP
max
xI∈xI
f(x) = max
xI∈xI
min
xP∈xP
f(x) ; max
xP∈xP
min
xI∈xI
f(x) = min
xI∈xI
max
xP∈xP
f(x)
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où P = P (x) et I = I(x). Considérons la première égalité et déﬁnissons Ik = Ek⋂ I et
Pk = Ek
⋂
P . Supposons que tous les ensembles d'indices ainsi déﬁnis sont non-vides (les
autres cas étant similaires et plus simples. Notons proxI par x′I). Alors,
min
xP∈xP
max
xI∈x′I
f(x) = min
xP∈xP
max
xI∈x′I
∑
k∈[1..m]
gk(xEk)
=
∑
k∈[1..m]
min
xPk∈xPk
max
xIk∈x′Ik
gk(xEk)
(gk commute avec dual) =
∑
k∈[1..m]
max
xIk∈x′Ik
min
xPk∈xPk
gk(xEk)
= max
xI∈x′I
min
xP∈xP
∑
k∈[1..m]
gk(xEk)
= max
xI∈x′I
min
xP∈xP
f(x)
La seconde égalité est prouvée de la même manière.
Remarque. Cette proposition est une version simpliﬁée de la "tree-optimality" proposée
dans la théorie des intervalles modaux, cf. SIGLA/X[37].
Chapitre 14
AE-extensions des fonctions
élémentaires
Les fonctions élémentaires qui seront considérées sont les suivantes, leur domaines de
déﬁnition étant les domaines habituels :
 fonctions à deux variables : Ω = { x + y , x − y , x × y , x/y} déﬁnies dans R2
exceptée x/y qui n'est pas déﬁnie pour y = 0 ;
 fonctions à une variable : Φ = { expx, lnx, sinx, cosx, tanx, arccosx, arcsinx,
arctanx, absx, xn, n√x} déﬁnie dans R, exceptées tan, arccos, arcsin et n√x qui sont
déﬁnies respectivement dans R\ {kpi + pi/2 | k ∈ Z}, [−1, 1], [−1, 1] et {x | x ≥ 0}.
Remarque. L'utilisation d'autres fonctions élémentaires ne peut se faire que sous cer-
taines conditions : ces fonctions doivent satisfaire les propositions IV.20 (page 152) ou
IV.21 (page 154).
Les deux sections suivantes montrent que les AE-extensions minimales f∗ de ces fonctions
élémentaires coïncident avec les extensions déﬁnies dans Kaucher[21]. En particulier, les
AE-extensions minimales des fonctions à deux variables de Ω coïncident avec les opéra-
tions de l'arithmétique de Kaucher.
14.1 Fonctions à une variable
Dans le cas des fonctions à une variable, les déﬁnitions de f∗ et fK coïncident (voir
pages 41 et 145 pour leurs déﬁnitions respectives) :
f∗(x) = fK(x) =
∨∧x
x∈prox
f(x)
C'est à dire,
 si x ∈ IR alors f∗(x) = [min
x∈xf(x),maxx∈x f(x)] = range (f,x) ;
 si x ∈ IR alors f∗(x) = [ max
x∈proxf(x), minx∈proxf(x)] = dual
(
range (f,prox)
).
Dans la suite, les extensions f∗ et fK des fonctions élémentaires de Φ seront notées avec
le même symbole que la fonction originale.
Exemple IV.19.
 exp(x) = [exp(x), exp(x)]
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 ln(x) = [ln(x), lnx)] est déﬁnie si x > 0 et x > 0

√
x = [
√
x,
√
x] est déﬁnie si x ≥ 0 et x ≥ 0
Maintenant que les AE-extensions sont calculées, nous avons besoin d'une propriété
supplémentaire : nous devons prouver que le choix des variables quantiﬁées existentielle-
ment peut être fait de manière continue par rapport aux variations des variables quanti-
ﬁées universellement. Considérons la proposition quantiﬁée suivante :(∀z ∈ z)(∃x ∈ x)(z = f(x))
Alors, x peut être choisi de manière continue par rapport à z s'il existe une fonction
continue s : z −→ x qui vériﬁe x = s(z) =⇒ z = f(x).
Exemple IV.20. Considérons f(x) = x2, x = [2,−1] et z = x2 = [4, 0] (il s'agit de
l'AE-extension minimale de la fonction f). La proposition quantiﬁée suivante est donc
vraie : (∀z ∈ pro z)(∃x ∈ prox)(z = f(x)),
c'est à dire pro z ⊆ range (f,prox). Le choix de x peut être fait continument par rapport à
z car il existe une fonction continue s : pro z −→ prox qui vériﬁe x = s(z) =⇒ z = f(x).
Cette fonction est s(z) =
√
x et en eﬀet range (s,pro z) ⊆ prox et x = √z =⇒ x2 = z.
La proposition suivante généralise l'exemple précédent à toutes les fonctions de Φ et
pour n'importe quel argument. Il s'agit d'un résultat technique qui sera utilisé dans le
suite.
Proposition IV.20. Soit f une fonction élémentaire de Φ et (x0,x1)T ∈ KR2 satisfai-
sant x0 = f∗(x1). Déﬁnissons les ensembles d'indices suivants : A = P (x1)
⋃
I(x0) et
E = I(x1)
⋃
P (x0) (A contient les indices des variables quantiﬁées universellement et E
les indices des variables quantiﬁées existentiellement20). Alors A et E sont non-vides et
il existe une fonction continue s : xA −→ xE qui vériﬁe xE = s(xA) =⇒ x0 = f(x1).
Démonstration. La démonstration de cette proposition est donnée dans la section 14.3
page 155.
Remarque. Il existe des fonctions à une variable qui ne satisfont pas la Proposition
IV.20 (voir exemple suivant). Donc, avant d'ajouter une nouvelle fonction élémentaire
dans Φ, il faut vériﬁer qu'elle vériﬁe la Proposition IV.20.
Exemple IV.21. Considérons la fonction f(x) = x3 − 3x et l'intervalle x = [3,−3].
Ainsi,
f∗(x) = dual range (f,prox) = [18,−18] =: z
On peut constater sur la ﬁgure 14.1 toutes les fonctions s : pro z −→ prox qui vériﬁent
x = s(z) =⇒ z = f(x) sont discontinues.
Remarque. Beaucoup de temps a été passé pour essayer de donner une caractérisation
alternative pour la continuité des variations des variables existentiellement quantiﬁées
par rapport aux variables universellement quantiﬁées : si la caractérisation proposée ci-
dessus est suﬃsante pour les les développements ultérieurs, une meilleur caractérisation
20Dans le cas des fonctions élémentaires à une variable, soit A = {1} et E = {0} si x ∈ IR, soit A = {0}et E = {1} si x ∈ IR.
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Fig. 14.1  Une fonction simple qui ne peut pas être considérée comme fonction élémen-
taire.
aurait de nombreux avantages. En particulier, une voix prometteuse était la c-continuité
des fonctions à valeurs ensemblistes proposée dans Neumaier[8]. Grâce à cette générali-
sation de la continuité, il est possible de prouver que toutes les fonctions à une variable
peuvent être considérées comme fonctions élémentaires. Malheureusement, une erreur a
été trouvée dans le théorème paramétrique de Miranda pour fonctions c-continues et ce
théorème était une condition nécessaire pour l'introduction de la c-continuité dans les
développements de cette thèse. Malgré tout, nous restons convaincus que toute fonction
à une variable peut être utilisée comme fonction élémentaire, même si la preuve de cette
conjecture n'est pas encore faite. Cette preuve nécessite l'introduction d'une autre modé-
lisation pour la continuité des variations des variables existentiellement quantiﬁées par
rapport aux variables universellement quantiﬁées. Des travaux ont été conduit par Peter
Schodl dans cette direction (voir [71] où l'auteur introduit la notion de fonctions à valeurs
ensemblistes "implicitly-selectable continuous").
Remarquons ﬁnalement que les AE-extensions des fonctions élémentaires à une va-
riable commutent avec l'opération dual (comme c'est illustré dans la section 13.2).
14.2 Fonctions à deux variables
Dans le cas des fonctions à deux variables, les expressions de f∗(x,y) et fK(x,y) ne
coïncide pas en général. Cependant, elle coïncident dans les cas suivants :
 x ∈ IR et y ∈ IR
 x ∈ IR et y ∈ IR
 x ∈ IR et y ∈ IR
Il reste à étudier le cas où x ∈ IR et y ∈ IR. Dans ce cas, les expressions de f∗ et fK
sont les suivantes :
f∗(x,y) =
∨
x∈x
∧
y∈proy
f(x, y) ; fK(x,y) =
∧
y∈proy
∨
x∈x
f(x, y)
Elle conduisent à des résultats diﬀérents en général. Cependant, il est maintenant prouvé
que ces deux expressions donnent le même résultat dans le cas des fonctions élémentaires
154 Chapitre 14. AE-extensions des fonctions élémentaires
de Ω. Les opérations de l'arithmétique de Kaucher sont temporairement notées ◦K pour
marquer leur diﬀérence avec les AE-extensions minimales, notées ◦∗. Considérons tout
d'abord une fonction parmi ◦ ∈ {+,×}. Si x ∈ IR et y ∈ IR alors par déﬁnition de f∗
et fK , l'expression de x ◦∗ y coïncide avec l'expression de y ◦K x. Finalement, parce que
◦K est commutative, nous avons
x ◦∗ y = y ◦K x = x ◦K y
Dans le cas de la soustraction, nous avons x −K y = (−Ky) +K x qui est égal à x −∗ y
parce que :
(−Ky) +K x =
∨
v∈(−y)
∧
x∈prox
v + x
=
∨
y∈y
∧
x∈prox
(−y) + x
= x−∗ y
Finalement, dans le cas de la division nous avons x/Ky = (1/Ky) × x qui est égal
à x/∗y (démonstration similaire à la précédente). Donc, les AE-extensions minimales
des fonctions élémentaires de Ω coïncident avec leur extensions déﬁnies par Kaucher.
Dans la suite, les extensions ◦∗ et ◦K des fonctions de Ω seront notées avec le même
symbole que les fonctions réelles qu'elles étendent, i.e. ◦. Comme dans le cas des fonctions
élémentaires à une variable, nous devons maintenant prouver que le choix des valeurs des
variables quantiﬁées existentiellement peut être fait continûment par rapport aux valeurs
des variables quantiﬁées universellement.
Proposition IV.21. Soit ◦ une fonction élémentaire de Ω et x{0,1,2} ∈ KR3 tel que
x0 = x1 ◦ x2. Déﬁnissons les ensembles d'indices suivants : A = P (x{1,2})
⋃
I(x0) et
E = I(x{1,2})
⋃
P (x0) (A contient les indices des variables quantiﬁées universellement et
E les indices des variables quantiﬁées existentiellement). Alors A et E sont non-vides et
il existe une fonction continue s : xA −→ xE qui vériﬁe xE = s(xA) =⇒ x0 = x1 ◦ x2.
Démonstration. La démonstration de cette proposition est donnée dans la section 14.3
page 155.
Exemple IV.22. Considérons la fonction f(x, y) = x + y, x = [1,−1], y = [0, 1] et
z = x+ y = [1, 0]. La proposition quantiﬁée suivante est donc vraie :(∀x ∈ prox)(∀z ∈ pro z)(∃y ∈ y)(x+ y = z)
La Proposition IV.21 énonce une propriété plus forte : elle prouve qu'il existe une fonction
continue s : (y,pro z)T −→ prox qui vériﬁe x = s(y, z) =⇒ z = f(x, y). Dans ce cas,
la fonction s peut-être facilement calculée : s(y, z) = z − y. En eﬀet, range (s,y,pro z) =
pro z− y = prox (et x = z − y =⇒ z = x+ y).
Remarque. Encore une fois, il existe des fonctions continues à deux variables qui ne
vériﬁent pas la proposition précédente (par exemple f(x, y) = 1−(x−y)2 avec x = [1,−1]
et y = [1,−1]). Ainsi, avant d'ajouter de nouvelles fonction élémentaires à Φ, nous
devrons vériﬁer que celles-ci vériﬁent la Proposition IV.21. Le cas des fonctions à deux
variables est diﬀérent de celui des fonctions à une variable car il est prouvé que certaines
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fonctions à deux variables (en fait la plupart) ne peuvent pas être considérées comme
fonctions élémentaires quelque soit la modélisation choisie pour la continuité des du choix
des variables existentielles par rapports aux universelles (cf. Exemple IV.27 où le fait de
considérer la fonction f(x, y) = 1 − (x − y)2 comme une fonction élémentaire conduit à
des résultats faux).
Pour toute fonction ◦ ∈ {+,−,×, /} de l'arithmétique de Kaucher, il est prouvé dans
Kaucher[21] que quelque soient x,y ∈ KR
(dualx) ◦ (dualy) = dual(x ◦ y).
Ce qui veut dire que ◦ commute avec l'opération dual.
14.3 Démonstrations
Les preuves des propositions IV.20 et IV.21 sont maintenant présentées. Avant tout,
le cas suivant est trivial :
Proposition IV.22. Soient f : x[1..n] −→ R une fonction continue et x[1..n] ∈ IRn.
Déﬁnissons x0 = f∗(x[1..n]) qui est propre. Il existe alors une fonction continue s :
x[1..n] −→ x0 qui vériﬁe
x0 = s(x[1..n]) =⇒ x0 = f(x[1..n])
Démonstration. La fonction s n'est autre que f qui est continue.
14.3.1 Fonctions élémentaires à une variable
Dans le contexte des fonctions à une variable, il n'y a que deux cas à étudier : soit
x ∈ IR soit x ∈ IR. Le premier a déjà été traité dans la Proposition IV.22, il ne reste
donc que le second cas à étudier. La prochaine proposition s'applique aux fonctions expx,
lnx, tan, arccosx, arcsinx, arctanx, xn pour n impaire et x 1n .
Proposition IV.23. Soit f : x −→ R une fonction continue strictement croissante ou
strictement décroissante. Déﬁnissons alors z = f∗(dualx), qui est impropre. Il existe
alors une fonction continue s : pro z −→ x qui vériﬁe x = s(z) =⇒ z = f(x).
Démonstration. Par déﬁnition de f∗, pro z = range (f,x). Comme f est continue et
strictement monotone, c'est un homéomorphisme entre x et z, i.e. la bijection inverse
f−1 : pro z −→ x est aussi continue. Finalement, x = f−1(z) =⇒ z = f(x) et s = f−1
est la fonction recherchée.
Finalement, la proposition suivante s'applique aux fonctions sinx, cosx, absx, xn
pour n pair.
Proposition IV.24. Soit f : x −→ R une fonction continue qui n'a pas de minimum local
ou maximum local excepté peut-être sur les bornes de x et qui est strictement monotone
entre ses minimum et maximum (locaux ou globaux). Déﬁnissons alors z = f∗(dualx),
qui est impropre. Il existe alors une fonction continue s : pro z −→ x qui vériﬁe x =
s(z) =⇒ z = f(x).
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Démonstration. Considérons un minimum global x1 ∈ x et un maximum global x2 ∈ x
qui ne sont séparés par aucun autre minimum ou maximum. C'est bien possible grâce à
l'hypothèse de la proposition. Déﬁnissons x′ = x1∨x2. La fonction f |x′ est soit stricte-
ment croissante soit strictement décroissante, donc la proposition précédente peut s'ap-
pliquer. Finalement, s est déﬁnie dans range (f |x′ ,x′) qui est égale à range (f,x) car x1
et x2 correspondent à des minimum et maximum globaux. De plus, s(x) ∈ x′ ⊆ x et
x = s(z) =⇒ z = f |x′(x) = f(x).
Remarque. La proposition précédente ne s'applique pas au cas de l'Exemple IV.21 (page
152) car la fonction déﬁnie dans cet exemple possède un minimum local et un maximum
local à l'intérieur de l'intervalle.
14.3.2 Fonctions élémentaires à deux variables
Le cas où x ∈ IR et y ∈ IR est déjà traité par la Proposition IV.22. De plus, les cas
de − et / s'obtiennent grâce à + et × parce que
x− y = x+ (−y) et x/y = x× (1/y)
La proposition suivante traite le cas de toutes les fonctions élémentaire à deux variable
lorsque x ∈ IR et y ∈ IR. Dans la suite, nous supposons que prox1 et prox2 ne sont pas
dégénérés, les autres cas étant similaires et plus simples.
Proposition IV.25. Soit x1 ∈ IR, x2 ∈ IR et x0 = x1◦x2 pour ◦ ∈ {+,×}. Il existe alors
une fonction continue s : x0 −→ prox{1,2} qui vériﬁe x{1,2} = s(x0) =⇒ x0 = f(x1, x2)
où f(x1, x2) = x1 ◦ x2.
Démonstration. Déﬁnissons x′1 = prox1, x′2 = prox2 et x′0 = prox0. Nous avons
x′0 = range
(
f,x′1,x
′
2
)
.
Donc x′0 = [u1 ◦ u2, v1 ◦ v2] avec u{1,2} ∈ x′{1,2} et v{1,2} ∈ x′{1,2} (u1 ◦ u2 < v1 ◦ v2 parce
que x′0 n'est pas dégénéré par hypothèse). Déﬁnissons maintenant la fonction continue
m{1,2} : [0, 1] −→ x′{1,2} par
m{1,2}(t) = u{1,2}(1− t) + v{1,2}t
et la fonction continue g : [0, 1] −→ x′0 par
g(t) = f(m{1,2}(t)) =
(
u1(1− t) + v1t
) ◦ (u2(1− t) + v2t)
Nous avons g(0) = inf x′0 et g(1) = supx′0 et donc range (g, [0, 1]) = x′0. Prouvons main-tenant que les propositions IV.23 et IV.24 s'appliquent à g quelque soit ◦ :
◦ = + Nous avons g(t) = (u1 + u2)(1− t) + (v1 + v2)t qui est strictement croissante
parce que u1 + u2 < v1 + v2. Donc la Proposition IV.23 s'applique.
◦ = × Nous avons g(t) = at2 + bt+ c. Si a 6= 0 alors la Proposition IV.24 s'applique.
Si a = 0 et b 6= 0 alors la Proposition IV.23 s'applique. Nous ne pouvons pas avoir
a = 0 et b = 0 car x′0 n'est pas dégénéré par hypothèse.Il existe donc une fonction continue s˜ : x′0 −→ [0, 1] qui vériﬁe t = s˜(x0) =⇒ x0 = g(t).La fonction recherchée est alors s(x0) = m{1,2}(s˜(x0)) : d'une part s(x0) ∈ x′{1,2} parconstruction de m{1,2}. D'autre part, x{1,2} = s(x0) implique x{1,2} = m{1,2}(s˜(x0)) qui
implique f(x{1,2}) = f(m{1,2}(s˜(x0))) = g(s˜(x0)) = x0.
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Il reste à étudier les cas où x1 et x2 n'ont pas la même qualité propre/impropre. La
proposition suivante traite le cas de l'addition.
Proposition IV.26. Soient x1 ∈ KR, x2 ∈ KR et x0 = x1 + x2. Déﬁnissons les
ensembles d'indices suivants : A = P (x{1,2})
⋃
I(x0) et E = I(x{1,2})
⋃
P (x0). Alors
A et E sont non-vides et il existe une fonction continue s : xA −→ xE qui vériﬁe
xE = s(xA) =⇒ x0 = x1 + x2.
Démonstration. Déﬁnissons x′1 = prox1, x′2 = prox2 et x′0 = prox0. Nous avons justedeux cas à étudier car x1 + x2 = x2 + x1.
(1) x1 ∈ IR, x2 ∈ IR et x0 ∈ IR. La proposition quantiﬁée correspondant à l'interpréta-
tion de l'AE-extension minimale est(∀x1 ∈ x′1)(∃x0 ∈ x′0)(∃x2 ∈ x′2)(x1 + x2 = x0)
Nous devons prouver l'existence d'une fonction continue s{0,2} : x′1 −→ x′{0,2} qui vériﬁe
x{0,2} = s{0,2}(x1) =⇒ x0 = x1 + x2. En appliquant les règles de l'arithmétique de
Kaucher, nous obtenons x0 = x1 + x2 ⇐⇒ (dualx1) = (dualx0) − x2. Nous pouvons
alors appliquer la Proposition IV.25 dans le cas de cette soustraction, ce qui prouve
l'existence d'une fonction continue s{0,2} : x′1 −→ x′{0,2} qui vériﬁe x{0,2} = s{0,2}(x1) =⇒
x1 = x0 − x2. Comme x1 = x0 − x2 ⇐⇒ x0 = x1 + x2, s{0,2} est ﬁnalement la fonction
continue recherchée.
(2) x1 ∈ IR, x2 ∈ IR et x0 ∈ IR. La démonstration est similaire à la précédente en
considérant cette fois (dualx2) = (dualx0) − x1, nous obtenons une fonction continue
s2 : x′{0,1} −→ x′2 qui vériﬁe les conditions demandées.
La proposition suivante traite le cas de la multiplication.
Proposition IV.27. Soit x1 ∈ KR, x2 ∈ KR et x0 = x1x2. Déﬁnissons les ensembles
d'indices suivants : A = P (x{1,2})
⋃
I(x0) et E = I(x{1,2})
⋃
P (x0). Alors A et E sont
non-vides et il existe une fonction continue s : xA −→ xE qui vériﬁe xE = s(xA) =⇒
x0 = x1x2.
Démonstration. Déﬁnissons x′1 = prox1, x′2 = prox2 et x′0 = prox0. Premièrement, si lesintervalles mis en jeux ne contiennent pas 0, nous pouvons utiliser l'addition de Kaucher
de la manière suivante :
(1) x1 > 0 et x2 > 0. Dans ce cas, la multiplication de Kaucher x0 = x1x2 peut-être
changée en addition : lnx0 = lnx1 + lnx2 qui s'écrit x˜0 = x˜1 + x˜2 avec x˜k = lnxk.
Alors, on peut applique la Proposition IV.26 à l'addition x˜0 = x˜1+ x˜2 : la fonction ln ne
changeant pas la qualité propre/impropre, l'application de la Proposition IV.26 montre
qu'il existe une fonction continue s˜ : pro x˜A −→ pro x˜E qui vériﬁe x˜E = s˜(x˜A) =⇒ x˜0 =
x˜1 + x˜2. Déﬁnissons alors s(xA) = exp s˜(lnxA) (les fonctions ln et exp sont appliquées
composante par composante). Dune part, nous avons pro lnxk = ln proxk, et donc s
vériﬁe s : x′A −→ x′E . D'autre part, en utilisant les déﬁnitions de s ET s˜, nous obtenons
xE = s(xA) =⇒ xE = exp s˜(lnxA) =⇒ lnxE = s˜(lnxA) =⇒ lnx0 = lnx1 + lnx2 =⇒
x0 = x1x2.
(1') 0 /∈ x′1 et 0 /∈ x′2. Nous revenons au premier cas de la manière suivante : pour
k ∈ {1, 2} déﬁnissons k ∈ {−1, 1} tel que kxk > 0. Donc x1x2 = (12)(1x1)(2x2).
(2-4) Il reste seulement trois cas où x1 ∈ IR et x2 ∈ IR car x0x1 = x1x0.
(2) 0 ∈ x′1 et 0 /∈ x′2 qui impliquent x0 ∈ IR (cf. expressions de l'arithmétique de
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Kaucher). L'existence de la fonction s est prouvée de manière similaire au cas (1) de la
Proposition IV.26, en considérant que x0 = x1x2 ⇐⇒ (dualx1) = (dualx0)/x2, qui est
bien déﬁnie car 0 /∈ x′2.
(3) 0 /∈ x′1 et 0 ∈ x′2 qui impliquent x0 ∈ IR. Supposons que x1 > 0, l'autre cas étantsimilaire. en utilisant l'expression de la multiplication de Kaucher, nous avons
x′0 = [(inf x
′
1)(inf x
′
2), (inf x
′
1)(supx
′
2)]
Déﬁnissons s2(x0, x1) = x0/x1 (qui est bien déﬁnie dans x′{0,1} car 0 /∈ x′1). D'une part,
x2 = s2(x0, x1) =⇒ x0 = x1x2. D'autre part,
range
(
s2,x′0,x
′
1
)
= x′0/x
′
1 = [inf x
′
0/ inf x
′1, supx′0/ inf x
′
1] = x
′
2.
(4) 0 ∈ x′1 et 0 ∈ x′2. Dans ce cas, x0 = [0, 0] et la fonction continue recherchée est
s2(x1, x0) = 0 ∈ x′2 car x2 = s(x1, x0) =⇒ x1 × x2 = x0.
Chapitre 15
L'AE-extension naturelle
Dans le contexte de la théorie des intervalles classiques, l'extension naturelle a une
forte importance car elle permet de construire un sur-ensemble de l'image d'une fonction
en ne travaillant que sur les fonctions élémentaires dont la fonction est composée. Dans
ce chapitre, une AE-extension naturelle est déﬁnie. Elle va permettre de construire des
intervalles généralisés (f,x)-interprétables en ne travaillant que sur les fonctions élémen-
taires. A la diﬀérence de l'extension naturelle classique, l'expression d'une fonction devra
être modiﬁée avant de l'évaluer avec l'arithmétique de Kaucher. L'AE-extension naturelle
est construite en trois étapes :
 Dans le cas des fonctions à valeurs réelles, le cas où l'expression de la fonction ne
contient qu'une unique occurrence de chaque variable est tout d'abord étudié.
 Le cas général des fonctions à valeurs réelles est ensuite abordé. L'expression de
l'AE-extension naturelle de ces fonctions est plus compliquée que l'expression de
l'extension naturelle des intervalles classiques (l'expression de la fonction doit être
modiﬁée avant son évaluation pour des intervalles). Néanmoins, lorsque des inter-
valles propres sont mis en jeux, l'AE-extension naturelle coïncide avec l'extension
naturelle des intervalles classiques.
 Le cas général des fonctions à valeurs vectorielle est ﬁnalement étudié.
15.1 Évaluation d'intervalles
Commençons par étudier un exemple. Considérons la fonction f(u, v, w) = u(v + w)
et trois intervalles u,v,w ∈ KR. Pour illustrer le fait que l'évaluation d'intervalles z :=
u(v+w) est un intervalle (f,u,v,w)-interprétable, déﬁnissons t = (v+w) et supposons
que u ∈ IR, v ∈ IR, w ∈ IR, t ∈ IR et z ∈ IR (les autres cas sont similaires). Parce que
les AE-extensions de + et × sont utilisées pour l'évaluation d'intervalles u(v + w), les
deux propositions quantiﬁées suivantes sont vraies :(∀v ∈ v)(∀w ∈ w)(∃t ∈ t)(v + w = t)
et (∀t ∈ t)(∀z ∈ pro z)(∃u ∈ prou)(ut = z).
La conjonction de ces deux propositions quantiﬁée implique la suivante :(∀v ∈ v)(∀w ∈ w)(∀z ∈ pro z)(∃u ∈ prou)(∃t ∈ t)(v + w = t ∧ ut = z).
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C'est à dire, (∀v ∈ v)(∀w ∈ w)(∀z ∈ pro z)(∃u ∈ prou)(u(v + w) = z). (15.1)
L'intervalle impropre z est donc (f,u,v,w)-interprétable. Ce raisonnement se généralise
sans diﬃcultés à des qualités propres/impropres quelconque. Maintenant, une propriété
supplémentaire est nécessaire pour les développements à venir : le choix des valeurs des
variables existentiellement quantiﬁées doit pouvoir être fait continûment par rapport aux
valeurs des variables quantiﬁées universellement. Dans le cas de la proposition quantiﬁée
15.1 cela consiste à vériﬁer l'existence d'une fonction continue s : (v,w,pro z)T −→
prou qui vériﬁe u = s(v, w, z) =⇒ z = f(u, v, w) : la Proposition IV.21 prouve l'existence
de deux fonction continues
s′ : (v,w)T −→ t ; t = s′(v, w) =⇒ t = v + w
s′′ : (t,pro z)T −→ prou ; u = s′′(t, z) =⇒ z = ut
La fonction s est alors construite de la manière suivante :
s(v, w, z) = s′′( s′(v, w) , z)
Ainsi, u = s(v, w, z) implique u = s′′(t, z) où t = s′(v, w). Cela implique ﬁnalement
z = f(u, v, w). La proposition suivante généralise cet exemple introductif. Elle est d'une
importance capitale pour la construction des AE-extension proposées ensuite.
Proposition IV.28. Soient f : Rn −→ R une fonction continue et f une expression de
f mettant en jeux des fonctions élémentaires de Ω et Φ dans laquelle chaque variable
a une unique occurrence. Pour tout x[1..n] ∈ KRn, déﬁnissons x0 = f(x[1..n]) où l'éva-
luation est faite en utilisant les AE-extensions minimales des fonctions mises en jeux.
Déﬁnissons A = P (x[1..n])
⋃
I(x0) et E = I(x[1..n])
⋃
A(x0) (A contient les indices des
variables quantiﬁées universellement et E les indices des variables quantiﬁées existentiel-
lement). Alors A et E sont non-vides et il existe une fonction continue sE : xA −→ xE
qui vériﬁe xE = sE(xA) =⇒ x0 = f(x[1..n]).
Démonstration. La démonstration est faite par récurrence sur l'expression f. Premiè-
rement, par les propositions IV.20 et IV.21, la présente proposition est vraie pour les
fonctions élémentaires. Il reste donc à prouver l'étape générale de la récurrence. Consi-
dérons deux fonctions g : Rm −→ R et h : Rm′ −→ R qui satisfont la proposition. Nous
devons donc prouver que leur composition f : Rm+m′−1 −→ R déﬁnie par
f(x[1..m−1]⋃[m+1..m+m′]) = f(x[1..m−1]⋃[m+1..m+m′])
où
f(x[1..m−1]⋃[m+1..m+m′]) = g(x[1..m−1], h(x[m+1..m+m′]))
vériﬁe aussi la proposition21.
Remarque. Une numérotation spéciﬁque des variables est introduite pour pouvoir consi-
dérer la variable temporaire de manière homogène. Par exemple f(x1, x3) = g(x1, h(x3, x4))
permet de déﬁnir la variable temporaire x2 = h(x3, x4) et d'obtenir x0 = g(x1, x2) avec
x2 = h(x3, x4).
21L'hypothèse que l'expression f ne contient qu'une occurrence de chaque variable est implicitementutilisée ici : en eﬀet f est réellement une composition si chaque variable n'a qu'une occurrence dans sonexpression en fonction de g et h.
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Considérons un quelconque x[1..m−1]⋃[m+1..m+m′] ∈ KRm+m′−1 et déﬁnissons
xm = h(x[m+1,m+m′]) et x0 = g(x[1..m]).
En appliquant l'hypothèse de récurrence, nous obtenons deux fonctions continues s′E′ et
s′′E′′ déﬁnie de la manière suivante :
s′E′ : proxA′ −→ proxE′ ; xE′ = s′(xA′) =⇒ x0 = g(x[1..m])
et
s′′E′′ : proxA′′ −→ proxE′′ ; xE′′ = s′′(xA′′) =⇒ xm = h(x[m+1..m+m′])
où A′ ⊆ [0..m], E′ ⊆ [0..m], A′′ ⊆ [m..m + m′] et E′′ ⊆ [m..m + m′] sont déﬁnis
comme dans l'énoncé de la proposition. Déﬁnissons maintenant A = (A′⋃A′′)\{m},
E = (E′
⋃
E′′)\{m}. Remarquons que A et E sont non-vides car A′, A′′, E′ et E′′ sont
non-vides par hypothèse. Par déﬁnition de ces ensembles, nous avons
∨ (xm ∈ IR ∧m ∈ A
′ ∧m /∈ E′ ∧m /∈ A′′ ∧m ∈ E′′)
(xm ∈ IR ∧m /∈ A′ ∧m ∈ E′ ∧m ∈ A′′ ∧m /∈ E′′)
Remarque. Cette disjonction veut dire que si xm est propre alors xm est quantiﬁé
universellement dans la proposition quantiﬁée correspondant à l'interprétation de x0 =
g(x[1..m]), et quantiﬁé existentiellement dans la proposition quantiﬁée correspondant à
l'interprétation de xm = h(x[m+1,m+m′]). La situation est inversée si xm est impropre.
Déﬁnissons maintenant la fonction sE : proxA −→ proxE de la manière suivante :
 Si xm ∈ IR alorsA′ ⊆ A⋃{m},A′′ ⊆ A etE = E′⋃(E′′\{m}). Dans ce cas, déﬁnis-
sons sE(xA) par sE′′\{m}(xA) = s′′E′′\{m}(xA′′) et sE′(xA) = s′E′(xA′\{m}, s′′m(xA′′)).
 Si xm ∈ IR alors A′′ ⊂ A⋃{m}, A′ ⊆ A et E = (E′\{m})⋃E′′. Dans ce cas, déﬁ-
nissons sE(xA) par sE′\{m}(xA) = s′E′\{m}(xA′) et sE′′(xA) = s′′E′′(s′m(xA′), xA′′\{m}).Dans les deux cas, nous avons
xE = sE(xA) =⇒
(∃xm ∈ proxm)(xE′ = s′E′(xA′) ∧ xE′′ = s′′E′′(xA′′))
En eﬀet, dans le premier cas xm = s′′m(xA′′) et dans le second cas xm = s′m(xA′). Donc,grâce aux déﬁnitions de s′ et s′′, nous avons
xE = sE(xA) =⇒
(∃xm ∈ proxm)(x0 = g(x[1..m]) ∧ xm = h(x[m+1,m+m′]))
Par déﬁnition de la fonction f ,
(∃xm proxm) x0 = g(x[1..m])∧ xm = h(x[m+1,m+m′]) =⇒ x0 = f(x[1..m−1]⋃[m+1..m+m′]).
Finalement, il reste à renommer les indices (i 7→ i pour i < m et i 7→ i− 1 pour i > m)
pour terminer la récurrence.
Une conséquence directe de la proposition précédente est qu'une expression de la
fonction f qui ne contient qu'une unique occurrence de chaque variable peut être utilisée
pour construire une AE-extension de f :
Corollaire IV.2. Soient f : Rn −→ R une fonction continue, f une expression de f
mettant en jeux des fonctions élémentaires de Ω et Φ dans laquelle chaque variable a
une unique occurrence et x ∈ KRn. Alors l'intervalle f(x) est (f,x)-interprétable.
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Démonstration. Déﬁnissons x0 = f(x). La Proposition IV.28 montre qu'il existe une
fonction sE qui vériﬁe
sE : xA −→ xE ; xE = sE(xA) =⇒ x0 = f(x[1..n])
Cela implique clairement que la proposition quantiﬁée suivante est vraie :(∀xA ∈ xA)(∃xE ∈ xE)(f(x[1..n]) = x0)
C'est à dire l'intervalle x0 est (f,x[1..n])-interprétable.
Remarque. Contrairement au cas de extensions aux intervalles classiques, l'évaluation
d'intervalles généralisés d'expressions ne contenant qu'une unique occurrence de chaque
variable ne conduit pas nécessairement à l'AE-extension minimale de la fonction corres-
pondante (cf. exemple II.6.3 de SIGLA/X[37]).
15.2 L'AE-extension naturelle (cas particulier m = 1)
Les deux prochains exemple illustrent la manière dont les occurrences multiples sont
prise en compte. Tout d'abord, les occurrences multiples des intervalles propres (corres-
pondant aux variables quantiﬁées universellement) sont prises en compte.
Exemple IV.23. Considérons la fonction f(x, y) déﬁnie par f(x, y) = x(x+ y), x ∈ IR
et y ∈ IR. Nous voulons construire un intervalle z ∈ KR qui soit (f,x,y)-interprétable,
c'est à dire qui vériﬁe la proposition quantiﬁée suivante :(∀x ∈ x)(Q(z)z ∈ pro z)(∃y ∈ proy)(f(x, y) = z) (15.2)
Pour pouvoir utiliser la Proposition IV.28 (ou de manière équivalente son corollaire IV.2)
nous considérons la fonction auxiliaire f˜(x1, x2, y) déﬁnie par f˜(x1, x2, y) = x1(x2 + y),
où chaque occurrence est rendue indépendante. Déﬁnissons maintenant z = f˜(x,x,y), qui
est aussi égal à f(x,y). Maintenant, comme f˜ a une unique occurrence de chaque variable,
le corollaire IV.2 prouve que z est (f˜ ,x,x,y)-interprétable. La proposition quantiﬁée sui-
vante est donc vraie :(∀x1 ∈ x)(∀x2 ∈ x)(Q(z)z ∈ pro z)(∃y ∈ proy)(f˜(x1, x2, y) = z)
Finalement, en considérant la diagonale de la boite (x,x)T et en remarquant que
f˜(x, x, y) = f(x, y),
nous montrons aisément que la proposition quantiﬁée précédente implique la proposition
quantiﬁée (15.2). Donc, z est (f,x)-interprétable.
Comme c'est illustré par l'exemple précédent, les occurrences multiples des intervalles
propres peuvent être prise en compte dans le corollaire IV.2 sans aucune adaptation
(la Proposition IV.28 pourrait aussi être généralisée au cas des occurrences multiples
des intervalles propres). Cependant, comme l'illustre le prochain exemple, une technique
plus compliquée doit être utilisée lorsque des intervalles impropres ont des occurrences
multiples.
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Exemple IV.24. Considérons la fonction f(x, y) = x(x + y), x ∈ IR et y ∈ IR. Nous
voulons construire un intervalle z ∈ KR qui soit (f,x,y)-interprétable, c'est à dire qui
vériﬁe la proposition quantiﬁée suivante :(∀y ∈ y)(Q(z)z ∈ z)(∃x ∈ prox)(f(x, y) = z) (15.3)
Encore une fois, nous considérons la fonction f˜(x1, x2, y) = x1(x2 + y). Déﬁnissons naï-
vement z = f˜(x,x,y). Comme f˜ a une unique occurrence de chaque variable, le corollaire
IV.2 montre que z est (f˜ ,x,x,y)-interprétable. La proposition quantiﬁée suivante est donc
vraie : (∀y ∈ y)(Q(z)z ∈ z)(∃x1 ∈ prox)(∃x2 ∈ prox)(f˜(x1, x2, y) = z)
Cependant, cette fois la proposition précédente n'implique pas en générale la proposition
quantiﬁée (15.3) (les deux occurrences quantiﬁées existentiellement ne peuvent plus être
mise en relation) et l'intervalle z n'est donc pas (f,x,y)-interprétable en général. Pour
pouvoir valider la proposition (15.3), nous considérons l'évaluation modiﬁée suivante :
z′ = (prox)(x+y) (l'évaluation z′ = x(prox+y) pourrait être considérée de manière équi-
valente). Maintenant, la Proposition IV.28 montre que l'intervalle z′ est (f˜ ,prox,x,y)-
interprétable, c'est à dire la proposition quantiﬁée suivante est vraie :(∀x1 ∈ prox)(∀y ∈ y)(Q(z′)z ∈ z′)(∃x2 ∈ prox)(f˜(x1, x2, y) = z)
Finalement, la proposition quantiﬁée précédente implique la proposition quantiﬁée (15.3).
Cette implication est démontrée de la manière suivante : supposons que z′ ∈ IR, i.e.
Q(z
′) = ∃ (l'autre cas étant similaire). La Proposition IV.28 prouve qu'il existe une fonc-
tion continue s˜ = (s˜z, s˜2)T : (prox,y)T −→ (z′,prox)T qui vériﬁe
(z, x2)T = s˜(x1, y) =⇒ z = f˜(x1, x2, y)
Considérons la composante s˜2 : (prox,y)T −→ prox de s. Pour chaque valeur de y, la
fonction s˜2(., y) : prox −→ prox a un point ﬁxe par le théorème de Brouwer. Ainsi, la
proposition quantiﬁée suivante est vraie :(∀y ∈ y)(∃x ∈ x)(s˜2(x, y) = x).
Ce qui implique (∀y ∈ y)(∃x ∈ x)(∃z ∈ z′)(s2(x, y) = x ∧ z = s˜z(x, y)).
Et ﬁnalement, par construction de la fonction s˜(∀y ∈ y)(∃x ∈ x)(∃z ∈ z′)(z = f(x, y)).
Ce qui prouve que z′ = (prox)(x+y) est (f,x,y)-interprétable. Dans le cas général, l'en-
chaînement des trois dernières propositions quantiﬁées sera fait en utilisant le corollaire
VI.1 du théorème de Brouwer (page 201).
Finalement, les AE-extensions naturelles de la fonction f(x, y) = x(x+ y) sont
(prox)(x+ y) et x(prox+ y)
Ainsi, si x est propre alors prox = x et l'argumentation présentée dans l'Exemple IV.23
reste valable. Si x est impropre, l'argumentation présentée dans l'Exemple IV.24 est aussi
valable. Donc, quelque soient x et y, les intervalles (prox)(x + y) et x(prox + y) sont
(f,x,y)-interprétables. Ces idées sont formalisées dans le théorème suivant.
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Théorème IV.2. Soient f : Rn −→ R une fonction continue et f une expression de f
mettant en jeux des fonctions élémentaires de Ω et Φ. Déﬁnissons l'expression g à partir
de f en insérant une opération pro devant toutes les occurrences sauf une de chaque
variable (cf. Exemple IV.25 page 166). Alors la fonction d'intervalles g : KRn −→ KR
déﬁnie par g(x) = g(x) est une AE-extension de f , appelée une AE-extension naturelle.
Démonstration. Remarquons d'abord que g(x) = f(x) pour tout x ∈ Rn (car prox = x).
Il reste à prouver que quelque soit x ∈ KRn l'intervalle g(x) est (f,x)-interprétable.
Remarque. La preuve proposée reprend les deux exemples précédents, la principale dif-
ﬁculté étant la gestion des indices des variables dans le cas général.
Considérons un x[1..n] ∈ KRn quelconque, nous avons à démontrer que la proposition
quantiﬁée suivante est vraie :(∀xA ∈ xA)(∃xE ∈ xE)(f(x[1..n] = x0)), (15.4)
où x0 = g(x[1..n]), A = P (x[1..n])⋃ I(x0) et E = I(x[1..n])⋃P (x0). Nous supposons que
A 6= ∅, l'autre cas étant similaire et plus simple. Déﬁnissons l'expression f˜ à partir de f
en rendant indépendantes toutes les occurrences de chaque variable. Notons ni le nombre
d'occurrences de la variable xi et xij la jieme occurrence de cette variable. Sans perdre
en généralité, nous pouvons supposer que l'unique occurrence qui n'est pas précédée de
l'opération pro dans l'expression g est la première, i.e. xi1. Déﬁnissons
K = {(i, j) ∈ N2|i ∈ [1..n], j ∈ [1..ni]}
et xK ∈ KR
∑
ni par xij = proxi quelque soit (i, j) ∈ K tel que j 6= 1 et xij = xi sinon.
En conséquence, nous avons l'égalité suivante :
g(x[1..n]) = f˜(xK).
Déﬁnissons x01 = x0 et les ensembles d'indices suivants : KA := P (xK)⋃ I(x01), KE :=
I(xK)
⋃
P (x01) et A′ := {i | (∃j ∈ N) (i j) ∈ KA}.
Exemple. Considérons f(x[1..2]) = f(x[1..2]) = x1x2 + x1(x1 + x2), x1 ∈ IR et x2 ∈ IR.
Alors,
f˜(x11, x12, x13, x21, x22) = x11x21 + x12(x13 + x22).
L'AE-extension naturelle est
x0 = g(x[1..2]) = x1x2 + (prox1)(prox1 + prox2)
Supposons que x0 ∈ IR. Alors A = {0, 2} et E = {1}. De plus,
 K = {(1 1), (1 2), (1 3), (2 1), (2 2)}
 xK = (x11,x12,x13,x21,x22)T = (x1,prox1,x2,prox2,prox2)T
 KA = {(0 1), (1 2), (1 3), (2 1), (2 2)}
 KE = {(1 1)}
 A′ = {0, 1, 2}
Finalement, nous avons g(x[1..2]) = f˜(xK) et nous voulons montrer que(∀xKA ∈ xKA)(∃xKE ∈ xKE)(f˜(xK) = x01))
implique (∀xA ∈ xA)(∃xE ∈ xE)(f(x[1..n] = x0)).
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Nous avons
KA
⋃
KE = K
⋃
{(0 1)} , KA
⋂
KE = ∅ et A′ = {i ∈ N | (∃j ∈ N)((i j) ∈ KA)} .
De plus, par déﬁnition de xK nous avons KE = {(i 1)|i ∈ E}. Maintenant, comme f˜ est
composées de fonctions élémentaires de Ω et Φ et comme chaque variable xij , (i, j) ∈ K,
a une unique occurrence dans f˜, nous pouvons appliquer la Proposition IV.28 qui prouve
d'une part que KA et KE sont non-vides et d'autre part qu'il existe une fonction continue
s˜KE : proxKA −→ proxKE qui vériﬁe
xKE = s˜KE (xKA) =⇒ x01 = f˜(xK) (15.5)
Première étape. Les occurrences multiples des occurrences quantiﬁées universellement
sont identiﬁée en utilisant le raisonnement présenté dans l'Exemple IV.23.
Déﬁnissons s˜′E : proxA′ −→ proxE de la manière suivante :
s˜′E(xA′) = s˜KE (σKA(xA′)) (15.6)
où σKA est déﬁnie par σKA(xA′) = xKA avec xKA déﬁni par xij = xi pour tout (i, j) ∈ KA(qui est bien déﬁnie car A′ = {i ∈ N | (∃j ∈ N)((i j) ∈ KA)}). La fonction s˜′E(xA′) estcontinue car elle est composée de fonctions continues.
Deuxième étape. Les occurrences multiples des variables quantiﬁées existentiellement
sont maintenant reliées en utilisant le raisonnement présenté dans l'Exemple IV.24.
Nous avons A′ 6= ∅ parce que A est supposé être non-vide et E 6= ∅ parce que KE est
non-vide. Le corollaire VI.1 du théorème de Brouwer (page 201) implique donc l'existence
d'une fonction sE : proxA −→ proxE qui vériﬁe
xE = sE(xA) =⇒ s˜′E(xA′) = xE (15.7)
Prouvons ﬁnalement que
sE(xA) = xE =⇒ x0 = f(x[1..n]) (15.8)
En eﬀet, sE(xA) = xE implique s˜′E(xA′) = xE (par l'équation (15.7)) qui implique
s˜KE (σKA(xA′)) = xE (par l'équation (15.6)). Déﬁnissons xK ∈ R
∑
ni par xKA = σKA(xA′)et xKE = xE . Nous avons alors xKE = s˜KE (xKA) et xij = xi pour tout (ij) ∈ K.Cela veut dire que toute les occurrences de xi ont la même valeur. Nous avons donc
f˜(xK) = f(x[1..n]). Donc xKE = s˜KE (xKA) implique x01 = f˜(xK) (par l'équation (15.5)) cequi implique x0 = f(x[1..n]). Finalement, l'existence d'une fonction sE qui vériﬁe (15.8)
implique que la proposition (15.4) soit vraie.
Remarques.
1. Comme dans le cas de l'extension naturelle classique, si l'expression g n'est pas
déﬁnie pour tout les intervalles x ∈ KRn alors le domaine de déﬁnition de l'AE-
extension naturelle doit être adapté. On peut remarque que si l'extension naturelle
classique est déﬁnie pour prox alors l'AE-extension naturelle est déﬁnie pour x.
2. Lorsque tous les intervalles mis en jeux sont propres, les opérations pro n'ont au-
cune inﬂuence et toutes les AE-extensions naturelles d'une fonction coïncident avec
l'extension naturelle des intervalles classiques.
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Étant donné une expression pour une fonction f , il existe de nombres AE-extensions
naturelles, en fonction de la manière dont les opérations pro sont insérées dans l'expres-
sion.
Exemple IV.25. Considérons la fonction f(x, y) = xy+x(x+y). Les fonctions suivantes
sont les diﬀérentes AE-extensions naturelles de f :
xy + (prox)(prox+ proy) ; x(proy) + (prox)(prox+ y)
(prox)y + x(prox+ proy) ; (prox)(proy) + x(prox+ y)
(prox)y + (prox)(x+ proy) ; (prox)(proy) + (prox)(x+ y)
Les diﬀérentes AE-extensions naturelles ne donnent pas le même résultat en général.
Dans le cas particulier des fonctions à valeurs réelles (qui ont une unique AE-extension
minimale) la Proposition IV.12 montre que l'on peut intersecter les diﬀérents résultats
obtenus pour chaque AE-extension naturelle pour en obtenir un plus précis que chacun
des originaux. Néanmoins, le nombre d'AE-extensions naturelles possible croit exponen-
tiellement avec le nombre d'occurrences total des variables et un algorithme permettant
de décider laquelle serait la plus précise est encore à trouver. Quoiqu'il en soit, comme
dans le cas de l'extension naturelle classique, un nombre important d'occurrences des
variables rend en général le résultat de l'AE-extension naturelle trop pessimiste pour être
utile.
15.3 L'AE-extension naturelle (cas général)
Nous construisons maintenant une AE-extension naturelle d'une fonction à valeur
vectorielle f = (f1, . . . , fn) en utilisant l'évaluation d'intervalles des expressions des com-
posantes fi de f . Commençons par étudier un exemple. Considérons une fonction à valeurs
vectorielles f : R3 −→ R2 et trois intervalles u ∈ IR, v ∈ IR et w ∈ IR. Nous voulons
maintenant construire un intervalle z ∈ KR2 (f,u,v,w)-interprétable en utilisant des
AE-extensions naturelles g1 et g2 des fonctions à valeurs réelles f1 and f2. Pour simpli-
ﬁer cet exemple, considérons que z ∈ IR2. Ainsi, la proposition quantiﬁée suivante doit
être validée :(∀u ∈ u)(∀z1 ∈ pro z1)(∀z2 ∈ pro z2)(∃v ∈ prov)(∃w ∈ prow)(f(u, v, w) = z) (15.9)
Considérons l'intervalle z ∈ KR2 déﬁni naïvement par
z1 = g1(u,v,w) ; z2 = g1(u,v,w).
Supposons que z ∈ IR2. Comme g1 et g2 sont des AE-extensions de f1 et f2, les deux
propositions quantiﬁées suivantes sont vraies :(∀u ∈ u)(∀z1 ∈ pro z1)(∃v ∈ prov)(∃w ∈ prow)(f1(u, v, w) = z1)
et (∀u ∈ u)(∀z2 ∈ pro z2)(∃v ∈ prov)(∃w ∈ prow)(f2(u, v, w) = z2).
Cependant, la conjonction de ces deux propositions quantiﬁées n'implique pas en général
la proposition quantiﬁée (15.9) (comme dans l'Exemple IV.24 les occurrences quantiﬁées
existentiellement ne peuvent pas être en relation). De manière similaire à l'AE-extension
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pour fonctions à valeurs réelles, l'utilisation des AE-extensions g1 et g2 est modiﬁée de
la manière suivante :
z′1 = g1(u,prov,w) ; z
′
2 = g1(prou,v,prow)
Comme u est propre, l'opération pro n'a pas d'inﬂuence sur lui. Supposons que z′ ∈ IR2.
Alors les deux propositions quantiﬁées suivantes sont vraies :(∀u ∈ u)(∀z1 ∈ pro z′1)(∀v ∈ prov)(∃w ∈ prow)(f1(u, v, w) = z1)
et (∀u ∈ u)(∀z2 ∈ pro z′2)(∀w ∈ prow)(∃v ∈ prov)(f2(u, v, w) = z2)
Avec une hypothèse supplémentaire sur g1 et g2 la conjonction de ces deux propositions
quantiﬁées implique la proposition quantiﬁée (15.9). Cette hypothèse supplémentaire est
satisfaite si les AE-extensions g1 et g2 sont des AE-extensions naturelles. Cependant,
toute les AE-extensions ne peuvent pas être être utilisées dans ce raison-
nement : des contres exemples peuvent être obtenus en utilisant par exemple les AE-
extensions minimales f∗1 et f∗2 (cf. Exemple IV.27 page 168). Le théorème IV.3 précisede quelle manière ce raisonnement peut être utiliser pour construire une AE-extension
naturelle pour les fonctions à valeurs vectorielles.
Remarque. Cette technique pour construire des AE-extensions de fonctions à valeurs
vectorielles a été initialement proposée dans la théorie des intervalles modaux (SIGLA/X[37])
et a été reprise dans Ratschan[76]. Dans les deux cas, les preuves proposées ne sont par
correctes (Goldsztejn[3] et Schodl[71]).
Le théorème suivant est une généralisation du Théorème IV.2 qui prend en compte les
fonctions à valeurs vectorielles. Il généralise l'argumentation qui vient d'être présentée.
Théorème IV.3. Soient f[1..m] : Rn −→ Rm une fonction continue et f[1..m] une expres-
sion de f[1..m], i.e. fi est une expression de fi, mettant en jeux des fonctions élémentaires
de Ω et Φ. Déﬁnissons l'expression g[1..m] à partir de f[1..m] en insérant une opération
pro devant toutes les occurrences sauf une (cf. Exemple IV.26). Alors la fonction d'inter-
valles g : KRn −→ KRm déﬁnie par g(x) = g(x) est une AE-extension de f , appelée une
AE-extension naturelle de f .
Démonstration. Premièrement, g(x) = f(x) pour tout x ∈ Rn. Il reste à prouver que
g(x) est (f,x)-interprétable pour tout x ∈ KRn. Considérons x[1..n] ∈ KRn quelconque,
nous devons prouver que la proposition quantiﬁée suivante est vraie :(∀xA ∈ xA)(∃xE ∈ xE)(f(x[1..n]) = x[n+1..n+m]) (15.10)
où x[n+1..n+m] = g(x[1..n]),A = P (x[1..n])⋃ I(x[n+1..n+m]) etE = I(x[1..n])⋃P (x[n+1..n+m]).
Nous supposons que A 6= ∅, l'autre cas étant similaire et plus simple. Déﬁnissons la fonc-
tion pi : E −→ [1..n] qui associe à chaque variable existentiellement quantiﬁée l'indexe de
la composante de f où l'une de ses occurrence n'est pas précédée par l'opération pro (il
s'agit bien d'une fonction par construction de l'expression g). Déﬁnissons Ek = pi−1(k),
qui forment une partition de E, et Ak = A⋃E′k où E′k ⊆ E est l'ensemble des indicesdes variables xi, i ∈ E, qui ont plus d'une occurrence dans l'expression fk. Maintenant,
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en suivant la preuve du Théorème IV.2 appliquée pour chaque k ∈ [1..m], nous obtenons
m fonctions continues s˜′Ek(xAk) qui satisfont
xEk = s˜
′
Ek
(xAk) =⇒ xn+k = fk(x[1..n]) (15.11)
De plus, pour chaque k ∈ [1..m], Ak et Ek sont non-vide (donc E contient au moins m
éléments). Maintenant, les Ek formant une partition de E, la fonction s˜′E : xA′ −→ xE ,où A′ = ⋃k∈[1..m]Ak, est bien déﬁnie. Par construction, nous avons A = A′\E, qui estnon-vide par supposition. Nous pouvons donc appliquer le corollaire VI.1 du théorème de
Brouwer (page 201) qui prouve l'existence d'une fonction sE : xA −→ xE satisfaisant
xE = sE(xA) =⇒ xE = s˜′E(xA′)
Finalement, xE = s˜′E(xA′) implique ∀k ∈ [1..m], xEk = s˜′Ek(xAk). Par l'équation (15.11),cela implique ∀k ∈ [1..m], xn+k = fk(x[1..n]), c'est à dire x[n+1..n+m] = f(x[1..n]). Finale-
ment, xE = sE(xA) implique x[n+1..n+m] = f(x[1..n]) et l'existence d'une telle fonction sE
implique la proposition quantiﬁée (15.10).
Comme dans le cas des fonctions à valeurs réelles, il existe autant d'AE-extensions
naturelles qui il y a manières d'insérer les opérations pro dans l'expression.
Exemple IV.26. Considérons la fonction f(x, y) = (xy , x(x+ y))T . Ses AE-extensions
naturelles sont(
xy , (prox)(prox+ proy)
)T ; ( x(proy) , (prox)(prox+ y) )T(
(prox)y , x(prox+ proy)
)T ; ( (prox)(proy) , x(prox+ y) )T(
(prox)y , (prox)(x+ proy)
)T ; ( (prox)(proy) , (prox)(x+ y) )T
L'exemple suivant montre que pour construire une AE-extension d'une fonction à
valeurs vectorielles, on ne peut pas utiliser n'importe quelle AE-extension pour les com-
posantes de la fonction à valeur vectorielle.
Exemple IV.27. Considérons la fonction
f(x, y) =
(
1− (x− y)2
x− y
)
et les intervalles x = [1,−1] et y = [1,−1]. Nous calculons maintenant l'intervalle
z =
(
f∗1 (prox,y)
f∗2 (x,proy)
)
Comme f2 est linéaire, nous avons z2 = f∗2 (x,proy) = x− proy = [0, 0] (voir Théorème
IV.5 page 169) et la proposition quantiﬁée suivante est vraie :(∀y ∈ proy)(∃x ∈ prox)(f2(x, y) = 0)
Maintenant, calculons z1 = f∗1 (prox,y) en utilisant l'expression de f∗1 :
f∗1 (prox,y) =
∨
x∈prox
dual range (f1, x,proy)
=
∨
x∈prox
[1 , 1− (1 + |x|)2]
= [1 , max
x∈prox1− (1 + |x|)
2]
= [1, 0]
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Donc la proposition quantiﬁée suivante est vraie :(∀z1 ∈ [0, 1])(∀x ∈ prox)(∃y ∈ proy)(f1(x, y) = z1)
En suivant l'argumentation proposée au début de la section, nous concluons que les deux
propositions quantiﬁées précédentes impliquent la suivante :(∀z1 ∈ [0, 1])(∀z2 ∈ [0, 0])(∃y ∈ proy)(∃x ∈ prox)(f(x, y) = z).
Cependant, cette proposition quantiﬁée est fausse : elle implique en eﬀet que l'équation
f(x, y) = 0 a une solution dans (x,y)T alors que f2(x, y) = 0 implique x = y ce qui est
incompatible avec f1(x, y) = 0.
Remarque. Les articles décrivant la théorie des intervalles modaux n'insistent pas sur
l'existence de situations comme celle présentée dans l'exemple précédent. En particulier,
beaucoup de précautions doivent être prises pour utiliser les résultats de la section III.4
de SIGLA/X[37].
15.4 Qualité de l'AE-extension naturelle
Deux résultats théoriques sur la qualité de l'AE-extension naturelle sont maintenant
présentés. Premièrement, son ordre de convergence est précisé par le prochain théorème.
Lemme IV.6. L'opération pro : KR −→ KR est Lipschitz continue, et donc localement
Lipschitz continue.
Démonstration. La preuve est triviale.
Théorème IV.4. Lorsque les fonctions n√x sont restreinte au réels strictement positifs,
l'AE-extension naturelle a un ordre de convergence linéaire.
Démonstration. Dans ce cas, l'AE-extension naturelle est composée d'une part des AE-
extensions minimales des fonctions élémentaires qui sont localement Lipschitz continues
(Kaucher[21]) et d'autre part d'opérations pro qui sont aussi localement Lipschitz conti-
nues. L'AE-extension naturelle est donc localement Lipschitz continue. Cela implique
ﬁnalement un ordre de convergence linéaire par la Proposition IV.15.
Remarque. Le cas où les fonctions n√x sont utilisées en 0 pose le même problème que
celui décrit dans le cadre des extensions aux intervalles classiques (cf. section 2.6 page
34).
Finalement, la proposition suivante montre que l'AE-extension naturelle des fonctions
bilinéaire est minimale.
Théorème IV.5. Considérons la fonction bilinéaire
f : R2n −→ R ; (x, y) 7−→
∑
i∈[1..n]
xiyi
L'AE-extension naturelle de f est minimale.
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Démonstration. Comme × commute avec l'opération dual, la Proposition IV.19 montre
que f∗ commute aussi avec dual. De plus, l'AE-extension naturelle de f ne contient
d'opération pro (parce que chaque variable a une unique occurrence dans l'expression
de f) et commute donc avec l'opération dual (parce que + et × commutent avec dual).
Finalement, la Proposition IV.18 montre que cette AE-extension naturelle est minimale.
Chapitre 16
L'AE-extension de la valeur
moyenne
Ce chapitre présente l'AE-extension de la valeur moyenne. Cette AE-extension n'a pas
de correspondante dans le théorie des intervalles modaux : elle est obtenue grâce au cadre
théorique de la nouvelle formulation proposé ici. Son expression est similaire à l'extension
de la valeur moyenne classique et elle présente des avantages similaires comparée à l'AE-
extension naturelle.
16.1 Généralisation du théorème de la valeur moyenne
Cette section présente une généralisation du théorème de la valeur moyenne. Le théo-
rème de la valeur moyenne permet de prouver qu'il existe un vecteur c ∈ range (f ′,x) tel
que
f(x) = f(x˜) + c(x− x˜)
où f : Rn −→ R est continûment dérivable et x, x˜ ∈ x ∈ IRn. Cela s'exprime de manière
équivalente en disant qu'il existe une fonction s : x −→ ∆ ⊇ range (f ′,x) qui vériﬁe
f(x) = f(x˜) + s(x)(x− x˜)
La généralisation proposée dans cette section indique qu'il existe une fonction s continue
vériﬁant la propriété précédente.
Proposition IV.29. Soient f : Rn −→ R une fonction continûment dérivable, x ∈ IRn,
x˜ ∈ x et ∆ ∈ IRn tel que pour tout k ∈ [1..n],
∆k ⊇ range
(
∂f
∂xk
,x1, . . . ,xk, x˜k+1, . . . , x˜n
)
Alors il existe une fonction continue s : x −→ ∆ qui vériﬁe
f(x) = f(x˜) + s(x)T × (x− x˜) (16.1)
Démonstration. Écrivons f(x) de la manière suivante :
f(x) = f(x˜) +
∑
k∈[1..n]
gk(x) avec gk(x) = f(x[1..k], x˜[k+1..n])− f(x[1..k−1], x˜[k..n]).
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Remarques.
1. La fonction gk ne dépend que des variable xi pour i ∈ [1..k].
2. Pour obtenir des notations lisibles et compactes, nous autorisons à noter l'expression
gn(x) = f(x[1..n])−f(x[1..n−1], x˜n) par gn(x) = f(x[1..n], x˜[n+1..n])−f(x[1..n−1], x˜[n..n]).
Le vecteur x˜[n+1..n] n'est pas pris en compte.
Exemple. Pour n = 2, l'expression précédente s'écrit
f(x) = f(x˜) +
(
f(x1, x˜2)− f(x˜)
)
+
(
f(x)− f(x1, x˜2)
)
.
Déﬁnissons maintenant sk(x) de la manière suivante :
sk(x) =
gk(x)
xk − x˜k si xk 6= x˜k et sk(x) =
∂f
∂xk
(x[1..k−1], x˜[k..n]) sinon
Ainsi gk(x) = sk(x)(xk − x˜k) quelque soit x ∈ x. En eﬀet, si xk 6= x˜k alors
sk(x)(xk − x˜k) = gk(x)
xk − x˜k (xk − x˜k) = gk(x).
Si xk = x˜k alors gk(x) = 0 = sk(x) × 0. Ainsi, (16.1) est vériﬁée. Prouvons maintenant
que sk est continue dans x. D'une part, si xk 6= x˜k alors sk est la composition de fonctions
continues. Il reste à montrer que sk est continue en x si xk = x˜k. Considérons une suite
x(i) qui tendent vers x. Nous avons alors sk(x) = ∂f∂xk (x[1..k−1], x˜[k..n]) et
sk(x(i)) =
f(x(i)[1..k], x˜[k+1..n])− f(x
(i)
[1..k−1], x˜[k..n])
x
(i)
k − x˜k
=
∂f
∂xk
(x(i)[1..k−1], ξ
(i)
k , x˜[k+1,n])
avec x(i)k ∈ x(i)k
∨
x˜k (par le théorème de la valeur moyenne). Comme x(i)k tend vers x˜k, la
suite ξ(i)k tend aussi vers x˜k. Ainsi, sk(x(i)) tend vers sk(x) car ∂f∂xk est continue. Il resteﬁnalement à vériﬁer que sk est à valeurs dans ∆k. D'une part, si xk 6= x˜k le théorème de
la valeur moyenne montre que quelque soit x[1..k] ∈ x[1..k],
f(x[1..k], x˜[k+1..n])− f(x[1..k−1], x˜[k..n])
xk − x˜k ∈ range
(
∂f
∂xk
, x1, . . . , xk−1, xk
∨
x˜k, x˜k+1, . . . , x˜n
)
⊆ ∆k
D'autre part, si xk = x˜k alors sk(x) ∈ ∆k par déﬁnition de sk.
Remarques.
1. L'utilisation de l'expression
∆k ⊇ range
(
∂f
∂xk
,x1, . . . ,xk, x˜k+1, . . . , x˜n
)
à la place de l'expression
∆k ⊇ range
(
∂f
∂xk
,x
)
a été proposée initialement dans Hansen[17] dans le contexte des extensions aux
intervalles classiques.
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2. L'hypothèse x˜ ∈ x peut être remplacée par x˜ ∈ Rn dans la proposition précédente à
condition que
∆k ⊇ range
(
∂f
∂xk
,x1, . . . ,xk, x˜k+1, . . . , x˜n
)
soit changée en
∆k ⊇ range
(
∂f
∂xk
,x1
∨
x˜1, . . . ,xk
∨
x˜k, x˜k+1, . . . , x˜n
)
.
16.2 L'AE-extension de la valeur moyenne (cas particulier
m = 1)
L'AE-extension de la valeur moyenne est tout d'abord illustrée par un exemple.
Considérons une fonction continûment dérivable f : R −→ R, x ∈ IR, x˜ ∈ prox et
∆ ⊇ range (f ′,prox). Déﬁnissons l'intervalle z par
z = f(x˜) + ∆(x− x˜) (16.2)
qui est impropre (la multiplication par un intervalle impropre dont la projection propre
contient 0 conduit à un intervalle impropre dont la projection contient 0). Donc, pour
prouver que z est (f,x)-interprétable, il faut montrer que la proposition suivante est
vraie : (∀z ∈ pro z)(∃x ∈ prox)(z = f(x)), (16.3)
et donc que pro z ⊆ range (f,prox). D'une part, l'expression (16.2) correspond à l'AE-
extension naturelle de la fonction m(x, δ) = f(x˜)+ δ(x− x˜) évaluer en x ∈ IR et ∆ ∈ IR.
Ainsi la proposition quantiﬁée suivante est vraie :(∀δ ∈ ∆)(∀z ∈ pro z)(∃x ∈ x)(z = m(x, δ)) (16.4)
D'autre part, le théorème de la valeur moyenne implique la proposition quantiﬁée sui-
vante : (∀x ∈ prox)(∃δ ∈ ∆)(f(x) = m(x, δ)) (16.5)
Il reste à prouver que (16.4) et (16.5) implique (16.3). La preuve de cette implication est
faite de la manière suivante : remarquons tout d'abord que
1. comme l'expression (16.2) ne contient qu'une occurrence de chaque variable, la
Proposition IV.28 montre qu'il existe une fonction continue s′ : (∆,pro z)T −→
prox qui vériﬁe x = s′(δ, z) =⇒ z = m(x, δ) (ce qui est plus fort que (16.4)).
2. la Proposition IV.29 montre qu'il existe une fonction continue s′′ : prox −→ ∆
qui vériﬁe δ = s′′(x) =⇒ f(x) = m(x, δ) (ce qui est plus fort que (16.5)).
Construisons la fonction continue s : (prox,pro z)T −→ prox de la manière suivante :
s(x, z) = s′(s′′(x), z). On peut alors vériﬁer que
x = s(x, z) =⇒ z = f(x) (16.6)
Maintenant, pour chaque z ∈ pro z, la fonction continue s( . , z) est déﬁnie dans prox à
valeurs dans prox. Ainsi, le théorème de Brouwer montre que x ∈ prox. La proposition
quantiﬁée suivante est donc vraie :(∀z ∈ pro z)(∃x ∈ prox)(x = s(x, z))
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Finalement, grâce à (16.6), la proposition quantiﬁée précédente implique (16.3), et z est
ainsi (f,x)-interprétable. Le théorème suivante généralise ce raisonnement à une fonction
f : Rn −→ R continûment dérivable quelconque et à tout intervalle x ∈ KRn.
Théorème IV.6. Soient f : Rn −→ R une fonction continûment dérivable, x ∈ KRn,
c : IRn −→ Rn tel que c(x) ∈ x et g : IRn −→ IR1×n une extension de f ′ aux intervalles
classiques22. Alors, la fonction d'intervalles h déﬁnie par
h(x) = f(c(x)) + g(prox)× (x− c(x))
est une AE-extension de f , appelée l'AE-extension de la valeur moyenne f .
Remarque. Rappelons l'expression de l'extension classique de la valeur moyenne :
f(c(x)) + g(x)× (x− c(x)).
Ainsi les deux extensions sont très similaires.
Démonstration. Premièrement, pour tout x ∈ Rn nous avons c(x) = x et donc h(x) =
f(x) + g(prox)× (x− x) = f(x). Ensuite, pour tout x[1..n] ∈ KRn, déﬁnissons ∆[1..n] =
g(prox[1..n])T ∈ IRn, x˜[1..n] = c(x[1..n]) et x0 := h(x[1..n]). Nous avons donc
x0 = f(x˜[1..n]) + ∆
T × (x− x˜) (16.7)
Déﬁnissons les ensembles d'indices A = P (x[1..n])⋃ I(x0) et E = I(x[1..n])⋃P (x0). Nous
devons donc prouver que la proposition quantiﬁée suivante est vraie :(∀xA ∈ proxA)(∃xE ∈ proxE)(x0 = f(x[1..n])) (16.8)
D'une part, par l'expression (16.7), x0 est l'AE-extension naturelle de la fonction
m(x[1..n], δ[1..n]) := f(x˜[1..n]) + δ
T × (x− x˜)
évaluée en x[1..n] et ∆[1..n]. Comme l'expression de m ne contient qu'une occurrence de
chaque variable, nous pouvons appliquer la Proposition IV.28 (page 160) qui prouve qu'il
existe une fonction continue
s′E : (proxA,∆[1..n])
T −→ proxE
qui vériﬁe
xE = s′E(xA, δ[1..n]) =⇒ x0 = m(x[1..n], δ[1..n]) (16.9)
D'autre part, comme g est une extension de f ′ nous avons ∆T ⊇ range (f ′,prox) et nous
pouvons appliquer la Proposition IV.29 qui prouve qu'il existe une fonction continue
s′′[1..n] : prox[1..n] −→ ∆[1..n]
qui vériﬁe
δ[1..n] = s
′′
[1..n](x[1..n]) =⇒ f(x[1..n]) = g(x[1..n], δ[1..n]) (16.10)
22Ou une AE-extension, car elle ne sera évaluée que sur des intervalles propres.
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Maintenant, nous construisons la fonction sE : proxA⋃E −→ proxE en composant s′ et
s′′ de la manière suivante :
sE(xA⋃E) = s′E(xA, s′′[1..n](x[1..n])). (16.11)
Prouvons maintenant que
xE = sE(xA⋃E) =⇒ x0 = f(x[1..n]). (16.12)
Par (16.11), sE(xA⋃E) = xE implique
δ[1..n] = s
′′
[1..n](x[1..n]) ∧ xE = s′E(xA, δ[1..n])
Maintenant, par (16.9) et (16.10), nous avons
f(x[1..n]) = g(x[1..n], δ[1..n]) ∧ x0 = g(x[1..n], δ[1..n])
C'est à dire x0 = f(x[1..n]). Finalement, grâce au théorème de Brouwer, pour chaque
valeur de xA ∈ proxA, la fonction sE(xA, .) : proxE −→ proxE a un point ﬁxe. C'est à
dire, (∀xA ∈ proxA)(∃xE ∈ proxE)(sE(xA⋃E) = xE)
ce qui implique (16.8) grâce à (16.12).
Remarques.
1. Conformément à l'énoncé de la Proposition IV.29, l'extension g peut être remplacée
par la fonction d'intervalles propres g˜ déﬁnie par
g˜1k(x) = g1k(x1, . . . ,xk, x˜k+1, . . . , x˜n)
dans l'énoncé du théorème précédent. Comme indiqué dans Hansen[18], cette modi-
ﬁcation peut conduire à une amélioration sensible de la précision de l'AE-extension
de la valeur moyenne.
2. L'hypothèse c(x) ∈ x peut être remplacée par c(x) ∈ Rn à condition que g(prox)
soit remplacée par g(c(x)
∨
prox). Cependant dans ce cas h n'est plus qu'une AE-
extension faible de f .
3. Comme dans le cas des extensions aux intervalles classiques, si la fonction d'in-
tervalles g n'est pas déﬁnie pour tout x ∈ IRn alors le domaine de déﬁnition de
l'AE-extension de la valeur moyenne doit être adapté.
4. Lorsque tous les intervalles mis en jeux sont propres, les opérations pro n'ont aucune
inﬂuence et l'AE-extension de la valeur moyenne coïncide avec l'extension de la
valeur moyenne classique.
L'exemple suivant illustre la manière dont l'AE-extension de la valeur moyenne permet
de construire des approximations intérieures et extérieures de l'image d'un intervalle par
un fonction.
Exemple IV.28. Considérons la fonction f(x) = x2 et l'intervalle propre x = [1, 1.2].
Nous avons alors :
range (f,x) = [1, 1.44]
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Fig. 16.1  Graphe de la fonction f(x) = x2 avec le cône des dérivées f(x˜)+f ′(x)(x− x˜).
Considérons l'intervalle ∆ = [2, 2.4] qui vériﬁe ∆ ⊇ range (f ′,x). Quand l'AE-extension
de la valeur moyenne est évaluée en x, nous obtenons
range (f,x) ⊆ f(x˜) + ∆(x−midx) = [0.97, 1.45]
qui est bien une approximation extérieure de range (f,x). Quand elle est évaluée en dualx,
nous obtenons
f(x˜) + ∆(dualx−midx) = [1.41, 1.01]
L'intervalle pro[1.41, 1.01] = [1.01, 1.41] est une approximation intérieure de range (f,x).
La ﬁgure 16.1 illustre ces approximations obtenues grâce à la linéarisation de f : le gra-
phique de gauche (respectivement de droite) illustre l'approximation extérieure (respec-
tivement intérieure). Ces deux approximations sont obtenues avec le même cône des dé-
rivées.
Le Théorème IV.6 a prouvé que l'intervalle
z = f(x˜) + g(prox)× (x− x˜)
est (f,x)-interprétable. Comme f∗ est l'unique AE-extension minimale de f , cela s'ex-
prime de manière équivalente par f∗(x) ⊆ z. Il sera utile de construire un intervalle
contenu dans f∗(x) (en particulier l'ordre de convergence quadratique de l'AE-extension
de la valeur moyenne sera obtenu grâce à cette construction). La proposition suivante
présente une telle construction.
Proposition IV.30. Soient f : Rn −→ R une fonction continûment dérivable, x ∈ KRn,
x˜ ∈ x et g : IRn −→ IR1×n une extension de f ′ aux intervalles classiques. Déﬁnissons
l'intervalle
z = f(x˜) +
(
dualg(prox)
)× (x− x˜).
Alors, z ⊆ f∗(x).
Démonstration. Déﬁnissons la fonction
m(x, δ) = f(x˜) + δT × (x− x˜).
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L'intervalle z est alors l'AE-extension naturelle de m évaluée en x et dual∆, où ∆ =
g(prox)T ∈ IRn. Par la Proposition IV.5, cette AE-extension naturelle est minimale.
Nous avons donc z = m∗(x,dual∆). Maintenant, l'intervalle z′ := f∗(x) est (f,x)-
interprétable et la proposition quantiﬁée suivante est donc vraie :(∀xP ∈ xP )(Q(z′)z ∈ pro z′)(∃xI ∈ proxI)(z = f(x))
Par la Proposition IV.29 (page 171) la proposition quantiﬁée suivante est vraie :(∀x ∈ prox)(∃δ ∈ ∆)(f(x) = m(x, δ))
Les deux propositions quantiﬁées précédente impliquent la suivante :(∀xP ∈ xP )(Q(z′)z ∈ z′)(∃xI ∈ proxI)(∃δ ∈ g(prox))(z = m(x, δ))
C'est à dire, l'intervalle z′ = f∗(x) est (m,x,dual∆)-interprétable, ce qui implique
m∗
(
x,dualg(y)
) ⊆ f∗(x)
C'est à dire ﬁnalement z ⊆ f∗(x).
Remarque. Encore une fois, la proposition précédente reste valable avec x˜ /∈ x si g(prox)
est remplacée par g(x˜
∨
prox).
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Étant donnés une fonction continûment dérivable f : Rn −→ Rm et un intervalle
x ∈ KRn, les AE-extensions de la valeur moyenne des composantes fi sont maintenant
utilisées pour construire un intervalle (f,x)-interprétable z ∈ KRm, i.e. qui vériﬁe(∀xA ∈ xA)(∀zA′ ∈ pro zA′)(∃zE′ ∈ zE′)(∃xE ∈ proxE)(z = f(x)) (16.13)
où A = P (x), E = I(x), E′ = P (z) et A′ = I(z). Cette construction est similaire à la
construction de l'AE-extension naturelle pour fonctions à valeurs vectorielles présentées
dans le chapitre précédent. Pour i ∈ [1..m] considérons une AE-extension de la valeur
moyenne hi de la fonction fi. L'intervalle z déﬁni naïvement par zi = hi(x) n'est pas
(f,x)-interprétable en général parce que la conjonction∧
i∈[1..m]
(∀xA ∈ xA)(Q(zi)zi ∈ pro zi)(∃xE ∈ proxE)(zi = fi(x)) (16.14)
où Q(zi) = ∃ si i ∈ P ′ et Q(zi) = ∀ sinon, n'implique pas (16.13) in general.
Exemple IV.29. Considérons la fonction f : R3 −→ R2, x1 ∈ IR et x2,x3 ∈ IR.
Supposons que z1 = h1(x1,x2,x3) et z2 = h2(x1,x2,x3) sont impropres. Alors les deux
propositions quantiﬁées suivantes sont vraies :(∀x1 ∈ x1)(∀z1 ∈ pro z1)(∃x2 ∈ prox2)(∃x3 ∈ prox3)(z1 = f1(x))
et (∀x1 ∈ x1)(∀z2 ∈ pro z2)(∃x2 ∈ prox2)(∃x3 ∈ prox3)(z1 = f2(x))
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Cependant, la conjonction de ces deux dernières propositions quantiﬁées n'implique pas la
suivante en général(∀x1 ∈ x1)(∀z ∈ pro z)(∃x2 ∈ prox2)(∃x3 ∈ prox3)(z = f(x)).
L'intervalle z ∈ IR2 n'est donc par (f,x)-interprétable en générale.
Pour pouvoir valider la proposition quantiﬁée (16.13), les calculs précédents doivent
être modiﬁés de la même manière que dans le cas de l'AE-extension naturelle pour fonc-
tions à valeur vectorielles. Cela peut se formaliser de la manière suivante : introduisons
une fonction pi : [1..n] −→ [1..m] qui associe à une variable xj l'indice de la composante hi
dans laquelle cette variable restera quantiﬁée existentiellement. Alors, les AE-extensions
hi sont utilisées de la manière suivante :
zi = hi(y)
où yj = xj si i = pi(j) et yj = proxj sinon. Les composantes propres de x n'étant pas
sensibles à l'opération pro, l'intervalle z vériﬁe∧
i∈[1..m]
(∀xA⋃Ai ∈ xA⋃Ai)(Q(zi)z ∈ pro zi)(∃xEi ∈ proxEi)(z = f(x)) (16.15)
où Ei = E⋂pi−1(i) et Ai = E\Ei. Maintenant, comme chaque variable quantiﬁée exis-
tentiellement n'apparaît que dans une des propositions quantiﬁées de la conjonction pré-
cédente, cette conjonction implique la proposition quantiﬁée (16.13).
Exemple IV.30. Considérons la fonction f : R3 −→ R2, x1 ∈ IR, x2,x3 ∈ IR et la
fonction
pi : (1→ 1 ; 2→ 2 ; 3→ 1)
Les calculs suivants sont donc eﬀectués :
z1 = h1(x1,prox2,x3)
z2 = h2(prox1,x2,prox3)
Supposons que les deux intervalles ci-dessus sont impropres. Les deux propositions quan-
tiﬁées suivantes sont donc vraies (remarquons que (prox1) = x1 car x1 étant propre) :(∀x1 ∈ x1)(∀x2 ∈ prox2)(∀z1 ∈ pro z1)(∃x3 ∈ prox3)(z1 = f1(x))
et (∀x1 ∈ x1)(∀x3 ∈ prox3)(∀z2 ∈ pro z2)(∃x2 ∈ prox2)(z2 = f2(x))
Nous démontrerons que la conjonctions de ces deux dernières propositions quantiﬁées
implique (∀x1 ∈ x1)(∀z ∈ pro z)(∃x2 ∈ prox2)(∃x3 ∈ prox3)(z = f(x))
Ainsi, z ∈ IR2 est (f,x)-interprétable.
L'expression de l'AE-extension de la valeur moyenne sera facilité par l'introduction
du produit matrice/vecteur spéciﬁque suivant.
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Déﬁnition IV.10. Soient A ∈ KRm×n, x ∈ KRn et pi : [1..n] −→ [1..m]. Le produit
A ∗pi x ∈ KRn est alors déﬁni de la manière suivante : pour i ∈ [1..m],
(A ∗pi x)i =
∑
j∈pi−1(i)
Aijxj +
∑
j∈[1..n]\pi−1(i)
Aij(prox)
Le cas particulier suivant sera souvent rencontré : si m = n et pi = id alors le produit
A ∗pi x est noté A ∗ x. Dans ce cas, la déﬁnition précédente s'écrit
(A ∗ x)i = Aiixi +
∑
j∈[1..n]\{i}
Aij(proxj)
Maintenant, l'AE-extension de la valeur moyenne pour fonctions à valeurs vectorielles
peut-être déﬁnie.
Théorème IV.7. Soient f : Rn −→ Rm une fonction continûment dérivable, x ∈ KRn,
c : IRn −→ Rn tel que c(x) ∈ x et pi : [1..n] −→ [1..m]. Considérons une extension
g : IRn −→ IRm×n de f ′ aux intervalles classiques. Alors la fonction d'intervalles h
déﬁnie par
h(x) = f(c(x)) + g(prox) ∗pi (x− c(x))
est une AE-extension de f , appelée une AE-extension de la valeur moyenne f .
Remarque. Rappelons l'expression de l'extension classique de la valeur moyenne dans
le cas des fonctions à valeurs vectorielles :
f(c(x)) + g(x)× (x− c(x)).
Ainsi les deux extensions sont très similaires.
Démonstration. Premièrement, quelque soit x ∈ Rn, nous avons h(x) = f(x)+g(prox)×
(x− x) = f(x) parce que c(x) = x. Considérons maintenant x[1..n] ∈ KRn et déﬁnissons
∆ = g(prox[1..n]) et x˜[1..n] = c(x[1..n]). Pour obtenir des notations homogènes, l'évaluation
de h est faite de la manière suivante :
x[n+1..n+m] = f(x˜[1..n]) + ∆ ∗pi (x[1..n] − x˜[1..n]) (16.16)
Nous devons démontrer que x[n+1..n+m] est (f,x[1..n])-interprétable. Déﬁnissons les en-
sembles d'indices A = P (x[1..n])⋃ I(x[n+1..n+m]) et E = I(x[1..n])⋃P (x[n+1..n+m]). Nous
devons donc prouver que la proposition quantiﬁée suivante est vraie :(∀xA ∈ xA)(∃xE ∈ xE)(f(x[1..n]) = x[n+1..n+m]) (16.17)
Considérons i ∈ [1..m]. La iieme de l'égalité (16.16) est
xn+i = fi(x˜) +
∑
j∈[1..n]
∆ij(y
(i)
j − x˜)
où y(i)j = xj si pi(j) = i et y(i)j = proxj sinon. Cela correspond à l'AE-extension de la
valeur moyenne de fi évaluée en y(i). Déﬁnissons Ei = E⋂pi−1(i) et Ai = E\Ei. Ainsi,
y(i)j est propre si et seulement si xj est propre ou j ∈ Ai. De manière équivalente, y(i)j
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est impropre si et seulement si j ∈ Ei. En utilisant le même raisonnement que dans la
preuve du Théorème IV.6, nous obtenons pour chaque i ∈ [1..m] une fonction continue
sEi : xA
⋃
Ai −→ xEi
qui vériﬁe
xEi = sEi(xA
⋃
Ai) =⇒ xn+i = fi(x[1..n])
Grâce à la déﬁnition de pi, nous pouvons vériﬁer que pour tout i ∈ [1..m] et i′ ∈ [1..m]
tels que i 6= i′, nous avons Ei⋂Ei′ = ∅ et que ⋃{Ei|i ∈ [1..m]} = E. Nous avons aussi⋃{A⋃Ai|i ∈ [1..m]} = A⋃E. La fonction sE : xA⋃E −→ xE est donc bien déﬁnie,
continue et satisfait de plus
sE(xA⋃E) = xE =⇒ ∧
i∈[1..m]
xEi = sEi(xA
⋃
Ai)
=⇒
∧
i∈[1..m]
xn+i = fi(x[1..n])
=⇒ x[n+1..n+m] = f(x[1..n])
Finalement, par le théorème de Brouwer, pour tout xA ∈ xA la fonction continue sE(xA, .) :
xE −→ xE a un point ﬁxe. C'est à dire,(∀xA ∈ xA)(∃xE ∈ xE)(sE(xA⋃E) = xE)
ce qui conclue la démonstration.
Remarques.
1. Dans le cas m = 1, le Théorème IV.7 coïncide avec le Théorème IV.6 : il n'y a alors
qu'une seule fonction pi possible qui est pi(i) = 1 pour tout i ∈ [1..n]. Alors,
g(prox) ∗pi (x− c(x)) = g(prox)× (x− c(x))
Le Théorème IV.7 peut donc être utilisé pour déﬁnir l'AE-extension de la valeur
moyenne en général.
2. Comme dans le cas du Théorème IV.6, l'extension g peut être remplacée par g˜
déﬁnie par
g˜ij(x) = gij(x1, . . . ,xj , x˜j+1, . . . , x˜n).
3. Si x ∈ IRn alors
g(prox) ∗pi (x− c(x)) = g(x)× (x− c(x))
et les AE-extensions de la valeur moyenne coïncident avec l'extension classique de
la valeur moyenne.
Exemple IV.31. Considérons la fonction
f(x) =
(
81x21 + x
2
2 + 18x1x2 − 100
x21 + 81x
2
2 + 18x1x2 − 100
)
16.4. Qualité de l'AE-extension de la valeur moyenne 181
et les expressions suivantes de ses dérivées partielles
A =
(
162(prox1) + 18(prox2) 2(prox2) + 18(prox1)
2(prox1) + 18(prox2) 162(prox2) + 18(prox1)
)
.
Alors, nous pouvons construire l'AE-extension suivante de f :
h(x) = f(midx) +A ∗ (x−midx).
C'est à dire(
f1(midx) + A11(x1 −midx1) + A12(prox2 −midx2)
f2(midx) + A21(prox1 −midx1) + A12(x2 −midx2)
)
Si x = ([1.1, 0.9], [1.1, 0.9])T , l'AE-extension donne
h(x) = ( [14,−14] , [14,−14] )T
et prouve donc que proh(x,y) ⊆ range (f,prox,proy). Par conséquent, il existe x ∈
prox tel que f(x) = 0. Et en eﬀet, f(1, 1) = 0.
16.4 Qualité de l'AE-extension de la valeur moyenne
Dans le cas particulier des fonctions à valeurs réelles, l'AE-extension de la valeur
moyenne a un ordre de convergence quadratique. Cependant, son ordre de convergence
est linéaire en général dans le cas des fonctions à valeurs vectorielles.
Théorème IV.8. Avec les notations du Théorème IV.7, supposons que g est localement
Lipschitz continue. Alors,
 l'AE-extension de la valeur moyenne a un ordre de convergence linéaire ;
 si m = 1, i.e. dans le cas particulier du Théorème IV.6, l'AE-extension de la valeur
moyenne a un ordre de convergence quadratique.
Démonstration. L'AE-extension de la valeur moyenne est la composition de fonctions
d'intervalles qui sont localement Lipschitz continues. Elle est donc localement Lipschitz
continue. Par conséquent, l'AE-extension de la valeur moyenne a un ordre de convergence
linéaire (Proposition IV.15). Étudions en détail le cas m = 1. Notons g(prox)T par
∆ ∈ IRn et déﬁnissons
z = h(x) = f(x˜) + ∆T × (x− x˜) et z′ = f(x˜) + (dual∆)T × (x− x˜)
Par le Théorème IV.6 et la Proposition IV.30, nous avons z′ ⊆ f∗(x) ⊆ z. Grâce au lemme
2.5 de Kaucher[21], cela implique dist(f∗(x), z) ≤ dist(z, z′). Il reste donc à majorer la
distance entre z et z′. En utilisant les relations entre l'arithmétique de Kaucher et la
distance, nous obtenons
dist(z, z′) = dist
(
∆T × (x− x˜) , (dual∆)T × (x− x˜))
≤
∑
i∈[1..n]
dist
(
∆i × (xi − x˜i), (dual∆i)× (xi − x˜i)
)
≤
∑
i∈[1..n]
|xi − x˜i|dist(∆i,dual∆i)
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Maintenant, comme x˜ ∈ x, nous avons |xi − x˜i| ≤ |widxi| ≤ ||widx||. De plus, il est
clair que dist(∆i,dual∆i) = wid∆i ≤ ||wid∆||. Nous avons donc
dist(z, z′) ≤ n ||widx|| ||wid∆||
Maintenant, comme g : IRn −→ IR1×n est localement Lipschitz continue, g′ : IR −→ IRn
déﬁnie par g′(x) = g(x)T l'est aussi. Et parce que pro est localement Lipschitz continue,
la composition g′ ◦ pro : KRn −→ IRn est aussi localement Lipschitz continue (avec ces
notations, nous avons ∆ = g′ ◦ pro(x)). Donc, pour tout xref ∈ IRn, il existe γ > 0 tel
que pour tout y ∈ Kxref ,
dist(∆,g′ ◦ pro(y)) ≤ γ dist(x,y)
Choisissons y = midx ∈ xref . D'une part,
|| rad∆|| ≤ dist(∆,g′ ◦ pro(midx))
parce que g′ ◦ pro(midx) ∈ R. D'autre part, nous avons dist(x,midx) = || radx||. Donc
|| rad∆|| ≤ γ|| radx|| ce qui est équivalent à ||wid∆|| ≤ γ||widx||. Donc, dist(z, z′) ≤
nγ||widx||2. Finalement, nous avons prouvé que pour tout xref ∈ IRn, il existe γ′ = nγ
tel que
dist(h(x), f∗(x)) ≤ γ′||widx||2
où γ′ ne dépend pas du choix de xref (elle dépend seulement de la dimension du problème)
ce qui correspond à un ordre de convergence quadratique.
L'exemple suivant illustre que l'AE-extension de la valeur moyenne n'a pas un ordre
de convergence quadratique en général pour m > 1.
Exemple IV.32. Considérons la fonction
f(x) =
(
x1 + 0.1x2
0.1x1 + x2
)
dont les dérivées sont
f ′(x) =
(
1 0.1
0.1 1
)
Notons cette matrice ∆. Considérons la fonction pi : [1..2] −→ [1..2] déﬁnie par pi(1) = 2
et pi(2) = 1. L'AE-extension de la valeur moyenne correspondante est
g(x) = f(midx) + ∆ ∗pi (x−midx)
= f(midx) +
(
(prox1 −midx1) + 0.1(x2 −midx2)
0.1(x1 −midx1) + (prox2 −midx2)
)
Considérons les intervalles x = ([,−], [,−])T , donc
g(x) = ([−0.9, 0.9], [−0.9, 0.9])T
Notons cet intervalle z. La proposition quantiﬁée suivante est donc vraie.(∃z ∈ z)(∃x ∈ prox)(z = f(x))
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Étudions maintenant l'ordre de convergence de cette AE-extension. Considérons un inter-
valle (f,x)-interprétable minimal z∗ qui est plus précis que z. Comme x est impropre,
au moins une composante de z∗ est impropre (parce qu'un intervalle propre ne peut pas
être minimal si x est impropre, cf. Proposition IV.9). Nous avons donc
dist(z, z∗ ) ≥ || rad z|| = 0.9||widx||
Et ﬁnalement
dist(z, z∗ )
||widx||2 ≥
0.9 ||widx||
||widx||2 =
0.9
||widx||
Ce rapport n'est pas majoré quand  → 0, c'est à dire quand widx → 0. Cette AE-
extension de la valeur moyenne n'a donc pas un ordre de convergence quadratique.
Cet exemple illustre aussi que le choix de la fonction pi est important pour la qualité de
l'AE-extension : le choix pi(1) = 1 et pi(2) = 2 aurait donné une AE-extension de meilleur
qualité. Cependant, un choix eﬃcace de la fonction pi n'est pas toujours possible. Dans
certains cas, un préconditionnement est nécessaire. L'utilisation d'un préconditionnement
avec l'AE-extension de la valeur moyenne est illustré dans la partie suivante.
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Chapitre 17
Approximation intérieure de l'image
d'un intervalle par une fonction à
valeurs vectorielles
Dans ce chapitre, l'AE-extension de la valeur moyenne est utilisée avec un procédé de
préconditionnement pour construire une boite penchée incluse dans l'image d'une boite
par une fonction continûment dérivable f : Rn −→ Rn. Ce problème n'est pas bien
traité aujourd'hui par l'analyse d'intervalles classiques. Avant tout, le lemme suivant est
nécessaire.
Lemme V.1. Soient d ∈ IR et x ∈ IR tel que midx = 0. Alors,
1. wid
(
d x
)
= |d|(widx).
2. si 0 /∈ d alors wid(d(dualx)) = −〈d〉 (widx), où 〈d〉 est la mignitude de x, i.e.
〈d〉 = min{|d|, |d|} dans le cas où 0 /∈ d ;
Démonstration. il suﬃt d'appliquer les propriétés de l'arithmétique de Kaucher de la
manière suivante :
1. d x = [−|d|x, |d|x]. Donc, wid(d x)= |d|(widx).
2. D'une part, si d > 0 alors d(dualx) = [dx,dx] = 〈d〉 (dualx). D'autre part, si
d < 0 alors d(dualx) = [dx,dx] = 〈d〉 (dualx) (la dernière égalité étant une consé-
quence de x = −x et d = −〈d〉). Finalement, wid(〈d〉 (dualx)) = −〈d〉 (widx).
Le théorème suivant permet la construction d'une boite penchée incluse dans l'image
d'une fonction à valeur vectorielle. Cette partie du théorème est une simple utilisation de
l'AE-extension de la valeur moyenne.
Théorème V.1. Soient f : Rn −→ Rn une fonction continûment dérivable, x ∈ IRn,
x˜ ∈ x et C ∈ Rn×n une matrice régulière. Considérons de plus une matrice d'intervalles
A ∈ IRn×n qui vériﬁe ∀x ∈ x, f ′(x) ∈ A. Déﬁnissons l'intervalle
u = Cf(x˜) + (CA) ∗ dual(x− x˜). (17.1)
Si u est impropre alors
{C−1u|u ∈ prou} ⊆ range (f,x) .
De plus, si u est strictement impropre alors A est fortement régulière.
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Démonstration. Comme C est régulière, f(x) = z est équivalent à Cf(x) = Cz. L'équa-
tion (17.1) est l'AE-extension de la valeur moyenne de la fonction Cf évaluée en dualx
(la jacobienne de Cf est Cf ′(x)). Donc si u est impropre alors la proposition quantiﬁée
suivante est vraie : (∀u ∈ prou)(∃x ∈ x)(u = Cf(x)).
Remarquons que u = Cf(x) est équivalent à C−1u = f(x). La proposition quantiﬁée
précédente est donc équivalente à la suivante :(∀z ∈ {C−1u|u ∈ prou})(∃x ∈ x)(z = f(x)),
c'est à dire {C−1u|u ∈ u} ⊆ range (f,x). Il reste à étudier la régularité de la matrice
d'intervalles A. Supposons que u soit strictement impropre est notons CA par A′. La
iieme ligne de l'équation (17.1) est
ui = (Cf(x˜))i +A′ii(dualxi − x˜i) +
∑
j 6=i
A′ij(xj − x˜j). (17.2)
Supposons que pour i ∈ [1..n] nous ayons 0 ∈ A′ii. Par déﬁnition de la multiplication deKaucher, un intervalle propre qui contient 0 multiplié par un intervalle impropre dont la
projection propre contient 0 donne [0, 0]. Nous avons donc A′ii(dualxi − x˜i) = 0 et donc
ui ∈ IR. Cela contredit l'hypothèse que u est strictement impropre, et par conséquent
0 /∈ A′ii pour tout i ∈ [1..n]. De la même manière, nous avons widx > 0. Maintenant, enappliquant le Lemme V.1 à (17.2), nous obtenons
widui = 0−
〈
A′ii
〉
(widxi) +
∑
j 6=i
|A′ij |(widxj).
En regroupant ces équations, nous obtenons
widu = − 〈A′〉 (widx)
où 〈A′〉 est la matrice de comparaison de A′. Comme −widu > 0, il existe un vecteur
positif v = (widx) qui vériﬁe 〈A′〉 v ≥ 0, ce qui correspond à la déﬁnition d'une M-
matrice. Comme 〈A′〉 est une M-matrice, A′ = CA est une H-matrice et A est ﬁnalement
fortement régulière (Neumaier[8] théorème 4.1.2 et son corollaire).
Exemple V.1. Considérons la fonction
f(x) =
(
x61 + x
6
2 + x1x2
x61 − x62 − x1x2
)
et l'intervalle x = ([0.99, 1.01], [0.99, 1.01])T . Déﬁnissons la matrice suivante :
A =
(
6x51 + x2 6x
5
2 + x1
6x51 − x2 −6x52 − x1
)
⊇ {f ′(x) | x ∈ x}
Choisissons C = (midA)−1 et x˜ = midx. L'équation (17.1) donne alors
u ≈ ([0.18, 0.16], [0.27, 0.25])T
Ce qui permet de construire la boite penchée suivante
{(midA)u | u ∈ prou}
L'image exacte (trait continu) et la boite penchée qui vient d'être construite (trait pointillé)
sont tracées sur la Figure 17.1.
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Fig. 17.1  Approximation intérieure de l'image d'un intervalle par une fonction à valeur
vectorielle.
Un test d'existence et d'unicité est facilement dérivé du Théorème V.1.
Corollaire V.1. Soient f : Rn −→ Rn une fonction continûment dérivable, x ∈ IRn
un intervalle non dégénéré, x˜ ∈ x et C ∈ Rn×n une matrice régulière. Considérons une
matrice d'intervalles A ∈ IRn×n qui vériﬁe ∀x ∈ x, f ′(x) ⊆ A. Déﬁnissons l'intervalle
u = Cf(x˜) + (CA) ∗ dual(x− x˜)
Si u ⊆ 023 alors il existe x ∈ x tel que f(x) = 0. Si de plus u est strictement impropre
alors cette solution est unique.
Démonstration. L'inclusion u ⊆ 0 est équivalente à u impropre et 0 ∈ prou. Le Théorème
V.1 implique donc
{C−1u|u ∈ prou} ⊆ range (f,x) (17.3)
Maintenant, 0 ∈ prou implique 0 ∈ {C−1u|u ∈ prou} qui implique ﬁnalement 0 ∈
range (f,x). Il existe donc x ∈ x tel que f(x) = 0. L'unicité est prouvée en remar-
quant que u strictement impropre implique A fortement régulière, par le Théorème V.1.
Alors, la forte régularité de la matrice d'intervalle A implique l'unicité de la solution (cf.
Neumaier[8] théorème 5.1.6).
Ce test d'existence est en fait équivalent au test d'existence associé à l'opérateur de
Hansen-Sengupta. En eﬀet, l'expression du test proposé dans le corollaire V.1 est(∀i ∈ [1..n]) (Cf(x˜))i + (CA)ii(dualxi − x˜i) +∑
j 6=i
(CA)ij(xj − x˜j) ⊆ 0.
En utilisant les règles de l'arithmétique de Kaucher, nous obtenons l'expression équiva-
lente suivante :(∀i ∈ [1..n]) − (Cf(x˜))i −∑
j 6=i
(CA)ij(xj − x˜j) ⊆ dual
(
(CA)ii
)
(xi − x˜i),
23C'est à dire si u est impropre et si 0 ∈ prou.
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qui est ﬁnalement équivalente à(∀i ∈ [1..n]) x˜i − 1(CA)ii
(
(Cf(x˜))i +
∑
j 6=i
(CA)ij(xj − x˜j)
)
⊆ xi
parce que 0 /∈ pro(CA)ii. Cette dernière expression correspond au test d'existence associé
à l'opérateur de Hansen Sengupta.
Chapitre 18
L'opérateur généralisé de
Hansen-Sengupta
L'opérateur classique de Hansen-Sengupta permet de contracter une boite x sans
perdre de solution d'une équation donnée f(x) = 0. Comme nous l'avons vu dans la sec-
tion 5.1 (page 63), cette propriété peut s'interpréter comme l'approximation extérieure
d'un "united solution set" dans lequel les intervalles associés aux paramètres sont dégé-
nérés :
Σ(f, a, 0) = {x ∈ x | f(a, x) = 0}
Ce chapitre présente une généralisation de l'opérateur de Hansen-Sengupta qui permet
de prendre en comptes des intervalles non dégénérés pour les paramètres et de plus
de considérer des quantiﬁcations diﬀérentes pour chaque paramètre. Ainsi, il permet de
contacter une boite x sans perdre d'élément de l'"AE-solution set" Σ(f,a,b).
18.1 Déﬁnition de l'opérateur généralisé de Hansen-Sengupta
Nous considérons les "AE-solution sets"
Σ(f,a,b) = {x ∈ Rn|(∀aP ∈ aP )(∀bP ′ ∈ bP ′)(∃bI′ ∈ bI′)(∃aI ∈ aI), f(a, x) = b}
où f : Rp × Rn −→ Rn (autant d'équations que de variables) est une fonction continû-
ment dérivable, a ∈ KRp et b ∈ KRn. Plus particulièrement, nous nous intéressons à
Σ(f,a,b)
⋂
x où x ∈ IRn est un intervalle donné. Le lemme suivant permet de construire
un "AE-solution set" linéaire qui contient le "AE-solution set" non-linéaire original. Il
est une conséquence de la Proposition IV.30 page 176.
Lemme V.2. Soient f : Rp ×Rn −→ Rn une fonction continûment dérivable, a ∈ KRp,
x ∈ IRn, b ∈ KRn, x˜ ∈ x et a˜ ∈ proa. Considérons deux matrices d'intervalles Jx ∈
IRn×n et Ja ∈ IRn×p telles que f ′x(a, x) ∈ Jx et f ′a(a, x) ∈ Ja pour tout a ∈ proa et
x ∈ x. Alors,
Σ(f,a,b)
⋂
x ⊆ x˜+Σ(Jx,b− f(a˜, x˜)− Ja(a− a˜))
Démonstration. Considérons x ∈ x⋂Σ(f,a,b). La proposition quantiﬁée suivante est
donc vraie :(∀aI ∈ proaI)(∀bI ∈ probI)(∃bP ∈ bP )(∃aP ∈ aP )(f(a, x) = b)
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Cette proposition quantiﬁée implique clairement chacune des propositions suivantes, pour
k ∈ [1..n] : (∀aI ∈ proaI)(Q(bk)bk ∈ probk)(∃aP ∈ aP )(fk(a, x) = bk)
Ainsi, l'intervalle bk is (fk,a, [x, x])-interprétable. Ou de manière équivalente, l'inclusion
suivante est vraie :
f∗k (duala, x) ⊆ bk.
L'application de la Proposition IV.30 prouve l'inclusion suivante (voir la remarque suivant
la Proposition IV.30 qui permet d'utiliser (a˜, x˜)T /∈ (proa, x)T parce que x˜∨x ⊆ x, les
dérivées étant évaluées sur (proa,x)T ).
fk(a˜, x˜) +
∑
l∈[1..n]
(dualJx)kl(xl − x˜l) +
∑
l∈[1..p]
(dualJa)kl(dualal − a˜l) ⊆ f∗k (duala, x) ⊆ bk.
En utilisant les règles de l'arithmétique de Kaucher, nous obtenons∑
l∈[1..n]
(dualJx)kl(xl − x˜l) ⊆ bk − fk(a˜, x˜)−
∑
l∈[1..p]
(Ja)kl(al − a˜l).
En regroupant les inclusions précédentes, nous obtenons
(dualJx)(x− x˜) ⊆ b− f(a˜, x˜)− Ja(a− a˜).
Finalement, en utilisant le Théorème II.10 page 69, nous obtenons
(x− x˜) ∈ Σ(Jx,b− f(a˜, x˜)− Ja(a− a˜))
ce qui conclue la démonstration.
Remarque. Le lemme V.2 s'interprète comme une généralisation de l'opérateur de New-
ton aux systèmes d'équations paramétrés avec prise en compte de quantiﬁcations pour les
paramètres. En eﬀet, si a est dégénéré et si b = 0 alors nous retrouvons l'expression de
l'opérateur classique de Newton par intervalles.
Le théorème suivant déﬁni l'opérateur généralisé de Hansen-Sengupta. Cette généra-
lisation est obtenue en appliquant l'opérateur généralisé de Gauss-Seidel au "AE-solution
set" linéaire obtenu dans le lemme précédent.
Théorème V.2. Soient f : Rp × Rn −→ Rn une fonction continûment dérivable, a ∈
KRp, x ∈ IRn, b ∈ KRn, x˜ ∈ x et a˜ ∈ proa. Considérons deux matrices d'intervalles
Jx ∈ IRn×n et Ja ∈ IRn×p telles que f ′x(a, x) ∈ Jx et f ′a(a, x) ∈ Ja pour tout a ∈ proa et
x ∈ x. Déﬁnissons l'opérateur suivant :
HAE(x,u,v, x˜, u˜) = x˜+ Γ
(
CJx , C
(
b− f(a˜, x˜)− Ja(a− a˜)) , x− x˜)
En notant HAE(x,u,v, x˜, u˜) par z,
 si z est propre alors Ξ(f,u,v)
⋂
x ⊆ z
 si z n'est pas propre alors Ξ(f,u,v)
⋂
x = ∅.
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Démonstration. Notons l'intervalle b− f(a˜, x˜)− Ja(a− a˜) par b′. Alors,
z = Γ
(
CJx , Cb′ , x− x˜).
Grâce aux propriété de l'opérateur généralisé de Gauss-Seidel et en utilisant le précondi-
tionnement proposé dans Shary[96] (cf. section 5.2 page 67) si z est propre alors
Σ
(
Jx,b′
)⋂
(x− x˜) ⊆ Σ(CJx, Cb′)⋂(x− x˜) ⊆ z. (18.1)
Maintenant, par le Lemme V.2 nous avons
Σ(f,a,b)
⋂
x ⊆ x˜+Σ(Jx,b′),
ce qui implique
Σ(f,a,b)
⋂
x ⊆ (x˜+Σ(Jx,b′)) ⋂ x
= x˜ + Σ(Jx,b′)
⋂
(x− x˜).
En utilisant l'équation (18.1), nous obtenons ﬁnalement
Ξ(f,u,v)
⋂
x ⊆ x˜+ z.
Supposons maintenant que z est impropre. Alors, grâce aux propriétés de l'opérateur
généralisé de Gauss-Seidel, nous avons
Σ
(
Jx,b′
)⋂
(x− x˜) = ∅.
Par le Lemme V.2, cela implique Σ(f,a,b)⋂x = ∅.
L'opérateurHAE(x,u,v, x˜, u˜) est un généralisation de l'opérateur classique de Hansen-
Sengupta : en eﬀet, ce dernier est obtenu en considérant un intervalle dégénéré pour les
paramètres, i.e. a ∈ Rp, et b = 0. Dans ce cas,
Σ(f, a, 0) = {x ∈ Rn|f(a, x) = 0},
et l'opérateur généralisé a la même interprétation que l'opérateur classique. Cependant,
l'opérateur classique de Hansen-Sengupta peut être utilisé pour prouver l'existence d'une
solution x ∈ x à l'équation f(u, x) = 0. Cette preuve d'existence n'est pas transmise à la
l'opérateur généralisé de Hansen-Sengupta.
18.2 Exemple
Considérons le robot parallèle à deux bras illustré par la ﬁgure 18.1. Les longueurs
r1 et r2 des bras du robot sont les commandes. Nous supposons qu'elles sont entachées
d'erreurs, et donc que les longueurs réelles sont rk + ek. Les équations du robot sont
f(x, e, r) = 0 avec
f(x, e, r) =
(
x21 + x
2
2 − (r1 + e1)2
(x1 − 10)2 + x22 − (r2 + e2)2
)
.
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Fig. 18.1  Le robot parallèle à deux bras.
Considérons les intervalles suivants :
x = ([4.9, 5.1], [4.9, 5.1])T ; e = ([−, ], [−, ])T ; r = ([1, 10], [1, 10])T ,
où  = 0.15. Nous sommes intéressés par l'ensemble suivant :
Σ = {r ∈ r|∀e ∈ e,∃x ∈ x, f(x, r, e) = 0},
c'est à dire, l'ensemble des commandes r pour lesquelles il existe un point de fonction-
nement x dans l'intervalle x, ceci quelque soient les erreurs de commande e ∈ e. Il est
clair que la restriction x ∈ x impose que pour r et e ﬁxés, il n'existe qu'un unique x ∈ x
vériﬁant f(x, e, r) = 0. Et ce x correspond au point de fonctionnement du robot. Ainsi,
Σ est l'ensemble des commandes r pour lesquelles le point de fonctionnement x est dans
l'intervalle x, ceci quelque soient les erreurs de commande e ∈ e.
Pour pouvoir utiliser l'opérateur généralisé de Hansen-Sengupta, nous devons détermi-
ner un sur-ensemble des dérivées de f pour des valeurs des variables dans leurs domaines.
Nous utiliserons les matrices suivantes : la dérivée de f par rapport à r
A =
(−(r1 + e1) 0
0 −(r2 + e2)
)
(18.2)
et la dérivée de f par rapport à (x, e)
B =
(
2x1 2x2 −(r1 + e1) 0
2(x1 − 10) 2x2 0 −(r2 + e2)
)
.
Maintenant, la suite r(k) est construite avec r(0) = r et
r(k+1) = HAE
(
r(k),u, 0,mid r(k),midu
)
où u = (dualx, e)T et
HAE(r,u, 0, r˜, u˜) = r˜ + Γ
(
A , −f(midu, r˜)−B(u− u˜) , r− r˜
)
.
Les matricesA et B sont mises à jour à chaque itération en utilisant l'intervalle r(k−1). Fi-
nalement, la matrice de préconditionnement utilisée est la matrice identité. Le quatrième
élément de la suite est
r(4) = ( [7.073, 7.068] , [7.073, 7.068] )T
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qui n'est pas propre. Ainsi, Σ⋂ r = ∅, c'est à dire que la proposition quantiﬁée suivante
est vraie : (∀r ∈ r)(∃e ∈ e)(∀x ∈ x)(f(x, e, r) 6= 0).
L'erreur sur la commande est trop grande pour obtenir la précision de positionnement
voulue. A notre connaissance, seules deux autres techniques peuvent montrer que cet
"AE-solution set" est vide :
 l'élimination de quantiﬁcateur (cf. Davenport[46] ou Collins[15]) est restreinte à de
petits systèmes qui ne mettent en jeux que des polynômes. Dans le cas de l'exemple
précédent, l'implémentation de l'élimination de quantiﬁcateurs de Mathematica5.1
(cf. Weisstein[26]) ne parvient pas à prouver que le "AE-solution set" est vide : les
calculs ont été stoppé après une heure sur un Pentium IV cadencé à 1.5GHz.
 l'algorithme de "continuous ﬁrst-order constraint satisfaction" (voir Ratschan[83,
84]). La comparaison de ces deux techniques est diﬃcile car elles sont très diﬀé-
rentes. D'une part, la "continuous ﬁrst-order constraint satisfaction" est plus pré-
cise car elle repose sur un algorithme de bissection, et plus générale car l'ordre des
quantiﬁcateurs n'est pas contraint. D'autre part, la preuve que l'"AE-solution set"
de l'exemple précédent est vide est beaucoup plus rapide en utilisant l'opérateur
généralisé de Hansen-Sengupta qui ne nécessite pas de point de choix. La précision
de l'opérateur généralisé de Hansen-Sengupta pourra être améliorée en l'incluant
dans un algorithme de bissection.
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Sixième partie
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Depuis les années 80, deux approches ont permis d'améliorer les interprétations of-
fertes par la théorie des intervalles classiques : d'une part, la théorie des intervalles mo-
daux (couples intervalle classique/quantiﬁcateur) propose des interprétations enrichies
pour les fonctions linéaires et non-linéaires. D'autre part, les intervalles généralisés (in-
tervalles dont les bornes ne sont pas contraintes à être ordonnées) avec leur arithmétique,
appelée l'arithmétique de Kaucher, ont permis de construire des algorithmes prometteurs
dans le cadre des systèmes linéaires avec une quantiﬁcation des paramètres. Si la théorie
des intervalles modaux semble être prometteuse, elle reste malheureusement conﬁdentielle
à cause de sa construction originale et compliquée. Cette thèse propose d'uniﬁer ces deux
approches dans un nouveau cadre théorique, tout en les rapprochant de la théorie des
intervalles classiques. Ce nouveau cadre théorique a aussi permis de proposer de nouveaux
résultats intéressants.
Dans le cadre des systèmes linéaires, trois contributions ont été proposées : première-
ment, nous avons proposé une nouvelle convention pour l'écriture des "AE-solution sets".
Cette nouvelle convention a permis d'uniﬁer l'écriture des "AE-solution sets" et des al-
gorithmes qui sont dédiés à leur approximation avec la théorie des intervalles classiques.
Deuxièmement, une nouvelle procédure de préconditionnement à été proposée : elle per-
met de construire des approximations intérieures et extérieures sous la forme de boites
penchées, i.e. de l'image d'un intervalle par une application linéaire. Nous avons illustré
les avantages apportés par ce procédé de préconditionnement compatible avec l'approxi-
mation intérieure. En particulier, le préconditionnement proposé permet de construire des
approximations intérieures de "AE-solution sets" linéaires (et donc en particulier de "uni-
ted solution sets" linéaires) dans des situations où aucune des techniques précédemment
proposées étaient en mesure de la faire (cf. Exemple III.5 page 102). Enﬁn, l'opérateur
généralisé de Gauss-Seidel, dédié à l'approximation extérieure des "AE-solution sets" li-
néaires, a été amélioré pour permettre d'être appliqué à des matrices qui ne sont pas
régulières.
La contribution principale de cette thèse est la proposition d'une nouvelle formulation
de la théorie des intervalles modaux. Cette nouvelle formulation est proposée dans le
cadre des intervalles généralisés. Grâce à sa construction originale, la nouvelle formulation
est une généralisation de la théorie des intervalles classiques. Elle conserve les aspects
positifs de la théorie des intervalles modaux mais améliore ses points négatifs. Nous
espérons que la nouvelle formulation de la théorie des intervalles modaux d'une part
permettra son utilisation par les chercheurs de la communauté des intervalles et d'autre
part facilitera son évolution future. Ainsi, nous avons déjà pu proposer une nouvelle
extension de la valeur moyenne aux intervalles généralisés. Celle-ci permet de linéariser
un système de manière compatible avec les interprétations enrichies proposées dans la
théorie des intervalles modaux. Grâce à cette nouvelle extension, nous avons pu aborder
un problème mal résolu dans le cadre de la théorie des intervalles classiques, qui est la
construction d'un sous-ensemble de l'image d'un intervalle par une fonction à valeurs
vectorielles. De plus, ce nouveau cadre théorique nous a permis de proposer un opérateur
généralisé de Hansen-Sengupta dédié à l'approximation extérieure des "AE-solution sets"
non-linéaires.
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Travaux futurs
Les nouveaux résultats qui ont été proposés dans cette thèse ont été illustrés et testés
sur des exemples académiques. Si leur champ d'application est prometteur il reste à les ap-
pliquer dans des situations plus réalistes. En particulier, une bibliothèque ﬁable de calcul
pour les intervalles généralisés permettrait de promouvoir ces nouveaux outils. De plus,
des essais ont été eﬀectués qui montrent que les nouveaux résultats proposées dans cette
thèse (en particulier l'opérateur généralisé de Hansen-Sengupta) permettent de résoudre
dans certains cas les problèmes ouverts d'approximation intérieure des "AE-solution sets"
non-linéaires lorsque la fonction est à valeurs vectorielles. Il reste néanmoins du travail à
eﬀectuer avant de pouvoir présenter ces résultats.
Du point de vue théorique, plusieurs directions peuvent être explorées : certains théo-
rèmes de la théorie des intervalles modaux (en particulier les théorèmes de "coercion to
optimality") n'ont pas été intégrés dans la nouvelle formulation de la théorie. Bien que
la nouvelle extension de la valeur moyenne qui a été proposée puisse pallier ce manque, il
serait certainement intéressant de comparer ces deux approches. D'autre part, l'extension
de la valeur moyenne et l'opérateur généralisé de Hansen-Sengupta sont basé sur les déri-
vées des fonctions mises en jeux. Il serait certainement avantageux d'utiliser les pentes à
la place des dérivées, mais certains développement théoriques sont nécessaires pour cette
étape.
Annexe A
Un corollaire du théorème de
Brouwer
Cette section présente le corollaire suivant du théorème de Brouwer. Il est d'abord
illustré par l'exemple suivant.
Exemple VI.1. Considérons x[1..4] ∈ IR4 et la fonction continue f[2..4] : x[1..3] −→
x[2..4]. Le corollaire suivant montre qu'il existe une fonction (pas nécessaire continue)
s[2..4] : x1 −→ x[2..4] qui vériﬁe
x[2..4] = s[2..4](x1) =⇒ f[2..4](x[1..3]) = x[2..4]
Cette fonction est construite de la manière suivante : le théorème de Brouwer est ap-
pliqué à la fonction f{2,3}(x1, ., .) : x{2,3} −→ x{2,3} pour chaque valeur de x1 ∈ x1
pour obtenir la fonction s[2..3] : x1 −→ x[2..3]. Ensuite s4 est obtenue en considérant
s4(x1) = f4(x1, s2(x1), s3(x1)).
Corollaire VI.1. Soit I et J des ensembles d'indices non-vides qui vériﬁent I\J 6= ∅,
et un intervalle xI⋃ J ∈ IRn (n = card(I⋃ J)). Considérons une fonction continue
fJ : xI −→ xJ . Alors, il existe une fonction sJ : xI\J −→ xJ qui vériﬁe
xJ = sJ(xI\J) =⇒ xJ = fJ(xI)
Cette implication peut être écrite xJ = sJ(xI\J) =⇒ yJ = fJ(xI) ∧ xJ = yJ . De manière
équivalente, la proposition quantiﬁée suivante est vraie :(∀xI\J ∈ xI\J)(∃xJ ∈ xJ)(f(xI) = xJ)
Démonstration. Déﬁnissons A = I\J 6= ∅, B = I⋂ J et C = J\I. Premièrement, si
B = ∅ alors A = I et donc sJ = fJ est la fonction recherchée. Supposons maintenant que
B 6= ∅. Pour tout xA ∈ xA, le fonction continue gB : xB −→ xB déﬁnie par gB(xB) =
fB(xI) a un point ﬁxe par le théorème de Brouwer. Ce point ﬁxe dépendant de xA, il est
appelé sB(xA) ∈ xB. Donc xB = sB(xA) =⇒ fB(xI) = xB. Si C = ∅ alors B = J et la
démonstration es terminée. Autrement, il reste à construire sC : sC(xA) = fC(xA, sB(xA))
qui est bien déﬁnie car A⋃B = I. Donc, xJ = sJ(xA) implique xB = sB(xA) et xC =
sC(xA) (qui est bien déﬁnie car C⋃B = J et C⋂B = ∅). Cela implique ﬁnalement
fB(xI) = xB et xC = fC(xA, sB(xA)) = fC(xA, xB), c'est à dire xJ = fJ(xI) parce que
A
⋃
B = I et B⋃C = J .
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