We consider a general class of precedence-constrained scheduling problems on identical parallel machines, whereby a nonnegative precedence delay d ij is associated with each precedence-constrained job pair (i; j), with the following meaning: in every feasible schedule, job j cannot start until d ij time units after job i is completed. Special cases include ordinary precedence constraints (d ij = 0), and release dates r j 0, which may be modeled by adding a dummy job 0 with zero processing time, and precedence delays d 0j = r j for all other jobs. We consider the usual objectives of minimizing the makespan C max and a weighted sum List scheduling algorithms, rst analyzed by Graham 8] are among the simplest and most commonly used approximate solution methods for such parallel machine scheduling problems. These This work was initiated during a workshop on \Parallel Scheduling" held at Schloss
algorithms use priority rules, or job rankings, which are often derived from solutions to relaxed versions of the problems; for example, several algorithms of Hall, Schulz, Shmoys, and Wein 9] use the job completion times obtained from linear programming relaxations. In Section 1 we show that list scheduling based on job completion times can, in the presence of precedence constraints, lead to solutions that are about as bad as m times the optimum, for both the C max and P j w j C j objectives; this behavior may occur, not only when using completion times from a relaxation, but even when using actual optimum completion times. In Section 4 we will show that, in contrast, using job {points derived from an LP relaxation leads to a bounded performance ratio for the general problem described above, for every satisfying 1 2 < 1. Recall that, in a given schedule and for a given value 0 < 1, the {point of job j 16, 10 ] is the earliest time at which a fraction of its processing has been performed, whereas its 0{point is its start time; thus if the schedule is (or may be considered as) nonpreemptive, then the {point of job j is simply C R j ?(1? )p j where C R j is its completion time in the relaxation R and p j its processing time.
In Section 3 we present LP relaxations to problems of minimizing the makespan C max and a weighted sum P j w j C j of completion times for the general problem introduced above. These are straightforward extensions of earlier LP relaxations proposed by Hall et al. 9] . The decision variables in these relaxations are the completion time C j of every job j, so we choose to ignore the machine assignments in these relaxations. There are two set of linear constraints, one representing the precedence delays (and, through the use of a dummy job, the release dates) in a straightforward fashion; the other set of constraints is a relatively simple way of enforcing the total capacity of the m machines. Although the machine assignments are ignored and the machine capacities are modeled in a simplistic way, this is su cient to obtain the best relaxation and approximation bounds known so far for these problems and several special cases thereof. In Section 4 we show a general bound of 4 for the approximation ratio using the list scheduling algorithm with a list derived from the midpoints associated with an optimal LP solution. The advantage of using midpoints in the analysis of approximation algorithms was rst observed by Goemans 6, 7] and has since then be used by several authors. Our result seems the rst, however, where midpoints are really needed within the algorithm itself. In Section 5 we show how the analysis yields tighter bounds for several special cases. We believe that the approach of applying a list-scheduling rule in which the jobs are ordered based on their midpoints in an LP solution will have further consequences for the design of approximation algorithms. In summary, the main contributions of this paper are as follows. 1. We clarify the relationship between two forms of List Scheduling Algorithms (LSAs): Graham's non-idling LSAs and job-based LSAs. In particular, it is shown that the former are appropriate for optimizing objectives, such as the makespan C max , that are related to maximizing machines utilization, whereas they are inappropriate (leading to unbounded performance ratio) for job oriented objectives, such as the weighted sum of completion times P j w j C j . In contrast, we present job-based LSAs with bounded performance ratio for the latter objective. 2. We show that using job completion times as a basis for list scheduling may yield very poor schedules for problems with parallel machines, precedence constraints and weighted sum of completion times objective. This may happen even if the completion times are those of an optimal schedule. 3. In contrast, we show that using job midpoints from an appropriate LP relaxation leads to job-by-job error ratios of at most 4 for a broad class of problems. Other -points could be used in this analysis, provided that 1 2 < 1 but the midpoint ( = 1 2 ) leads to the best bound. 4. We present a general model of scheduling with precedence delays. This also allows us to treat in a uni ed framework ordinary precedence constraints, release dates and delivery times. In particular, this simpli es and uni es the analysis and proof techniques. 5. Finally, we present the best polynomial-time approximation bounds known so far for a broad class of parallel machine scheduling problems with precedence constraints or delays (including release dates and delivery times) and either a makespan or total weighted completion time objective. We also present the best polynomially solvable relaxations known so far for such problems with the latter objective. The approximation results are summarized in Table 1 where Due to space limitations all examples referred to in the following text have been moved to the appendix.
On List Scheduling Algorithms
In his ground-breaking paper, Graham (1966) showed that a simple list-scheduling rule is a (2? 1 m )-approximation algorithm for PjprecjC max . In this algorithm, the jobs are ordered in some list, and whenever one of the m machines becomes idle, the next available job on the list is started on that machine, where a job is available if all of its predecessors have completed processing. By their non-idling property, GLSAs are well suited when machine utilization is an important consideration. Indeed, it is shown in Section 2 that, for the makespan minimization problems Pjprec. delays d ij jC max , any GLSA produces a schedule with objective value within a factor 2 of the optimum. In contrast, the elementary Example A.1 shows that the non-idling property may lead to an arbitrarily poor performance ratio for a weighted sum of completion times objective P j2N w j C j .
Thus to obtain a bounded performance for the weighted sum of completion times objective P j2N w j C j , we must relax the non-idleness property. One strategy, leading to job-based nonpreemptive list scheduling algorithms, is to consider the jobs one by one, in the given list order, starting from an empty schedule: each job is non-preemptively inserted in the current schedule without altering the jobs already scheduled. Speci c list scheduling algorithms di er in how this principle is implemented, in particular, for parallel machines, regarding the assignment of the jobs to the machines. For de niteness, consider the following version, whereby every job is considered in the list order and is scheduled at the earliest feasible time at the end of the current schedule on a machine:
Job-based List Scheduling Algorithm for Pjprecj :
1. The list L = (`(1);`(2); : : : ;`(n)) is given. Update ? i = C j . Various rules could be used in Step 3.2 for the choice of the assigned machine i, for example one with largest completion time ? i (so as to reduce the idle time between ? i and S j ). Note also that the above algorithm can be modi ed to allow insertion of a job in an idle period before ? i on a machine i. In e ect, the observations below also apply to all these variants.
One method (e.g., Hall et al. 9]) for de ning the list L consists in sorting the jobs in nondecreasing order of their completion times in a relaxation of the scheduling problem under consideration. In the presence of ordinary precedence constraints, this works well for the case of a single machine (Hall et al., ibid., see also 21]) but Example A.2 shows that this may produce very poor schedules for the case of identical parallel machines. This example uses the list which is produced by an optimal schedule, the tightest kind of relaxation that can de ned; note that this optimal schedule de nes the same completion time order as the relaxations in Hall et al. and its extension in a subsequent section of the present paper. It also shows that list scheduling according to completion times can lead to poor schedules on identical parallel machines with job precedence constraints. In Sections 3 and 4, we will present a linear programming relaxation of the general problem with precedence delays and show that job-based list scheduling according to job {points leads to a bounded performance ratio for every satisfying 1 2 < 1.
The Performance of Graham's List Scheduling Algorithms for Makespan Minimization
In this section we show that Graham's (non-idling) List Scheduling Algorithms generate feasible schedules with makespan less than twice the optimum. This result and proof extend and unify earlier work.
Let S H = (S H 1 ; : : : ; S H n ) denote a schedule constructed by GLSA, as described in Section 1. Let C H max = max i2N (S H i + p i ) denote the makespan of this schedule. For any pair (t; t 0 ) of dates such that 0 t t 0 C H max , let I(t; t 0 ) denote the total machine idle time during the interval t; t 0 ).
(Thus, for example, if all machines are idle during the whole interval, then I(t; t 0 ) = m(t 0 ? t).) Let N + denote the set of jobs in N that have at least one predecessor. 
Constraints (1) are the precedence delay constraints. Constraints (2) are a relatively weak way of expressing the requirement that each machine can process at most one job at a time 1 ; for the singlemachine case (m = 1) they were introduced by Wolsey 23] and Queyranne 17] , and studied by Queyranne and Wang 18] in the presence of ordinary precedence constraints; they were extended to m 2 parallel machines by Hall et al. 9] . Note that these constraints, for F = fjg, imply C j 0; these and, as indicated above, the use of a dummy job 0 allow the formulation of release date constraints: by (2) we have C 0 0 and by (1) C j C 0 + d 0j r j for all jobs j 2 N.
For a weighted sum of completion times objective, the LP formulation is simply:
w j C j subject to (1) ? (2) 
On the other hand, the precedence delay constraints imply 
and we may repeat the above process with h = g and job x(h) = x(g). Since g < h at each step, this whole process must terminate, generating a decreasing sequence of indices q = h(1) > > h(q 0 ) = 0 such that every idle interval is contained in some interval a h(i+1)+1 ; b h(i) ]. Adding the inequalities (10) and using S LP j M LP j for all j = h(i), we obtain w j C j : (12) Example A.6 shows that the latter bound is (asymptotically) tight for an arbitrary number of machines. We suspect that the rst inequality in (12) , bounding the performance ratio of the LP-relaxation, is not tight. The worst instances we could nd correspond to a performance ratio of 1 3 for the LP relaxation; see Examples A.7 and A.8.
Special Cases
The analysis in Theorem 4.1 may be re ned for some special cases, yielding tighter performance ratios.
Ordinary precedence constraints only.
Consider problem Pjprecj P w j C j . Observe that the list scheduling algorithm will not allow all machines to be simultaneously idle at any date before scheduling the start time of any job z 2 N.
Therefore, in the proof of Theorem 4.1, all the \idle intervals", with total length , contain some processing of some job(s) j < z; as a result the total work during the busy intervals is at most P j<z p j ? . Accordingly, replace inequality (7) Note that, for m = 1 we recover the performance ratios of 1 2 and 2 for 1jprecj P w j C j in 9], which are known to be tight for that special case.
Single machine with precedence delays.
In the case of a single machine, the \idle intervals" that add up to time units cannot contain any processing (otherwise they would be busy intervals!). Therefore, in the proof of Theorem 4.1 replace inequality (9) Remark: Since the single-machine problem 1jr j ; q j jC max with release dates and delivery times is strongly NP-hard (Garey and Johnson 5]), it follows that the problems 1jprec. delays d ij jC max and therefore (as noted in the introduction) 1jprec. delays d ij j P w j C j are also strongly NP-hard. Balas et al. 1] provide a detailed proof that the special case 1jprec. delays d ij ; r j = r; q j = qjC max with identical release dates and identical delivery times is also strongly NP-hard. But note that this result (Theorem 2.1 in 1]) does not require a separate proof since the precedence delays in the latter problem allow one to easily model non-identical release dates and non-identical delivery times. On the other hand, their result (Theorem 2.2, ibid.) that the preemptive version of that problem is also strongly NP-hard is interesting and original.
A Examples Example A.1. Consider the following two-job instance of the single machine nonpreemptive scheduling problem 1jr j j P j w j C j (a special case of a precedence delay problem, as discussed in the introduction): for parameter q 2, job 1 has p 1 = q, r 1 = 0 and w 1 = 1, whereas job 2 has p 2 = 1, r 2 = 1 and w 1 = q 2 . The optimum schedule is to leave the machine idle during the time interval 0; 1) so as to process job 2 rst. The optimum objective value is 2q 2 + (q + 2). Any nonidling heuristic starts processing job 1 at time 0, leading to an objective value at least q 3 + q 2 + q, and its performance ratio is unbounded as q may be arbitrarily large. Example A.6. In Example A.5, let the weights be w n = 1 and all other w j = 0, so the optimum solution has wC = w n (r n +p n ) = 1 2 + 2 m . Then the solution C LP described in Example A.5 is optimal for the LP relaxation (3); its objective value is wC LP = 1 2 + 2 m = wc . Using the LP-midpoint list produces the same schedule as described in the above example, with C H n = S H n + p n = 2 ? 2 ?m and thus wC H = 2 ? 2 ?m . For m large enough, the latter expression is arbitrarily close to 4wC . Example A.7. For a xed number m 2 of identical parallel machines and an integer q 2, let the job set be N = f1; : : : ; ng with n = q(2m + 1) + 1. The ordinary precedence constraints (j; k) (with d ij = 0) are de ned as follows: (i) j = f + h(2m + 1) and k = g + (h + 1)(2m + 1), for all h = 0; : : : ; q ? 1 and all f; g 2 f1; : : : ; 2m + 1g, that is, for any j and k in two consecutive subsets of 2m + 1 jobs; and (ii) for all j < n and k = n. The processing times are p j = 1 for all j < n and p n = 0. As in Example A.2, we let all w j = 0 except that w n = 1 so, with all precedences (j; n) 2 A, the C max and P w j C j objectives coincide. The LP solution is as follows: for 0 h < q we have C LP j = h(1 for all other jobs j. Therefore wC H = 3 = 3wC .
