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Resum 
 
En l’interior d’un centre de processament de dades (CPD) es troben diferents equips informàtics i de 
comunicacions, que de la mateixa manera que en altres equips electrònics quan estan en 
funcionament, alguns dels seus components dissipen calor a l’estància per mitja de l’efecte Joule. Per 
a solucionar la problemàtica del increment de temperatura es compta amb un sistema de ventilació 
que garanteix el correcte funcionament dels equips. L’objectiu del treball serà obtenir la distribució de 
la temperatura de l’aire en el interior d’una Base Transceiver Station (BTS) per diferents configuracions 
d’un escenari amb ventilació forçada. L’eina de treball que s’utilitza per dur a terme aquest estudi en 
Dinàmica de Fluids computacional (CFD) es la llibreria OpenFOAM, en concret, la interfície d’usuari 
gràfica Helyx-OS. 
En primer lloc, es realitza una introducció teòrica de les equacions que regeixen la dinàmica de fluids y 
dels models per afrontar fluxos turbulents. A continuació, es realitza una introducció del us de la 
interfície gràfica Helyx-Os per al estudi de quatre configuracions que consisteixen en un escenari 
d’hivern on s’utilitza la baixa entalpia de l’ambient per a refrigerar l’aire interior de la BTS, també 
denominat com free cooling.  
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Resumen 
En el interior de un centro de procesamiento de datos (CPD) se encuentran diferentes equipos 
informáticos y de comunicaciones, que al igual que en otros equipos electrónicos cuando están en 
funcionamiento, algunos de sus componentes disipan calor a la estancia por medio del efecto Joule. 
Para solventar la problemática del incremento de temperatura se cuenta con un sistema de ventilación 
que garantice el correcto funcionamiento de los equipos. El objetivo del trabajo será obtener la 
distribución de la temperatura del aire en el interior de una Base Transceiver Station (BTS) para 
diferentes configuraciones de un escenario con ventilación forzada. La herramienta de trabajo que se 
utiliza para llevar a cabo este estudio en Dinámica de Fluidos Computacional (CFD) es la librería 
OpenFoam en concreto la interfaz de usuario gráfica Helyx-Os. 
En primer lugar, se realiza una introducción teórica de las ecuaciones que rigen la dinámica de fluidos 
y de los modelos para afrontar flujos turbulentos. A continuación, se realiza una introducción del uso 
de la interfaz gráfica Helyx-Os explicando las partes que la conforman. Para finalizar, se utilizará Helyx-
Os para el estudio de cuatro configuraciones que consisten en un escenario de invierno donde se utiliza 
la baja entalpia del ambiente para refrigerar el aire interior de la BTS, también denominado como free 
cooling.   
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Abstract 
Inside a data processing center (CPD) there are different computers and communications equipment, 
which as in other electronic equipment when they are in operation, some of its components dissipate 
heat to the room through the Joule effect. To solve the problem of the increase in temperature, there 
is a ventilation system that guarantees the correct functioning of the equipment. The objective of this 
work will be to obtain the distribution of the air temperature inside a Base Transceiver Station (BTS) in 
different configurations of a scenario with forced ventilation. The work tool that is used to carry out 
this study in Computational Fluid Dynamics (CFD) is the OpenFoam library, specifically the graphic user 
interface Helyx-Os. 
 
First, a theoretical introduction is made of the equations that govern fluid dynamics and models to deal 
with turbulent flows. Next, an introduction of the use of the graphic interface Helyx-Os is made 
explaining the parts that comprise it. Finally, Helyx-Os will be used to study four configurations that 
consist of a winter scenario where the low enthalpy of the environment is used to cool the indoor air 
of the BTS, also known as free cooling. 
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Glosario 
BTS: Del acrónimo ingles Base Transceiver Station. Es la denominación para una estación base de 
transferencia de datos mediante comunicación Wireless entre diferentes equipos de usuarios. Estos 
equipos pueden ser teléfonos móviles, radios, ordenadores con conexión a internet inalámbrica, entre 
otros. 
CFD: del acrónimo ingles Comuputational Fluid Dynamics. Es una rama de la mecánica de fluidos y la 
transferencia de calor que utiliza algoritmos y métodos numéricos para la resolución de problemas.  
Free Cooling: Es un método económico de refrigeración donde se utiliza como fuente fría el aire 
ambiente cuando este tiene una entalpia inferior a la del fluido que se quiere refrigerar. 
HVAC: Del acrónimo ingles Heating, Ventilating and Air Conditioning (calefacción, ventilación y aire 
acondicionado), que engloba el conjunto de métodos y técnicas que estudian y analizan el tratamiento 
del aire en cuanto a su enfriamiento, calentamiento, (des)humidificación, calidad, movimiento, etc. 
Rack: Soporte metálico que se utiliza para alojar equipamiento normalmente informático y de red. Las 
medidas de los racks están estandarizadas para que cualquier equipamiento independiente del 
fabricante sea compatible. 
SAI: Del acrónimo Sistema de Alimentación Ininterrumpida. Son dispositivos utilizados para garantizar 
el suministro eléctrico durante un tiempo limitado, en caso de un apagón eléctrico. Están formados 
por baterías u otros sistemas de almacenamiento eléctrico.  
  
  Memoria 
viii   
 
ESTUDIO DE LA CLIMATIZACIÓN DE UN CENTRO DE PROCESAMIENTO DE DATOS (CPD)  
  ix 
Índice 
RESUM ______________________________________________________________ I 
RESUMEN __________________________________________________________ II 
ABSTRACT __________________________________________________________ III 
AGRADECIMIENTOS __________________________________________________ V 
GLOSARIO _________________________________________________________ VII 
1. PREFACIO ______________________________________________________ 1 
1.1. Origen del trabajo .................................................................................................... 1 
1.2. Motivación ............................................................................................................... 1 
1.3. Requerimientos previos ........................................................................................... 2 
2. INTRODUCCIÓN _________________________________________________ 3 
2.1. Objetivos del trabajo ................................................................................................ 3 
2.2. Alcance del trabajo .................................................................................................. 3 
3. MARCO TEÓRICO ________________________________________________ 5 
3.1. Tipos de fluidos ........................................................................................................ 5 
3.2. Ecuaciones fundamentales de la dinámica de fluidos ............................................ 6 
3.2.1. Conservación de la masa. Ecuación de continuidad .............................................. 6 
3.2.2. Conservación de la cantidad de movimiento. Navier-Stokes ................................ 7 
3.2.3. Conservación de la energía. Ecuación de la energía .............................................. 8 
3.2.4. Ecuaciones de estado ............................................................................................. 8 
3.3. Flujo turbulento ..................................................................................................... 11 
3.3.1. Número de Reynolds. Régimen laminar o turbulento ......................................... 11 
3.3.2. Régimen turbulento ............................................................................................. 11 
3.3.3. Métodos para la resolución de flujos turbulentos ............................................... 12 
3.3.4. Número de Courant .............................................................................................. 14 
3.3.5. Modelización de las zonas cercanas a las paredes .............................................. 15 
4. DINÁMICA DE FLUIDOS COMPUTACIONAL ___________________________ 16 
4.1. Introducción ........................................................................................................... 16 
4.2. OpenFOAM ............................................................................................................ 17 
4.2.1. Introducción ......................................................................................................... 17 
4.3. Helyx-OS ................................................................................................................. 18 
  Memoria 
x   
4.3.1. Introducción ......................................................................................................... 18 
4.3.2. Estructura ............................................................................................................. 18 
4.3.3. Estructura de la GUI .............................................................................................. 20 
4.3.4. Ejecutar aplicaciones en paralelo ......................................................................... 33 
4.3.5. Post-procesado con ParaView.............................................................................. 35 
5. ESTUDIO EN CFD DE UN CENTRO DE PROCESAMIENTO DE DATOS ________ 37 
5.1. Identificación del problema ................................................................................... 37 
5.1.1. Descripción del problema .................................................................................... 37 
5.1.2. Escenarios a simular ............................................................................................. 41 
5.1.3. Planteamiento del problema ............................................................................... 44 
5.1.4. Cálculos previos .................................................................................................... 45 
5.1.5. Mallado ................................................................................................................. 51 
5.1.6. Modelado de las soluciones (Solution Modeling) ................................................ 52 
5.1.7. Condiciones de contorno ..................................................................................... 53 
5.1.8. Solver a utilizar ..................................................................................................... 55 
5.2. Escenario 1 ............................................................................................................. 56 
5.2.1. Resumen del tiempo de simulación ..................................................................... 56 
5.2.2. Distribución de temperaturas .............................................................................. 57 
5.3. Escenario 2 ............................................................................................................. 61 
5.3.1. Resumen del tiempo de simulación ..................................................................... 61 
5.3.2. Distribución de temperaturas .............................................................................. 63 
5.4. Escenario 3 ............................................................................................................. 66 
5.4.1. Resumen del tiempo de simulación ..................................................................... 66 
5.4.2. Distribución de temperaturas .............................................................................. 67 
5.5. Escenario 4 ............................................................................................................. 71 
5.5.1. Resumen del tiempo de simulación ..................................................................... 71 
5.5.2. Distribución de temperaturas .............................................................................. 72 
5.6. Número de Courant ............................................................................................... 76 
6. ANÁLISIS DEL IMPACTO MEDIOAMBIENTAL __________________________ 80 
CONCLUSIONES _____________________________________________________ 81 
ANÁLISIS ECONÓMICO _______________________________________________ 83 
BIBLIOGRAFÍA ______________________________________________________ 85 
ANEXO A __________________________________________________________ 87 
A1. Malla del escenario estudiado ............................................................................... 87 
ESTUDIO DE LA CLIMATIZACIÓN DE UN CENTRO DE PROCESAMIENTO DE DATOS (CPD)  
  xi 
A2. Diagramas de temperaturas .................................................................................. 88 
 
ESTUDIO DE LA CLIMATIZACIÓN DE UN CENTRO DE PROCESAMIENTO DE DATOS (CPD)  
  1 
1. Prefacio 
1.1. Origen del trabajo 
Este trabajo nace de la implementación del proyecto “Estudi de la Climatització d’un Centre de 
Processament de Dades” de Kamal, simulando uno de los escenarios que él desarrolló e 
implementando el estudio de este escenario en tres nuevos casos. 
En el interior de una estación base de transferencia de datos mediante WiFi (Base Transceiver Station, 
BTS) se encuentran diferentes equipos informáticos y de comunicaciones encargados de procesar los 
datos transferidos entre los diferentes usuarios. Los equipos encargados del procesamiento de datos 
se refrigeran mediante el aire de la estancia; el aire caliente que expulsan al terminar este proceso es 
liberado en el interior de la BTS lo que lleva a un incremento de temperatura y a la necesidad de 
implementar un sistema de ventilación. 
La regulación de la temperatura en el interior de la BTS repercute en el funcionamiento y vida útil de 
los diferentes equipos que la conforman. Un ejemplo pueden ser las baterías que actúan como un 
sistema de alimentación ininterrumpida y su vida útil viene condicionada por la temperatura y 
ambiente en el que trabajan o el sobrecalentamiento de los equipos informáticos que puede conllevar 
un mal funcionamiento e incluso que interrumpan su funcionamiento por un apagón repentino. 
Por lo tanto, el origen de este trabajo es la necesidad de analizar la incidencia de la temperatura en el 
funcionamiento y la vida útil de los diferentes equipos que integran un centro de procesamiento de 
datos (CPD) para diferentes configuraciones de la BTS. 
 
1.2. Motivación 
En la actualidad la dinámica de fluidos computacional es una herramienta muy utilizada en el sector 
industrial y de investigación, que se complementa con la experimentación, para el estudio de proyectos 
en sectores como la automoción, aeroespacial, defensa, diseño de maquinaria, etc. La cantidad de 
aplicaciones a las que se puede destinar, el potencial y aprender el uso de una nueva herramienta para 
resolver problemas aplicables en el ámbito real es lo que ha despertado mi interés.  
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1.3. Requerimientos previos 
Para poder afrontar e interpretar de la forma correcta los casos a estudiar son necesarios 
conocimientos previos de mecánica de fluidos, termodinámica y transferencia de calor. Estos 
conocimientos serán necesarios para describir la tipología del flujo, modelos de turbulencias aplicables, 
transferencia de calor en las paredes de la BTS, etc. 
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2. Introducción 
2.1. Objetivos del trabajo 
El objetivo de este trabajo es el estudio del comportamiento térmico y dinámico del aire en el interior 
de un centro de procesamiento de datos (CPD) mediante el uso de la dinámica de fluidos 
computacional (CFD). 
Aprender a utilizar la librería OpenFOAM, en concreto, la interfaz gráfica de usuario Helyx-Os para 
realizar las simulaciones en CFD y, por tanto, conocer un nuevo entorno informático como es Linux. 
Modelizar el clima que se genera en el interior de una BTS cuando los equipos están trabajando para 
cuatro configuraciones diferentes de free cooling e interpretar y proporcionar los datos obtenidos. 
Por último, comprobar el efecto que conlleva aplicar la restricción del número de Courant en las 
simulaciones.  
 
2.2. Alcance del trabajo 
El alcance de este trabajo es aportar los datos obtenidos a partir de la simulación en CFD para que 
posteriormente se pueda evaluar la incidencia que tiene la temperatura y la configuración de los 
extractores sobre los equipos que conforman la BTS. 
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3. Marco teórico 
3.1. Tipos de fluidos 
Atendiendo a las características del fluido, éste puede clasificarse de acuerdo con distintos criterios.  
Fluido estacionario – Fluido transitorio 
Un fluido estacionario es aquel en el que todas las propiedades que lo definen en cada punto se 
mantienen constantes con respecto al tiempo; en un fluido transitorio, las propiedades del flujo en un 
punto cambian con el tiempo.   
Fluido compresible – Fluido incompresible 
Un fluido incompresible es aquel en el que podemos considerar su densidad como constante y 
uniforme; en un fluido compresible la densidad puede variar. 
 Fluido viscoso – Fluido no viscoso. 
 Un fluido viscoso es aquel en el que aparecen importantes fuerzas de rozamiento internas entre las 
diferentes capas del fluido; en un fluido no viscoso o ideal el efecto de la viscosidad es tan débil que 
podemos despreciar la fuerza de rozamiento interna entre las capas del fluido. 
Fluido Newtoniano 
Un fluido Newtoniano es aquel cuya viscosidad puede considerarse constante en el tiempo y por tanto 
la relación entre el esfuerzo cortante y la velocidad de deformación entre las capas será lineal. 
 
𝝉 = 𝝁
𝒅𝒖
𝒅𝒚
 
(Eq. 3.1) 
Donde 𝜏 es el esfuerzo cortante, μ es la viscosidad del fluido y (du/dy) es el gradiente de velocidad. 
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3.2. Ecuaciones fundamentales de la dinámica de fluidos 
Las ecuaciones que gobiernan la dinámica de fluidos están basadas en que un fluido tiene que 
satisfacer las tres leyes de la conservación de la mecánica: 
1. Conservación de la masa (Ecuación de continuidad). 
2. Conservación de la cantidad de movimiento. La variación de la cantidad de movimiento es igual 
a la suma de fuerzas externas actuando sobre el fluido (2ª ley de Newton). 
3. Conservación de la energía. La variación de energía en un sistema cerrado es igual al intercambio 
de calor y trabajo entre el entorno y el sistema (1er principio de la termodinámica). 
Los principios de conservación mencionados anteriormente se aplican sobre una fracción del fluido, 
modelo utilizado para discretizar el fluido, con la finalidad de extraer las ecuaciones que describen la 
variación en el espacio y tiempo de las propiedades del fluido. 
El fluido es definido como un medio continuo, modelándolo como un conjunto de partículas infinitas 
para su estudio macroscópico, es decir, no se estudia el comportamiento de cada molécula y las 
interacciones que estas llevan a cabo con otras moléculas. 
 
3.2.1. Conservación de la masa. Ecuación de continuidad 
La ecuación de continuidad para un volumen de control (VC) infinitesimal en coordenadas cartesianas, 
atravesado por un flujo transitorio, compresible o incompresible se define como: 
 
𝝏𝝆
𝝏𝒕
+ ?⃗? (𝝆 · ?⃗? ) = 𝟎 
(Eq. 3.2) 
 
Donde ρ es la densidad del fluido. El resultado de esta ecuación será en forma de escalar. 
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3.2.2. Conservación de la cantidad de movimiento. Navier-Stokes  
La ecuación de conservación de la cantidad de movimiento para un VC infinitesimal en coordenadas 
cartesianas suponiendo un fluido Newtoniano atravesado por un flujo transitorio, compresible o 
incompresible y laminar se define como: 
Coordenada en x 
𝜌 (
𝜕𝑢
𝜕𝑡
+ 𝑢
𝜕𝑢
𝜕𝑥
+ 𝑣
𝜕𝑢
𝜕𝑦
+ 𝑤
𝜕𝑢
𝜕𝑧
) = 
= −
𝜕𝑝
𝜕𝑥
+
𝜕
𝜕𝑥
(𝜆(∇⃗ · 𝑐 ) + 2𝜇
𝜕𝑢
𝜕𝑥
) +
𝜕
𝜕𝑦
[𝜇 (
𝜕𝑣
𝜕𝑥
+
𝜕𝑢
𝜕𝑦
)] +
𝜕
𝜕𝑧
[𝜇 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)] + 𝜌𝑔𝑥 
 
 
(Eq. 3.3) 
Coordenada en y 
𝜌 (
𝜕𝑣
𝜕𝑡
+ 𝑢
𝜕𝑣
𝜕𝑥
+ 𝑣
𝜕𝑣
𝜕𝑦
+ 𝑤
𝜕𝑣
𝜕𝑧
) = 
= −
𝜕𝑝
𝜕𝑦
+
𝜕
𝜕𝑦
(𝜆(∇⃗ · 𝑐 ) + 2𝜇
𝜕𝑣
𝜕𝑦
) +
𝜕
𝜕𝑥
[𝜇 (
𝜕𝑣
𝜕𝑥
+
𝜕𝑢
𝜕𝑦
)] +
𝜕
𝜕𝑧
[𝜇 (
𝜕𝑤
𝜕𝑦
+
𝜕𝑣
𝜕𝑧
)] + 𝜌𝑔𝑦 
 
(Eq. 3.4) 
Coordenada en z 
 
𝜌 (
𝜕𝑤
𝜕𝑡
+ 𝑢
𝜕𝑤
𝜕𝑥
+ 𝑣
𝜕𝑤
𝜕𝑦
+ 𝑤
𝜕𝑤
𝜕𝑧
) = 
= −
𝜕𝑝
𝜕𝑧
+
𝜕
𝜕𝑧
(𝜆(∇⃗ · 𝑐 ) + 2𝜇
𝜕𝑤
𝜕𝑧
) +
𝜕
𝜕𝑥
[𝜇 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)] +
𝜕
𝜕𝑦
[𝜇 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
)] + 𝜌𝑔𝑧 
(Eq. 3.5) 
 
Donde λ es el coeficiente volumétrico de la viscosidad de valor 𝜆 = −
2
3
𝜇 , el resultado de estas 
ecuaciones será en forma vectorial. 
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3.2.3. Conservación de la energía. Ecuación de la energía 
La ecuación de conservación de la energía para un VC infinitesimal en coordenadas cartesianas, 
suponiendo un flujo transitorio, compresible o incompresible se define como: 
 
 
𝜕(𝜌𝑒)
𝜕𝑡
+ ∇(𝜌𝑒𝑐 ) = 𝜌?̇? +
𝜕
𝜕𝑥
(𝑘
𝜕𝑇
𝜕𝑥
) +
𝜕
𝜕𝑦
(𝑘
𝜕𝑇
𝜕𝑦
) +
𝜕
𝜕𝑧
(𝑘
𝜕𝑇
𝜕𝑧
) − 
−𝑝(
𝜕𝑢
𝜕𝑥
+
𝜕𝑣
𝜕𝑦
+
𝜕𝑤
𝜕𝑧
) + 𝜆 (
𝜕𝑢
𝜕𝑥
+
𝜕𝑣
𝜕𝑦
+
𝜕𝑤
𝜕𝑧
)
2
+ 
+𝜇 [2 (
𝜕𝑢
𝜕𝑥
)
2
+ 2(
𝜕𝑣
𝜕𝑦
)
2
+ (
𝜕𝑤
𝜕𝑧
)
2
+ (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)
2
+ (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)
2
+ (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
)
2
] 
 
(Eq.3.6) 
Donde e es la energía interna por unidad de masa en kJ/kg, q es la generación de calor en el interior 
del volumen de control, el resultado de esta ecuación será en forma de escalar. 
 
3.2.4. Ecuaciones de estado 
Aplicando los teoremas de conservación obtenemos un sistema de 5 ecuaciones con 6 incógnitas p, v, 
u, w, e y ρ. Para crear un sistema que pueda resolverse se deben añadir más ecuaciones, ecuaciones 
de estado. Para el caso a tratar en este trabajo se puede utilizar la ecuación de estado de los gases 
ideales ya que bajo las condiciones de trabajo el aire se comporta como un gas ideal. Para gases ideales 
se añade la ecuación:  
𝑝 = 𝜌𝑅′𝑇 
 
(Eq. 3.7) 
 
Donde R’ es la constante específica de los gases y R’aire tiene un valor de 286.69 J/kg·K. 
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Al añadir la ecuación para gases ideales tenemos obtenemos 6 ecuaciones y 7 incógnitas, es necesario 
añadir una ecuación más para que el sistema sea resoluble. Para un gas ideal con calor específico 
constante se añade la relación termodinámica e=e(T,p) siguiente: 
𝑒 = 𝑐𝑣𝑇 
 
(Eq. 3.8) 
 
Donde cv es el calor especifico del aire a volumen constante. 
Al añadir las ecuaciones Eq. 3.7 y Eq. 3.8 se obtiene un sistema de 7 ecuaciones con 7 incógnitas (p, v, 
u, w, e, ρ y T). 
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3.3. Flujo turbulento 
3.3.1. Número de Reynolds. Régimen laminar o turbulento 
El número de Reynolds es un número adimensional que se utiliza para caracterizar el movimiento de 
un fluido. Este número adimensional relaciona las fuerzas que gobiernan un fluido, fuerzas inerciales y 
fuerzas viscosas. Se define como: 
𝑹𝒆 =
𝝆𝑼𝒓𝒆𝒇𝑳𝒄𝒂𝒓
𝝁
=
𝑼𝒓𝒆𝒇𝑳𝒄𝒂𝒓
𝒗
 
(Eq. 3.9) 
 
Donde Uref es la velocidad de referencia, Lcar la longitud característica, µ la viscosidad dinámica en 
kg/(m·s) y 𝑣 la viscosidad cinemática en m2/s. 
En régimen laminar el movimiento del fluido es ordenado, suave y se mueve en laminas paralelas sin 
entrecruzarse y cada partícula de fluido sigue una trayectoria predecible llamada línea de corriente. 
Las ecuaciones descritas en los apartados anteriores caracterizan completamente el comportamiento 
de los flujos laminares. En régimen turbulento los fluidos se comportan de manera caótica y aleatoria 
donde las propiedades del fluido varían continuamente en un punto fijo del flujo. 
Todos los flujos presentan un estado estable y laminar a bajo número de Reynolds, dominados por la 
viscosidad del fluido. En contraposición, los flujos presentan un estado caótico e inestable por encima 
de un número de Reynolds, dominados por la inercia del fluido. 
 
3.3.2. Régimen turbulento 
El término turbulencia puede ser entendido como una serie de remolinos tridimensionales que 
interaccionan entre ellos. Estos remolinos se generan cuando una línea de corriente se desprende de 
su trayectoria debido a la inestabilidad del flujo por la colisión contra un objeto o simplemente por la 
condición de no deslizamiento en las paredes. Los remolinos más grandes extraen energía cinética del 
flujo principal al interactuar con él y cada vez los remolinos se hacen más pequeños hasta disipar 
energía cinética en forma de calor por la fricción que se genera entre las partículas de fluido.  
Los remolinos crean fluctuaciones en los valores de la velocidad, densidad, presión o temperatura para 
un punto fijo en el espacio. Por tanto, las propiedades físicas del fluido se pueden descomponer en la 
suma del valor medio de la propiedad, a lo largo de un incremento de tiempo, más una componente 
fluctuante, Descomposición de Reynolds.  
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𝒖 = ?̅? + 𝒖′ (Eq. 3.10) 
Donde 𝑢′ es la componente fluctuante. 
Por otro lado, experimentalmente se demuestra que debido a las fluctuaciones el esfuerzo cortante en 
un flujo turbulento es superior al de un flujo laminar. El esfuerzo cortante para un flujo turbulento está 
formado por la componente laminar más otra componente llamada esfuerzo de Reynolds: 
 
𝝉𝒚𝒙 = 𝝁𝒕
𝝏𝒖′̅
𝝏𝒚
− 𝝆𝒖′𝒗′̅̅ ̅̅ ̅̅  
(Eq. 3.11) 
 
Donde 𝑢′𝑣′̅̅ ̅̅ ̅̅  es el producto de las componentes fluctuantes de la velocidad en la dirección x e y.  
El esfuerzo de Reynolds completo es un tensor simétrico de 9 componentes con 6 incógnitas. Para 
modelar el esfuerzo de Reynolds se utiliza la hipótesis propuesta por Joseph Boussinesq: 
−𝝆𝒖′𝒗′̅̅ ̅̅ ̅̅ = 𝝁𝒕
𝝏?̅?
𝝏𝒚
 
(Eq. 3.12) 
Donde 𝜇𝑡 es la viscosidad turbulenta. Los modelos RANS son los encargados de cuantificar esta 
variable. 
 
3.3.3. Métodos para la resolución de flujos turbulentos 
Como en la mayoría de casos de interés que se presentan en la mecánica de fluidos los flujos que 
intervienen adoptan un comportamiento turbulento, por ello se tiene la necesidad de desarrollar 
métodos que puedan resolverlos o bien aproximar su comportamiento. Encontramos tres grandes 
bloques diferenciados por la demanda computacional necesaria:   
1. Reynolds Averaged Navier-Stokes, RANS 
Este método se enfoca en resolver el flujo principal y modelizar el efecto de la turbulencia sin la 
necesidad de resolver todos los remolinos. El proceso de modelización hace que la demanda 
computacional no sea demasiado elevada y por esa razón es el método más utilizado en la actualidad 
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El tensor esfuerzo de Reynolds añade 6 incógnitas que se resuelven de forma aproximada utilizando 
modelos de turbulencia. Dependiendo de las condiciones del problema a resolver y la capacidad 
computacional de la que se dispone se puede seleccionar el modelo de turbulencia. Los 5 modelos 
RANS más comunes se clasifican según la cantidad de ecuaciones de transporte que aportan para 
resolver el tensor de Reynolds.  
Los siguientes modelos pueden ser utilizados para predecir la viscosidad turbulenta: 
- Prandtl’s Mixing Length Model: es un modelo simple de baja demanda computacional ya que 
no aporta ninguna ecuación adicional. 
- Spalart-Almaras: El modelo Spalart-Allmaras fue diseñado específicamente para aplicaciones 
aeroespaciales para aplicaciones que involucren flujos sobre paredes. Este modelo no está 
bien calibrado para fines industriales. Aporta una ecuación de transporte para la viscosidad 
turbulenta haciendo la hipótesis de que esta es isentrópica (no recomendable para flujos 
donde hay cambios bruscos de geometría ni en regiones donde el flujo de pared pasa a flujo 
libre). 
- k-ɛ: este modelo es el más utilizado actualmente por la poca demanda computacional y su 
precisión en la resolución de problemas de ingeniería. Este modelo aporta 2 ecuaciones de 
transporte, una para la energía cinética turbulenta (k) y otra para la disipación de energía 
cinética turbulenta (ɛ). 
- k-w: este modelo hace una buena predicción en desprendimientos de capas limite, estelas y 
regiones donde un flujo de pared pasa a flujo libre. Este modelo aporta 2 ecuaciones de 
transporte, una para la energía cinética turbulenta (k) y otra para la disipación de energía 
cinética turbulenta especifica (w).  
- Reynolds Stress Model (RSM): es el modelo de turbulencia más elaborado de todos. Aporta 7 
ecuaciones, una para cada uno de los 6 componentes del tensor de Reynolds y una más para 
la ecuación de la disipación de energía cinética turbulenta ε. Se destina a resolver de manera 
más exacta flujos con curvaturas y cambios bruscos. Tendrá una demanda computacional más 
elevada que los anteriores modelos por la aportación de las 7 ecuaciones.   
 
2. Large Eddy Simulation, LES 
Este método resuelve de forma explícita los remolinos de mediana y larga escala mediante las 
ecuaciones de la mecánica de fluidos, mientras que modela los de pequeña escala. La suposición que 
lleva a cabo en la modelización es que los remolinos más pequeños son isotrópicos, su 
comportamiento es independiente del sistema de coordenadas y tienen un comportamiento 
predecible. Este método viene incluido en muchos de los paquetes de CFD, pero requiere una demanda 
computacional importante debido a la necesidad de una malla más refinada en comparación con el 
método RANS. 
3. Direct numerical simulation, DNS 
Este método aplica las ecuaciones de la mecánica de fluidos para la resolución detallada de cada uno 
de los remolinos que se produzcan en la simulación. Son necesarias mallas con un refinamiento muy 
elevado y unos pasos de tiempo muy pequeños para obtener unos resultados razonables y visualizar 
las variaciones de las variables. Como consecuencia, este método tiene una demanda computacional 
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demasiado grande y tiene pocas aplicaciones ya que se necesitarían superordenadores para la 
resolución de un problema de ingeniería.  
 
 
 
 
 
 
 
 
Figura 3.1. Modelado y solución de los remolinos según el método de turbulencia. (Fuente: André Bakker). 
3.3.4. Número de Courant 
Los esquemas explícitos son aquellos en los que el cálculo de las variables en un instante se efectúa tan 
sólo con los valores que toman en el instante anterior. Estos esquemas que aproximan los valores 
nuevos a partir de los calculados tienen un coste computacional pequeño en cada paso de tiempo, 
pero para que sean estables hay que trabajar con incrementos de tiempo pequeños. 
Los esquemas implícitos son aquellos en los que el cálculo de las variables ya no se aproxima, se calcula 
de forma precisa utilizando los valores del instante anterior y los valores de las variables en puntos 
adyacentes en el mismo instante de tiempo. El coste computacional para cada paso de tiempo en estos 
esquemas es muy alto, pero cuentan con una alta estabilidad.  
Para solventar el problema de la estabilidad en la utilización de esquemas explícitos estos deben 
cumplir la condición de Courant o CFL (Courant, Friedrichs y Levy) para determinar el paso de tiempo: 
𝑪 =
|𝒖 + 𝒄| · ∆𝒕
∆𝒙
≤ 𝟏 
(Eq. 3.13) 
 
Donde C es el número de Courant y |𝑢 + 𝑐| es la velocidad de propagación de una onda o velocidad 
de transmisión de la información. Para problemas con variaciones importantes en el espacio o en el 
tiempo, los esquemas explícitos son los más adecuados. 
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3.3.5. Modelización de las zonas cercanas a las paredes 
En las zonas cercanas a las paredes encontramos la generación de vórtices y turbulencias, por ello, no 
resolver estas zonas correctamente afecta negativamente a los cálculos realizados para el resto del 
flujo. Las medidas de las celdas cercanas a la pared tienen que tener una medida suficientemente 
pequeña para poder percibir todos los fenómenos que suceden en pequeña medida. Para determinar 
la medida necesaria en las zonas cercanas a la pared se utiliza el parámetro y+. Este parámetro es 
adimensional y funciona como la coordenada en la dirección normal a la pared. 
La zona cercana a la pared se divide en tres capas: La capa más cercana a la pared, y+ < 5, donde el flujo 
es laminar debido a la influencia de la viscosidad y la condición de no deslizamiento de la pared; la capa 
más alejada de la pared, 1000 > y+ > 30, donde el flujo no se encentra muy afectado por la pared y la 
inercia está presente y la zona entre las dos anteriores, 30 > y+ >5, donde la inercia y la viscosidad son 
relevantes. A partir de y+ >1000 el flujo es totalmente turbulento. 
Los modelos de turbulencia Spalart-Allmaras y k-w se han diseñado para resolver de forma fiable la 
capa viscosa (y+ < 5) mientras que los demás modelos de turbulencia mencionados anteriormente 
utilizan funciones de pared. OpenFOAM, siempre utiliza funciones de pared cuando la primera celda 
adyacente a la pared se encuentre fuera de un grosor y+ =11.225. Si la celda está dentro de la capa 
viscosa se debe utilizar un modelo de turbulencia adecuado para captar los fenómenos de esa capa. 
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4. Dinámica de fluidos computacional 
 
4.1. Introducción 
La Dinámica de Fluidos Computacional (Computational Fluid Dynamics, CFD) es la rama de la mecánica 
de fluidos que utiliza métodos numéricos y algoritmos para el estudio de problemas sobre el flujo de 
fluidos y transferencia de calor mediante el uso de ordenadores. 
El método consiste en discretizar una región del espacio mediante una malla para generar pequeños 
volúmenes de control. Acto seguido, se procede a la caracterización del problema a resolver definiendo 
condiciones de contorno, la tipología del flujo y las propiedades del fluido. Por último, mediante 
métodos numéricos se resuelven de forma iterativa las ecuaciones diferenciales que gobiernan la 
dinámica de fluidos en cada uno de los volúmenes de control hasta que el residuo es suficientemente 
pequeño. 
Algunas ventajas que aporta la CFD son: 
- Menor coste económico que el análisis experimental. 
- Posibilidad de verificar resultados teóricos. 
- La obtención de un gran número de datos y flexibilidad para modificar las diferentes 
configuraciones en un mismo estudio. 
- Los avances tecnológicos permiten afrontar problemas de mecánica de fluidos cada vez más 
c complejos. 
En la actualidad la CFD obtiene resultados precisos en la resolución de casos con flujos laminares, pero 
cuando se trata de flujos turbulentos la precisión de los resultados dependerá del método de 
turbulencia aplicado por su componente de modelizado, por eso, muchas simulaciones son validadas 
a partir de datos experimentales. Aunque hay que destacar que la mayoría de modelos de turbulencia 
utilizados en la actualidad proporcionan resultados suficientemente buenos para un gran abanico de 
aplicaciones en ingeniería.  
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4.2. OpenFOAM 
4.2.1. Introducción 
Open source Field Operation And Manipulation, OpenFOAM, es una librería C++ para el desarrollo de 
solucionadores numéricos personalizados y para el pre-/post-procesamiento de problemas de 
mecánica de medios continuos, incluyendo la dinámica de fluidos computacional. El código se obtiene 
como software libre y abierto bajo la Licencia Pública General (General Public License, GNU). 
Esta librería permite: 
- Creación, importación y manipulación de mallas (blockMesh, snappyHexMesh). 
- Definición de las condiciones de contorno. 
- Visualización de los resultados por medio de la interfaz ParaView. 
- Cálculo de los problemas en paralelo, permite descomponer el caso en diferentes 
procesadores. 
 
Tipología de problemas en los que se puede utilizar OpenFOAM: 
- Básicos de CFD. 
- Flujo incompresible con modelos RANS y LES. 
- Flujo compresible con modelos RANS y LES. 
- Ventilación natural (Buoyancy).  
- DNS (Direct Numerical Simulation). 
- Flujo multi-fase. 
- Combustión. 
- Transferencia de calor. 
- Particle-tracking: para el estudio de la interacción de una partícula en un campo. 
- Dinámica molecular y reacciones químicas. 
- DSMC (Direct Simulation Monte Carlo). 
- Electromagnetismo. 
- Dinámica de sólidos. 
Uno de los principales inconvenientes de OpenFOAM es la ausencia de una interfaz gráfica de usuario 
(GUI) integrada. Otras compañías independientes han sido las encargadas de desarrollar GUIs que 
trabajan con esta librería, como es el caso de Helyx-Os, interfaz que utilizaremos en este trabajo.  
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4.3. Helyx-OS 
4.3.1. Introducción 
Helyx-Os es una interfaz gráfica de usuario (GUI) de código abierto, diseñada por Engys, que trabaja de 
forma nativa con las bibliotecas estándar de OpenFOAM para la simulación de dinámica de fluidos 
computacional (CFD). Helyx-Os está destinado al uso académico y a la resolución de problemas básicos 
de CFD, y se entrega al público mediante una licencia pública general GNU. 
La interfaz gráfica fue creada para facilitar el uso de OpenFOAM y hacerlo más interactivo para el 
usuario, eliminando tener que introducir largas entradas manuales de código requeridas para definir 
las geometrías o condiciones de contorno, entre otras, y reduciendo así la probabilidad de cometer 
errores. La GUI proporciona todas herramientas para el pre-procesamiento de un problema de CFD, 
como la creación de geometrías, mallas, definición del caso y ejecución de los solvers.   
 
4.3.2. Estructura 
Cuando iniciamos Helyx-Os para crear un caso nuevo, al guardarlo este crea una carpeta donde alojará 
diferentes archivos de texto que describirán el modelo que se haya definido o vaya a definirse. En el 
ejemplo de la figura # se ha guardado en el escritorio un modelo con nombre, newCase, y dentro de 
este directorio se pueden observar los diferentes subdirectorios que ha generado Helyx-Os. 
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Figura 4.1. Ventana de un nuevo caso creado en Helyx-OS llamado “newCase”. 
Los casos normalmente están compuestos por cuatro subdirectorios: 
- Constant: dentro de este subdirectorio se encuentra la descripción de la malla (dentro del 
subdirectorio nombrado polyMesh), la descripción de las geometrías (dentro del subdirectorio 
nombrado triSurface) y las propiedades físicas (material, ecuaciones de estado, modelos 
termodinámicos, etc.) del caso. 
Figura 4.2. Interior del subdirectorio Constant. 
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- Log: se encuentran aquí alojados los archivos de texto de los ejecutables que realiza Helyx-Os 
para los solvers. 
 
- Time directories: estos subdirectorios enumerados son cada instante de tiempo del problema. 
Al principio solo aparecerá el subdirectorio 0 donde se encuentran los valores iniciales de las 
variables establecidos por el usuario y una vez se haya aplicado el solver aparecerán tantas 
carpetas como segundos se hayan simulado. En estas carpetas encontraremos el valor de las 
variables nuTilda, p, k, p_rgh, U, T, etc y las condiciones de contorno para cada instante de 
tiempo. En el ejemplo de la Figura 4.1 estas carpetas están alojadas dentro de los 
subdirectorios processor0 y processor1 dado que para el ejemplo se ha decidido descomponer 
el problema en 2 procesadores para un cálculo en paralelo. 
 
- System: se encuentran archivos relacionados con la descripción de los parámetros para la 
resolución del caso. Los más relevantes son: controlDict (donde se encuentran definidos el 
tiempo de iniciación y finalización, el paso de tiempo de cada simulación, la frecuencia de 
guardado de resultados, etc), fvSolution (donde están definidos los parámetros que controlan 
los algoritmos para la resolución del caso), blockMeshDict ( biblioteca donde están descritos 
los parámetros relacionados con la malla base), snappyHexMeshDict ( biblioteca donde se 
describen los parámetros relacionados con la manipulación de la malla base) y setFieldsDict ( 
se define la inicialización de las variables en un subdominio). 
 
Figura 4.3. Archivos alojados en el interior del subdirectorio System. 
 
 
 
4.3.3. Estructura de la GUI 
Al entrar en la interfaz gráfica veremos que esta se divide en tres grandes bloques: mesh, case setup y 
solver. 
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4.3.3.1. Mesh 
Este apartado dentro de la interfaz gráfica se basa principalmente en la creación y generación de la 
malla, así como la generación de la geometría y el refinamiento de la malla en esta. 
 
- Base Mesh (blockMesh): en este primer apartado se define la malla base, que corresponderá 
a una malla simple de hexaedros utilizada para generar la malla refinada en el apartado 
Geometry. Esta malla puede ser de tres tipos: 
1. Automática: el programa genera la malla automáticamente, pero esta opción 
conlleva más tiempo de cálculo.   
2. Definida por el usuario: se definen dos puntos para formar un hexaedro y la 
cantidad de elementos por cara que marcarán la medida de las celdas. 
3. Importada: se puede importar si se ha generado con otro programa y tiene un 
formato compatible con Helyx-Os, como pueden ser los formatos STL, OBJ o 
Nastran 
Figura 4.4. Base Mesh con refinamiento en la cara ffmaxz. 
 
En la Figura 4.4. se muestra el hexaedro definido por el usuario mediante sus medidas y el número 
de elementos que lo conforman. Las 6 caras que definen el hexaedro se les asigna el nombre de 
BoundaringBox y pueden ser utilizadas para establecer condiciones de contorno. Si es de interés 
se pueden refinar las zonas próximas a las caras del hexaedro, pero no se recomienda si la malla 
va a ser utilizada para refinar el interior o exterior de una geometría. 
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 A modo explicativo, se han añadido en la cara ffmaxz del ejemplo 20 capas con un grosor final 
igual al 90% del grosor de la celda y un factor de reducción de capa de 1.25 que puede observarse 
en la Figura 4.4. 
Se puede encontrar la información de la Base Mesh que hemos definido dentro del subdirectorio 
system -> blockMeshDict. 
Es importante observar el parámetro Cell Size de la Figura 4.4 que se mantengan los valores de las 
celdas de la misma medida para el correcto mallado de la geometría que veremos a continuación. 
 
- Geometry: este apartado es el destinado a crear la geometría de estudio. Pueden ser 
geometrías hexaédricas, esféricas, cilíndricas, planos o importadas mediante el botón STL, e 
igual que en la malla base los formatos compatibles son STL, OBJ o Nastran. 
Las superficies (Patch) que se generen en la geometría e interfieran con la malla base servirán 
para establecer las condiciones de contorno para nuestro problema y se podrán definir un 
número de condiciones de contorno igual al número de caras coincidentes de las geometrías 
con la malla base.  
 
Figura 4.5 Bloque Mesh de la interfaz Helyx-Os. 
En la Figura 4.5, se visualiza un hexaedro (box) al que se quiere añadir una entrada y una salida 
de aire, por lo que se generan dos geometrías, las cuales son coincidentes mediante una cara 
al hexaedro grande y así cuando se genere la malla se podrán definir las propiedades utilizando 
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las superficies en la que son coincidentes estas. Si solo interesa la cara coincidente para la 
aplicación de las propiedades y se procede a mallar el hexaedro internamente, se generará la 
salida y entrada como un plano en la geometría box si las geometrías salida y entrada se 
generaron hacia fuera de este, por el contrario, si se generaran hacia dentro, al mallar harían 
un volumen al cual también se le podría añadir propiedades.  
 
 
 
 
 
 
 
 
 
Figura 4.6 Mallado interior de la geometría con la salida en rojo y la entrada en verde. 
Una vez hemos definido la geometría, podemos decidir qué tipo de refinamiento queremos 
que se le aplique a cada superficie, Helyx-Os nos proporciona 2 opciones: 
1. Surface: dado un Level máximo y uno mínimo se genera un refinamiento en la zona 
superficial de la geometría. En las zonas más cercanas a la geometría aplica el Level 
más grande, que proporciona la medida de celda más pequeña, y conforme se aleja 
de la geometría reducirá el level de manera gradual hasta aplicar el Level 0. 
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El Level indica el grado de refinamiento de las celdas en referencia de las celdas de la 
Base Mesh. Por ejemplo, si aplicamos un Level 1 significa que la medida de las celdas 
a refinar se obtiene dividiendo el tamaño de las celdas de la malla base entre 21. Si 
aplicamos un Level n, dividimos las celdas de la malla base entre 2n, donde n es un 
número entero y positivo. 
 
 
2. Volumetric: En el modo volumétrico encontramos tres modos de refinamiento, 
siendo éstos Inside, Outside y Distance. En los dos primeros solo hay que definir el 
Level de refinamiento, Inside refinará toda la zona interna de la geometría y Outside 
refinará toda la zona externa de la geometría. Estos dos modos son muy lentos 
calculando ya que aplicaran el mismo Level para todo el mallado y, por tanto, el 
mismo refinamiento en toda la malla. En el modo de refinamiento Distance 
definiremos el Level y la distancia a la cual se aplicará ese Level, lo que nos permitirá 
refinar la malla de forma gradual pero controlada. Es importante mencionar que en 
este último los levels tienen que estar ordenados de mayor a menor y las distancias 
de menor a mayor; de lo contrario no se aplicará el refinado. 
 
Figura 4.7. Refinamiento Distance aplicando dos levels distintos. 
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Layers: Sirve para refinar las superficies que envuelven una geometría y que serán utilizadas 
como una condición de contorno. Se añaden un numero de capas de grosor controlado 
alrededor de la superficie. Con este refinamiento se trabaja de la misma manera mostrada en 
la Figura 4.4. 
 
Zones: Sirve para introducir otro medio (Cell Zone) dentro del campo de trabajo, como por 
ejemplo si se quisiera introducir un cuerpo en movimiento, una fuente generadora de calor o 
un medio poroso se definirían en este apartado. Hay tres tipos de Zones: Internal, Boundary o 
Baffle. El Boundary y Baffle mantienen la superficie de la geometria para crear la Cell Zone, la 
cual puede ser utilizada para establecer las condiciones de contorno, mientras que la Internal 
solo genera la Cell Zone. 
 
Los datos de las geometrías generadas en Helyx-Os se guardan en el subdirectorio system -> 
snappyHexMeshDict. SnappyHexMesh es un generador automático de mallas tridimensionales de 
celdas hexaedricas, donde la malla es creada alrededor o en el interior de las geometrías y permite 
el refinamiento de las zonas cercanas a las superficies de estas geometrías. Para su correcto 
funcionamiento necesita: 
- Una malla simple de hexaedros, generada en el apartado Base Mesh, con un aspecto-ratio 
aproximadamente de valor igual a 1 (las celdas de la malla base tienen que tener todas las 
mismas medidas). 
- Uno o más archivos triangular-surface-geometries dentro del directorio del caso. 
- El diccionario snappyHexMeshDict dentro del directorio del caso. 
 
- Lines: en esta opción podemos refinar las zonas cercanas a una línea. El método de 
procedimiento es parecido al refinamiento volumétrico de las geometrías: se asigna el nivel 
de refinamiento y la distancia en que se quiere aplicar. También se pueden definir diferentes 
niveles de grado de refinamiento siempre y cuando se ordenen las distancias de menor a 
mayor.  
Se pueden obtener las líneas de las aristas en base a las geometrías ya definidas 
anteriormente. Para obtenerlas, en el apartado Geometry, se debe clicar el botón derecho 
sobre la geometría donde se quiera extraer las aristas y seleccionar la opción Lines → Extract 
y aparecerán en este apartado.  
 
- Material point: se define un punto en el espacio para indicar donde se proceda a trabajar y 
por tanto donde se aplicará la malla y el refinamiento. Si el punto está fuera de la geometría, 
la malla se generará por fuera de esta y, por el contrario, si el punto se encuentra en el 
interior se mallará la geometría por dentro. 
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- Options: en esta opción se pueden modificar diferentes parámetros relacionados con la 
calidad de la malla: las tolerancias para el cálculo de la malla, el número máximo de celdas 
permitidas en el mallado automático, etc. 
 
 
 
 
 
 
 
 
Figura 4.8. Ventana Options del bloque mesh. 
 
- Create y Check: Para ejecutar los archivos referentes a la creación de la malla hay que clicar 
en el botón Create para generar la malla. El tiempo variará según la complejidad de las 
geometrías definidas y del número de celdas. Este botón ejecuta los comandos blockMesh y 
snappyHexMex para la creación de la malla base y refinamiento con la geometría. 
Una vez creada la malla: 
• Se puede encontrar los datos que definen la geometría, el refinamiento que hemos 
aplicado en la malla y el material point definidos dentro del subdirectorio system -> 
snappyHexMeshDict. 
• Con el botón Check se puede revisar la calidad de la malla. Un parámetro a tener en 
cuenta es non-ortogonality ya que no se aconseja utilizar mallas con uno mayor de 90. 
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Figura 4.9. Revisión de una malla indicando que todo está correcto (Mesh OK). 
 
- Mesh: una vez se haya creado la malla en el apartado patches encontraremos la información 
de la malla que se ha generado en cada uno de los elementos definidos de nuestra 
geometría (número de puntos, celdas, hexaedros, etc.). 
 
Figura 4.10. Información de la malla generada mostrada en el apartado Mesh. 
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4.3.3.2. Case Setup 
En este bloque se procederá a definir el modelo que hemos generado anteriormente añadiendo las 
condiciones de contorno, el modelo de solución que queremos que aplique al problema, los materiales 
que intervienen y los parámetros de control del tiempo, entre otros.  
 
- Decompose: Es importante hablar de esta opción nada más llegar a este bloque porque puede 
conducir a errores en un futuro. Descompose permite que, si se ha iniciado un caso en serie, 
este se descomponga en diferentes procesadores para poder trabajar en paralelo y realizar los 
cálculos más rápido o, por el contrario, si se ha iniciado en paralelo, reconstruya la malla para 
en un futuro poder ver los resultados correctamente. 
Si se inició el caso en serie: interesaría descomponer el caso en varias partes si el ordenador 
cuenta con más de un procesador, ya que así se reducirá el tiempo de cálculo. Con esta opción 
se puede realizar con solo implementar el número de procesadores que se van a querer utilizar 
y en cuantas partes desea que se realice la partición. Por ejemplo, si se selecciona 4 y número 
de particiones 2x2x1, creará 4 carpetas para los diferentes procesadores y dividirá en 2 el 
dominio en la dirección de las X, en 2 en la dirección de las Y y 1 en la dirección de las Z 
obteniendo así 4 subdominios, uno para cada procesador. Si por el contrario desea realizar la 
partición del caso más adelante en el Apartado 4.3.4 Ejecutar aplicaciones en paralelo se 
explica cómo realizarlo mediante el uso de un Terminal. 
Si se inició el caso en paralelo: es importante que se tome nota en este punto dado que si se 
modifican los archivos de texto en un futuro y se simula el caso es posible que no se pueda 
reconstruir correctamente. Helyx-Os hace las particiones de la malla y las aloja en cada carpeta 
de los procesadores que se hayan definido al principio por lo que si se accede a estas, 
processor0 → constant → polyMesh (se menciona el processor0 pero se puede verificar en 
cualquiera de los demás), se podrá visualizar el archivo de texto de la malla, pero si se regresa 
hacia atrás y se visualiza en el subdirectorio constant → polyMesh del directorio principal del 
caso se puede comprobar que en esta no hay ningún archivo, lo cual significa que la malla no 
está reconstruida. Lo único que se debe hacer es utilizar la opción descompose para que la 
reconstruya, ya que los programas que utilizaremos para ver los resultados utilizan la malla 
reconstruida. 
Si se olvida este paso y se simulan los casos sin modificar ninguna biblioteca manualmente, se 
puede volver a esta opción y reconstruir la malla, pero si por el contrario se han modificado 
las bibliotecas, es posible perder los datos o que vuelvan a aparecer los datos base.  
 
- Solution Modeling: de define si se trata de un problema en régimen transitorio o estacionario, 
el tipo de flujo (compresible o incompresible), el modelo de turbulencia, etc. Se debe ir con 
cuidado, ya que cada vez que se modifica este apartado, el resto de apartados que vienen a 
continuación pueden verse afectados y Helyx-Os por defecto borra todos los datos 
introducidos y los pasos de tiempo simulados si ya se había trabajado en este caso con 
anterioridad. 
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- Materials: se modifican las propiedades del material del medio a modelar. 
 
- Boundary Conditions: Se establecen las condiciones de contorno en las superficies que se han 
generado en el mallado. A continuación, se describen algunas de las condiciones de contorno 
estándar que ofrece Helyx-Os.  
Contornos geométricos (constraint): 
 
- patch: Contorno geométrico genérico, utilizado para establecer condiciones de 
entrada o salidas de fluido. Las entradas y salidas de aire en un Rack serán Patch.  
- wall: Utilizado para modelar paredes.  
- symmetryPlane: Se utiliza en el caso de querer indicar un plano de simetría en el 
modelo.  
- Symmetry: Se usa para indicar simetría respecto a cualquier geometría (no 
necesariamente un plano). 
- empty: Utilizado para modelar soluciones unidimensionales (1D) o bidimensionales 
(2D). Esta condición empty indica en qué dirección del sistema de coordenadas no se 
quiere resolver las ecuaciones. Solo puede tener una celda en esta dirección, que debe 
ser un prisma recto con las aristas laterales paralelas a la dirección que quiere 
inhabilitarse. 
- wedge: Utilizado para modelos asimétricos 2D. 
- cyclic: Contorno usado para tratar diferentes superficies, como si estuviesen 
conectadas físicamente; lo que sale de una de ella entra en la otra. Suele usarse en 
modelos donde se tienen geometrías muy repetitivas.  
 
Condiciones de contorno básicas 
 
- fixedValue: El valor de la variable es especificada por el usuario y se mantiene 
constante durante toda la simulación. 
- fixedGradient: El gradiente (∇·𝑓=𝑐𝑜𝑛𝑡𝑎𝑛𝑡) de la variable está especificado y se 
mantiene constante durante toda la simulación. 
- zeroGradient: El gradiente (∇·𝑓) de la variable es 0. 
- mixed: Condición de contorno que pasa de fixedValue a fixedGradient dependiendo 
de un valor límite (valueFraction). En el ejemplo donde el valueFraction es 1, se le 
aplicaría la condición de contorno fixedValue y la de fixedGradient si fuese 0.  
- groovyBC: Esta condición de contorno permite definir condiciones de contorno a partir 
de expresiones algebraicas definidas por el usuario, otras condiciones de contorno o 
las mismas variables del flujo. Por ejemplo, está condición de contorno se usa en este 
trabajo para la temperatura del aire en la entrada de los Racks. Para utilizar esta 
condición de contorno debe instalarse la librería swak4Foam.  
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Condiciones de contorno para entradas y salidas 
Estableciendo como contorno geométrico patch, se tienen las siguientes condiciones de 
contorno para una entrada: 
 
- fixedFluxPressure: La presión se calcula a partir del flujo. A la entrada o salida donde se 
aplica esta condición de contorno se debe especificar la velocidad (o el caudal). 
- pressureInletOutletVelocity: La velocidad se calcula a partir del flujo. Si el fluido sale del 
dominio se aplica zeroGradient (sirve para evitar flujos reversibles; lo que se había 
establecido como entrada se comporte como salida, o viceversa) a la velocidad y si el 
fluido entra al dominio se calcula la velocidad a partir del flujo en las celdas normales en 
la superficie donde se establece la condición de contorno. La velocidad obtenida es 
normal en la superficie. El convenio de signos es: velocidades positivas para flujos 
entrantes al dominio, y velocidades negativas para flujos salientes.  
- pressureInletVelocity: La velocidad se calcula a partir del flujo. Se calcula la velocidad a 
partir del flujo en las celdas normales en la superficie de la condición de contorno. La 
velocidad obtenida es normal en la superficie. Si el flujo puede ser reversible se 
recomienda el uso de pressureInletOutletVelocity. 
- flowRateInletVelocity: Puede establecerse la velocidad definiendo el caudal másico o 
volumétrico.  
- outletInlet: La velocidad en la entrada se calcula a partir de la velocidad en la salida. Se 
genera un flujo a la entrada de tal forma que se evita el flujo reversible en la salida.  
- inletOutlet: La velocidad en la salida se calcula a partir de la velocidad en la entrada. Se 
genera un flujo en la salida de tal forma que se evita el flujo reversible en la entrada. 
- totalPressure: Se especifica la presión total y la presión estática se calcula a partir del flujo. 
La presión total es la suma de la presión estática y la presión dinámica (𝑝0=𝑝+(1/2)𝜌𝑐2, 𝑝0 
es la presión total, 𝑝 la presión estática, 𝜌 la densidad y 𝑐 la velocidad). En el caso del aire 
considerado como incompresible se debe especificar Gamma (𝑐p/𝑐v) de valor 1.4 para el 
aire como gas ideal. 
- surfaceNormalFixedValue: Sirve para establecer un valor fijo de una magnitud física en la 
dirección normal en la superficie.  
 
Condiciones de contorno para paredes 
 
- fixedFluxPressure: La presión en la pared se especifica a partir del flujo. 
- noSlip: Condición de no deslizamiento. La velocidad del fluido en contacto con la pared es 
0.  
- slip: Condición de deslizamiento. La velocidad del fluido en contacto con las pareces viene 
definida por el campo de velocidades dentro del dominio. 
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- partialSlip: Condición de deslizamiento parcial. El usuario puede indicar que grado de 
deslizamiento tienen las paredes.  
- movingWallVelocity: Sirve para modelar paredes en movimiento rectilíneo.  
- rotatingWalVelocity: Sirve para modelar paredes en movimiento rotatorio.  
 
Las condiciones de contorno definidas hasta ahora no están en función del tiempo. Existe la 
posibilidad de introducir condiciones de contorno en función del tiempo a partir de funciones o 
tablas.  
 
- Cell Zones: si en la malla se ha creado una cell zone, en este apartado podemos definir si se 
trata de un medio poroso, una malla en movimiento, una fuente de calor o un MRF. 
 
- Numerical Schemes: se definen diferentes parámetros relacionados con los métodos 
numéricos que se utilizarán para resolver las ecuaciones diferenciales que gobiernan la 
mecánica de fluidos del modelo. 
 
- Solver Settings: se definen diferentes parámetros que controlan los métodos numéricos 
escogidos como puede ser la tolerancia de los residuos. 
 
- Runtime Controls: se define el tiempo de iniciación y finalización del caso, la frecuencia a la 
que se quieren guardar los resultados, el número de Courant (recomendable por debajo de 
uno para una buena convergencia en régimen transitorio), el paso del tiempo a simular (Δt), 
etc. 
 
- Fields Initialisation: apartado en el que podemos modificar las propiedades físicas del medio 
en el instante inicial como el campo de velocidades, presión, temperatura, energía cinética 
turbulenta, etc. 
 
 
Nota: Si nuestra geometría consta de paredes con una transferencia de calor fija es importante 
llegados a este punto, guardar el caso e ir a modificar el archivo T que se encuentra en el subdirectorio 
0. Por otro lado, si se ha dividido el caso en varios procesadores, lo encontraremos dentro de cada 
carpeta de los procesadores, processor 1 → 0 → T, ya que si se intenta ejecutar el caso nos mostrará 
en pantalla un problema kappaMethod. Para solucionarlo, se debe añadir la siguiente línea:  
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Pared 1 
{ 
type externalWallHeatFluxTemperature;  
kappa fluidThermo; 
kappaMethod fluidThermo; 
} 
 
4.3.3.3. Solver 
Apartado donde se ejecuta el solver definido para el caso. Al ejecutar el solver aparecerá un terminal 
donde muestra la información de la evolución de la simulación como: el tiempo que está simulando, el 
tiempo que lleva simulando, el número de Courant, el paso de tiempo, etc. También se muestra una 
pantalla con la evolución de los residuos para cada una de las ecuaciones que está resolviendo. 
Los solvers que puede realizar Helyx-Os son los siguientes: 
- Para flujos incompresibles: simpleFoam, pimpleFoam y pisoFoam amb fvOptions (para la 
simulación de regímenes estacionarios de máquinas rotatorias) y modelaje de medios 
porosos. 
- Flujos compresibles (Ma<1): rhoSimpleFoam y rhoPimpleFoam amb fvOptions y modelaje de 
medios porosos. 
- Flujos compresibles (Ma>1): sonicFoam. 
- Transferencia de calor y convección natural: buoyantSimpleFoam, buoyantPimpleFoam, 
buoyanBoussinesqSimpleFoam y buoyanBoussinesqPimpleFoam amb fvOptions para MRF y 
modelaje de medios porosos. 
- Flujos multifásicos de superficie libre: interFoam. 
- Mallas dinámicas: pimpleDyMFoam, rhoPimpleDyMFoam e interDyMFoam. 
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Figura 4.11. Bloque Solver de la interfaz Helyx-Os. 
 
4.3.4. Ejecutar aplicaciones en paralelo 
Para poder descomponer el dominio del problema de forma manual, debemos modificar el diccionario 
decomposeParDict, el cual se encuentra en el subdirectorio /system. La descomposición se realiza 
indicando en el decomposeParDict el número de subdominios que se desean, es decir, el número de 
cores que se utilizaran o numerOfSubdomains, el método de descomposición (simple, hierarchical o 
manual) y la forma de descomposición en el sistema de coordenadas, donde n = número de 
subdominios en el eje de las x, número de subdominios en el eje de las y y número de subdominios en 
el eje de las z. Por ejemplo: 
numberOfSubdomains 4; 
method simple; 
simpleCoeffs 
{ 
n (2 2 1); 
delta 0.001; 
} 
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hierarchicalCoeffas 
{ 
n (1 1 1); 
delta 0.001; 
order xyz; 
} 
manualCoeffs 
{ 
dataFile ””; 
} 
distributed no; 
roots (); 
 
Diccionario decomposeParDict, donde el usuario ha descompuesto el dominio en 4. Se ha utilizado el 
método simple dividiendo el dominio en 2 en la dirección x, 2 en la dirección y y 1 (sin división) en la 
dirección z, obteniendo así 2x2x1= 4 subdominios. 
 
Una vez definida la descomposición, debe ejecutarse el diccionario con el siguiente ejecutable: 
 
decomposePar 
 
Para la ejecución de una aplicación en paralelo debe usarse el siguiente comando: 
 
mpirun – no <número de procesadores> <ejecutable> -parallel > nombre archivo control 
ejecución>.log 
 
Si, por ejemplo, desea ejecutarse el solver buoyantPimpleFoam con 4 procesadores y crear el archivo 
Control para controlar la ejecución, se procedería de la siguiente forma: 
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mpirun -np 4 buoyanPimpleFoam –parallel > Resultados.log 
 
Para reconstruir el dominio para la visualización de resultado, debe ejecutarse el siguiente comando: 
 
reconstructPar 
 
Si solo se desea visualizar la reconstrucción del último instante de tiempo, se utiliza: 
 
recostructPar -latestTime 
 
4.3.5. Post-procesado con ParaView 
 
OpenFOAM tiene integrado ParaView como programa de Post-procesado determinado. Para ejecutar 
la visualización de resultados con ParaView se usa el comando: 
 
paraFoam 
 
Si ha realizado un cálculo en paralelo, para la visualización de los resultados, se debe reconstruir 
primero el Dominio con el comando reconstructPar indicado en el apartado anterior.  
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5. Estudio en CFD de un centro de procesamiento de datos 
5.1. Identificación del problema 
5.1.1. Descripción del problema 
Este trabajo tiene como objetivo el estudio dinámico y la evolución de la temperatura del aire que 
asumirá dentro de un centro de procesamiento de datos (CPD), en concreto dentro de una BTS. La BTS 
está formada por 2.2x2.5x2.5 m3 útiles y fabricada en paneles sándwich compuestos por dos placas 
metálicas de 1 cm de espesor y aislante térmico de lana mineral entre estas placas de 7 cm de espesor. 
Los valores de transferencia de calor por convección son 9 y 16 W/m2·K respectivamente. 
 
Descripción del equipo encontrado en la BTS: 
 
 
 
 
 
 
 
Figura 5.1. Distribución de los equipos que conforman la BTS. 
 
1. Rack de comunicaciones: encontramos 4 racks idénticos dentro de nuestro problema, 
formados por una cabina metálica con rejas de ventilación en la parte frontal y superior donde 
se alojan diferentes equipos informáticos y de comunicaciones. La parte frontal cuenta con 4 
rejillas de absorción de aire para la ventilación y en la parte superior una única rejilla con la 
función de expulsar el aire caliente alojado en el interior. 
 
 
  Memoria 
38   
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.2. Rack de comunicaciones modelo Environ ER600, Excel (Fuente: es.excel-networking.com). 
 
2. Equipo de HVAC: equipo de calefacción, ventilación y aire acondicionado, en inglés Heating, 
Ventilating and Air Conditioning, para la regulación de la temperatura dentro de la estancia. 
3. Extractores: ventiladores encargados de expulsar el aire interior de la BTS para su 
renovación. Utilizados en el método de Free Cooling. 
4. Puerta con rejilla de entrada de aire: en el método Free Cooling, básicamente se introduce 
aire del exterior de una estancia al interior de esta con motivo de refrigerar o atemperar la 
estancia por la diferencia de entalpias que encontramos. La rejilla es la encargada de facilitar 
la entrada de aire a la BTS. 
5. Cuadro eléctrico. 
 6. y 7.   Equipo rectificador y baterías: se coloca todo el equipo dentro de este armario. 
 
La configuración a estudiar utilizando CFD será el interior de la BTS mostrada a continuación: 
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Figura5.3. Dimensiones de la BTS, vista aérea. 
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. 
 
 
 
 
 
 
 
 
 
 
Figura 5.4. Dimensiones de la BTS, alzado posterior. 
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Figura 5.5. Dimensiones de la BTS, planta. 
 
5.1.2. Escenarios a simular 
Cada BTS dispone de 4 racks, cada uno de ellos dispone de un sistema de refrigeración integrado que 
consiste en un conjunto de ventiladores interiores que absorben aire de la estancia y una vez realizan 
la refrigeración de los elementos internos lo expulsan de nuevo en esta.  
Dada esta premisa, se evaluarán 4 escenarios distintos para ver el efecto de la situación de los 
extractores en la BTS. En todos los casos, cada rack trabajará con un caudal volumétrico constante de 
aire de 1200 m3/h y toda la energía térmica liberada por los equipos en el ciclo de refrigeración pasará 
al aire. Esta energía térmica absorbida por el aire se considera constante y el consumo/generación de 
calor interna será de 6kW.  
Consideraremos una situación de invierno en la que se puede aprovechar la baja entalpia del ambiente 
para refrigerar el aire en el interior de la estancia, free cooling, mediante los ventiladores extraeremos 
un caudal volumétrico constante de 1230 m3/h a través de una sección de 0.09 m2. El aire frío entrará 
a la estancia por medio de la rejilla ubicada en la parte inferior de la puerta de sección útil 0.18 m2. 
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Las temperaturas serán las siguientes: 
Temperatura exterior: 15ºC. 
Temperatura inicial interior de la BTS: 26ºC. 
Temperatura del suelo de la BTS: 24ºC. 
   
Teniendo en cuenta estas consideraciones se evaluarán 4 escenarios. 
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Escenario 1 Escenario 2 
  
Escenario 3 Escenario 4 
 
 
 
 
 
 
 
  
 
 
En los 4 escenarios la sección de los ventiladores se mantiene constante. La altura a la que se 
encuentran con respecto al suelo también se mantendrá constante y será de 1900 mm. 
La posición de los ventiladores en los escenario 2 y 3 es simétrica con respecto al escenario 1 y en el 
escenario 4 se situan en la mitad de la BTS. 
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5.1.3. Planteamiento del problema 
Conductividad térmica  
El envolvente de la BTS está formado por paneles Sandwich compuestos de dos placas metálicas de 1 
cm de espesor y entre estas 7cm de aislante de lana mineral. Se considera una conductividad térmica 
constante en toda la placa de valor kpm= 50 Wm/K y una conductividad térmica para la lana mineral de 
klm= 0.04 Wm/K. 
Caudal másico en los racks 
Aunque se considere un caudal volumétrico constante de 1200 m3/h en la refrigeración de cada rack, 
el caudal másico no se mantiene constante ya que debido a los cambios de temperatura y presión 
(estos últimos en menor medida) del aire, la densidad en la entrada y salida del rack no se mantiene 
constante. Se asumirá un pequeño error haciendo la hipótesis de que el caudal másico es constante 
para una presión de 101325 Pa a la temperatura inicial del interior de la BTS. 
Secciones de entrada y salida del aire en los racks 
Para la simulación en CFD se supone que en la cubierta metálica frontal de los racks se encuentran 
cuatro entradas de aire de 200x600 mm2 repartidas de forma equidistante y en la parte superior se 
encuentra una reja de salida del aire de 300x600 mm2. 
 
 
 
 
 
 
 
 
 
 
Figura 5.6. Esquema de las entradas y salidas de aire del Rack. 
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5.1.4. Cálculos previos  
Flujo de aire a través de los racks 
Se considera una temperatura exterior Te= 15ºC, una temperatura interior Ti= 26ºC y una temperatura 
del suelo Ts= 24ºC. Para proceder al cálculo se toma un volumen de control alrededor de un rack con 
4 entradas de aire de 200x600 mm2 (sección total de 800x600 mm2) y una salida de 300x600 mm2. Un 
caudal constante de 0.333 m3/s (1200 m3/h) en la entrada del rack. Bajo las condiciones de estudio 
supondremos que el aire se comporta como un gas ideal. 
 
 
 
 
 
 
 
 
 
Figura 5.7. Volumen de control en el rack. 
 
Considerando régimen estacionario y conservación de masa en el volumen de control establecido 
anteriormente, se tiene que el caudal másico en la entrada del VC es igual al caudal másico en la salida. 
ṁ𝑒𝑛𝑡𝑟𝑎𝑑𝑎 = ṁ𝑠𝑎𝑙𝑖𝑑𝑎 = 𝜌𝑒𝑛𝑡𝑟𝑎𝑑𝑎 · ?̇?𝑒𝑛𝑡𝑟𝑎𝑑𝑎 =
𝑃𝑒𝑛𝑡𝑟𝑎𝑑𝑎
𝑅′ · 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎
?̇?𝑒𝑛𝑡𝑟𝑎𝑑𝑎 = 
=
101325
286.69 · (26 + 273.15)
·
1200
3600
= 0.393816 = 0.3938 
𝑘𝑔
𝑠
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Donde R’ es la constante universal de los gases ideales dividida por la masa molar del gas. Al tener 4 
entradas, el caudal másico para cada entrada será -0.09845 kg/s. 
Una vez hallado el caudal másico en el Rack se pueden encontrar las velocidades en la entrada y salida 
del rack de la siguiente manera: 
𝑐𝑒𝑛𝑡𝑟𝑎𝑑𝑎 =
ṁ𝑒𝑛𝑡𝑟𝑎𝑑𝑎
𝜌𝑒𝑛𝑡𝑟𝑎𝑑𝑎 · 𝐴𝑟𝑒𝑎𝑒𝑛𝑡𝑟𝑎𝑑𝑎
=
0.3938
1.181449 · (0.2 · 0.6 · 4)
= 0.69444 
𝑚
𝑠
 
𝑐𝑠𝑎𝑙𝑖𝑑𝑎 =
ṁ𝑠𝑎𝑙𝑖𝑑𝑎
𝜌𝑠𝑎𝑙𝑖𝑑𝑎 · 𝐴𝑟𝑒𝑎𝑠𝑎𝑙𝑖𝑑𝑎
=
0.3938
𝜌𝑠𝑎𝑙𝑖𝑑𝑎 · (0.3 · 0.6)
=
2.18787
𝜌𝑠𝑎𝑙𝑖𝑑𝑎
 
 
Se utiliza el primer principio de la termodinámica para sistemas en régimen estacionario sobre el 
volumen de control para encontrar la temperatura a la salida del Rack: 
𝒉𝒔𝒂𝒍𝒊𝒅𝒂 =
?̇?
?̇?𝒆𝒏𝒕𝒓𝒂𝒅𝒂
+ 𝒉𝒆𝒏𝒕𝒓𝒂𝒅𝒂 +
𝒄𝒆𝒏𝒕𝒓𝒂𝒅𝒂
𝟐
𝟐
−
𝒄𝒔𝒂𝒍𝒊𝒅𝒂
𝟐
𝟐
 
(Eq. 5.1) 
Donde ?̇? es la tasa de calor absorbida por el aire al circular por el interior del Rack y h es la entalpia. 
Obtenemos el valor de la entalpia de entrada para una T=299.15 K y aire a 1atm mediante tablas y lo 
aplicamos a la ecuación anterior: 
ℎ𝑠𝑎𝑙𝑖𝑑𝑎 =
1500
0.393816
+ 299336.6 +
0.694442
2
−
2.187872
2 · 𝜌𝑠𝑎𝑙𝑖𝑑𝑎
2  
ℎ𝑠𝑎𝑙𝑖𝑑𝑎 = 303145.7265 −
2.39339
𝜌𝑠𝑎𝑙𝑖𝑑𝑎
2  
 
Se puede eliminar el término que contiene la densidad porque es despreciable en comparación con el 
otro valor ya que no se conoce el valor de la temperatura a la salida del Rack, por lo que: 
ℎ𝑠𝑎𝑙𝑖𝑑𝑎 = 303.1457 
𝑘𝐽
𝑘𝑔
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A partir de la entalpia obtenemos la temperatura mediante tablas. 
𝑇𝑠𝑎𝑙𝑖𝑑𝑎 = 302.94 𝐾 
 
Obtenida la temperatura se procede a calcular la velocidad a la salida del rack: 
𝑐𝑠𝑎𝑙𝑖𝑑𝑎 =
2.18787
𝜌𝑠𝑎𝑙𝑖𝑑𝑎
=
2.18787
101325
286.69 · 302.94
= 1.8753 
𝑚
𝑠
 
 
Expresión para un gas ideal 
∆𝒉 = ∫ 𝒄𝒑 · 𝒅𝑻
𝑻𝟐
𝑻𝟏
 
(Eq. 5.2) 
Donde cp es el calor específico. 
Mediante tablas se obtiene un valor constante del 𝑐𝑝 = 1007 𝐽/𝑘𝑔 · 𝐾 para una temperatura entre 
los 15 y 70 ºC apto para el rango de temperaturas en el que se trabaja en este trabajo. Arreglando la 
expresión nos queda: 
∆ℎ = 𝑐𝑝 · ∆𝑇 = 1007 · (𝑇𝑠𝑜𝑟𝑡𝑖𝑑𝑎 − 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎) 
ℎ𝑠𝑜𝑟𝑡𝑖𝑑𝑎 − ℎ𝑒𝑛𝑡𝑟𝑎𝑑𝑎 = 𝑐𝑝 · ∆𝑇 = 1007 · (𝑇𝑠𝑜𝑟𝑡𝑖𝑑𝑎 − 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎) 
 
Relacionándolo con el principio de la termodinámica Eq. 5.1, haciendo la hipótesis de que el caudal 
másico se mantiene constante y despreciando los términos de la velocidad, encontramos la expresión 
para la condición groovyBC: 
1007 · (𝑇𝑠𝑜𝑟𝑡𝑖𝑑𝑎 − 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎) =
?̇?
?̇?𝑒𝑛𝑡𝑟𝑎𝑑𝑎
+
𝑐𝑒𝑛𝑡𝑟𝑎𝑑𝑎
2
2
−
𝑐𝑠𝑎𝑙𝑖𝑑𝑎
2
2
 
𝑇𝑠𝑜𝑟𝑡𝑖𝑑𝑎 =
1500
0.393816 · 1007
+ 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎 = 3.7824 + 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎 
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Para el cálculo de los extractores consideramos que trabajan con un caudal volumétrico constante de 
1230 m3/h a través de una sección de 0.09 m2. 
ṁ𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟 =
𝑃𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟
𝑅′ · 𝑇𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟
?̇?𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟 =
101325
286.69 · (26 + 273.15)
·
1230
3600
= 0.4037 
𝑘𝑔
𝑠
 
 
Consideramos que el aire que sale a través de los dos extractores es igual al que entra por la rejilla de 
la puerta, por lo que tenemos: 
ṁ𝑟𝑒𝑗𝑖𝑙𝑙𝑎 = 2 · ṁ𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑜𝑟 = 2 · 0.4037 = 0.8074 
𝑘𝑔
𝑠
 
 
La rejilla con una superficie útil de 0.18 m2 y asumiendo que el aire que entra hacia la estancia lo hace 
a 15 ºC y 101325 Pa la velocidad del aire al atravesar la rejilla será: 
𝑐𝑟𝑒𝑗𝑖𝑙𝑙𝑎 =
ṁ𝑟𝑒𝑗𝑖𝑙𝑙𝑎
𝜌𝑒𝑥𝑡𝑒𝑟𝑖𝑜𝑟 · 𝐴𝑟𝑒𝑎𝑟𝑒𝑗𝑖𝑙𝑙𝑎
=
0.8074
101325
286.69 · (15 + 273.15)
· 0.18
= 3.65670 
𝑚
𝑠
 
 
Cálculo de las variables para definir los diferentes modelos de turbulencia al trabajar con Helyx-Os 
según la página U-45 de la guía OpenFOAM User Guide versión 4.0 (3). Las variables k y 𝜀 definirán el 
modelo de turbulencia k- 𝜀 y la variable 𝑣𝑡 definirá el modelo Spalart-Allmaras. 
𝒌 = 𝟏. 𝟓(𝑻𝒊 · 𝑼𝒓𝒆𝒇)
𝟐 (Eq. 5.3) 
Donde k es la energía cinética turbulenta, 𝑼𝒓𝒆𝒇 es la velocidad de referencia y 𝑻𝒊 la intensidad de 
turbulencia de valor 5% para problemas de turbulencia baja (<106). 
𝜺 = 𝑪𝝁
𝟑
𝟒
𝒌
𝟑
𝟐
𝒍
 
(Eq. 5.4) 
Donde 𝜀 es la disipación de la energía cinética turbulenta, Cµ es una constante de valor 0.09 y 𝒍 es una 
escala de longitud turbulenta de valor 5% de la Lcar. 
𝒗𝒕 = √
𝟑
𝟐
 (𝑼𝒓𝒆𝒇 · 𝑻𝒊 · 𝒍) 
(Eq. 5.5) 
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Donde 𝒗𝒕es la viscosidad cinemática turbulenta. 
Tomando la entrada como punto de referencia tenemos que Uref= 3.6567 m/s y Lcar= 0.9m. También 
obtenemos de tablas los valores de 𝜌 = 1.225 𝑘𝑔/𝑚3 y 𝜇 = 1.8020 · 10−5 𝑃𝑎 · 𝑠 para una T= 15 ºC 
y 1 atm. 
𝑅𝑒 =
𝜌𝑈𝑟𝑒𝑓𝐿𝑐𝑎𝑟
𝜇
=
1.225 · 3.6567 · 0.9
0.00001802
= 223724.29 
𝑘 = 1.5 · (3.6567 · 0.05)2 = 0.050143 ≅ 0.05 
𝑚2
𝑠2
 
𝜀 = 0.09
3
4
(0.050143)
3
2
0.05 · 0.9
= 0.04100 ≅ 0.04 
𝑚2
𝑠3
 
𝑣𝑡 = √
3
2
 (3.6567 · 0.05 · 0.05 · 0.9) = 0.010077 ≅ 0.01 
𝑚2
𝑠
 
 
Resistencias térmicas en serie 
Para el cálculo de la resistencia térmica de un panel Sandwich se realiza una asociación en serie de 
resistencia térmicas. 
𝑹𝑻 =
𝟏
𝑨𝒊 · 𝒉𝒊
+
𝒆𝒑𝒎
𝑨𝒑𝒎 · 𝒌𝒑𝒎
+
𝒆𝒍𝒎
𝑨𝒍𝒎 · 𝒌𝒍𝒎
+
𝒆𝒑𝒎
𝑨𝒑𝒎 · 𝒌𝒑𝒎
+
𝟏
𝑨𝒆 · 𝒉𝒆
 
(Eq.5.6) 
 
?̇?𝒑𝒂𝒓𝒆𝒕 =
∆𝑻
𝑹𝑻
 
(Eq. 5.7) 
Donde e es el espesor de cada uno de los componentes del panel y A es el área por el cual circula flujo 
de calor. 
Para este problema el área se mantiene constante ya que es todo el envolvente de la BTS, por lo que: 
𝐴 · 𝑅𝑇 =
1
ℎ𝑖
+
𝑒𝑝𝑚
𝑘𝑝𝑚
+
𝑒𝑙𝑚
𝑘𝑙𝑚
+
𝑒𝑝𝑚
𝑘𝑝𝑚
+
1
ℎ𝑒
=
1
9
+
0.01
50
+
0.07
0.04
+
0.01
50
+
1
16
= 1.9240 
𝑚2𝐾
𝑊
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?̇?𝑝𝑎𝑟𝑒𝑡 =
∆𝑇
𝑅𝑇
→ ?̇?𝑝𝑎𝑟𝑒𝑡 =
∆𝑇
𝐴 · 𝑅𝑇
=
26 − 15
1.9240
= 5.7172
𝑊
𝑚2
 
?̇?𝑝𝑎𝑟𝑒𝑡 = −5.7172
𝑊
𝑚2
 
El convenio de signos define el flujo de calor negativo ya que la dirección de este es hacia fuera de la 
BTS. 
Resumen de los valores obtenidos: 
 
Temperatura inicial a la salida del Rack (K) 302.94 
Expresión de la temperatura de salida en función de 
la temperatura de entrada (K) 
Tsortida = 3.78+ Tentrada 
Caudal másico a cada entrada del Rack (kg/s) -0.09845 
Caudal másico a la salida del Rack (kg/s) 0.3938 
Velocidad a la salida del Rack (m/s) 1.87531 
Energía cinética turbulenta k a la salida del Rack 
(m2/s2) 
0.01 
Disipación energía cinética turbulenta ɛ a la salida 
del Rack (m2/s3) 
0.008 
Viscosidad cinética turbulenta 𝑣𝑡 a la salida del Rack 
(m2/s1) 
0.003 
Caudal másico en la rejilla (kg/s) 0.8074 
Velocidad en la rejilla (m/s) 3.6567 
Caudal másico en el extractor (kg/s) -0.4037 
Disipación energía cinética turbulenta ɛ en la rejilla 
(m2/s3) 
0.04 
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Energía cinética turbulenta k en la rejilla (m2/s2) 0.05 
Viscosidad cinética turbulenta 𝑣𝑡 en la rejilla (m
2/s1) 0.01 
Flujo de calor en las paredes de la BTS (W/m2) -5.7172 
 
5.1.5. Mallado 
El mallado es la parte más importante de un proceso de simulación en CFD. Hay que garantizar una 
buena malla para obtener unos buenos resultados. El dominio que vamos a estudiar es relativamente 
grande 2.2x2.5x2.5 m3 y las zonas cercanas a donde hay movimiento del aire ya sea por la impulsión o 
por la aspiración del aire tienen que estar correctamente malladas para obtener resultados 
coherentes. 
Para este trabajo se ha decidido escoger un y+ de 80 con incremento gradual al ir alejándose de las 
paredes, porque es el que proporciona un mejor equilibrio entre tiempo de cálculo y calidad de 
resultados. 
Con las propiedades del aire, la velocidad del fluido de referencia y el y+ deseado se calcula la medida 
de la arista de la primera celda adyacente a la pared a partir de una aplicación basada en la teoría de 
capa límite para una placa plana, la aplicación la encontramos en http://www.poitwise.com/yplus/ 
 
Al conocer el tamaño de la celda adyacente a la pared podemos encontrar el valor de las celdas para 
la malla base aplicando el parámetro Level (2n) para la creación de mallas de Helyx-Os y el resultado 
que se obtiene para la malla base es de valor 0.055x0.055x0.055 m3. 
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En el Anexo A.1 se muestran imágenes sobre la malla creada para el escenario. 
Refinamiento de las superficies 
En nuestros casos, la velocidad máxima en el instante 0 la encontramos en la rejilla de la puerta y es 
de 3.657 m/s y también encontraremos una velocidad elevada en los extractores, por lo que se procede 
a un mallado de un mínimo de 10 celdas con un y+ de 80 (equivalente a una medida de las celdas de  
6.875x6.875x6.875 mm3) en las paredes adyacentes a estas salidas y entradas de aire y en las demás 
se aplica un y+ de 140 (equivalente a una medida de las celdas de 13.75x13.75x13.75 mm3). La malla 
resultante consta de 2232821 celdas. 
Se aplica la misma malla y refinado para las cuatro configuraciones ya que solo se modifican los 
ventiladores de posición. 
 
5.1.6. Modelado de las soluciones (Solution Modeling) 
Se realiza un estudio en régimen transitorio de la dinámica y la temperatura del aire en el interior de 
una BTS hasta que se consiguen aproximadamente unos valores estables simulando un régimen 
estacionario. 
El fluido a estudiar es aire considerado como un gas ideal y compresible bajo las condiciones del 
estudio. 
En las condiciones del estudio el número de Mach es bajo (Ma<1). 
El flujo de aire se considera turbulento. Para su resolución se utiliza el modelo Spalart-Allmaras por ser 
un modelo de turbulencia que solo utiliza una sola ecuación, lo que disminuirá el tiempo de cálculo. 
Se considera el efecto buoyancy, el aire caliente se desplaza hacia las zonas superiores del dominio 
mientras que el aire frío se desplaza hacia las zonas inferiores por el efecto de la gravedad (el aire frío 
tienes más densidad). 
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5.1.7. Condiciones de contorno 
 
Figura 5.8. Dominio a simular A. 
 
Figura 5.9. Dominio a simular B. 
Se definen las condiciones que se han utilizado en este trabajo para la simulación. 
- Salidas de aire de los racks 
1. Tipo de contorno → Patch 
2. Velocidad → Se establece un caudal másico constante como condición de contorno. 
El tipo de la condición será Mass Flow Rate Inlet de valor +0.3938 kg/s para cada una 
de las cuatro salidas. 
3. Presión → Al establecer la velocidad, la presión se calculará a partir del flujo. El tipo 
de condición será Fixed Flux Pressure. 
4. Turbulencia → Al ser una entrada de fluido para el dominio hay que indicar el valor 
para la viscosidad cinemática turbulenta. La condición será Fixed Values de valor 
0.003 m2/s. 
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5. Temperatura → La temperatura a la salida del rack dependerá de la temperatura del 
aire a la entrada. El tipo de condición de contorno será groovyBC con expresión 
𝑇𝑠𝑜𝑟𝑡𝑖𝑑𝑎 = 3.7824 + 𝑇𝑒𝑛𝑡𝑟𝑎𝑑𝑎. 
 
 
- Entradas de aire de los racks 
1. Tipo de contorno → Patch 
2. Velocidad → Se establece un caudal másico constante como condición de contorno. 
El tipo de la condición será Mass Flow Rate Inlet de valor -0.09845 kg/s para cada 
una de las 16 entradas. 
3. Presión → Al establecer la velocidad, la presión se calculará a partir del flujo. El tipo 
de condición será Fixed Flux Pressure. 
4. Turbulencia → Al ser una salida de fluido para el dominio la condición de contorno se 
establece Zero Gradient.  
5. Temperatura → La temperatura se calcula a partir del flujo por lo que la condición de 
contorno se establece Zero Gradient. 
 
- Extractores de aire 
1. Tipo de contorno → Patch 
2. Velocidad → Se establece un caudal másico constante como condición de contorno. 
El tipo de la condición será Mass Flow Rate Inlet de valor -0.4037 kg/s para cada uno 
de los extractores. 
3. Presión → Al establecer la velocidad, la presión se calculará a partir del flujo. El tipo 
de condición será Fixed Flux Pressure. 
4. Turbulencia → Al ser una salida de fluido para el dominio la condición de contorno se 
establece Zero Gradient.  
5. Temperatura → La temperatura se calcula a partir del flujo por lo que la condición de 
contorno se establece Zero Gradient. 
 
- Rejilla de entrada de aire 
1. Tipo de contorno → Patch 
2. Velocidad → Se establece un caudal másico constante como condición de contorno. 
El tipo de la condición será Mass Flow Rate Inlet de valor +0.8074 kg/s para la rejilla. 
3. Presión → Al establecer la velocidad, la presión se calculará a partir del flujo. El tipo 
de condición será Fixed Flux Pressure. 
4. Turbulencia → Al ser una entrada de fluido para el dominio hay que indicar el valor 
para la viscosidad cinemática turbulenta. La condición será Fixed Values de valor 
0.01 m2/s. 
5. Temperatura → La temperatura del aire que entra en la estancia por la rejilla está a 
una temperatura ambiente de 15 ºC. El tipo de condición de contorno será Fixed 
Temperature de valor 288.15 K. 
 
- Paredes, techo y puerta 
1. Tipo de contorno → Wall 
2. Tipo → Fixed Wall 
3. Velocidad → Condición de no deslizamiento, No-slip. 
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4. Presión → Al establecer la velocidad, la presión se calculará a partir del flujo. El tipo 
de condición será Fixed Flux Pressure. 
5. Turbulencia → En las paredes, la viscosidad cinemática turbulenta se establece como 
un valor fijo. La condición será Fixed Value de valor 1·10-20 m2/s. 
6. Temperatura → En las paredes, se establece una transferencia de calor relacionada 
con la temperatura interior de la estancia y de la temperatura ambiente. El tipo de 
condición de contorno es Heat Flux Temperature de valor -5.7172 W/m2.  
 
- Suelo 
1. Tipo de contorno → Wall 
2. Tipo → Fixed Wall 
3. Velocidad → Condición de no deslizamiento, No-slip. 
4. Presión → Al establecer la velocidad, la presión se calculará a partir del flujo. El tipo 
de condición será Fixed Flux Pressure. 
5. Turbulencia → En el suelo, la viscosidad cinemática turbulenta se establece como un 
valor fijo. La condición será Fixed Value de valor 1·10-20 m2/s. 
6. Temperatura → En el suelo, la temperatura se establece como un valor fijo. El tipo 
de condición de contorno es Fixed Temperature de valor 297.15 K.  
 
- Inicialización del campo 
1. Velocidad → 0 m/s. 
2. Presión → 101325 Pa. 
3. Turbulencia → 1·10-20 m2/s. 
4. Temperatura → 299.15 K. 
 
5.1.8. Solver a utilizar 
El solver que mejor responde a las características del modelo definido anteriormente en régimen 
transitorio es el buoyantPimpleFoam, ya que se define para estudios de ventilación y transferencia de 
calor de fluidos compresibles en régimen transitorio de flujos turbulentos. Se empieza la simulación en 
régimen transitorio y al estabilizarse el campo de velocidades, temperaturas y presiones se continuará 
la simulación en régimen estacionario. Para el régimen estacionario se utiliza el solver 
buoyantSimpleFoam. 
Se adopta esta manera de trabajar ya que para el régimen estacionario se simplifican los términos 
dependientes del tiempo reduciendo de una manera significativa el tiempo de cálculo de los casos. 
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5.2. Escenario 1 
5.2.1. Resumen del tiempo de simulación 
Régimen transitorio  
En régimen transitorio se han simulado 20 segundos, con un tiempo total de simulación de 1157216 s 
(13.39 días) utilizando 4 cores. 
Régimen estacionario 
En régimen estacionario se han simulado 3600 iteraciones, con un tiempo total de simulación de 34270 
s (9.52 horas) utilizando 4 cores. 
En los gráficos de temperatura y velocidad en función del número de iteraciones puede observarse 
como los valores de las variables se mantienen constantes para el punto definido en el flujo, por lo que 
es posible considerar que se ha alcanzado un régimen estacionario 
 
Figura 5.10. Evolución de la temperatura en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
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Figura 5.11. Evolución de la velocidad en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
 
 
5.2.2. Distribución de temperaturas 
Se representan los resultados en tres planos paralelos a la puerta de la estancia colocados a una 
distancia de 0.2, 0.94 y 2.3 de esta en el sentido positivo del eje de las Z. 
Para cada uno de los planos se mostrarán las temperaturas de 6 puntos diferentes A, B, C, D, E y F 
distribuidos por la BTS. El punto F mostrará la temperatura a la salida de los Racks. 
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Plano distancia 0.2 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.12. Visualización de la distribución de temperaturas a 0.2 m de la puerta para el escenario 1. 
 
  
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.2) (0.2, 2, 0.2) (1.1, 1.25, 0.2) (1.3, 0.5, 0.2) (0.5, 0.5, 0.2) (1.97, 1.44, 
0.2) 
Temperatura (K) 297.66 297.484 296.714 294.858 296.811 297.937 
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Plano distancia 0.94 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.13. Visualización de la distribución de temperaturas a 0.94 m de la puerta para el escenario 1. 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94) (0.2, 2, 0.94) (1.1, 1.25, 0. 
94) 
(1.3, 0.5, 0. 
94) 
(0.5, 0.5, 0. 
94) 
(1.97, 1.44, 
0. 94) 
Temperatura (K) 295.879 296.164 295.001 290.287 296.241 296.329 
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Plano distancia 2.3 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.14. Visualización de la distribución de temperaturas a 2.3 m de la puerta para el escenario 1. 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 2.3)  (0.2, 2, 2.3) (1.1, 1.25, 
2.3) 
 (1.3, 0.5, 
2.3) 
 (0.5, 0.5, 
2.3) 
 (1.97, 1.44, 
2.3) 
Temperatura (K) 294.352 295.086 294.695 295.048 - 296.827 
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5.3. Escenario 2 
5.3.1. Resumen del tiempo de simulación 
Régimen transitorio  
En régimen transitorio se han simulado 20 segundos, con un tiempo total de simulación de 1414625 s 
(16.37 días) utilizando 4 cores. 
Régimen estacionario 
En régimen estacionario se han simulado 3600 iteraciones, con un tiempo total de simulación de 46041 
s (12.79 horas) utilizando 4 cores. 
 
Figura 5.15. Evolución de la temperatura en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
  Memoria 
62   
 
Figura 5.16. Evolución de la velocidad en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
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5.3.2. Distribución de temperaturas 
Se representan los resultados en tres planos paralelos a la puerta de la estancia colocados a una 
distancia de 0.2, 0.94 y 2.3 de esta en el sentido positivo del eje de las Z. 
Para cada uno de los planos se mostrarán las temperaturas de 6 puntos diferentes A, B, C, D, E y F 
distribuidos por la BTS. El punto F mostrará la temperatura a la salida de los Racks. 
Plano distancia 0.2 m de la puerta 
F 
 
 
 
 
 
 
 
 
 
 
Figura 5.17. Visualización de la distribución de temperaturas a 0.2 m de la puerta para el escenario 2. 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.2)   (0.2, 2, 0.2) 1.1, 1.25, 
0.2) 
 (1.3, 0.5, 
0.2) 
 (0.5, 0.5, 
0.2) 
 (1.97, 1.44, 
0.2) 
Temperatura (K) 295.563 296.073 295.375 294.481 295.685 297.38 
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Plano distancia 0.94 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 Figura 5.18. Visualización de la distribución de temperaturas a 0.94 m de la puerta para el escenario 2. 
 
 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94) (0.2, 2, 0.94) (1.1, 1.25, 0. 
94) 
(1.3, 0.5, 0. 
94) 
(0.5, 0.5, 0. 
94) 
(1.97, 1.44, 
0. 94) 
Temperatura (K) 295.383 295.383 294.362 290.182 295.173 295.981 
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Plano distancia 2.3 m de la puerta 
 
 
 
 
 
 
 
 
 
 
Figura 5.19. Visualización de la distribución de temperaturas a 2.3 m de la puerta para el escenario 2. 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 2.3)  (0.2, 2, 2.3) (1.1, 1.25, 
2.3) 
 (1.3, 0.5, 
2.3) 
 (0.5, 0.5, 
2.3) 
 (1.97, 1.44, 
2.3) 
Temperatura (K) 294.618 294.697 293.775 294.059 - 295.983 
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5.4. Escenario 3 
5.4.1. Resumen del tiempo de simulación 
Régimen transitorio  
En régimen transitorio se han simulado 20.00021565 segundos, con un tiempo total de simulación 
1219787 s (14.12 días) utilizando 4 cores. 
Régimen estacionario 
En régimen estacionario se han simulado 3600 iteraciones, con un tiempo total de simulación de 42436 
s (11.79 horas) utilizando 4 cores. 
 
Figura 5.20. Evolución de la temperatura en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
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Figura 5.21. Evolución de la velocidad en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
 
5.4.2. Distribución de temperaturas 
Se representan los resultados en tres planos paralelos a la puerta de la estancia colocados a una 
distancia de 0.2, 0.94 y 2.3 de esta en el sentido positivo del eje de las Z. 
Para cada uno de los planos se mostrarán las temperaturas de 6 puntos diferentes A, B, C, D, E y F 
distribuidos por la BTS. El punto F mostrará la temperatura a la salida de los Racks. 
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Plano distancia 0.2 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.22. Visualización de la distribución de temperaturas a 0.2 m de la puerta para el escenario 3. 
 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.2)   (0.2, 2, 0.2) 1.1, 1.25, 
0.2) 
 (1.3, 0.5, 
0.2) 
 (0.5, 0.5, 
0.2) 
 (1.97, 1.44, 
0.2) 
Temperatura (K) 296.651 296.025 294.701 293.168 295.321 296.98 
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Plano distancia 0.94 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.23. Visualización de la distribución de temperaturas a 0.94 m de la puerta para el escenario 3. 
 
 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94) (0.2, 2, 0.94) (1.1, 1.25, 0. 
94) 
(1.3, 0.5, 0. 
94) 
(0.5, 0.5, 0. 
94) 
(1.97, 1.44, 
0. 94) 
Temperatura (K) 294.998 295.166 293.941 290.003 294.826 295.435 
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Plano distancia 2.3 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.24. Visualización de la distribución de temperaturas a 2.3 m de la puerta para el escenario 3. 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 2.3)  (0.2, 2, 2.3) (1.1, 1.25, 
2.3) 
 (1.3, 0.5, 
2.3) 
 (0.5, 0.5, 
2.3) 
 (1.97, 1.44, 
2.3) 
Temperatura (K) 293.535 295.239 293.647 294.32 - 296.107 
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5.5. Escenario 4 
5.5.1. Resumen del tiempo de simulación 
Régimen transitorio  
En régimen transitorio se han simulado 19.999953 segundos, con un tiempo total de simulación de 
1258769 s (14.57 días) utilizando 4 cores. 
Régimen estacionario 
En régimen estacionario se han simulado 3600 iteraciones, con un tiempo total de simulación de 44673 
s (12.41 horas) utilizando 4 cores. 
 
Figura 5.25. Evolución de la temperatura en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
  Memoria 
72   
 
Figura 5.26. Evolución de la velocidad en función del número de iteraciones en la coordenada (1.1, 2.3, 1.25) 
metros. 
 
5.5.2. Distribución de temperaturas 
Se representan los resultados en tres planos paralelos a la puerta de la estancia colocados a una 
distancia de 0.2, 0.94 y 2.3 de esta en el sentido positivo del eje de las Z. 
Para cada uno de los planos se mostrarán las temperaturas de 6 puntos diferentes A, B, C, D, E y F 
distribuidos por la BTS. El punto F mostrará la temperatura a la salida de los Racks. 
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Plano distancia 0.2 m de la puerta 
 
 
 
 
 
 
 
 
 
Figura 5.27. Visualización de la distribución de temperaturas a 0.2m de la puerta para el escenario 4. 
 
 
 
 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.2)   (0.2, 2, 0.2) 1.1, 1.25, 
0.2) 
 (1.3, 0.5, 
0.2) 
 (0.5, 0.5, 
0.2) 
 (1.97, 1.44, 
0.2) 
Temperatura (K) 296.81 297.294 296.541 294.185 296.31 297.768 
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Plano distancia 0.94 m de la puerta 
 
 
 
 
 
 
 
 
 
 
Figura 5.28. Visualización de la distribución de temperaturas a 0.94 m de la puerta para el escenario 4. 
 
 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94) (0.2, 2, 0.94) (1.1, 1.25, 0. 
94) 
(1.3, 0.5, 0. 
94) 
(0.5, 0.5, 0. 
94) 
(1.97, 1.44, 
0. 94) 
Temperatura (K) 294.664 296.139 294.011 290.285 295.184 295.955 
ESTUDIO DE LA CLIMATIZACIÓN DE UN CENTRO DE PROCESAMIENTO DE DATOS (CPD)  
  75 
Plano distancia 2.3 m de la puerta 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.29. Visualización de la distribución de temperaturas a 2.3 m de la puerta para el escenario 4. 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 2.3)  (0.2, 2, 2.3) (1.1, 1.25, 
2.3) 
 (1.3, 0.5, 
2.3) 
 (0.5, 0.5, 
2.3) 
 (1.97, 1.44, 
2.3) 
Temperatura (K) 294.568 295.126 292.677 292.727 - 295.734 
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5.6. Número de Courant 
Para su estudio se han realizado 3 simulaciones del mismo escenario, concretamente el escenario 2, 
dos de ellos con un paso de tiempo definido por el usuario y el último mediante el cálculo del paso de 
tiempo (Δt) con el número de Courant. 
 
Δt = 0.005 segundos 
Mediante este paso de tiempo definido, la simulación en estado transitorio y turbulento del caso ha 
tardado 321208 s (89.22 horas). 
 
Figura 5.30. Evolución de la temperatura y velocidad en función del tiempo en la coordenada (1.1, 2.3, 1.25) 
metros. 
Distribución de las temperaturas en diferentes puntos de un plano a 0.94m de la puerta: 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94)  (0.2, 2, 0.94) (1.1, 1.25, 
0.94) 
 (1.3, 0.5, 
0.94) 
 (0.5, 0.5, 
0.94) 
 (1.97, 1.44, 
0.94) 
Temperatura (K) 296.031 295.808 295.051 289.536 295.879 296.303 
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Δt = 0.002 segundos 
Mediante este paso de tiempo definido, la simulación en estado transitorio y turbulento del caso ha 
tardado 462077 s (128.35 horas). 
 
Figura 5.31. Evolución de la temperatura y velocidad en función del tiempo en la coordenada (1.1, 2.3, 1.25) 
metros. 
 
Distribución de las temperaturas en diferentes puntos de un plano a 0.94m de la puerta: 
 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94)  (0.2, 2, 0.94) (1.1, 1.25, 
0.94) 
 (1.3, 0.5, 
0.94) 
 (0.5, 0.5, 
0.94) 
 (1.97, 1.44, 
0.94) 
Temperatura (K) 295.919 295.766 295.009 289.499 295.775 296.148 
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Δt calculado mediante Courant 
En estado transitorio y turbulento del flujo, este caso ha tardado 1414625 s (392.95 horas). 
 
Figura 5.32. Evolución de la temperatura y velocidad en función del tiempo en la coordenada (1.1, 2.3, 1.25) 
metros. 
 
Distribución de las temperaturas en diferentes puntos de un plano a 0.94m de la puerta: 
 
 
 
 
 
 Punto A Punto B Punto C Punto D Punto E Punto F 
Coordenada (1.7, 2, 0.94)  (0.2, 2, 0.94) (1.1, 1.25, 
0.94) 
 (1.3, 0.5, 
0.94) 
 (0.5, 0.5, 
0.94) 
 (1.97, 1.44, 
0.94) 
Temperatura (K) 295.915 295.775 294.989 289.449 295.821 296.142 
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6. Análisis del impacto medioambiental 
Según la Guía Práctica para el Cálculo de Emisiones de Gases con Efecto Invernadero (GEI) presentada 
por la Oficina Catalana de Cambio Climático en marzo de 2017, para la realización de este trabajo se 
han emitido gases de efecto invernadero. Se utilizará el apartado 2.1 de esta guía para calcular las 
emisiones de CO2 equivalente del resultado del consumo eléctrico de los diferentes ordenadores 
utilizados. Se hace una aproximación del consumo eléctrico basada en la potencia del diseño térmico 
de los procesadores, o TDP (Thermal Design Power). A este consumo se le sumará un suplemento del 
30% por el sistema de refrigeración de los procesadores. 
 
Ordenador Consumo medio 
por procesador 
(W) 
Número de 
procesadores 
Horas 
Personal: i7-Q720 de 4 cores 45 1 550 
    
Recursos UPC: Intel i7-6700 
de 4 cores 
65 1 470 
    
Recursos UPC: AMD-
Opteron 6140 de 8 cores 
115 4 1403 
    
Consumo procesadores   700.68 kWh 
    
Refrigeración   30% 
    
Consumo total   910.88 kWh 
 
Suponiendo que la electricidad consumida no proviene de energías renovables, se aplicará el mix de 
producción bruta de energía eléctrica general para el año 2016 de 308 g CO2/kWh. 
Para la realización de este trabajo se estiman unas emisiones de CO2 equivalente a 308 gCO2 /kWh x 
910.88 kWh = 280.55 kg CO2.  
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Conclusiones 
En el escenario 1 y 4 mediante la observación de los gráficos de velocidad y temperatura se considera 
que los resultados obtenidos son adecuados y, por tanto, bien calculados. Se puede afirmar que 
después de los 20 segundos de simulación en régimen transitorio, el campo de velocidades se ha 
estabilizado debido a que, para un punto fijo en el espacio, la velocidad se mantiene constante a lo 
largo de todas las iteraciones en el estudio estacionario (Figura 5.11 y Figura 5.26). Por lo que será 
correcto iniciar una simulación en régimen estacionario para conseguir unas condiciones estables de 
temperatura. Sin embargo, para el escenario 3 detectamos en el gráfico de velocidad que este sigue 
una tendencia pero con variaciones, lo que nos indica que probablemente el punto fijo en el espacio 
escogido se encuentre en una zona turbulenta, creada por el cruce de solicitación de los extractores, y 
necesitaría más tiempo de simulación en régimen transitorio para estabilizar el campo de velocidades 
y por consiguiente no es correcto iniciar una simulación en régimen estacionario para obtener unas 
condiciones de temperatura estables como se muestra en la Figura 5.21. 
En el escenario 2, observamos el gráfico de velocidades y podemos decir que este sigue una tendencia 
con pequeñas variaciones y nos llevaría a emparejarlo con el caso 3 pero si observamos el gráfico de la 
temperatura nos damos cuenta que este sí que se ha estabilizado, nos encontramos en una solución 
para el campo de velocidades que se encontraría en medio de los anteriores. Se recomienda ampliar 
la simulación del régimen transitorio levemente para obtener resultados más precisos de la 
temperatura. 
Del análisis de la temperatura en los escenarios se observa que el Rack adyacente en la pared de la 
puerta es el que trabaja a más temperatura ya que no acaba de aprovechar el aire entrante por la rejilla 
de la puerta que lo hace a una velocidad elevada para su cercanía y el escenario que solventa un poco 
esta situación es el escenario 2. En términos generales diría que es una buena manera de ventilación 
para los Racks ya que el aire frío que entre en la estancia lo hace por medio de la rejilla que está a la 
altura de la zona de aspiración de los Racks y el aire expulsado por los Racks es redireccionado hacia 
los extractores impidiendo que los principales flujos de aire caliente y frío choquen entre sí. El único 
inconveniente es la necesidad de aire con entalpia inferior al aire del interior de la BTS. 
Para el estudio del número de Courant, se observa los datos de las temperaturas en los diferentes 
escenarios y se generan pequeñas variaciones entre los tres casos y a medida que el paso de tiempo 
es menor la variación es más pequeña. Si se observan las distribuciones de temperatura alojadas en el 
Anexo A.2 se ven pequeñas variaciones (observar el pico situado encima de los racks). Aunque es 
relevante la diferencia de tiempo que tarda en solucionarse un caso aplicando la restricción del paso 
de tiempo del número de Courant, se aconseja utilizarlo para resolver casos en estado transitorio ya 
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que, si se define el paso del tiempo manual, no se tiene la certeza de que los valores que calcula el 
solver no hayan pasado por alto algún fenómeno que se produzca en el fluido.  
El gran número de horas de cálculo muestra el alto coste computacional del estudio realizado, este se 
podría reducir optimizando las mallas. Mallas con refinamientos más localizados para hacerlas más 
eficientes reduciendo así el número de celdas, podrían mejorar los resultados obtenidos y reducir el 
tiempo de cálculo.  
Al finalizar el trabajo, el estudiante ha adquirido conocimientos básicos sobre OpenFOAM y Helyx-Os, 
ya que para la iniciación la interfaz gráfica de usuario es útil e intuitiva pero cuando se profundiza en 
ella para poder acceder a todo el contenido que ofrecen se procede a trabajar de forma paralela con 
ambas.   
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Análisis económico 
Mano de obra 
Para este trabajo se realizará una valoración económica basada en el coste total del tiempo invertido 
en cada una de las etapas. Sobre el coste por hora del trabajo se le añadirá el Impuesto sobre el Valor 
Añadido (IVA) del 21%. A continuación, se muestra un desglose del número de horas dedicadas a cada 
parte del trabajo.  
 
 Horas 
Estudio de la problemática y documentación 80 
Aprendizaje OpenFOAM y Helyx-OS 170 
Preparación de los modelos 160 
Control de las simulaciones 40 
Redacción de la memoria 100 
 550 
 
El precio por hora de una consultoría de ingeniería para la realización de este trabajo se estima en unos 
40€ /hora por lo que el coste total de la mano de obra será de 550 h x 40 € = 22.000 €.  
 
  
Coste del proyecto 22.000 € 
Beneficio industrial (5%) 1.100 €  
IVA (21 %) 4.620 € 
COSTE TOTAL DEL PROYECTO 27.720 € 
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Consumo eléctrico 
Se hace una valoración económica del consumo eléctrico, solo calculando para ello el coste del 
consumo eléctrico y el IVA del 21%, ya que no se tienen en consideración otros costes como por 
ejemplo el alquiler de equipos, la potencia contratada ni el impuesto sobre la electricidad.  
El consumo eléctrico es el mismo que se ha desglosado en el anterior apartado Análisis del Impacto 
Ambiental de este trabajo. Para hacer una estimación del coste se estima un precio medio del kWh de 
0.11€. 
El coste aproximado del consumo eléctrico ha sido de 0.11 €·kWh-1 x 910.88 kWh x 1.21 = 121.24 €. 
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Anexo A 
A1. Malla del escenario estudiado 
 
 
 
 
 
 
 
 
 
 
Figura A.1. Malla generada para la resolución de los escenarios. 
 
 
 
 
 
 
 
 
Figura A.2. Detalle de la malla generada donde se puede ver el refinamiento alrededor del extractor. 
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A2. Diagramas de temperaturas 
 
 
 
 
 
 
 
 
 
 
Figura A.3. Diagrama de temperatura para el escenario 2 con paso de tiempo de 0.002s. 
 
 
 
 
 
 
 
 
 
 
Figura A.4. Diagrama de temperatura para el escenario 2 con paso de tiempo de 0.005s. 
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Figura A.5. Diagrama de temperatura para el escenario 2 con paso de tiempo calculado con Courant. 
 
 
 
 
 
 
 
