We report improved results of atomistic modeling of V-Fe alloys. We introduced an electronic structure embedding approach to improve the description of the point defects in first-principles calculations, by including the semicore electrons in some V atoms ͑those near the interstitial where the semicore levels are broadened͒ but not those further from the point defect. This enables us to combine good accuracy for the defect within large supercells and to expand the data set of first-principles point defect calculations in vanadium with and without small amounts of iron. Based on these data, previous first-principles work, and new calculations on the alloy liquid, we fitted an interatomic potential for the V-Fe system which describes the important configurations likely to arise when such alloys are exposed to radiation. This potential is in a form suitable for molecular dynamics ͑MD͒ simulations of large systems. Using the potential, we have calculated the migration barriers of vacancies in the presence of iron, showing that these are broadly similar. On the other hand, MD simulations show that V self-diffusion at high temperatures and Fe diffusion are greatly enhanced by the presence of interstitials.
I. INTRODUCTION
Future fusion reactors will require advanced materials to cope with high temperatures, neutron irradiation, and contact with liquid lithium. Although long industrial experience with steel makes it the current material of choice, the costs of replacing fusion reactor components makes longer-lived materials especially attractive as structural blanket materials. Vanadium-based alloys [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] such as VCrTi are an attractive possibility on account of their good high-temperature strength and absence of radioactive products in a 14 MeV neutron flux. Swelling of materials, from void or vacancy trapping in the bulk, is one of the limiting features in such radiation environments, and one of the largest swelling materials reported is V-Fe. [14] [15] [16] [17] It is of interest to understand which properties of this material are responsible for the swelling.
Experience shows that the behavior of pure materials under irradiation can be radically altered by even small quantities of alloying elements. One such dramatic case is that of iron or chromium which, in small quantities, can radically increase the rate of swelling of vanadium. Since swelling can produce large stresses, it is important to identify the mechanisms behind such effects. Molecular dynamics ͑MD͒ is the method of choice for studying damage caused by neutron irradiation. The strong correlation between atomic size and vulnerability to swelling in vanadium alloys suggests that molecular dynamics provides a reasonable approach for exploring this mechanism. The relatively short time scale of damage cascade formation means that following atom trajectories in reasonable simulation time is possible, and the likely importance of crystal defects advocates for the employment of an off-lattice simulation method. Reasonable atomistic simulations require descriptions of the interaction between atoms that yield reasonable properties for the material of interest. Interatomic potentials of the embedded atom method 18 ͑EAM͒ or Finnis-Sinclair 19 ͑FS͒ form are widely used to describe metals because they provide an excellent tradeoff between computational speed and accurate reproduction of key materials properties. For example, such potentials can accurately describe atomic size, elastic strain, the effects of change in atomic coordination around vacancies and interstitials, etc.
We have previously performed first-principles calculations and constructed interatomic potentials for pure vanadium 20 and for pure iron, 21 which accurately reproduce many perfect crystal and crystal defect properties. In general, defect formation energies can be predicted reliably only by first-principles methods, and not by the embedded atom method; however, if these energies are fitted, simulation using the embedded atom method can give a reliable description of their interactions and assembly into voids or dislocation loops.
In this paper we present further first-principles data on self-interstitials in V and Fe impurities in V. We also present a semiempirical potential that reproduces the main firstprinciples results. The potential has an analytic many-body form, making it suitable for application in existing largescale MD codes. Using this semiempirical potential, we have studied vacancy and interstitial diffusion in V in the presence of Fe impurities.
II. FIRST-PRINCIPLES CALCULATIONS
All first-principles calculations were carried out using the density functional theory and plane-wave pseudopotential methods with the exchange-correlation potential described by the generalized gradient approximation, 22 which is required to get the correct magnetic moment for iron. In all static simulations the atomic positions were relaxed according to the Hellmann-Feynman forces and the unit cell relaxed according to the stresses. For a consistency check, we have used both VASP ͑Ref. 23͒ and PWSCF ͑Ref. 24͒ codes in the smaller simulations, and, as has been demonstrated previously, the results agree. The energy cutoff of 40 Ry was used to expand the plane wave basis. For the conventional unit cell of V or Fe, 8 ϫ 8 ϫ 8 k-point mesh was used while equivalent densities were chosen for supercell structures.
We have generated two pseudopotentials for vanadium. 25 One includes semicore states ͑3s3p͒ as valence electrons, while the other treats them as part of the frozen core. We apply the pseudopotential including semicore states to atoms when the bond length between them is compressed by more than 10% compared to the bond length in a perfect vanadium crystal at zero pressure. The improved transferrability of the semicore pseudopotential ensures the computational accuracy, while the high computational cost associated with calculating semicore states is avoided, since relatively few bonds are sufficiently compressed to meet the 10% compression condition ͑e.g., in the vicinity of self-interstitials͒. For Fe, the same pseudopotential, including semicore states, is used throughout. Since only nonsemicore potentials were used in Ref. 20 , in the present study we recalculated the self-interstitial formation energies in pure V. The new values presented in Table  I are slightly smaller than those reported in Ref. 20 but the relative differences between intersitital configurations agree well with previous results ͑to within 0.05 eV͒.
We considered several V-Fe compound structures that are based on the bcc structure-V 15 Fe, VFe, VFe 15 . We considered VFe in the CsCl structure. For V 15 Fe and VFe 15 , we replaced one of the atoms in 2 ϫ 2 ϫ 2 bcc supercell with the counterpart atom. We then calculated the lattice parameters and formation energies for each of these systems. The results are presented in Table II .
The vacancy-Fe interaction energy can be defined as
where E p ͓nFe͔ is the energy of a system containing N bodycentered-cubic lattice sites of which n sites are occupied by Fe atoms, and E vac ͓nFe͔ is the energy of a system containing N body-centered-cubic lattice sites, where one site is a vacancy and n nearest-neighbor sites of the vacancy are occupied by Fe atoms ͑all remaining sites are V atoms͒. In order to calculate the vacancy-Fe interaction energy we performed first-principles calculations using simulation cells consisting of 127 atoms ͑i.e., 4 ϫ 4 ϫ 4 supercell with one vacancy͒, from which one V atom was replaced by one Fe atom and the internal coordinates relaxed at fixed supercell shape and volume. Next, we studied the mixed interstitial dumbbell configurations in V in the presence of Fe impurities. We used the following definition for the interaction energy between an interstitial and Fe impurity:
where E i ͓nFe͔ is the energy of a system containing N bodycentered-cubic lattice sites, where one site is occupied by a dumbbell, one of the atoms of which is replaced by n atoms of Fe. We have performed first-principles calculations using simulation cells consisting of 129 atoms and the internal coordinates were relaxed at fixed supercell shape and volume.
III. DEVELOPMENT OF A SEMIEMPIRICAL POTENTIAL

A. Semiempirical potentials
While first-principles calculations provide an accurate and fundamental method to obtain the data necessary to describe the dynamics of defects, they are very computationally expensive to employ for large simulation cells and/or long simulation times. Similarly, ab initio molecular dynamics is restricted to sizes and time scales much smaller than the cascade events, which are the cause of radiation damage.
Clearly, we can analyze only a very limited set of atomic configurations with a fully first-principles approach. Therefore, we follow this strategy: we perform first-principles calculations on an extensive set of atomic configurations and employ these results in the development of a set of semiempirical interatomic potentials that can be used for largescale atomistic simulations.
In this work, we develop potentials of the Finnis-Sinclair form, the parameters of which are fitted to the first-principles data following the methodology of Refs. 21 and 26. The total potential energy is written as the sum of two contributions: a pairwise part and a local density part:
where the subscripts i and j label distinct atoms, N is the number of atoms in the system, r ij is the separation between atoms i and j,
and t i is the element type of atom i. The binary alloy FS potential consists of eight functions, six of which can be determined using properties of the pure components. The cross functions ͑ 12 and ⌿ 12 ͒ should be fitted to alloy properties. Note that for a single-component system the FS form coincides with the EAM form, but for a binary alloy, an EAM potential consists of seven functions, six of which describes pure components and one is the pairwise cross function. Table I in comparison with the target values obtained from either experiment or first-principles calculation. This potential provides correct perfect crystal properties ͑the first five lines in Table I͒ , and was fitted to the unrelaxed vacancy formation energy taken from first-principles data. However, it is the relaxed vacancy formation energy which is physically important, and this value is overestimated by this potential. To find the vacancy migration energy, we monitored the energy of the crystal as an atom was translated from its initial equilibrium position into an empty nearestneighbor site ͑i.e., a vacancy͒ along a path drawn from the initial equilibrium position to its final equilibrium position ͑the system is relaxed at each step along this path and three atoms located far away from the migration atoms were fixed to prevent the whole cell moving͒. The change of energy versus distance is shown in Fig. 1 . The potential from ͑Ref. 20͒ demonstrates rather complex behavior, which is probably related to the fact that there are several paths ͑obviously each point for this potential in Fig. 1 corresponds to one of these paths chosen by the algorithm͒. It is interesting that the most stable atom position in the vicinity of a vacancy is located 0.05 nm from the equilibrium lattice site. This is probably an unrealistic artifact of the fitted, semiempirical FS potential. The potential from ͑Ref. 20͒ overestimates all self-interstitial formation energies, which is not surprising since it was fitted to earlier first-principles data. This potential indicates that the ͗111͘ dumbbell and crowdion are the most stable selfinterstitials, in agreement with the first-principles results, but the next stable self-interstitial ͗110͘ has an energy that is too large ͑with respect to first-principles calculations͒. This is a potential problem since this can affect self-interstitial kinetics at high temperatures ͑see Ref. 20 for more detailed discussion͒. The potential also predicts a very high melting temperature ͑the melting temperature was calculated using the coexistence method 28 with accuracy not worse than 5 K͒.
While the potential developed in Ref. 20 allowed some insight to be obtained into the self-interstitial kinetics in V, before fitting an alloy potential, it behooves us to improve the initial V potential, focusing on properly reproducing the expanded point defect formation energy data set obtained from the present first-principles calculation. In fitting the previous V potential, 20 we determined the potential parameters by the fitting to the cohesive energy and lattice parameter of the equilibrium crystalline phase, unrelaxed vacancy formation, and elastic constants. However, interstitial energies are also affected by the short-range part of the potential: MD simulations of interstitials suggest that the atomic separation near an interstitial can be compressed by 20% relative to that in the equilibrium perfect crystal. Clearly, we need to include information about atomic interactions at small atomic separations. In fitting the earlier potentials, 21, 29 we found that using the universal binding energy relation is not appropriate since it does not properly distinguish between changes in density and compression of just a few bonds with only a small change in local density. To address this, we also fitted the potential to atomic forces in a liquid ͑where a variety of interatomic spacings occur͒, as determined from firstprinciples calculations ͑as originally suggested in Ref. 30͒ . In addition, we explicitly included in the fitting procedure the formation energies of five self-interstitials. Since it is the relaxed formation energies which are important for application, the differences between energies of the perfect crystal and relaxed defect configurations were included in the fitting procedure.
The parameters for the new potential are presented in Table III . Table I demonstrates that this potential adequately describes the main properties of defects in pure V. It is especially important that it completely reproduces all interstitial formation energies. It is interesting to note that while the potential gives poor predictions for the metastable ͗100͘ and ͗110͘ dumbbell separations, it gives the correct predictions for the ground state ͗111͘ dumbbell separation ͑the dumbbell separation obtained with the FS potential is larger than the first-principles value by just 2% and the first-principles calculations underestimate the lattice parameter by 1%͒. The vacancy migration energy calculated with the new potential, shown in Fig. 1 , appears to be much more reasonable that obtained using the FS potential from Ref. 20 . The sum of the vacancy formation and migration energies gives the activation energy for self-diffusion via a vacancy mechanism. As can be seen from Table I , the new potential predicts the activation energy for self-diffusion in good agreement with low-temperature experimental data. Overall, we conclude that the new potential provides much more reliable predictions for the point defects in V than the previous V potential from Ref. 20 .
C. Semiempirical potential for dilute solutions of Fe in V
Although potentials for pure ferromagnetic iron and vanadium already exist, the interactions between Fe and V in the alloy have not previously been described. In order to construct an interatomic potential to describe interactions between Fe solutes and point defects in V, two cross functions VFe and VFe were developed. The parameters of these functions were fitted to some of our first-principles data. Since the goal of this work is to develop a semiempirical potential for very dilute solutions of Fe in V, we used the first-principles data ͑lattice parameter and formation energy͒ obtained on a bcc structure where one of 16 V atoms was replaced by Fe. The interaction energies between Fe and point defects ͓see Eqs. ͑1͒ and ͑2͔͒ were included in the fitting procedure. Finally, we created a representative liquid configuration containing 120 V and 30 Fe atoms. The atomic forces determined for this configuration from the firstprinciples calculations were also used in the fitting procedure. In all of these configurations, the local magnetic moment on the iron atoms was found to be small. The parameters of the optimized cross-functions are provided in Table III . Figure 2 shows the effective pair potentials, defined as
where the superscripts refer to the atom type and 0 t is the value of for atoms of type t in the equilibrium V 15 Fe lattice at T = 0. This is a mean-field approximation to the EAM, which can be related to the alloying energy. 31, 32 Since the V-Fe function is shifted to smaller atomic separations with respect to both V-V and Fe-Fe functions, we conclude that there is a strong attraction between V and Fe atoms. This is in agreement with the formation energies of V-Fe alloys being negative ͑see Table II͒ . On the other hand, examination of Table II shows that the potential provides accurate predictions for dilute solutions of Fe in V and, surprisingly, for small amounts of V in Fe. Information on the latter was not included in the fitting procedure ͑one may appropriately have concerns about transferrability when moving from a paramagnetic to a ferromagnetic environment͒. There is a considerable overestimate of the absolute value of the formation energy of the B2 structure due to the strong nearest-neighbor attraction.
Examination of Table II shows that the new Fe-V potential yields very good agreement with most of the firstprinciples data on the interaction energy between Fe atoms and point defects in V. This makes this potential especially suitable for the simulation of radiation damage in ͑dilute͒ V-Fe alloys.
D. Lattice parameter and bulk modulus
There is considerable scatter in the experimental measurements of the lattice parameter of V-Fe bcc alloys ͑e.g., see the review in Ref. 33͒. Nonetheless, it is clear from the experiments that increasing Fe content leads to a decrease in the V-Fe alloy lattice parameter. Figure 3 shows the data obtained via analysis of different room-temperature experiments. 33 In order to test our potential, we created model V-Fe alloys at room temperature. First, we took our model of pure V at T = 0 consisting of 5000 atoms and randomly replaced V atoms with Fe to achieve the desired composition. Next we heated the alloys up to T = 300 K and found the pressure as a function of the atomic density ͑using NVT molecular dynamics simulations͒. These calculations provided both equilibrium lattice parameters and bulk moduli. As can be seen from Fig. 3 , our potential properly describes the effect of Fe on the lattice parameter at low Fe concentration. The deviation from the experimental data at x Fe = 0.5 is more pronounced.
The dependence of the bulk modulus on the Fe concentration is shown in Fig. 4 . It is interesting that introduction of small quantities of Fe into V or V into Fe both increase the bulk moduli of the pure systems. ͑Note: no elastic constant data were used to fit the alloy cross functions in the present work.͒ Unfortunately, we known of no experimental data to validate our elastic modulus versus composition results. However, based on the analysis of a Finnis-Sinclair-type band filling model made in Ref. 34 , we can speculate that the bulk modulus and cohesive energy contributions from the many-body term should increase as the d band approaches half filling, while the atomic radius should decrease with increasing d electron count for metals in the same row of the periodic table. The pairwise contribution to the bulk modulus will be greatest when the number of V-Fe bonds is maximized, since the V-Fe potential has the highest curvature. Alloying V in Fe or vice versa increases the modulus, so by this measure our semiempirical potential gives reasonable predictions. In order to test this qualitative picture we performed additional first-principles calculations to obtain the lattice parameters of several V-Fe compounds at T = 0. The results are presented in Table IV . Comparison of the results of the first-principles calculations with the predictions based upon the new, semiempirical potential shows that the potential provides the correct qualitative picture, even though it greatly overestimates the first-principles elastic constants. Figure 5 shows the vacancy migration energy in the vicinity of a single Fe atom. In order to compare different mutual vacancy-Fe locations, all energies are calculated with respect to the state where one Fe atom is located far away from the vacancy. Therefore, the initial and final points of each curve in Fig. 5 show the vacancy-Fe binding energy. The vacancy is not bound to nearest-neighbor Fe atoms. There is, however, a very weak binding to Fe atoms at other nearby sites. This effect is largest for the Fe atom at the second-neighbor site ͑0.03 eV͒, presumably due to elastic interactions. Each peak on the curves in Fig. 5 shows a barrier for migrating atoms. The migration barriers are broadly similar, around 1 eV, with the exception of the motion of the iron atom, which is strongly suppressed. We can anticipate We identify each vacancy hop as A-nFe ͕h,k,l͖ , where A is the type of migrating atom initially at ͕0,0,0͖ and n Fe atoms are located at position ͕h , k , l͖ ͑coordinates are expressed in units of the bcc lattice parameter͒. The vacancy is initially at ͕1 / 2,1/ 2,1/ 2͖. that vacancies will not be trapped by iron atoms under irradiation conditions. It is interesting to note that one of the curves shown in Fig. 5 has a double peak. The same feature was observed for several Fe potentials considered in Ref. 21 .
IV. POINT DEFECT PROPERTIES IN V-Fe
Although calculation of static barriers along a transition path is often used to determine how point defects migrate, this approach can be incomplete because the point defect formation energies themselves may depend on temperature ͑e.g., see Refs. 29 and 35͒. The situation can be even more complicated because migration mechanisms may change with increasing temperature. 29 In order to more accurately determine diffusivities, we performed a series of molecular dynamics simulations of point defect migration at elevated temperature. First, however, we note that the V potential yields a rather high melting temperature as compared with experiment. This can lead to an underestimate of the magnitude of the changes in the vacancy formation and migration energies at elevated temperature. Nonetheless, the simulations should be able to correctly produce the main trends in the diffusivity, which are the focus of the present study.
First we determined the atomic density as function of temperature for pure V and 2% Fe solution in V. Next we performed MD relaxation of the models consisting of 2000 atoms at each temperature for 5.9 ns ͑in 2 fs MD time steps͒. Finally we introduced either one vacancy ͑by removing a V atom͒ or one interstitial ͑adding a single V atom͒. All models were first equilibrated for 40 ps and then data were collected for 5.9 ns. The model energies averaged over 5.9 ns allowed us to accurately calculate the temperature-dependent point defect formation energies ͑note that at a finite temperature this value is not equal to the defect formation free energy G f = E f − TS f , where S f is the defect formation entropy͒. The results for pure V are shown in Fig. 6 . The vacancy formation energy increases with temperatures up to T = 2800 K and then suddenly drops. The increase of the vacancy formation with temperature is not unusual; similar results were found for pure Al ͑Ref.35͒ and Zr. 29 The interstitial formation energy is more complex; as the temperature is raised, it first increases, then plateaus between 1000 and 2600 K and then drops sharply.
The diffusivity can be determined directly from the MD simulations in terms of the mean square displacement of atoms ͗⌬r 2 ͘,
where t is the simulation time over which the mean square displacement is averaged. It is interesting that atoms can diffuse even in a "perfect" bcc lattice ͑i.e., one in which no point defects were introduced͒ close to the melting temperature ͑see Figs. 7 and 8͒. We refer to this as the intrinsic mechanism of diffusion. This mechanism was also observed for Zr, 29 which is also bcc at high temperature. Of course the activation energy for such a diffusion mechanism is extremely high ͑see Table V͒ such that it makes a significant contribution to the diffusivity only near the melting temperature. The intrinsic mechanism of diffusion is likely associated with the production of Frenkel pairs. Insofar as we are aware, significant intrinsic diffusion has not been observed in either fcc and hcp metals. Because of the existence of this intrinsic mechanism, we exclude for the high-temperature data ͑where intrinsic diffusion is significant͒ from our determination of the activation energy for point-defect-based diffusion. Figure 7 shows the V self-diffusion data in the models containing either one vacancy or interstitial. Except for high temperatures ͑where the intrinsic mechanism of diffusion becomes important͒ and low temperatures ͑where diffusion is too slow to yield sufficient statistics from the MD simula- tions͒, the data were well fitted by an Arrhenius expression. Since the point defect concentration was the same at all temperatures, the slopes of the Arrhenius plots are the vacancy and interstitial migration energies ͑divided by the Boltzmann constant͒. These values are shown in Table V . It is interesting that the vacancy migration energy appears to be larger than the barrier obtained from static calculation. The interstitial migration energy is much smaller than the vacancy migration energy, while interstitial formation energy is higher than the vacancy formation energy. Thus under thermal conditions, self-diffusion in pure V proceeds via the vacancy mechanism at low temperatures and via the interstitial mechanism at high temperatures, where the transition is at ϳ1200 K. Note that, in our analysis, we ignored the effect of the entropy part of the activation free energy.
The additional increase in the activation energy observed in experiment at high temperature may be associated with the contribution of the intrinsic mechanism of self-diffusion, as discussed above. Under irradiation conditions, similar numbers of vacancies and interstitials are produced athermally. In such cases, defect formation energies are irrelevant and diffusion will be dominated by interstitials at all temperatures.
While our simulations focus on high temperatures, an earlier simulation study 36 examined self-interstitial diffusion in pure V starting from T = 100 K. In that study, the authors found that the diffusivity data do not lie on a straight line in Arrhenius coordinates and a sharp change in the slope was observed around T = 700 K. This effect was attributed to the rotation of the self-interstitial between ͗111͘ directions via a barrier at ͗110͘. These results do not contradict our data since we consider diffusion only starting from T = 600 K and data at T ജ 1000 K were used to determine the migration energy. We anticipate that for the new potential the transition associated with the self-interstitial rotation will occur at lower temperature since the new potential yields a difference between the ͗110͘ and ͗111͘ self-interstitial formation energies of 0.28 eV ͑in accordance with the first-principles data͒ vs 0.46 eV found from the potential used in Ref. 36 . The migration barrier of the ͗111͘ crowdion is 0.02 in each case. The authors of Ref. 36 correctly note that when the migration energy is smaller than kT, diffusion is not thermally activated ͑i.e., it is athermal͒. Indeed our data for the self-diffusivity in the interstitial mechanism also fall on the straight line in the D vs T coordinates as was suggested in Ref. 36 ͑see Fig. 8͒ .
We now consider the effect of Fe on point defects in V. Figure 7 shows that the addition of Fe accelerates V diffusion via the intrinsic mechanism. This may be associated with two facts: ͑i͒ Fe decreases the melting temperature of V and ͑ii͒ Fe has a smaller atomic radius than V ͑leading to smaller migration barriers͒. Since Fe is repelled from vacancies, it does not significantly affect vacancy diffusion, as seen in Fig. 7 and Table V. However, since Fe is attracted to interstitials, addition of Fe dramatically decreases the V diffusion via the interstitial mechanism ͑see Fig. 7͒ . The apparent fourfold increase of the V migration energy in the interstitial mechanism is due not to a real increase in barrier energy, rather it shows that the interstitial spends most of its time associated with Fe, enhancing Fe diffusion and reducing V self-diffusion. Interstitial diffusion in pure vanadium is especially fast on account of the possibility of multiple correlated jumps for 1D migration along ͗111͘. The iron impurities disrupt this motion in two ways, first by direct pinning of the ͗111͘ interstitial if the Fe lies in the path of the interstitial, and second by forcing the ͗111͘ dumbbells to reorient away from the fast ͗111͘ direction into the slower ͗110͘ direction. This rotation restores the Arrhenius behavior. Figure 9 shows the results of the simulation for Fe diffusion. Of course, these data contain more noise since the models contained only 40 Fe atoms. However, the trends are quite clear. Fe atoms diffuse faster than V atoms via the intrinsic mechanism. The diffusivities of the Fe and V atoms in the V-rich alloy via the vacancy mechanism are very similar. Finally, Fe atoms diffuse very much faster than V atoms in the V-rich alloy via the interstitial mechanism; the Fe migration energy is very low and the Fe diffuses athermally. Tables I and II show that the lowest mixed interstitial formation energy ͑which is the sum of the self-interstitial formation energy and the self-interstitial-substitutional interaction energy͒ at T = 0 is 2.81-0.24= 2.57 eV. This value is just a little smaller than the energy of formation of the vacancy-Fe pair, which is 2.49+ 0.14= 2.63 eV. Since the Fe migration barrier in the vacancy mechanism is much higher than that in the interstitial mechanism, this is consistent with our MD result that Fe diffuses in V via an interstitial mechanism.
V. CONCLUSIONS
To summarize, we have performed a series of firstprinciples point defect calculations in vanadium with and without small amounts of iron to expand the existing point defect data base. We have introduced an electronic structure embedding approach to improve the description of point defects by including semicore electrons for some V atoms ͑those near to the interstitial where the semicore levels are broadened͒ but not those further from the point defect. This enables us to combine good accuracy at the defect with large supercells to correctly describe the short-range electronic effects and the long-range strain fields. Our first-principles calculations show that vacancies are not attracted to Fe impurities, but that interstitials are, and the configuration of the interstitial can be changed from ͗111͘ to ͗110͘ by the presence of Fe.
Based on these data, previous first-principles work, and new calculations of model liquid structures, we have fitted an interatomic potential for the V-Fe system that describes the important configurations likely to arise when such alloys are exposed to neutron radiation. This potential is in a form suitable for molecular dynamics simulations of large systems.
Using the potential, we have calculated the migration barriers of vacancies in the presence of iron, showing that these are broadly similar, and that iron and vacancies do not comigrate, but that iron migration is greatly enhanced by the presence of interstitials. Vanadium self-diffusion via an interstitial mechanism is dramatically slowed by the presence of small quantities of iron, which traps and rotates the dumbbell interstitial. Escape from the pinned configuration becomes the barrier to this mechanism. It is not clear how or even whether this is connected with the dramatic increase in irradiation swelling observed when Fe is added to vanadium. 14, 15 Although the trends are the same, there is a marked numerical discrepancy in each case between migration barriers calculated from molecular dynamics and those evaluated from static barrier calculations. Since this appears in the exponent of the diffusion rate, it suggests that simply employing static migration barriers in, for example, a kinetic Monte Carlo approach, may give aging processes in error by an order of magnitude.
Although the focus of this study has been Fe in V, it illustrates the dramatic effects that even a small amount of alloying material can have on diffusion properties. While we have concentrated on the dilute iron limit here, it is likely that at higher concentrations other considerations, such as migration of interstitial clusters with multiple Fe atoms, may become important. FIG. 9 . ͑Color online͒ Temperature dependence of the Fe diffusivity in V calculated under the condition of a fixed defect concentration ͑see text͒. The data points shown by small symbols were excluded from the Arrhenius fit calculation of the migration energy.
