In three-dimensional Euclidean geometry, the vector product computes a vector perpendicular to two input vectors. This paper extends this operation to arbitrary geometries parameterised by a symmetric bilinear form, and generalise the results that follow from past works of Lagrange, Jacobi, Binet and Cauchy. We will apply these to set up the basic framework of rational trigonometry in the three-dimensional affine space and the related two-dimensional projective plane. These laws provide new tools both for theoretic metrical geometry as well as practical applications, through the possibility of introducing linear transformations to simplify metrical questions.
Preface
With the advent of the Cartesian coordinate geometry of Descartes and Fermat in the 17th century, the possibility emerged to put both two and three-dimensional Euclidean geometries on a much firmer foundation, based on the arithmetic of an assumed underlying number field which supplies coordinates of points and coefficients of lines, planes and more general curves. This framework is now firmly established in modern times via linear algebra and the affine geometry of vectors, while the projective version forms the basis for modern algebraic geometry. But when we come to metrical structure, we find that there are still contentious foundational issues, mostly due to the analytic difficulties in defining length and angle without a prior theory of calculus and real numbers; for lengths we need a notion of the "square root" of a given number, and for angles we need to evaluate "inverse circular functions". Both involve some kind of completions of infinite arithmetical procedures.
While the applied mathematician truncates such algorithms and obtains finite decimal approximations, we pure mathematicians tend to believe that these objects of the applied mathematician are but shadows of Platonic objects that reside in a realm somewhere, perhaps beyond the universe. But can we create a metrical geometry without a prior theory of "real numbers"? A strong way of phrasing this is: can we create a metrical geometry that works over more general fields and bilinear forms?
In this paper we show that there is such a powerful alternative: a purely algebraic way to frame metrical geometry so that it fits squarely in the Cartesian framework without analytic issues. This is called rational trigonometry, initiated in the planar situation in [22] (see also [20] and [21] ). Here we develop it in a very general three-dimensional framework, using a prior development of vector analysis with respect to a general bilinear form B.
Introduction
In three-dimensional Euclidean vector geometry, the vector product of two vectors
and v 2 ≡ x 2 y 2 z 2 is the vector v 1 × v 2 = x 1 y 1 z 1 × x 2 y 2 z 2 ≡ y 1 z 2 − y 2 z 1 x 2 z 1 − x 1 z 2 x 1 y 2 − x 2 y 1 .
This definition dates back to the late eighteenth century, with Lagrange's [13] study of the tetrahedron in three-dimensional space. However, it was not until over a century later that the terminology was formalised by Gibbs and Wilson [8] , in which they discussed the properties of this operation. Implicitly the framework of Euclidean geometry from Euclid's Elements [10] was assumed.
In this paper, we begin by extending the study of vector products to general inner product spaces over arbitrary fields, not of characteristic two, and then apply this to develop the main laws of rational trigonometry for triangles both in affine and projective settings in such general settings, in other words with respect to a general symmetric bilinear form, and over an arbitrary field.
We will start with the associated three-dimensional vector space of the three-dimensional affine space over an arbitrary field not of characteristic 2, which will form our basis of study for affine geometry, and more importantly vector geometry. A general metrical framework is introduced via a 3 × 3 symmetric matrix B, which defines a symmetric bilinear form on the vector space by
We call this the B-scalar product of v and w. Moreover, we also define the B-vector product between the two vectors by
where adj B denotes the adjugate matrix of B (see [7, pp. 76-89] and [19, p. 248] ). This satisfies the property B adj B = (adj B) B = (det B) I, where I is the 3 × 3 identity matrix. We will extend well-known and celebrated formulas from Binet [2] , Cauchy [4] , Jacobi [12] and Lagrange [13] involving also the B-scalar triple product
the B-vector triple product
the B-scalar quadruple product
and the B-vector quadruple product
Affine rational trigonometry
These tools then allow us to introduce the rational trigonometric quantities of quadrance, spread and quadrea for a vector triangle in both affine and projective three-dimensional geometries. This allows us to extend the main laws of rational trigonometry ( [20] , [22] ) from the planar to the three-dimensional setting, and extend these to general bilinear forms also.
The B-quadrance of a vector v is the number
The B-spread between vectors v 1 and v 2 is the number
Throughout the paper, we will also apply the Zero denominator convention from [22, p. 
For a vector triangle v 1 v 2 v 3 consisting of three vectors satisfying v 1 + v 2 + v 3 = 0, with B-quadrances
The B-spreads of the triangle v 1 v 2 v 3 are
The main laws of affine rational trigonometry are then the following: For a vector triangle
with B-quadrances Q 1 , Q 2 and Q 3 , and corresponding B-spreads s 1 , s 2 and s 3 , we have
Special cases of the Cross law include Pythagoras' theorem, which states that if s 3 = 1 then
and the Triple quad formula, which states that if the vectors are all parallel, with one of the spreads, and so all of the spreads, equal to 0, then
Projective rational trigonometry
In the projective setting, we work with projective vectors which have the form p = x y z , with the conditions that at least one of the entries is non-zero, and that for any λ = 0 we have the equality x y z = λx λy λz .
If v = x y z then we will also write
Clearly a projective vector can be identified with a one-dimensional subspace of V 3 , but it will not be necessary to do so. The space of projective vectors will be denoted by P 2 .
A projective triangle, or tripod, is a set of three distinct projective points, namely
} which we will write as p 1 p 2 p 3 . The B-dual tripod is then r 1 r 2 r 3 where
The B-projective quadrance between two projective vectors
The B-projective spreads S 1 , S 2 and S 3 of the projective triangle p 1 p 2 p 3 are then the B-projective quadrances of its B-dual tripod r 1 r 2 r 3 , that is
The B-projective quadrea is then
The main laws of projective rational trigonometry are then the following: For a projective triangle p 1 p 2 p 3 with B-projective quadrances q 1 , q 2 and q 3 , and corresponding B-projective spreads s 1 , s 2 and
Special cases of the Cross law include the projective version of Pythagoras' theorem which is that if S 3 = 1, then
and the projective Triple quad formula, which is that if the projective triangle is degenerate, meaning that one of the spreads, and so all of the spreads are 0, then
We will conclude the paper by providing a concrete example of a vector triangle in the threedimensional vector space, as well as a concrete example of a projective triangle in the two-dimensional projective plane. In both examples, we consider the relativistic metrical structure given by the Minkowski scalar product [15] (
where the matrix
The examples are intended to affirm the validity of the results presented in the paper.
Finally we discuss how working over a general bilinear form is potentially useful even if one is interested in only Euclidean geometry, on account of the possibility of applying a simplifying linear transformation which distorts the metrical structure.
Vector geometry and the B-scalar product
We start by considering the three-dimensional vector space V 3 over a general (number) field F not of characteristic 2, consisting of vectors v = (x, y, z) which we also express in matrix form as
and generally we will use the arithmetic of matrices. The vectors v 1 , v 2 , . . . , v n ∈ V 3 are linearly dependent precisely when one of them can be written as a linear combination of the others; otherwise, they are linearly independent.
A 3 × 3 symmetric matrix
We will call such a bilinear operation the B-scalar product. When B is the 3 × 3 identity matrix, this corresponds to the usual Euclidean scalar product, which we will simply write as v · w.
From the symmetric bilinear form, we define the associated B-quadratic form on V 3 by
For vectors v and w in V 3 and a non-zero scalar λ in F,
and also
Hence the B-scalar product between two vectors v and w in V 3 can be expressed in terms of the B-quadratic form by either of the polarization formulas
Consistent with the terminology of [9] , the B-scalar product is then the polar form of the B-quadratic form.
The symmetric bilinear form on V 3 represented by the matrix B is non-degenerate precisely when the condition that v · B w = 0 for any vector v in V 3 implies that w = 0. This will occur precisely when B is invertible. We will assume that a symmetric bilinear form is non-degenerate throughout the paper unless otherwise stated.
Two vectors v and w in V 3 are perpendicular with respect to the B-scalar product, or just, B-perpendicular, precisely when
in which case we write
The B-vector product
Given two vectors v 1 ≡ x 1 y 1 z 1 and v 2 ≡ x 2 y 2 z 2 in V 3 , the usual notion of the Euclidean vector product is
We now extend the cross product so that it will be compatible with a general symmetric bilinear form.
This will allow us to extend three-dimensional metrical geometry to general fields, and gives us a main tool for establishing a framework of rational trigonometry in three dimensions.
Recall that, as for example in [7, pp. 76-89] and [19, p. 248] , the adjugate matrix adj M of a 3 × 3 invertible matrix M may be characterized by the equation
It then satisfies the properties
for 3 × 3 matrices M and N , where is I the 3 × 3 identity matrix. We also have that
For the symmetric matrix
its adjugate will be denoted by
We now define the B-vector product between vectors v 1 and v 2 to be
The motivation for this definition is given by the following theorem; a similar result has been obtained in [6] . 
If the adjugate of the matrix M B is written as
Since adj (M B) = adj B adj M and B is symmetric,
Take the transpose of this matrix to obtain
as required.
The B-vector product is a bilinear operation, i.e. for vectors v 1 , v 2 and v 3 in V 3 and a non-zero scalar λ in F,
The B-vector is also an alternating operation, which means that for a vector v in V 3 ,
Combining the bilinear and alternating properties of the B-vector product, we obtain
so that the B-vector product is anti-symmetric, i.e.
The B-scalar triple product
The Euclidean scalar triple product of three vectors v 1 , v 2 and v 3 in V 3 (see [8, pp. 68-71] ) is
We can generalise this definition for an arbitrary symmetric bilinear form with matrix representation B; we will call this the B-scalar triple product and define it by
The following result allows for the evaluation of the B-scalar triple product, which extends [8, pp.
68-71
] to an arbitrary B-scalar product. 
Proof. By the definition of the B-scalar triple product and the B-scalar product,
Since B adj B = (det B) I 3 and
Proof. This follows from the corresponding relations for [v 1 , v 2 , v 3 ] , or equivalently the transformation properties of the determinant upon permutation of rows.
We can now also relate vector products to perpendicularity, as follows [1, p. 215] .
Corollary 4
The vectors v and w in V 3 are both B-perpendicular to v × B w, i.e.
Proof. By the Scalar triple product theorem,
The B-vector triple product
The B-vector triple product of three vectors v 1 , v 2 and v 3 in V 3 is defined by
We can evaluate this by generalising a classical result of Lagrange [13] from the Euclidean vector triple product to B-vector triple products, following the general lines of argument of [5] and [18, pp. 28-29] in the Euclidean case; the proof is surprisingly complicated.
If v 2 and v 3 are linearly dependent, then v 2 × B v 3 = 0 and thus v 1 , v 2 , v 3 B = 0. Furthermore, we are able to write one of them as a scalar multiple of the other, which implies that
and thus the required result holds. So we may suppose that v 2 and v 3 are linearly independent. From Corollary 4, (v 2 × B v 3 ) ⊥ B w and thus
As w is parallel to v 2 and v 3 , we can deduce that w is equal to some linear combination of v 2 and v 3 .
So, for some scalars α and β in F, we have
Furthermore, since v 1 ⊥ B w, the definition of B-perpendicularity implies that
This equality is true precisely when α = λ (v 1 · B v 3 ) and β = −λ (v 1 · B v 2 ), for some non-zero scalar λ in F. Hence,
To proceed, we first want to prove that λ is independent of the choices v 1 , v 2 and v 3 , so that we can compute w for arbitrary v 1 , v 2 and v 3 . First, suppose that λ is dependent on v 1 , v 2 and v 3 , so that
Directly substituting the definition of w, we use the Scalar triple product theorem to obtain
Based on our calculations of w, we then deduce that
Because this expression is equal to w · B d, we deduce that
and hence λ must be independent of the choice of v 1 . With this, now suppose instead that λ ≡ λ (v 2 , v 3 ), so that
for a vector d in V 3 . By direct substitution of w, we use the Scalar triple product theorem to obtain
Similarly, based on the calculations of w previously, we have
Because this expression is also equal to w · B d, we deduce that λ (v 2 , v 3 ) = λ (d, v 1 ) and conclude that λ is indeed independent of v 2 and v 3 , in addition to v 1 . So, we substitute any choice of vectors v 1 , v 2 and v 3 in order to find λ. With this, suppose that v 2 ≡ 1 0 0 and
and hence
We use the fact that adj (adj B) = (det B) B to obtain
so that we have
From this, we deduce that λ = det B and hence
The B-vector product is not an associative operation, but by the anti-symmetric property of B-vector products, we see that
The following result, attributed in the Euclidean case to Jacobi [12] , connects the theory with that of 
Proof. Apply Lagrange's formula to each of the three summands to get
and
So,
The B-scalar quadruple product
We define the B-scalar quadruple product to be the quantity
The following result, which originated from separate works of Binet [2] and Cauchy [4] in the Euclidean setting (also see [3] and [18, p. 29] ), allows us to compute B-scalar quadruple products purely in terms of B-scalar products.
Proof. Let w ≡ v 1 × B v 2 , so that by the Scalar triple product theorem,
By Lagrange's formula,
Hence,
An important special case of the classical Binet-Cauchy identity is a result of Lagrange [13] , which we distinguish from Lagrange's formula, which computes the B-vector triple product of three vectors.
Theorem 8 (Lagrange's identity) Given vectors v 1 and v 2 in V 3 ,
Proof. We start with the Binet-Cauchy identity
Here is another consequence of the Binet-Cauchy identity, which exhibits similar behaviors to the Jacobi identity for B-vector triple products.
Proof. From the Binet-Cauchy identity, we have
When we add these three quantities, we get 0.
The B-vector quadruple product
Define the B-vector quadruple product [8, pp. 76-77] of four vectors to be
The key result here is the following.
Theorem 10 (B-
From the Scalar triple product theorem,
Therefore,
we have that
As a corollary, we find a relation satisfied by any four vectors in three-dimensional vector space.
Corollary 11 (Four vector relation)
Proof. This is an immediate consequence of equating the two equations from the previous result, after cancelling the non-zero factor det B.
As another consequence, we get an expression for the meet of two distinct two dimensional subspaces.
Proof. Clearly v is both in U and in V from the B-vector quadruple product theorem. We need only show that it is non-zero, but this follows from 
Proof. This follows from
together with the fact that
Yet another consequence is given below.
Theorem 14 (Triple scalar product of products) For vectors
Proof. Using the previous corollary, we have
As a consequence of this, we see that if v 1 , v 2 and v 3 are linearly independent, then so are 
Then,
Proof. By the Jacobi identity,
Moreover, we use the Scalar triple product to obtain
By the Triple scalar product of products theorem,
Given this result, we have
where the fourth line results from Corollary 13 and the fifth line results from the Scalar triple product theorem. Thus
and the results for v 2 and v 3 are similar.
Rational trigonometry for a vector triangle
A vector triangle v 1 v 2 v 3 consists of three vectors v 1 , v 2 , v 3 satisfying
The B-quadrances of such a triangle are the numbers
The B-quadrea of such a triangle v 1 v 2 v 3 is then
Theorem 16 (Quadrea theorem) Given a vector triangle
Proof. By bilinearity, we have
and similarly
. Starting with the result
2 from Lagrange's identity, we use the polarisation formula to obtain
for which simple rearrangement gives one of our desired results. The other results follow by symmetry.
If one or both of v 1 , v 2 are null vectors then the spread is undefined. By Lagrange's identity this can be rewritten as
.
The B-spread is invariant under scalar multiplication of either v 1 or v 2 (or both).
In what follows, we will consider a vector triangle v 1 v 2 v 3 with B-quadrances
and B-quadrea
We now present some results of planar rational trigonometry in three dimensions with proof. These 
Proof. Rearrange the polarisation formula,
and then square both sides to get
By the definition
we have
Putting these together we obtain
It is useful to define correspondingly the B-crosses
We use the Cross law as a fundamental building block for a number of other results. For instance, we can express the B-quadrea of a triangle in terms of its B-quadrances and B-spreads. 
Proof. Rearrange the Cross law
But we recognize here an asymmetric form of Archimedes' function, that is
We use the other two relations are obtained by symmetry. 
Proof. If v 1 v 2 v 3 is degenerate, then we may suppose that v 2 ≡ λv 1 , for some λ in F, so that
Thus, by the properties of the B-quadratic form,
The result immediately follows.
The Cross law also gives the most important result in geometry and trigonometry: Pythagoras' theorem.
Theorem 20 (Pythagoras' theorem) For a vector triangle v 1 v 2 v 3 with B-quadrances Q 1 , Q 2 and Q 3 , and corresponding B-spreads s 1 , s 2 and s 3 , we have s 3 = 1 precisely when
The Cross law relation
together with the assumption that Q 1 and Q 2 are non-zero implies that s 3 = 1 precisely when
One other use of the Quadrea spread theorem is in determining ratios between B-spreads and B-quadrances, which is a rational analog of the sine law in classical trigonometry. 
Proof. We start with the Quadrea spread theorem
Rearrange to get
If the three B-spreads are defined, then necessarily all three B-quadrances are non-zero. So divide s 1 , s 2 and s 3 by Q 1 , Q 2 and Q 3 respectively to get
Finally we present a result that gives a relationship between the three B-spreads of a triangle, following the proof in [22, Proof. If one of the B-spreads is 0, then from the Spread law they all are, and so is A and the formula is immediate. Otherwise, with the B-quadrances Q 1 , Q 2 and Q 3 as previously defined, the Spread law allows us to define the non-zero quantity
so that
We substitute these into the Cross law
and pull out common factors to get
Now divide by D 2 and rearrange to obtain
We use the identity discussed earlier in the context of Archimedes' function to rearrange this to get
The Triple spread formula is an algebraic replacement for the more usual, but less accurate, statement in classical geometry that the sum of the angles of a triangle is (approximately) 3. 141 592 · · · .
Rational trigonometry for a projective triangle
Rational trigonometry has an affine and projective version. The projective version is typically more algebraically involved. The distinction was first laid out in [23] by framing hyperbolic geometry in a projective setting. So, the projective results are the essential formulas for the rational trigonometry approach to both hyperbolic and spherical/elliptic trigonometry. For us, the spherical/elliptic interpretation is key.
A proportion between these three numbers that is important. Clearly a projective vector can be identified with a one-dimensional subspace of V 3 , but it will not be necessary to do so. The space of projective vectors will be denoted by P 2 . A projective triangle, or tripod, is a set of three distinct projective vectors, namely 
and this is clearly well-defined. We now define the B-dual of the tripod p 1 p 2 p 3 to be the tripod r 1 r 2 r 3 , where
Such a tripod will be called the B-dual projective triangle [23] of the projective triangle p 1 p 2 p 3 .
The following result highlights the duality of such a concept. 
Suppose that the B-dual of r 1 r 2 r 3 is given by t 1 t 2 t 3 , where
By the definition of the B-normal, we use Corollary 13 to get
Since B is non-degenerate and the vectors v 
By symmetry, t 2 = p 2 and t 3 = p 3 , and hence t 1 t 2 t 3 = p 1 p 2 p 3 . Thus, the B-dual of r 1 r 2 r 3 is p 1 p 2 p 3 .
Clearly a B-projective quadrance is just the B-spread between the corresponding vectors. So, the following result should not be a surprise.
Theorem 24 (Projective triple quad formula) If p 1 p 2 p 3 is a degenerate tripod with projective quadrances
The Projective triple quad formula is analogous and parallel to the Triple spread formula in affine rational trigonometry, due to this fact.
Given a projective triangle p 1 p 2 p 3 it will have three projective quadrances q 1 , q 2 and q 3 . We now introduce the projective spreads S 1 , S 2 and S 3 of the projective triangle p 1 p 2 p 3 to be the projective quadrances of its B-dual r 1 r 2 r 3 , that is S 1 ≡ q B (r 2 , r 3 ) , S 2 ≡ q B (r 1 , r 3 ) and S 3 ≡ q B (r 1 , r 2 ) .
We now proceed to present results in projective rational trigonometry, which draw on the results from [20] , but will be framed in the three-dimensional framework using B-vector products and a general symmetric bilinear form.
Theorem 25 (Projective spread law) Given a tripod p 1 p 2 p 3 with B-projective quadrances q 1 , q 2 and q 3 , and B-projective spreads S 1 , S 2 and S 3 , we have
Proof. Let
be the points of p 1 p 2 p 3 . Also consider its B-dual r 1 r 2 r 3 , where
By the definition of the B-projective quadrance,
By the definition of the B-projective spread and Corollary 13,
Similarly,
If we balance each side of the result of the Projective spread law to its lowest common denominator, multiplying through by the denominator motivates us to define the quantity
The quantity a B will be called the B-projective quadrea of the tripod p 1 p 2 p 3 .
There is a relationship between the B-projective quadrea and the projective quadrances discovered in [20] , which is central to our study of projective rational trigonometry. We extend this result to an arbitrary symmetric bilinear form, using a quite different argument. 
be the points of p 1 p 2 p 3 and r 1 r 2 r 3 be the B-dual of p 1 p 2 p 3 , so that from the proof of the Projective spread law the B-projective quadrances and spreads are
,
Furthermore,
Noting that
we see from the Scalar triple product theorem that
Given that
we obtain
The Projective cross law can also be expressed in various asymmetric forms.
Corollary 27 Given a tripod p 1 p 2 p 3 with B-projective quadrances q 1 , q 2 and q 3 , and B-projective spreads S 1 , S 2 and S 3 , the Projective cross law can be rewritten as either
Proof. Substitute a B = S 1 q 2 q 3 = (1 − C 1 ) q 2 q 3 into the Projective cross law to get
Expand the left-hand side and simplify the result as a polynomial in C 1 to obtain
Now insert the term −4q 12 q 13 q 23 C 1 into the last equation and balance the equation as required. Doing this, as well as some more rearrangement, we get
As the left-hand side is a perfect square, factorise this to get
Replace C 1 with 1 − S 1 and simplify to obtain
The other results follow by symmetry.
Note that the B-projective quadrea a B also features in the reformulation, and can replace the quantity S 1 q 2 q 3 (as well as its symmetrical reformulations).
In addition to the B-projective quadrea, we can also discuss the dual analog of it. This quantity is called the B-quadreal [23] and is defined by
We can also say from Theorem 23 that l B is the B-projective quadrea of the B-dual tripod r 1 r 2 r 3 of p 1 p 2 p 3 and a B is the B-quadreal of r 1 r 2 r 3 . The following extends the result in [23] for B-quadratic forms.
Corollary 28 For a tripod p 1 p 2 p 3 with B-projective quadrances q 1 , q 2 and q 3 , B-projective spreads S 1 , S 2 and S 3 , B-projective quadrea a B and B-quadreal l B , a B l B = q 1 q 2 q 3 S 1 S 2 S 3 .
Proof. Given a B = S 1 q 2 q 3 = S 2 q 1 q 3 = S 3 q 1 q 2 and l B = q 1 S 2 S 3 = q 2 S 1 S 3 = q 3 S 1 S 2 ,
we get a B l B = (S 1 q 2 q 3 ) (q 1 S 2 S 3 ) = (S 2 q 1 q 3 ) (q 2 S 1 S 3 ) = (S 3 q 1 q 2 ) (q 3 S 1 S 2 ) = q 12 q 13 q 23 S 1 S 2 S 3 , as required.
The Projective triple quad formula from earlier follows directly from the Projective cross law; thus, one can alternatively prove it in such a way.
We now present a projective version of Pythagoras' theorem. This is an extension of the result in [20] and [23] to arbitrary symmetric bilinear forms.
Theorem 29 (Projective Pythagoras' theorem) Take a tripod p 1 p 2 p 3 with B-projective quad-rances q 1 , q 2 and q 3 , and B-projective spreads S 1 , S 2 and S 3 . If S 1 = 1, then
Proof. Start with the Projective cross law (S 1 q 2 q 3 − q 1 − q 2 − q 3 + 2) 2 = 4 (1 − q 1 ) (1 − q 2 ) (1 − q 3 ) .
Substitute S 1 = 1 and rearrange the result to get (q 2 q 3 − q 1 − q 2 − q 3 + 2) 2 − 4 (1 − q 1 ) (1 − q 2 ) (1 − q 3 ) = 0.
The left-hand side can be factored as follows:
(q 2 + q 3 − q 1 − q 2 q 3 ) 2 = 0.
Solving for q 23 , we get
Note the term −q 2 q 3 involved in the Projective Pythagoras' theorem; this is not present in Pythagoras' theorem in affine rational trigonometry. As observed in [23] , the Projective Pythagoras' theorem can be restated as 1 − q 1 = 1 − q 2 − q 3 + q 2 q 3 = (1 − q 2 ) (1 − q 3 ) .
As for the converse of the Projective Pythagoras' theorem, start with the asymmetric form of the Projective cross law (S 1 q 2 q 3 + q 1 − q 2 − q 3 ) 2 = 4q 2 q 3 (1 − q 1 ) (1 − S 1 ) .
If q 1 = q 2 + q 3 − q 2 q 3 then (q 2 q 3 (1 − S 1 )) 2 = 4q 2 q 3 (1 − q 2 ) (1 − q 3 ) (1 − S 1 ) , which can also be rearranged and factorised as q 2 q 3 (1 − S 1 ) (4q 2 + 4q 3 − 3q 2 q 3 − S 1 q 2 q 3 − 4) = 0.
Here, we see that S 1 = 1 is not the only solution; we can also have the solution S 1 = 4 (q 2 + q 3 − 1) q 2 q 3 − 3.
So, the converse of the Projective Pythagoras' theorem may not necessarily hold.
Some relativistic examples
We consider two examples of triangles: one of a vector triangle in V 3 and the other of a projective triangle P 2 , both over the rational number field. In both cases, we consider the Minkowski scalar product [15] on V 3 defined by To verify our calculations, we observe that 
