We present an O * (n 3 ) randomized algorithm for estimating the volume of a well-rounded convex body given by a membership oracle, improving on the previous best complexity of O * (n 4 ). The new algorithmic ingredient is an accelerated cooling schedule where the rate of cooling increases with the temperature. Previously, the known approach for potentially achieving such complexity relied on a positive resolution of the KLS hyperplane conjecture, a central open problem in convex geometry.
INTRODUCTION
Computing the volume of a convex body is an ancient and fundamental problem; it is also a difficult problem, as evidenced by both the #P-hardness of computing the volume of an explicit polytope [6] and exponential lower bounds for deterministic algorithms in the general oracle model, even to approximate the volume to within an exponential factor in the dimension [13, 14] . Against this backdrop, the * Supported in part by an NSF graduate fellowship and by NSF award CCF-1217793. † Supported in part by NSF award CCF-1217793.
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The DFK algorithm for computing the volume of a convex body K in R n given by a membership oracle uses a sequence of convex bodies K0, K1, . . . , Km = K, starting with the unit ball fully contained in K and ending with K. Each successive body Ki = 2 i/n Bn ∩ K is a slightly larger ball intersected with K. Using random sampling, the algorithm estimates the ratios of volumes of consecutive bodies. The product of these ratios times the volume of the unit ball was the estimate of the volume of K. Sampling is achieved by a random walk in the convex body. There were many technical issues to be addressed, but the central challenge was to show a random walk that "mixed" rapidly, i.e. converged to its stationary distribution in a polynomial number of steps. The overall complexity of the algorithm was O * (n 23 ) oracle calls 1 . Since then researchers have improved the complexity of volume computation and sampling for convex bodies considerably, to O * (n 4 ) for volume estimation and for obtaining the first random sample [21, 19] and to O * (n 3 ) per sample for subsequent samples [19, 20] . These improvements rely on continuous random walks, the use of affine transformations, improved isoperimetric inequalities and several other developments. However, throughout the course of these developments, the outer DFK algorithm using a chain of bodies remained unchanged till the most recent improvement in 2003 [21] . The LV algorithm [21] relies on sampling a sequence of logconcave distributions, akin to simulated annealing, starting with one that is highly concentrated around a point deep inside the convex body and ending with the uniform distribution (we will discuss these ideas in more detail presently). The total number of random points needed is only O * (n), down from Ω(n 2 ) needed by all previous algorithms. Combining this with the O * (n 3 ) complexity for each sample yielded the overall O * (n 4 ) complexity for volume computation. Before running this algorithm, there is a pre-processing step where the convex body is placed in nearly-isotropic position, ensuring in particular that most of the body is contained in a ball of radius O( √ n). Cru- 1 The O * notation suppresses error terms and logarithmic factors.
cially, this well-roundedness property is maintained during the course of the algorithm.
Is there a faster algorithm? In 1995, Kannan, Lovász and Simonovits, while analyzing the convergence of the ball walk for sampling, proposed a beautiful geometric conjecture now known as the KLS hyperplane conjecture [15] . Roughly speaking, it says that the worst-case isoperimetric ratio for a subset of a convex body is achieved by a hyperplane to within a constant factor. They were able to show that hyperplanes are within O( √ n) of the minimum. The convergence of the ball walk depends on the square of the reciprocal of the isoperimetric ratio; thus the KLS conjecture had the potential to improve the sampling time by a factor of n to O * (n 2 ) per sample and thereby indicated the possibility of an O * (n 3 ) volume algorithm (such an algorithm would have to surmount other substantial hurdles).
The KLS hyperplane conjecture remains unresolved, in spite of intensive efforts and partial progress towards its resolution [2, 12, 11] . Indeed, it captures two well-known and much older conjectures from convex geometry, the slicing (or hyperplane) conjecture and the thin-shell conjecture (these were all shown to be equivalent in a certain sense recently [10, 11] ), and thus has effectively evaded resolution for nearly a half-century.
Our main finding is an O * (n 3 ) algorithm for any convex body containing a unit ball and mostly contained in a ball of radius O * ( √ n). Equivalently, it suffices to have E( X 2 ) = O * (n) for a uniform random point X from the body. Assuming the body is well-rounded (or sandwiched) in this sense, no further affine transformation is used, and there is no need to assume or maintain near-isotropy during the course of the volume algorithm.
To describe the main ideas behind the improvement, we recall the LV algorithm in more detail. It uses a sequence of O * ( √ n) exponential distributions, starting with a distribution that is concentrated inside the unit ball contained in K, then "flattening" this distribution to the uniform by adjusting a multiplicative factor in the exponent 2 . In each phase, samples from the previous distribution are used to estimate the ratio of the integrals of two consecutive exponential functions (by simply averaging the ratio of the function values at the sample points). It is crucial to keep the variance of this ratio estimator bounded, and to do this, the distributions could be cooled by a factor of 1 + ). How could we possibly improve this without the KLS conjecture? One avenue is indicated by our recent paper [5] , which gives an O * (n 3 ) algorithm to compute the Gaussian measure of a convex body, i.e., the integral of a standard Gaussian over a convex body given by a membership oracle and containing the unit ball. This is achieved by using a sequence of Gaussians (rather than exponentials as in LV), starting with a highly concentrated Gaussian centered inside K and ending with the standard Gaussian. The cooling schedule is the same as in the LV algorithm, but each sample takes only O * (n 2 ) time. For a Gaussian distribution restricted to a convex body, the paper gave an improved bound on the conductance. This is based on an improved isoperimetric inequality derived from the fact that the KLS conjecture holds for Gaussians restricted to convex bodies. For a Gaussian with covariance σ 2 I, the mixing time was shown to be O * (max{σ 2 , 1}n 2 ) (see Theorem 3.3 below). Since the starting σ is small and the last σ is 1, this bound is O * (n 2 ) throughout the algorithm. (There are additional technical issues such as maintaining a warm start for the random walks, and we will encounter them here as well.)
We will also use Gaussian cooling, starting with a highly concentrated Gaussian and flattening it (i.e., increasing σ) till we reach the uniform distribution. In the beginning, this is similar to the algorithm of [5] . But after σ becomes higher than 1 (or some constant), we no longer have quadratic sampling time, as the mixing time of the ball work grows as max{σ 2 , 1}n 2 . Moreover, we need to go till σ 2 = Ω(n), so cooling at the rate of 1 + 1/ √ n would be too slow. The main new idea is that for σ > 1, the cooling rate can be made higher, in fact about 1+σ/ √ n instead of only 1+1/ √ n. This means that the number of phases to double σ 2 is only √ n/σ and therefore the number of samples per "doubling" phase is roughly also √ n/σ, giving n/σ 2 samples in total. Multiplying by the sampling time, we have
The key technical component of the analysis is to show that the variance of the ratio estimator remains bounded by a constant even at this higher cooling rate of 1 + σ/ √ n. For this we use the localization lemma of Lovász and Simonovits. Our main result can be stated more precisely as follows. We note that the roundness condition can be achieved for any convex body by a preprocessing step consisting of an affine transformation. It is a significantly weaker condition than isotropic position. Theorem 1.1. There is an algorithm that, for any ε > 0, p > 0 and convex body K in R n that contains the unit ball and has EK ( X 2 ) = O * (n), with probability 1 − p, approximates the volume of K within relative error ε and has complexity O * (n 3 ) in the membership oracle model.
The current best complexity for achieving well-roundedness, i.e., R 2 = O(n), for a convex body is O * (n 4 ) [21] . In previous work, the complexity of generating the first nearly uniform random point was always a factor significantly higher than for later points. Here, using a faster cooling schedule, we can generate the first random point in O * (n 3 ) steps, under the same assumption that K is well-rounded. Any subsequent uniform random points also require O * (n 3 ) steps.
There is an algorithm that, for any ε > 0, p > 0, and any convex body K in R n that contains the unit ball and has EK ( X 2 ) = R 2 , with probability 1 − p, generates random points from a density ν that is within total variation distance ε from the uniform distribution on K. In the membership oracle model, the complexity of each random point, including the first, is
ALGORITHM
At a high level, the algorithm relies on sampling random points from a sequence of distributions using the ball walk with a Metropolis filter. For a target density proportional to the function f , the ball walk with δ-steps is defined follows:
1. Pick a random point y from x + δBn.
2. Go to y with probability min{1, f (y)/f (x)}.
Figure 2: The Ball walk with a Metropolis filter
After a suitable number of steps, the point x obtained will be from a distribution close to the one whose density is proportional to f . To keep the number of steps small, we need a warm start, i.e., a point whose distribution is already close to the target distribution. We describe the procedure for obtaining a warm start after the main volume algorithm.
The algorithm in Figure 1 starts with a Gaussian of variance 1/(4n), with mean at the center of the unit ball inside K. This variance is increased over a sequence of phases till the distribution becomes uniform over K. Until the variance σ 2 reaches 8C 2 , it is increased by a fixed factor of 1 + 1/ √ n in each phase. After the variance reaches 8C 2 , the variance accelerates, increasing by a factor of 1 + σ/(4C √ n) where σ 2 is the current variance. This process is continued till the variance becomes linear in C 2 n, at which point one final phase can be used to jump to the uniform distribution. In each phase, we pick a sample of random points from the current distribution and compute the average of the ratio of the current density to the next density for each point. The product of these ratios times a fixed term to account for the integral of the initial function is the estimate output by the algorithm.
Let f (σ 2 , K) be the function that assigns value e
to points in a convex set K and zero to points outside. The algorithm below uses a series of such functions. To sample efficiently from each distribution in the sequence of distributions defined in the volume algorithm, we need to maintain a warm start, i.e. a point whose distribution is not far from the target distribution of that phase. To do this, we use a finer cooling schedule described below, chosen so that a random point from the current distribution is a warm start for the next distribution.
OUTLINE OF ANALYSIS
The sampling time when the variance is σ 2 is max{1, σ 2 }n 2 . If we cooled at a rate of 1 + 1/ √ n throughout the algorithm, we would get an O * (n 4 ) algorithm since the last doubling phases takes Ω(n) samples, each mixing for Ω(n 3 ) steps. The main insight that speeds up our algorithm is the cooling rate
Cooling at a faster rate once σ 2 > 8C 2 will allow us to compute volume in time O * (n 3 ) by having fewer phases when the mixing time of the ball walk increases.
The volume algorithm proceeds as a series of phases, where each phase seeks to estimate a ratio of Gaussian integrals
We assume Bn ⊆ K ⊆ C √ nBn.
(b) Get kσ points {X1, . . . , X kσ } using the Ball Walk with δ = min{σi, 1}/(4096 √ n) and f (σ
2 log(1/ν) log(40kn) steps per point starting from xi.
(c) Get a Warm Start xi+1 with convex body K, starting point xi and variance σ
(f) Increment i. 
Return (2πσ
1. Increase σ 2 by a factor of α(σ).
2. Get a point x from using the Ball Walk with
starting from x0.
Return x as the warm starting point. 
Define µi as the probability distribution proportional to f (σ 2 i , x); that is, µi is a symmetric Gaussian distribution with variance σ 2 i restricted to K. Let X be a random sample point from µi and let
Our goal is to estimate E(Y ) within some target relative error. The algorithm estimates the quantity E(Y ) by taking random sample points X1, . . . , X k and computing the empirical estimate for E(Y ) from the corresponding Y1, . . . , Y k :
The variance of Y divided by its expectation squared will give a bound on how many independent samples Xi are needed to estimate E(Y ) within the target accuracy. Thus
The algorithm has two parts, and the cooling rate αi is different for them. In the first part, starting with a Gaussian of variance σ 2 = 1/(4n), which has almost all its measure inside the ball contained in K, we increase the variance by a fixed factor of 1 + 1/ √ n in each phase till the variance σ 2 reaches 8C 2 . For each σ, we sample random points from the corresponding distribution and estimate the ratio of the densities for the current phase and the next phase by averaging over samples. The number of samples required in each phase is proportional to the number of phases, and thus both are O * ( √ n). The total complexity for the first part is thus
This is exactly the analysis carried out in [5] for the standard Gaussian density in a convex body.
In the second part, we increase the variance till it reaches Ω(n), after which one final phase suffices to compare with the target uniform distribution. However, we cannot afford to cool at the same rate of 1 + 1/ √ n because the time per sample goes to O * (σ 2 n 2 ) for σ > 1. By the end of this part, we would be using n 3 per sample, and the overall complexity would be n 4 . Instead we observe that we can cool at a faster rate of 1 + σ/(4C √ n) and still maintain that the variance of the ratio estimator is a constant. The following bound on the variance allows us to cool at a faster rate as σ increases and overcome the increased sampling cost of O * (σ 2 n 2 ).
, and n ≥ 10. Then,
Note that the above RHS is O(1) if we select α = σ/(4C √ n). With this rate, the number of phases needed to double the variance is only O( √ n/σ), and thus the number of samples per phase is also the same. Together, they compensate for the higher complexity of obtaining each sample. The complexity of the second part of the algorithm is thus
To sample efficiently, we need a warm start for each phase. For two probability distributions P and Q with state space K, the M -warmness of P and Q is defined as
To keep this parameter bounded by a constant, we use a finer-grained cooling schedule so that a random point from one phase is a warm start for the next phase. This cooling schedule is also different in the two parts. In the first part of the algorithm, where we can cool at the rate of 1 + 1/n and use O * (n 2 ) steps to sample. In the second part, we cool at the rate of 1 + σ 2 /(C 2 n 2 ), and this is fast enough to compensate for the higher sample complexity of O * (σ 2 n 2 ). Thus, the overall time to obtain a warm start for every phase of the algorithm is also O * (n 3 ). We analyze this in full detail in Section 4.1, including the proof that this cooling rate maintains a warm start from one phase to the next.
The following lemma guarantees that the ball walk in the algorithm will always have a warm start, i.e. the Mwarmness is bounded by a constant.
) . Denote Qi as the associated probability distributions of fi over K. Then we can bound the warmness between successive phases as
To prove the sampling itself is efficient, we derive the following theorem from the results of [5] . Theorem 3.3. Let K be a convex set containing the unit ball, Q0 be a starting distribution, and Q be the target Gaussian density N (0, σ 2 I) restricted to K ∩ 4σ √ nBn. For any ε > 0, p > 0, the lazy Metropolis ball walk with δ-steps for δ = min{σ, 1}/(4096 √ n), starting from Q0, satisfies dtv(Qt, Q) ≤ ε with probability 1 − p after
steps for an absolute constant C.
In other words, the ball walk will mix in O * (max{σ 2 , 1}n 2 ) steps from a warm start.
PROOFS

Sampling
First, we prove that the stationary distribution of each phase is a warm start for the next.
Proof. (of Lemma 3.2). Note that
We have that
Next we turn to convergence of the random walk. We will make use of the following theorem of Lovász and Simonovits [18] to bound the total variation distance between the current distribution and the target distribution. The conductance φ of a Markov chain with state space K and next-step distribution Px is defined as:
Theorem 4.1.
[18] Let Qt be the distribution after t steps of a lazy Markov chain and Q be its stationary distribution. Suppose that Q0 is M -warm with respect to Q. Then,
The speedy walk is defined as the proper steps of the ball walk, where the point the ball walk attempts to visit is contained in K (Figure 4 ).
Speedy walk(δ, f )
At current point x ∈ K:
1. Pick random point y from K ∩ (x + δBn).
Figure 4: The Speedy walk with a Metropolis filter
To prove convergence of the ball with a Metropolis filter, we prove convergence of the speedy walk, then bound the number of "wasted" steps. Note that the speedy walk cannot be implemented as described in Figure 4 , but is an analysis tool to prove the mixing time of the ball walk. The following bound on the conductance of the speedy walk was proved in [5] .
The conductance of the speedy walk applied to K with Gaussian density N (0, σ 2 I) and ball radius δ
Next, we bound the average number of wasted steps of the ball walk, i.e., when the ball walk tries to visit a point not in K. The average local conductance of the ball walk is defined as
We say that a density function f : R n → R+ is a-rounded if any level set L contains a ball of radius a · µ f (L). We now show that the average local conductance is large, i.e. at least a constant. The following lemma is shown in [5] .
The following lemma is essentially shown in [5] ; we extend it formally to σ 2 ≥ 1. The proof is in the extended version of this paper.
Lemma 4.4. The Gaussian N (0, σ 2 I) restricted to K containing a unit ball centered at 0 is min{σ, 1}-rounded.
We now show that for an appropriate selection of ball radius, the ball walk has large average local conductance.
, then the average local conductance, λ(f ), for the density function f proportional to the Gaussian N (0, σ 2 In) restricted to K containing the unit ball, is at least 1/2.
Proof. Using Lemma 4.3 and Lemma 4.4, we have that
The following lemma is shown in [5] .
Lemma 4.6. If the average local conductance is at least λ, M (Q0, Q) ≤ M , and the speedy walk takes t steps, then the expected number of steps of the corresponding ball walk is at most M t/λ.
We can now prove Theorem 3.3.
Proof. (of Theorem 3.3) By Theorem 4.2 and Theorem 4.1, we have selecting δ = min{σ, 1}/(4096 √ n) implies that the speedy walk starting from a distribution that is Mwarm will be within total variation distance ε of the target distribution in O(max{σ 2 , 1}n 2 log(M/ε)) steps. By Lemma 4.6, the ball walk will, in expectation, take at most 2M times as many steps since the average local conductance λ is at least 1/2. We then run the ball walk for log(1/p) times as many steps, which gives that the ball walk will be within ε total variation distance with probability at least 1 − p.
We can now prove Theorem 1.2 (note we are analyzing only the sampling phases of Figure 1 ).
Proof. (of Theorem 1.2) First we bound the total number of sampling phases of Figure 1 . The variance starts at 1/(4n) and cools at a rate of 1 + 1/n until it equals 8C 2 . Thus, there are O(n log n) phases here, assuming that C = poly(n). Then, the cooling rate changes to 1+σ 2 /(C 2 n) until the variance equals C 2 n. Observe that it will take O(n) phases to increase the variance to 16C
2 . It will take roughly 1/4 as many phases until the variance reaches 32C
2 , so by bounding by a geometric series we see that the total number of phases here is O(n). Therefore, the total number of sampling phases is O(n log n). To get an overall sampling failure probability of p, we allot O(p/(n log n)) failure probability to each phase. Also note that we set the target total variation distance of each phase to be O(ε/(n log n)).
Next note that the sampler will always have a warm start, in fact the warmness will be bounded by √ e. For the phases when the cooling rate is 1 + 1/n, we use Lemma 5.9 of [5] . When the cooling rate is 1 + σ 2 /(C 2 n), we use Lemma 3.2. Finally, we bound the complexity of each sampling phase. We see that when σ 2 ≤ 8C 2 that the mixing time of each phase is O(C 2 n 2 ), thus the total number of ball walk steps is O(C 2 n 3 log n log n/ε log n/p). Then, when the cooling rate becomes 1 + σ 2 /(C 2 n), group the phases into chunks where each chunk increase the variance by a factor of 2. Consider a chunk that starts with variance σ 2 . The chunk will consist of O(C 2 n/σ 2 ) phases, each of which has mixing time O(σ 2 n 2 log n/ε log n/p). Since there will be O(log n) chunks, the total mixing time of a chunk is O(C 2 n 3 log n log n/ε log n/p). Thus the total mixing time of all the sampling phases is O(C 2 n 3 log n log n/ε log n/p).
Variance of the ratio estimator
The goal of this section is to prove the Lemma 3.1, which gives a bound on the variance of the random variable we use to estimate the ratio of Gaussian integrals in the volume algorithm in Figure 1 . We use the Localization Lemma in [15] , which allows us to reduce inequalities in R n to 1-dimensional inequalities on needles. A needle N is defined as an interval I = [a, b] in R n along with a nonnegative linear function on I.
Lemma 4.7. Let f1, f2, f3, f4 : R n → R be nonnegative continuous functions, and β, γ > 0. Then the following are equivalent:
For every needle
For our particular functions, we can simplify the integrals in the inequality over all needles contained in R · Bn to a more tractable 1-dimensional analog. Define
for some c ∈ R, then for all convex bodies K ⊆ √ n · Bn,
)F (
We defer the proof of Lemma 4.8 to the end of the section. We now describe how we use Lemma 4.8 to prove the variance bound. For convenience, we now assume K is contained in a ball of radius √ n, i.e. we set R = √ n, and then later extend the analysis to any R.
Define
for b ≥ − , σ 2 > 0. Also, define a restriction of g to an interval [ , u]:
As a function of t, both g and g [ ,u] are logconcave, as they are the product of logconcave functions. Therefore they have a unique maximum value, and moreover the maximum is achieved at a single point.
To bound the variance ratio, we will establish bounds on each of the three integrals. For each integral we bound the maximum of its integrand, then use logconcavity to bound the integral.
Lemma 4.9. Let h : R → R+ be a logconcave function with maximum M h = h(y * ) and δ be such that max h(y
Proof. The first inequality is clear since there at least one of y * + δ and y * − δ achieves M h /2 and therefore h has value at least M h /2 in an interval of length δ.
For the second inequality, we use Lemma 5.6(a) from [22] . The lemma says that for any logconcave function h, Pr(g(x) ≤ cM h ) ≤ c. Using c = 1/2, the integral of h outside the interval [y * − δ, y * + δ] is at most the integral of h inside this interval, and the latter is at most 2δM h .
Suppose that g(σ 2 , b, t), t ∈ R, is maximized at t *
.
Our strategy to bound the variance ratio will be to separately bound the ratio of the maxima of the integrands and the ratio of their "halving" widths, which will give a bound on the variance ratio of
Proof. (of Lemma 4.8) Applying Lemma 4.7 and setting f1(
To prove the lemma, we will show that we can reduce the inequality for an arbitrary needle N ⊆ R n to the simpler form. N is defined by an interval I in R n and a non-negative linear function on I.
Define z as the closest distance from the origin to the extension of the I in both directions. Parameterize the interval I in terms of t, where t = 0 gives the closest point along the extension of I to the origin (note t = 0 does not necessarily have to be on I). Also define the minimum and maximum values of t on I as and u respectively. Note that we can assume that −R ≤ ≤ u ≤ R since f is 0 outside of R · Bn. We then have that
Note that in the integral ratio, the terms with z cancel out since
We can then map [−R, R] to the interval [−1, 1] and can further simplify by assuming that m = ±1 after canceling out a factor of |m| 2n−2 . Moreover, we can assume m = 1 since there is a reduction from the case m = −1 after doing a change of variables y = −t. Thus we have the reduction to all needles and applying localization as in Lemma 4.7 proves the lemma.
The above lemma about a 1-d inequality implies, via localization, the variance bound of Lemma 3.1. We note two important aspects of the above inequality: the Gaussian weighting in each integral and the restriction of the interval to [−1, 1]. In the n-dimensional version of the inequality, the latter corresponds to the body K being contained in a ball of radius C √ n. Both aspects are necessary for our proof. The inequality is false for a general logconcave function in place of the Gaussian weight and is also false without the boundedness assumption. To prove the above lemma, we use properties of logconcave functions. The following lemma, based on results in [22] , is useful.
The full proof is given in Section 4.2 of the extended version of the paper, where we bound the ratios of the maxima and δ values of the three functions (which then implies the integral ratio is bounded by Lemma 4.9); i.e. we bound the following quantities:
Proof of the main theorem
In this section, we prove Theorem 1.1 by analyzing the runtime of the algorithm in Figure 1 and also showing that the volume estimate it computes is accurate.
The following lemma says that the beginning and ending σ 2 for the algorithm are sufficient.
Lemma 4.26. If σ 2 ≤ 1/(n + 8n ln(1/ε)) and Bn ⊆ K, then
The following lemma is essentially shown in [5] , which bounds the variance assuming a fixed cooling rate of σ
Lemma 4.27. Let X be a random point in K with density proportional to fi(x) = exp(− E(Y ) 2 < 8.
We now show that the volume estimate computed in Algorithm 1 is accurate. Define Ri as the i-th integral ratio, i.e. ) be the sequence of sample points for the ith volume phase. The distribution of each Xi is approximately the correct distribution, but slightly off based on the error parameter ν in each phase that bounds the total variation distance. We will define new random variablesX Note that all of the Y i j have the same expectation since they are from the exact distribution, and it is equal to E(W i). Suppose that we have E((
The following claim bounds the variance of our ratio estimater under a faster cooling rate; combined with Lemma 4.27, it says that the variance is always bounded by a constant for our algorithm. It follows immediately from Lemma 3.1. 
Suppose that we had independence between samples, and consider bounding the error for the first half of the algorithm when σ 2 ≤ 8C 2 . Let m1 denote the number of phases for this half, each of which used at least k samples per phase and has E(W 2 i ) ≤ 8E(W i)
2 . Note that we can bound m1 ≤ 3 √ n ln(C 2 n). Then, we can use Equation (2) and Chebyshev's inequality to bound the probability of failure. The remainder of the proof is in the extended version of the paper.
We can now prove the main theorem.
Proof. (of Theorem 1.1) We assume that ε ≥ 2 −n , which only ignores cases which would take exponential time. Then by Lemma 4.26, selecting σ 2 0 = 1/(4n) implies that all but a negligible amount of volume of the starting Gaussian is contained in K.
By Lemma 4.28, the answer returned by the algorithm will be within the target relative error with probability at least 4/5. By assigning a probability of failure of log 40kn to each sampling phase in line 2(b) in Figure 1 , we ensure an overall sampling failure probability of 1/20. Thus the overall probability of failure is 3/4, and note that we can
