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This paper deals with the scheduling analysis of hard real-time streaming applications. These applications are mapped onto a
heterogeneous multiprocessor system-on-chip (MPSoC), where we must jointly meet the timing requirements of several jobs.
Each job is independently activated and processes streams at its own rate. The dynamic starting and stopping of jobs necessitates
the usage of self-timed schedules (STSs). By modeling job implementations using multirate data flow (MRDF) graph semantics,
real-time analysis can be performed. Traditionally, temporal analysis of STSs for MRDF graphs only aims at evaluating the average
throughput. It does not cope well with latency, and it does not take into account the temporal behavior during the initial transient
phase. In this paper, we establish an important property of STSs: the initiation times of actors in an STS are bounded by the
initiation times of the same actors in any static periodic schedule of the same job; based on this property, we show how to guarantee
strictly periodic behavior of a task within a self-timed implementation; then, we provide useful bounds on maximum latency for
jobs with periodic, sporadic, and bursty sources, as well as a technique to check latency requirements. We present two case studies
that exemplify the application of these techniques: a simplified channel equalizer and a wireless LAN receiver.
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In order to deliver high-quality output, streaming media ap-
plications have tight real-time (RT) requirements. These typ-
ically come in several diﬀerent flavors [1], according to the
type of requirements. For instances, in hard real time the
deadlines of jobs cannot be missed, while in soft real time the
deadlines can be missed, but the rate of misses must be kept
below a specified maximum. Because human perception is
more tolerant of frame loss in a video signal than sample loss
in an audio signal, video applications are often implemented
as soft real time, while most radio and audio applications are
treated as hard real time.
Contrarily to real-time control applications where most
temporal requirements are in terms of latency, the tem-
poral requirements of real-time streaming applications are
mostly throughput oriented, although latency requirements
may still be present.
Embedded platforms for streaming are expected to han-
dle several streams at the same time, each with its own rate.
Typically, functionality can be divided in minimal groups of
interconnected tasks that can be started and stopped inde-
pendently by an external source such as the user. We refer to
such groups of tasks as jobs. The connections among tasks
within a job are static. Jobs can be connected dynamically
to each other by feeding the output of one as an input to
another. This is done, for instance, when equalization is ap-
plied to the output of an audio decoder. The number of use
cases (a use case is a combination of simultaneously execut-
ing job instances that the device must support) is potentially
very high.
This application domain includes car infotainment [2],
where the user can request at any moment radio baseband
processing for either AM or FM, or digital decoding or en-
coding for one of many audio formats. Several streams can
be present at a time, both because independent sound output
must be provided to front and backseat, and diﬀerent streams
may be mixed (such as when listening to music while receiv-
ing a phone call). Moreover, further sound processing may
be provided, such as equalization or echo cancellation for a
hands-free phone kit.
1.2. Hardware issues
For embedded hardware platforms, multiprocessor systems-
on-chip (MPSoCs) provide a good balance between cost,
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power eﬃciency, and flexibility. These systems are typically
heterogeneous, as the usage of application-specific coproces-
sors can greatly improve performance at low area cost. Also,
it is likely that the need for scalability and ease of design will
drive these systems towards the usage of uniform networks-
on-chip (NoCs) [3] for interprocessor communication.
In order to allow maximum flexibility at the lowest cost,
jobs share computation, storage, and communication re-
sources. This poses a particularly diﬃcult problem for the
programming of real-time applications. Resource sharing
leads to uncertainty of resource provision which can make
the system noncomposable, that is, the temporal behavior of
each job becomes dependent on other jobs and cannot be
verified in isolation. As the current software verification pro-
cesses rely strongly on extensive simulation, a large number
of tests would have to be carried out in order to verify all
possible use cases. Even if this were feasible, few guarantees
could be given, since the simulation results only apply for the
particular data streams that were used for testing. This is un-
acceptable for hard-real-time systems.
We are convinced that the solution to these mounting
problems requires a shift to a more analytical, model-based
approach. Although we do believe that extensive testing and
simulation may still be necessary in many cases, we try to see
how far we can go with a strictly model-based approach. This
is, however, far more than a theoretical exercise. In fact, the
techniques we developed are being applied to the design of an
MPSoC for a next-generation Car Infotainment system [2].
1.3. Our approach
1.3.1. Hardware requirements
Our model-based approach can only be exploited to the
fullest when some restrictions are imposed to the hardware.
We think that these restrictions become necessary to make
the design of complex MPSoCs manageable.
Under this perspective, the most desirable feature of an
MPSoC is resource virtualization: a job may see and use only
the part of the system resources that is reserved for it. This
implies that resource reservation is done a priori. Virtualiza-
tion makes a system composable. Because of this, we pre-
scribe the usage of networks-on-chip (NoCs) such as the
Æthereal [3, 4], which allow the definition of connections
with guaranteed throughput and latency, therefore isolating
each communication channel from the rest of the system. To
enable virtualization, all arbitration mechanisms in the SoC
should provide guarantees of a rather tight upper bound to
the waiting time for resource provision. We refer to such ar-
bitration mechanisms as predictable.
In this paper, we restrict ourselves to SoCs where every
processor has its own local dedicated memory. Shared mem-
ory can be handled by our analysis techniques, but its ac-
cess must be arbitrated in a predictable fashion. We assume
that caches are not used. This is fine for hard-real-time appli-
cations, since little advantage can be taken from the proba-
bilistic performance improvement oﬀered by caching. Again,
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Figure 1: Next-generation car infotainment system architecture.
study serves as practical example of a SoC that fully meets
our requirements for eﬀective analysis. The architecture of
this system is depicted in Figure 1.
Each EPIC DSP core in Figure 1 has its own data (X ,Y)
and program (P) memories and a communication assist
(CA) unit that moves data to and from the network such
that intertile communication is decoupled from computa-
tion; there are FIR and Cordic accelerators, a peripherals tile
with input and output devices such as D/A and A/D con-
verters, and an ARM for general control, resource manage-
ment, and user interaction. All subsystems are connected via
network interfaces (NIs) to an Æthereal NoC. Each NI has a
number of input and output queues with limited buﬀer ca-
pacity. Tiles communicate by establishing one-way connec-
tions through the network. Tasks post data in a buﬀer in the
local memory. These data are pushed into an NI queue by
the CA and transported by the network to the receiving NI,
where the local CA transfers the data to a buﬀer in the local
memory. A credit mechanism guarantees that no informa-
tion is driven into the network without buﬀer space being
available at the receiving NI. As the Æthereal network pro-
vides guaranteed throughput connections [3], this commu-
nication channel is immune to interference from other com-
munication.
1.3.2. Run-time scheduling
For systems that execute multiple hard-RT and soft-RT jobs
that process independent streams, fully static or static order
scheduling are not suﬃcient. This is for two reasons. First,
the fact that jobs both start and stop independently would
require a schedule computed at design time for every com-
bination of jobs that can be active simultaneously. Second, it
may be that there are soft-RT jobs running in the system, and
these can require a number of executions that is dependent
on the value of the input data. As a consequence, a schedule
cannot be computed at design time and processor sharing re-
quires run-time task scheduling.
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Fully dynamic scheduling also has drawbacks. It adds
overhead to the system and requires a centralized task dis-
patch queue (a global, nonscalable resource). Moreover, its
benefits can only be exploited if task migration can be done
eﬃciently, which is complex under distributed memory ar-
chitecture (which also means it does not scale up well).
Therefore, we allow task-to-processor assignment to be done
either at compile or at run time, but task migration is not
supported. At job start, tasks are assigned on the fly to pro-
cessors by a resource manager, similar to the ones we pro-
pose in [5, 6]. The task scheduling on a processor at run time
must be predictable. Both preemptive and non-preemptive
scheduling mechanisms are considered, because it is com-
mon for weakly programmable application-specific proces-
sors not to support preemption.
1.3.3. Job mapping
Thanks to resource virtualization, we can map jobs indepen-
dently to the MPSoC. In our constraint-driven model-based
approach, there are two types of constraints: the throughput
and latency constraints of the jobs and the hardware con-
straints imposed by the architecture of the MPSoC. The in-
puts to job mapping are a functional specification, a set of
temporal requirements, and a description of the MPSoC in-
stance. The output is an implementation of the functional-
ity on the MPSoC that is guaranteed to meet the temporal
requirements. Task assignment and static ordering may be
specified, or, in alternative, a relative deadline per task to be
guaranteed by the local scheduler of a processor.
We use an iterative mapping process where implementa-
tion decisions taken in one iteration become part of the set
of constraints for the next. We do not enforce a single flow
because the steps needed to come from functional specifica-
tion to output do not follow a unique, predefined order. This
is to account for the fact that each application poses diﬀerent
challenges and a one-size-fits-all approach may be counter-
productive to the objective of finding the most cost-eﬀective
solutions. We also assume that although the design is assisted
by tools, and almost all steps can be made fully automatic,
manual intervention of the designer may sometimes be re-
quired.
1.4. Analysis model
As mentioned in the previous section, our constraint-driven
methodology is model based, that is, constraint checking is
enabled by the ability to generate a joint model of compu-
tation, communication, and resource sharing, which in turn
allows us to verify temporal constraints.
We use multirate data flow (MRDF) [7] as our model se-
mantics. It fits the application domain well because, while
use cases are dynamic, jobs typically have data-driven static
structures that can be expressed in MRDF. As we will show
in this paper, MRDF provides the necessary analytical prop-
erties that allow temporal analysis of a complete or partial
mapping at design time. In Section 4 we show how we are
able to use MRDF to model jointly computation, communi-
cation, and arbitration mechanisms.
We do not limit ourselves to jobs expressed in MRDF.
There is functionality that cannot be expressed in a straight-
forward way in MRDF that we can still model and analyze.
In such a case, however, model construction requires insight
into both the application and the semantics of MRDF.
Traditionally, temporal analysis of self-timed schedules of
MRDF graphs only aims at evaluating the average through-
put [8]. It cannot cope with latency constraints or constraints
that result from the interfacing of the systemwith its environ-
ment. In this paper we present new techniques that partially
remove these limitations, by elaborating on the monotonic
property of MRDF and the relation between self-timed and
static periodic schedules.
1.5. Related work
Our analysis model resembles the model presented in [9].
In that paper, edges can be used to represent sequence con-
straints between computation actors allocated to the same
processor, while additional actors can be used to account for
communication times, while MRDF analysis is used to check
whether the self-timed implementation meets the through-
put constraint. However, run-time scheduling is not mod-
eled. Even more importantly, no analysis or enforcement
means are provided for latency or strictly periodic execution
requirements of sources and sinks of jobs.
In [8], latency is defined as the time elapsed between pe-
riodic source and sink execution. This book also shows how
this can be calculated by symbolic simulation of the worst-
case self-timed schedule of the job graph. Such an approach
is not without problems. One problem is that it requires sym-
bolic simulation of the job graph, which is in general un-
trackable, even for single-rate data flow graphs. Moreover,
this definition is not as general as ours, since it only works
if there is at least one path between source and sink without
delays, and it only works if sources are periodic.
In [10], latency and buﬀer sizing are studied in the con-
text of PGM graphs, which are comparable in expressivity to
MRDF graphs. The analysis done in this work, however, lim-
its itself to graphs with chain topology. Moreover, [10] does
not allow for feedback loops, does not model interprocessor
communication, requires EDF scheduling and a strictly peri-
odic source.
The event model used in the SYMTA/S tool [11] can-
not cope with critical cycles (i.e., they are not taken into
account). Latency is only measured as a result of mapping,
never taken into account as a constraint during the mapping
processes; the same holds for buﬀer sizes.
1.6. Paper organization
In Section 2, we present our notation and some important
properties of the MRDF model. We also state why we can re-
strict ourselves to the analysis of single-rate data flow (SRDF)
graphs without loss of generality. In Section 3, we elaborate
on the relation between self-timed and periodic execution
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of SRDF graphs. Expressing hardware resource constraints
in the MRDF model is discussed in Section 4. Our main
contribution is presented in Section 5 in which we address
the issue of interfacing a job with its environment. The case
studies in Section 6 illustrate the use of our analysis tech-
niques. In the last section, we state the conclusions.
2. MRDF NOTATION AND PROPERTIES
In this section, we present our notation, some properties of
MRDF graphs, and the relation between MRDF graphs and
SRDF graphs. This is a reference material and can, for the
most, be found elsewhere in the literature [7, 8, 12].
2.1. Graphs
A directed graph G is an ordered pair G = (V ,E), where V is
the set of vertices or nodes and E is the set of edges or arcs. Each
edge is an ordered pair (i, j) where i, j ∈ V . If e = (i, j) ∈ E,
we say that e is directed from i to j. i is said to be the source
node of e and j the sink node of e. We also denote the source
and sink nodes of e as scr(e) and snk(e), respectively.
2.2. Paths and cycles in a graph
A path in a directed graph is a finite, nonempty sequence
of edges (e1, e2, . . . , en) such that snk(ei) = scr(ei+1), for
i = 1, 2, . . . ,n − 1. We say that path (e1, e2, . . . , en) is directed
from scr(e1) to snk(en); we also say that this path traverses
scr(e1), scr(e2), . . . , scr(en); the path is simple if each node is
only traversed once, that is scr(e1), scr(e2), . . . , scr(en) are all
distinct; the path is a circuit if it contains edges ek and ek+m
such that scr(ek) = snk(ek+m),m ≥ 0; a path is a cycle if it is
simple and scr(e1) = snk(en).
2.3. Multirate data flow graphs
A multirate data flow (MRDF) graph—also known as syn-
chronous data flow [7, 8]—is a directed graph, where nodes
are referred to as actors, and represent time consuming en-
tities, and edges (called arcs) represent FIFO queues that di-
rect values from the output of an actor to the input of an-
other. Data is transported in discrete chunks, referred to as
tokens. When an actor is activated by data availability it is
said to be fired. The condition that must be satisfied such
that the actor may be fired is called the firing rule. MRDF
prescribes strict firing rules: the number of tokens produced
(consumed) by an actor on each output (input) edge per fir-
ing is fixed and known at compile time. During an execu-
tion of a data flow graph, all the actors may get fired a po-
tentially infinite amount of times. Actors have a valuation
t : V → N; t(i) is the execution time of i. Arcs have a val-
uation d : E → N; d(i, j) is called the delay of arc (i, j) and
represents the number of initial tokens in (i, j).
Arcs have two more valuations associated with them:
prod : E → N and cons : E → N. prod(e) gives the con-
stant number of tokens produced by scr(e) on e in each firing
and cons(e) gives the constant number of tokens consumed
by snk(e) in each firing. An MRDF can be completely de-
fined by a tuple (V ,E, t,d, prod, cons). We are interested in
applications that process data streams, which typically in-
volve computations on an indefinitely long data sequence.
Therefore, we are only interested in MRDF graphs that can
be executed in a nonterminating fashion. Consequently, we
must be able to obtain schedules that can run infinitely using
a finite amount of physical memory. Therefore, for our pur-
poses, we say that an MRDF is correctly constructed if it can
be scheduled periodically using a finite amount of memory.
From now on, we will consider only well-constructed MRDF
graphs.
The repetition vector for a correctly constructed MRDF
graph with |V | actors numbered 1 to |V | is a column vec-
tor of length |V |. If each actor va is fired a number of times
equal to the ath entry of r, then the number of tokens per
edge of the MRDF graph is equal to what it was in the ini-
tial state. Furthermore, r is the smallest positive integer vec-
tor for which this property holds. The repetition vector r is
useful for generating infinite schedules for MRDF graphs. In
addition, it will only exist if the MRDF graph has consistent
sample rates (see [13]). The repetition vector can be com-
puted in polynomial time [13].
An iteration of an MRDF graph is a sequence of actor fir-
ings such that each actor in the graph executes a number of
times equal to its repetition vector entry.
2.4. Single rate data flow
An MRDF graph in which for every edge e, prod(e) =
cons(e) = 1, is a single-rate data flow (SRDF) graph. Any
MRDF graph can be converted into an equivalent SRDF
graph. Each actor i is replaced represented by r(i) copies of
itself, each representing a particular firing of the actor within
each iteration of the graph. The input and output ports of
these nodes are connected in such a way that the tokens pro-
duced and consumed by every firing of each actor in the
SRDF graph remains identical to that in the MRDF graph
(see [8]). SRDF graphs have very useful analytical properties.
For any given actor i in the MRDF graph with an r(i)
entry in the repetition vector, if its copies in the equivalent
SRDF graph are represented as ip, p = 0, 1, . . . , r(i) − 1, the
firing k of ip corresponds to the firing k·r(i)+p of the original
MRDF actor a. This fact will be used in the next section to
establish a relation between SRDF and MRDF schedules.





e∈E(c) de), where N(c) is the set of all nodes
traversed by cycle c and E(c) is the set of all edges traversed
by cycle c.
The maximum cycle mean (MCM) μ(G) of an SRDF








where C(G) is the set of simple cycles in graph G.
TheMCMof an SRDF graph is closely related to its maxi-
mum attainable throughput. Many algorithms of polynomial
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complexity have been proposed to find the MCM (see [14]
for an overview).
An MRDF is said to be first in first out (FIFO) if tokens
cannot overtake each other in an actor. This means that be-
tween any two firings of the same actor, the first one to start
is always the first one to produce outputs.
It is suﬃcient that an actor either has a constant execu-
tion time or belongs to a cycle with a single delay for the
MRDF to have the FIFO property (see [15, 16]). All MRDF
models we consider in our work are FIFO. Moreover, if not
stated otherwise, we will assume that every actor has an edge
to itself with one delay on it, since most actors that represent
tasks cannot execute self concurrently.
3. TIMING PROPERTIES OF THE MODEL
In this section, we discuss the relation between schedules
that are a result of self-timed execution of data flow graphs
and static periodic schedules. Some of this material is known
from the literature [12, 17]. The theorem about the relation
between SPS and the MCM restates in a diﬀerent form a re-
sult first published in [12]. The theorems concerning rela-
tions between ROSPS, SPS, and STS are, to the best of our
knowledge, original contributions of this paper.
3.1. Schedule notation
The schedule function s(i, k) represents the time at which the
instance k of actor i is fired. The instance number is counted
from 0 and, because of that, the instance k corresponds to the
(k + 1)th firing. Furthermore, we denote the finishing time
of iteration k of actor i by f (i, k) and the execution time of
iteration k of i by t(i, k). It always holds that f (i, k) = s(i, j)+
t(i, k). If t(i) is a WCET, then t(i, k) ≤ t(i), for all k ∈ N0.
3.2. Admissible schedules
A schedule is admissible if, for each actor in the graph, actor
start times do not violate its firing rules. In [17] a theorem
states a set of necessary and suﬃcient conditions for an ad-
missible schedule, assuming constant execution times.
Theorem 1. A schedule s is admissible if and only if for any arc










When applied to an SRDF graph, these equations become
simply:
s( j, k) ≥ s(i, k − d(i, j)) + t(i). (3)
For an MRDF graph converted into SRDF for analysis
purposes, a relation between the start times of the SRDF
copies of an original MRDF actor can be established easily.
Say that ai is the copy number i of an MRDF actor a in the
equivalent SRDF graph. Then s(ai, k) = s(a, k · r(a) + i).
From here on, scheduling will be discussed, for the sake
of simplicity, on SRDF graphs.
3.3. Self-timed schedules
A self-timed schedule (STS), also known as an as-soon-as-
possible schedule, of an SRDF graph is a schedule where each
actor firing starts immediately if there are enough tokens in
all its input edges.
The worst-case self-timed schedule (WCSTS) of an SRDF
is the self-timed schedule of an SRDFwhere each actor always
takes a time to execute equal to t(i). The WCSTS of an SRDF
graph is unique.
The WCSTS of an SRDF graph has an interesting prop-
erty: after a transition phase ofK iterations, it will reach a pe-
riodic regime. The period is ofN(G)·μ(G) time units, where
N(G) is the cyclicity of the SRDF graph, as defined in [16].
N(G) is equal to the minimum among the sums of delays of
the critical cycles of the graph (see [16]).




) = s(i, k) +N(G) · μ(G), ∀k ≥ K(G).
(4)
During periodic execution, N(G) firings of i happen in
N(G) · μ(G) time, yielding an average throughput [18] of
1/μ(G). For the transition phase, that is, for k < K(G), the
schedule can be derived by symbolic simulation given WCET
of actors. Other known means of calculating K(G) have the
same exponential complexity, such as the one presented in
[16].
3.4. Static periodic schedules
A static periodic schedule (SPS) of an SRDF graph is a sched-
ule such that, for all nodes i ∈ V ,
s(i, k) = s(i, 0) + T · k, (5)
where T is the desired period of the SPS. The SPS can be
represented uniquely by the values of s(i, 0), for all i ∈ V .
Theorem 2. For any SRDF graphG, it is always possible to find
an SPS schedule, as long as T ≥ μ(G). If T < μ(G), then no SPS
schedule exists.
Proof. Recall that according to (3) we know that every edge
in the data flow graph imposes a precedence constraint of the
form s( j, k+d(i, j)) ≥ s(i, k)+t(i) to any admissible schedule.
Since the start times in an SPS schedule are given by (5), we
can write for every edge (i, j) ∈ E a constraint in the form
s( j, 0) + T · (k + d(i, j)) ≥ s(i, 0) + T · k + t(i)
⇐⇒ s(i, 0)− s( j, 0) ≤ T · d(i, j)− t(i). (6)
These inequalities define a system of linear constraints.
According to [19] this system has a solution if and only if
the constraint graph does not contain any negative cycles for
weights w(i, j) = T · d(i, j)− t(i).
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then, for each cycle c ∈ C(G) it follows from the hypothesis










T · d(i, j)− t(i, j)) ≥ 0, (9)
that is, if T ≥ μ(G), there are no negative cycles for weights
w(i, j) = T · d(i, j)− t(i) and, therefore, the system given by
(6) has at least one solution.
Therefore 1/μ(G) is the fastest possible rate (or through-
put) of any actor in the SRDF. For an actor a of MRDF graph
G, it means that each one of its copies ai in the SRDF equiva-
lent G′ can execute at most once per μ(G). The fastest rate of
a is bounded by r(a) · 1/μ(G′).
If an SPS has a period T equal to the MCM of the SRDF
graph μ(G), we say that this schedule is a rate-optimal static
periodic schedule (ROSPS). Several SPSs for a given G and T
can be found by solving the system of linear constraints given
by (6).
A simple solution can be found for any givenT ≥ μ(G) by
using a single-source shortest-path algorithm that can cope
with negative weights, such as Bellman-Ford [8], but many
other solutions may exist for any given graph and period. If
an optimization criterion is specified that jointly maximizes
and/or minimizes the start times for a set of chosen actors
S, we get a linear programming (LP) formulation. Because
of the particular structure of the problem, it can be solved
eﬃciently using a min-cost-max-flow algorithm.
Notice that for an MRDF graph the SPS schedule of its
SRDF equivalent specifies an independent periodic regime
for each copy, but no periodicity is enforced between firings
of diﬀerent copies. If a strictly periodic regime with period
T/r(a) is required for actor a, extra linear constraints must
be added to the problem. In some cases, this will result in an
infeasible problem.
3.5. Monotonicity
We have already seen that it is possible to construct an SPS
of any SRDF graph with a throughput equal to 1/μ(G) and
that the WCSTS will eventually settle into a periodic behav-
ior with an average throughput equal to 1/μ(G). Calculating
μ(G) or trying to find an SPS schedule with period μ(G) are
two ways to check for desired throughput feasibility. Two es-
sential questions are yet to be answered: what happens during
the transition phase, and how does STS behave with variable
execution times? One property of SRDF graphs that allows
us to give answers to these questions is monotonicity.
An SRDF G with node valuation t(i) is said to be mono-
tonic if t(i) can be replaced for any new valuation t′(i) such
that t′(i) ≤ t(i), for all i ∈ V , and any schedule s(i, k) admis-
sible for t(i) is still admissible for t′(i).
The monotonic property is valid for SRDF graphs that
have the FIFO property as described in the previous section.
For a proof of this, see [16]. From the monotonic property,
we extract two very important relations.
3.6. WCSTS and variable execution time STSs
Because of monotonicity, if any given firing of an actor
finishes execution faster than its worst-case execution time
(WCET), then any subsequent events can never happen later
than in the WCSTS, which can be seen as a function that
bounds all start times in any execution of the graph with
varying start times.
3.7. Relation between the WCSTS and SPS
Because of monotonicity, the start time of any actor cannot
happen earlier than in the WCSTS: since in an STS firings
happen as early as possible, there is no way to schedule any-
thing earlier without violating the firing rule. As SPS sched-
ules must assume worst-case execution times, the following
theorem must hold.
Theorem 3. In any admissible SPS schedule of a graph G =
(V ,E), all start times can only be later or at the same time as in
the WCSTS of that graph.
From this we draw an important conclusion: for a given
graph, any SPS start time can be used as an upper bound to
any start time of the same iteration of the same actor in the
WCSTS.
4. MODELING RESOURCE ALLOCATION
In Sections 2 and 3, we stated properties of the data flow
model without stating whether an actor, an edge, or a token
represent in a real system. In this section, we describe the re-
lation between the data flow model and the system and show
howwe can include design-time scheduling decisions and the
eﬀects of run-time scheduling in the data flow model.
4.1. Task graphs
The MRDF that serves as an input to the resource alloca-
tion process is a functional description of the job where
every actor corresponds to a computational task. Because
of this, we call such a graph the task graph of the appli-
cation. At this stage, the execution times of actors corre-
spond to the WCETs of tasks on a specific processor type and
executing in isolation (i.e., with no interferences are taken
into account). As resource allocation decisions are taken, the
graph becomes more implementation aware. Communica-
tion through the network is modeled, buﬀers are bounded,
the execution times of actors that represent tasks include the
eﬀects of local scheduling. Note that we make a strong dis-
tinction between the execution time of a task and the exe-
cution time of an actor. The execution time of a task is the
time interval between the moment when the actor that rep-
resents the task starts a firing and finishes it, when processing
resources are dedicated, that is, neither pre-emption nor any
other sort of interference can occur. The execution time of
an actor may take into account such eﬀects, as we describe
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below. We will now list some of the resource allocation deci-
sions and how they can be modeled.
4.2. Buffer capacity
A buﬀer capacity constraint can be expressed in MRDF as a
back-edge from the consumer of a FIFO to its producer. As
the number of tokens in the cycle between producer and con-
sumer can never exceed the number of initial tokens in that
cycle, the edge that models the actual data FIFO can never
have more than the number of tokens initially placed in the
“credits” back edge. This also means that an actor cannot be
fired without enough space being available in each of its out-
put FIFOs, which represents the worst-case eﬀect of back-
pressure.
4.3. Communication channels
Depending on the target architecture and the level of detail
required, communication channels might be modeled in dif-
ferent ways. In [15, 20] models are derived for the Æthereal
network. Many diﬀerent models for the same network are
possible, depending on the level of abstraction. The simplest
one is used in this paper, for the sake of simplicity. The reader
is encouraged to consult [15, 20] to findmore precise and de-
tailed models of the Æthereal network that our tools use. Any
of these models is parametric. In our simple model only the
time between consecutive token transmissions, the t valua-
tion of the communication actor must be set by the designer.
4.4. Task scheduling
Modeling task scheduling only applies to actors that repre-
sent tasks. There are two types of task-scheduling mecha-
nisms that we may be interested in modeling: compile-time
and run-time scheduling.
Compile-time scheduling (CTS) encompasses scheduling
decisions that are fixed at compile time, such as static order
scheduling. If two tasks running at the same rate are mapped
onto the same processor, with a static order per iteration, an
arc with 0 delay added from the first to the second conve-
niently models the dependency. Several actors can be chained
this way. This also works for static schedules. An edge from
the last actor in the static order to the first with 1 delay mod-
els the fact that all the actors in the static schedule chain are
now mutually exclusive (since they share a processor). This
can only be done between tasks that execute at the same rate
(i.e., have the same value in their respective repetition vector
entry).
Run time scheduling (RTS) cannot be resolved at compile-
time, because it depends on the run-time task-to-processor
assignment, which in turn depends on the dynamic job mix.
It is handled by the local scheduling mechanism, or dis-
patcher. Modeling the eﬀects of the dispatcher is needed to
include in the compile-time analysis the eﬀects of sharing
processing resources among jobs. If theWCET of the task, the
settings of the local dispatcher, and the amount of computing
resources to be given to the task are known, then the actor ex-
ecution time can be set to reflect the worst-case response time
of that task running in that local dispatcher, with that par-
ticular amount of allocated resources. In [21], we show how
this can be computed for a TDMA scheduler and, in [5], for
a non-preemptive round-robin.
If the amount of computing resources to be given to the
task is not known, it must be found. A relative deadline—
the maximum time that it can take in the implementation
between actor enabling and the end of its the execution—
can be attributed to the task by taking the end-to-end tim-
ing requirements of the job and whatever knowledge we have
about the WCETs of the tasks in this job. Essentially, the
problem amounts to choosing how much time each task can
take to execute, given that it must at least take as much time
as its WCET, and that the end-to-end temporal requirements
must be met. The relative deadline can then be used to infer
the resource budget for the task, given local dispatcher set-
tings.
5. INTERFACING WITH THE ENVIRONMENT
The input of many systems is provided by a strictly periodic
source like an A/D converter and the output data is often
supplied to a strictly periodic sink like a D/A converter. In
some cases, there is a maximum latency constraint specified
relatively to the source. In other systems, bursts of data are
received in the form of packets. With the analysis techniques
that are presented in this section we can derive whether the
environment can impose periodic/sporadic/bursty execution
of a source or sink without causing a violation of latency con-
straints and compute bounds to the maximum latency rela-
tively to the source.
5.1. Strictly periodic actors within
a self-timed schedule
There are situations where it is essential to guarantee that an
actor has a strictly periodic behavior. For instances an au-
dio output sink should not experience any hiccups due to
the aperiodic behavior caused by either the initial transition
phase of the STS or by the variation of execution times from
iteration to iteration. Moreover, we want to be able to com-
pose functionality by feeding the output of a job as the source
to another job. This is greatly simplified if jobs can see each
other as periodic sources or sinks, as no joint analysis will be
required.
We have already established that for any given period T ≥
μ(G), it is possible to generate an SPS such that all actors are
strictly periodic. On the other hand, we know that in an STS
start times can only be equal or earlier than in an SPS with
the same period, that is,
sSTS(i, k) ≤ sSPS(i, k) = sSPS(i, 0) + T · k. (10)
Assume that we will force only a minimum time interval
of T between successive starts of an SRDF actor by introduc-
ing an additional actor q (see Figure 2) with execution time
t(q) = T − t(i), then
s(i, k) ≥ s(i, k − 1) + T =⇒ s(i, k) ≥ s(i, 0) + T · k. (11)




Figure 2: Actor q will enforce a minimum interval μ(G) between
successive firings of actor i.
From (10) and (11) it follows that
s(i, 0) + T · k ≤ sSTS(i, k) ≤ sSPS(i, 0) + T · k (12)
because we can set
sSPS(i, 0) = s(i, 0) (13)
and we conclude that
s(i, k) = s(i, 0) + T · k. (14)
What does this imply? That if we fix the start time of its
first firing such that the condition in (13) holds for at least
one ROSPS of G, we can guarantee i to execute in a strictly
periodic fashion, independently of any timing variations that
occur in the rest of the graph. We do not have to enforce
a strict initial start time, but guarantee that s(i, 0) is equal
to any of the admissible sROSPS(i, 0). This means that s(i, 0)
must be between its earliest and latest start times in admissi-
ble ROSPS schedules—any value in this interval is valid since
linear programs have a convex solution space. These earliest
and latest start times can be computed by finding two ROSPS
via LP formulations: one that minimizes i’s start time, and
another one that maximizes it.
In the implementation, actor imust wait for a time equal
to the computed minimum s(i, 0) before firing the first time.
After this, the actor may need a local timer that enables its
execution every T units of time, and releases outputs of the
previous iteration, such that it exhibits a constant execution
time. Essentially, we statically schedule one actor, allowing
the rest of the system to continue to be self timed.
5.2. Latency analysis
5.2.1. Definition of latency and maximum latency
Latency is the time interval between two events. We measure
latency as the diﬀerence between the start times of two spe-
cific firings of two actors, that is,
L(i, k, j, p) = s( j, p)− s(i, k), (15)
where i and j are actors, p and k are iterations. We say that i
is the source of the latency constraint, and j is the sink.
Typically, we are interested in cyclic latency requirements,
such that we can define that between the pth firing of actor
i in any given iteration k and the qth firing of j in iteration
k+n, where n is a fixed iteration distance, a maximum latency
limit is preserved:










j, r( j)·(k + n)+ q)− s(i, r(i)·k + p))
(16)
with 0 ≤ p ≤ r(i) and 0 ≤ q ≤ r( j).
In order tomake the following discussion simpler, we will
restrict it to SRDF graphs, where the p and q firing numbers
relative to the start of iteration can be omitted since they are
always equal to 0:
L̂(i, j,n) = max
k≥0
L(i, k, j, k + n) = max
k≥0
(
s( j, k + n)− s(i, k)).
(17)
Notice that any latency constraint of the type of (16) can
be converted directly into a constraint of the type of (17) in
the SRDF equivalent graph, by applying the relation between
MRDF actors and their SRDF copies.
Self-timed scheduling with variable execution times
makes latency analysis diﬃcult. The problem is that while it
is easy to find an upper bound for s( j, k + n) using the re-
lations between STS, WCSTS, and SPS that we developed in
Section 3, it is still diﬃcult to find a lower bound for s(i, k).
In many cases, however, the best-case execution time of the
source can be inferred. The simplest case happens if the job
has a strictly periodic source. We will start by analysing that
case.
5.2.2. Maximum latency from a periodic source
The start times of a periodic source are given by
s(i, k) = s(i, 0) + μ(G) · k. (18)
Note that the earliest possible value of s(i, 0) is given by
the WCSTS of the first iteration. Because of Theorem 3, the
start times of j executing in STS are bounded by the start
time of any ROSPS schedule, that is,
s( j, k + n) ≤ sˇROSPS( j, 0) + μ(G) · (k + n), (19)
where sˇROSPS( j, 0) represents the smallest s( j, 0) in an admis-
sible ROSPS. Equation (18) gives us an exact value of s(i, k),
while (19) gives us an upper bound on s( j, k + n). By tak-
ing the upper bound for s( j, k + n) and the lower bound for
s(i, k), we get
L̂(i, j,n) = max
k≥0
(
s( j, k + n)−s(i, k))
≤ sˇROSPS( j, 0)−s(i, 0) + μ(G)· n.
(20)
Therefore, we can determine the maximum latency from
a periodic source just by calculating an ROSPS with the ear-
liest start time j and a WCSTS for the earliest start time of i.





Figure 3: Modeling a latency constraint in an SRDF graph.
5.2.3. Modeling latency constraints from a periodic source
We can also represent the latency constraint in terms of the
throughput constraint. This is useful when employing an
MCM algorithm to check for constraint violation. We add
to the graph an actor l with constant execution time t(l) and
an edge ( j, l) and an edge (l, i) with d(l, i) ≥ 1 as shown in
Figure 3. The actor l does not have a self edge. The period of
the source actor i is μ(G).
Modeling a latency constraint in this way is only possible
between actors with equal repetition vector entries, since we
cannot have arcs between specific firings of actors. However,
if such model is required, one can always convert the MRDF




i, k + d(l, i)
) ≥ s( j, k) + t(l). (21)
Please notice that t( j) is not added to the right-hand side
since we are looking for a lower bound and the best execution
time of j is only bounded from below by 0. If a higher best
execution time is known for t( j), it should be added here.
By replacing (5) in (21) we obtain
s( j, k)− s(i, k) ≤ μ(G) · d(l, i)− t(l)
⇐⇒ L̂(i, j, 0) ≤ μ(G) · d(l, i)− t(l). (22)
By setting adequately the values of t(l) and d(l, i) we ef-
fectively model a latency constraint in terms of the through-
put, that is, an infringement of the latency constraint will be
detected as an increase of μ(G), that is, an infringement of
the minimum throughput constraint. The parameters can be
set for any values of d(l, i) and t(l) = μ · d(l, i)− L, as long as
t(l),d(l, i) ≥ 0. The construct l, ( j, l), (l, i) does not need to
have any equivalent in the implementation.
5.2.4. Maximum latency from a sporadic source
In reactive systems, it is frequent that the source is not strictly
periodic, but produces tokens sporadically, with a minimal
time interval μ(G) between subsequent firings. Typically, a
maximum latency constraint must be guaranteed. This is the
case in the WLAN receiver we show in the case studies sec-
tion. It is easy to see that theMRDF has to support a through-
put of 1/μ(G) in order to guarantee that it cannot be overran
by the source. In this section, we derive the maximum la-
tency relative to a sporadic source. First, we define a sporadic
source more formally.
Definition 1. A source is sporadic if s(i, k) ≥ s(i, k−1)+μ(G).
We introduce a strictly periodic schedule of source i with
period μ(G), that is,
s′(i, k) = s′(i, 0) + μ(G) · k. (23)
We define δ(k) as
δ(k) = s(i, k)− s′(i, k). (24)
Lemma 1. If a source is sporadic, then
δ(k + 1)− δ(k) ≥ 0. (25)
Proof. We replace the definition of δ in (25):
(
s(i, k + 1)− s′(i, k + 1))− (s(i, k)− s′(i, k)) ≥ 0. (26)
As s′(i, k + 1) = s′(i, k) + μ(G), (26) becomes
s(i, k + 1)− s(i, k) ≥ μ(G) (27)
which is true by hypothesis, since our source is sporadic.
Lemma 2. The maximum value of m, for which increasing the
start of iteration k of actor i has no eﬀect on the start time of
iteration q of actor j, with q < k + m, can be computed in
polynomial time.




h, k + d(g,h)
) ≥ s(g, k) + t(g). (28)
If we assume that g and h execute strictly periodically and
t(g) = 0, we can rewrite (28) in the following form:
s(h, 0) + μ(G) · (k + d(g,h)) ≥ s(g, 0) + μ(G) · k. (29)
The number of firings of an actor f at time t in terms
s( f , 0) is equal to
n( f , t) = t − s( f , 0)
μ(G)
. (30)
Given (30) we can rewrite (29) as
−n(h, t) · μ(G) + t + μ(G) · d(g,h) ≥ −n(g, t) · μ(G) + t.
(31)
This is equivalent to
n(h, t) ≤ n(g, t) + d(g,h). (32)
We want to find how many times we can execute j more
than i while respecting the firing rules of the actors. This
number of iterations that j can execute at any point in time
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more than imust be the number of iterations of j that are in-
dependent of i. We can find the maximum iteration distance
m = n( j, t) − n(i, t) with a single-source shortest-path algo-
rithm such at Bellman-Ford that takes (32) for every edge as
a constraint and implicitly maximizes the iteration distance.
A solution of the shortest path problem that respects for each
edge (32) indicates that a schedule exists in which the itera-
tion distance is m. We conclude that the maximum iteration
distance for every schedule is m because the existence of a
schedule that results in an iteration distance does not depend
on the execution time of the actors nor on the start times of
the actors. Because the iteration distance is defined for any
point in time we conclude that execution k of i does not have
an eﬀect on execution q of j with q < k +m.
Theorem 4. If in a schedule all start times are self timed, except
for an actor i, which is delayed during the first k firings with at
most δ(k) ≥ 0, that is, s(i, k) ≤ s′(i, k) + δ(k) then, for m
according to Lemma 2 and p ≤ k+m, the start time of another
actor j is bounded by s( j, p) ≤ s′( j, p) + δ(k), with s′(i, k) =
s′(i, 0)+μ(G)·k and s′(i, 0) = s(i, 0) and with s′( j, k) the start
times of j if s′(i, k) is used as source.
Proof. If input tokens of an actor are delayed by at most δ(k)
then an output token of this actor is delayed by at most
δ(k). Thus, if yn = max(x1 + δ1, x2 + δ2, . . . , xn + δn), then
yn ≤ max(x1, x2, . . . , xn) + δ(k) with δi ≤ δ(k). The output
tokens of one actor are the input tokens of another actor.
If the input tokens of all actors are delayed by at most δ(k)
then the production of output tokens is also delayed by at
most δ(k). Lemma 2 implies that s( j, p) with p < k + m is
not aﬀected by the value of δ(q) with q > k. Therefore, we
conclude that if s(i, k) ≤ s′(i, k) + δ(k) then for p ≤ k + m,
s( j, p) ≤ s′( j, p) + δ(k).
Theorem 5. The latency between the kth start of a sporadic
source actor i, that is, s(i, k), and the (k + n)th firing of actor j,
that is, s( j, k + n) with n < m and m according to Lemma 2, is
at most sˇ′ROSPS( j, 0)− s′(i, 0)+μ(G) ·n with s′(i, k) = s′(i, 0)+
μ(G) · k and s′(i, 0) = s(i, 0).
Proof. The start time of actor i relative to the start of a strict
periodic actor i is
s(i, k) = s′(i, k) + δ(k). (33)
We define s′( j, k) as the start times of j if s′(i, k) is used
as source.
It follows directly from Lemma 1 that maxp≤k δ(p) =
δ(k). Given (33) and n < m it follows from Theorem 4 that
s( j, k + n) ≤ s′( j, k + n) + δ(k). (34)
We know that the maximum start time in an STS is not
later than the earliest possible start time in an ROSPS, that is,








Figure 4: Arrival times of tokens of a bursty source relatively to
strictly periodic source.
Given (35) and by definition of ROSPS, we can rewrite
(34) in the following form:
s( j, k + n) ≤ sˇ′ROSPS( j, 0) + μ(G) · (k + n) + δ(k). (36)
Therefore, the maximum latency is bounded by
L̂(i, j,n) = max
k≥0
(
s( j, k + n)− s(i, k))
≤ sˇ′ROSPS( j, 0) + μ(G) · (k + n) + δ(k)
− s′(i, 0)− μ(G) · k − δ(k)
≤ sˇ′ROSPS( j, 0)− s(i, 0) + μ(G) · n.
(37)
The latency L̂(i, j,n) is not defined for n > m because
the start time of execution k + n of j is dependent on the
start time of execution k + 1 of i. However, the maximum
diﬀerence between s(i, k + 1) and s(i, k) is undefined for a
sporadic source.
When defined, the latency L̂(i, j,n) with a sporadic
source has the same upper bound as the latency for the same
source, sink, and iteration distance in the same graph with a
periodic source.
5.2.5. Maximum latency from a bursty source
We characterize a bursty source as a source that may fire at
most n times within a T time interval, with a minimal Δt in-
terval between consecutive firings. A job that processes such a
source must have μ(G) ≤ T/n to be able to guarantee its pro-
cessing within bounded buﬀer space. Moreover, if μ(G) ≤ Δt,
then we are in the presence of the previous case, that is, max-
imum latency from a sporadic source. If μ(G) ≥ Δt then la-
tency may accumulate over iterations, as the job processes
input tokens more slowly than they arrive. The maximum
latency must occur when the longest burst occurs, with the
minimum interval between firings of the source, that is, a
burst of n tokens with Δt spacing. Because of monotonic-
ity, making the source execute faster cannot make the sink
execute slower, but it also cannot force it to execute faster.
Therefore we can compute the latency as shown in Figure 4.
As depicted in Figure 4, the tokens of the bursty source i
will arrive earlier than the periodic source i′. Therefore, while
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iteration n − 1 after the beginning of the burst (iteration 0)
happens the earliest time s(i,n−1) = sROSPS(i, 0)+(n−1)·Δt.
The iteration n − 1 of j happens the latest at s( j,n − 1) ≤
sˇROSPS( j, 0) + (n− 1) · μ(G). Therefore, a bound on the max-
imum latency is given by





Two case studies are presented in this section. These case
studies illustrate the mapping of a job to a multiprocessor ar-
chitecture and the a model for a job with a maximum latency
requirement and a sporadic source.
6.1. Simplified channel equalizer
In this section, we illustrate the mapping of a channel equal-
izer job onto the architecture in Figure 1. This channel equal-
izer has a strict periodic source and sink. The maximum la-
tency between source and sink is not specified.
The SRDF graph of the channel equalizer is shown in
Figure 5. Actors A to D run on EPICS cores. The FIR1 and
FIR2 actors run on FIR accelerators. The source of the chan-
nel decoder is the A/D and the sink is an actor that executed
strictly periodically. The source is periodic with a frequency
of 325KHz. The EPICS cores run at a speed of 125MHz
and therefore, in EPICS cycles, we get a required MCM of
μ(G) = 385 ≥ 125M/325K cycles.
Both the A/D source and the D/A source have their buﬀer
sizes limited to 4 tokens because that is the size of out-
put/input queues on the network interface of the peripherals
subsystem. This is a hardware constraint. For all other NIs,
the maximum size is substantially larger, and can be assumed
to be large enough for the purposes of this example.
The cycle B-FIR1-C-D-FIR2 can become critical as a re-
sult of network communication latency, since its cycle-mean
(μc) is 5∗70/1 = 350 cycles, which means that only 35 cycles
in total are available for communication. It is an architecture
limitation that the lowest latency communication channels
in the network have a latency of 8 cycles for tokens with a size
of 2 words. If we insert the network nodes, as in Figure 6, we
get that now μc = 5 ∗ 70 + 4 ∗ 8 = 382, which is just below
the required MCM. Figure 6 also represents the maximum
buﬀer size for the source output and sink input by inserting
back edges from consumers to producers and decisions about
static ordering scheduling of actors in processor as described
in the figure.
Actors B, C and D must be statically ordered because ad-
ditional delay due to run-time arbitration would result in a
cycle mean that is larger than the MCM. It is decided that
they share a processor: since they are already mutually exclu-
sive (because they all belong to the same 1 token cycle), only
one is enabled at a time, and therefore none of them may
delay the execution of another. The two FIR actors are also
made to share an FIR accelerator. The static order of these
actors does add several more cycles to the graph, but these
cycles have clearly lower cycle means than the B-FIR1-C-D-
FIR2 cycle, and therefore never become critical.
As communication to and from A does not add a critical
cycle, N1 and N2 can be rather slow communication nodes.
In fact, they only need to communicate a single word every
μ(G) cycle. They are therefore set to t(N1) = t(N2) = 385
cycles.
Most decisions are now taken, except for buﬀer sizing and
strictly periodic behavior of the sink. We check how late the
first activation of the sink must happen so that the inputs
are always ready on time. By computing two SPSs from lin-
ear program formulations (minimize start of sink, maximize
start of sink), we determine that the first activation of the
sink must happen between cycle 2151 and cycle 2921.
The lower limit on the start of the sink is necessary be-
cause the first token may be available much earlier than the
worst case of the propagation through the graph since it may
happen, for instance, that the best-case execution happens
jointly to A, B, and C in the first iteration and the second
iteration takes worst-case time. If the sink actor is executed
as soon as possible on the first iteration, it may take a much
longer time than μ(G) before its second activation. The upper
limit on the start is caused by the fact that the sink must free
space in the buﬀer before the 5th firing of the N5 actor may
occur. Failure to do this may cause a backpressure domino
eﬀect that delays the whole execution. We thus set a timer ac-
tivated by the beginning of the first firing of the source that
only allows sink execution 2151 cycles later.
Given the computed setting, we can calculate a minimal
buﬀer sizing, with any of the techniques described in [8] or
[22] (based on static scheduling).
6.2. Wireless LAN receiver
In this section, we illustrate the modeling and analysis of a
wireless LAN receiver application that has a sporadic source
and a maximum latency constraint. The source is sporadic
because only a minimum distance between the arrivals of
frames with data is defined.
The timing requirement of a WLAN receiver is a maxi-
mum latency between the beginning of the transmission of
the frame and the emission of an acknowledge message by
the receiver, which must happen a fixed time (the SIFS time)
after the end of the transmission.
In Figure 7 we show the timing of the frame transmis-
sion and a simplified state machine specification of what the
receiver must do. Each frame is received symbol by symbol.
First, a fixed number of synchronization symbols are sent,
this sequence has a constant length of S symbols. While these
synchronization symbols are received, the receiver must de-
tect the beginning of the frame and start a synchronization
procedure that needs at least two symbols to be done. Every
time the receiver fails to either detect or synchronize, it must
start detection again. After the synchronization sequence, the
frame starts transmitting a fixed-size header of H symbols,
which must be decoded to determine the size of the payload.
After the header, the variable-sized payload is transmitted.
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Figure 5: Implementation-unaware SRDF graph of a simplified channel equalizer.
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Figure 6: Implementation-aware SRDF graph of a simplified channel equalizer.





Figure 7: Real-time requirements and state diagram for 902.1b
(WLAN) reception job.
The actual deadline for finishing payload decoding is the end
of the frame plus the so-called SIFS timing.
Wemodel this application inMRDF by first realizing that
the only case where the timing actually matters is when both
detection and synchronization succeed. We also see that the
worst case of successful synchronization happens when the
symbol where synchronization is achieved is the one right
before the beginning of the header, which means that detec-
tion must have happened in the previous symbol.
The simplified MRDF model is shown in Figure 8, where
the complexity of the task graph for each one of the stages is
hidden in a single actor. We model the source as a chain of
constant execution time actors Rx, each one corresponding
to one of the symbols, except the first S-2 symbol produc-
tions which are modeled as a single actor Rx1 with the same
execution time as the other Rx nodes. Like this, we are able
to explicitly express that diﬀerent tasks are activated by the
arrival of particular symbols within the packet. In addition,
the two small actors without caption are only used to make
rate conversion and take no execution time: after H tokens
are produced byH executions of the third Rx, the conversion
actor produces N tokens necessary for the N copies of the
4th Rx actor, which corresponds to the reception of N pay-
load symbols. This is just a modeling trick to make the graph
shorter than an SRDF representation where a source would
be needed for each symbol in the frame.
Our MRDF model is parametric, in that the number of
symbols N that constitute the payload is variable. As the
maximum size is well defined, we can, if needed, make a sepa-
rate analysis for each message size, or rely on the observation
that the worst case either happens when N = 1, since the re-
ceiver has much less time to catch up, and it is not possible
to pipeline payload decoding, or when N is maximum, if the
payload decoding stage has a lower throughput than needed.
Themaximum latency requirement is modeled by adding
an actor (labelled SIFS) where t(SIFS) is the SIFS timing
to the source actor chain, and closing it as a loop. We now
also direct an edge from the end of the decoder block to the
first source. The source starts every D = t(Rx) ∗ (S + H +
N) + t(SIFS). This is equivalent to the deadline shown in
Figure 7. What we did was essentially according to the model
for a maximum latency constraint presented in Section 5: we
added a path from the decoder actor (the sink of the latency
requirement) to the first Rx (the source of the latency re-
quirement). We made t(l) = 0 and d(l, Rx1) = 1, which
means that the enforced latency is L ≤ μ(G) · di j = D, as in-
tended. If any cycle during implementation becomes longer
thanD, this will be detected as anMCM constraint violation.
7. CONCLUSION
We developed analysis methods based on the monotonic
property of MRDF graphs and especially on the relation be-
tween self-timed and periodic schedules. We use this rela-
tion to reason not only about average throughput—to which
analysis of self-timed schedules of MRDF graphs tradition-
ally limits itself—but also about maximum latency and in-
terfacing with the environment. Interfacing with the envi-
ronment includes the use of sources with a strictly peri-
odic behavior but also an aperiodic or bursty behavior which
requires knowledge about the temporal behavior during the







































Figure 8: MRDF model of 902.1b (WLAN) reception job.
transition phase of the system and not only about the tem-
poral behavior during the steady state of the system.
Thesemethods allow an iterativemapping process, where
every implementation decision becomes a constraint in the
implementation-aware MRDF model in the next iteration.
At any iteration this MRDF model can be used for verifying
that temporal constraints are still met after each design deci-
sion is taken. It also provides a rationale for preferring certain
decisions to others.
The presented methods are used for the programming
of a software-defined radio and a car infotainment system.
Two examples illustrate the usage of our methods: a channel
equalizer and a WLAN receiver. The first example illustrates
the design flow for a system with a strictly periodic source
and the second example illustrates the analysis of a system
with a sporadic source and a maximum latency constraint.
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