Abstract. In this paper, we establish complete convergence results and a complete moment convergence result and prove the equivalence of them for weighted sums ofρ -mixing random variables. Our results generalize and improve the results of Baum and Katz(1965) and Peligrad and Gut (1999) . As an application, we obtain the Marcinkiewicz-Zygmund type strong law of large numbers for weighted sums ofρ -mixing random variables.
Introduction
Let {X n ; n 1} be a sequence of random variables on a probability space (Ω, A , P).
where corr(X,Y ) = (EXY − EXEY)/ Var(X)Var(Y ).
For k 0, define the following coefficients of dependence bỹ ρ(k) = sup{ρ(F S , F T ); S, T ⊂ N with dist(S, T ) k}. DEFINITION 1. A sequence of random variables {X n ; n 1} is calledρ -mixing sequence if there exists k ∈ N such thatρ(k) < 1.
Obviously, 0 ρ(k + 1) ρ(k) ρ(0) = 1.
Many limit results forρ -mixing sequence of random variables have been obtained by many authors. We can refer to Bradley [4] for the central limit theorem, Bryc and Smolenski [5] , and Yang [17] for moment inequalities and the strong law of large numbers, Peligrad and Gut [9] , Gan [6] , Wu and Jiang [16] , Kuczmaszewska [8] for almost sure convergence, Utev and Peligrad [14] for maximal inequalities and the invariance principle, Peligrad and Gut [9] , An and Yuan [1] , Gan [6] , Kuczmaszewska [7] , and Sung [13] for complete convergence. Shen et al. [11] for complete convergence of weighted sums for arrays of rowwiseρ -mixing random variables. In this paper we further study complete and complete moment convergence for weighted sums ofρ -mixing random variables. Our results extend and improve the results of Baum and Katz [3] and Peligrad and Gut [9] .
Throughout the paper, I (.) denotes the indicator function and x + = xI(x 0). C denotes a positive constant which may differ from one place to another.
In this article, we will consider the following condition: Let {X n , n 1} be a sequence ofρ -mixing random variables, there exist a random variable X and a positive constant C such that for all x 0 sup i 1
P(|X i | > x) CP(|X| > x).
(1.1)
Main results
Let's state our main results.
THEOREM 2.1. Let pα > 1 and 1/2 < α 1 . Let {X n , n 1} be a sequence ofρ -mixing random variables with EX i = 0 for each i 1 . Assume that {a ni ;1 i n, n 1} is an array of real numbers satisfying 
Furthermore, (2. 3) is equivalent to (2.4) .
From Theorem 2.1, we can obtain the following result:
COROLLARY 2.1. Under the conditions of Theorem 2.1, assume that {a n ; n 1} is a sequence of constants satisfying
Then for any ε > 0 , we have
REMARK 1. If we take l(x) = 1 in Theorem 2.1, then we can get the result of Sung [13] . Theorem 2.1 extends the result of of Sung [13] . REMARK 2. If we take l(x) = 1, a ni = 1 in Theorem 2.1, then we can get the Baum-Katz-type theorem for sequences ofρ -mixing random variables. Theorem 2.1 extends and improves the results of Baum and Katz [3] and Peligrad and Gut [9] . Theorem 2.1 extends the result of Baum and Katz [3] from the i.i.d. case to weighted sums ofρ -mixing random variables.
Preliminaries
In order to prove our results, we need the following lemmas. 
Lemma 3.2 can be found in Lemma 4.1.6 of Wu [15] . 
Proofs of Main results
Proof of Theorem 2.1. Without loss of generality, we may assume that
Firstly, we will show if {a ni ;1 i n, n 1} is an array of real numbers satisfying |a ni | 1 for 1 i n and n 1 , then (2.3) holds.
Let Y ni = X i I (|X i | n α ) for 1 i n, n 1 . We can easily get
From the proof of (2.4) of Sung [13] , we have
Hence for n large enough, we have
For I , by (1.1), (2.2) and the fact ∑
Thus, it remains to show that J < ∞. we will consider the following two cases:
By the fact |a ni | 1 , Markov's inequality and Lemma 3.1, we have that for any
From the proof of I < ∞, we can obtain J 2 < ∞. For J 3 , noting that pα > 1 and p 2, we take r > max{p,
We take r = 2 . Similar to the proof of J 1 < ∞ and J 2 < ∞, we can have
Secondly, we will show if {a ni ;1 i n, n 1} is an array of real numbers satisfying |a ni | = 0 or |a ni | > 1 for 1 i n and n 1 , then (2.3) holds.
From the proof of (2.11) of Sung [13] , we have n −α max 1 j n ES n j → 0 as n → ∞. Hence for n large enough,
For 1 j n − 1 and n 1, let
we also get
From L < ∞, we have L < ∞. For M 1 and M 2 , we proceed with two cases. (i) If p 2 , then we will take r large enough such that r > max{
, q} . By the fact that a ni = 0 or |a ni | > 1 , then we get that
Similar to the proof of (2.21) of Sung [13] , we also obtain that
Similar to the proof of (2.22) of Sung [13] , we have that
Since 1/t + 1/q − α = 0 and pα − 2 − q/t = −α(q − p) − 1 < −1 , similar to the proof of (2.23) of Sung [13] , we have that
(ii) If p < 2 , then we will take r = 2 . We may assume that p < q < 2. Since r > q , as in the case p 2, we have
Similar to the proof of Theorem 2.2 of Sung [13] , (2.3) holds. This completes the proof of Theorem 2.1.
Proof of Theorem 2.2.
By Theorem 2.1, we only need to prove
Firstly, we will show if {a ni ;1 i n, n 1} is an array of real numbers satisfying |a ni | 1 for 1 i n and n 1 , then (4.19) holds.
Denote
For H , by Markov inequality and Lemma 3.1, for r 2, we have
We will discuss the following two cases:
, which implies that α(p − r) − 2 + 
We have
Case 2. p < 2. We take r = 2 . Similar to the proof of (4.21) and (4.22), we can have H < ∞. Secondly, we will show if {a ni ;1 i n, n 1} is an array of real numbers satisfying |a ni | = 0 or |a ni | > 1 for 1 i n and n 1 , then (4.19) holds.
By the fact EX i = 0, for s > n α , we have
For 1 j k − 1 and k n , let
From the proof of L < ∞ in Theorem 2.1, we have H < ∞. For r 2 , by Lemma 3.1 and Lemma 3.2, we have
E|a ni X| r I (|a ni X| s) ds
Since H < ∞, we only need to prove K 1 < ∞ and K 2 < ∞. For K 1 and K 2 , we proceed with two cases. (i) If p 2 , then we will take r large enough such that r > max{
From the proof of M 2 < ∞ in Theorem 2.1, we have K 2 < ∞.
Similar to the proof of Theorem 2.2 of Sung [13] , (4.19) holds. Hence (2.4) holds. We will prove the equivalence of (2.3) and (2.4). Under the conditions of Theorem 2.1, obviously, (2.3) implies (2.4).
Next, we prove that (2.4) implies (2.3). We can easily get that This completes the proof of Corollary 2.1.
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