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Stephen Deterding
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Abstract
Let X be a compact subset of the complex plane. It is shown that if a point x0 admits
a bounded point derivation on Rp(X), the closure of rational function with poles off X
in the Lp(dA) norm, for p > 2 and if X contains an interior cone, then the bounded
point derivation can be represented by the difference quotient if the limit is taken over
a non-tangential ray to x0. A similar result is proven for higher order bounded point
derivations. These results extend a theorem of O’Farrell for R(X), the closure of rational
functions with poles off X in the uniform norm.
1 Introduction and Background
Let X be a compact subset of the complex plane. We denote by Rp(X, dA), 1 ≤ p < ∞,
the closure of the rational functions with poles off X in Lp(X, dA), where dA is 2 dimensional
Lebesgue (area) measure. From now on we suppress the reference to the underlying measure
and denote Rp(X, dA) and Lp(X, dA) by Rp(X) and Lp(X) respectively. If E is an arbitrary
subset of the complex plane, we will use the notation || · ||Lp(E) to denote the norm on L
p(E);
however, in the case that E is the set X we will suppress the reference to the set and simply
write || · ||p to denote the norm. Finally, C(X) will denote the set of all continuous functions
on X and R(X) is the subset of C(X) that consists of all functions in C(X) which on X
are uniformly approximable by rational functions with poles off X . It follows from Ho¨lder’s
inequality that the uniform norm is more restrictive than the Lp norm and thus R(X) ⊆ Rp(X).
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In this paper, we consider the concept of a bounded point derivation. We say that R(X) has
a bounded point derivation at x0 if there exists a constant k > 0 such that |f
′(x0)| ≤ k||f ||∞
for all rational functions f with poles off X . Likewise Rp(X) has a bounded point derivation at
x0 if there exists a constant C > 0 such that |f
′(x0)| ≤ k||f ||p for all rational functions f with
poles off X . Bounded point derivations generalize the concept of the derivative to functions in
R(X) or Rp(X) which may not be differentiable. In fact it is a result of Dolzhenko [3] that both
R(X) and Rp(X) contain a nowhere differentiable function whenever X is a compact nowhere
dense set. We also point out that there is a fundamental difference between bounded point
derivations on Rp(X) for p > 2 and p ≤ 2. In this paper, we will focus only on the case of
p > 2.
Determining whether a point x0 admits a bounded point derivation for R(X) or R
p(X) is
often very difficult. Fortunately, there are geometric conditions that are both necessary and
sufficient for R(X) and Rp(X) to have bounded point derivations at x0. These conditions have
the same form as Weiner’s condition for a boundary point of a domain to be a regular point
for the Dirichlet problem; that is, they involve the convergence of a series
∞∑
n=0
4nµ(An(x0) \X) (1)
where µ is a set function and An(x0) is the annulus
{
z : 1
2n+1
< |z − x0| <
1
2n
}
. Hallstrom
[5] showed that when µ is analytic capacity, then the convergence of (1) is equivalent to the
existence of a bounded point derivation on R(X) at x0. We refer the reader to Hallstrom’s paper
for more information on analytic capacity. Later Hedberg [6] determined the corresponding
condition for Rp(X) when p > 2. Hedberg’s condition uses Sobolev q-capacity as the set
function. Since this paper concerns Rp(X), we briefly review the definition and a few properties
of q-capacity.
Definition 1.1. For 1 < q < 2, the q-capacity of a compact set X in the complex plane is
denoted Γq(X) and is defined by
Γq(X) = inf
∫
|∇u|qdA
where the infimum is taken over all infinitely differentiable functions u of compact support with
u ≡ 1 on X .
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Some properties of q-capacity are as follows. (See [1] for proofs of these results.)
1. For 1 < q < 2, the q-capacity of a ball of radius r is equal to r2−q.
2. q-capacity is monotonic; that is, if E ⊆ F are sets then Γq(E) ≤ Γq(F ).
3. q-capacity is sub-additive. This means that for any countable collection of Borel sets En,
Γq
(
∞⋃
n=1
En
)
≤
∞∑
n=1
Γq(En)
Hedberg’s characterization for bounded point derivations on Rp(X) differs slightly from (1),
but has the same basic form.
Theorem 1.1. Let 2 < p < ∞ and let q = p
p−1
. Then there is a bounded point derivation on
Rp(X) at x0 if and only if
∞∑
n=0
4nqΓq(An(x0) \X) <∞.
We now turn our attention to a different problem. Suppose that Rp(X) has a bounded
point derivation at a boundary point x0, which we denote by D
1
x0
. If f belongs to R(X), then
there is a sequence {fj} which converges uniformly to f . Then it follows by definition that the
bounded point derivation can be expressed by the formula
D1x0f = limj→∞
f ′j(x0)
This formula remains valid if Rp(X) has a bounded point derivation at x0 and f belongs to
Rp(X) instead of R(X), provided that the sequence {fj} now converges to f in the L
p norm.
However, since a bounded point derivation is supposed to generalize the notion of a derivative,
it should be possible to evaluate D1x0f using the difference quotient. Such a formula was first
determined by Wang [8], who showed that if D1x0 is a bounded point derivation on R(X) at x0,
then there exists a set E with full area density at x0 such that
D1x0f = limx→x0,x∈E
f(x)− f(x0)
x− x0
(2)
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Recall that a set E has full area density at x0 if lim
n→∞
m(∆n(x0) \ E)
m(∆n(x0))
= 0. Thus Wang’s
result shows that the set of points that the limit in the difference quotient cannot be taken over
is relatively small. We note that Wang’s theorem would be false if the condition that the limit
is taken over the set E was removed due to the aforementioned result of Dolzhenko that there
exists a nowhere differentiable function in R(X) whenever X is a compact nowhere dense set.
One drawback of Wang’s result is that it doesn’t provide any information about the structure
of the set E; it only shows that such a set exists. Shortly thereafter, O’Farrell deduced another
representation for a bounded point derivation on R(X) provided that X satisfies an additional
geometric condition [7, Corollary 3]. We say that X has an interior cone at x0 if there is a
segment J ending at x0 and a constant k > 0 such that dist(x, ∂X) ≥ k|x− x0| for all x in J .
The segment J is called a non-tangential ray to x0. O’Farrell proved that if X has an interior
cone at x0 and J is a non-tangential ray to x0 then
D1x0f = limx→x0,x∈J
f(x)− f(x0)
x− x0
(3)
Although O’Farrell’s result requires an additional hypothesis, it has the advantage of being
more concrete than the result of Wang, as the set where the limit is taken over is clearly
described. However, the set over which the limit is taken does not have full area density.
We now consider the question of whether these formulas hold for Rp(X) as well. It is known
[2] that (2) still holds if D1x0 is a bounded point derivation on R
p(X) and f belongs to Rp(X).
The purpose of this paper is to show that under similar conditions (3) also holds. We will prove
the following theorem.
Theorem 1.2. Let p > 2. Suppose that Rp(X) has a bounded point derivation at x0, which
we denote by D1x0 , and that X has an interior cone at x0. Let J be a non-tangential ray to x0.
If f belongs to Rp(X) then
D1x0f = limx→x0,x∈J
f(x)− f(x0)
x− x0
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We remark that O’Farrell’s proof of (3) uses duality arguments and abstract measures, as
well as results from functional analysis such as the Reisz representation theorem. As a contrast,
our proof of Theorem 1.2 is constructive, making direct use of the Cauchy integral formula.
2 Preliminary observations and constructions
Because of the length of the proof, it is broken into a series of smaller results. The strategy
of the proof is as follows. First, we define a family of bounded linear functionals by Lx(f) =
f(x)− f(x0)
x− x0
− D1x0f where x is a fixed point in J . To prove the theorem, it is enough to
show that the linear functionals Lx(f) tend to the 0 functional as x tends to x0 through
the points of J . Now given a function f in Rp(X), there exists a sequence {fj} of rational
functions which converges to f in the Lp norm. Thus by linearity and the triangle inequality,
|Lx(f)| ≤ |Lx(f − fj)|+ |Lx(fj)|. We claim that for x in J , |Lx(f − fj)| ≤ C||f − fj||
p
p where
the constant C does not depend on x. Assuming the claim for a moment, we see that since fj
converges to f in the Lp norm, Lx(f − fj) tends to 0 as j → ∞ independent of x. Now since
each fj is a rational function with poles off X , D
1
x0
fj = f
′
j(x0) and thus Lx(fj) tends to 0 as x
tends to x0. It thus follows that Lx(f) tends to the 0 functional as x tends to x0.
To prove the claim, note that since a bounded point derivation is a bounded linear functional,
we only need to prove the bound for the difference quotient term of Lx(f). Hence it is enough
to show that
|f(x)− f(x0)|
|x− x0|
≤ C||f ||pp for all f in R
p(X), where the constant C does not depend
on x or f . We will first prove this bound for rational functions with poles off X and then extend
the result to arbitrary functions in Rp(X).
Lemma 2.1. Suppose that X has an interior cone at x0 and let J be a non-tangential ray
to x0. Let p > 2, suppose that R
p(X) has a bounded point derivation at x0, and let fj be a
rational function with poles off X . Then for all x in X ,
|fj(x)− fj(x0)|
|x− x0|
≤ C||fj||
p
p (4)
where the constant C does not depend on x or fj.
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The proof of Lemma 2.1 almost follows directly from the cone condition and the definition
of a bounded point derivation. For, if there is a bounded point derivation on Rp(X) at x0, then
there exists a constant k such that |f ′j(x0)| ≤ k||fj||p for all rational functions fj with poles off
X . Let U be an open neighborhood of x0 on which f is analytic. Then by the Cauchy integral
formula
∣∣∣∣ 12πi
∫
∂U
fj(z)
(z − x0)2
dz
∣∣∣∣ ≤ k||fj||p (5)
Now it also follows from the Cauchy integral formula that
∣∣∣∣fj(x)− fj(x0)(x− x0)
∣∣∣∣ ≤ 12π
∫
∂U
|fj(z)|
|z − x0| · |z − x|
dz
If there is an interior cone at x0 and if x lies on a non-tangential ray to x0, then there exists
a constant C such that
|x− x0|
|z − x|
< C for all x in J , which implies that
|z − x0|
|z − x|
< 1 + C. If
r = 1 + C then
1
|z − x| · |z − x0|
≤
r
|z − x0|2
. Hence,
∣∣∣∣fj(x)− fj(x0)(x− x0)
∣∣∣∣ ≤ 12π
∫
∂U
|fj(z)|
|z − x0|2
dz
So the right hand side is almost, but not quite, the same as the left hand side of (5). If
it was the same, then Lemma 2.1 would follow immediately, but as it is, a different method is
required. The method that we use is similar to one used in a proof of Hedberg [6, pg. 276]
Before we prove Lemma 2.1, we state a couple of preliminary observations. First, note that
if fj is a rational function with poles off X , then there exists a neighborhood U of X such
that fj is analytic on U . Let Bn denoted the ball centered at x0 with radius 2
−n. Then there
exists an integer N > 0 such that U contains BN and hence fj is analytic inside the ball BN .
In addition, there also exists an integer M < 0 such that U is itself contained inside the ball
BM . Now, we can modify fj so that it is continuous on BM but still analytic on U and by
multiplication with a cutoff function, we can make it so that the modified function is 0 on the
boundary of BM . Thus there exists a function f˜j such that
1. f˜j is continuous on BM .
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2. f˜j = fj on U .
3. f˜j = 0 on the circle |z − x0| = 2
−M .
4. ||f˜j||p ≤ 2||fj||p
Now let An = {z ∈ C :
1
2n+1
< |z − x0| <
1
2n
}. Then for each n there exists a compact set
Kn ⊆ An \X with nice boundary such that f˜j is analytic in BM \
⋃
Kn and
∫
BM\
⋃
Kn
|f˜j|
p ≤ 2
∫
X
|f˜j|
p (6)
We will also need to construct a function φ(z) with some special properties. We construct
this function by first constructing functions φn(z) with the properties we want and then taking
the supremum over all n. This construction was first employed by Hedberg. [6, Pg. 227]
Lemma 2.2. For each integer n,M ≤ n ≤ N , there exists a function φn(z) such that φn(z) = 1
on Kn, φn(z) has support on An−1
⋃
An
⋃
An+1 and
∫
|∇φn(z)|
q dA ≤ C
(
Γq(An \ E) +
1
42n
)
(7)
where the constant C does not depend on n.
Proof. First, it follows from the definition of q-capacity that there exist Lipschitz functions wn,
M ≤ n ≤ N , with compact support such that wn(z) = 1 on Kn and
∫
|∇wn|
qdA ≤ Γq(Kn) +
1
42n
Since Kn ⊆ An \X and since q-capacity is a monotonic set function, it follows that
∫
|∇wn|
qdA ≤ Γq(An \X) +
1
42n
(8)
for all n. We now show how we can modify these functions so that wn has support in
An−1
⋃
An
⋃
An+1. For each n we will construct a function ψn(z) such that ψn(z) is a smooth
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function with support in An−1
⋃
An
⋃
An+1, and |ψn(z)| ≤ 1. Since translations do not affect
the size of the function on C, we may suppose that x0 = 0 when constructing ψn(z)
For z ∈ C, let
v(z) =


exp
(
−
1
1 − |z|2
)
if |z| < 1
0 if |z| ≥ 1
It is easy to verify that v(z) is a smooth function. Now let vǫ = ǫ
−2v( z
ǫ
). Then vǫ is a
smooth function supported on {z : |z| < ǫ}. Now let χn be the characteristic function on the
ball,
{
z : |z| ≤ 3
2n+1
}
. Fix ǫ = 2−n+1 and let gn = χn ∗ vǫ. Then gn is a smooth function which
is equal to 1 on the ball {z : |z| ≤ 2−n} and has support on {z : |z| ≤ 2−n+1}. Similarly, we
can construct a function hn(z) which is 1 on the ball {z : |z| ≤ 2
−n−2} and has support on
{z : |z| ≤ 2−n−1}. Now let
ψn(z) =


gn(z) if |z| > 2
−n
1 if 2−n−1 < |z| < 2−n
1− hn(z) if |z| < 2
−n−1
Then ψn = 1 on An and ψn has support on An−1
⋃
An
⋃
An+1. Furthermore, ∇ψn =
∇(χn ∗ vǫ) = χn ∗ ∇vǫ, from which it follows that |∇ψn| ≤ 2
n+4. Now let φn(z) = wn(z)ψn(z).
Then φn(z) = 1 on Kn, and φn(z) has support in An−1
⋃
An
⋃
An+1. All that remains is to
show that (7) holds. First, it follows from the product rule that
∫
|∇φn(z)|
q dA ≤
∫
(|wn(z)| · |∇ψn(z)| + |ψn(z)| · |∇wn(z)|)
q dA
Now we can’t be sure if |wn(z)| · |∇ψn(z)| is larger than |ψn(z)| · |∇wn(z)| or vice versa,
but what we do know is that the sum of both terms is less than or equal to twice the value of the
largest term. So (|wn(z)| · |∇ψn(z)|+ |ψn(z)| · |∇wn(z)|)
q ≤ 2q sup {|wn(z)|
q |∇ψn(z)|
q , |ψn(z)|
q |∇wn(z)|
q},
and therefore
∫
|∇φn(z)|
q dA ≤ C
{∫
|wn(z)|
q |∇ψn(z)|
q dA+
∫
|ψn(z)|
q |∇wn(z)|
q dA
}
(9)
Note that it follows from the fact that |ψn(z)| ≤ 1 and (8) that
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∫
|ψn(z)|
q |∇wn(z)|
q dA ≤ Γq(An \X) +
1
42n
(10)
Thus to prove (7), we just need to show that
∫
|wn(z)|
q |∇ψn(z)|
q dA can be bounded by
C
(
Γq(An \X) +
1
42n
)
. First, applying Holder’s inequality with p = 2
2−q
and p′ = 2
q
yields
∫
|wn(z)|
q |∇ψn(z)|
q dA ≤
{∫
|wn(z)|
2q
2−q dA
} 2−q
2
{∫
|∇ψn(z)|
2dA
} q
2
(11)
Next we recall the Gagliardo-Nirenberg-Sobolev inequality [4, p. 277] for R2. Let p∗ = 2p
2−p
where 1 ≤ p < 2. Then ||u||p∗(R2) ≤ C||∇u||p(R2) for all u ∈ C
1(R2) with compact support
where the constant C depends only on p. If we let p = q then q∗ = 2q
2−q
and hence
{∫
|wn(z)|
2q
2−q dA
} 2−q
2
≤ C
∫
|∇wn|
qdA
It then follows from (8) that
{∫
|wn(z)|
2q
2−q dA
} 2−q
2
≤ C
(
Γq(An \X) +
1
42n
)
(12)
In addition we can obtain an upper bound for
∫
|∇ψn(z)|
2dA. From the definition of ψn(z),
|∇ψn(z)| = 0 everywhere except on An−1 and on An+1. However, on those sets, |∇ψn(z)|
2 ≤
4n+4. Hence∫
|∇ψn(z)|
2dA =
∫
An−1
⋃
An+1
|∇ψn(z)|
2dA ≤ 4n+4 (Area(An−1) + Area(An+1))
Since Area(An−1) =
3π
4n
and Area(An+1) =
3π
4n+2
, it follows that
∫
|∇ψn(z)|
2dA ≤ 816π (13)
It then follows from (11), (12), and (13) that
∫
|wn(z)|
q |∇ψn(z)|
q dA ≤ C
(
Γq(An \X) +
1
42n
)
(14)
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Figure 1: The contour of integration
Now combining (9), (10) and (14) yields (7). So we have constructed functions φn(z) such
that φn(z) = 1 on Kn, φn(z) has support in An−1
⋃
An
⋃
An+1 and (7) holds for all n.
Now let φ(z) = supn φn(z) and note that φ(z) = 1 on
⋃
Kn. We are now ready to prove
our main results.
3 Proofs of the main results
We will begin by proving Lemma 2.1.
Lemma 2.1. Recall that J is a non-tangential ray to x0. Since X has an interior cone, it follows
that there is a sector in X˚ with vertex at x0 that contains J . Let C denote this sector. It
follows from the Cauchy integral formula and the construction of f˜j that
fj(x)− fj(x0)
x− x0
=
1
2πi
∫
∂(C
⋃
BN )
fj(z)
(z − x)(z − x0)
dz =
1
2πi
∫
∂(C
⋃
BN )
f˜j(z)
(z − x)(z − x0)
dz
where the boundary is oriented so that the interior of C
⋃
BN lies always to the left of the path
of integration. (See Figure 1.) Let Dn = An \ C. Then
1
2πi
∫
∂(C
⋃
BN )
f˜j(z)
(z − x)(z − x0)
dz =
1
2πi
N∑
n=M
∫
∂Dn
f˜j(z)
(z − x)(z − x0)
dz+
1
2πi
∫
|z−x0|=2−M
f˜j(z)
(z − x)(z − x0)
dz
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Since f˜j = 0 on |z − x0| < 2
−M , the last integral vanishes and hence
fj(x)− fj(x0)
x− x0
=
1
2πi
N∑
n=M
∫
∂Dn
f˜j(z)
(z − x)(z − x0)
dz
It follows from Cauchy’s theorem that
∫
∂Dn
f˜j(z)
(z − x)(z − x0)
dz =
∫
∂Kn
f˜j(z)
(z − x)(z − x0)
dz,
where the boundaries of the Kn are properly oriented. Thus
|fj(x)− fj(x0)|
|x− x0|
≤
N∑
n=M
∣∣∣∣∣ 12πi
∫
∂Kn
f˜j(z)
(z − x)(z − x0)
dz
∣∣∣∣∣
Recall that φ(z) = 1 on
⋃
Kn. Hence
|fj(x)− fj(x0)|
|x− x0|
≤
N∑
n=M
∣∣∣∣∣ 12πi
∫
∂Kn
f˜j(z)φ(z)
(z − x)(z − x0)
dz
∣∣∣∣∣ (15)
Now since
f˜j(z)
(z − x)(z − x0)
is analytic on Dn \Kn, it follows by Green’s Theorem that
1
2πi
∫
∂Kn
f˜j(z)φ(z)
(z − x)(z − x0)
dz =
1
π
∫
Dn\Kn
f˜j(z)
(z − x)(z − x0)
dφ
dz
dA
Thus it follows from (15) that
|fj(x)− fj(x0)|
|x− x0|
≤
1
π
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x| · |z − x0|
∣∣∣∣dφdz
∣∣∣∣ dA (16)
Now because J is a non-tangential ray to x0, there exists a constant k such that
|x− x0|
|z − x|
≤ k
for all x in J and z /∈ C. This implies that
|z − x0|
|z − x|
≤ 1+k. If r = 1+k then
1
|z − x| · |z − x0|
≤
r
|z − x0|2
. Applying this bound to (16) yields
|fj(x)− fj(x0)|
|x− x0|
≤
r
π
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
∣∣∣∣dφdz
∣∣∣∣ dA ≤ C
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA (17)
We now make two key observations. First, if z ∈ Dn, then it follows that
1
|z − x0|2
≤ 4n.
Second, since n− 1, n, and n + 1 are the only values of m where φm is supported on Dn \Kn
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it follows that |∇φ(z)| ≤ |∇φn−1(z)| + |∇φn(z)| + |∇φn+1(z)| on Dn. It follows from these
observations that
N∑
n−M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA ≤
N∑
n=M
4n
∫
Dn\Kn
|f˜j(z)| {|∇φn−1(z)|+ |∇φn(z)|+ |∇φn+1(z)|} dA
(18)
Applying Ho¨lder’s inequality to (18) shows that
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA ≤
N∑
n=M
4n
{∫
Dn\Kn
|f˜j(z)|
pdA
} 1
p
{∫
Dn\Kn
(|∇φn−1(z)| + |∇φn(z)| + |∇φn+1(z)|)
qdA
} 1
q
(19)
Now observe that
(|∇φn−1(z)| + |∇φn(z)| + |∇φn+1(z)|)
q ≤ 3q sup {|∇φn−1(z)|
q, |∇φn(z)|
q, |∇φn+1(z)|
q}
≤ C {|∇φn−1(z)|
q + |∇φn(z)|
q + |∇φn+1(z)|
q}
Applying this estimate to (19) allows us to conclude that
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA ≤
C
N∑
n=M
4n
{∫
Dn\Kn
|f˜j(z)|
pdA
} 1
p
{∫
Dn\Kn
|∇φn−1(z)|
q + |∇φn(z)|
q + |∇φn+1(z)|
qdA
} 1
q
(20)
Recall that
∫
|∇φn|
qdA ≤ C
{
Γq(An \X) +
1
42n
}
. Thus applying this bound to (20) yields
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N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA
≤ C
N∑
n=M
4n
{∫
Dn\Kn
|f˜j(z)|
pdA
} 1
p
{
Γq(An−1 \X) + Γq(An \X) + Γq(An+1 \X) +
1
42n
} 1
q
= C
N∑
n=M
{∫
Dn\Kn
|f˜j(z)|
pdA
} 1
p
{
4nqΓq(An−1 \X) + 4
nqΓq(An \X) + 4
nqΓq(An+1 \X) +
1
4n(2−q)
} 1
q
(21)
Next, it follows from Young’s inequality that
{∫
Dn\Kn
|f˜j(z)|
pdA
} 1
p
{
4nqΓq(An−1 \X) + 4
nqΓq(An \X) + 4
nqΓq(An+1 \X) +
1
4n(2−q)
} 1
q
≤
1
p
∫
Dn\Kn
|f˜j(z)|
pdA+
1
q
{
4nqΓq(An−1 \X) + 4
nqΓq(An \X) + 4
nqΓq(An+1 \X) +
1
4n(2−q)
}
Applying this observation to (21) yields
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA
≤ C
N∑
n=M
1
p
∫
Dn\Kn
|f˜j(z)|
pdA+ C
N∑
n=M
1
q
{
4nqΓq(An−1 \X) + 4
nqΓq(An \X) + 4
nqΓq(An+1 \X) +
1
4n(2−q)
}
≤ C||f˜j||
p
Lp(BM\
⋃
Kn)
+ C
∞∑
n=M
{
4nqΓq(An−1 \X) + 4
nqΓq(An \X) + 4
nqΓq(An+1 \X) +
1
4n(2−q)
}
Recall that M < 0 depends only on the set X and not on x or j. Then, since Rp(X) has a
bounded point derivation at x0, it follows by Theorem 1.1 that the second term in the last line
of the inequality is bounded by a constant and that this constant does not depend on x or j.
Thus there exists a constant C which does not depend on x or j such that
N∑
n=M
∫
Dn\Kn
|f˜j(z)|
|z − x0|2
|∇φ(z)| dA ≤ C||f˜j||
p
Lp(BM\
⋃
Kn)
Applying this inequality to (17) gives that
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|fj(x)− fj(x0)|
|x− x0|
≤ C||f˜j||
p
Lp(BM\
⋃
Kn)
(22)
(4) then follows from first applying (6) and then property 4 of the construction of f˜j to (22).
Thus we have shown that (4) holds for all rational functions with poles off X . The last step
in proving Theorem 1.2 is to extend (4) to all functions in Rp(X). This proves the claim at the
beginning of section 2, and completes the proof of Theorem 1.2.
Lemma 3.1. Suppose that there is a bounded point derivation on Rp(X) at x0 and also suppose
that X has an interior cone at x0. Let J be a non-tangential ray to x0. Then for every function
f in Rp(X),
|f(x)− f(x0)|
|x− x0|
≤ C||f ||pp
Proof. Let {fj} be a sequence of rational functions that converges to f in the L
p norm. Then
by Lemma 2.1, (4) holds. Because Rp(X) has a bounded point derivation and hence also a
bounded point evaluation at x0, it follows that fj(x0) tends to f(x0) as j tends to infinity.
Likewise, x belongs to J and hence x is an interior point of X . Thus Rp(X) has a bounded
point evaluation at x and fj(x) tends to f(x) as j tends to infinity. Hence taking the limit of
both sides of (4) yields
|f(x)− f(x0)|
|x− x0|
≤ C||f ||pp
which completes the proof.
4 Higher order derivations
In this section, we define higher order bounded point derivations and show how Theorem 1.2
can be modified to apply to the higher order case. We say that Rp(X) has a bounded point
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derivation of order t at x0 if there exists a constant C > 0 such that |f
(t)| ≤ C||f ||p for all
rational functions f with poles off X .
We will show that when Rp(X) has a t-th order bounded point derivation at x0 and X has
an interior cone at x0, then the bounded point derivation can be represented by a higher order
difference quotient where the limit is taken over a non-tangential ray to x0. Since there are
functions in Rp(X) that are not differentiable at x0, this difference quotient cannot be given
in terms of the lower derivatives of the functions; instead we use the following definition for
higher order difference quotients. (See [2] for another use of this definition of higher difference
quotients.)
Definition 4.1. Let t be a non-negative integer. Let f be a function in Rp(X), let x0 be a
point in X , and choose h ∈ C so that f is defined at x0+ sh for s = 0, 1, ..., t. The t-th order
difference quotient of f at x0 and h is denoted by ∆
t
hf(x0) and defined by
∆thf(x0) = h
−t
t∑
s=0
(−1)t−s
(
t
s
)
f(x0 + sh)
We will use Definition 4.1 to extend Theorem 1.2 to the case of higher order bounded point
derivations.
Theorem 4.1. Let p > 2. Suppose that Rp(X) has a t-th order bounded point derivation at
x0, which we denote by D
t
x0
and that X has an interior cone at x0. Let J be a non-tangential
ray to x0. Then
Dtx0f = limh→0,x0+h∈J
∆thf(x0)
To prove Theorem 4.1, we will make use of two additional results. The first result is
an extension of Hedberg’s criteria for the existence of bounded point derivations on Rp(X)
(Theorem 1.1).
Theorem 4.2. Let An(x0) be the annulus
{
x : 1
2n+1
< |x− x0| <
1
2n
}
and let t be a non-negative
integer. Let 2 ≤ p < ∞ and let q = p
p−1
. Then there is a bounded point derivation of order t
on Rp(X) at x0 if and only if
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∞∑
n=0
2(t+1)nqΓq(An(x0) \X) <∞
We will also use the following lemma which provides a Cauchy integral formula for these
higher order difference quotients.
Lemma 4.3. Let f be an analytic function on an open set U containing x. Suppose that h is
chosen so that x+ h, x+ 2h,..., x+ th all belong to U . Then
∆thf(x) =
t!
2πi
∫
∂U
f(z)
(z − x)(z − x− h)...(z − x− th)
dz
Proof. The proof is by induction. When t = 0, then Theorem 4.3 is the usual Cauchy integral
formula. Now we assume that it is true that
∆thf(x) =
t!
2πi
∫
∂U
f(z)
(z − x)(z − x− h)...(z − x− th)
dz
and we will show that
∆t+1h f(x) =
(t+ 1)!
2πi
∫
∂U
f(z)
(z − x)(z − x− h)...(z − x− th)(z − x− (t + 1)h)
dz
It is known [2, Theorem 2.1] that ∆t+1h f(x) =
∆thf(x+ h)−∆
t
hf(x)
h
. Thus by the induction
hypothesis,
∆t+1h f(x) =
1
h
{
t!
2πi
∫
∂U
f(z)
(z − x− h)(z − x− 2h)...(z − x− (t+ 1)h)
dz
−
t!
2πi
∫
∂U
f(z)
(z − x)(z − x− h)...(z − x− th)
dz
}
and hence it follows that
∆t+1h f(x) =
(t+ 1)!
2πi
∫
∂U
f(z)
(z − x)(z − x− h)...(z − x− th)(z − x− (t + 1)h)
dz
which completes the proof.
16
The proof of Theorem 4.1 can then be obtained by making a few modifications to the proof of
Theorem 1.2. This time define a family of linear functionals by Lh(f) = ∆
t
hf(x0)−D
t
x0
f where
h ∈ C. Then to prove Theorem 4.1, it suffices to show that the linear functionals Lh converge to
the 0 functional as h→ 0. Now given a function f in Rp(X), there is a sequence {fj} of rational
functions such that fj converges to f in the L
p norm. Hence |Lh(f)| ≤ |Lh(f − fj)|+ |Lh(fj)|
Since Lh(fj) tends to 0 as h tends to 0 whenever fj is a rational function, it is enough to show
that |Lh(f − fj)| ≤ C||f − fj ||
p
p, where C does not depend on h or j. Furthermore, since D
t
x0
is
a bounded linear functional, it suffices to show that |∆thf(x0)| ≤ C||f ||
p
p for all f in R
p(X). As
in the proof of Theorem 1.2, this can be done by first proving the result for rational functions
with poles off X and then taking limits on both sides of the equation to obtain the general
result.
Proving the result for rational functions with poles off X is done in the same way as Lemma
2.1 except that one has to use Lemma 4.3 to obtain an integral formula for the difference
quotient, and at the end of the proof, Theorem 4.2 must be used in place of Theorem 1.1. The
remainder of the proof of Theorem 4.1 follows in the same manner as the proofs of Lemmas 2.1
and 3.1.
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