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Abstract
One considers the nonlinear evolution equation with source and damping terms
utt +Au + g(ut ) = |u|ρu on Γ × (0,∞),
where Γ is a compact manifold. We prove the global existence of solutions making use of the po-
tential well method. Furthermore, we study the asymptotic behaviour of solutions adapting the ideas
introduced by Patrick Martinez in ESAIM Control Optim. Calc. Var. 4 (1999) 419–444 when the
frictional damping mechanism g on the manifold does not necessarily have a polynomial growth
near the origin.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
This manuscript is devoted to the study of the existence and uniform decay rates of
solutions u = u(x, t) of the evolution problem{
utt + Au+ g(ut ) = |u|ρu on Γ × (0,+∞),
u(x,0)= u0(x), ut (x,0)= u1(x), x ∈ Γ, (∗)
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bounded.
We will assume that A is the self-adjoint operator defined by the triple {H 1/2(Γ ),
L2(Γ ), ((·, ·))H 1/2(Γ )}. In this case, A is characterized by
D(A) = {u ∈ H 1/2(Γ ); there exists fu ∈ L2(Γ ) such that
(fu, v)L2(Γ ) = ((u, v))H 1/2(Γ ), ∀v ∈ H 1/2(Γ )
}
,
where fu = Au.
Then
(Au,v)L2(Γ ) = ((u, v))H 1/2(Γ ), ∀u ∈ D(A) and ∀v ∈ H 1/2(Γ ). (1.1)
Since the imbedding H 1/2(Γ ) ↪→ L2(Γ ) is compact, we recall that the spectral theo-
rem for self-adjoint operators guarantees the existence of a complete orthonormal system
{ων}ν∈N of L2(Γ ) given by eigenfunctions of A. If {λν}ν∈N are the corresponding eigen-
values of A, then λν → +∞ as ν → +∞. Besides,
D(A) =
{
u ∈ L2(Γ );
+∞∑
ν=1
λ2ν
∣∣(u,ων)L2(Γ )∣∣2 < +∞
}
and
Au =
+∞∑
ν=1
λν(u,ων)L2(Γ )ων, ∀u ∈ D(A).
Considering in D(A) the norm given by |Au|L2(Γ ), it turns out that {ων} is a complete
system in D(A). In fact, it is known that {ων} is also a complete system in H 1/2(Γ ). Now,
since A is positive, given δ > 0 one has
D(Aδ) =
{
u ∈ L2(Γ );
+∞∑
ν=1
λ2δν
∣∣(u,ων)L2(Γ )∣∣2 < +∞
}
and
Aδu =
+∞∑
ν=1
λδν(u,ων)L2(Γ )ων, ∀u ∈ D(Aδ).
In D(Aδ) we consider the topology given by |Aδu|L2(Γ ). We observe that from the
spectral theory, such operators are also self-adjoint, that is,
(Aδu, v)L2(Γ ) = (u,Aδv)L2(Γ ), ∀u,v ∈ D(Aδ),
and, in particular,
D(A1/2) = H 1/2(Γ ). (1.2)
At this point it is convenient to observe that, according to Lions and Magenes [10,
Remark 7.5] one has
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where ∆Γ is the Laplace–Beltrami operator on Γ . Then, from (1.1)–(1.3) we deduce that
(Au,v)L2(Γ ) = (−∆Γ u,v)L2(Γ ), ∀u ∈ D(A), ∀v ∈ H 1/2(Γ ), (1.4)
that is, Au = −∆Γ u for all u ∈ D(A) which implies that A−∆Γ . This means that when
A is the operator defined by the above triple, problem (∗) can also be considered as wave
equation on the compact manifold Γ .
Another important physical situation appears when one considers the particular case of
a linear, self-adjoint and continuous operator A :H 1/2(Γ ) → H−1/2(Γ ) such that verifies
the coercivity condition
〈Au,v〉H−1/2(Γ ),H 1/2(Γ )  α‖u‖2H 1/2(Γ ), ∀u ∈ H 1/2(Γ ),
for some α > 0. In fact, the existence of solutions of problem (∗) is directly related to the
existence of the following one:

−∆y + ky = 0 in Ω × (0,+∞) (k > 0),
ytt + ∂y∂ν + g(yt ) = |y|ρy on Γ × (0,+∞),
y(x,0)= u0(x), yt (x,0)= u1(x), x ∈ Γ,
where ν is the outer unit vector normal to the boundary Γ ; see [9, pp. 134–140] for details.
In this situation, the operator A :H 1/2(Γ ) → H−1/2(Γ ) is defined as follows:
Given ϕ ∈ H 1/2(Γ ), it is well known that the elliptic problem{−∆w + kw = 0 in Ω,
w = ϕ,
admits a unique solution w ∈H(Ω,∆) = {u ∈ H 1(Ω); ∆u ∈ L2(Ω)}. Therefore, the op-
erator
A :H 1/2(Γ ) → H−1/2(Γ ), ϕ 	→ Aϕ = ∂w
∂ν
is well defined and furthermore, A ∈ L(H 1/2(Γ ),H−1/2(Γ )). On the other hand, making
use of Green’s formula we deduce that
0 =
∫
Ω
(−∆w + kw)w dx =
∫
Ω
|∇u|2 dx + k
∫
Ω
|u|2 dx − 〈Aϕ,ϕ〉H−1/2(Γ ),H 1/2(Γ )
and, consequently,
〈Aϕ,ϕ〉H−1/2(Γ ),H 1/2(Γ ) C‖ϕ‖2H 1/2(Γ )
for some C > 0. In this direction it is important to mention the work of the authors Caval-
canti and Domingos Cavalcanti [2] who proved global existence and asymptotic behaviour
for degenerate equations on manifolds.
The extension A˜ :H 1/2(Γ ) → H−1/2(Γ ) of A defined in (1.1) and given by
〈A˜u, v〉H−1/2(Γ ),H 1/2(Γ ) = ((u, v))H 1/2(Γ ), ∀u,v ∈ H 1/2(Γ ),
has the same properties of the operator related with the elliptic problem above mentioned.
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potential well) developed by Sattinger [13] in 1968, namely, [3,6,7,12,14] and references
therein.
Concerning the wave equation with source and damping terms
utt − ∆u + g(ut ) = f (u) in Ω × (0,+∞),
where Ω is a bounded domain of Rn with smooth boundary Γ , it is important to cite
the works of Georgiev and Todorova [4] and Ikehata [5]. The above mentioned works are
marked by the following feature: the damping term possesses a polynomial growth near
zero. However, Lasiecka and Tataru [8], Martinez [11] and Aassila [1] were successful
in establishing the asymptotic stability for the wave equation (in Ω) subject to nonlinear
feedback without imposing any growth near zero.
Our purpose in this manuscript is to study the global existence and asymptotic behaviour
for regular and weak solutions u to problem (∗) when the function g(s) does not necessar-
ily have a polynomial growth near the origin, as, for instance, g(s) = e−1/s for s ∈ (0,1].
To our best knowledge this is the first result in the literature for evolution equations on
compact manifolds. Moreover, only few results are known on this subject. Therefore, and
according to our point of view, these results are interesting to be studied.
Our paper is organized as follows: In Section 2 we present some notation and technical
lemmas, the assumptions on g and state our main result. In Section 3 we prove the existence
and uniqueness for regular and weak solutions and in Section 4 we give the proof of the
decay.
2. Assumptions and main results
Define
(u, v) =
∫
Γ
u(x)v(x) dx, ‖u‖pp =
∫
Γ
∣∣u(x)∣∣p dx. (2.1)
The precise assumptions on the function g are given in the sequel.
(A1) Assumptions on the function g. We assume that g : R → R is a C1 odd increasing
function satisfying∣∣g(s)∣∣ C1|s| if |s| < 1, (H1)
C2|s|
∣∣g(s)∣∣ C3|s| if |s| 1, (H2)
where C1, C2 and C3 are positive constants. Suppose that
0 < ρ  1/(n− 2) if n 3 and ρ > 0 if n = 1,2. (H3)
Next, we present two technical lemmas that will play an essential role when establishing
the asymptotic behaviour.
Lemma 2.1 [11, p. 428]. Let E : R+ → R+ be a nonincreasing function and φ : R+ → R+
a strictly increasing function of class C1 such that
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Assume that there exist σ > 0, σ ′ > 0 and C > 0 such that
+∞∫
S
E(t)1+σ φ′(t) dt  CE(S)1+σ + C
(1 + φ(S))σ ′ E(0)
σE(S),
0 S < +∞. (2.3)
Then, there exists C > 0 such that
E(t)E(0) C
(1 + φ(t))(1+σ ′)/σ , ∀t > 0. (2.4)
Lemma 2.2. There exists a function φ : R+ → R+ increasing and such that φ is concave,
φ(t) → +∞ as t → +∞ and
+∞∫
1
φ′(t)
(
g−1
(
φ′(t)
))2
dt < +∞. (2.5)
Proof. Assuming that such a function exists, we can consider, without loss of generality
that φ(1) = 1. From this fact, observing that φ−1(s) → +∞ as s → +∞ and considering
the change of variables s = φ(t), one has
+∞∫
1
φ′(t)
(
g−1
(
φ′(t)
))2
dt =
+∞∫
1
(
g−1
(
φ′
(
φ−1(s)
)))2
ds
=
+∞∫
1
(
g−1
(
1
(φ−1)′(s)
))2
ds. (2.6)
We define the auxiliary function ψ by
ψ(t) = 1 +
t∫
1
1
g(1/s)
ds, t  1. (2.7)
Then,
ψ ′(t) = 1
g(1/t)
(2.8)
and according to the assumptions made on g we deduce that ψ is an increasing function of
class C2, and, moreover
ψ ′(t) → +∞ as t → +∞, ψ(t) → +∞ as t → +∞.
A simple computation shows that ψ ′′  0 which implies that ψ ′ is nondecreasing and
ψ is convex. Furthermore, from (2.8) we obtain
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1
(
g−1
(
1
ψ ′(s)
))2
ds =
+∞∫
1
1
s2
ds < +∞. (2.9)
Next, we are going to prove that ψ−1 is concave. Indeed, from ψ(ψ−1(s)) = s, we
deduce
(ψ−1)′′(s) = −ψ
′′(ψ−1(s))((ψ−1)′(s))2
ψ ′(ψ−1(s))
= − ψ
′′(ψ−1(s))
(ψ ′(ψ−1(s)))3
 0.
Then, setting φ(t) = ψ−1(t) for all t  1, from (2.6), (2.9) and taking what we have
proved into account, we conclude that φ verifies all the hypotheses of Lemma 2.2. 
Now we are in a position to state our main results.
Let A be the operator defined by the triple {H 1/2(Γ ),L2(Γ ), ((·, ·))H 1/2(Γ )} which was
detailed in the introduction of this work. Let us define the potential well as
W = {v ∈ H 1/2(Γ ); ‖v‖2
H 1/2(Γ ) − ‖v‖ρ+2ρ+2 > 0
}∪ {0}. (2.10)
Theorem 2.1. Let the initial data {u0, u1} belong to (W ∩D(A)) ×H 1/2(Γ ) and
C(Γ,ρ + 2)ρ+2
(
2(ρ + 2)
ρ + 1
)ρ/2[
E(0)
]ρ/2
< 1, (2.11)
where C(Γ,ρ + 2) is the imbedding constant of (3.5) and E(t) is the energy of (∗) which
is defined by
E(t) = 1
2
{∥∥u′(t)∥∥22 + ∥∥u(t)∥∥2H 1/2(Γ ) − 2ρ + 2
∥∥u(t)∥∥ρ+2
ρ+2
}
, (2.12)
and assume that the assumptions (H1)–(H3) hold. Then, problem (∗) possesses a unique
regular solution u in the class
u ∈ L∞(0,∞;H 1/2(Γ )), u′ ∈ L∞(0,∞;H 1/2(Γ )),
u′′ ∈ L∞(0,∞;L2(Γ )). (2.13)
Furthermore, the energy E(t) has the decay rate
E(t) C
(
g−1
(
1
t
))2
, ∀t > 0, (2.14)
where C is a positive constant.
Setting
α := C(Γ,ρ + 2)−(ρ+2)
(
2(ρ + 2)
ρ + 1
)−ρ/2
,
we have the second result for weak solutions.
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E(0) < α2/ρ/2 (2.15)
and assume that the same hypotheses of Theorem 2.1 hold. Then, problem (∗) possesses a
unique weak solution in the class
u ∈ C0([0,∞),H 1/2(Γ ))∩ C1([0,∞);L2(Γ )), (2.16)
that is, the function u verifies
d
dt
(
ut (t), v
)+ (A1/2u(t),A1/2v)+ (g(u′(t)), v)= (∣∣u(t)∣∣ρu(t), v) in D′(0, T ),
for all v ∈ H 1/2(Γ ) and T > 0,
u(0) = u0, u′(0)= u1.
Besides, the weak solution has the same decay given in (2.14).
3. Existence and uniqueness of solutions
In this section we first prove the existence and uniqueness of regular solutions to prob-
lem (∗) making use of Faedo–Galerkin method. Then, we extend the same result to weak
solutions using a density argument.
3.1. Regular solutions
Let {ων} be a basis in D(A) given by the eigenfunctions of the operator A introduced
in Section 1 and let us consider Vm the space generated by ω1, . . . ,ωn. Let
um(t) =
m∑
i=1
δjm(t)ωj (3.1)
the solution of the approximate Cauchy problem(
u′′m(t),w
)+ (Aum(t),w)+ (g(u′m(t)),w)= (∣∣um(t)∣∣ρum(t),w),
∀w ∈ Vm, (3.2)
um(0)= u0m =
m∑
j=1
(u0,ωj )ωj → u0 in D(A), (3.3)
u′m(0)= u1m =
m∑
j=1
(u1,ωj )ωj → u1 in H 1/2(Γ ). (3.4)
We observe that, in view of assumptions (H1)–(H3) and noting that
H 1/2(Γ ) ↪→ L2(ρ+1)(Γ ), (3.5)
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in differential equations, we prove the existence of solutions to the approximate problem
on some interval [0, Tm) and this solution can be extended to the closed interval [0, T ] by
using the first estimate below.
3.1.1. A priori estimates
The First Estimate. Setting w = u′m(t) in (3.2), we obtain
1
2
d
dt
{∥∥u′m(t)∥∥22 + ∥∥A1/2um(t)∥∥22 − 2ρ + 2
∥∥um(t)∥∥ρ+2ρ+2
}
= −(g(u′m(t)), u′m(t)) 0,
(3.6)
which, in view of (2.12) allows to deduce E′(um(t)) 0.
The last inequality implies that E(um(t)) is nonincreasing in [0, Tm) and having in mind
that ‖A1/2um(t)‖22 = ‖um(t)‖2H 1/2(Γ ), we get, particularly,
E
(
um(t)
)
E
(
um(0)
)
. (3.7)
Next, we will prove a technical lemma in order to establish the first estimate of the
energy. In order to facilitate the notation we will omit the index m of the solution of the
approximate system.
Lemma 3.1. Assume that (H3) holds and, moreover, that
C(Γ,ρ + 2)ρ+2
(
2(ρ + 2)
ρ + 1
)ρ/2[
E(0)
]ρ/2
< 1. (3.8)
Then, u(t) ∈W for all t ∈ [0,+∞) and there exists a positive constant
L1 = L1
(‖u0‖2
H 1/2(Γ ),‖u1‖22
)
such that∥∥u′(t)∥∥22 + ∥∥u(t)∥∥2H 1/2(Γ )  L1, ∀t  0. (3.9)
Proof. From the continuity of u(t) and since u0 ∈W , it follows that∥∥u(t)∥∥2
H 1/2(Γ ) −
∥∥u(t)∥∥ρ+2
ρ+2  0 (3.10)
for all t belonging to some neighbourhood of t = 0. Let denote by [0, tmax) the maximal
interval where (3.10) holds.
Then, from (3.10) we deduce that
1
2
∥∥u(t)∥∥2
H 1/2(Γ ) −
1
ρ + 2
∥∥u(t)∥∥ρ+2
ρ+2
= ρ
2(ρ + 2)
∥∥u(t)∥∥2
H 1/2(Γ ) +
1
ρ + 2
(∥∥u(t)∥∥2
H 1/2(Γ ) −
∥∥u(t)∥∥ρ+2
ρ+2
)
 ρ
∥∥u(t)∥∥2
H 1/2(Γ ) on [0, tmax). (3.11)2(ρ + 2)
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increasing function (see (3.7)), we obtain
∥∥u(t)∥∥2
H 1/2(Γ ) 
2(ρ + 2)
ρ
(
1
2
∥∥u(t)∥∥2
H 1/2(Γ ) −
1
ρ + 2
∥∥u(t)∥∥ρ+2
ρ+2
)
 2(ρ + 2)
ρ
E(t) on [0, tmax)
 2(ρ + 2)
ρ
E(0) on [0, tmax). (3.12)
On the other hand, considering the imbedding H 1/2(Γ ) ↪→ Lρ+2(Γ ) and the inequality
(3.12) we deduce, from assumption (3.8), that∥∥u(t)∥∥ρ+2
ρ+2  C(Γ,ρ + 2)ρ+2
∥∥u(t)∥∥ρ+2
H 1/2(Γ )
 C(Γ,ρ + 2)ρ+2∥∥u(t)∥∥ρ
H 1/2(Γ )
∥∥u(t)∥∥2
H 1/2(Γ )
 C(Γ,ρ + 2)ρ+2
(
2(ρ + 2)
ρ
)ρ/2[
E(0)
]ρ/2∥∥u(t)∥∥2
H 1/2(Γ )
<
∥∥u(t)∥∥2
H 1/2(Γ ) on [0, tmax).
The last inequality yields∥∥u(t)∥∥2
H 1/2(Γ ) −
∥∥u(t)∥∥ρ+2
ρ+2 > 0 on [0, tmax) (3.13)
which, together with the fact that E(t) is bounded, implies that we can obtain (3.13) on
[0, Tm) and, consequently, u(t) ∈W for all t ∈ [0, Tm). Furthermore, from (3.13) and act-
ing exactly as in (3.11) we infer that
1
2
∥∥u(t)∥∥2
H 1/2(Γ ) −
1
ρ + 2
∥∥u(t)∥∥ρ+2
ρ+2 > 0 on [0, Tm)
which implies that∥∥u′(t)∥∥22  2E(t) 2E(0) on [0, Tm). (3.14)
We also have, as in (3.12) that∥∥u(t)∥∥2
H 1/2(Γ ) 
2(ρ + 2)
ρ
E(0) on [0, Tm). (3.15)
Then, combining (3.14) and (3.15) we obtain (3.9) as we desired to show, which con-
cludes the proof of Lemma 3.1 and the first estimate.
The second estimate. First of all we are going to estimate u′′m(0) in L2(Γ ) norm. Con-
sidering w = u′′m(0) and t = 0 in (3.2), considering the hypotheses (H1) and (H2) and
making use of Young inequality, it holds that∥∥u′′m(0)∥∥2  [‖Au0m‖2 + ‖u0m‖ρ+12(ρ+1) + (C1 + C2)‖u1m‖2]. (3.16)
Considering the convergences in (3.3) and (3.4) and the imbedding in (3.5) we conclude
that
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where L2 is a positive constant independent of m ∈ N.
Taking the derivative of (3.2) with respect to t , substituting w = u′′m(t) in the obtained
expression, we deduce
1
2
d
dt
{∥∥u′′m(t)∥∥22 + ∥∥u′m(t)∥∥2H 1/2(Γ )}+
∫
Γ
g′(u′m)(u′′m)2 dΓ
 (ρ + 1)
∫
Γ
|um|ρ |u′m||u′′m|dΓ. (3.18)
Next, we are going to analyze the last term on the right-hand side of (3.18).
Estimate for I1 := (ρ + 1)
∫
Γ |um|ρ |u′m||u′′m|dΓ .
Making use of the generalized Hölder inequality, observing that
ρ
2(ρ + 1) +
1
2(ρ + 1) +
1
2
= 1,
considering (3.5) and Lemma 3.1, we conclude
|I1| (ρ + 1)
∥∥um(t)∥∥ρ2(ρ+1)∥∥u′m(t)∥∥2(ρ+1)∥∥u′′m(t)∥∥2
 C1
∥∥um(t)∥∥ρH 1/2(Γ )∥∥u′m(t)∥∥H 1/2(Γ )∥∥u′′m(t)∥∥2
 C2
[∥∥u′m(t)∥∥2H 1/2(Γ ) + ∥∥u′′m(t)∥∥22], (3.19)
where C1 and C2 are positive constants.
Integrating (3.18) over (0, t), taking (3.19) into account, we deduce
1
2
∥∥u′′m(t)∥∥22 + 12
∥∥u′m(t)∥∥2H 1/2(Γ ) +
t∫
0
∫
Γ
g′
(
u′m(s)
)(
u′′m(s)
)2
dΓ ds
 1
2
∥∥u′′m(0)∥∥22 + 12
∥∥u1m∥∥2H 1/2(Γ )
+ C2
t∫
0
[∥∥u′m(s)∥∥2H 1/2(Γ ) + ∥∥u′′m(s)∥∥22]ds. (3.20)
From (3.20), considering the convergence in (3.4), taking (3.17) into account and em-
ploying Gronwall’s lemma, we obtain the second estimate∥∥u′′m(t)∥∥22 + ∥∥u′m(t)∥∥2H 1/2(Γ ) L3, (3.21)
where L3 is a positive constant independent of m ∈ N and t ∈ [0, T ].
3.1.2. Passage to the limit
From the above estimates we deduce that there exists {uµ}, subsequence of {um}, which
from now on we will represent by the same notation, and a function u, such that
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(
0,∞;L2(Γ )), (3.22)
uµ ⇀ u weak-star in L∞loc
(
0,∞;H 1/2(Γ )), (3.23)
u′′µ ⇀ u′′ weak-star in L∞loc
(
0,∞;L2(Γ )), (3.24)
u′µ ⇀ u′ weak-star in L∞loc
(
0,∞;H 1/2(Γ )). (3.25)
On the other hand, from the first estimate and having in mind the imbedding in (3.5),
we infer
T∫
0
∫
Γ
∣∣|uµ|ρuµ∣∣2 dΓ dt =
T∫
0
∥∥uµ(t)∥∥2(ρ+1)2(ρ+1) dt  C′, (3.26)
where C′ is a positive constant independent of µ ∈ N and t ∈ [0, T ].
Also, from assumptions (H1) and (H2) and taking the first estimate into account, we
can write
T∫
0
∫
Γ
∣∣g(u′µ)∣∣2 dx dt  (C21 + C23)
T∫
0
∥∥u′µ(t)∥∥22 dt  C′′, (3.27)
where C′′ is a positive constant independent of µ ∈ N and t ∈ [0, T ].
From the a priori estimates we also deduce that
{uµ} is bounded in L2loc
(
0,∞;H 1/2(Γ )),
{u′µ} is bounded in L2loc
(
0,∞;H 1/2(Γ )),
{u′′µ} is bounded in L2loc
(
0,∞;L2(Γ )).
Since the imbedding H 1/2(Γ ) ↪→ L2(Γ ) is compact, using Aubin–Lions theorem, see
[9, pp. 57–58], we conclude
uµ → u strongly in L2loc
(
0,∞;L2(Γ )), (3.28)
u′µ → u′ strongly in L2loc
(
0,∞;L2(Γ )). (3.29)
Consequently,
uµ → u and u′µ → u′ a.e. on Γ × (0, T )
and, therefore,
|uµ|ρuµ → |u|ρu a.e. on Γ × (0, T ), (3.30)
g(u′µ) → g(u′) a.e. on Γ × (0, T ). (3.31)
Then, combining (3.26), (3.27), (3.30) and (3.31) we conclude, applying Lion’s lemma,
see [9, pp. 12–13], that
|uµ|ρuµ ⇀ |u|ρu weakly in L2loc
(
0,∞;L2(Γ )), (3.32)
g(u′µ) ⇀ g(u′) weakly in L2loc
(
0,∞;L2(Γ )). (3.33)
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u′′ + Au + g(u′) = |u|ρu in D′(0, T ;H−1/2(Γ )). (3.34)
However, since
u′′, g(u′), |u|ρu ∈ L2loc
(
0,∞;L2(Γ )),
we deduce, from (3.34), that
Au ∈ L2loc
(
0,∞;L2(Γ )) (3.35)
and, moreover,
u′′ + Au + g(u′) = |u|ρu in L2loc
(
0,∞;L2(Γ )). (3.36)
3.1.3. Uniqueness
Let u and uˆ be two regular solutions of (∗) satisfying theorem 2.1. Defining z = u − uˆ
and observing that g is increasing, we obtain
1
2
d
dt
{∥∥z′(t)∥∥22 + ∥∥z(t)∥∥2H 1/2(Γ )}
K1(ρ)
∫
Γ
(|u|ρ + |uˆ|ρ)|z||zˆ|dΓ
K1(ρ)
(∥∥u(t)∥∥ρ2(ρ+1) + ∥∥uˆ(t)∥∥ρ2(ρ+1))∥∥z(t)∥∥2(ρ+1)∥∥z′(t)∥∥2, (3.37)
where the last inequality comes from the generalized Hölder inequality.
Integrating (3.37) over (0, t) taking (3.5) and the first estimate into account, we arrive
at
1
2
∥∥z′(t)∥∥22 + 12
∥∥z(t)∥∥2
H 1/2(Γ ) K2(ρ)
t∫
0
(
1
2
∥∥z′(s)∥∥22 + 12
∥∥z(s)∥∥2
H 1/2(Γ )
)
ds. (3.38)
Employing Gronwall’s lemma, from (3.38) we deduce that ‖z′(t)‖22 = ‖z(t)‖2H 1/2(Γ )= 0, which concludes the proof of uniqueness. 
3.2. Weak solutions
We begin this section with a technical lemma. For this end we setW∗ = W\{0}.
Lemma 3.2.W ∩D(A) is dense inW .
Proof. Defining the functional L by
L(v) = ‖v‖2
H 1/2 (Γ ) − ‖v‖ρ+2ρ+2, v ∈ H 1/2(Γ ),
from (3.5) we deduce that L is continuous. Since W∗ = L−1(0,+∞) we conclude that
W∗ is an open set of H 1/2(Γ ).
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u0n → u0 in H 1/2(Γ ) as n → +∞. (3.39)
It remains to prove that {u0n} ∈W for all n n0. Indeed, there are two possibilities:
(i) If u0 = 0, then we can consider u0n = 0 for all n ∈ N and consequently {u0n} ∈W .
(ii) If u0 = 0 so u0 ∈W∗ and consequently there exists r > 0 such that
Br(u
0) = {u ∈ H 1/2(Γ ); ‖u − u0‖H 1/2(Γ ) < r}⊂W∗.
Thus, for n  n0, from (i) and (ii) we obtain the desired sequence. This proves the
lemma. 
So, let {u0, u1} ∈W ×L2(Γ ) such that
E(0) < α2/ρ/2 (3.40)
according to assumption (2.15). Then, from Lemma 3.2 and since H 1/2(Γ ) is dense in
L2(Γ ) there exists {u0µ,u1µ} ⊂W ∩ D(A)× H 1/2(Γ ) such that
u0µ → u0 in H 1/2(Γ ) and u1µ → u1 in L2(Γ ), as µ → +∞. (3.41)
The convergence (3.41) yields
Eµ(0) → E(0) as µ → +∞.
Then, given ε > 0 there exists µ0 ∈ N such that for all µ µ0, we have∣∣Eµ(0)∣∣< ε + ∣∣E(0)∣∣.
Consider ε = α2/ρ/2; then, from (3.40) and taking the last inequality into account, we
deduce that
Eµ(0) < α2/ρ
which implies that the sequence {u0µ,u1µ}µµ0 satisfies (2.11). For each µ µ0 let uµ be
the regular solution of (∗) with initial data {u0µ,u1µ} (according to Theorem 2.1), that is,{
u′′µ + Auµ + g(u′µ) = |uµ|ρuµ a.e. on Γ,
uµ(0) = u0µ, u′µ(0) = u1µ.
It is convenient to observe that
uµ ∈ C
([0, T ];H 1/2(Γ ))∩C1([0, T ];L2(Γ )).
So, repeating analogous arguments used in Section 3.1.1 (first estimate) we deduce that∥∥u′µ(t)∥∥22 + ∥∥uµ(t)∥∥2H 1/2(Γ ) C1 (3.42)
for all t  0 and for all µ ∈ N, where C1 is a positive constant independent of µ and
t ∈ [0, T ].
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the same arguments considered in the proof of the uniqueness, Section 3.1.3, we obtain∥∥u′µ(t)− u′σ (t)∥∥22 + ∥∥uµ(t) − uσ (t)∥∥2H 1/2(Γ )
 C(ρ,T )
(∥∥u1µ − u1σ∥∥22 + ∥∥u0µ − u0σ∥∥2H 1/2(Γ )), (3.43)
where C(ρ,T ) is a positive constant independent of µ,σ ∈ N.
From (3.41) and (3.43) we conclude that there exists a function u such that, for all
T > 0, we have
uµ → u strongly in C0
([0, T ];H 1/2(Γ )), (3.44)
u′µ → u′ strongly in C0
([0, T ];L2(Γ )). (3.45)
The strong convergences in (3.44), (3.45) and the weak ones which came from (3.42)
allow us to pass to the limit using arguments of compacity in order to obtain a weak solution
to problem (∗). More precisely, one has{
u′′ + Au + g(u′) = |u|ρu in L2loc(0,∞;H−1/2(Γ ))
u(0) = u0, u′(0) = u1.
The uniqueness of weak solutions requires a regularization procedure and can be ob-
tained using the standard method of Visik–Ladyzenskaya, c.f. [9, pp. 14–16].
4. Asymptotic behaviour
In this section we prove the asymptotic stability for regular solutions. We observe that
the same occurs for weak solutions based on the density arguments presented in Sec-
tion 3.2. A simple computation shows that
E′(t) = −
∫
Γ
g(u′)u′ dΓ  0,
which implies that E(t) is nonincreasing.
Lemma 4.1. Let u be a regular solution according to Theorem 2.1. Then we have
E(t) C
(
G−1
(
1
t
))2
for all t > 0,
where C is a positive constant and G(s) = g(s)s. Furthermore, if the function s 	→
H(s) := g(s)/s is nonincreasing on (0, δ), for some δ > 0 and H(0) = 0, then we have
the decay rate
E(t) C
(
g−1
(
1
t
))2
for all t > 0,
where C is a positive constant, which improves the previous one.
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satisfies the assumptions of Lemma 2.2, we obtain
0 =
T∫
S
E(t)φ′(t)
(
u′′(t) + Au(t) + g(u′(t))− ∣∣u(t)∣∣ρu(t), u(t)) dt
= [E(t)φ′(t)(u′(t), u(t))]T
S
−
T∫
S
(
E′(t)φ′(t) +E(t)φ′′(t))(u′(t), u(t)) dt
+
T∫
S
E(t)φ′(t)
[∥∥u′(t)∥∥22 + ∥∥u(t)∥∥2H 1/2(Γ ) − 2ρ + 2
∥∥u(t)∥∥ρ+2
ρ+2
]
dt
− 2
T∫
S
E(t)φ′(t)
∥∥u′(t)∥∥22 dt +
T∫
S
E(t)φ′(t)
(
g
(
u′(t)
)
, u(t)
)
dt
+
T∫
S
E(t)φ′(t)
[(
2
ρ + 2 − 1
)∥∥u(t)∥∥ρ+2
ρ+2
]
dt. (4.1)
On the other hand, from the proof of Lemma 3.1 we deduce
∥∥u(t)∥∥ρ+2
ρ+2  C(Γ,ρ + 2)ρ+2
(
2(ρ + 2)
ρ + 1
)ρ/2[
E(0)
]ρ/2∥∥u(t)∥∥2
H 1/2(Γ )
= (1 − β)∥∥u(t)∥∥2
H 1/2(Γ ), ∀t  0, (4.2)
where
β = 1 − C(Γ,ρ + 2)ρ+2
(
2(ρ + 2)
ρ + 1
)ρ/2[
E(0)
]ρ/2
> 0.
Then, from (4.2) and from the proof of Lemma 3.1 (see (3.12)) we can write(
1 − 2
ρ + 2
)∥∥u(t)∥∥ρ+2
ρ+2  (1 − β)
ρ
ρ + 2
∥∥u(t)∥∥2
H 1/2(Γ )
 (1 − β) ρ
ρ + 2
2(ρ + 2)
ρ
E(t) = 2(1 − β)E(t). (4.3)
Combining (4.1) and (4.3) we deduce for an arbitrary ε > 0,
2β
T∫
S
E2(t)φ′(t) dt −[E(t)φ′(t)(u′(t), u(t))]T
S
+
T∫ (
E′(t)φ′(t) + E(t)φ′′(t))(u′(t), u(t)) dt
S
124 M.M. Cavalcanti, V.N. Domingos Cavalcanti / J. Math. Anal. Appl. 291 (2004) 109–127+2
T∫
S
E(t)φ′(t)
∥∥u′(t)∥∥22 dt −
T∫
S
E(t)φ′(t)
(
g
(
u′(t)
)
, u(t)
)
dt
−[E(t)φ′(t)(u′(t), u(t))]T
S
+
T∫
S
(
E′(t)φ′(t) + E(t)φ′′(t))(u′(t), u(t)) dt
+ 2
T∫
S
E(t)φ′(t)
∥∥u′(t)∥∥22 dt
+ C(ε)
T∫
S
E(t)φ′(t)
∥∥g(u′(t))∥∥22 dt
+ ε
T∫
S
E(t)φ′(t)
∥∥u(t)∥∥22 dt. (4.4)
From now on, we will denote C by various positive constants which may be different
at different occurrences. Then, from assumptions (H1) and (H2) choosing ε sufficiently
small, we obtain
T∫
S
E2(t)φ′(t) dt −[E(t)φ′(t)(u′(t), u(t))]T
S
+
T∫
S
(
E′(t)φ′(t)+ E(t)φ′′(t))(u′(t), u(t)) dt
+C
T∫
S
E(t)φ′(t)
∥∥u′(t)∥∥22 dt
CE(S) + C
T∫
S
E(t)φ′(t)
∥∥u′(t)∥∥22 dt. (4.5)
In what follows we will estimate the last term of the above inequality. For this end we
set, as in [11], for s  1,
T∫
E(t)φ′(t)
∥∥u′(t)∥∥22 dt =
T∫
E(t)φ′(t)
∫
u′2 dΓ dtS S Γ1
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T∫
S
E(t)φ′(t)
∫
Γ2
u′2 dΓ dt
+
T∫
S
E(t)φ′(t)
∫
Γ3
u′2 dΓ dt, (4.6)
where, for t  1, we define
Γ1 :=
{
x ∈ Γ, |u′| h(t)},
Γ2 :=
{
x ∈ Γ, h(t) < |u′| h(1)},
Γ3 :=
{
x ∈ Γ, |u′| > h(1)},
and h(t) = g−1(φ′(t)), which is a positive nonincreasing function and satisfies h(t) → 0
as t → +∞.
Estimate for I1 :=
∫ T
S E(t)φ
′(t)
∫
Γ1
u′2 dΓ dt .
We have, from (2.6), (2.8) and (2.9),
I1  C
T∫
S
E(t)φ′(t)
(∫
Γ1
h(t)2 dΓ
)
dt  CE(S)
T∫
S
φ′(t)
(
g−1
(
φ′(t)
))2
dt
= CE(S)
φ(T )∫
φ(S)
(
g−1
(
1
(φ−1)′(s)
))2
ds 
+∞∫
φ(S)
1
s2
ds = CE(S)
φ(S)
. (4.7)
Estimate for I2 :=
∫ T
S
E(t)φ′(t)
∫
Γ2
u′2 dΓ dt .
As g is nondecreasing, then for x ∈ Γ2 we have φ′(t) = g(h(t))  |g(u′)|, and, conse-
quently
I2 
T∫
S
E(t)
∫
Γ2
∣∣g(u′)∣∣u′2 dΓ dt
 h(1)
T∫
S
E(t)
∫
Γ2
g(u′)u′ dΓ dt  h(1)
2
E(S)2. (4.8)
Estimate for I3 :=
∫ T
S
E(t)φ′(t)
∫
Γ3
u′2 dΓ dt .
Observe that if s  h(1) > 0 we have two possibilities h(1) 1 or h(1) < 1. In the first
case we get from (H2) that C2s  g(s). In the second case, if s ∈ [h(1),1] we get g(s) ∈
[g(h(1)), g(1)], where g(h(1)) > 0, and we obtain that g(s)/s  g(s)  g(h(1)) = c¯ > 0
which implies that g(s) c¯s. So g(s) Cs for s  h(1), and, consequently, we deduce
I3 C
T∫
E(t)φ′(t)
∫
g(u′)u′ dΓ dt  Cφ′(S)
T∫
E(−E′) dt CE(S)2. (4.9)S Γ S
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T∫
S
E2(t)φ′(t) dt CE(S)2 + CE(S)
φ(S)
,
and applying Lemma 2.1 with σ = σ ′ = 1, we deduce
E(t) C
φ(t)2
, ∀t  1. (4.10)
Let s0 be a number such that g(1/s0) 1. Since g is nondecreasing, from (2.7) we have
ψ(s) 1 + (s − 1) 1
g(1/s)
 1
G(1/s)
, ∀s  s0.
Consequently, having in mind that φ = ψ−1, the last inequality yields
s  φ
(
1
G(1/s)
)
and
1
φ(t)
 1
s
with t = 1
G(1/s)
.
Then,
1
φ(t)
G−1
(
1
t
)
. (4.11)
Combining (4.10) and (4.11) we proved the first decay rate of Lemma 4.1. It remains to
prove the second decay rate. Indeed, defining H(s) = g(s)/s, such that H is nondecreasing
and H(0)= 0 and considering h(t) = H−1(φ′(t)), it follows that
φ′(t)u′2 H(u′)u′2 = g(u′)u′ on Γ2.
Considering analogous calculations as above with
φ−1(t) = 1 +
t∫
1
1
H(1/s)
ds
we conclude that
E(t) C
(
g−1
(
1
t
))2
. 
Examples. (1) If g(s) = e−1/sp for 0 < s < 1, p > 0, then we have
E(t) C
(ln t)2/p
.
(2) If g(s) = e−e1/s for 0 < s < 1, then we have
E(t) C
(ln(ln t))2
.
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