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EXISTENCE, UNIQUENESS, AND GLOBAL REGULARITY FOR
DEGENERATE ELLIPTIC OBSTACLE PROBLEMS IN MATHEMATICAL
FINANCE
PANAGIOTA DASKALOPOULOS AND PAUL M. N. FEEHAN
Abstract. The Heston stochastic volatility process, which is widely used as an asset price model
in mathematical finance, is a paradigm for a degenerate diffusion process where the degeneracy
in the diffusion coefficient is proportional to the square root of the distance to the boundary of
the half-plane. The generator of this process with killing, called the elliptic Heston operator, is a
second-order degenerate elliptic partial differential operator whose coefficients have linear growth
in the spatial variables and where the degeneracy in the operator symbol is proportional to the
distance to the boundary of the half-plane. With the aid of weighted Sobolev spaces, we prove
existence, uniqueness, and global regularity of solutions to stationary variational inequalities and
obstacle problems for the elliptic Heston operator on unbounded subdomains of the half-plane. In
mathematical finance, solutions to obstacle problems for the elliptic Heston operator correspond
to value functions for perpetual American-style options on the underlying asset.
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1. Introduction
We consider questions of existence, uniqueness, and regularity of solutions, u : O → R, to the
obstacle problem
min{Au− f, u− ψ} = 0 a.e. on O, u = g on Γ1, (1.1)
where O ⊂ H is a possibly unbounded domain in the open upper half-plane H := Rd−1 × (0,∞)
(where d ≥ 2), Γ1 = ∂O ∩H is the portion of the boundary ∂O of O which lies in H, f : O → R is
a source function, the function g : O∪Γ1 → R prescribes a Dirichlet boundary condition along Γ1
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and ψ : O ∪Γ1 → R is an obstacle function which is compatible with g in the sense that ψ ≤ g on
Γ1, while A is an elliptic differential operator on O which is degenerate along the interior, Γ0, of
{y = 0}∩∂O and which we require to non-empty throughout this article. However, no boundary
condition is prescribed along Γ0. Rather, we shall see that the problem (1.1) is well-posed when
we seek solutions in suitable function spaces which describe their qualitative behavior near the
boundary portion Γ0: for example, continuity of derivatives up to Γ0 via suitable weighted Ho¨lder
spaces (by analogy with [22]) or integrability of derivatives in a neighborhood of Γ0 via suitable
weighted Sobolev spaces (by analogy with [55]). In this article, we set d = 2 and choose A to
be the generator of the two-dimensional Heston stochastic volatility process with killing [48], a
degenerate diffusion process well known in mathematical finance and a paradigm for a broad class
of degenerate Markov processes, driven by d-dimensional Brownian motion, and corresponding
generators which are degenerate elliptic integro-differential operators:
Av := −y
2
(
vxx + 2ρσvxy + σ
2vyy
)− (r − q − y/2)vx − κ(θ − y)vy + rv, v ∈ C∞(H). (1.2)
Throughout this article, the coefficients of A are required to obey
Assumption 1.1 (Ellipticity condition for the Heston operator coefficients). The coefficients
defining A in (1.2) are constants obeying
σ 6= 0,−1 < ρ < 1, (1.3)
and κ > 0, θ > 0, r ≥ 0, and q ≥ 0.
Remark 1.2 (A change of variables and the Heston operator coefficients). With the aid of
simple affine changes of variables on R2 which maps (H, ∂H) onto (H, ∂H) (Lemma 2.2), we can
also arrange that the combination of coefficients, b1 = r − q − κθρ/σ, is zero and, unless stated
otherwise, we shall rely this fact (Assumption 2.5) when convenient throughout our article; the
constant b1 is one of the coefficients of the derivative, ux, appearing in the bilinear form, a(·, ·)
(Definition 2.22), associated with the operator A.
A recent citation search revealed that almost 900 articles1 in scientific journals cite the sto-
chastic volatility model proposed by Steven Heston in [48] and even this may not include articles
on related stochastic volatility models or unpublished technical reports by researchers at industry
financial engineering groups. The widespread use of degenerate stochastic processes in financial
engineering highlights the need to address a circle of unresolved fundamental questions concerning
degenerate Markov processes and related obstacle and boundary value problems. As we describe
in §1.2 and §1.5, important questions regarding existence, uniqueness, and regularity of solutions
to problem (1.1) or problem (1.4) below have not been addressed thus far in the literature on
degenerate partial differential operators.
In mathematical finance, a solution u to the elliptic obstacle problem (1.1) when f = 0 can be
interpreted as the value function for a perpetual American-style option with payoff function given
by the obstacle function, ψ, while a solution u to the corresponding parabolic obstacle problem
on O × [0, T ], with 0 < T < ∞, can be interpreted as the value function for a finite-maturity
American-style option with payoff function given by a terminal condition function, h : O → R,
which typically coincides on O × {T} with the obstacle function, ψ. For example, in the case
of an American-style put option, one chooses ψ(x, y) = (E − ex)+, (x, y) ∈ O, where E > 0 is
a positive constant. This class of obstacle problems may be generalized further by considering
problems with two obstacles, such as upper and lower obstacle functions, ψ1 and ψ2 [42], [81].
1A Thompson-Reuters Web of Knowledge [85] citation search performed on June 16, 2011 yielded 883 references.
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To provide a stepping-stone to a solution to the obstacle problem, we shall first need to consider
questions of existence, uniqueness, and regularity of solutions to the elliptic boundary value
problem,
Au = f a.e. on O, u = g on Γ1. (1.4)
Like problem (1.1), we will see that (1.4) is well-posed without a boundary condition along Γ0
when we seek solutions in suitable weighted Ho¨lder or weighted Sobolev spaces. While solutions
to (1.4) do not have an immediate interpretation in mathematical finance, a solution, u, to
the corresponding parabolic boundary value problem on O × [0, T ] can be interpreted as the
value function for a European-style option with payoff function given by a terminal condition
function, h : O → R. For example, in the case of a European-style put option, one chooses
h(x, y) = (E − ex)+, (x, y) ∈ O.
1.1. Summary of main results. We shall state a selection of our main results here and then
refer the reader to our guide to this article in §1.5 for more of our results on existence, uniqueness
and regularity of solutions to variational equations and inequalities and corresponding obstacle
problems. We shall seek solutions to (1.1) in the weighted Sobolev space (see Definitions 2.15
and 2.20)
H2(O,w) = {u ∈ L2(O,w) : (1 + y)1/2u, (1 + y)|Du|, y|D2u| ∈ L2(O,w)},
where the domain O is as in Definition 2.6, Du = (ux, uy), D
2u = (uxx, uxy, uyx, uyy), all deriva-
tives of u are defined in the sense of distributions, and
‖u‖2H2(O,w) =
∫
O
(
y2|D2u|2 + (1 + y)2|Du|2 + (1 + y)u2) w dxdy,
with weight function w : H→ (0,∞) given by
w(x, y) = yβ−1e−γ|x|−µy, (x, y) ∈ H,
where β = 2κθ/σ2, µ = 2κ/σ2, and 0 < γ < γ0, where γ0 depends only on the constant coefficients
of A in (1.2).
1.1.1. Existence, uniqueness, and regularity of solutions to the obstacle problem. We first summa-
rize our main results concerning the obstacle problem (1.1). Because the bilinear form (Definition
2.22) defined by the operator A is non-coercive, the domain O is unbounded, the coefficients of A
are unbounded, and the Rellich-Kondrachov compact embedding theorem does not always hold
for weighted Sobolev spaces or unbounded domains, we shall need to seek solutions when the
source function obeys certain pointwise growth properties. Therefore, we introduce the
Definition 1.3 (Admissible envelope functions for the obstacle problem). Given g, ψ ∈ H2(O,w),
we call M,m ∈ H2(O,w) a pair of admissible envelope functions for the obstacle problem (1.1) if
m ≤ g ≤M on Γ1, m ≤M on O, Am ≤ AM a.e on O, and ψ ≤M on O,
and M,m obey
(1 + y)2M, (1 + y)2m ∈ L2(O,w),
(1 + y)1/2M, (1 + y)1/2m ∈ Lq(O,w),
for some q > 2.
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Definition 1.4 (Admissible source function for the obstacle problem). Given M,m ∈ H2(O,w),
we call f ∈ L2(O,w) an admissible source function for the obstacle problem (1.1) if
Am ≤ f ≤ AM a.e on O,
(1 + y)f ∈ L2(O,w).
In order to prove uniqueness of solutions to the non-coercive variational equation (Problem
2.35) corresponding to (1.4) or inequality (Problem 4.3) corresponding to (1.1), we shall need the
following auxiliary
Definition 1.5 (Barrier function for uniqueness of solutions). Given M,m, g ∈ H2(O,w), we
call ϕ ∈ H2(O,w) a barrier function for the operator A on the domain O if
Aϕ ≥ Ag a.e. on O, A(m+ ϕ) > 2Ag a.e. on O, and ϕ ≥ g on Γ1,
(1 + y)ϕ ∈ L2(O,w) and (1 + y)1/2ϕ ∈ Lq(O,w),
ess sup
(x,y)∈O
(1 + y)(M + ϕ− 2g)(x, y)
A(m+ ϕ− 2g)(x, y) <∞.
(1.5)
Theorem 1.6 (Existence and uniqueness of solutions to the obstacle problem). Assume that
the constant r in (1.2) is strictly positive and that the domain O obeys Hypothesis 5.16. Given
g, ψ ∈ H2(O,w) which are compatible in the sense that,
ψ ≤ g on Γ1,
let M,m ∈ H2(O,w) be a pair of admissible envelope functions in the sense of Definition 1.3
and, in addition, require that g, ψ obey
(1 + y)1/2g ∈ Lq(O,w) and (1 + y)3/2g, (1 + y)ψ ∈ H2(O,w),
for some q > 2. Let f ∈ L2(O,w) be an admissible source function in the sense of Definition 1.3.
Furthermore, require that there is a barrier function ϕ ∈ H2(O,w) obeying (1.5). Then there
exists a unique solution u ∈ H2(O,w) to (1.1), (1 + y)2u ∈ L2(O,w), and u obeys
max{m,ψ} ≤ u ≤M on O,
yβ(ρux + σuy) = 0 (trace sense),
and there is a positive constant C depending only on the constant coefficients of A and the
constants in Hypothesis 2.9 prescribing the geometry of the boundary, Γ1, such that
‖u‖H2(O,w) ≤ C
(
‖(1 + y)f‖L2(O,w) + ‖(1 + y)3/2g‖H2(O,w)
+ ‖(1 + y)ψ‖H2(O,w) + ‖(1 + y)2u‖L2(O,w)
)
.
Remark 1.7 (References to hypotheses in the body of the article). The hypotheses in Theorem
1.6, in addition to those on the domain, O, summarize the conditions (3.39) and (4.1), together
with Hypotheses 3.8, 3.15, 3.14, 4.24, 4.34, 4.35, and 6.10, except that here we allow g to be
non-zero on Γ1. The hypotheses on g arise from the reduction of the inhomogeneous Dirichlet
boundary condition, u = g on Γ1, to the homogeneous case by subtracting g from ψ,M,m,ϕ, u
and subtracting Ag from f .
Remark 1.8 (Properties of the solution near the boundary portion Γ0). According to Lemma
A.32, the “weighted Neumann property” for u on the boundary portion Γ0 asserted in Theorem
1.6, that yβ(ρux + σuy) = 0 (trace sense), is equivalent to
yβ(ρux + σuy)→ 0 in L1(Γ0, e−γ|x| dx) as y ↓ 0.
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In a sequel to this article, we shall show that under suitable additional regularity hypotheses on
the source function, f , the solution, u, is at least C1 up to Γ0 and this trivially implies that the
weighted Neumann property for u on Γ0 is obeyed.
Remark 1.9 (Example of an admissible domain). A simple example of a domain obeying the
conditions of Hypothesis 2.7 is O = (x0, x1) × (0,∞), where −∞ ≤ x0 < x1 ≤ ∞, with Γ0 =
(x0, x1)× {0} and Γ1 = {x0, x1} × (0,∞).
Remark 1.10 (Examples of functions M,m,ϕ, f, g obeying the hypotheses). See Lemmas 3.10
and 3.25 for a broad class of non-trivial examples of functionsM,m,ϕ, f, g obeying the hypotheses
of Theorem 1.6.
Remark 1.11 (Local H2 regularity of solutions). In applications to mathematical finance, the
obstacle function, ψ, is typically only Lipschitz (for example, ψ(x, y) = (E − x)+) and only in
H2(U ,w) for some possibly unbounded subdomain U $ O. Theorem 6.14 provides a local
version of Theorem 1.6 and shows that u ∈ H2(U ′,w) for subdomains U ′ ⊂ U .
Theorem 1.12 (Regularity of solutions to the obstacle problem in the interior and up to the
boundary portion Γ1). Assume the hypotheses of Theorem 1.6 and, for 2 < p <∞, that
f ∈ Lp
loc
(O ∪ Γ1) and g, ψ ∈W 2,ploc (O ∪ Γ1).
Then u ∈W 2,p
loc
(O ∪ Γ1) and, if α = 1− 2/p, then u ∈ C1,αloc (O ∪ Γ1).
Theorem 1.13 (Optimal interior regularity of solutions to the obstacle problem). Assume the
hypotheses of Theorem 1.6 and, for 0 < α < 1, that
f ∈ Cαloc(O ∪ Γ1) and g, ψ ∈ C2loc(O ∪ Γ1).
Then u ∈ C1,1(O).
Remark 1.14 (Local C1,1 regularity of solutions). If ψ is only C2 on a relatively open subset of
O ∪ Γ1, then Theorem 1.13 may be localized as described in Corollary 6.21.
Remark 1.15 (Optimal interior regularity of solutions to the obstacle problem). It is well-known
that the best possible regularity of a solution, u, to an elliptic obstacle problem is u ∈ C1,1(O) =
W 2,∞loc (O), even when the source, boundary data, and obstacle functions and domain boundary are
C∞. A simple, explicit one-dimensional example from mathematical finance which illustrates this
phenomenon (albeit with a Lipschitz obstacle function) is provided by the perpetual American-
style put option when the underlying asset process is geometric Brownian motion with drift [89,
§8.3]. For the open subset C (u) := {u > ψ} ⊂ O where Au = f , we expect the solution, u, to be
C∞ on C (u) when f is C∞ on O.
Remark 1.16 (Optimal regularity of solutions to the obstacle problem up to the boundary
portion Γ1). If we strengthened the compatibility condition ψ ≤ g on Γ1 to ψ < g on Γ1, then
[86, Corollary 6.3] would yield u ∈ C1,1loc (O ∪ Γ1).
Remark 1.17 (Extensions of preceding results in sequels to this article). See §1.3 for a survey
of our research on extensions and applications of Theorems 1.6, 1.12, and 1.13 in sequels to this
article.
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1.1.2. Existence, uniqueness, and regularity of solutions to the boundary value problem. Next, we
summarize our main results concerning the boundary value problem (1.4). When O = H, it is
possible to construct the fundamental solution in terms of confluent hypergeometric functions us-
ing the Fourier-Laplace transform (see, for example, [34]) or by making use of the affine structure
of the coefficients and adapting the method of Heston [48] (see also [26]). However, while explicit
formulae for the fundamental solution are important, they alone provide little insight into the
boundary behavior of solutions to (1.4) or questions of well-posedness for (1.4) or the existence
of Green’s functions when O is replaced by even relatively simple domains such as a quadrant,
R+ × R+, or infinite strip, (x0, x1)× R+.
As in the hypotheses of Theorem 1.6, we require the existence of certain admissible envelope
functions, M,m ∈ H2(O,w) compatible with g ∈ H2(O,w), a source function, f ∈ L2(O,w),
with admissible growth, and a barrier function, ϕ ∈ H2(O,w). However, the requirements are
simpler.
Theorem 1.18 (Existence and uniqueness of solutions to the boundary value problem). Assume
that the constant r in (1.2) is strictly positive and that the domain O obeys Hypothesis 5.16. Let
f ∈ L2(O,w) and g ∈ H2(O,w). Suppose there are functions M,m ∈ H2(O,w) such that
m ≤ g ≤M on Γ1, m ≤M on O, and Am ≤ f ≤ AM a.e on O,
and M,m, f , and g obey
(1 + y)M, (1 + y)m, (1 + y)1/2f ∈ L2(O,w) and (1 + y)1/2g ∈ H2(O,w),
then there exists a solution u ∈ H2(O,w) to (1.4), (1 + y)u ∈ L2(O,w), and u obeys
m ≤ u ≤M on O,
yβ(ρux + σuy) = 0 (trace sense),
and there is a positive constant, C, depending only on the constant coefficients of the operator,
A, and the constants in Hypothesis 2.9 prescribing the geometry of the boundary, Γ1, such that
‖u‖H2(O,w) ≤ C
(
‖(1 + y)1/2f‖L2(O,w) + ‖(1 + y)1/2g‖H2(O,w) + ‖(1 + y)u‖L2(O,w)
)
.
If there is a function ϕ ∈ H2(O,w) obeying (1.5), then the solution u is unique.
Remark 1.19 (References to hypotheses in the body of the article). The hypotheses in Theorem
1.18, in addition to those on the domain, O, summarize the conditions (3.39), (5.41), and (4.54),
together with Hypotheses 3.8, 3.14, 3.15, and 4.35, except that here we allow g to be non-zero
on Γ1. The hypotheses on g arise from the reduction of the inhomogeneous Dirichlet boundary
condition, u = g on Γ1, to the homogeneous case by subtracting g fromM,m,ϕ, u and subtracting
Ag from f .
Remark 1.8 also applies to the solution u provided by Theorem 1.18.
Theorem 1.20 (Regularity of solutions to the boundary value problem). Assume the hypotheses
of Theorem 1.18 and also assume f ∈ Lq
loc
(O ∪ Γ0) and g ∈ W 2,qloc (O ∪ Γ0), for some q > 2 + β.
Then the solution u to (1.4) provided by Theorem 1.18 is in Cα
loc
(O ∪Γ1)∩Cloc(O¯), for α ∈ (0, 1).
If in addition, f ∈ Ck,α
loc
(O ∪ Γ1) and g ∈ Ck+2,αloc (O ∪ Γ1) for an integer k ≥ 0, and the boundary
portion Γ1 is C
k+2,α, then the solution u lies in Ck+2,α
loc
(O ∪ Γ1) ∩ Cloc(O¯).
Remark 1.21 (Extensions of preceding results in sequels to this article). See §1.3 for a survey of
our research on extensions and applications of Theorems 1.18 and 1.20 in sequels to this article.
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1.2. Survey of previous research in degenerate boundary value and obstacle prob-
lems. Questions of existence, uniqueness, and regularity of solutions to “standard” obstacle
problems (for example, bounded domains with smooth boundary, uniformly elliptic differential
operators with smooth coefficients, bounded and smooth functions, and smooth boundary data)
are addressed by Bensoussan and Lions [8], Friedman [42], Kinderlehrer and Stampacchia [54],
Petrosyan, Shagholian, and Uralt’seva [81], Rodrigues [86], and Troianello [94], and elsewhere.
Bensoussan and Lions [8] provide a comprehensive treatment of both standard problems and
certain extensions which allow, in certain cases and combinations, for unbounded domains and
non-coercive operators. However, as we shall see, the features apparent in (1.1) present a par-
ticular combination of difficulties which, as far as we can tell, is not addressed in the literature.
These difficulties include the
(1) Degeneracy of the operator, A, along the domain boundary portion Γ0,
(2) Non-coercivity of the bilinear form, a(·, ·), associated with A,
(3) Unboundedness of the domain, O,
(4) Unboundedness of the coefficients of A,
(5) Lipschitz regularity of the obstacle function, ψ, and
(6) Corner points of the domain where the boundary portions Γ0 and Γ1 meet.
We also allow the source function, f , Dirichlet boundary data function, g, and obstacle function,
ψ, to be unbounded. While these choices do present some additional difficulties, these functions
are often bounded in typical applications. Also, though the points of ∂O where Γ0 and Γ1 meet
are geometric corner points, we know from [22] that because A is degenerate along Γ0, we may
consider, in a certain sense, the boundary portion, Γ0, to be an “interior” subset of the domain,
O.
1.2.1. Degenerate partial differential equations. We next provide a brief survey of some of the
literature relevant to problems (1.1) and (1.4). Earlier research treating existence, uniqueness,
and regularity problems for degenerate elliptic or parabolic partial differential equations includes
the articles by Fichera [36], Glushko and Savchenko [45], Kohn and Nirenberg [56], McKean [74],
Murthy and Stampacchia [76], Stroock and Varadhan [92], and monographs such as those of
Drabek, Kufner, and Nicolosi [25], Freidlin [39], Friedman [41], Levendorski˘ı [67], and Ole˘ınik
and Radkevicˇ [80]. The accumulation of related research in this field has become vast and we
will not attempt to survey it comprehensively here except to note that the hypotheses required
by the main theorems in well-known articles such as [56, 76] either exclude problems such as
(1.4) because their hypotheses are too restrictive or yield conclusions which are not as strong as
Theorem 1.18.
More recently, the porous medium equation — a degenerate, quasi-linear parabolic partial
differential equation — has stimulated development of the theory of regularity of solutions to
degenerate partial differential equations. The C∞-regularity of solutions up to the boundary and
the C∞-regularity of the “free boundaries” in porous medium problems has been proved by P.
Daskalopoulos and her collaborators [22, 23] using weighted Ho¨lder spaces defined by a “cycloidal”
Riemmianian metric on the upper half-plane and independently by Koch [55] using a combination
of weighted Lp spaces and weighted Ho¨lder spaces defined by the cycloidal metric. (Note, however,
that free boundaries in porous medium problems are not necessarily free boundaries in the sense
of obstacle problems.) The linearization of the porous medium equation has a structure which
is similar to the (parabolic) Heston equation [22, 55], and so research on the porous medium
equation is especially relevant to problems (1.1) and (1.4). We shall not use weighted Ho¨lder
spaces in this article, although we shall in sequels focusing on regularity near the boundary
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portion, Γ0, of solutions to (1.1) or (1.4). The weights defining our weighted Sobolev spaces
use the same powers of the distance to the boundary portion, Γ0, as those employed by Koch,
but we also include exponential decay factors which ensure that the upper half-plane, H, has
finite volume with respect to the measure defined by our weight function, w. Our development
of the relevant weighted Sobolev space theory is more comprehensive than that of [55] and our
application differs from [55] in many significant aspects because we allow (i) unbounded domains,
O, (ii) non-coercive operators, A, (iii) unbounded lower-order coefficients in A, and (iv) non-
empty boundary portions, Γ1.
While there is considerable body of literature on linear degenerate elliptic or parabolic partial
differential equations, much of that concerns operators obeying Ho¨rmander’s hypoellipticity con-
dition, which is not obeyed by the Heston operator, A; see, for example, Lunardi [70] and Priola
[84]. Research on the existence and uniqueness theory for elliptic or parabolic partial differential
equations with unbounded coefficients includes that of Krylov and Priola [59] and the references
contained therein.
Recent investigations using probability methods in the mathematical finance literature and
focusing on fundamental questions of existence, uniqueness, and global regularity of solutions to
the associated parabolic terminal/boundary value problem are due to Bayraktar and Xing [7],
Constanzino, Nistor and Mazzucato and their collaborators [18, 20], and Ekstro¨m, Tysk, and
Janson [30, 29, 52].
1.2.2. Variational inequalities and obstacle problems for degenerate differential operators. Recent
work on obstacle problems, not directly concerned with finance, includes that of Blanchet, Dol-
beault, and Monneau [10], Caffarelli [11, 12], Caffarelli, Petrosyan, and Shahgholian [14], and
Caffarelli and Salsa [15]. While obstacle problems have been considered for certain degenerate
elliptic and parabolic problems in [41], the cases considered do not fully cover problems of interest
in finance such as those defined by the Heston operator.
Recent work, with application to option pricing, on evolutionary variational inequalities and
obstacle problems includes that of Bayraktar and Xing [6], Chadam and Chen [16, 17], Ekstro¨m
and Tysk [27, 28], Laurence and Salsa [65], Nystro¨m [77, 78], and Petrosyan and Shahgholian [82].
Previous work on degenerate evolutionary variational inequalities and obstacle problems includes
Mastroeni and Matzeu [72, 73] and Touzi [93]. In the case of obstacle problems for hypoelliptic
operators see, for example, the work of DiFrancesco, Frentz, Nystro¨m, Pascucci, and Polidoro
[38, 40, 79].
1.2.3. Mild solutions and viscosity solutions. Some researchers have established existence, unique-
ness, and regularity results — for more flexible notions of solutions — to degenerate variational
inequality or obstacle problems. For example, Barbu and Marinelli [4] have established such
results for mild solutions to a class of such problems, while Lee [66] and Savin [88] have obtained
results on the existence, uniqueness, and regularity of viscosity solutions [21] to obstacle problems
involving the Monge-Ampe`re operator. However, the primary focus of our research — in this ar-
ticle and its sequels — is on the existence and uniqueness of solutions to variational equations
and inequalities, interpreted as weak solutions to boundary value and obstacle problems, and the
regularity theory required to prove existence and uniqueness of classical solutions to boundary
value and obstacle problems defined by degenerate elliptic-parabolic operators.
1.3. Further research and applications to probability and mathematical finance. We
briefly summarize work in progress or near completion on extensions of results of this article to
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elliptic and parabolic obstacle problems defined by generators of degenerate diffusion processes
and motivated by option valuation problems in mathematical finance.
1.3.1. Regularity of solutions to elliptic obstacle problems. In a sequel to this article, we augment
Theorem 1.13 by proving that the solution, u, is continuous up to the boundary ∂O and then that
u ∈ C1,1loc (O¯) by adapting the weighted Ho¨lder space methods of [22]. We achieve this regularity
result even when the obstacle function, ψ, is only Lipschitz by adapting arguments of Laurence
and Salsa [65]. In addition, we augment Theorem 1.20 by proving that the solution, u, is in
Ck,αloc (O¯), again by adapting the weighted Ho¨lder space methods of [22].
1.3.2. Existence, uniqueness, and regularity of solutions to parabolic obstacle problems. In a sequel
to this article, we also consider evolutionary variational inequalities and obstacle problems for
the parabolic Heston operator, −∂t+A, and prove analogues of Theorems 1.6 and 1.13, together
with analogues of Theorems 1.18 and 1.20 in the case of evolutionary variational equations and
terminal/boundary value problems.
1.3.3. Geometry and regularity of the free boundary. The free boundary, F (u) := O ∩ ∂C (u), in
an obstacle problem is the boundary of the open subset C (u) of the domain O where the solution
is strictly greater than the obstacle function, u > ψ, and equality holds in the partial differential
inequality. Motivated by the beautiful results of Laurence and Salsa [65] in the case of the
non-degenerate, multi-dimensional geometric Brownian motion with drift, we use a combination
of probabilistic and analytical methods to determine the geometry and regularity of the free
boundary defined by the obstacle problem for the parabolic Heston operator.
1.4. Extensions to degenerate operators in higher dimensions. The Heston stochastic
volatility process and its associated generator serve as paradigms for degenerate Markov processes
and their degenerate elliptic generators which appear widely in mathematical finance.
1.4.1. Degenerate diffusion processes and partial differential operators. Generalizations of the
Heston process to higher-dimensional, degenerate diffusion processes may be accommodated by
extending the framework developed in this article and we shall describe extensions in a sequel.
First, the two-dimensional Heston process has natural d-dimensional analogues [37] defined, for
example, by coupling non-degenerate (d−1)-diffusion processes with degenerate one-dimensional
processes [19, 71, 96]. Elliptic differential operators arising in this way have time-independent,
affine coefficients but, as one can see from standard theory [44, 57, 58, 68] and previous work
of Daskalopoulos and her collaborators [22, 23] on the porous medium equation, we would not
expect significant new difficulties to arise when extending the methods and results of this article
to the case of higher dimensions and variable coefficients, depending on both spatial variables
and time and possessing suitable regularity and growth properties.
1.4.2. Degenerate Markov processes and partial-integro differential operators. The Heston pro-
cess also has natural extensions to d-dimensional degenerate affine jump-diffusion processes with
Markov generators which are degenerate elliptic partial-integro differential operators. A well-
known example of such a two-dimensional process is due to Bates [5] and the definition of this
process has been extended to higher dimensions by Duffie, Pan, and Singleton [26]. Stationary
jump diffusion processes of this kind and their partial-integro differential operator generators
naturally lie within the framework of Feller processes and Feller generators [49, 50, 51], where the
non-local nature of the partial-integro differential operators provides new challenges when con-
sidering obstacle problems; see [13] for recent research by Caffarelli and Figalli in this direction.
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1.5. Mathematical highlights and guide to the article. For the convenience of the reader,
we provide a brief outline of the article. We begin in §2 by defining the weighted Sobolev spaces
and Ho¨lder spaces we shall need throughout this article, discuss the equivalence between weak and
strong solutions, and derive the key energy estimates for the bilinear form defined by the Heston
operator (Propositions 2.36 and 2.40). In §3, we establish existence and uniqueness of solutions
to the variational equation for the elliptic Heston operator (Theorem 3.16). In §4, we adapt the
methods of Bensoussan and Lions [8, Chapter 3, §1] to prove existence and uniqueness of solutions
to the non-linear penalized equation (Theorem 4.18), a coercive variational inequality (Theorem
4.28), and finally the non-coercive variational inequality (Theorem 4.36) corresponding to the
obstacle problem (1.1). In §5, we prove H2(O,w) regularity and a priori H2(O,w) estimates
for solutions to the variational equation corresponding to (1.4) (Theorem 5.17) together with
Ho¨lder continuity of solutions on O¯ (Theorem 5.20). Theorem 1.18 is proved at the end of §5.4
while Theorem 1.20 is proved at the end of §5.5. Finally, in §6 we prove H2(O,w) regularity
for solutions to the variational inequality corresponding to the obstacle problem (1.1) (Theorem
6.11). Theorem 1.6 is proved at the end of §6.2 while Theorems 1.12 and 1.13 are proved at the
end of §6.4. Because the obstacle function is often not in H2(O,w), we extend Theorem 6.11 to
the case where the obstacle function is only in H2(U ,w) for some open subset U j O (Theorem
6.14). With the aid of additional hypotheses on the source and obstacle functions, we obtain
W 2,p, C1,α, and C1,1 regularity of the solution (Theorem 6.18 and Corollaries 6.20 and 6.21).
Appendix A contains the proofs of our results for our weighted Sobolev spaces and which
underpin the methods of this article in an essential way; Appendix B describes a few simple
consequences of the Lax-Milgram theorem which we use repeatedly; Appendix C summarizes an
example illustrating subtleties in the boundary behavior of solutions to the elliptic Cox-Ingersoll-
Ross equation, and thus the Heston equation, near the boundary portion, Γ0.
1.6. Notation and conventions. In the definition and naming of function spaces, including
spaces of continuous functions, Ho¨lder spaces, or Sobolev spaces, we follow Adams [2] and alert
the reader to occasional differences in definitions between [2] and standard references such as
Gilbarg and Trudinger [44] or Krylov [57, 58]. These differences matter when the domain, O,
is unbounded, as we allow throughout this article. For the signs attached to coefficients in our
differential operators, we follow the conventions of Bensoussan and Lions [8] and Evans [31],
keeping in mind our interest in applications to probability, and noting that their sign conventions
are often opposite to those of [44]. We denote R+ := (0,∞), R¯+ := [0,∞), H := R × R+, and
H¯ := R × R¯+. For x ∈ R, we set x+ = max{x, 0}, x− = −min{x, 0}, so x = x+ − x− and
|x| = x+ + x−, a convention which differs from that of [44, §7.4]. When we label a condition an
Assumption, then it is considered to be universal and in effect throughout this article and so not
referenced explicitly in theorem and similar statements; when we label a condition a Hypothesis,
then it is only considered to be in effect when explicitly referenced.
1.7. Acknowledgments. P. Feehan thanks Peter Carr for introducing him in 2004 to stochas-
tic volatility models and the Heston model in mathematical finance and encouraging his initial
research on the Heston partial differential equation. He is grateful to Bruno Dupire, Pat Hagan,
Peter Laurence, Victor Nistor, and Sergei Levendorski˘ı for helpful conversations and references.
He especially thanks his Ph.D. student, Camelia Pop, for many useful discussions on degenerate
partial differential equations and diffusion processes.
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2. Energy estimates
We begin in §2.1 by describing our assumptions on the Heston operator coefficients together
with a simple affine change of coordinates which preserves the structure of the Heston operator
but ensures that certain combinations of coefficients can be assumed to be zero without loss of
generality (Lemma 2.2), simplifying the derivation of certain estimates throughout this article. In
§2.2, we describe the weighted Sobolev spaces (Definitions 2.15 and 2.20) we shall need in order
to prove existence of solutions to variational equations and inequalities defined by the Heston
operator, together with higher regularity properties. In §2.3, we define the bilinear form associated
with the Heston operator (Definition 2.22), establish an integration by parts formula (Lemma
2.23), and discuss when solutions to variational equations may be interpreted as strong solutions
to a boundary value problem for the Heston partial differential operator (Lemma 2.29). In §2.4,
we derive the key bilinear form estimates we will need, namely, a G˚arding inequality (Proposition
2.36) and a continuity estimate (Proposition 2.40). We conclude in §2.5 by deriving certain
additional bilinear form identities and commutator estimates which we will need throughout this
article.
2.1. Heston operator coefficients and a change of variables. It will be convenient to define
the constants
β :=
2κθ
σ2
and µ :=
2κ
σ2
, (2.1)
a1 :=
κρ
σ
− 1
2
and b1 := r − q − κθρ
σ
. (2.2)
The interpretation of β, µ is discussed in [33], while the role of a1, b1 is explained in Definition
2.22.
Remark 2.1 (Interpretation of the coefficients). The conditions on the coefficients ensure β > 0
and so the Heston stochastic process and solutions to the partial differential equations and obstacle
problems will have tractable behavior. In mathematical finance, the constants q, r, κ, σ, θ have
the interpretation described in [48].
The conditions (1.3) ensure that y−1A is uniformly elliptic on H. Indeed,
y
2
(ξ21 + 2ρσξ1ξ2 + σ
2ξ22) ≥ ν0y(ξ21 + ξ22), ∀(ξ1, ξ2) ∈ R2, (2.3)
where
ν0 := min{1, (1 − ρ2)σ2}, (2.4)
and ν0 > 0 by Assumption 1.1.
It will prove useful to examine the effect of a certain affine change in the independent variables
(x, y) in equations or inequalities involving the Heston operator A in (1.2).
Lemma 2.2 (Affine changes of coordinates). Let the differential operator A be given by (1.2).
Then, using compositions of changes of independent variables of the form
(x, y) 7→ (x, ay) and (x, y) 7→ (x+my, y), (x, y) ∈ H,
where m ≥ 0, a > 0, and rescalings of the dependent variable,
u 7→ bu,
where b > 0, the equation Au = f on O can be transformed to one of the form A˜u˜ = f˜ on O˜,
where A˜ has the same structure as A in (1.2) and its coefficients obey Assumption 1.1 but the
analogous combination of coefficients, b˜1 in (2.2), is zero.
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Proof. We first consider the special case
ρ/(r − q)σ > 0. (2.5)
Letting (x, z) = (x, ay), for a > 0, and writing u(x, y) =: v(x, z), we have uy = avz, uxy = avxz,
uyy = a
2vzz, and uxx = vxx. Then Au = f becomes
Au = −a
−1z
2
(
vxx + 2ρσavxz + σ
2a2vzz
)− (r − q − a−1z/2)vx − κ(θ − a−1z)avz + rv = f,
and thus
−z
2
(
vxx + 2ρσavxz + σ
2a2vzz
)− (ra− qa− z/2)vx − κa(θa− z)vz + rav = af.
Setting f˜(x, z) := af(x, y) and
σ˜ := σa, κ˜ := κa, θ˜ := θa, ρ˜ := ρ, r˜ := ra, q˜ := qa, (2.6)
the Heston equation takes the equivalent form
A˜v := −z
2
(
vxx + 2ρ˜σ˜vxz + σ˜
2vzz
)− (r˜ − q˜ − z/2)vx − κ˜(θ˜ − z)vz + r˜v = f˜ . (2.7)
Now we examine the effect on the combination of coefficients, b1. From (2.2), we have
b˜1 = r˜ − q˜ − κ˜θ˜ρ˜
σ˜
= a(r − q)− κθρ
aσ
.
Hence, b˜1 = 0 when ρ/(r − q)σ > 0 and
a2 =
κθρ
(r − q)σ ,
so it suffices to choose a :=
√
κθρ/(r − q)σ. This completes the proof of the special case.
For the general case, when (2.5) may not hold, we first apply a translation (z, y) = (x+my, y),
wherem > 0, write u(x, y) =: v(z, y), so that ux = vz, uy = mvz+vy, uxx = vzz, uxy = mvzz+vzy,
and uyy = m(vz)y + (vy)y = m(mvzz + vzy) +mvyz + vyy = m
2vzz + 2mvzy + vyy. Thus,
Au = −y
2
(
vzz + 2ρσ(mvzz + vzy) + σ
2(m2vzz + 2mvzy + vyy)
)
− (r − q − y/2)vz − κ(θ − y)(mvz + vy) + rv,
and hence
Au = −y
2
(
(1 + 2ρσm+ σ2m2)vzz + 2(ρσ +mσ
2)vzy + σ
2vyy
)
− (r − q + κθm− (κm+ 1/2)y)vz − κ(θ − y)vy + rv.
(2.8)
Therefore, setting ξ := 1 + 2ρσm + σ2m2 and noting that ξ > 0,∀m > 0, since σ 6= 0 and
ρ ∈ (−1, 1), we obtain
A¯v := −y
2
(
vzz + 2ρ¯σ¯vzy + σ¯
2vyy
)− (r¯ − q¯ − by/2)vz − κ¯(θ − y)vy + r¯v = f¯ ,
where
ρ¯σ¯ :=
mσ2
ξ
, σ¯ :=
|σ|√
ξ
, ρ¯ :=
ρσ +mσ2
|σ|√ξ , r¯ :=
r
ξ
,
q¯ :=
q − κθm
ξ
, b :=
2κm+ 1
ξ
, κ¯ :=
κ
ξ
, f¯ :=
f
ξ
.
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(Note that
β¯ :=
2κ¯θ
σ¯2
=
2κθ
σ2
= β,
so β¯ = β, as expected.) Observe that b > 0 and σ¯ > 0 and, for large enough m > 0, we have
ρ¯ > 0. In addition,
ρ¯2 =
(ρσ +mσ2)2
σ2ξ
=
ρ2 + 2ρσm+m2σ2
1 + 2ρσm+ σ2m2
< 1,
since ρ ∈ (−1, 1), and thus 0 < ρ¯ < 1. Moreover, for large enough m > 0, we have r¯ − q¯ > 0, so
ρ¯/(r¯ − q¯)σ > 0. By rescaling the dependent variable, v¯ := bv, we obtain
−y
2
(
v¯xx + 2ρ¯σ¯v¯xy + σ¯
2v¯yy
)− (b−1(r¯ − q¯)− y/2)v¯x − κ¯(θ¯ − y)v¯y + r¯v¯ = b−1f¯ .
Defining fˆ := b−1f¯ and qˆ by b−1(r¯ − q˜) =: r¯ − qˆ and noting that r¯ − q˜ > 0 implies r˜ − qˆ > 0, we
see that we are back in the situation of the special case (2.5), with ρ¯/(r˜ − qˆ) > 0, and so that
rescaling argument applies. This completes the proof. 
Remark 2.3 (Invariance of β under coordinate changes). The proof of Lemma 2.2 shows that
the coordinate changes considered have no effect on β.
Remark 2.4 (Effect of coordinate changes on the Sobolev weight, shape of the domain, and
Dirichlet data and obstacle functions). Note that the weight w in (2.9) is not invariant under
the coordinate changes described in the hypotheses of Lemma 2.2; see Definitions 2.15 and 2.20.
Similarly, the shape of the domain O ⊆ H is only invariant under changes of coordinates of the
form (x, y) 7→ (x, y+my) when O = H; while this change does matter away from a neighborhood
of Γ0, it does matter near Γ0 since we will later assume (see Hypothesis 2.7). Similarly, the
coordinate changes described in Lemma 2.2 also mean that the Dirichlet data function, g, in (1.1)
or (1.4) will replaced by a function, g˜ (unless g = 0 on O ∪ Γ1, in which case the homogeneous
Dirichlet boundary condition remains unchanged), while the obstacle function, ψ, in (1.1) will be
replaced by an obstacle function, ψ˜.
With Remarks 2.4 and 2.8 (below) in mind, we therefore assume throughout the article that
the reduction in Lemma 2.2 has already been applied in order to satisfy
Assumption 2.5 (Condition on the Heston operator coefficients). The coefficients defining A in
(1.2) have the property that b1 = 0 in (2.2).
2.2. Function spaces. As we noted in §1, we shall assume that the spatial domain has the
following structure throughout this article:
Definition 2.6 (Spatial domain for the Heston partial differential equation). Let O ⊂ H be a
possibly unbounded domain with boundary ∂O, let Γ1 := H ∩ ∂O, let Γ0 denote the interior of
{y = 0} ∩ ∂O, and require that Γ0 is non-empty.
We write ∂O = Γ0∪ Γ¯1 = Γ¯0∪Γ1 and note that the boundary portions Γ0 and Γ1 are relatively
open in ∂O. If Γ0 were empty then standard methods [8, 42, 44, 54] would apply to all of the
problems considered in this article.
Hypothesis 2.7 (Hypothesis on the domain near Γ0). For O as in Definition 2.6, there is a
positive constant, δ0, such that for all 0 < δ ≤ δ0,
O
0
δ := O ∩ (R× (0, δ)) = Γ0 × (0, δ),
Γ1 ∩ (R× (0, δ)) = ∂Γ0 × (0, δ),
where Γ0 j R is a finite union of open intervals.
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Remark 2.8 (Need for the hypothesis on the domain near Γ0). If our article had allowed for el-
liptic operators with variable coefficients, aij, bi, c, with suitable regularity and growth properties,
then we could replace Hypothesis 2.7 with the more geometric requirement that Γ¯1 ⋔ {y = 0}
(Ck-transverse intersection, k ≥ 1) by making use of Ck-diffeomorphisms of H¯ to “straighten”
the boundary, Γ1, near where it meets Γ0.
Hypothesis 2.9 (Hypothesis on the domain near Γ1). For a domain, O, as in Definition 2.6,
and constant, δ0, as in Hypothesis 2.7, integer k ≥ 1, and α ∈ [0, 1), require that the boundary
portion, Γ1, has the uniform C
k-regularity property [2, §4.6] (respectively, uniform Ck,α-regularity
property, when α ∈ (0, 1)): there exists a locally finite open cover, {Uj}, of Γ1 ∩ (R× (δ0/2,∞))
with Uj ⊂ R × (δ0/4,∞),∀j and a corresponding sequence {Φj} of Ck-smooth (respectively,
Ck,α-smooth) one-to-one transformations (see [2, §3.34]) with Φj taking Uj onto B(1), where
B(R) := {(x, y) ∈ R2 : x2 + y2 < R2}, such that
(1) There is a constant, δ1 > 0, such that ∪∞j=1U ′j ⊃ O1δ1 ∩ (R × (δ0/2,∞)), where U ′j =
Ψj(B(1/2)), Ψ = Φ
−1, and [2, §4.5]
O
1
δ := {P ∈ O : dist(P,Γ1) < δ}, δ > 0.
(2) There is a finite constant, R1 ≥ 1, such that every collection of R1 + 1 of sets Uj has
empty intersection;
(3) For each j, Φj(Uj ∩ O) = {(x, y) ∈ B(1) : x > 0};
(4) If (φj,1, φj,2) and (ψj,1, ψj,2) denote the components of Φj and Ψj , respectively, then there
exists a finite constant, M1, such that, for all multi-indices α, |α| ≤ 2, for i = 1, 2, and
every j, we have
|Dαφj,i(z)| ≤M1, z ∈ Uj,
|Dαψj,i(w)| ≤M1, w ∈ B(1).
Remark 2.10 (Application of Hypotheses 2.7 and 2.9). We will need Hypotheses 2.7 and 2.9
when we derive certain global estimates and regularity properties of a solution to a boundary
value or obstacle problem near ∂O. When Γ1 ⊂ H is a bounded Ck-curve, then it has the
uniform Ck-regularity property [2].
We shall also need
Hypothesis 2.11 (Extension operator property of the domain). For a domain, O, as in Definition
2.6 and an integer k ≥ 1, require that there is a simple k-extension operator from O to H in the
sense of Definition A.23 (compare [2, §4.24]).
Remark 2.12 (Application of Hypothesis 2.11). Hypothesis 2.11 is required when we consider
traces of functions on Γ1.
We augment the standard definitions of spaces of continuous (and smooth) functions in [2,
§1.25 & §1.26], [31, §5.1] with
Definition 2.13 (Spaces of continuous functions). Let U j Rd be a domain with boundary ∂U
and closure U¯ = U ∪ ∂U .
(1) Let T j ∂U be relatively open. For any integer ℓ ≥ 0, then Cℓloc(U ∪ T ) denotes the
vector space of functions u on U with partial derivatives, Dαu, for 0 ≤ |α| ≤ ℓ, which are
continuous on U and have continuous extensions to U ∪ T . (Compare [44, §4.4].) When
T = ∂U (respectively, T = ∅), we abbreviate Cℓloc(U ∪ ∂U ) by Cℓloc(U¯ ) (respectively,
Cℓloc(U ∪∅) by Cℓ(U )). When ℓ = 0, we abbreviate C0loc(U ∪ T ) by Cloc(U ∪ T ).
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(2) Denote C∞loc(U ∪ T ) := ∩ℓ≥0Cℓloc(U ∪ T ).
(3) Let C∞0 (U ∪ T ) denote the subspace of C∞ functions with compact support in U ∪
T . When T = ∂U (respectively, T = ∅), we abbreviate C∞0 (U ∪ ∂U ) by C∞0 (U¯ )
(respectively, C∞0 (U ∪∅) by C∞0 (U )).
(4) As in [2, §1.26], let Cℓ(U¯ ) denote the Banach space of functions u on U with partial
derivatives, Dαu, for 0 ≤ |α| ≤ ℓ, which are bounded and uniformly continuous on U .
(5) As in [60, §3.10], denote C∞(U¯ ) := ∩ℓ≥0Cℓ(U¯ ).
Remark 2.14. Because we consider unbounded domains, it is important to note the following:
(1) Compare the definition of Cℓ(U¯ ) and related vector spaces in [44, p. 10, §4.1, & p. 73],
where it is only assumed that the derivatives Dαu are continuous on U , with continuous
extensions to U¯ . We emphasize the distinction here because in [44] the authors typically
assume that U is bounded whereas we wish to include the case where U is unbounded.
(In other words, the definition of Cℓ(U¯ ) in [44, p. 10] coincides with our definition of
Cℓloc(U¯ ).)
(2) We could have equivalently defined Cℓloc(U¯ ) as the vector space of functions u on U with
partial derivatives, Dαu, for 0 ≤ |α| ≤ ℓ, which are bounded and uniformly continuous
on bounded subsets of U .
(3) When U is bounded, then Cℓloc(U¯ ) = C
ℓ(U¯ ).
By analogy with the definitions of the standard Sobolev spaces W 1,2(O), W 1,20 (O) in [2, §3.1]
and weighted Sobolev spaces [60, §1, §3.4, & §3.8] we introduce the
Definition 2.15 (First-order weighted Sobolev spaces). Let O j H be a domain. We choose a
positive weight function,
w(x, y) := yβ−1e−γ|x|−µy, (x, y) ∈ H, (2.9)
for a suitable2 positive constant, γ. Let L2(O,w) be the space of all measurable functions u :
O → R for which
‖u‖2L2(O,w) :=
∫
O
u2w dxdy <∞,
and denote H0(O,w) := L2(O,w).
(1) If Du := (ux, uy) and ux, uy are defined in the sense of distributions [2, §1.57], we set
H1(O,w) := {u ∈ L2(O,w) : (1 + y)1/2u and y1/2|Du| ∈ L2(O,w)},
and
‖u‖2H1(O,w) :=
∫
O
(
y|Du|2 + (1 + y)u2)w dxdy. (2.10)
(2) Let T ⊆ ∂O be relatively open and let H10 (O ∪ T,w) be the closure in H1(O,w) of
C∞0 (O ∪ T ).
Remark 2.16 (Comments on first-order weighted Sobolev spaces). Note that:
(1) We shall most often appeal to the case when T = Γi, i = 0, 1. Compare [43, p. 7] or [44,
pp. 215–216]. When T = ∅, we denote
H10 (O ∪ T,w) = H10 (O,w),
2See Proposition 2.36 for constraints on the choice of γ.
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that is, the closure of C∞0 (O) in H
1(O,w), while if T = ∂O, then H10 (O ∪ T,w) is the
closure of C∞0 (O¯) in H
1(O,w) and Corollary A.12 yields
H10 (O ∪ T,w) = H1(O,w).
(2) For brevity and when the context is clear, we shall often denote
H := L2(O,w) and V = H1(O,w),H10 (O ∪ Γ0,w), or H10 (O,w),
and
|u|H := ‖u‖L2(O,w) and ‖u‖V := ‖u‖H1(O,w).
(3) In the present article, we shall not require W k,p(O,w) or its variants when p 6= 2, and so,
for brevity, we denote W k,2(O,w) by Hk(O,w), k = 0, 1, 2, and similarly for its variants.
(4) By a straightforward modification of the proof of [2, Theorem 3.2], one can show that the
spaces Hk(O,w), k = 0, 1, and H10 (O∪T,w) are Banach spaces; compare [95, Proposition
2.1.2].
(5) The spaces Hk(O,w), k = 0, 1, and H10 (O ∪ T,w) are Hilbert spaces with the inner
products,
(u, v)L2(O,w) :=
∫
O
uvw dxdy
(u, v)H1(O,w) :=
∫
O
(y〈Du,Dv〉+ (1 + y)uv)w dxdy.
(6) We let H−1(O,w) denote the dual space to H10 (O ∪Γ0,w); compare [2, §3.5], [31, §5.9.1].
Remark 2.17 (Alternative choices of Sobolev weight). We could alternatively have chosen
w(x, y) = yβ−1e−γ
√
1+x2−µy, (x, y) ∈ H,
but the simpler choice (2.9) will be adequate. 
Remark 2.18 (Finite volume of the spatial domain). The choice of weight, w, in (2.9) ensures
that O j H has finite measure, Vol(O,w) :=
∫
O
1w dxdy < ∞, when 0 < β < ∞, µ > 0, and
γ > 0. This point is important in compactness arguments; see §A.2 for an explanation.
Remark 2.19 (Doubling and Ap properties). The weight w on H is neither Ap, 1 ≤ p < ∞, in
the sense of [95, Definition 1.2.2] nor doubling in the sense of [95, Definition 1.2.6]. However,
when H is equipped with the cycloidal metric of [22, §I.1] or [55, §4.3], then the weight yβ is Ap,
1 ≤ p <∞ by [55, Corollary 4.3.4].
We will also need analogues of the standard second-order Sobolev spaces, W 2,2(O) [44, §7.5]:
Definition 2.20 (Second-order weighted Sobolev spaces). Let O j H be a domain and let
H2(O,w) := {u ∈ L2(O,w) : (1 + y)1/2u, (1 + y)|Du|, y|D2u| ∈ L2(O,w)},
where D2u := (uxx, uxy, uyx, uyy), all derivatives of u are defined in the sense of distributions [2,
§1.57], and
‖u‖2H2(O,w) :=
∫
O
(
y2|D2u|2 + (1 + y)2|Du|2 + (1 + y)u2) w dxdy. (2.11)
Remark 2.21 (Comments on second-order weighted Sobolev spaces). Note that:
(1) We let Hkloc(O,w), k = 0, 1, 2, denote the space of functions u for which u ∈ Hk(O ′,w)
for all O ′ ⋐ O.
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(2) The space H2(O,w) is a Banach space (again by modification of the proof of [2, Theorem
3.2]) and a Hilbert space with the inner product,
(u, v)H2(O,w) :=
∫
O
(
y2〈D2u,D2v〉+ (1 + y)2〈Du,Dv〉+ (1 + y)uv)w dxdy.
Our definition of H2(O,w) is motivated, in part, by our requirements that
H2(O,w) ⊂ H1(O,w)
and that
A : H2(O,w)→ L2(O,w), u 7→ Au,
be a bounded operator.
2.3. Bilinear form associated with the Heston operator. We introduce the
Definition 2.22 (Heston bilinear form). If u, v ∈ H1(O,w) and a1, b1 are as in (2.2), then we
call
a(u, v) :=
1
2
∫
O
(
uxvx + ρσuyvx + ρσuxvy + σ
2uyvy
)
yw dxdy
− γ
2
∫
O
(ux + ρσuy) v sign(x)yw dxdy
−
∫
O
(a1y + b1)uxvw dxdy +
∫
O
ruvw dxdy,
(2.12)
the bilinear form associated with the Heston operator, A, in (1.2). 
Lemma 2.23 (Integration by parts for the Heston operator). Require that the domain O obeys
Hypotheses 2.7 and 2.11 with k = 1. Suppose u ∈ H2(O,w) and v ∈ H1(O,w). Then Au ∈
L2(O,w) and
(Au, v)L2(O,w) = a(u, v) −
1
2
∫
Γ1
(
n0(ux + ρσuy) + n1(ρσux + σ
2uy)
)
vyw dS, (2.13)
where n := (n0, n1) is the outward-pointing unit normal vector field along Γ1, dS is the curve
measure on Γ1 induced by Lebesgue measure on R2, and the integrand on Γ1 is defined in the
trace sense.
Remark 2.24. Equation (2.13) does not necessarily hold if the hypothesis u ∈ H2(O,w) is
relaxed to u ∈ H2loc(O,w) ∩ H1(O,w) and Au ∈ L2(O,w). Example C.1 and [1, §13.4.21 &
§13.5.8] show that there are functions u ∈ H2loc(O,w) ∩H1(O,w) with Au = 0 on O but yβuy =
Γ(β)/Γ(1 + r/κ) 6= 0 along Γ0 and so the Γ0-boundary integral in (2.17) is non-zero for such a
function, u.
Proof of Lemma 2.23. We begin by reducing the problem to the case where u ∈ C2(O¯) and v ∈
C1(O¯). By Corollary A.14, the space C2(O¯) is dense in H2(O,w) and C1(O¯) is dense H1(O,w),
so we may choose {ul}l≥0 ⊂ C2(O¯), a sequence converging in H2(O,w) to u ∈ H2(O,w), and
choose {vm}m≥0 ⊂ C1(O¯), a sequence converging strongly in H1(O,w) to v ∈ H1(O,w). Our
hypotheses on O imply that Lemma A.25 is applicable. Then Lemma A.25 ensures that the
sequence of traces, {ul|Γ1}l≥0, converges in H1(Γ1,w) to u|Γ1 ∈ H1(Γ1,w) and that the sequence
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of traces, {y1/2vm|Γ1}m≥0, converges in L2(Γ1,w) to y1/2v|Γ1 ∈ L2(Γ1,w). Consequently, by
taking limits as l,m→∞ of the integral over Γ1 in (2.13) (with ul, vm in place of u, v), we obtain
lim
l,m→∞
∫
Γ1
(
n0(ul,x + ρσul,y) + n1(ρσul,x + σ
2ul,y)
)
vmyw dS
=
∫
Γ1
(
n0(ux + ρσuy) + n1(ρσux + σ
2uy)
)
vyw dS.
(2.14)
Thus, it suffices to prove the identity (2.13) when u ∈ C2(O¯) and v ∈ C1(O¯).
From its definition in (1.2), we observe that the expression Au in O may be written,
Au = −1
2
y1−β
((
yβux
)
x
+ ρσ
(
yβux
)
y
+ ρσ
(
yβuy
)
x
+ σ2
(
yβuy
)
y
)
+
ρσ
2
βux +
σ2
2
βuy −
(
r − q − y
2
)
ux − κ(θ − y)uy + ru on O.
Thus, using β := 2κθ/σ2 by (2.1) and recalling that b1 := r − q − κθρ/σ by (2.2), the preceding
expression simplifies to
Au = −1
2
y1−β
((
yβux + ρσy
βuy
)
x
+
(
ρσyβux + y
βσ2uy
)
y
)
− b1ux + y
2
ux + κyuy + ru on O.
(2.15)
Multiplying both sides of (2.15) by vw, where w = yβ−1e−µy−γ|x| by (2.9), gives
∫
O
(Au)vw dxdy =
1
2
∫
O
((
yβux + ρσy
βuy
)
x
+
(
ρσyβux + y
βσ2uy
)
y
)
ve−µy−γ|x| dxdy
+
∫
O
(
−b1ux + y
2
ux + κyuy + ru
)
vw dxdy.
Integrating by parts, using (e−γ|x|)x = −γ sign(x)e−γ|x| and (e−µy)y = −µe−µy, gives∫
O
(Au)vw dxdy
=
1
2
∫
O
y
(
uxvx + ρσuxvy + ρσuyvx + σ
2uyvy
)
w dxdy
− 1
2
∫
O
y
{
γ(ux + ρσuy) sign(x) + µ(ρσux + σ
2uy
}
vw dxdy
+
∫
O
(
−b1ux + y
2
ux + κyuy + ru
)
vw dxdy
− 1
2
∫
Γ1
(
n0
(
yβux + ρσy
βuy
)
+ n1
(
ρσyβux + y
βσ2uy
))
ve−µy−γ|x| dS
− 1
2
∫
Γ0
n1
(
ρσyβux + y
βσ2uy
)
e−µy−γ|x| dx.
(2.16)
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Using µ := 2κ/σ2 by (2.1), recalling that a1 := κρ/σ − 1/2 from (2.2), and gathering terms, the
preceding expression becomes∫
O
(Au)vw dxdy = a(u, v) − 1
2
∫
Γ1
(
n0 (ux + ρσuy) + n1
(
ρσux + σ
2uy
))
vyw dS
− 1
2
∫
Γ0
n1
(
ρσux + σ
2uy
)
vyw dx,
where a(u, v) is defined by (2.12). But∫
Γ0
n1
(
ρσux + σ
2uy
)
vyw dx = −
∫
Γ0
(
ρσux + σ
2uy
)
vyβe−γ|x|−µy dx,
with ux, uy, v ∈ C(O¯), β > 0, and n1 = −1 along Γ0, so∫
Γ0
n1
(
ρσux + σ
2uy
)
vyw dx =
∫
Γ0
n1
(
ρσux + σ
2uy
)
vyβe−γ|x|−µy dx = 0, (2.17)
and this yields (2.13) for u ∈ C2(O¯) and v ∈ C1(O¯). This completes the proof. 
Problem 2.25 (Classical solution to a homogeneous boundary value problem). Given a function
f ∈ Cα(O), for some 0 < α < 1, we call a function u ∈ C2,α(O)∩Cloc(O ∪Γ1) a classical solution
to a boundary value problem for the Heston operator with homogeneous Dirichlet condition along
Γ1 if
Au = f on O, (2.18)
u = 0 on Γ1, (2.19)
lim
y↓0
yβ(ρux + σuy) = 0 on Γ0. (2.20)
Remark 2.26 (Well-posedness of Problem 2.25 and nature of the boundary condition along Γ0).
We shall see that additional hypotheses on f are required to ensure that Problem 2.25 is well-
posed. (For example, [44, Theorem 6.13] adds the hypothesis that f ∈ L∞(O), though we will
not require such a strong assumption in this article.) Note that if u ∈ C1loc(O ∪ Γ0), then (2.20)
is obeyed automatically; Example C.1 explains the need for condition (2.20).
Problem 2.27 (Strong solution to a homogeneous boundary value problem). Given a function
f ∈ L2(O,w), we call a function u ∈ H2(O,w) a strong solution to a boundary value problem
for the Heston operator with homogeneous Dirichlet boundary condition on Γ1 if u obeys (2.18)
(a.e. on O) and (2.19).
Lemma 2.29 motivates the following definition of a solution to a variational equation for the
Heston operator, by analogy with [44, pp. 215–216]:
Problem 2.28 (Solution to a homogeneous variational equation). Given a function f ∈ L2(O,w),
we call a function u ∈ H10 (O ∪ Γ0) a solution to the variational equation for the Heston operator
with homogeneous Dirichlet boundary condition on Γ1 if
a(u, v) = (f, v)H , ∀v ∈ H10 (O ∪ Γ0). (2.21)
Lemma 2.29 below explains why we may view solutions to Problem 2.28 as “weak solutions”
to Problem 2.25 or 2.27
Lemma 2.29 (Equivalence of variational and strong solutions). Require that the domain O obeys
Hypotheses 2.7 and 2.11 with k = 1. Let f ∈ L2(O,w) and suppose u ∈ H2(O,w).
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(1) If u ∈ H10 (O ∪ Γ0,w) and u solves Problem 2.28, then u solves Problem 2.27.
(2) If u obeys (2.18) (a.e. on O) and (2.19), then u ∈ H10 (O ∪ Γ0,w) and solves Problem
2.28.
Proof. Lemma A.16 implies that u ∈ Cαloc(O ∪ Γ1) when u ∈ H2(O,w), as our hypotheses on O
ensure that O obeys a uniform interior cone condition.
(1) Assume u ∈ H10 (O ∪ Γ0,w) solves Problem 2.28. From (2.13) and (2.21) we obtain, for all
v ∈ H10 (O ∪ Γ0,w),
(Au, v)L2(O,w) = (f, v)L2(O,w), (2.22)
since we v = 0 on Γ1 (trace sense) by Lemma A.31. In particular, (Au, v)L2(O,w) = (f, v)L2(O,w),∀v ∈
H10 (O,w), since H
1
0 (O,w) j H
1
0 (O ∪ Γ0,w), and thus Au = f a.e. on O. The fact that u = 0 on
Γ1 follows from Lemmas A.25 and A.31.
(2) Assume u ∈ H2(O,w) obeys (2.18) (a.e. on O) and (2.19). Since u = 0 on Γ1, then
u ∈ H10 (O ∪ Γ0,w) by Lemma A.31. Thus, Lemma 2.23 implies that (2.21) holds, since the
Γ1-boundary integral in (2.13) is zero when v = 0 on Γ1 (trace sense). 
Lemma 2.30 (Weighted-Neumann boundary property of functions in H2(O,w)). Require that
the domain O obeys Hypothesis 2.7. If u ∈ H2(O,w), then u obeys
yβ(ρux + σuy) = 0 on Γ0 (trace sense). (2.23)
Proof. Lemma A.26 implies that yβDu|Γ0 ∈ L2(Γ0, e−γ|x| dx;R2) because u ∈ H2(O,w). The
derivation of (2.17) in the proof of Lemma 2.23 shows that∫
Γ0
(ρux + σuy) vyw dx =
∫
Γ0
yβ (ρux + σuy) ve
−γ|x| dx = 0,
for all v ∈ C1(O¯) when u ∈ C2(O¯), and hence when u ∈ H2(O,w) by the approximation argument
used in the proof of Lemma 2.23. Therefore, yβ(ρux + σuy) = 0 on Γ0 (trace sense), which gives
(2.23) (trace sense). 
Remark 2.31 (Nature of the boundary property (2.23)). Note that if u ∈ C1loc(O ∪ Γ0), then u
automatically has the property (2.23); see also Lemma A.32 for another interpretation of (2.23).
Remark 2.32 (Homogeneous boundary value problem for the Heston operator with Dirichlet
condition along Γ0). A version of Problem 2.28, with an additional homogeneous Dirichlet bound-
ary condition, u = 0 on Γ0, when 0 < β < 1, is easily seen to be well-posed by methods which are
almost identical to those employed in this article. However, solutions to this Dirichlet problem,
when 0 < β < 1, are not assured to be any more than C0 up to the boundary, Γ0, as Example
C.1 illustrates.
We can also pose the corresponding inhomogeneous boundary value problems for the Heston
operator:
Problem 2.33 (Classical solution to an inhomogeneous boundary value problem). Given func-
tions f ∈ Cα(O), for some 0 < α < 1, and g ∈ C2,α(O) ∩ Cloc(O ∪ Γ1), we call a function
u ∈ C2,α(O) ∩ Cloc(O ∪ Γ1) a classical solution to a boundary value problem for the Heston
operator with inhomogeneous Dirichlet condition along Γ1 if u obeys (2.18), (2.20), and
u = g on Γ1. (2.24)
22 P. DASKALOPOULOS AND P. FEEHAN
Problem 2.34 (Strong solution to an inhomogeneous boundary value problem). Given functions
f ∈ L2(O,w) and g ∈ H2(O,w), we call a function u ∈ H2(O,w) a strong solution to a boundary
value problem for the Heston operator with inhomogeneous Dirichlet condition along Γ1 if u obeys
(2.18) (a.e. on O) and (2.24).
Problem 2.35 (Solution to an inhomogeneous variational equation). Given functions f ∈ L2(O,w)
and g ∈ H1(O,w), we call a function u ∈ H1(O,w) a solution to a variational equation for the
Heston operator with inhomogeneous Dirichlet condition along Γ1 if u− g ∈ H10 (O ∪ Γ0), and
a(u, v) = (f, v)H , ∀v ∈ H10 (O ∪ Γ0). (2.25)
Again, a suitable version of Lemma 2.29 explains why we may view solutions to Problem 2.35
as “weak solutions” to Problem 2.33 or 2.34. Unless stated otherwise, we restrict our attention
to the study of the homogeneous cases, Problems 2.25, 2.27, and 2.28.
2.4. Energy estimates for the Heston operator. We first derive a G˚arding estimate for the
bilinear form (2.12).
Proposition 2.36 (Diagonal continuity and G˚arding estimates). Require that the domain O
obeys Hypotheses 2.7 and 2.11 with k = 1. Relax the requirement that Assumption 2.5 is in
effect. Then there are positive constants C1, C2, γ0, depending only the constant coefficients of A,
such that for all
0 < γ ≤ γ0, (2.26)
and all u ∈ H10 (O ∪ Γ0,w), the bilinear form a(·, ·) in (2.12) obeys
|a(u, u)| ≤ C1‖u‖2V , (2.27)
a(u, u) ≥ 1
2
C2‖u‖2V − C2‖(1 + y)1/2u‖2H , (2.28)
where C2 := min{σ2(1 − ρ2)/2, (1 − ρ2)/2}, C3 := 12 max{|a1|, |b1|} (with a1, b1 are as in (2.2)),
γ0 := C2/2C3, while C4 := max{σ2(1− ρ2)/2, (1 − ρ2)/2} and C1 := max{C4 + γC3, r + γC3}.
When Assumption 2.5 is in effect, so b1 = 0, then Hypotheses 2.7 and 2.11 are not required
and (2.27) and (2.28) hold for all u ∈ H1(O,w) and γ ≥ 0.
Remark 2.37 (Application of affine changes of coordinates). Given Assumption 2.5, we can
require that b1 = 0 when applying Proposition 2.36 and as needed elsewhere in this article.
Proof of Proposition 2.36. To obtain (2.28), observe that
ρ2 + 2ρσ + ρ2σ2 = (ρ+ ρσ)2 ≥ 0,
and so
2ρσ ≥ −ρ2 − ρ2σ2.
Thus,
a(u, u) =
1
2
∫
O
(
u2x + 2ρσuyux + σ
2u2y
)
yw dxdy +
∫
O
ru2w dxdy
− γ 1
2
∫
O
(ux + ρσuy) u sign(x)yw dxdy −
∫
O
(a1y + b1)uxuw dxdy
≥ 1
2
∫
O
(
(1− ρ2)u2x + σ2(1− ρ2)u2y
)
yw dxdy +
∫
O
ru2w dxdy
− γ 1
2
∫
O
(ux + ρσuy) u sign(x)yw dxdy − 1
2
∫
O
(a1y + b1)(u
2)xw dxdy.
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Because Hypothesis 2.11 holds when k = 1, we may suppose that u ∈ H10 (O ∪ Γ0,w) is the
restriction of a function u˜ ∈ H1(H,w) with u˜ = u on O and u˜ = 0 on H \O by a straightforward
analogue of Theorem A.24 for our weighted Sobolev spaces; for simplicity, we will denote this
extension again by u. Integrating by parts with respect to x via Lemma 2.23 and using the fact
that u = 0 on Γ1 in the trace sense (since u ∈ H10 (O ∪ Γ0,w)),
1
2
∫
O
(a1y + b1)(u
2)xw dxdy =
1
2
∫
Γ1
(a1y + b1)u
2
w dy − 1
2
∫
O
(a1y + b1)u
2
wx dxdy
= −γ
2
∫
O
(a1y + b1)u
2 sign(x)w dxdy
≤ γC ′3
∫
O
(1 + y)u2w dxdy,
where C ′3 :=
1
2 max{|a1|, |b1|}. Moreover,
γ
1
2
∫
O
(ux + ρσuy)u sign(x)yw dxdy
≤ γC ′′3
(∫
O
(|ux|+ |uy|)|u|yw dxdy
)
≤ γC ′′3
[(∫
O
u2xyw dxdy
)1/2
+
(∫
O
u2yyw dxdy
)1/2](∫
O
u2yw dxdy
)1/2
≤ γC
′′
3
2
[∫
O
(u2x + u
2)yw dxdy +
∫
O
(u2y + u
2)yw dxdy
]
= γ
C ′′3
2
∫
O
(
u2x + u
2
y
)
yw dxdy + γC ′′3
∫
O
u2yw dxdy,
where C ′′3 := max{1/2, |ρ|σ/2}. Combining the preceding three inequalities and setting C2 :=
min{σ2(1− ρ2)/2, (1 − ρ2)/2}, and C3 = C ′3 + C ′′3 gives
a(u, u) ≥ C2
∫
O
(
u2x + u
2
y
)
yw dxdy + r
∫
O
u2w dxdy
− γC3
∫
O
(
u2x + u
2
y
)
yw dxdy − γC3
∫
O
(1 + y)u2w dxdy
= C2
∫
O
(
u2x + u
2
y
)
yw dxdy + r
∫
O
u2w dxdy + C2
∫
O
(1 + y)u2w dxdy
− γC3
∫
O
(
u2x + u
2
y
)
yw dxdy − γC3
∫
O
(1 + y)u2w dxdy − C2
∫
O
(1 + y)u2w dxdy,
and thus, using r ≥ 0,
a(u, u) ≥ C2
∫
O
(
u2x + u
2
y
)
yw dxdy + C2
∫
O
(1 + y)u2w dxdy
− γC3
∫
O
(
u2x + u
2
y
)
yw dxdy − γC3
∫
O
(1 + y)u2w dxdy
− C2
∫
O
(1 + y)u2w dxdy.
(2.29)
Choosing γ0 := C2/2C3 and 0 < γ ≤ γ0 in (2.29) yields the lower bound (2.28) for a(u, u).
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Virtually the same argument, with C4 := max{σ2(1− ρ2)/2, (1 − ρ2)/2}, yields
|a(u, u)| ≤ C4
∫
O
(
u2x + u
2
y
)
yw dxdy + r
∫
O
u2w dxdy
+ γC3
∫
O
(
u2x + u
2
y
)
yw dxdy + γC3
∫
O
(1 + y)u2w dxdy,
and the upper bound for a(u, u) follows with C1 := max{C4 + γC3, r + γC3}.
When b1 = 0, the condition u ∈ H10 (O∪Γ0,w) can be relaxed to u ∈ H1(O,w) since integration
by parts with respect to x is no longer required to estimate the term
1
2
∫
O
b1(u
2)xw dxdy,
and the estimates hold for any γ ≥ 0. This completes the proof. 
Remark 2.38 (Refinement when r > 0). The lower bound (2.28) for a(u, u) can be sharpened
slightly when r > 0 to
a(u, u) ≥ 1
2
C ′2‖u‖2V − C ′2‖y1/2u‖2H , ∀u ∈ V,
where C ′2 = min{C2, r}, but this refinement seems to bring little benefit in practice.
Assumption 2.39 (Choice of the constant γ in the definition of the Sobolev weight). For the
remainder of this article, we choose γ = γ0 in (2.9), where γ0 is defined in the statement of
Proposition 2.36 in terms of the constant coefficients of the operator A in (1.2).
Proposition 2.40 (Continuity estimate). Relax the requirements that Assumptions 2.5 or 2.39
are in effect. Then, for all γ ≥ 0 and u, v ∈ H1(O,w),
|a(u, v)| ≤ C5‖u‖H1(O,w)
(
‖v‖V + ‖y−1/2v‖L2(O,w)
)
, (2.30)
where C5 > 0 depends at most on the coefficients r, q, κ, θ, ρ, σ, and γ.
When Assumption 2.5 is in effect, so b1 = 0, then, for all γ ≥ 0 and u, v ∈ H1(O,w),
|a(u, v)| ≤ C5‖u‖H1(O,w)‖v‖H1(O,w). (2.31)
Remark 2.41 (Application of affine changes of coordinates). With the aid of Lemma 2.2, we
may assume without loss of generality that b1 = 0 when applying Proposition 2.40 and as needed
throughout the remainder of this article.
Remark 2.42 (Alternative to affine changes of coordinates). When β < 1 and v ∈ H10 (O,w)
or even H10 (O ∪ Γ1,w), so u = 0 along Γ0 in the trace sense, then ‖y−1/2v‖H < ∞ is finite by
Theorem A.8; when β ≥ 1, then H1(O,w) = H10 (O ∪ Γ0,w) by Lemma A.6 and so Theorem A.8
applies.
Proof of Proposition 2.40. To obtain the upper bound (2.30) for |a(u, v)|, write
a(u, v) = a2,0(u, v) + a1(u, v),
where
a1(u, v) := −γ
2
∫
O
(ux + ρσuy) v sign(x)yw dxdy
−
∫
O
(a1y + b1)uxvw dxdy,
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and separately consider a1(u, v) and a2,0(u, v). First, observe that
|(a1yux, v)L2(O,w)| ≤ |a1|‖y1/2ux‖L2(O,w)‖y1/2v‖L2(O,w)
≤ C ′6‖u‖V ‖v‖V ,
where C ′6 := |a1|. Second, note that
γ
2
∣∣∣∣
∫
O
(ux + ρσuy) v sign(x)yw dxdy
∣∣∣∣
≤ C ′′6
(
‖y1/2ux‖L2(O,w) + ‖y1/2uy‖L2(O,w)
)
‖y1/2v‖L2(O,w)
≤ C ′′6 ‖u‖V ‖v‖V ,
where C ′′6 := max{γ/2, γρσ/2}. Third, we have
|(b1ux, v)L2(O,w)| ≤ |b1|‖y1/2ux‖L2(O,w)‖y−1/2v‖L2(O,w)
≤ C ′′′6 ‖u‖V ‖y−1/2v‖L2(O,w),
where C ′′′6 := |b1|. Combining the preceding three estimates yields the estimate (2.30) for the
term a1(u, v), with constant C6 := C
′
6 + C
′′
6 + C
′′′
6 .
For the term
a0,2(u, v) :=
1
2
∫
O
(
uxvx + ρσuyvx + ρσuxvy + σ
2uyvy
)
yw dxdy +
∫
O
ruvw dxdy,
observe that
|a0,2(u, v)| ≤ 1
2
(
y1/2ux, y
1/2vx
)
L2(O,w)
+
ρσ
2
(
y1/2uy, y
1/2vx
)
L2(O,w)
+
ρσ
2
(
y1/2ux, y
1/2vy
)
L2(O,w)
+
σ2
2
(
y1/2uy, y
1/2vy
)
L2(O,w)
+ r(u, v)L2(O,w)
≤ C7‖u‖V ‖v‖V ,
where C7 :=
1
2 +ρσ+
σ2
2 + r. This yields the estimate (2.30) for the term a
2,0(u, v), with constant
C7. Combining these observations gives the desired estimate (2.30) for a(u, v) with constant
C5 := C6 + C7.
When Assumption 2.5 is in effect, so b1 = 0, the estimate (2.31) follows immediately from the
proof of (2.30) in the case b 6= 0 since we do not need to estimate the term (b1ux, v)L2(O,w). 
2.5. Bilinear form energy identity and estimate. We shall employ the useful identities and
estimates described here at several points in this article.
Lemma 2.43 (Bilinear form energy identity). Let u ∈ H1(O,w) and ϕ ∈ C20 (R2). Then
a(ϕu,ϕu) − a(u, ϕ2u)
=
1
2
σ2(u, yϕ2xu)L2(O,w) + σ
2(u, yϕxϕyu)L2(O,w) +
1
2
σ2(u, yϕ2yu)L2(O,w)
− γ
2
ρσ(u, yϕ(ϕx + ϕy) sign(x)u)L2(O,w).
(2.32)
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Proof. Let I1, I2, I3, and I4 denote the four integral terms in the expression (2.12) for the bilinear
form, a(u, v). First, we compute
((ϕu)x, y(ϕu)x)L2(O,w) − (ux, y(ϕ2u)x)L2(O,w) = (u, yϕ2xu)L2(O,w),
((ϕu)y , y(ϕu)x)L2(O,w) − (uy, y(ϕ2u)x)L2(O,w) = (u, yϕxϕyu)L2(O,w) + (u, yϕϕyux)L2(O,w)
− (uy, yϕϕxu)L2(O,w),
((ϕu)x, y(ϕu)y)L2(O,w) − (ux, y(ϕ2u)y)L2(O,w) = (u, yϕyϕxu)L2(O,w) + (u, yϕϕxuy)L2(O,w)
− (ux, yϕϕyu)L2(O,w),
((ϕu)y , y(ϕu)y)L2(O,w) − (uy, y(ϕ2u)y)L2(O,w) = (u, yϕ2yu)L2(O,w),
and so
I1(ϕu,ϕu) − I1(u, ϕ2u) = 1
2
σ2(u, yϕ2xu)L2(O,w) + σ
2(u, yϕxϕyu)L2(O,w) +
1
2
σ2(u, yϕ2yu)L2(O,w).
Second, we obtain
I2(ϕu,ϕu) = −γ
2
∫
O
((ϕu)x + ρσ(ϕu)y)ϕu sign(x)yw dxdy
= −γ
2
∫
O
(ux + ρσuy)ϕ
2u sign(x)yw dxdy
− γ
2
∫
O
ρσ(ϕx + ϕy)uϕu sign(x)yw dxdy
= I2(u, ϕ
2u)− γ
2
∫
O
ρσϕ(ϕx + ϕy)u
2 sign(x)yw dxdy.
Third, we see by inspection that
I3(ϕu,ϕu) = I3(u, ϕ
2u) and I4(ϕu,ϕu) = I4(u, ϕ
2u).
Combining the identities for Ii(ϕu,ϕu), i = 1, 2, 3, 4, yields (2.32). 
Remark 2.44 (Significance of the identity (2.32)). The important feature of the identity (2.32)
is that the right-hand side contains no derivatives of u.
The identity (2.32) may also be derived using an expression for the commutator, [A,ϕ], and
Lemma 2.23, although this method is less direct. Suppose ϕ ∈ C20 (R2) and u ∈ H2loc(O). From
(1.2), we obtain
[A,ϕ]u = −y
2
(
ϕxxu+ 2ϕxux + 2ρσ (ϕxyu+ ϕxuy + ϕyux) + σ
2 (ϕyyu+ 2ϕyuy)
)
− (r − q − y/2)ϕxu− κ(θ − y)ϕyu,
and thus
[A,ϕ]u = −y ((ϕx + ρσϕy)ux + (ρσϕx + σ2ϕy)uy)
− y
2
(
ϕxx + 2ρσϕxy + σ
2ϕyy
)
u
− (r − q − y/2)ϕxu− κ(θ − y)ϕyu.
(2.33)
Since [A,ϕ] is a first-order partial differential operator, the identity (2.33) is valid when u ∈
H1loc(O).
Remark 2.45 (Commutator identity for the coercive Heston operator). The identity (2.33)
remains otherwise unchanged when A is replaced by Aλ using (3.1).
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With the preceding observations in hand, we obtain
Corollary 2.46 (Bilinear form energy and commutator identities). Let u, v ∈ H10 (O ∪Γ0,w) and
ϕ ∈ C20(R2). Then
a(ϕu,ϕv) = a(u, ϕ2v) + ([A,ϕ]u, ϕv)L2(O,w), (2.34)
and, when u = v,
([A,ϕ]u, ϕu)L2(O,w) =
1
2
σ2(u, yϕ2xu)L2(O,w) + σ
2(u, yϕxϕyu)L2(O,w)
+
1
2
σ2(u, yϕ2yu)L2(O,w) −
γ
2
ρσ(u, yϕ(ϕx + ϕy) sign(x)u)L2(O,w).
(2.35)
Proof. We temporarily require, in addition, that u ∈ C∞0 (O ∪ Γ0) and recall that C∞0 (O ∪ Γ0) is
dense in H10 (O ∪ Γ0,w) by Definition 2.15. Then
a(ϕu,ϕv) = (A(ϕu), ϕv)L2(O,w) (Lemma 2.23)
= (ϕAu,ϕv)L2(O,w) + ([A,ϕ]u, ϕv)L2(O,w)
= (Au,ϕ2v)L2(O,w) + ([A,ϕ]u, ϕv)L2(O,w)
= a(u, ϕ2v) + ([A,ϕ]u, ϕv)L2(O,w) (Lemma 2.23).
Since the left-hand and right-hand terms in the preceding identity are well-defined for any u, v ∈
H10 (O ∪Γ0,w), we obtain (2.34) by choosing a sequence {un}n≥1 ⊂ C∞0 (O ∪Γ0) which converges
strongly in H1(O,w) to u and taking limits as n→∞.
We obtain the identity (2.35) by comparing (2.32) and (2.34). 
Remark 2.47 (Coercive bilinear form and operator inner product identities). The identity (2.34)
remains otherwise unchanged when a(·, ·) is replaced by aλ(·, ·) using (3.2); the identity (2.35)
remains otherwise unchanged when A is replaced by Aλ using (3.1).
Corollary 2.48 (Commutator inner product estimate). Let u ∈ H10 (O ∪Γ0,w) and ϕ ∈ C20 (R2).
Then there is a constant C, depending only on the constant coefficients of A, such that
|([A,ϕ]u, ϕu)L2(O,w)| ≤ C‖y1/2(|Dϕ| + |Dϕ|1/2)u‖2L2(O,w). (2.36)
Proof. The estimate follows immediately from (2.35). 
3. Existence and uniqueness of solutions to the variational equation
In this section we establish existence and uniqueness of solutions to the variational equation
for the elliptic Heston operator, Problem 2.28. In §3.1 we prove existence and uniqueness for
the case of a Heston operator which is modified so that its associated bilinear form is coercive
(Theorem 3.4) and in §3.2 we extend that result to the full non-coercive case (Theorem 3.16).
3.1. Existence and uniqueness of solutions to the coercive variational equation. The
inequality (2.28) illustrates that the bilinear form (2.12) is not necessarily coercive in the sense
of Theorem B.1 but it motivates the following
Definition 3.1 (Coercive Heston operator and associated bilinear form). Let A be as in (1.2)
and let a : V × V → R be given by (2.12), where V = H10 (O ∪ Γ0,w). Define the differential
operator Aλ by
Aλ := A+ λ(1 + y), (3.1)
and define the bilinear form
aλ : V × V → R, (u, v) 7→ aλ(u, v),
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by
aλ(u, v) := a(u, v) + λ((1 + y)u, v)L2(O,w), ∀u, v ∈ V. (3.2)
The following lemma explains when the bilinear form (3.2) is coercive:
Lemma 3.2 (Energy estimates for the coercive bilinear form). There is a positive constant, λ0,
depending only on the constant coefficients of A, such that for all λ ≥ λ0, the bilinear form (3.2)
is continuous and coercive in the sense that,
|aλ(u, v)| ≤ C‖u‖V ‖v‖V , ∀u, v ∈ V, (3.3)
aλ(v, v) ≥ ν1‖v‖2V , ∀v ∈ V, (3.4)
where C, λ, and ν1 are positive constants depending only on the constant coefficients of A.
Proof. The bilinear form aλ : V × V → R is continuous for any λ ∈ R since
|aλ(u, v)| ≤ |a(u, v)| + λ
∣∣∣((1 + y)1/2u, (1 + y)1/2v)
H
∣∣∣
≤ C5‖u‖V ‖v‖V + λ
∣∣∣(1 + y)1/2u∣∣∣
H
∣∣∣(1 + y)1/2v∣∣∣
H
(by (2.31))
≤ (C5 + λ)‖u‖V ‖v‖V , (by Definition 2.15),
for all u, v ∈ V , yielding (3.3) with C = C5 + λ. Moreover,
aλ(v, v)| = a(v, v) + λ|(1 + y)1/2v|2H
≥ 1
2
C2‖v‖2V − C2|(1 + y)1/2v|2H + λ|(1 + y)1/2v|2H (by (2.28))
≥ ν1‖v‖2V ,
where we choose
ν1 :=
1
2
C2 and λ ≥ λ0 := C2, (3.5)
and note that C2 only depends on the constant coefficients of A and so the same is true for ν1
and λ0. 
The following assumption will be in effect for the remainder of this article.
Assumption 3.3 (Coercive Heston bilinear form). In Definition 3.1 we choose λ to be the
constant λ0 given by Lemma 3.2 so that inequality (3.4) holds.
We then have the following analogue of [8, Theorem 2.5.1].
Theorem 3.4 (Existence and uniqueness of solutions to the coercive variational equation). For
all f ∈ H, there exists a unique u ∈ V which solves
aλ(u, v) = (f, v)H , ∀v ∈ V. (3.6)
Proof. Existence and uniqueness follows from our energy estimates (Lemma 3.2) for aλ(u, v) and
the Lax-Milgram Theorem B.1. 
Corollary 3.5 (A priori estimate for solutions to the variational equation). Let f ∈ H. If u ∈ V
is a solution to (3.6), then
‖u‖V ≤ ν−11 |f |H , (3.7)
where ν1 is the constant in (3.4).
Proof. The inequality (3.7) follows from (B.5). 
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The following comparison principle is an analogue of the weak maximum principle [44, Theo-
rems 3.3 & 8.1]:
Corollary 3.6 (A priori comparison principle for solutions to the coercive variational equation).
Let f1, f2 ∈ H. If u1, u2 ∈ V are solutions to (3.6), with f replaced by f1, f2, respectively, then
f2 ≥ f1 =⇒ u2 ≥ u1 a.e. on O.
Proof. Suppose f2 ≥ f1. Since aλ(ui, v) = (fi, v)H ,∀v ∈ V , for i = 1, 2 by (3.6), we have
aλ(u2 − u1, v) + (f2 − f1, v)H = 0, ∀v ∈ V.
Taking v = (u2 − u1)− in the preceding equation and noting that v ∈ V by Lemma A.33 and
a(v+, v−) = 0 for all v ∈ V , we must have
aλ((u2 − u1)−, (u2 − u1)−) + (f, (u2 − u1)−)H = 0,
so that, by (3.4) and the fact that f2 − f1 ≥ 0 a.e. on O,
ν1‖(u2 − u1)−‖2V ≤ aλ((u2 − u1)−, (u2 − u1)−) = −(f2 − f1, (u2 − u1)−)H ≤ 0.
Thus, (u2 − u1)− = 0 a.e. on O and hence u2 − u1 ≥ 0 a.e. on O. 
Remark 3.7 (Non-negative solutions). We can take f = f2, u2 = u and f1 = 0, u1 = 0 in
Corollary 3.6 to give f ≥ 0 =⇒ u ≥ 0 a.e. on O.
We may refine Corollary 3.6 with the aid of
Hypothesis 3.8 (Conditions on envelope functions). There are M,m ∈ H2(O,w) such that
m ≤ 0 ≤M on Γ1, (3.8)
m ≤M on O, (3.9)
Am ≤ AM a.e. on O. (3.10)
Since Aλ = A+ λ(1 + y) by (3.1) and m ≤M on O by (3.9), then (3.10) implies that
Aλm ≤ AλM a.e. on O. (3.11)
We then obtain:
Lemma 3.9 (Refined a priori comparison principle for the coercive variational equation). Let
M,m ∈ H2(O,w) obey (3.8), (3.9), and (3.10). Suppose f ∈ L2(O,w) and that f obeys
Aλm ≤ f ≤ AλM a.e. on O. (3.12)
If u ∈ H10 (O ∪ Γ0) is a solution to (3.6), then u obeys
m ≤ u ≤M a.e on O.
Proof. Take 1/ε = c in the definition (4.11) of βε and, setting c = 0 and thus βε = 0, the
conclusion in Lemma 3.9 follows from the proof of Lemma 4.25. 
We need to demonstrate that the hypotheses for the comparison results in Lemma 3.9 and
elsewhere in this article are not vacuous and that, for suitable functions f , there exist functions
M,m ∈ H2(O,w) obeying Hypothesis 3.8 and such that (3.12) holds.
Lemma 3.10 (Upper and lower pointwise envelopes for source functions). Suppose N,n ∈ C∞(H)
obey
n ≤ N a.e. on O, (3.13)
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where
n(x, y) := c0 + c2y + c3(1 + y)e
ℓx + c4(1 + y)e
ky,
N(x, y) := C0 + C2y + C3(1 + y)e
Lx + C4(1 + y)e
Ky, (x, y) ∈ H,
(3.14)
for constants ci, Ci ∈ R, i = 0, . . . , 4 and positive constants k,K, ℓ, L obeying
k ≤ K, ℓ ≤ L, (3.15)
ci ≤ Ci, i = 0, . . . , 4, (3.16)
2k < µ, 2K < µ, 2ℓ < γ, 2L < γ. (3.17)
In addition, require that the ci, k, ℓ obey
(1) If c0 6= 0, then r > 0;
(2) If c2 6= 0, then min{κ, r} > 0;
(3) If c3 6= 0, then r > ℓ(r − q)+ and 0 < ℓ < 1;
(4) If c4 6= 0, then 0 < k < min{2κ, r/κθ};
and similarly for the Ci,K,L. Choose constants di ∈ R, i = 0, . . . , 4, depending only on ci, k, ℓ
and the constant coefficients of A, as in (3.25), (3.28), and (3.30); choose constants Di ∈ R, i =
0, . . . , 4, depending only on Ci,K,L and the constant coefficients of A, as in (3.26), (3.27), and
(3.29); and require that
di ≤ Di, i = 0, . . . , 4. (3.18)
If we define
m(x, y) := d0 + d2y + d3e
ℓx + d4e
ky, (x, y) ∈ H,
M(x, y) := D0 +D2y +D3e
Lx +D4e
Ky, (x, y) ∈ H,
(3.19)
then M,m ∈ H2(H,w) and M,m obey
m ≤M on H, (3.20)
Am ≤ n and N ≤ AM on H. (3.21)
If ci ≤ 0 ≤ Ci, i = 0, . . . , 4, then n ≤ 0 ≤ N on H and (3.20) may be strengthened to
m ≤ 0 ≤M on H. (3.22)
Remark 3.11. The bounds in Lemma 3.10 are expressed in terms of eℓx, eLx and not eℓ|x|, eL|x|.
Lemma 3.10 immediately yields
Corollary 3.12 (Upper and lower pointwise envelopes for source functions). Suppose N,n ∈
H2(H,w) are defined as in (3.14). If a function f ∈ L2(O,w) obeys
n ≤ f ≤ N a.e. on O, (3.23)
and M,m ∈ H2(H,w) are defined as in (3.19), then f obeys
Am ≤ f ≤ AM a.e. on O. (3.24)
Proof. The inequalities (3.24) follow from (3.13) and (3.21). 
Example 3.13 (Affine upper and lower bounds for f and u). Suppose that there exist non-
negative constants ki,mi, i = 0, 1 such that
−rk0 − k1(r + κ)y ≤ f(x, y) ≤ rm0 +m1(r + κ)y a.e. (x, y) ∈ O,
Then Lemma 3.10 (see (3.25) and (3.26)) and Theorem 3.16 imply that
−(k0 + k1κθ/r)− k1y ≤ u(x, y) ≤ (m0 +m1κθ/r) +m1y a.e. (x, y) ∈ O.
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This observation is often useful in applications. 
Proof of Lemma 3.10. From the Definition 2.20 of H2(O,w) and the definition (2.9) of w, we see
that d0 + d2y ∈ H2(O,w) while eLx ∈ H2(O,w) when 2L < γ, and, recalling from (2.1) that
µ = 2κ/σ2, we have eKy ∈ H2(O,w) when 2K < 2κ/σ2; similarly, for the terms comprising m.
Hence M,m ∈ H2(O,w).
From (1.2), we recall that
Au = −y
2
(
uxx + 2ρσuxy + σ
2uyy
)− (r − q − y/2)ux − κ(θ − y)uy + ru, u ∈ C∞(H).
If m(x, y) = d0 + d2y, then
Am(x, y) = −κ(θ − y)d2 + r(d0 + d2y),
and so
Am(x, y) = (rd0 − d2κθ) + (κ+ r)d2y.
Setting Am(x, y) = c0 + c2y, we obtain
rd0 − d2κθ = c0,
(κ+ r)d2 = c2,
and thus,
d2 :=
c2
κ+ r
,
d0 :=
1
r
(
c0 +
c2κθ
κ+ r
)
, if r > 0.
(3.25)
Similarly, if M(x, y) = D0 +D2y and setting AM(x, y) = C0 + C2y, we obtain, if r > 0,
D2 :=
C2
κ+ r
,
D0 :=
1
r
(
C0 +
C2κθ
κ+ r
)
, if r > 0.
(3.26)
This completes the derivation of the affine bounds.
If M(x, y) = D3e
Lx, x ∈ R then
AM(x, y) = −y
2
D3L
2eLx −D3(r − q − y/2)LeLx +D3reLx
= D3(r − L(r − q))eLx + y
2
D3L(1− L)eLx.
If r > L(r − q) and 0 < L < 1, then AM(x, y) ≥ C3(1 + y)eLx,∀(x, y) ∈ H, provided
D3 ≥ C3
r − L(r − q) and D3 ≥
2C3
L(1− L)
and thus we may choose
D3 := max
{
C3
r − L(r − q) ,
2C3
L(1− L)
}
. (3.27)
This yields the upper bound in eLx. Similarly, Am(x, y) ≤ c3(1 + y)eℓx,∀(x, y) ∈ H, provided
d3 := min
{
c3
r − ℓ(r − q) ,
2c3
ℓ(1− ℓ)
}
, (3.28)
where r > ℓ(r − q) and 0 < ℓ < 1.
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If M(x, y) = D4e
Ky then
AM = −y
2
D4K
2eKy −D4κ(θ − y)KeKy +D4reKy
= D4(r − κθK)eKy + yD4K(κ−K/2)eKy.
If 0 < K < min{2κ, r/κθ}, then AM(x, y) ≥ C4(1 + y)eKy,∀(x, y) ∈ H, provided
D4 ≥ C4
r − κθK and D4 ≥
C4
K(κ−K/2) ,
and thus we may choose
D4 := max
{
C4
r − κθK ,
C4
K(κ−K/2)
}
. (3.29)
This yields the upper bound in eKy. Similarly, Am(x, y) ≤ c4(1 + y)eky,∀(x, y) ∈ H, provided
d4 := min
{
c4
r − κθk ,
c4
k(κ− k/2)
}
, (3.30)
where 0 < k < min{2κ, r/κθ}. This completes the derivation of the exponential bounds.
By adding the preceding inequalities, we see that Am ≤ n and N ≤ AM on H. The conditions
(3.15) and (3.16) ensure that M,m obey (3.20). If in addition, ci ≤ 0 ≤ Ci, i = 0, . . . , 4, then
n ≤ 0 ≤ N on H, di ≤ 0 ≤ Di, i = 0, . . . , 4, and M,m obey (3.22). This completes the proof of
the lemma. 
3.2. Existence and uniqueness of solutions to the non-coercive variational equation.
Because the bilinear form (2.12) is not necessarily coercive, we shall require that the associ-
ated operator A obeys the weaker “non-coercive” condition (compare [8, Equation (3.1.6)]) in
order to establish existence and uniqueness of solutions to non-coercive variational equalities and
inequalities.
Hypothesis 3.14 (Non-coercive condition). The coefficient r in the definition (1.2) of A obeys
r > 0. (3.31)
We need additional conditions to ensure uniqueness of a solution to the non-coercive variational
equation.
Hypothesis 3.15 (Auxiliary condition for uniqueness). There exists a ϕ ∈ H2(O,w) obeying
Aϕ ≥ 0 a.e. on O, (3.32)
A(m+ ϕ) > 0 a.e. on O, (3.33)
ϕ ≥ 0 on O, (3.34)
(1 + y)ϕ ∈ L2(O,w), (3.35)
(1 + y)1/2Aϕ ∈ L2(O,w), (3.36)
ess sup
(x,y)∈O
(1 + y)(M + ϕ)(x, y)
A(m+ ϕ)(x, y)
<∞, (3.37)
where the functions M,m ∈ H2(O,w) are as in Hypothesis 3.8
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Observe that if ϕ is as in in Hypothesis 3.15, then ϕ ∈ Cloc(O ∪ Γ1) by Lemma A.16 and thus
(3.34) yields
ϕ ≥ 0 on Γ1. (3.38)
By analogy with [8, Theorem 2.5.2], we have
Theorem 3.16 (Existence and uniqueness for solutions to the non-coercive variational equation).
Assume Hypothesis 3.14 holds. Suppose there are functionsM,m ∈ H2(O,w) obeying (3.8), (3.9),
and (3.10). If f ∈ H obeys
Am ≤ f ≤ AM a.e. on O, (3.39)
then there exists a solution u ∈ V to Problem 2.28 and u obeys
m ≤ u ≤M a.e. on O. (3.40)
Moreover, if there is a function ϕ ∈ H2(O,w) obeying Hypothesis 3.15 and the domain, O, obeys
Hypothesis 5.16, then the solution u is unique.
Remark 3.17 (Sufficient conditions for existence and uniqueness in Theorem 3.16). Lemma 3.10
may be used to provide non-trivial examples ofM,m ∈ H2(O,w) such that (3.8), (3.9), and (3.10)
hold and non-trivial examples of f ∈ L2(O,w) such that (3.39) holds; see the proof of Lemma
3.25 for details. Lemma 3.25 may be used to provide non-trivial examples of ϕ ∈ H2(O,w)
obeying Hypothesis 3.15.
Remark 3.18 (Point-wise bounds obeyed by the unique solution). The pointwise bounds (3.40)
for the solution are a posteriori bounds because they are consequence of the proof of existence
for Theorem 3.16 rather than a priori bounds satisfied by any solution to Problem 2.28.
Corollary 3.19 (A posteriori comparison principle for solutions to the variational equation).
Assume the hypotheses of Theorem 3.16. If f1, f2 ∈ H obey (3.39) and u1, u2 ∈ V are the unique
solutions to Problem 2.28 with f replaced by f1, f2, respectively, then f2 ≥ f1 =⇒ u2 ≥ u1 a.e.
on O.
Proof. We see that f := f2 − f1 ∈ H obeys
0 ≤ f ≤ A(M −m) a.e. on O,
and u := u2−u1 solves a(u, v) = (f, v)H , ∀v ∈ V . SinceM−m ≥ 0 on Γ1, Theorem 3.16 (with m
replaced by 0 andM replaced byM−m) implies that u is the unique solution to a(u, v) = (f, v)H ,
∀v ∈ V , and thus obeys
0 ≤ u ≤M −m a.e. on O,
and hence u2 ≥ u1 a.e. on O. 
Lemma 3.20 (A priori estimate for solutions to the variational equation). If f ∈ H and u ∈ V
is a solution to Problem 2.28, then
‖u‖V ≤ C (|f |H + |(1 + y)u|H) , (3.41)
where C = ν−11 + λ0 and ν1, λ are the constants in Lemma 3.2.
Proof. Since u solves (2.21), then
aλ(u, v) = a(u, v) + λ((1 + y)u, v)H = (f + λ(1 + y)u, v)H , ∀v ∈ V,
and (3.41) follows from (3.7). 
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Proof of existence in Theorem 3.16. We adapt the proof of existence of [8, Theorem 2.5.2]. We
shall construct a solution u as the limit, in a suitable sense, of a sequence {un}n≥0. Set u0 = 0
and use Theorem 3.4 to define a sequence {un}n≥0 by
a(un, v) + λ((1 + y)un, v)H = (f + λ(1 + y)un−1, v)H , ∀v ∈ V, n ≥ 1. (3.42)
Setting u0 = 0 and n = 1 in (3.42) implies that u1 obeys
a(u1, v) + λ((1 + y)u1, v)H = aλ(u1, v) = (f, v)H , ∀v ∈ V.
Theorem 3.4 and Lemma 3.9 imply that there exists a solution u1 ∈ V obeying
m ≤ u1 ≤M a.e. on O.
We shall now show that
m ≤ u1 ≤ · · · ≤ un ≤ · · · ≤M a.e. on O. (3.43)
We suppose un−1 ≥ un−2 a.e on O and show that un ≥ un−1 a.e. on O. By taking the difference
of the equations (3.42) defining un and un−1, we obtain
aλ(un − un−1, v) = λ((1 + y)(un−1 − un−2), v)H , n ≥ 2.
We then take v = (un − un−1)− in the preceding identity to give
− aλ((un − un−1)−, (un − un−1)−)
= λ((1 + y)(un−1 − un−2), (un − un−1)−)H
≥ 0,
so that
ν1‖(un − un−1)−‖2V ≤ aλ((un − un−1)−, (un − un−1)−) ≤ 0.
Hence, (un − un−1)− = 0 a.e. on O and thus un ≥ un−1 a.e. on O. Therefore, the sequence
{un}n≥0 is increasing, as asserted in (3.43).
Next we show that
un ≤M a.e. on O, ∀n ≥ 0. (3.44)
Since M ∈ H2(O,w), we have by Lemma (2.23),
a(M,v) = (AM, v)H . (3.45)
Since M ≥ 0 on Γ1 by the hypothesis (3.8) and un ∈ V = H1(O ∪ Γ0, so un = 0 on Γ1 (trace
sense), then (un −M)+ = 0 on Γ1 (trace sense) and (un −M)+ ∈ V by the method of proof of
Lemma A.33. We take v = (un −M)+ in the equation (3.42) defining un to give
a(un −M, (un −M)+) + a(M, (un −M)+)
+ λ((1 + y)(un − un−1), (un −M)+)H
= (f, (un −M)+)H ,
or
aλ((un −M)+, (un −M)+)H + a(M, (un −M)+)
− λ((1 + y)(un −M), (un −M)+)H + λ((1 + y)(un − un−1), (un −M)+)H
= (f, (un −M)+)H .
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Simplifying the preceding identity, gives
aλ((un −M)+, (un −M)+) + (AM − f, (un −M)+)H
+ λ((1 + y)(M − un−1), (un −M)+)H = 0.
But AM − f ≥ 0 a.e. on O by (3.39) while M − un−1 ≥ 0 a.e on O by the induction hypothesis,
so
aλ((un −M)+, (un −M)+) ≤ 0,
and therefore (un −M)+ = 0 a.e. on O, since
ν1‖(un −M)+‖2V ≤ aλ((un −M)+, (un −M)+)
by (3.4). This proves the upper bound in (3.43).
We deduce from (3.43) that there is a Borel measurable function u : O → R defined by
u := lim
n→∞un a.e. on O,
and
un ր u monotonically a.e. on O.
In particular, u obeys (3.40).
The inequalities (3.4) and (3.42) (with v = un) give
ν1‖un‖2V ≤ λ((1 + y)un−1, un)H + (f, un)H , ∀n ≥ 0.
Therefore,
ν1‖un‖2V ≤ λ‖(1 + y)1/2un−1‖L2(O,w)‖(1 + y)1/2un‖L2(O,w)
+ ‖f‖L2(O,w)‖un‖L2(O,w), ∀n ≥ 0.
(3.46)
SinceM,m ∈ H2(O,w) by hypothesis, we have ‖(1+y)1/2max{|M |, |m|}‖L2(O,w) <∞ and (3.43)
gives
‖(1 + y)1/2un‖L2(O,w) ≤ ‖(1 + y)1/2max{|M |, |m|}‖L2(O,w) <∞, ∀n ≥ 0.
Combining the preceding estimate, the L2(O,w) bounds for un implied by (3.43), and (3.46)
yields
‖un‖V ≤ C
(
‖(1 + y)1/2max{|M |, |m|}‖L2(O,w) + ‖f‖L2(O,w)
)
<∞, ∀n ≥ 0. (3.47)
for some positive constant C depending only on the constant coefficients of A. Given (3.47), we
may pass to a subsequence and obtain
un ⇀ u weakly in V.
We can therefore take limits in (3.42) to conclude that u is a solution to (2.21). 
Before we turn to the proof of uniqueness in Theorem 3.16, we require some auxiliary lemmas.
Lemma 3.21 (Existence of an auxiliary function for the proof of uniqueness in Theorem 3.16).
Assume Hypothesis 3.14 holds and require that the domain, O, obeys Hypothesis 5.16. Let ϕ be
as in Hypothesis 3.15. Then there exists a function uϕ ∈ H10 (O ∪ Γ0) which solves
a(uϕ, v) = (Aϕ, v)H , ∀v ∈ H10 (O ∪ Γ0). (3.48)
Moreover, u ∈ H2(O,w) and u obeys
Auϕ = Aϕ a.e. on O, (3.49)
uϕ = 0 on Γ1, (3.50)
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and
0 ≤ uϕ ≤ ϕ on O. (3.51)
Proof. Existence of a function uϕ ∈ H10 (O ∪Γ0) solving (3.48) is provided by Theorem 3.16 (exis-
tence), while the facts that u ∈ H2(O,w) and solves (3.49) follow from Theorem 5.19 (existence,
with M,m, f replaced by ϕ, 0, Aϕ). Because of (3.32) and (3.38), we obtain (3.51) from (3.40) in
Theorem 3.16 (existence) with M,m replaced by ϕ, 0. 
Lemma 3.22 (Reduction to the case of existence when the source function is positive and the
solution non-negative). Assume the hypotheses of Theorem 3.16 for existence and uniqueness and
let uϕ ∈ H10 (O ∪ Γ0) ∩H2(O,w) be as in Lemma 3.21. Define
m˜ := m+ uϕ and M˜ :=M + uϕ, (3.52)
where m,M are as in the hypotheses of Theorem 3.16. Then m˜, M˜ ∈ H2(O,w) obey
m˜ ≤ 0 ≤ M˜ on Γ1, (3.53)
Am˜ > 0 a.e. on O, (3.54)
Am˜ ≤ AM˜ a.e. on O. (3.55)
Let f be as in the hypotheses of Theorem 3.16. Then
f˜ := f +Aϕ = f +Auϕ (3.56)
obeys
Am˜ ≤ f˜ ≤ AM˜ a.e. on O. (3.57)
Then existence in Theorem 3.16 of a solution, u, to Problem 2.28 defined by f and obeying the
bounds (3.40) is equivalent to existence of a solution, u˜, to Problem 2.28 defined by f˜ and obeying
m˜ ≤ u˜ ≤ M˜ a.e. on O. (3.58)
Proof. We first verify the assertions in the preamble to the statement of equivalence of existence
of solutions. We see that (3.53) holds because of (3.8), (3.52), and the fact that uϕ = 0 on Γ1.
Moreover, (3.55) follows from (3.52) and (3.10), while (3.54) follows from (3.49) and (3.33). The
inequalities (3.57) for f˜ are immediate from (3.39) and (3.56).
Existence of u˜ implies existence of u. By assumption, there exists a function u˜ ∈ H10 (O ∪ Γ0)
obeying
a(u˜, v) = (f˜ , v)H , ∀v ∈ H10 (O ∪ Γ0), (3.59)
and (3.58). By (3.58), we have
m+ uϕ ≤ u˜ ≤M + uϕ a.e. on O. (3.60)
Therefore, setting
u = u˜− uϕ ∈ H10 (O ∪ Γ0), (3.61)
we see that u obeys (3.40). Next,
a(u, v) = a(u˜− uϕ, v)
= a(u˜, v)− a(uϕ, v)
= (f˜ , v)H − (Aϕ, v)H (by (3.59) and (3.48))
= (f, v)H , ∀v ∈ V (by (3.56)).
Hence, u obeys (2.21) and is a solution to Problem 2.28 defined by the source function, f .
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Existence of u implies existence of u˜. By assumption, there is a solution u ∈ H10 (O ∪ Γ0)
to Problem 2.28 defined by the source function, f , and u obeys (3.40). Use (3.61) to define
u˜ = u+ uϕ, so (3.40) implies that u˜ obeys (3.60) and thus u˜ obeys (3.58). Then,
a(u˜, v) = a(u+ uϕ, v)
= a(u, v) + a(uϕ, v)
= (f, v)H + (Aϕ, v)H (by (2.21) and (3.48))
= (f˜ , v)H , ∀v˜ ∈ H10 (O ∪ Γ0) (by (3.56)).
Hence, u˜ obeys (3.59) and is a solution to Problem 2.28 defined by the source function, f˜ . 
Lemma 3.23 (Non-negative solutions). Assume the hypotheses of Theorem 3.16 for existence
and uniqueness. Let u˜ ∈ H10 (O ∪ Γ0) be a solution to Problem 2.28 defined by f˜ as in (3.56).
Then u˜ obeys
u˜ ≥ 0 a.e. on O. (3.62)
Proof. Observe that (3.54) and (3.57) imply that f˜ obeys 0 < f˜ ≤ AM˜ a.e. on O and hence,
replacing m˜ by zero in (3.58), we obtain (3.62). 
Lemma 3.24 (Reduction to the case of uniqueness when the source function is positive and the
solution non-negative). Assume the hypotheses of Theorem 3.16 for existence and uniqueness and
let f˜ be as in (3.56). Then uniqueness of a solution, u, to Problem 2.28 defined by f is equivalent
to uniqueness of a solution, u˜, to Problem 2.28 defined by f˜ .
Proof. Let uϕ be as in Lemma 3.21. Lemma 3.22 implies that ui ∈ H10 (O ∪ Γ0), i = 1, 2 are two
solutions to Problem 2.28 defined by f if and only if u˜i := ui+ uϕ ∈ H10 (O ∪ Γ0), i = 1, 2 are two
solutions to Problem 2.28 defined by f˜ . Therefore, u1 = u2 if and only if u˜1 = u˜2 and this yields
the conclusion. 
The technical lemma below shows that the hypotheses of Theorem 3.16 on f,M,m,ϕ are not
vacuous and, furthermore, may be strengthened so that in addition (3.37) holds.
Lemma 3.25 (Auxiliary bound for uniqueness). There exist non-trivial functions f ∈ L2(O,w)
and M,m,ϕ ∈ H2(O,w) which obey (3.8), (3.9), (3.10), (3.39), and the conditions of Hypothesis
3.15.
Proof. We may suppose that f ∈ L2(O,w) obeys bounds n ≤ f ≤ N a.e. on O, where n,N ∈
L2(H,w) are defined by (3.14) with constants ci ≤ 0, Ci ≥ 0, for all i.
Choose M,m as prescribed in Lemma 3.10 to ensure that Am ≤ n,AM ≥ N on H and so
M,m, f obey the bounds (3.10) and (3.39). From their definitions in Lemma 3.10, we have
Di ≥ 0, di ≤ 0, for all i, and so the bounds (3.8) and (3.9) for M,m hold because, a fortiori,
m ≤ 0 ≤M on H.
Now choose ϕ with non-negative coefficients, D′i ≥ 0, using the formula (3.19) with Di replaced
by D′i such that Aϕ ≥ 0 and ϕ ≥ 0 on H and thus (3.32) and (3.34) hold. When the coefficients,
D′i, are chosen as described in the statement of Lemma 3.10, then one sees by inspection that
(3.35) and (3.36) hold. Moreover, ϕ ∈ H2(H,w) and, in addition, the coefficients D′i in the
definition of ϕ may be chosen large enough that
(m+ ϕ)(x, y) ≥ p3eLx + p4eKy, (x, y) ∈ H, (3.63)
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where p3 > 0, p4 > 0 are constants. The proof of Lemma 3.10 shows that there is a constant
ζ > 0, depending only on p3, p4 and the constant coefficients of A such that
A(m+ ϕ)(x, y) ≥ ζ(1 + y)(eLx + eKy) > 0, (x, y) ∈ H,
and thus (3.33) holds since, a fortiori, A(m+ϕ) > 0 on H. Furthermore, (3.63) and our definitions
of M,ϕ via (3.19) ensure that there is a constant C > 0 such that
(M + ϕ)(x, y) ≤ C(1 + eLx + eKy), (x, y) ∈ H.
Hence,
(1 + y)(M + ϕ)(x, y)
A(m+ ϕ)(x, y)
≤ 2C
ζ
, (x, y) ∈ H,
and this yields (3.37). This completes the proof of Lemma 3.25. 
Remark 3.26 (Additional growth conditions on the envelope functions). Moreover, theM,m,ϕ ∈
H2(H,w) constructed in the proof of Lemma 3.25 also obey (1+y)1/2M, (1+y)1/2m, (1+y)1/2ϕ ∈
Lq(H,w) for q > 2 as required by (4.53) and (4.55).
Proof of uniqueness in Theorem 3.16. We adapt the proof of uniqueness in [8, Theorem 2.5.2].
We assume the reduction embodied in Lemma 3.22 but, to simplify notation, we shall omit the
“tildes” and write f, u for f˜ , u˜. For clarity of exposition, we denote equations and inequalities
involving Borel measurable functions as holding everywhere when they hold almost everywhere.
Suppose u1, u2 are two solutions to (2.21), assumed non-negative by (3.62). If u1 6= u2 on O
we may suppose that
u1 6≤ u2 on O. (3.64)
Otherwise, we could interchange the roles of u1 and u2 in the remainder of the proof of uniqueness.
We introduce α0 ∈ L2(O,w), where 0 ≤ α0 ≤ 1 on O, such that
α0u1 ≤ u2 on O, (3.65)
by setting α0(x, y) := 1 if u1(x, y) ≤ u2(x, y) and α0(x, y) := u2(x, y)/u1(x, y) if u1(x, y) ≥
u2(x, y), for each (x, y) ∈ O, so that
α0(x, y) := min
{
1,
u2(x, y)
u1(x, y)
}
, (x, y) ∈ O, (3.66)
where we define 0/0 := 0 and 1/0 := +∞. Note that α0u1 = min{u1, u2} and min{u1, u2} ∈
H10 (O ∪ Γ0,w) by Lemma A.33. Since u1 6= u2 on O, then
0 ≤ α¯0 < 1,
where
α¯0 := ess inf
(x,y)∈O
α0(x, y). (3.67)
Otherwise, if α¯0 = 1, we would have α0 = 1 on O and u1 = α0u1 ≤ u2 on O, contradicting our
assumption (3.64). We introduce a constant β0 such that
α¯0 < β0 < 1, (3.68)
and
f1 := β0 (f + λ(1 + y)u1)
≤ f + λ(1 + y)u2
=: f2 on O.
(3.69)
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Indeed, such a β0 exists since, because of (3.65), the inequality (3.69) will hold if
β0f + λ(1 + y)β0u1 ≤ f + λ(1 + y)α¯0u1,
that is, if
λ(1 + y)(β0 − α¯0)u1 ≤ (1− β0)f,
and hence if
ess sup
(x,y)∈O
(1 + y)u1(x, y)
f(x, y)
≤ (1− β0)
λ(β0 − α¯0) . (3.70)
Now A(m+ ϕ) = A(m+ uϕ) = Am˜ on O by (3.49) and M˜ = M + uϕ ≤M + ϕ on O by (3.51).
Therefore
(1 + y)M˜(x, y)
Am˜(x, y)
≤ (1 + y)(M + ϕ)(x, y)
A(m+ ϕ)(x, y)
, (x, y) ∈ O,
and so (3.37) yields
ess sup
(x,y)∈O
(1 + y)M˜ (x, y)
Am˜(x, y)
<∞. (3.71)
By the upper bound for u1 in (3.58) (with u˜ replaced by u1) and the lower bound for f in (3.57)
(with f˜ replaced by f), we have
ess sup
(x,y)∈O
(1 + y)u1(x, y)
f(x, y)
≤ ess sup
(x,y)∈O
(1 + y)M˜(x, y)
Am˜(x, y)
<∞ (by (3.71)).
Therefore, we can find β0 (sufficiently close to α¯0) obeying (3.68) such that the inequalities (3.70)
and thus (3.69) hold.
We note that β0u1 satisfies the variational equation
aλ(β0u1, β0v) = a(β0u1, β0v) + λ(β0(1 + y)u1, β0v)H (by (3.2))
= (β0f, β0v)H + λ(β0(1 + y)u1, β0v)H (by (2.21))
= (β0f + λβ0(1 + y)u1, β0v)H
= (f1, β0v)H (by definition (3.69) of f1),
for all β0v ∈ V , and so
aλ(β0u1, v) = (f1, v)H , ∀v ∈ V.
Moreover, u2 satisfies the variational equation
aλ(u2, v) = a(u2, v) + λ((1 + y)u2, v)H
= (f, v)H + λ((1 + y)u2, v)H (by (2.21))
= (f + λ(1 + y)u2, v)H
= (f2, v)H (by definition (3.69) of f2), ∀v ∈ V.
We are now within the setting of Corollary 3.6 since (3.4) holds and
f1 ≤ f2 on O by (3.69).
Therefore, Corollary 3.6 implies that
β0u1 ≤ u2 on O. (3.72)
But β0 > α¯0 by (3.68) and so we obtain a contradiction to the choice of α0 in (3.65). To see this,
observe that for any 0 < ε < β0 − α¯0, the definition (3.67) of α¯0 implies that there exists a Borel
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measurable subset U ⊂ O with positive measure such that α0 ≤ α¯0 + ε on U and so, because
α¯0 + ε < β0, we obtain
α0 < β0 on U . (3.73)
But β0 < 1 by (3.68) and therefore (3.73) yields α0 < 1 on U and so the definition of α0 in (3.66)
implies that u1 > u2 on U and u2 = α0u1 on U . Therefore,
u2 = α0u1
< β0u1 on U (by (3.73))
≤ u2 on O (by (3.72)),
a contradiction. Thus, we must have u1 = u2 on O. This concludes the proof of uniqueness in
Theorem 3.16. 
Remark 3.27 (Comments on the proof of uniqueness in Theorem 3.16). Because the comparison
principle bounds (3.40) are a posteriori rather than a priori, we cannot appeal to (3.40) to provide
a simple proof of uniqueness: the proof of existence in Theorem 3.16 merely shows that some,
but not necessarily all, solutions obey (3.40).
Remark 3.28 (Unique solutions and the Rellich-Kondrachov theorem). Because the continuous
embedding H1(O,w)→ L2(O,w) is not known to be compact (see §A.2), unlike the case of usual
the Rellich-Kondrachov compact embedding theorem for standard Sobolev spaces and bounded
domains, it is not known whether an analogue of [31, Theorem 6.2.6] holds for our weighted
Sobolev spaces. Therefore, we avoid arguments in this article which might rely on a Rellich-
Kondrachov compact embedding theorem for weighted Sobolev spaces.
4. Existence and uniqueness of solutions to the variational inequality
We shall adapt the framework of [8, §3] to the case of the degenerate Heston operator and
describe the modifications required for the proofs of existence and uniqueness for a variational
inequality. We begin in §4.1 with a formulation of the obstacle and variational inequality problems
and provide conditions for when they are equivalent (Lemma 4.13). In §4.2, we prove existence
and uniqueness of solutions to a non-linear penalized equation (Theorem 4.18). In §4.3, we show
that solutions to the penalized equation and their a priori estimates provide stepping-stones to
existence of solutions of a coercive variational inequality (Theorem 4.28). Finally, in §4.4, we
show that the existence of solutions to a coercive variational inequality leads in turn to existence
of solutions to a non-coercive variational inequality (Theorem 4.36).
4.1. Formulation of the variational inequality and obstacle problem. We begin with
Problem 4.1 (Classical solution to an obstacle problem with inhomogeneous Dirichlet boundary
condition). Given functions f ∈ Cα(O), for some 0 < α < 1, g ∈ C2,α(O) ∩ Cloc(O ∪ Γ1), and
ψ ∈ Cloc(O ∪ Γ1) with
ψ ≤ g on Γ1, (4.1)
we call u ∈ C1,1(O) ∩ Cloc(O ∪ Γ1) a classical solution to an obstacle problem for the elliptic
Heston operator with inhomogeneous Dirichlet condition along Γ1 if
min{Au− f, u− ψ} = 0 on O, (4.2)
u = g on Γ1, (4.3)
lim
y↓0
yβ(ρux + σuy) = 0 on Γ0. (4.4)
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See Remark 2.26 for a discussion of the hypotheses on f and the boundary condition (4.4).
Problem 4.2 (Strong solution to an obstacle problem with inhomogeneous Dirichlet boundary
condition). Given functions f ∈ L2(O,w), g ∈ H2(O,w), and ψ ∈ H2(O,w) obeying (4.1), we
call u ∈ H2(O,w) a strong solution to an an obstacle problem for the elliptic Heston operator
with inhomogeneous Dirichlet boundary condition along Γ1 if u obeys (4.2) (a.e. on O) and (4.3).
We state our variational inequality problem for the Heston operator in the case of inhomoge-
neous Dirichlet boundary conditions:
Problem 4.3 (Variational inequality with inhomogeneous Dirichlet boundary condition). Given
functions f ∈ L2(O,w), g ∈ H1(O,w), and ψ ∈ H1(O,w) obeying (4.1) in the sense that
(ψ − g)+ ∈ H10 (O ∪ Γ0,w),
we call u ∈ H1(O,w) a solution to the variational inequality for the Heston operator with
inhomogeneous Dirichlet boundary condition along Γ1 if
a(u, v − u) ≥ (f, v − u)L2(O,w),
u ≥ ψ a.e. on O and u− g ∈ H10 (O ∪ Γ0,w),
∀v ∈ H1(O,w) with v ≥ ψ a.e. on O and v − g ∈ H10 (O ∪ Γ0,w).
(4.5)
Remark 4.4 (Reduction to a variational inequality with homogeneous Dirichlet boundary con-
dition). When Γ1 6= ∅, we can reduce to the case of a homogeneous Dirichlet boundary condition
along Γ1, without loss of generality, by noting that u ∈ H1(O,w) is a solution to Problem 4.3
if and only if u˜ := u − g ∈ H10 (O ∪ Γ0,w) is a solution to Problem 4.3 with test functions
v˜ := v − g ∈ H10 (O ∪ Γ0,w), source function f˜ := f − g ∈ L2(O,w), and obstacle function
ψ˜ := ψ − g ∈ H1(O,w) obeying ψ˜ ≤ 0 on Γ1 in the sense that ψ˜+ ∈ H10 (O ∪ Γ0,w).
Therefore, given Remark 4.4, for the remainder of the article, we may assume without loss of
generality reductions to variational inequalities and obstacle problems with homogeneous Dirichlet
boundary condition on Gamma1.
Problem 4.5 (Variational inequality with homogeneous Dirichlet boundary condition). Given
functions f ∈ L2(O,w) and ψ ∈ H1(O,w) such that
ψ ≤ 0 on Γ1, (4.6)
in the sense that
ψ+ ∈ H10 (O ∪ Γ0,w),
we call u ∈ H10 (O ∪ Γ0,w) a solution to the variational inequality for the Heston operator with
homogeneous Dirichlet boundary condition along Γ1 if
a(u, v − u) ≥ (f, v − u)L2(O,w)
u ≥ ψ a.e. on O,
∀v ∈ H10 (O ∪ Γ0,w) with v ≥ ψ a.e. on O.
(4.7)
Remark 4.6 (Specialization to a variational equation). The obstacle condition u ≥ ψ on O
becomes vacuous when ψ = −∞ and, for this reason, we see that it is sufficient to require
ψ+ ∈ H1(O,w) (or even L2(O,w)) rather than ψ ∈ H1(O,w) as in Problem 4.5.
Notation 4.7 (Function spaces). For brevity, we shall often denote
H := L2(O,w), V := H10 (O ∪ Γ0,w), and K := {v ∈ V |v ≥ ψ a.e. on O}.
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Remark 4.8 (Convexity of K). Note that K ⊂ V is a convex subset, since if u, v ∈ K, then
zu+(1− z)v ∈ V for all z ∈ R while, for all z ∈ [0, 1], we have zu+(1− z)v ≥ zψ+(1− z)ψ = ψ.
Remark 4.9 (Choice of source function). Rather than require f ∈ H in Problem 4.5, it is enough
to assume f ∈ V ′ when considering questions of existence and uniqueness.
Remark 4.10 (Lower rather than upper obstacle functions). The directions of our obstacle
function inequalities are the opposite of those in [8], so that instead of [8, Equations (3.1.11) &
(3.1.14)] we define K using v ≥ ψ and require ψ ≤ 0 on Γ1.
Example 4.11 (Examples of obstacle functions). For the problem of determining the price of a
perpetual American-style put option, we would choose
ψ(x, y) := (E − ex)+, (x, y) ∈ O, (4.8)
for a constant E > 0 (the strike) and f = 0 on O. Note that this choice of function ψ is
Lipschitz and lies in H1(O,w) but not in H2(O,w). In the case of the corresponding evolutionary
variational inequality, the terminal condition would also be given by
h(x, y) := (E − ex)+, (x, y) ∈ O. (4.9)
See [47] for additional examples of obstacle functions arising in mathematical finance. 
Given a function ψ ∈ H1(O,w) as in Problem 4.5, we have ψ+ ∈ H10 (O ∪ Γ0,w) and ψ+ =
ψ + ψ− ≥ ψ a.e. on O and therefore, by analogy with [8, Equation (3.1.13)], the following
universal assumption is automatically satisfied by choosing v0 = ψ
+.
Assumption 4.12 (Non-empty convex subset K ⊂ V ). The subset K ⊂ V is non-empty and
contains some element v0 ∈ K.
By analogy with [8, Equation (3.1.20)], we have
Lemma 4.13 (Equivalence of variational and strong solutions). Let f ∈ L2(O,w), ψ ∈ H2(O,w)
be functions such that (4.6) holds, and suppose u ∈ H2(O,w). Then the following hold:
(1) If u ∈ H10 (O ∪ Γ0,w) obeys (4.7), then u obeys (4.2) (a.e. on O) and (4.3) (with g = 0).
(2) If u obeys (4.2) (a.e. on O) and (4.3) (with g = 0), then u ∈ H10 (O ∪ Γ0,w) and u obeys
(4.7).
Proof. Consider (1) and suppose u ∈ H10 (O ∪ Γ0,w) obeys (4.7). We wish to show first that
Au− f ≥ 0, u− ψ ≥ 0, (Au− f)(u− ψ) = 0 a.e. on O.
To see this, observe that (4.7) and integration by parts (Lemma 2.23) yields
(Au− f, v − u)H ≥ 0, ∀v ∈ K. (4.10)
Take v = u+ ϕ, ϕ ∈ C∞0 (O), with ϕ ≥ 0. Therefore, we have v ∈ K, given that u ∈ K, and so
(Au− f, ϕ)H ≥ 0, ∀ϕ ∈ C∞0 (O),
and hence
Au− f ≥ 0 a.e. on O.
Since ψ ∈ L2(O,w) by hypothesis, we may choose v = ψ in (4.10) to give
(Au− f, ψ − u)H ≥ 0,
Since Au− f ≥ 0 and ψ − u ≤ 0 a.e. on O, we also have
(Au− f, ψ − u)H ≤ 0,
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and hence (Au− f, ψ − u)H = 0, which gives∫
O
(Au− f)(u− ψ)w dxdy = 0.
Because (Au− f)(u− ψ) ≥ 0 a.e. on O, we obtain (Au− f)(ψ − u) = 0 a.e. on O. In addition,
u = 0 on Γ1 by Lemma A.31. Thus, u obeys (4.2) (a.e. on O) and (4.3) (with g = 0).
Consider (2) and suppose u obeys (4.2) (a.e. on O) and (4.3) (with g = 0). We then obtain
u ∈ H10 (O ∪ Γ0,w) by Lemma A.31. Suppose v − u = ϕ ∈ C∞0 (O ∪ Γ0), with v ≥ ψ a.e. on O.
Then {ϕ < 0} = {v < u} ⊂ {ψ < u} and therefore we must have Au−f = 0 a.e. on {ϕ < 0} ⊂ O
by (4.2). Thus,
0 ≤
∫
O∩{ϕ≥0}
(Au− f)ϕw dxdy (by (4.2))
=
∫
O∩{ϕ≥0}
(Au− f)ϕw dxdy +
∫
O∩{ϕ<0}
(Au− f)ϕw dxdy
=
∫
O
(Au− f)ϕw dxdy
=
∫
O
Auϕw dxdy −
∫
O
fϕw dxdy
= a(u, ϕ) − (f, ϕ)H (by Lemma 2.23),
and thus (4.7) holds for all v = u + ϕ with v ≥ ψ a.e on O and ϕ ∈ C∞0 (O ∪ Γ0). Since
C∞0 (O ∪ Γ0,w) is dense in H10 (O ∪ Γ0,w), then (4.7) holds for all v ∈ H10 (O ∪ Γ0,w) with
v ≥ ψ. 
4.2. Existence and uniqueness of solutions to the penalized equation. Existence of so-
lutions to the coercive variational inequality (see Theorem 4.28) is proved by first establishing
existence, given ε > 0, of uε ∈ V which solves the penalized problem associated with Problem 4.5.
We define the penalization operator by
βε(w) := −1
ε
(ψ −w)+, w ∈ H10 (O ∪ Γ0). (4.11)
Recall that aλ is the coercive bilinear form (3.2).
Problem 4.14 (Penalized equation for the coercive Heston bilinear form). Given a function
f ∈ L2(O,w), we call a function u ∈ H10 (O ∪ Γ0) a solution to the penalized equation for the
coercive Heston bilinear form if
aλ(uε, v) + (βε(uε), v)H = (f, v)H , ∀v ∈ H10 (O ∪ Γ0). (4.12)
We may also write βε(w) = −1ε (w−ψ)−. Note that our definition of βε uses a sign opposite to
that of [8, Equation (1.24)] since we seek functions u such that u ≥ ψ a.e. on O (and not u ≤ ψ
on O) and thus need to “penalize” functions u such that u < ψ on subsets of O with positive
measure.
Lemma 4.15 (Monotonicity of the penalization operator). The penalization operator, βε in
(4.11), is monotone in the sense that
(βε(u)− βε(u˜), u− u˜)H ≥ 0, ∀u, u˜ ∈ V. (4.13)
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Proof. Write
εβε(u)− εβε(u˜) = −(ψ − u)+ + (ψ − u˜)+,
u− u˜ = −(ψ − u)+ + (ψ − u)− + (ψ − u˜)+ − (ψ − u˜)−,
and observe that
(εβε(u)− εβε(u˜), u− u˜)H = ‖(ψ − u)+‖2H + ‖(ψ − u˜)+‖2H − 2((ψ − u)+, (ψ − u˜)+)H
+ ((ψ − u˜)+, (ψ − u)−)H + ((ψ − u)+, (ψ − u˜)−)H
≥ ((ψ − u˜)+, (ψ − u)−)H + ((ψ − u)+, (ψ − u˜)−)H
(using 2ab ≤ a2 + b2, a, b,∈ R)
≥ 0,
as desired, using the fact in the last inequality that each of the terms (ψ − u˜)+, (ψ − u)−)H ,
((ψ − u)+, (ψ − u˜)− is non-negative. 
We have the following analogue of the a priori estimate [8, Equation (3.1.44)] for solutions to
the penalized equation.
Lemma 4.16 (A priori estimate for a solution to the penalized equation). If uε ∈ V is a solution
to Problem 4.14, then
‖uε‖V ≤ C
(‖f‖H + ‖ψ+‖V ) , ∀ε > 0, (4.14)
where C depends only on the constant coefficients of A.
Proof. We have ψ+ ∈ H10 (O ∪Γ0,w) by (4.6) and so we may choose v = uε−ψ+ ∈ H10 (O ∪Γ0,w)
in (4.12). Noting that βε(ψ
+) = 0 since ψ+ = ψ + ψ− ≥ ψ a.e. on O, we obtain
aλ(uε, uε − ψ+) + (βε(uε)− βε(ψ+), uε − ψ+)H = (f, uε − ψ+)H . (4.15)
Since βε is monotone, applying (4.13) to the preceding identity yields
aλ(uε, uε − ψ+) ≤ (f, uε − ψ+)H ,
and so
aλ(uε − ψ+, uε − ψ+) ≤ (f, uε − ψ+)H − aλ(ψ+, uε − ψ+).
Combining the preceding inequality with the G˚arding inequality (3.4) and the continuity estimate
(3.3) for aλ(u, v) gives
ν1‖uε − ψ+‖2V ≤ C
(‖f‖H + ‖ψ+‖V ) ‖uε − ψ+‖V ,
and therefore we obtain (4.14). 
We also have the following analogue of the a priori estimate for the penalization term [8,
Equation (3.1.36)].
Lemma 4.17 (A priori estimate for the penalization term). If uε ∈ V is a solution to Problem
4.14, then
‖(ψ − uε)+‖H ≤ C
√
ε
(‖f‖H + ‖ψ+‖V ) , ∀ε > 0, (4.16)
where C depends only on the constant coefficients of A.
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Proof. As in the proof of Lemma 4.16, choose v = uε − ψ+ in (4.12) to give∣∣(βε(uε), uε − ψ+)H ∣∣ = ∣∣−aλ(uε, uε − ψ+) + (f, uε − ψ+)H ∣∣
≤ C‖uε‖V ‖uε − ψ+‖V + ‖f‖H‖uε − ψ+‖H (by (3.3)),
and thus ∣∣(βε(uε), uε − ψ+)H ∣∣ ≤ C (‖f‖H + ‖ψ+‖V )2 (by (4.14)), (4.17)
where C > 0 depends only on the constant coefficients of A and is independent of ε. But
(βε(uε), ψ − uε)H = (βε(uε), ψ+ − uε)H + (βε(uε), ψ − ψ+)H
≥ (βε(uε), ψ+ − uε)H (by (4.11) and fact that ψ − ψ+ = −ψ− ≤ 0)
≥ −C (‖f‖H + ‖ψ+‖V )2 (by (4.17)).
Hence, because βε(uε) = −ε−1(ψ − uε)+ by (4.11), we obtain
−ε−1((ψ − uε)+, (ψ − uε)+)H = −ε−1((ψ − uε)+, ψ − uε)H
≥ −C (‖f‖H + ‖ψ+‖V )2 ,
and this yields (4.16). 
By analogy with [8, Theorem 3.1.2] we have
Theorem 4.18 (Existence and uniqueness of solutions to the penalized equation). There exists
a unique solution to Problem 4.14.
Proof of uniqueness in Theorem 4.18. The proof of uniqueness is almost identical to that of the
proof of [8, Theorem 3.1.2]. Let u, u˜ be two solutions of (4.12). Then, substituting u, u˜ in (4.12),
subtracting the resulting equations, and choosing v = u− u˜ yields
aλ(u− u˜, u− u˜) + (βε(u)− βε(u˜), u− u˜)H = 0.
The operator βε is monotone by Lemma 4.15. Hence,
aλ(u− u˜, u− u˜) ≤ 0,
and (3.4) ensures that ‖u− u˜‖V = 0, so u = u˜ a.e. on O. 
Lemma 4.19 (Fixed point lemma). [69, Lemma 1.4.3] Let m ≥ 1 and let F : Rm → Rm be a
continuous map such that for a suitable ̺ > 0 one has
(F (ξ), ξ) ≥ 0, ∀ξ ∈ Rm, |ξ| = ̺.
Then there exists ξ0, |ξ0| ≤ ̺, such that F (ξ0) = 0.
Proof of existence in Theorem 4.18. The proof of existence is similar to that of the proof of [8,
Theorem 3.1.2]. We introduce a family of Vm ⊂ V , m = 1, 2, 3, . . ., of m-dimensional subspaces
such that
• For each v ∈ V , there is a vm ∈ Vm, for each m ≥ 1, such that
‖v − vm‖V → 0, m→∞. (4.18)
• There exists v0 ∈ Vm ∩K, for all m ≥ 1.
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We may choose v0 = ψ
+ ∈ K and let v′0, v′1, . . . , v′k, . . . be an orthonormal basis for the Hilbert
space V , where v′0 := v0/‖v0‖V if v0 6= 0 and if v0 = 0, then choose any v′0 ∈ V with ‖v′0‖V = 1.
Let Vm := span{v′0, . . . , v′m−1}, m ≥ 1.
We now consider the finite-dimensional problem, which is to find um ∈ Vm such that
aλ(um, v) + (βε(um), v)H = (f, v)H , ∀v ∈ Vm. (4.19)
Such a um exists by Lemma 4.19 and by (4.14), we have
‖um‖V ≤ C
(‖f‖H + ‖ψ+‖V ) , (4.20)
where C > 0 depends only on the constant coefficients of A and is independent of m and ε. We
can therefore extract a weakly convergent subsequence, again denoted um, such that
um ⇀ uε weakly in V, m→∞. (4.21)
Moreover, (4.16) yields
‖(ψ − um)+‖H ≤ C
√
ε
(‖f‖H + ‖ψ+‖V ) , (4.22)
where C > 0 depends only on the constant coefficients of A and is independent of m and ε. From
(4.22), by passing to a weakly convergent subsequence, we can assume that as m→∞,
(ψ − um)+ ⇀ χ weakly in H, (4.23)
for some χ ∈ H.
For an arbitrary v ∈ V , we may choose {vm}m≥0 ∈ V satisfying (4.18) and replace v in (4.19)
by vm to give
aλ(um, vm) + (βε(um), vm)H = (f, vm)H , ∀m ≥ 0.
As m → ∞, we have vm converges strongly to v ∈ V by (4.18) and um converges weakly to
uε ∈ V by (4.21), and βε(um) converges weakly to ε−1χ ∈ H by (4.23). Therefore, by Lemma
B.3, we can take limits in the preceding identity as m→∞ and obtain
aλ(uε, v) + (ε
−1χ, v)H = (f, v)H , ∀v ∈ V. (4.24)
From (4.24) we see that uε will be the desired solution to (4.12) provided we can show
ε−1χ = βε(uε), (4.25)
that is, provided we can show
χ = (ψ − uε)+.
Because the embedding V → H is not necessarily compact, we adapt the alternative monotonicity
proof of [8, Theorem 1.1.2] to prove (4.25). Define
Xm := aλ(um − vm, um − vm) + (βε(um)− βε(vm), um − vm)H ,
where vm obeys (4.18). From (3.4) and (4.13) we have
Xm ≥ 0, m ≥ 1.
Moreover, using (4.19), we have
Xm = (f, um − vm)H − aλ(vm, um − vm)− (βε(vm), um − vm)H ,
from which we deduce that
(f, uε − v)H − aλ(v, uε − v)− (βε(v), uε − v)H ≥ 0, (4.26)
by taking limits as m → ∞ and applying Lemma B.3. But replacing v ∈ V in (4.24) with
v − uε ∈ V gives
aλ(uε, v − uε) + (ε−1χ, v − uε)H − (f, uε − v)H = 0. (4.27)
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By adding (4.26) and (4.27), we deduce that
aλ(uε − v, uε − v) + (ε−1χ− βε(v), uε − v)H ≥ 0, ∀v ∈ V.
Taking v = uε − δϕ with arbitrary δ > 0 and ϕ ∈ V we then deduce that
δ2aλ(ϕ,ϕ) + δ(ε
−1χ− βε(uε − δϕ), ϕ)H ≥ 0.
Dividing by δ and letting δ → 0, we therefore obtain
(ε−1χ− βε(uε), ϕ)H ≥ 0, ∀ϕ ∈ V,
so that
ε−1χ = βε(uε).
This proves (4.25) and completes the proof of existence. 
Before proceeding to the statement and proof of another useful a priori estimate, we will need
Lemma 4.20 (Strong monotonicity of the penalization operator). The penalization operator, βε
in (4.11), is strongly monotone in the sense that
(βε(u)− βε(u˜), ϕ2(u− u˜))H ≥ 0, ∀u, u˜ ∈ V, (4.28)
if ϕ ∈ C∞0 (R2).
Proof. We adapt the proof of Lemma 4.15 and observe that
(εβε(u)− εβε(u˜), ϕ2(u− u˜))H = ‖ϕ(ψ − u)+‖2H + ‖ϕ(ψ − u˜)+‖2H − 2(ϕ(ψ − u)+, ϕ(ψ − u˜)+)H
+ (ϕ(ψ − u˜)+, ϕ(ψ − u)−)H + (ϕ(ψ − u)+, ϕ(ψ − u˜)−)H
≥ 0,
as desired. 
For the proof of the next lemma and at several later points in this article, we will need to use
a cutoff function with certain properties, so we fix a choice below.
Definition 4.21 (Cutoff function). Let η ∈ C∞(R) be a cutoff function such that 0 ≤ η ≤ 1,
η = 1 on (−∞, 1), η = 0 on (2,∞), while |η′| ≤ 2 and |η′′| ≤ 4 on R. For R ≥ 1, let ζR :=
η(dist(·, O)/R) ∈ C∞0 (R2) be the corresponding cutoff function such that 0 ≤ ζR ≤ 1, ζR = 1 on
B(R) and ζR = 0 on R2 \B(2R), where B(R) := {(x, y) ∈ R2 : x2+ y2 < R2}, and, for all R ≥ 1,
|DζR| ≤ 10 on R2, (4.29)
|D2ζR| ≤ 100 on R2. (4.30)
A straightforward calculation yields
Lemma 4.22. For R ≥ 1 and ζR as in Definition 4.21, DζR and suppD2ζR have support in
B(2R) \ B¯(R), and
|DζR| ≤ 10R−1 on R2, (4.31)
|D2ζR| ≤ 100R−2 on R2. (4.32)
Lemma 4.23 (A priori estimate for a solution to the penalized equation). Assume the hypotheses
of Theorem 4.18. If s ≥ 1/2, ysf ∈ L2(O,w), y2s−1/2ψ ∈ H1(O ∪ Γ0,w), uε ∈ H1(O ∪ Γ0,w) is
a solution to Problem 4.14, and ysuε ∈ L2(O,w), then ysuε ∈ H1(O,w), and
‖ysuε‖H1(O,w) ≤ C
(
‖ysf‖L2(O,w) + ‖(1 + ys)uε‖L2(O,w) + ‖(1 + y2s−1/2)ψ+‖H1(O,w)
)
, (4.33)
where the positive constant C depends only on s, γ, and the constant coefficients of A.
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Proof. We proceed as in the proof of Lemma 4.16, but now choose ϕ ∈ C∞0 (R2) and v = ϕ2(uε−
ψ+) to give
aλ(uε, ϕ
2(uε − ψ+)) + (βε(uε)− βε(ψ+), ϕ2(uε − ψ+))H = (f, ϕ2(uε − ψ+))H . (4.34)
Since βε is strongly monotone by Lemma 4.20, applying (4.28) to the preceding identity yields
aλ(uε, ϕ
2(uε − ψ+)) ≤ (f, ϕ2(uε − ψ+))H ,
and so
aλ(uε − ψ+, ϕ2(uε − ψ+)) ≤ (ϕf, ϕ(uε − ψ+))H − aλ(ψ+, ϕ2(uε − ψ+)).
Applying the commutator energy identity (2.34) to the preceding inequality yields
aλ(ϕ(uε − ψ+), ϕ(uε − ψ+))
= aλ(uε − ψ+, ϕ2(uε − ψ+)) + ([A,ϕ](uε − ψ+), ϕ(uε − ψ+))H
≤ (ϕf, ϕ(uε − ψ+))H − aλ(ψ+, ϕ2(uε − ψ+)) + ([A,ϕ](uε − ψ+), ϕ(uε − ψ+))H
= (ϕf, ϕ(uε − ψ+))H − aλ(ϕψ+, ϕ(uε − ψ+)) + ([A,ϕ]ψ+, ϕ(uε − ψ+))H
+ ([A,ϕ](uε − ψ+), ϕ(uε − ψ+))H .
Combining the preceding inequality with the G˚arding inequality (3.4) and the continuity estimate
(3.3) for aλ(·, ·) gives
‖ϕ(uε − ψ+)‖2V ≤ C
(|ϕf |H |ϕ(uε − ψ+)|H + ‖ϕψ+‖V ‖ϕ(uε − ψ+)‖V
+ |ϕ[A,ϕ]ψ+|H |(uε − ψ+)|H + |([A,ϕ](uε − ψ+), ϕ(uε − ψ+))H |
)
,
where the constant C depends only on the constant coefficients of A. Applying the commutator
identity (2.33) and the commutator estimate (2.36) in the preceding inequality yields
‖ϕ(uε − ψ+)‖2V ≤ C
(|ϕf |H |ϕ(uε − ψ+)|H + ‖ϕψ+‖V ‖ϕ(uε − ψ+)‖V )
+ C
(|yϕ|Dϕ||Dψ+||H + |yϕ|D2ϕ|ψ+|H + |(1 + y)ϕ|Dϕ|ψ+|H) |(uε − ψ+)|H
+ C|y1/2(|Dϕ| + |Dϕ|1/2)(uε − ψ+)|2H ,
where the constant C depends only on γ and the constant coefficients of A. Let ζR ∈ C∞0 (R2) be
the cutoff function in Definition 4.21 and choose ϕ = ζRy
s, so
|Dϕ| ≤ ys|DζR|+ sζRys−1,
|D2ϕ| ≤ ys|D2ζR|+ 2s|DζR|ys−1 + s|s− 1|ζRys−2,
noting that DζR and D
2ζR are supported in B¯(2R)\B(R). Substituting these pointwise inequal-
ities into the preceding estimate for ‖ϕ(uε − ψ+)‖V , using
‖ϕψ+‖2V = |y1/2D(ϕψ+)|2H + |(1 + y)1/2ϕψ+|2H (by Definition 2.15),
and D(ϕψ+) = ϕDψ+ + (Dϕ)ψ+, and
|D(ϕψ+)| ≤ ζRysDψ+ + (ys|DζR|+ sζRys−1)ψ+,
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gives
‖ϕ(uε − ψ+)‖2V ≤ C|ysf |H |ys(uε − ψ+)|H
+ C
(
|ys−1/2ψ+|H + |ys+1/2Dψ+|H + |(1 + y)1/2ysψ+|H
)
‖ϕ(uε − ψ+)‖V
+ C
(|(y2s+1|DζR|+ y2s)|Dψ+||H + |(y2s+1|D2ζR|+ y2s|DζR|+ y2s−1)ψ+|H
+ |(1 + y)(y2s|DζR|+ y2s−1)ψ+|H
) |(uε − ψ+)|H
+ C|y1/2(|(ys|DζR|+ ys−1)|+ |(ys|DζR|+ ys−1)|1/2)(uε − ψ+)|2H ,
where the positive constant C depends only on s, γ, and the constant coefficients of A. By using
rearrangement and taking square roots, we obtain
‖ϕ(uε − ψ+)‖V ≤ C
(|ysf |H + |ys(uε − ψ+)|H
+ |ys−1/2ψ+|H + |ys+1/2Dψ+|H + |(1 + y)1/2ysψ+|H
+ |(y2s+1|DζR|+ y2s)|Dψ+||H + |(y2s+1|D2ζR|+ y2s|DζR|+ y2s−1)ψ+|H
+ |(1 + y)(y2s|DζR|+ y2s−1)ψ+|H + |(uε − ψ+)|H
+ |y1/2(|(ys|DζR|+ ys−1)|+ |(ys|DζR|+ ys−1)|1/2)(uε − ψ+)|H
)
.
Applying Lemma 4.22 to estimate y|DζR| ≤ 10 and y2|D2ζR| ≤ 100 yields
‖ζRys(uε − ψ+)‖V ≤ C
(|ysf |H + |ys(uε − ψ+)|H
+ |ys−1/2ψ+|H + |ys+1/2Dψ+|H + |(1 + y)1/2ysψ+|H
+ |y2sDψ+|H + |y2s−1ψ+|H + |(1 + y)y2s−1ψ+|H
+ |(uε − ψ+)|H + |y1/2(ys−1 + y(s−1)/2)(uε − ψ+)|H
)
.
But
‖ζRys(uε − ψ+)‖2V = |y1/2D(ζRys(uε − ψ+))|2H + |(1 + y)1/2ζRys(uε − ψ+)|2H ,
D(ζRy
s(uε − ψ+)) = ζRD(ys(uε − ψ+)) + (DζR)ys(uε − ψ+),
and so
|y1/2ζRD(ys(uε − ψ+))|H + |(1 + y)1/2ζRys(uε − ψ+)|H
≤ |y1/2D(ζRys(uε − ψ+))|H + |ys+1/2|DζR|(uε − ψ+)|H + |(1 + y)1/2ζRys(uε − ψ+)|H
≤ |y1/2D(ζRys(uε − ψ+))|H + |(1 + y)1/2ζRys(uε − ψ+)|H + 10|ys−1/2(uε − ψ+)|H
(by (4.31))
≤ ‖ζRys(uε − ψ+)‖V + 10|ys−1/2(uε − ψ+)|H .
Combining the preceding inequality with the preceding estimate for ‖ζRys(uε − ψ+)‖V , taking
the limit as R → ∞, and applying the dominated convergence theorem and the Definition 2.15
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of ‖ · ‖V , yields
‖ys(uε − ψ+)‖V ≤ C
(|ysf |H + |ys(uε − ψ+)|H
+ |ys−1/2ψ+|H + |ys+1/2Dψ+|H + |(1 + y)1/2ysψ+|H
+ |y2sDψ+|H + |y2s−1ψ+|H + |(1 + y)y2s−1ψ+|H
+ |(uε − ψ+)|H + |y1/2(ys−1 + y(s−1)/2)(uε − ψ+)|H
)
.
Finally, since
|ys−1/2ψ+|H + |ys+1/2Dψ+|H + |(1 + y)1/2ysψ+|H
+ |y2sDψ+|H + |y2s−1ψ+|H + |(1 + y)y2s−1ψ+|H
≤ C
(
|y1/2D((1 + y2s−1/2)ψ+)|H + |(1 + y)1/2(1 + y2s−1/2)ψ+|H
)
≤ C‖(1 + y2s−1/2)ψ+‖V ,
when s ≥ 1/2 and where C depends only on s, we obtain (4.33) from the preceding estimate for
‖ys(uε − ψ+)‖V . 
To obtain a comparison principle for solutions to the Heston penalized equation, we require
Hypothesis 4.24 (Condition on the upper envelope and obstacle functions). Suppose ψ is as in
Problem 4.5. Require that there is a function M ∈ H2(O,w) which obeys
ψ ≤M a.e. on O. (4.35)
We then obtain
Lemma 4.25 (A priori comparison principle for a solution to the penalized equation). Suppose
there are M,m ∈ H2(O,w) obeying (3.8), (3.9), (3.10), and (4.35). Let f ∈ L2(O,w) and require
that f obeys (3.12). If uε ∈ H10 (O ∪Γ0,w) is a solution to Problem 4.14, then M,m, and uε obey
m ≤ uε ≤M a.e. on O. (4.36)
Proof. We first show that uε ≤M on O. We have (uε−M)+ ∈ H1(O,w) by Lemma A.33. Since
M ≥ 0 on Γ1 by (3.8) and uε = 0 on Γ1 (trace sense) by Lemma A.29, we have uε−M ≤ 0 on Γ1
(trace sense) and thus (uε−M)+ = 0 on Γ1 (trace sense). Therefore (uε−M)+ ∈ H10 (O ∪Γ0,w)
and we can substitute v := (uε −M)+ in (4.12) to give
aλ(uε, (uε −M)+) + (βε(uε), (uε −M)+)H = (f, (uε −M)+)H .
If uε(P ) > M(P ), so (uε(P ) −M(P ))+ > 0 for some P ∈ O, then uε(P ) > ψ(P ) since M ≥ ψ
a.e. on O by (4.35), and thus (ψ(P ) − uε(P ))+ = 0; on the other hand, if uε(P ) ≤ M(P ) for
some P ∈ O, then (uε(P )−M(P ))+ = 0. Therefore, (4.11) gives
(βε(uε), (uε −M)+)H = −1
ε
((ψ − uε)+, (uε −M)+)H = 0.
Next, integration by parts (Lemma 2.23) yields
aλ(M, (uε −M)+) = (AλM, (uε −M)+)H .
By subtracting the preceding two equations we obtain
aλ(uε −M, (uε −M)+) + (βε(uε), (uε −M)+)H = (f −AλM, (uε −M)+)H ,
and thus
aλ((uε −M)+, (uε −M)+) = (f −AλM, (uε −M)+)H .
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Hence,
ν1‖(uε −M)+‖2V ≤ aλ((uε −M)+, (uε −M)+) (by (3.4))
= (f −AλM, (uε −M)+)H
≤ 0 (by (3.12)).
Therefore, (uε−M)+ = 0 a.e. on O and so uε ≤M a.e. on O. (Note that since M,m obey (3.9)
and (3.10), then M,m obey (3.11).)
Next we show that uε ≥ m on O. We have (uε − m)− ∈ H1(O,w) by Lemma A.33. Since
m ≤ 0 on Γ1 by (3.8) and uε = 0 on Γ1 (trace sense) by Lemma A.29, we have uε −m ≥ 0 on Γ1
(trace sense) and thus (uε −m)− = 0 on Γ1 (trace sense). Therefore (uε −m)− ∈ H10 (O ∪ Γ0,w)
and we can substitute v := (uε −m)− in (4.12) to give
aλ(uε, (uε −m)−) + (βε(uε), (uε −m)−)H = (f, (uε −m)−)H ,
while integration by parts (Lemma 2.23) yields
aλ(m, (uε −m)−) = (Aλm, (uε −m)−)H .
Subtracting,
aλ(uε −m, (uε −m)−) + (βε(uε), (uε −m)−)H = (f −Aλm, (uε −m)−)H .
Thus,
−aλ((uε −m)−, (uε −m)−) + (βε(uε), (uε −m)−)H = (f −Aλm, (uε −m)−)H .
Hence, (4.11) gives
aλ((uε −m)−, (uε −m)−) + 1
ε
((ψ − uε)+, (uε −m)−)H = (Aλm− f, (uε −m)−)H .
By (3.4) and the facts that (ψ−uε)+ ≥ 0, (uε−m)− ≥ 0, and Aλm− f ≤ 0 a.e. on O by (3.12),
ν1‖(uε −m)−‖V ≤ aλ((uε −m)−, (uε −m)−)
≤ (Aλm− f, (uε −m)−)H
≤ 0.
Therefore, (uε −m)− = 0 a.e. on O and so uε ≥ m a.e. on O. 
4.3. Existence and uniqueness of solutions to the coercive variational inequality. We
will need to consider a coercive version of Problem 4.5
Problem 4.26 (Coercive variational inequality with homogeneous Dirichlet boundary condition).
We call u ∈ H10 (O∪Γ0,w) a solution to the coercive variational inequality for the Heston operator
with homogeneous Dirichlet boundary condition along Γ1 if u is a solution to Problem 4.5 when
(4.7) is replaced by
aλ(u, v − u) ≥ (f, v − u)L2(O,w) with u ≥ ψ a.e. on O,
∀v ∈ H10 (O ∪ Γ0,w) with v ≥ ψ a.e. on O.
(4.37)
Lemma 4.27 (A priori estimate for solutions to the coercive variational inequality). If u ∈
H1(O ∪ Γ0,w) is the solution to Problem 4.26, then
‖u‖H1(O,w) ≤ C
(‖f‖L2(O,w) + ‖ψ+‖H1(O,w)) , (4.38)
where C depends only on the constant coefficients of A.
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Proof. Substituting v = ψ+ in (4.37) and simplifying yields
−aλ(u, u) ≥ (f, ψ)L2(O,w) − (f, u)L2(O,w) − aλ(u, ψ+).
Applying (3.3) and (3.4), we obtain
ν1‖u‖H1(O,w) ≤ ‖f‖L2(O,w)‖ψ‖L2(O,w) + ‖f‖L2(O,w)‖u‖L2(O,w) + C‖u‖H1(O,w)‖ψ+‖H1(O,w),
and therefore, using rearrangement and taking square roots, we obtain (4.38). 
Recall that aλ(·, ·) is defined by (3.2). By analogy with [8, Theorem 3.1.1] we have:
Theorem 4.28 (Existence and uniqueness for the coercive variational inequality). There exists
a unique solution u ∈ K to Problem 4.26.
Proof of uniqueness in Theorem 4.28. The proof of uniqueness is almost identical to that of the
proof of [8, Theorem 3.1.1]. Indeed, suppose u1, u2 are possible solutions. We take v = u2
(respectively, v = u1) in the inequality (4.37) relating to u1 (respectively, u2), to give
aλ(u1, u2 − u1) ≥ (f, u2 − u1)H ,
aλ(u2, u1 − u2) ≥ (f, u1 − u2)H ,
and by adding, we obtain
−aλ(u1 − u2, u1 − u2) ≥ 0,
and hence
ν1‖u1 − u2‖2V ≤ aλ(u1 − u2, u1 − u2) ≤ 0,
and so u1 = u2 a.e. on O. 
Proof of existence in Theorem 4.28. Given ε > 0, let uε be the unique solution to (4.12) produced
by Theorem 4.18. By (4.14), the sequence {uε}ε∈(0,1] ⊂ H10 (O ∪ Γ0,w) is uniformly bounded in
H1(O,w). Therefore, we can extract a subsequence, also denoted by {uε}ε∈(0,1], such that
uε ⇀ u weakly in V as ε→ 0, (4.39)
for some u ∈ V . We deduce from (4.16) that
(ψ − uε)+ → 0 strongly in H as ε→ 0. (4.40)
The proof of (4.25), replacing um ⇀ uε as m→∞ by uε ⇀ u as ε→ 0, yields
(ψ − uε)+ ⇀ (ψ − u)+ weakly in H as ε→ 0.
Therefore, (ψ − u)+ = 0 by (4.40). Hence,
u ∈ K.
Equation (4.12), for v ∈ H10 (O ∪ Γ0,w) and v = uε, yields
aλ(uε, v) + (βε(uε), v)H = (f, v),
aλ(uε, uε) + (βε(uε), uε)H = (f, uε).
When v ∈ K we have βε(v) = 0 and so, subtracting the second equation from the first, we obtain
aλ(uε, v − uε)− (f, v − uε)H = (βε(v)− βε(uε), v − uε)H ≥ 0,
where the inequality follows from (4.13). Therefore,
aλ(uε, v) − (f, v − uε)H ≥ aλ(uε, uε),
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and hence, taking the limit as ε→ 0 and applying (4.39) and Lemma B.3, we find that
aλ(u, v)− (f, v − u)H ≥ lim inf
ε→0
aλ(uε, uε) ≥ aλ(u, u).
Therefore,
aλ(u, v − u) ≥ (f, v − u)H , ∀v ∈ K,
and u is a solution to the variational inequality (4.37), as desired. 
Corollary 4.29 (A posteriori estimate for a solution to the coercive variational inequality).
Suppose s ≥ 1/2 and that there are functions M,m ∈ H2(O,w) obeying (3.8), (3.9),(3.10),
(4.35), and
(1 + ys)M, (1 + ys)m ∈ Lq(O,w) for some q > 2. (4.41)
Require that f ∈ L2(O,w) obeys (3.12) and
ysf ∈ L2(O,w), (4.42)
while ψ ∈ H1(O,w) obeys
(1 + y2s−1/2)ψ+ ∈ H1(O,w). (4.43)
If u ∈ H1(O ∪ Γ0,w) is the unique solution to Problem 4.26, then ysu ∈ H1(O,w), and
‖ysu‖H1(O,w) ≤ C
(
‖ysf‖L2(O,w) + ‖(1 + ys)u‖L2(O,w) + ‖(1 + y2s−1/2)ψ+‖H1(O,w)
)
, (4.44)
where C depends only on s and the constant coefficients of A.
Proof. Let {uε}ε∈(0,1] ⊂ H10 (O ∪ Γ0,w) be the sequence defined in the proof of existence in
Theorem 4.28, with uε ⇀ u weakly in H
1(O,w) as ε → 0 by (4.39). Lemma 4.25 implies that
M,m, and the uε obey the pointwise bound (4.36). Therefore, by (4.36) and (4.41), we have
(1 + ys)|uε| ≤ (1 + ys)(|M | + |m|) a.e. on O. (4.45)
Hence, Corollary A.20 implies that, after passing to a subsequence, we may suppose
(1 + ys)uε → (1 + ys)u strongly in L2(O,w) as ε→ 0. (4.46)
Taking limits as ε→ 0 in the inequality (4.33) yields
lim inf
ε→0
‖ysuε‖H1(O,w) ≤ C
(
‖ysf‖L2(O,w) + ‖(1 + ys)u‖L2(O,w) + ‖(1 + y2s−1/2)ψ+‖H1(O,w)
)
.
Moreover, (4.33) and (4.45) imply that the sequence {ysuε}ε∈(0,1] is uniformly bounded inH1(O,w)
and so, after passing to a subsequence again, we may assume that ysuε ⇀ v weakly in H
1(O,w)
as ε→ 0, for some v ∈ H10 (O ∪Γ),w). Since ysuε → ysu strongly in L2(O,w) as ε→ 0 by (4.46),
we must have v = ysu a.e. on O. Because ‖ysu‖H1(O,w) ≤ lim infε→0 ‖ysuε‖H1(O,w), we obtain
the inequality (4.44) from the preceding estimate for lim infε→0 ‖ysuε‖H1(O,w). 
Remark 4.30 (A posteriori estimate). The estimate in 4.29 is only a posteriori because we
obtain it by taking limits of the solutions to the penalized equation and rely on the fact that the
solution to the coercive variational inequality is unique.
By analogy with [8, Theorem 3.1.4], which assumes that O is bounded and A is uniformly
elliptic with bounded coefficients, we have:
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Theorem 4.31 (A priori comparison principle for the coercive variational inequality). Assume
the hypotheses of Theorem 4.28. If
f2 ≥ f1 a.e. on O, (4.47)
ψ2 ≥ ψ1 a.e. on O, (4.48)
and ui solve Problem 4.26 with f, ψ replaced by fi, ψi, i = 1, 2, then u2 ≥ u1 a.e. on
Proof. In the variational inequality (4.37) for u1,
aλ(u1, v − u1) ≥ (f1, v − u1)H ,
we can take v − u1 = −(u2 − u1)−, provided v ≥ ψ1, to give
− aλ(u1, (u2 − u1)−) ≥ −(f1, (u2 − u1)−)H . (4.49)
Recall that we denote w = w+ − w−, where w+ := max{w, 0} and w− := −min{w, 0}. When
u1(P ) ≤ u2(P ), then (u2(P )− u1(P ))− = 0 and v(P ) = u1(P ) ≥ ψ1(P ), while if u1(P ) ≥ u2(P ),
then
v(P ) = u1(P )− (u2(P )− u1(P ))−
= u1(P ) + u2(P )− u1(P )
= u2(P ) ≥ ψ2(P )
≥ ψ1(P ) (by (4.48),
and thus v ≥ ψ1 a.e. on O, as needed for (4.49).
In the variational inequality (4.37) for u2,
aλ(u2, v − u2) ≥ (f2, v − u2)H ,
take v − u2 = (u2 − u1)− ≥ 0 to give v ≥ u2 ≥ ψ2 and thus
aλ(u2, (u2 − u1)−) ≥ (f2, (u2 − u1)−)H . (4.50)
Adding inequalities (4.49) and (4.50) gives
aλ(u2 − u1, (u2 − u1)−) ≥ (f2 − f1, (u2 − u1)−)H ≥ 0 (by (4.47)).
Consequently, using a(v+, v−) = 0 for all v ∈ V and applying (3.4) yields
ν1‖(u2 − u1)−‖2V ≤ aλ((u2 − u1)−, (u2 − u1)−) ≤ 0,
so that (u2 − u1)− = 0 and thus u2 ≥ u1 a.e. on O, as desired. 
To obtain a comparison principle for solutions to the coercive Heston variational inequality, we
require
Hypothesis 4.32 (Conditions on envelope functions). There are M,m ∈ H2(O,w) obeying
(3.8), (3.9), (3.10), (4.35), and
M,m ∈ Lq(O,w) for some q > 2. (4.51)
We then have
Lemma 4.33 (A posteriori comparison principle for the variational inequality). Suppose there
are functions M,m ∈ H2(O,w) obeying (3.8), (3.9), (3.10), (4.35), and (4.51). Let f ∈ L2(O,w)
and require that f obeys (3.12). If u ∈ H10 (O ∪ Γ0,w) is the unique solution to Problem 4.26,
then M,m, and u obey
max{m,ψ} ≤ u ≤M a.e. on O. (4.52)
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Proof. Let {uε}ε∈(0,1] ⊂ H10 (O ∪ Γ0,w) be the sequence defined in the proof of existence in
Theorem 4.28, with uε ⇀ u weakly in H
1(O,w) by (4.39). Lemma 4.25 implies that M,m, and
the uε obey the pointwise bound (4.36). Therefore, by (4.36) and (4.51), Corollary A.20 implies
that, after passing to a subsequence, we may suppose uε → u strongly in L2(O,w) and thus, again
after passing to a subsequence, pointwise a.e. on O by Corollary A.22. Therefore the conclusion
follows by taking pointwise limits in (4.36). 
4.4. Existence and uniqueness of solutions to the non-coercive variational inequality.
We can now proceed to the proof of the general, “non-coercive” case with the aid of
Hypothesis 4.34 (Conditions on envelope functions). There are M,m ∈ H2(O,w) obeying
(1 + y)1/2M, (1 + y)1/2m ∈ Lq(O,w) for some q > 2, (4.53)
(1 + y)M, (1 + y)m ∈ L2(O,w). (4.54)
Hypothesis 4.35 (Auxiliary condition for uniqueness of solutions to the non-coercive variational
inequality). There is a ϕ ∈ H2(O,w) obeying
(1 + y)1/2ϕ ∈ Lq(O,w) for some q > 2. (4.55)
By analogy with [8, Theorem 3.1.5], which assumes that O is bounded and A is uniformly
elliptic with bounded coefficients, we have
Theorem 4.36 (Existence and uniqueness of a solution to the non-coercive variational inequal-
ity). Assume (3.31) holds. Suppose there are M,m ∈ H2(O,w) obeying (3.8), (3.9), (3.10),
(4.35), (4.53), and (4.54). Given f ∈ L2(O,w) obeying (3.39) and ψ ∈ H1(O,w) obeying (4.6),
there exists a solution, u ∈ H1(O ∪ Γ0,w), to Problem 4.5 and u obeys
max{m,ψ} ≤ u ≤M a.e. on O. (4.56)
Moreover, if there is a ϕ ∈ H2(O,w) obeying Hypotheses 3.15 and 4.35, then the solution, u, is
unique.
Remark 4.37 (Role of the hypotheses in Theorem 4.36). The pointwise growth and integral
bounds involving m,M are required in the proofs of existence and uniqueness because the
(1) Sobolev embedding theorems may not hold for weighted Sobolev spaces;
(2) Rellich-Kondrachov embedding theorems may not hold for weighted Sobolev spaces or
unbounded domains;
(3) Bilinear form (2.28) is non-coercive;
(4) Domain O is unbounded;
(5) Coefficients of A are unbounded on O; and
(6) Functions f and ψ may be unbounded.
See §A.2 for additional comments on weighted Sobolev spaces and embedding theorems. The
pointwise growth and integral bounds involving ϕ are required in the proof of uniqueness.
Lemma 4.38 (A priori estimate for solutions to the non-coercive variational inequality). Assume
the hypotheses of Theorem 4.36. If u ∈ V is a solution to Problem 4.5 and yu ∈ L2(O,w), then
‖u‖V ≤ C
(‖f‖H + ‖(1 + y)u‖H + ‖ψ+‖V ) , (4.57)
where C depends only on the constant coefficients of A.
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Proof. Setting fλ := f + λ(1 + y)u and using the definition (3.2) of aλ to write the variational
inequality (4.7) as
aλ(u, v − u) ≥ (fλ, v − u)H , ∀v ∈ K,
we see that (4.57) follows from (4.38). 
We first consider the question of existence in Theorem 4.36.
Proof of existence in Theorem 4.36. We adapt the proof of existence in [8, Theorem 3.1.5]. By
(3.39), we have AM ≥ f a.e. on O and so (AM, v)H ≥ (f, v)H for all v ∈ V , v ≥ 0. Lemma 2.23
(which does not require M = 0 on Γ1) implies that (AM, v)H = a(M,v) and thus
a(M,v) ≥ (f, v)H , ∀v ∈ V, v ≥ 0. (4.58)
We shall use (4.58) to help establish the
Claim 4.39 (Existence of a monotonically decreasing sequence solving a sequence of coercive
variational inequalities). If u0 =M , then there exists a sequence {un}n≥1 ⊂ V such that
un ≥ ψ a.e. on O, ∀n ≥ 1, (4.59)
a(un, v − un) + λ((1 + y)un, v − un)H ≥ (f + λ(1 + y)un−1, v − un)H , (4.60)
∀v ∈ V, v ≥ ψ a.e. on O, n ≥ 1,
M ≥ u1 ≥ · · · ≥ un−1 ≥ un ≥ · · · ≥ m a.e on O. (4.61)
Proof of Claim 4.39. Observe that if un−1 obeys m ≤ un−1 ≤ M , as implied by (4.61), then
(4.54) will ensure that (1 + y)un−1 ∈ L2(O,w) and Theorem 4.28, with source function
f + λ(1 + y)un−1 ∈ L2(O,w),
will yield a (unique) solution, un ∈ V, un ≥ ψ, to (4.60).
We now proceed by induction. To establish (4.61), let n = 1 and choose v in (4.60) such that
v − u1 = −(u0 − u1)−,
that is,
v = min{u0, u1} ≥ ψ a.e. on O,
using the facts that u0 ≥ ψ, u1 ≥ ψ a.e on O, min{u0, u1} = 0 on Γ1 (trace sense), and
min{u0, u1} ∈ V by Lemma A.33, so that v ∈ K. The choice u0 =M is admissible in (4.60) since
it is only used to define the source function, f +λ(1+ y)u0, which does not require u0 = 0 on Γ1.
Therefore, (4.60) with n = 1 gives
−a(u1, (u0 − u1)−)− λ((1 + y)u1, (u0 − u1)−)H ≥ −(f + λ(1 + y)u0, (u0 − u1)−)H .
Choosing v = (u0 − u1)− in (4.58) and recalling that u0 =M by hypothesis of Claim 4.39 yields
a(u0, (u0 − u1)−) ≥ (f, (u0 − u1)−)H .
By adding the preceding two inequalities we obtain
a(u0 − u1, (u0 − u1)−) + λ((1 + y)(u0 − u1), (u0 − u1)−)H ≥ 0,
and thus
a((u0 − u1)−, (u0 − u1)−) + λ‖(1 + y)1/2(u0 − u1)−‖2H ≤ 0.
The preceding inequality and (3.4) gives
ν1‖(u0 − u1)−‖2V ≤ aλ((u0 − u1)−, (u0 − u1)−) ≤ 0,
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so (u0 − u1)− = 0 a.e. on O and thus
u0 ≥ u1 a.e. on O.
We now assume (4.61) is established for {u1, . . . , un−1} and show that un−1 ≥ un a.e. on O. We
choose v ∈ V to be defined in (4.60) with un and un−1 respectively by
v − un = −(un−1 − un)− in (4.60) for un,
v − un−1 = (un−1 − un)− in (4.60) for un−1,
to give
− a(un, (un−1 − un)−)− λ((1 + y)un, (un−1 − un)−)H
≥ −(f + λ(1 + y)un−1, (un−1 − un)−)H ,
a(un−1, (un−1 − un)−) + λ((1 + y)un−1, (un−1 − un)−)H
≥ (f + λ(1 + y)un−2, (un−1 − un)−)H .
Adding these inequalities yields
a(un−1 − un, (un−1 − un)−) + λ((1 + y)(un−1 − un), (un−1 − un)−)H
≥ λ((1 + y)(un−2 − un−1, (un−1 − un)−)H ,
and thus, by (3.2),
aλ((un−1 − un)−, (un−1 − un)−) ≤ λ((1 + y)(un−1 − un−2, (un−1 − un)−)H ≤ 0,
where we use un−2 ≥ un−1 a.e. on O to obtain the last inequality. We conclude that
un−1 ≥ un a.e. on O, ∀n ≥ 1,
just as in the argument that u0 ≥ u1 a.e. on O. This establishes the monotonicity in (4.61).
We may simultaneously establish the lower bound in (4.61), that is
un ≥ m a.e. on O, ∀n ≥ 1. (4.62)
Again, we shall assume (4.61) is established for {u1, . . . , un−1} and show that un obeys (4.62);
we omit the initial step of assuming n = 1 and showing that u1 obeys (4.62) since the proof is
virtually identical (one just replaces un by u1 and un−1 by u0 = M). We choose v in (4.60) by
setting
v − un = (un −m)−,
that is,
v = max{un,m}.
We have v ≥ ψ a.e. on O since un ≥ ψ a.e. on O, because un ∈ K by its definition in (4.60).
Moreover, since un ∈ K, we have un ∈ V and m ≤ 0 on Γ1 by (3.8), so it follows from (the proof
of) Lemma A.33 that
v = max{un,m} ∈ V.
Therefore, v ∈ K. From (4.60), we obtain
a(un, (un −m)−) + λ((1 + y)un, (un −m)−)H ≥ (f + λ(1 + y)un−1, (un −m)−)H ,
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which gives
a(un −m, (un −m)−) + λ((1 + y)(un −m), (un −m)−)H
+ a(m, (un −m)−), (un −m)−)H
= a(un −m, (un −m)−) + λ((1 + y)(un −m), (un −m)−)H
+ (Am, (un −m)−), (un −m)−)H (by Lemma 2.23)
≥ (f + λ(1 + y)un−1, (un −m)−)H .
Hence,
a(un −m, (un −m)−) + λ((1 + y)(un −m), (un −m)−)H
≥ (f −Am+ λ(1 + y)un−1, (un −m)−)H ,
and so, because a(u, u−) = −a(u−, u−) using u = u+ − u− and the Definition (2.22) of a(u, v),
a((un −m)−, (un −m)−) + λ((1 + y)(un −m)−, (un −m)−)H
≤ −(f −Am+ λ(1 + y)(un−1 −m), (un −m)−)H .
By virtue of (3.4) we then deduce
ν1‖(un −m)−‖2V + (f −Am+ λ(1 + y)(un−1 −m), (un −m)−))H ≤ 0.
By the induction hypothesis, un−1 −m ≥ 0 a.e. on O and therefore, using f − Am ≥ 0 a.e. on
O from (3.39),
(f −Am+ λ(1 + y)(un−1 −m), (un −m)−)H ≥ 0.
Hence, ‖(un − m)−‖2V ≤ 0 and so (un − m)− = 0 a.e. on O. Therefore, un obeys (4.62). By
induction, the sequence {un}n≥1 obeys (4.61) and this completes the proof of Claim 4.39. 
By taking v = v0 ∈ K (see Assumption 4.12) in (4.60) and using (3.2) we obtain
ν1‖un‖2V ≤ a(un, un) + λ((1 + y)un, un)H
≤ a(un, v0) + λ((1 + y)un, v0)H − (f + λ(1 + y)un−1, v0 − un)H .
Thus,
ν1‖un‖2V ≤ C‖un‖V ‖v0‖V + λ‖(1 + y)1/2un‖H‖(1 + y)1/2v0‖H
+ ‖f‖H‖un‖H + λ‖(1 + y)1/2un−1‖H‖(1 + y)1/2un‖H
+ ‖f‖H‖v0‖H + λ‖(1 + y)1/2un−1‖H‖(1 + y)1/2v0‖H , ∀n ≥ 1.
But (1 + y)1/2un is uniformly L
2(O,w) bounded for all n ≥ 1 by (4.61), the fact that M,m ∈
H2(O,w), and the Definition 2.20 of H2(O,w). Therefore, the preceding inequality gives
ν1‖un‖2V ≤ C1‖un‖V + C2, ∀n ≥ 1,
for some 0 < C1, C2 <∞ and thus
‖un‖V ≤ C, ∀n ≥ 1, (4.63)
for some constant C independent of n ≥ 1. Also, (4.61) implies that
(1 + y)1/2|un| ≤ (1 + y)1/2(1 + |m|+ |M |) a.e. on O, ∀n ≥ 1.
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Therefore, since (1 + y)1/2(1 + |m| + |M |) ∈ Lq(O,w) by (4.53), Corollary A.20 (with r = 2)
implies that, after passing to a subsequence,
(1 + y)1/2un → (1 + y)1/2u strongly in L2(O,w) as n→∞. (4.64)
We deduce from (4.63) that, after passing to a subsequence,
un ⇀ u weakly in V as n→∞. (4.65)
Moreover, by passing to a subsequence, un → u pointwise a.e. on O as n → ∞ by (4.64) and
Corollary A.22. Thus, taking pointwise limits in (4.59) and (4.61), we obtain
max{m,ψ} ≤ u ≤M a.e. on O,
and therefore u obeys the desired bounds (4.56). Moreover, for all v ∈ K,
a(un, v) + λ((1 + y)un, v)H − (f, v − un)H
= a(un, v − un) + λ((1 + y)un, v − un)H + λ((1 + y)un, v)H − (f, v − un)H
+ a(un, un)− λ((1 + y)un, v − un)H
≥ (f + λ(1 + y)un−1, v − un)H + λ((1 + y)un, v)H − (f, v − un)H
+ a(un, un)− λ((1 + y)un, v − un)H (by (4.60))
= λ((1 + y)un−1, v − un)H + λ((1 + y)un, v)H + a(un, un)
− λ((1 + y)un, v − un)H
= a(un, un) + λ((1 + y)un, un)H + λ((1 + y)un−1, v − un)H .
Therefore,
a(un, v) + λ((1 + y)un, v)H − (f, v − un)H
≥ aλ(un, un) + λ((1 + y)un−1, v − un)H .
Taking limits of both sides of the preceding inequality as n→∞,
a(u, v) + λ((1 + y)u, v)H − (f, v − u)H
≥ lim inf
n→∞ aλ(un, un) + limn→∞λ((1 + y)un−1, v)H − limn→∞λ((1 + y)un−1, un)H
≥ aλ(u, u) + λ((1 + y)u, v)H − λ((1 + y)u, u)H (by Lemma B.3)
= a(u, u) + λ((1 + y)u, v)H ,
so that
a(u, v − u)− (f, v − u)H ≥ 0, ∀v ∈ K,
and u is the desired solution. 
Remark 4.40 (Alternative approach to proof of existence). In the proof of existence in Theorem
4.36 we could alternatively have chosen an increasing sequence, un, n ≥ 0, starting from u0 = 0,
as suggested in [8, p. 201].
We next consider the question of uniqueness. We follow the broad outline of the proof of
uniqueness in [8, Theorem 3.1.5], but adapted to take account of the complications described in
Remark 4.37. First, we shall need a preliminary reduction to the case of uniqueness when f is
positive and the solution u is non-negative analogous to Lemmas 3.22 and 3.24.
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Lemma 4.41 (Reduction to the case of existence when the source function is positive and the
solution non-negative). Assume the hypotheses of Theorem 4.36 for existence and uniqueness and
let uϕ ∈ H10 (O ∪ Γ0) ∩ H2(O,w) be as in Lemma 3.21. Define M˜, m˜ as in (3.52) and f˜ as in
(3.56) and define
ψ˜ := ψ + uϕ. (4.66)
Then, in addition to the conclusions of Lemma 3.22, we have ψ˜ ∈ H1(O,w) and
ψ˜ ≤ 0 on Γ1 (trace sense), (4.67)
while M˜, m˜ ∈ H2(O,w) obey
(1 + y)1/2M˜, (1 + y)1/2m˜ ∈ Lq(O,w), for some q > 2. (4.68)
Moreover, existence in Theorem 4.36 of a solution, u, to Problem 4.5 defined by f and ψ and
obeying the bounds (4.56) is equivalent to existence of a solution, u˜, to Problem 4.5 defined by f˜
and ψ˜ and obeying
max{ψ˜, m˜} ≤ u˜ ≤ M˜ a.e. on O. (4.69)
Proof. We first verify the conclusions in the preamble. Observe that (4.68) follows from (4.53)
and (4.55), and (3.51). Since uϕ = 0 on Γ1 then clearly (4.67) holds because of the condition
ψ ≤ 0 on Γ1 (trace sense) in Problem 4.5.
Existence of u˜ implies existence of u. By assumption, there exists a function u˜ ∈ V obeying
(4.69) and
a(u˜, v˜ − u˜) ≥ (f˜ , v˜ − u˜)H , ∀v˜ ∈ V, v˜ ≥ ψ˜. (4.70)
By (3.52) and (4.69), we have
m+ uϕ ≤ u˜ ≤M + uϕ a.e. on O. (4.71)
Therefore, setting u := u˜− uϕ ∈ V yields
m ≤ u ≤M a.e. on O.
Moreover,
u = u˜− uϕ ≥ ψ˜ − uϕ = ψ a.e. on O.
Consequently, u obeys (4.56) by combining the preceding two inequalities. For v ∈ V , write
v := v˜ − uϕ ∈ V and note that v ≥ ψ a.e. on O if and only if v˜ ≥ ψ˜ a.e. on O. Then,
a(u, v − u) = a(u˜− uϕ, v˜ − uϕ − (u˜− uϕ))
= a(u˜− uϕ, v˜ − u˜)
= a(u˜, v˜ − u˜)− a(uϕ, v˜ − u˜)
≥ (f˜ , v˜ − u˜)H − (Aϕ, v˜ − u˜)H (by (3.48) and (4.70))
= (f, v˜ − u˜)H (by (3.56))
= (f, v − u)H , ∀v ∈ V, v ≥ ψ.
Hence, u is a solution to Problem 4.5 defined by the obstacle function, ψ, and source function, f .
Existence of u implies existence of u˜. By assumption, there is a solution u ∈ V to Problem 4.5
defined by the obstacle function, ψ, and source function, f , which obeys (4.56). Set u˜ := u+ uϕ,
so (4.56) implies that u˜ obeys (4.71), while
u˜ = u+ uϕ ≥ ψ + uϕ = ψ˜ a.e. on O,
EXISTENCE, UNIQUENESS AND REGULARITY FOR OBSTACLE PROBLEMS 61
and thus u˜ obeys (4.69). For v˜ ∈ V , write v˜ := v + uϕ ∈ V and recall that v ≥ ψ a.e. on O if
and only if v˜ ≥ ψ˜ a.e. on O. Then,
a(u˜, v˜ − u˜) = a(u+ uϕ, v + uϕ − (u+ uϕ))
= a(u+ uϕ, v − u)
= a(u, v − u) + a(uϕ, v − u)
≥ (f, v − u)H + (Aϕ, v − u)H (by (3.48) and (4.7))
= (f˜ , v − u)H (by (3.56))
= (f˜ , v˜ − u˜)H , ∀v˜ ∈ V, v˜ ≥ ψ˜.
Hence, u˜ obeys (4.70) and thus is a solution to Problem 4.5 defined by the obstacle function, ψ˜,
and source function, f˜ . 
Lemma 4.42 (Non-negative solutions). Assume the hypotheses of Theorem 4.36 for existence
and uniqueness. Let u˜ ∈ H10 (O ∪ Γ0) be a solution to Problem 4.5 defined by f˜ as in (3.56) and
ψ˜ as in (4.66). Then u˜ obeys
u˜ ≥ 0 a.e. on O. (4.72)
Proof. Observe that (3.54) and (3.57) imply that f˜ obeys 0 < f˜ ≤ AM˜ a.e. on O and hence,
replacing m˜ by zero in (4.69), we obtain (4.72). 
Lemma 4.43 (Reduction to the case of uniqueness when the source function is positive and the
solution non-negative). Assume the hypotheses of Theorem 4.36 for existence and uniqueness and
let f˜ be as in (3.56) and ψ˜ be as in (4.66). Then uniqueness of a solution, u, to Problem 4.5
defined by f, ψ is equivalent to uniqueness of a solution, u˜, to Problem 4.5 defined by f˜ , ψ˜.
Proof. Let uϕ be as in Lemma 3.21. Lemma 4.41 implies that ui ∈ H10 (O ∪ Γ0), i = 1, 2 are two
solutions to Problem 4.5 defined by f, ψ if and only if u˜i := ui + uϕ ∈ H10 (O ∪ Γ0), i = 1, 2 are
two solutions to Problem 4.5 defined by f˜ , ψ˜. Therefore, u1 = u2 if and only if u˜1 = u˜2 and this
yields the conclusion. 
Proof of uniqueness in Theorem 4.36. We assume the reduction embodied in Lemma 4.41. To
simplify notation we shall omit the “tildes” and write f, ψ, u for f˜ , ψ˜, u˜.
Suppose u1, u2 are two solutions to (4.7), assumed non-negative by (4.72). The proof of unique-
ness is identical to the proof of uniqueness in Theorem 3.16 until we reach the point where we
need to consider variational inequalities rather than variational equations. Therefore, keeping in
mind that u1, u2 now solve (4.7) rather than (2.21), we note that β0u1 satisfies the variational
inequality
aλ(β0u1, β0v − β0u1) = a(β0u1, β0v − β0u1) + λ(β0(1 + y)u1, β0v − β0u1)H (by (3.2))
≥ (β0f, β0v − β0u1)H + λ(β0(1 + y)u1, β0v − β0u1)H (by (4.7))
= (β0f + λβ0(1 + y)u1, β0v − β0u1)H
= (f1, β0v − β0u1)H (by definition (3.69) of f1),
for all β0v ≥ β0ψ, β0v ∈ V , and so
aλ(β0u1, v − β0u1) ≥ (f1, v − β0u1)H , ∀v ∈ V, v ≥ β0ψ =: ψ1.
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Moreover, u2 satisfies the variational inequality
aλ(u2, v − u2) = a(u2, v − u2) + λ((1 + y)u2, v − u2)H
≥ (f, v − u2)H + λ((1 + y)u2, v − u2)H (by (4.7))
= (f + λ(1 + y)u2, v − u2)H
= (f2, v − u2)H (by definition (3.69) of f2), ∀v ∈ V, v ≥ ψ := ψ2.
We are now within the setting of Theorem 4.31 since (3.4) holds and
f1 ≤ f2 on O by (3.69) and ψ1 = β0ψ < ψ = ψ2 on O.
Therefore, Theorem 4.31 implies that β0u1 ≤ u2, analogous to (3.72) in the proof of uniqueness
in Theorem 3.16 and the conclusion follows exactly as in the proof of uniqueness in Theorem
3.16. 
Corollary 4.44 (A posteriori estimate for solutions to the non-coercive variational inequality).
Assume the hypotheses of Theorem 4.36. In addition, require that M,m ∈ H2(O,w) obey
(1 + ys+1)M, (1 + ys+1)m ∈ Lq(O,w) for some q > 2, (4.73)
and that f ∈ L2(O,w) obeys (4.42) and that ψ ∈ H1(O,w) obeys (4.43). If u ∈ H10 (O ∪Γ0,w) is
the unique solution to Problem 4.5, then ysu ∈ H1(O,w), ys+1u ∈ L2(O,w), and
‖ysu‖H1(O,w) ≤ C
(
‖ysf‖L2(O,w) + ‖(1 + ys+1)u‖L2(O,w) + ‖(1 + y2s−1/2)ψ+‖H1(O,w)
)
, (4.74)
where C depends only on s and the constant coefficients of A.
Proof. Setting fλ := f + λ(1 + y)u and using the definition (3.2) of aλ, we may view u ∈ K as
the unique solution to
aλ(u, v − u) ≥ (fλ, v − u)H , ∀v ∈ K.
The source function fλ = f + λ(1 + y)u obeys (3.12) since
Aλm = Am+ λ(1 + y)m (by (3.1))
≤ f + λ(1 + y)u (by (3.39) and (4.56))
≤ AM + λ(1 + y)M (by (3.39) and (4.56))
= AλM (by (4.56)).
Since u obeys (4.56) and M,m obey (4.73), then ys(1 + y)u ∈ L2(O,w) and so ysfλ ∈ L2(O,w).
We can now apply Corollary 4.29 to conclude that (4.44) holds with f replaced by fλ and thus
(4.74) follows. 
For completeness, we can now state and prove a posteriori comparison estimates for solutions
to the coercive variational inequality:
Corollary 4.45 (A posteriori comparison principle for the coercive variational inequality). Given
f, ψ as in Problem 4.5, let u ∈ V, u ≥ ψ be the unique solution to Problem 4.26. Then
max{m,ψ} ≤ u ≤M a.e. on O.
Proof. The conclusion follows from (4.56), noting that this inequality was established a fortiori
by the proof of Theorem 4.36 for the non-coercive bilinear form a(u, v); the hypotheses (4.53)
on m,M are not required for existence of u, while the hypotheses on ϕ were only required for
uniqueness in the non-coercive case and may be omitted in the coercive case. 
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5. Regularity of solutions to the variational equation
We establish higher regularity results for solutions to the variational equation for the elliptic
Heston operator, Problem 2.28. In §5.1, we prove an intermediate a priori estimate for first-order
derivatives of these solutions (Proposition 5.1) while in §5.2 we derive a refined a priori estimate
for first-order derivatives (Proposition 5.8). In §5.3 we derive a priori estimates for second-order
derivatives (Proposition 5.12). In §5.4 we show that solutions to the variational equation are in
H2(O,w) and obtain an a priori H2(O,w) estimate for these solutions (Theorem 5.17) together
with an existence and uniqueness result for strong solutions (Theorem 5.19). We conclude in §5.5
by showing that solutions are Ho¨lder continuous (Theorem 5.20).
5.1. Preliminary a priori estimate for first-order derivatives of a solution to the vari-
ational equation. We obtain a preliminary a priori first-derivative estimate for a solution to
Problem 2.28, weighted by a power of y.
Proposition 5.1 (A priori first-derivative estimate for a solution to the variational equation).
There is a positive constant C depending only on γ and the constant coefficients of A such that,
if u ∈ V is a solution to Problem 2.28 and y1/2f, (1 + y)u ∈ H, then y1/2u ∈ V and
|yDu|H ≤ C
(
|y1/2f |H + |(1 + y)u|H
)
, (5.1)
‖y1/2u‖V ≤ C
(
|y1/2f |H + |(1 + y)u|H
)
. (5.2)
Proof. Let ζR be the cutoff function in Definition 4.21, set ϕ := ζRy
1/2, and observe that yζRu ∈
H10 (O ∪ Γ0,w) and
|Dϕ| ≤ 10(y−1/2 + y1/2) on R2, ∀R ≥ 2.
From (2.34) and (2.36), with the preceding choice of ϕ, we obtain
|a(ζRy1/2u, ζRy1/2u)− a(u, yζ2Ru)| ≤ C|y1/2((y−1/2 + y1/2)1/2 + (y−1/2 + y1/2))u|H
and thus
|a(ζRy1/2u, ζRy1/2u)− a(u, yζ2Ru)| ≤ C|(1 + y)u|2H . (5.3)
From (3.4) we have
ν1‖ζRy1/2u‖2V ≤ a(ζRy1/2u, ζRy1/2u) + λ((1 + y)ζRy1/2u, ζRy1/2u)H ,
and as a(u, ζ2Ryu) = (f, ζ
2
Ryu)H by (2.21), then (5.3) yields
‖ζRy1/2u‖2V ≤ C
(
|(ζRy1/2f, ζRy1/2u)H |+ λ|((1 + y)ζRy1/2u, ζRy1/2u)H |
)
+C|(1 + y)u|2H
≤ C
(
|y1/2f |H |y1/2u|H + |(1 + y)u|2H
)
≤ C
(
|y1/2f |2H + |(1 + y)u|2H
)
,
and thus
‖ζRy1/2u‖V ≤ C
(
|y1/2f |H + |(1 + y)u|H
)
, (5.4)
with constant C depending only on the constant coefficients of A and γ. Using
y1/2D(ζRy
1/2u) = y1/2
(
ζRy
1/2Du+ (DζR)y
1/2u+
1
2
(0, ζRy
−1/2u)
)
= ζRyDu+ (DζR)yu+
1
2
(0, ζRu),
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and recalling the Definition 2.15 of the norm for H1(O,w), we obtain
|ζRyDu|H ≤ ‖ζRy1/2u‖V + |(1 + y)u|H , ∀R ≥ 2,
with constant C depending only on the constant coefficients of A and γ. Combining the preceding
inequality with (5.4) yields
|ζRyDu|H ≤ C
(
|y1/2f |H + |(1 + y)u|H
)
.
Taking limits as R → ∞ and applying the dominated convergence theorem yields (5.1). The
estimate (5.2) follows from (5.1), Definition 2.15, and the identity y1/2D(y1/2u) = yDu+ 12(0, u).

5.2. Refined a priori estimate for first-order derivatives for solutions to the variational
equation. By considering an elliptic version, Lu := y1−β((yβux)x + (yβuy)y), of the parabolic
model operator, considered by Koch in [55, Equation (4.43)], and the map w 7→ Tw := u defined
by the solution to the equation Lu = w, one would anticipate estimates (5.5) and (5.42) analogous
to the first and second-order derivative estimates in [55, Lemma 4.6.1] and its formal proof;
compare [56, Theorems 1 and 1′]. The first-order estimate (5.5) is sharper than (3.41).
Because the argument used by Koch in [55, Proof of Lemma 4.6.1] is formal (as Koch himself
underlines [55, p. 88]), one of our goals in this subsection — aside from extending his result
to case of the Heston and similar degenerate, second-order elliptic operators with lower-order
terms on unbounded domains — is to provide a rigorous proof of [55, Lemma 4.6.1] and our
extensions. In order to avoid technical difficulties which would arise if we used cutoff functions
or finite differences (compare the proofs of [44, Theorems 8.8 & 8.12]), we shall instead appeal to
Theorem 5.2 (Existence and uniqueness of classical solutions when the source function is smooth
with compact support). [32], [83] Suppose that f ∈ C∞0 (O) and Γ1 is C∞. Then there exists a
solution u ∈ C∞(O¯) to Problem 2.25.
Remark 5.3 (Ho¨lder regularity analogue of Theorem 5.2). See Definition 2.13 for C∞(O¯). The-
orem 5.2 is a special case of more general existence, uniqueness, regularity results, and Schauder
estimates for classical solutions to the elliptic Heston equation in [32], [83], where we have a
Ck+2,α boundary portion, Γ1, and source function, f ∈ Ck,α0 (O) (k ≥ 0, α ∈ (0, 1)), yielding a
solution, u ∈ Ck+2,α(O¯); these results are obtained by adapting the proofs of [22, Theorems I.1.1
& II.1.1] for a linearization of the (parabolic) porous medium equation.
Remark 5.4 (Existence and uniqueness of classical solutions to the coercive equation when the
source function is smooth with compact support). Theorem 5.2 extends to the case where A is
replaced by Aλ = A+ λ(1 + y) in Problem 2.25.
Theorem 5.5 (Regularity up to the boundary of a solution to the coercive variational equation
when the source function is smooth with compact support). Suppose that u ∈ H10 (O ∪ Γ0,w)
is a solution to (3.6) with source function f ∈ L2(O,w). If f ∈ C∞0 (O) and Γ1 is C∞, then
u ∈ C∞(O¯) and is a solution to Problem 2.25 with A replaced by Aλ.
Proof. Theorem 5.2 and Remark 5.4 provide a solution u˜ ∈ C∞(O¯) to Problem 2.25 with A
replaced by Aλ and source function f ∈ C∞0 (O), so Aλu˜ = f on O and u˜ = 0 on Γ1. Since
C∞(O¯) ⊂ H2(O,w), then u˜ ∈ H2(O,w) and Lemma 2.29 implies that u˜ ∈ H10 (O ∪ Γ0,w) and
that u˜ is a solution to (3.6).
By hypothesis u ∈ H10 (O ∪ Γ0,w) is a solution to (3.6) with source function f ∈ L2(O,w) and
this solution must be unique by Theorem 3.4. Hence, u˜ = u a.e. on O, and thus u ∈ C∞(O¯), as
desired. 
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Remark 5.6 (Ho¨lder regularity analogue of Theorem 5.5). Theorem 5.5 extends to the more
general case of Ck+2,α boundary portion, Γ1, and source function, f ∈ Ck,α0 (O) (k ≥ 0, α ∈ (0, 1)),
yielding a solution, u ∈ Ck+2,α(O¯), and is considered in [32], [83].
Remark 5.7 (Regularity up to the boundary of a solution to the non-coercive variational equation
when the source function is smooth with compact support). Although not used in this article, if
we are given the additional hypotheses in Theorem 3.16 required to ensure uniqueness of solutions,
Theorem 5.5 extends to the case of a solution, u, to Problem 2.28.
We now prove an analogue of the first-order estimate obtained in the formal proof of [55,
Lemma 4.6.1].
Proposition 5.8 (A refined a priori first-order derivative estimate for solutions to the variational
equation). Assume the hypotheses of Theorem 3.16 for existence and require, in addition, that O
obey Hypothesis 2.7 and that the boundary portion, Γ1, is C
2,α. If u ∈ V is a solution to Problem
2.28 and yu ∈ L2(O,w), then
|Du|H ≤ C (|f |H + |(1 + y)u|H) , (5.5)
where C is a positive constant depending only on the constant coefficients of A.
Proof. The non-coercive variational equation (2.21) in Problem 2.28 may be written as an equiv-
alent coercive variational equation (3.6), that is
aλ(u, v) = (fλ, v)H , ∀v ∈ H1(O ∪ Γ0,w), (5.6)
where aλ(u, v) is defined by (3.2) and
fλ := f + λ(1 + y)u ∈ L2(O,w). (5.7)
Remark 5.9 (Illustration of the proof when Γ1 is C
∞). For the sake of clarity and notational
simplicity in the proof of Proposition 5.8, we shall assume that Γ1 is C
∞ and apply the reduction to
u ∈ C∞(O¯) when f ∈ C∞0 (O) enabled by Theorem 5.5; however, at the cost of more cumbersome
notation, one could just as easily assume Γ1 is C
2,α (α ∈ (0, 1)) and apply the reduction in
Remark 5.6 to the case f ∈ Cα0 (O), yielding a solution, u ∈ C2,α(O¯).
Step 1. Reduction to the case of a smooth source function with compact support and a smooth
solution. From Lemma A.4, we may choose a sequence {fλ,n}n≥1 ⊂ C∞0 (O) such that
fλ,n → fλ strongly in L2(O,w) as n→∞. (5.8)
Let {un}n≥1 ⊂ C∞(O¯) ∩ H10 (O ∪ Γ0,w) be the corresponding sequence of solutions to (5.6)
produced by Theorems 3.4 and 5.5. Now un − un′ solves (5.6) with source function fλ,n − fλ,n′ ,
for all n, n′ ≥ 1, and by (3.7) obeys,
‖un − un′‖H1(O,w) ≤ C‖fλ,n − fλ,n′‖L2(O,w), ∀n, n′ ≥ 1.
Hence, the sequence {un}n≥1 is Cauchy in H10 (O ∪ Γ0,w) and
un → u˜ strongly in H1(O,w) as n→∞,
for some u˜ ∈ H10 (O ∪Γ0,w) which necessarily solves (5.6). Because the solution to (5.6) is unique
by Theorem 3.4, we must have u˜ = u a.e. on O. Therefore,
un → u strongly in H1(O,w) as n→∞, (5.9)
and un = 0 on Γ1, for all n ≥ 1, by Lemma A.25.
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Suppose we have shown that
‖ζRDun‖L2(O,w) ≤ C
(‖fλ,n‖L2(O,w) + ‖(1 + y)ζRun‖L2(O,w)) , ∀n ≥ 1, (5.10)
where C depends at most on the constant coefficients of A and ζR is the cutoff function in
Definition 4.21. By (5.10) and the fact that un−un′ solves (5.6) with source function fλ,n−fλ,n′ ,
for all n, n′ ≥ 1, we must also have
‖ζRD(un − un′)‖L2(O,w) ≤ C
(‖fλ,n − fλ,n′‖L2(O,w)
+ ‖(1 + y)ζR(un − un′)‖L2(O,w)
)
, ∀n, n′ ≥ 1. (5.11)
Since {un}n≥1 is Cauchy in L2(O,w) and, by Definition 4.21 of the cutoff function, ζR, obeys
‖(1 + y)ζR(un − un′)‖L2(O,w) ≤ C(1 + 2R)‖un − un′‖L2(O,w),
then {(1 + y)ζRun}n≥1 must be Cauchy in L2(O,w). Since {fλ,n}n≥1 is also Cauchy in L2(O,w)
by (5.8), the sequence {ζRDun}n≥1 is Cauchy in L2(O,w) by (5.11) and so
ζRDun → w strongly in L2(O,w) as n→∞, (5.12)
for some w ∈ L2(O,w), and thus,
y1/2ζRDun → y1/2w in the sense of L2loc(O) as n→∞. (5.13)
Because un → u strongly in H1(O,w), we have
y1/2Dun → y1/2Du strongly in L2(O,w) as n→∞,
and therefore,
y1/2ζRDun → y1/2ζRDu strongly in L2(O,w) as n→∞. (5.14)
Consequently, y1/2w = y1/2ζRDu a.e. on O by (5.13) and (5.14), and thus w = ζRDu a.e. on O
and (5.12) yields3
ζRDun → ζRDu strongly in L2(O,w). (5.15)
By taking limits in (5.10) as n→∞, we obtain
‖ζRDu‖L2(O,w) ≤ C
(‖fλ‖L2(O,w) + ‖(1 + y)ζRu‖L2(O,w)) , ∀R ≥ 2, (5.16)
where C depends only on the constant coefficients of A. Finally, using ‖(1 + y)ζRu‖L2(O,w) ≤
‖(1+ y)u‖L2(O,w) and taking limits as R→∞ in (5.16) and applying the dominated convergence
theorem yields
‖Du‖L2(O,w) ≤ C
(‖fλ‖L2(O,w) + ‖(1 + y)u‖L2(O,w)) ,
and (5.5) follows from the preceding estimate and (5.7).
Step 2. Verification of the a priori estimate when the source function and solution are smooth.
The preceding argument shows that it is enough to prove (5.16) when fλ is replaced by f˜ ∈ C∞(O¯)
and u ∈ C∞(O¯), with u = 0 on Γ1, solves4
aλ(u, v) = (f˜ , v)H , ∀v ∈ H1(O ∪ Γ0,w). (5.17)
For δ0 > 0 as in Hypothesis 2.7, we have
‖Du‖L2(O,w) ≤ ‖Du‖L2(O∩(R×(0,δ0)),w) + ‖Du‖L2(O∩(R×(δ0,∞)),w).
3In order to prove Proposition 5.8 it would have been sufficient to use ζRDun → ζRDu weakly in L
2(O,w),
which follows immediately from the estimate (5.10) and the convergence results (5.8) and (5.9); however, the strong
convergence result (5.15) is used in the proof of Proposition 5.12.
4Since Vol(O,w) < ∞, we have C∞(O¯) ⊂ H1(O,w), so f˜ ∈ L2(O,w) and, because u = 0 on Γ1, then
u ∈ H10 (O ∪ Γ0,w).
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But
‖Du‖L2(O∩(R×(δ0,∞)),w) ≤ δ−1/20 ‖y1/2Du‖L2(O∩(R×(δ0,∞)),w)
≤ C‖u‖H1(O,w)
≤ C‖f˜‖L2(O,w) (by (3.7)).
Consequently, to prove (5.5), it is sufficient to consider the case5
O = Γ0 ×R+ and Γ1 = ∂Γ0 × R+.
Let ζR be the cutoff function in Definition 4.21 and set
v = ζ2uy on O.
Because u = 0 on Γ1, we have ζ
2uy = 0 on Γ1 and as ζ
2uy ∈ C∞0 (O¯), since u ∈ C∞(O¯), we must
have
v ∈ H10 (O ∪ Γ0,w).
Substituting v = ζ2uy in the expression for aλ(u, v) given by (2.12) and (3.2) and recalling that
by Assumption 2.5 we may assume b1 = 0, yields,
aλ(u, v) =
1
2
∫
O
(
uxuxy + ρσuyuxy + ρσuxuyy + σ
2uyuyy
)
ζ2yw dxdy
−
∫
O
(a1yux − ru)uyζ2w dxdy
− γ
2
∫
O
(ux + ρσuy)uy sign(x)ζ
2yw dxdy
+
∫
O
(ux + ρσuy)uyζζxyw dxdy
+
∫
O
(
ρσux + σ
2uy
)
uyζζyyw dxdy
+ λ
∫
O
(1 + y)uζ2w dxdy
=: K1 +K2 +K3 +K4 +K5 +K6.
Using uxuxy =
1
2(u
2
x)y, uyuyy =
1
2(u
2
y)y, and the expression for w in (2.9), we obtain
K1 =
1
2
∫
O
yβ
(
1
2
((u2x)y + ρσuyuxy + ρσuxuyy +
σ2
2
(u2y)y
)
ζ2e−γ|x|−µy dxdy
=
1
4
∫
O
yβ
(
(u2x)y + σ
2(u2y)y
)
ζ2e−γ|x|−µy dxdy
+
1
2
∫
O
yβρσ(uxuy)yζ
2e−γ|x|−µy dxdy
=: K11 +K12.
5For this segment of the proof we only need to consider the case where Γ1 is C
∞, as assumed in Theorem 5.2,
though analogues of Theorem 5.2 hold for boundaries which are less regular by Remark 5.3.
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Integration by parts with respect to y in the term K11, using the assumption in this step that
O = Γ0 × R+, gives
K11 =
1
4
∫
O
yβ
(
(u2x)y + σ
2(u2y)y
)
ζ2e−γ|x|−µy dxdy
= −β
4
∫
O
yβ−1
(
u2x + σ
2u2y
)
ζ2e−γ|x|−µy dxdy
+
µ
4
∫
O
yβ
(
u2x + σ
2u2y
)
ζ2e−γ|x|−µy dxdy
− 1
2
∫
O
yβ
(
u2x + σ
2u2y
)
ζζye
−γ|x|−µy dxdy
=: K111 +K112 +K113.
Integration by parts with respect to y in the term K12, using the assumption in this step that
O = Γ0 × R+, gives
K12 =
1
2
∫
O
yβρσ(uxuy)yζ
2e−γ|x|−µy dxdy
= −β
2
∫
O
yβ−1ρσuxuyζ2e−γ|x|−µy dxdy
+
µ
2
∫
O
yβρσuxuyζ
2e−γ|x|−µy dxdy
−
∫
O
yβρσuxuyζζye
−γ|x|−µy dxdy
=: K121 +K122 +K123.
Write
K2 = −
∫
O
a1uxuyζ
2yw dxdy +
∫
O
ruuyζ
2
w dxdy
:= K21 +K22.
The identity (5.17) with v = ζ2uy gives
(K111 +K112 +K113) + (K121 +K122 +K123) +K21 +K22
+K3 +K4 +K5 +K6 = (f˜ , ζ
2uy)H ,
(5.18)
and it remains to bound K111 +K121 using the other good terms. Observe that
−(K111 +K121) = β
4
∫
O
(
u2x + σ
2u2y
)
ζ2w dxdy
+
β
2
∫
O
ρσuxuyζ
2
w dxdy
≥ β(1− |ρ|)
4
∫
O
(
u2x + σ
2u2y
)
ζ2w dxdy,
using 2|ρσuxuy| ≤ |ρ|(u2x + σ2u2y). Hence, writing the identity (5.18) as
−(K111 +K121) = −(f˜ , ζ2uy)H +K112 +K113 +K122 +K123 +K21 +K22
+K3 +K4 +K5 +K6,
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and using the universal estimate (4.29) for Dζ = DζR, yields
|ζDu|2H ≤ C
(
|ζf˜ |H |ζDu|H + |y1/2ζDu|2H + |ζu|H |ζDu|H + |(1 + y)ζu|2H
)
.
Rearrangement and taking square roots gives
|ζDu|H ≤ C
(
|ζf˜ |H + |y1/2ζDu|H + |(1 + y)ζu|H
)
≤ C
(
|f˜ |H + |y1/2Du|H + |(1 + y)ζu|H
)
≤ C
(
|f˜ |H + |(1 + y)ζu|H
)
(by (3.7)),
and thus, recalling that ζ = ζR, this gives (5.16). This completes the proof. 
5.3. A priori estimate for second-order derivatives of a solution to the variational
equation. We have an analogue of [44, Theorem 8.8], [31, Theorem 6.3.1].
Theorem 5.10 (Interior H2 regularity). If u ∈ H10 (O ∪ Γ0,w) is a solution to Problem 2.28,
then u ∈ H2
loc
(O) and, for any pair of subdomains O ′′ ⋐ O ′ ⊂ O,
‖u‖H2(O′′) ≤ C
(‖f‖L2(O′,w) + ‖(1 + y)u‖L2(O′,w)) , (5.19)
where the constant C depends only on O ′′,O ′ and the constant coefficients of A.
Proof. This follows from [44, Theorem 8.8] or [31, Theorem 6.3.1], and (3.41). 
We have an analogue of [44, Theorem 8.12], [31, Theorem 6.3.4]:
Lemma 5.11 (Local H2 estimate near Γ1). Require that the domain, O, obey Hypotheses 2.7
and 2.9 with k = 2. Let δ0 be as in Hypothesis 2.9. Suppose f ∈ C∞0 (O) and that u ∈ C∞(O¯) is
a solution to Problem 2.27. Then, for the bounded subdomains U ′ = U ′j ⊂ Uj = U ⊂ R2 defined
in Hypothesis 2.9, we have
‖yD2u‖L2(U ′∩O,w) ≤ C
(‖f‖L2(U∩O,w) + ‖(1 + y)Du‖L2(U∩O,w) + ‖(1 + y)u‖L2(U∩O,w)) , (5.20)
where the constant C depends only on the constant coefficients of A and the constants δ0, δ1,M1, R1
of Hypothesis 2.9.
Proof. From (2.18) and (2.19), we have
A¯u = y−1f on O and u = 0 on Γ1,
where, by (1.2),
A¯u := −1
2
(
uxx + 2ρσuxy + σ
2uyy
)− ((r − q)/y − 1/2)ux − κ(θ/y − 1)uy + (r/y)u.
Let η ∈ C∞0 (R2) be a cutoff function with 0 ≤ η ≤ 1, η = 1 on B(1/2), η = 0 on R2 \B(1), and
|Dαη| ≤ 100 for multi-indices |α| ≤ 2. Let ζ = η ◦ Φ ∈ C∞0 (R2), where Φ = Φj as in Hypothesis
2.9, so ζ = 1 on U ′ and ζ = 0 on R2 \ U . Consequently,
A¯(ζu) = f¯ on U and ζu = 0 on ∂(U ∩ O),
where
f¯ := ζy−1f − [A¯, ζ]u
= ζy−1f +
1
2
(
ζxyu+ 2ζxux + 2ρσ(ζxxu+ ζxuy + ζyux) + σ
2(ζyyu+ 2ζyuy)
)
+ ((r − q)/y − 1/2)ζxu+ κ(θ/y − 1)ζyu (by (2.33)).
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We have ζu ∈ H10 (U ∩ O) since u ∈ C∞(O¯) by hypothesis and ζu = 0 on ∂(U ∩ O). Thus,
ζu ∈ H10 (U ∩O) and ζu is a weak solution to A¯(ζu) = f¯ on U ∩O in the sense of [31, §6.1]. From
[31, Equation (6.3.42)] and examination of the proof of [31, Theorems 6.3.1 & 6.3.4] to determine
the dependencies of the constant C, we obtain
‖ζu‖H2(U∩O) ≤ C
(‖f¯‖L2(U∩O) + ‖ζu‖L2(U∩O))
≤ C (‖y−1f‖L2(U∩O) + ‖Du‖L2(U∩O) + ‖u‖L2(U∩O)) , (5.21)
where C depends only on the constant coefficients of A and the constants δ0, δ1,M1, R1 of Hy-
potheses 2.7 and 2.9. Let y¯ = max{y : (x, y) ∈ U} and y = min{y : (x, y) ∈ U}. Then
y¯ ≤ y + diam(U) = y(1 + y−1diam(U)),
and so, because y ≥ δ0/4 since U ⊂ R× (δ0/4,∞) by Hypothesis 2.9, we have
y¯ ≤ y(1 + 4δ−10 diam(U)).
Hence,
‖yD2u‖L2(U ′∩O) ≤ y¯‖D2u‖L2(U ′∩O) ≤ Cy‖D2u‖L2(U ′∩O)
≤ Cy (‖y−1f‖L2(U∩O) + ‖Du‖L2(U∩O) + ‖u‖L2(U∩O)) (by (5.21))
≤ C (‖f‖L2(U∩O) + ‖(1 + y)Du‖L2(U∩O) + ‖(1 + y)u‖L2(U∩O)) .
Let x¯ = max{|x| : (x, y) ∈ U} and x = min{|x| : (x, y) ∈ U}. For β ≥ 1,
sup
(x,y)∈U
yβ−1e−γ|x|−µy ≤ y¯β−1e−γ|x|−µy ≤ C1yβ−1e−γ|x¯|−µy¯
≤ C1 inf
(x,y)∈U
yβ−1e−γ|x|−µy,
where C1 depends only on β, γ, µ, δ0,diam(U); when 0 < β < 1, the same estimate holds using
yβ−1 ≤ C2y¯β−1, where C2 = (1 + 4δ−10 diam(U))1−β . Therefore, the estimate (5.20) follows, since
w = yβ−1e−γ|x|−µy by (2.9). 
Next, we have the following analogue of the second-derivative estimate in [55, Lemma 4.6.1].
Proposition 5.12 (A priori second-derivative estimate for a solution to the variational equation).
Require that the domain, O, obeys Hypotheses 2.7 and 2.9 with k = 2 and α ∈ (0, 1). Then there
is a positive constant C, depending only on the constant coefficients of A and the constants
δ0, δ1,M1, R1 of Hypothesis 2.7, such that, if f ∈ L2(O,w) and u ∈ H10 (O ∪ Γ0,w) is a solution
to Problem 2.28 and f, yu, (1 + y)Du ∈ L2(O,w), then u ∈ H2
loc
(O) and yD2u ∈ L2(O,w) and
‖yD2u‖L2(O,w) ≤ C
(‖f‖L2(O,w) + ‖(1 + y)Du‖L2(O,w) + ‖(1 + y)u‖L2(O,w)) . (5.22)
Remark 5.13 (Finite differences and Proposition 5.12 when the domain is a half-plane). When
O = H, the a priori estimate and regularity result in Proposition 5.12 can be proved by adapting
the finite difference arguments employed in the proofs of [31, Theorems 6.3.1 & 6.3.4] or [44,
Theorems 8.8 & 8.12], without appealing to Theorem 5.5.
Proof of Proposition 5.12. Lemma 5.11 takes care of the estimate for yD2u near Γ1 so we now
focus on the L2 estimate for yD2u near Γ0 and in the interior of O, and then combine these
bounds to obtain the desired L2 estimate for yD2u over O. In our proof of Proposition 5.12 we
shall again appeal to Remark 5.9 and assume Γ1 is C
∞ for the sake of clarity of exposition.
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Step 1. Reduction to the case of u ∈ C∞(O¯). Let {fλ,n}n≥1 ⊂ C∞0 (O) and {un}n≥1 ⊂ C∞(O¯)
be as in the proof of Proposition 5.8. Suppose we have shown that
‖yζRD2un‖L2(O,w) ≤ C
(‖fλ,n‖L2(O,w) + ‖(1 + y)ζ2RDun‖L2(O,w)
+ ‖(1 + y)ζ2Run‖L2(O,w)
)
, ∀n ≥ 1, R ≥ 2, (5.23)
where C is as in Proposition 5.12 and ζR is the cutoff function in Definition 4.21. Since un → u and
ζ2RDun → ζ2RDu strongly in L2(O,w) by (5.9) and (5.15) (with R replaced by 2R), respectively,
we have
ζ2R(1 + y)un → ζ2R(1 + y)u strongly in L2(O,w) as n→∞,
ζ2R(1 + y)Dun → ζ2R(1 + y)Du strongly in L2(O,w) as n→∞.
Using (5.8) and an argument similar to that used in the proof of Proposition 5.12, we see that
(5.23) implies that the sequence {yζRD2un}n≥1 is Cauchy in L2(O,w) and so 6
yζRD
2un → w strongly in L2(O,w) as n→∞, (5.24)
for some limit w ∈ L2(O,w). By Theorem 5.10 we have D2u ∈ L2loc(O) and (5.19) implies that
‖D2(un − un′)‖L2(O′′) ≤ C ′
(‖fλ,n − fλ,n′‖L2(O′,w) + ‖un − un′‖L2(O′,w)) ,
∀n, n′ ≥ 1, R ≥ 2,
for any O ′′ ⋐ O ′ ⋐ O and a constant C ′ depending only on the constant coefficients of A, O ′′,O ′,
and R. Therefore,
yζRD
2un → yζRD2u in the sense of L2loc(O) as n→∞. (5.25)
Consequently, w = yζRD
2u a.e. on O by (5.24) and (5.25), and so by (5.24).
yζRD
2un → yζRD2u strongly in L2(O,w) as n→∞. (5.26)
Taking limits in (5.23) as n→∞ gives
‖yζRD2u‖L2(O,w) ≤ C
(‖fλ‖L2(O,w) + ‖(1 + y)ζ2RDu‖L2(O,w) + ‖(1 + y)ζ2Ru‖L2(O,w)) , (5.27)
for all R ≥ 2, where C is as in the hypotheses of Proposition 5.12. Finally, using |ζ2R| ≤ 1 in
the right-hand side of (5.27) and taking limits as R →∞ in (5.27) and applying the dominated
convergence theorem to the left-hand term yields
‖yD2u‖L2(O,w) ≤ C
(‖fλ‖L2(O,w) + ‖(1 + y)Du‖L2(O,w) + ‖(1 + y)u‖L2(O,w)) ,
and (5.22) follows from the preceding estimate and (5.7).
Assuming the reduction in Step 1 to u ∈ C∞(O¯) for the remainder of the proof of Proposition
5.12, we shall derive the L2(O,w) estimate (5.22) for yD2u using the following steps:
(2) L2 estimate for yD2u over O1δ1 \ O0δ0/2;
(3) L2 estimate for yD2u over O assuming u = 0 on O1δ1/2 \O0δ0 ;
(4) L2 estimate for yD2u over O without assuming u = 0 on O1δ1/2 \ O0δ0 .
6It would suffice for the proof to use (5.23) to show that yζRD
2un ⇀ w weakly in L
2(O,w) as n→∞.
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Step 2. L2 estimate for yD2u over O1δ1 \ O0δ0/2. Let {U ′j} and {Uj} be as in Hypothesis 2.9.
Then,
‖yD2u‖2L2(O1δ1\O0δ0/2,w)
≤
∑
j
∫
U ′j∩O
y2|D2u|2w dxdy
≤ C
∑
j
∫
Uj∩O
(|f |2 + (1 + y)2|Du|2 + (1 + y)2|u|2)w dxdy (by (5.20))
≤ C(R1 + 1)
∫
O
(|f |2 + (1 + y)2|Du|2 + (1 + y)2|u|2)w dxdy (by Hypothesis 2.9).
Thus,
‖yD2u‖L2(O1δ1\O0δ0/2,w) ≤ C
(‖f‖L2(O,w) + ‖(1 + y)Du‖L2(O,w)
+ ‖(1 + y)u‖L2(O,w)
)
,
(5.28)
where the constant C depends only on the constant coefficients of A and γ, δ0, δ1,M1, R1.
Step 3. L2 estimate for yD2u over O under the assumption that
u = 0 on O1δ1/2 \ O0δ0 . (5.29)
Because we shall need to integrate by parts with respect to x or y alone, we use (5.29) to extend
u by zero,
u¯ :=
{
u on O,
0 on (R× [δ0,∞)) \ O,
(5.30)
and observe that u¯ ∈ C∞(R× [δ0,∞)); we relabel u¯ to u for the remainder of this step. Moreover,
O ∩ (R× (0, δ0)) = Γ0 × (0, δ0), (5.31)
by Hypothesis 2.7. Note that (2.3) gives
ν0
2
y
(
u2xx + 2u
2
xy + u
2
yy
)
=
ν0
2
y
(
u2xx + u
2
xy
)
+
ν0
2
y
(
u2xy + u
2
yy
)
≤ y
2
(
u2xx + 2ρσuxxuxy + σ
2u2xy
)
+
y
2
(
u2xy + 2ρσuxyuyy + σ
2u2yy
)
on O.
(5.32)
Integrating by parts with respect to y, using (5.30) and (5.31), gives∫
O
y2u2xyw dxdy =
∫
O
yβ+1uxyuxye
−µy−γ|x| dxdy (by (2.9))
= −
∫
O
yβ+1uxuxyye
−µy−γ|x| dxdy −
∫
O
yβ((β + 1)− µy)uxuxye−µy−γ|x| dxdy
+
∫
Γ0
yβ+1uxuxye
−γ|x| dx.
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But the integral over Γ0 is zero since u ∈ C∞(O¯) and β > 0. Then, integrating by parts with
respect to x, using (5.30), in the preceding equation gives
∫
O
y2u2xyw dxdy =
∫
O
yβ+1uxxuyye
−µy−γ|x| dxdy −
∫
O
yβ((β + 1)− µy)uxuxye−µy−γ|x| dxdy
− γ
∫
O
yβ+1uxuyy sign(x)e
−µy−γ|x| dxdy −
∫
Γ1
yβ+1uxuyye
−µy−γ|x| dxdy.
But the integral over Γ1 is zero since u = 0 along Γ1 and therefore uyy = 0 on Γ1 ∩ O0δ0 , while
u = 0 on O1δ1/2 \ O0δ0 by the assumption (5.29). Thus, by (2.3) we obtain
∫
O
y2u2xyw dxdy =
∫
O
y2uxxuyyw dxdy −
∫
O
y((β + 1)− µy)uxuxyw dxdy
− γ
∫
O
y2uxuyy sign(x)w dxdy.
(5.33)
Multiplying both sides of (5.32) by yw(x, y) and applying the preceding identity yields
ν0
2
∫
O
y2|D2u|2w dxdy ≤ 1
2
∫
O
y2
{
uxx(uxx + 2ρσuxy) + σ
2u2xy
}
w dxdy
+
1
2
∫
O
y2
{
u2xy + uyy(2ρσuxy + σ
2uyy)
}
w dxdy
=
1
2
∫
O
y2uxx(uxx + 2ρσuxy + σ
2uyy)w dxdy (by (5.33))
+
1
2
∫
O
y2uyy(uxx + 2ρσuxy + σ
2uyy)w dxdy
− 1 + σ
2
2
∫
O
y((β + 1)− µy)uxuxyw dxdy
− 1 + σ
2
2
γ
∫
O
y2uxuyy sign(x)w dxdy,
and thus
ν0
2
∫
O
y2|D2u|2w dxdy
≤ 1
2
∫
O
y2(uxx + uyy)(uxx + 2ρσuxy + σ
2uyy)w dxdy
− 1 + σ
2
2
∫
O
y((β + 1)− µy)uxuxyw dxdy − 1 + σ
2
2
γ
∫
O
y2uxuyy sign(x)w dxdy.
We express our operator A as A = A2+A1+A0, where Ai denotes the i -th order part of A, and
note that by (1.2) we have −A2u := 12y(uxx+2ρσuxy+σ2uyy), A1u := −(r−q− y2 )ux−κ(θ−y)uy,
and A0u := ru. Lemma 2.29 implies that u solves Problem 2.25 since C
∞(O¯) ⊂ H2(O,w) and
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so Au = f on O by (2.18). Therefore, because −Au2 = A1u+A0u− f on O, we obtain
ν0
2
∫
O
y2|D2u|2w dxdy ≤
∫
O
y(uxx + uyy)(A1u+A0u− f)w dxdy
− 1 + σ
2
2
∫
O
((β + 1)yuxuxy − µy2uxuxy)w dxdy
− 1 + σ
2
2
γ
∫
O
y2uxuyy sign(x)w dxdy
≤ 1
2
|y(uxx + uyy)|H |A1u+A0u− f |H
+ C (|(ux, yuxy)H |+ |(yux, yuxy)H |+ |(yux, yuyy sign(x))H |)
≤ C|yD2u|H (|(1 + y)Du|H + |u|H + |f |H)
+ C (|ux|H |yuxy|H + |yux|H |yuxy|H + |yux|H |yuyy|H) .
Therefore,
|yD2u|2H ≤ C (|(1 + y)Du|H + |u|H + |f |H) |yD2u|H ,
and so
|yD2u|H ≤ C (|(1 + y)Du|H + |u|H + |f |H) . (5.34)
This is (5.22), except for the term |u|H ≤ |(1 + y)u|H on the right-hand side, but obtained with
the additional assumption (5.29).
Step 4. L2 estimate for yD2u over O without the assumption (5.29). We now remove the
assumption (5.29) using a cutoff function argument. Let χ ∈ C∞(R¯2) be such that 0 ≤ χ ≤ 1 on
R2 with
χ =
{
0 on O1δ1/2 \O0δ0 ,
1 on O \ (O1δ1 \ O0δ0/2),
and, for a positive constant C depending only on the constants α, δ0, δ1, k,M1 in Hypothesis 2.9,
|Dχ| ≤ C and |D2χ| ≤ C on R2. (5.35)
Observe that the definition of χ implies
supp(1− χ) ⊂ O¯1δ1 \O0δ0/2. (5.36)
From (1.2) and the fact that Au = f on O by (2.18), we use (2.33) to obtain
[A,χ]u := A(χu)− χAu
= −y
2
(
χxxu+ 2χxux + 2ρσ(χxy + χyux + χxuy) + 2σ
2χyuy + σ
2χyyu
)
− (r − q − y/2)χxu− κ(θ − y)χyu,
and hence χu ∈ C∞(O¯) solves
A(χu) = fχ on O, χu = 0 on Γ1, (5.37)
where
fχ := χf + [A,χ]u = χAu+ [A,χ]u. (5.38)
Moreover, χu = 0 on O1δ1/2 \ O0δ0 , so we can apply (5.34) to the solution χu ∈ C∞(O¯) to (5.37)
to give
|yD2(χu)|H ≤ C (|(1 + y)D(χu)|H + |χu|H + |fχ|H) ,
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and thus, by (5.37), (5.38), and (5.35)
|yD2(χu)|H ≤ C (|(1 + y)Du|H + |(1 + y)u|H + |f |H) , (5.39)
Hence, writing u = χu+ (1− χ)u and using O ∩ supp(1− χ) ⊂ O1δ1 \ O0δ0/2 and D2((1 − χ)u) =
(1− χ)D2u− [D2, χ]u, we obtain
|yD2u|H ≤ |yD2(χu)|H + |yD2((1 − χ)u)|H
≤ |yD2(χu)|H + |y(1− χ)D2u|H + |y[D2, χ]u|H
≤ |yD2(χu)|H + ‖yD2u‖L2(O1δ1\O0δ0/2) + C (|yDu|H + |yu|H) (by (5.35) and (5.36)).
Therefore, by applying (5.28) and (5.39) in the preceding inequality, we obtain the desired bound
for a solution u to Problem 2.28,
|yD2u|H ≤ C (|(1 + y)Du|H + |(1 + y)u|H + |f |H) , (5.40)
when u ∈ C∞(O¯). This completes the proof of Proposition 5.12. 
5.4. Global H2 regularity of solutions to the variational equation. We shall need
Hypothesis 5.14 (Conditions on the source function). Require that f ∈ L2(O,w) obey
(1 + y)1/2f ∈ L2(O,w). (5.41)
By combining the conclusions of Propositions 5.8 and 5.12, we obtain
Corollary 5.15 (A priori second-derivative estimate for a solution to the variational equation).
Require that O obey Hypotheses 2.7 and 2.9 with k = 2 and α ∈ (0, 1). Then there is a positive
constant C, depending only on the constant coefficients of A and the constants δ0, δ1,M1, R1 of
Hypothesis 2.9, such that, if f ∈ L2(O,w) obeys (5.41) and u ∈ H10 (O ∪ Γ0,w) is a solution to
Problem 2.28 and yu ∈ L2(O,w), then yD2u ∈ L2(O,w) and
‖yD2u‖L2(O,w) ≤ C
(
‖(1 + y1/2)f‖L2(O,w) + ‖(1 + y)u‖L2(O,w)
)
. (5.42)
Proof. Inequality (5.1) gives
|yDu|H ≤ C
(
|y1/2f |H + |(1 + y)u|H
)
,
while inequality (5.5) yields
|Du|H ≤ C (|f |H + |(1 + y)u|H) .
Thus, combining the preceding two estimates yields
|(1 + y)Du|H ≤ C
(
|(1 + y1/2)f |H + |(1 + y)u|H
)
. (5.43)
Now inequality (5.22) yields
|yD2u|H ≤ C (|(1 + y)Du|H + |(1 + y)u|H + |f |H) ,
and combining the preceding bound with (5.43) yields the conclusion. 
Hypothesis 5.16 (Combined conditions on the domain). Require that the domain, O, obeys
Hypotheses 2.7, 2.9 with k = 2 and α ∈ (0, 1), and 2.11 with k = 1.
By combining the conclusions of Corollaries 5.15 and Proposition 5.8 we obtain an analogue of
[44, Theorem 8.12]:
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Theorem 5.17 (A priori global H2 estimate for a solution to the variational equation). Require
that the domain O obeys Hypothesis 5.16. If f ∈ L2(O,w) obeys (5.41) and u ∈ H10 (O ∪Γ0,w) is
a solution to Problem 2.28 and yu ∈ L2(O,w), then u ∈ H2(O,w) and u solves Problem 2.27, and
there is a positive constant C, depending only on the constant coefficients of A and the constants
δ0, δ1,M1, R1 of Hypothesis 2.9, such that
‖u‖H2(O,w) ≤ C
(
‖(1 + y)1/2f‖L2(O,w) + ‖(1 + y)u‖L2(O,w)
)
. (5.44)
Proof. Combining inequalities (5.43) and (5.42) yields
|yD2u|H + |(1 + y)Du|H ≤ C
(
|(1 + y1/2)f |H + |(1 + y)u|H
)
.
The preceding estimate and the Definition 2.20 of H2(O,w) yields (5.44). We see that u solves
Problem 2.27 by applying Lemma 2.29. 
By combining Theorems 3.16 and 5.17 we obtain the following existence and uniqueness result
for solutions to Problem 2.27 with the aid of
Hypothesis 5.18 (Conditions on envelope functions). Require that there existM,m ∈ H2(O,w)
obeying (3.8), (3.9), (3.10), and (4.54).
Theorem 5.19 (Existence and uniqueness for strong solutions to the non-coercive variational
equation). Assume the Hypothesis 3.14 on the coefficient, r, holds and that the Hypothesis 5.16
on the domain, O, holds. Suppose there are functions M,m ∈ H2(O,w) obeying (3.8), (3.9),
(3.10), and (4.54). Given a function f ∈ L2(O,w) obeying (3.39) and (5.41), then there exists a
solution, u ∈ H2(O,w), to Problem 2.27 and u
(1) Obeys the pointwise bounds (3.40),
(2) Has the boundary property (2.23), and
(3) Obeys the estimate (5.44).
Moreover, if there is a ϕ ∈ H2(O,w) obeying Hypothesis 3.15, then the solution, u, is unique.
Proof. Theorem 3.16 implies that there exists a u ∈ H1(O∪Γ0,w) which solves Problem 2.28 and
that u obeys (3.40). BecauseM,m obey (4.54) and u obeys (3.40), we obtain (1+y)u ∈ L2(O,w).
Consequently, Theorem 5.17 implies that u ∈ H2(O,w) and that u solves Problem 2.27 and
obeys (5.44). Lemma 2.30 implies that u has the boundary property (2.23). Given ϕ ∈ H2(O,w)
obeying Hypothesis 3.15, the solution, u ∈ H1(O∪Γ0,w), to Problem 2.28 is unique and therefore
the solution, u ∈ H2(O,w), to Problem 2.27 is unique. 
It is now straightforward to assemble the results we need to conclude the
Proof of Theorem 1.18. The hypotheses of Theorem 1.18 collect and summarize those of Theorem
5.19 and so the result is a restatement of Theorem 5.19 in the case g = 0.
When g 6= 0, set M˜ := M − g, m˜ := m − g, and f˜ := f − Ag. We obtain the inequalities
(3.8), (3.9), (3.10) for M˜ , m˜ from the hypotheses on M,m and the inequality (3.39) for f˜ from
the hypotheses on f . The hypothesis (1 + y)1/2g ∈ H2(O,w) and the Definition 2.20 imply that
(1 + y)g ∈ L2(O,w) and ensures that M˜, m˜ obey (4.54). The hypothesis (1 + y)1/2g ∈ H2(O,w)
and the Definition 2.20 also imply that (1 + y)1/2Ag ∈ L2(O,w) and so the hypotheses on f
ensure that f˜ ∈ L2(O,w) obeys (5.41). Theorem 5.19 now implies that there exists a solution,
u˜ ∈ H2(O,w), to Problem 2.27 defined by the source function, f˜ , the solution, u˜, obeys m˜ ≤ u˜ ≤
M˜ , the solution, u˜, has the boundary property (2.23), and u˜ obeys the estimate
‖u˜‖H2(O,w) ≤ C
(
‖(1 + y)1/2f˜‖L2(O,w) + ‖(1 + y)u˜‖L2(O,w)
)
.
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Therefore, setting u := u˜+ g, we see that u is a solution to Problem 2.34 and obeys
‖u‖H2(O,w) ≤ C
(
‖(1 + y)1/2f‖L2(O,w) + ‖(1 + y)1/2Ag‖L2(O,w) + ‖(1 + y)g‖L2(O,w)
+ ‖(1 + y)u‖L2(O,w)
)
≤ C
(
‖(1 + y)1/2f‖L2(O,w) + ‖(1 + y)1/2g‖H2(O,w) + ‖(1 + y)u‖L2(O,w)
)
,
as required. Finally, setting ϕ˜ := ϕ − g, the hypotheses on ϕ ensure that ϕ˜ obeys Hypothesis
3.15 (with m replaced by m˜), and so the solution, u˜, to Problem 2.27 is unique and hence the
solution, u, to Problem 2.34 is unique. 
5.5. Global Ho¨lder regularity of solutions to the variational equation.
Theorem 5.20 (Ho¨lder continuity of solutions to the variational equation). Assume the hypothe-
ses of Theorem 5.17. If in addition, f obeys
f ∈ Lq′
loc
(O ∪ Γ0), for some q′ > 2 + β, (5.45)
then u ∈ Cα
loc
(O ∪ Γ1) ∩ Cloc(O¯), for all α ∈ [0, 1). If in addition, f obeys
f ∈ Cα(O), for some 0 < α < 1, (5.46)
then u ∈ C2,α(O) ∩ Cα
loc
(O ∪ Γ1) ∩ Cloc(O¯).
Proof. We have u ∈ H2(O,w) by Theorem 5.17 and so Lemma A.16 implies that u ∈ Cαloc(O∪Γ1),
for 0 ≤ α < 1. Because u ∈ H10 (O ∪Γ0,w) is a solution to Problem 2.28 and f ∈ Lqloc(O¯), the fact
that u ∈ Cloc(O ∪ Γ¯0) follows from [32]. Hence, u ∈ Cαloc(O ∪ Γ1) ∩ Cloc(O¯) since ∂O = Γ¯0 ∪ Γ1.
When f ∈ Cα(O), we obtain u ∈ C2,α(O) by applying [44, Theorem 6.13] to balls B ⋐ O. 
Remark 5.21 (Ho¨lder continuity up to Γ0). When f ∈ Lq
′
loc(O¯), we expect that the result
u ∈ Cloc(O ∪ Γ¯0) in [32] can be extended to u ∈ Cα0loc(O ∪ Γ¯0) for some α0 ∈ (0, 1) depending only
on the constant coefficients of A and f , and so it would follow that u ∈ Cα0loc(O¯).
Remark 5.22 (Comments on Theorems 5.17 and 5.20 and Problem 2.25). The solution, u,
provided by Theorems 5.17 and 5.20 almost matches our definition of a classical solution in
Problem 2.25, except that we have not shown that (2.23) holds everywhere pointwise along Γ0
rather than in the trace sense. By adapting the methods of Daskalopoulos and Hamilton for the
linearization of the porous medium equation [22], we would expect that u ∈ C2,αs (O ∪ Γ0); see
[22, Theorems I.1.1, I.12.2, & II.1.1] and [83].
Proof of Theorem 1.20. When g = 0, Theorem 1.20 follows from Theorems 5.17 and 5.20, with
the remaining conclusion that u ∈ Ck+2,αloc (O ∪ Γ1) obtained by applying [44, Theorem 6.19] to
B ∩O, where B ⊂ H are balls centered at points in O ∪Γ1, and using a cutoff function argument
to localize the assertion of [44, Theorem 6.19]; see the last paragraph of [44, §6.4].
When g 6= 0, we set u˜ := u − g and f˜ := f − Ag, as in the proof of Theorem 1.18. We have
Ag ∈ Lqloc(O ∪Γ0) by the hypothesis that g ∈W 2,qloc (O ∪Γ0) and so f˜ obeys (5.45) (with q in place
of q′). Theorem 5.20 implies that u˜ ∈ Cαloc(O ∪ Γ1) ∩ Cloc(O¯). Because g ∈ W 2,2loc (O), we obtain
g ∈ Cαloc(O¯) via the Sobolev embedding W 2,2(O ′)→ Cα(O¯ ′) for O ′ ⋐ O¯ [2, Theorem 5.4, Part II
(C′′)] and thus u = u˜+ g ∈ Cαloc(O ∪ Γ1) ∩ Cloc(O¯).
When k ≥ 0, the hypothesis g ∈ Ck+2,αloc (O ∪ Γ1) ensures that Ag ∈ Ck+αloc (O ∪ Γ1) and hence
f˜ ∈ Ck+αloc (O ∪ Γ1). We obtain u˜ ∈ Ck+2,αloc (O ∪ Γ1) from the case g = 0 and thus u = u˜ + g ∈
Ck+2,αloc (O ∪ Γ1), as desired. 
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6. Regularity of solutions to the variational inequality
In this section we establish higher regularity results for solutions to the variational inequality
for the elliptic Heston operator, Problem 4.5. In §6.1 we show that solutions to the coercive
variational inequality (Theorem 6.8) are in H2(O,w), while in §6.2 we extend that regularity
result to the case of the non-coercive variational inequality (Theorem 6.11) and establish an
existence and uniqueness result for strong solutions (6.13). Because the obstacle function is often
not in H2(O,w), in §6.3 we extend Theorem 6.11 to the case where the obstacle function is only
in H2(U ,w) for some open subset U j O (Theorem 6.14). With the aid of additional hypotheses
on the source and obstacle functions, we obtain local W 2,p, C1,α, and C1,1 regularity results in
§6.4 (Theorem 6.18 and Corollaries 6.20 and 6.21).
6.1. Global H2 regularity of solutions to the coercive variational inequality. Before pro-
ceeding to the question of regularity proper, we shall need the following analogue of [8, Theorem
3.1.3].
Hypothesis 6.1 (Conditions on the obstacle function). Require that the obstacle function ψ ∈
H1(O,w) obey (4.6) and
(1 + y)ψ ∈ L2(O,w). (6.1)
Theorem 6.2 (A priori estimates for solutions to the penalized equation and coercive variational
inequality). Require that the domain O obeys Hypotheses 2.7 and 2.11 with k = 1. Require that
the obstacle function ψ obeys (4.6), (6.1), and ψ ∈ H2(O,w). If uε ∈ V is a solution to Problem
4.14, then
|(ψ − uε)+|H ≤ ε (|f |H + |Aψ|H + λ|(1 + y)ψ|H) , (6.2)
‖(ψ − uε)+‖V ≤
√
ε
√
1/ν1 (|f |H + |Aψ|H + λ|(1 + y)ψ|H) , (6.3)
where ν1 is the constant in (3.4), and, in addition, if respectively, u ∈ V is a solution to Problem
4.26, then
‖uε − u‖V ≤ C
√
ε (|f |H + |Aψ|H + λ|(1 + y)ψ|H) , (6.4)
and C depends only on the constant coefficients of A.
Proof. We adapt the argument of [8, Theorem 3.1.3]. Since ψ ≤ 0 on Γ1 and uε = 0 on Γ1, then
ψ−uε ≤ 0 on Γ1 and (ψ−uε)+ = 0 on Γ1, all in the trace sense, and thus (ψ−uε)+ ∈ H10 (O ∪Γ0
by Lemmas A.31 and Lemma A.33. Therefore, we may choose v = −(ψ−uε)+ ∈ V = H10 (O ∪Γ0
in (4.12) to give
− aλ(uε, (ψ − uε)+) + 1
ε
|(ψ − uε)+|2H = −(f, (ψ − uε)+)H , (6.5)
where we recall from (4.11) that βε(w) = −1ε (ψ − w)+,∀w ∈ V . Since
aλ(ψ, (ψ − uε)+) = a(ψ, (ψ − uε)+) + λ((1 + y)ψ, (ψ − uε)+)H
= (Aψ, (ψ − uε)+)H + λ((1 + y)ψ, (ψ − uε)+)H (by Lemma 2.23)
= (Aψ + λ(1 + y)ψ, (ψ − uε)+)H ,
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and aλ(v, v
+) = aλ(v
+, v+),∀v ∈ V, we have
aλ((ψ − uε)+, (ψ − uε)+) + 1
ε
|(ψ − uε)+|2H
= −aλ(uε, (ψ − uε)+) + 1
ε
|(ψ − uε)+|2H + aλ(ψ, (ψ − uε)+)
= (−f, (ψ − uε)+)H + aλ(ψ, (ψ − uε)+) (by (6.5))
= (−f +Aψ + λ(1 + y)ψ, (ψ − uε)+)H .
Hence, (3.4) and the preceding equation yields
ν1‖(ψ − uε)+‖2V ≤ aλ((ψ − uε)+, (ψ − uε)+)
≤ (|f |H + |Aψ|H + λ|(1 + y)ψ|H ) |(ψ − uε)+|H , (6.6)
1
ε
|(ψ − uε)+|2H ≤ (|f |H + |Aψ|H + λ|(1 + y)ψ|H ) |(ψ − uε)+|H , (6.7)
where ν1 depends only on the constant coefficients of A. The estimate (6.7), after dividing by
|(ψ − uε)+|H , yields
|(ψ − uε)+|H ≤ ε (|f |H + |Aψ|H + λ|(1 + y)ψ|H) ,
which is (6.2). Combining the estimate (6.6) with (6.2) to bound the factor |(ψ − uε)+|H on the
right-hand side of (6.6) yields
‖(ψ − uε)+‖V ≤
√
εν
−1/2
1 (|f |H + |Aψ|H + λ|(1 + y)ψ|H) ,
which is (6.3).
It remains to prove (6.4). Writing
u− uε = u− ψ + (ψ − uε)
= u− ψ + (ψ − uε)+ − (ψ − uε)−
= rε + (ψ − uε)+,
where we define
rε := u− ψ − (ψ − uε)−, (6.8)
we see that proof of (6.4) reduces to finding a suitable bound for ‖rε‖V , since
‖u− uε‖V ≤ ‖rε‖V + ‖(ψ − uε)+‖V . (6.9)
Because u−uε ∈ V and (ψ−uε)+ ∈ V , we see that rε = u−uε− (ψ−uε)+ ∈ V . We now choose
v = rε in (4.12) to give
aλ(uε, rε)− 1
ε
((ψ − uε)+, rε)H = (f, rε)H , (6.10)
where we recall from (4.11) that βε(w) = −1ε(ψ − w)+,∀w ∈ V . Next, taking v − u = −rε in
(4.7), that is, v = u− rε ∈ V and, by the expression (6.8) for rε,
v = ψ + (ψ − uε)− ≥ ψ,
and so v ∈ K, we obtain
aλ(u,−rε) ≥ (f,−rε)H .
Adding the preceding inequality and (6.10), we obtain
aλ(uε − u, rε)− 1
ε
((ψ − uε)+, rε)H ≥ 0.
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Substituting the expression (6.8) for rε in the second term in the preceding inequality and noting
that u ≥ ψ a.e. on O, we obtain
aλ(uε − u, rε) ≥ aλ(uε − u, rε)− 1
ε
((ψ − uε)+, u− ψ)H ≥ 0.
Substituting uε − u = −rε − (ψ − uε)+ gives
aλ(rε + (ψ − uε)+, rε) ≤ 0,
and thus
ν1‖rε‖2V ≤ aλ(rε, rε) (by (3.4))
≤ aλ((ψ − uε)+,−rε) (by preceding inequality)
≤ C‖(ψ − uε)+‖V ‖rε‖V , (by (3.3)),
where C depends only on the constant coefficients of A, to give
‖rε‖V ≤ C‖(ψ − uε)+‖V . (6.11)
Combining the estimates (6.3), (6.9), and (6.11) gives the desired bound (6.4). 
We will need an extension of the estimates (6.2) and (6.3) in the statement of Theorem 6.2.
Hypothesis 6.3 (Conditions on the obstacle function). Require that the obstacle function ψ ∈
H1(O,w) obeys
(1 + y)1/2Aψ ∈ L2(O,w). (6.12)
Lemma 6.4 (A priori estimates for a solution to the penalized equation). Require that the
domain O obeys Hypotheses 2.7 and 2.11 with k = 1. Require that f ∈ L2(O,w) obeys (5.41),
that ψ ∈ H2(O,w), and that ψ obeys (6.12) and
(1 + y)3/2ψ ∈ L2(O,w). (6.13)
If uε ∈ V is a solution to Problem 4.14, then (1 + y1/2)(ψ − uε)+ ∈ H1(O ∪ Γ0,w) and there are
positive constants C and ε0, depending only the constant coefficients of A and γ, such that for
all 0 < ε ≤ ε0,
|(1 + y1/2)(ψ − uε)+|H ≤ εC
(
|(1 + y)1/2f |H + |(1 + y)1/2Aψ|H + |(1 + y)3/2ψ|H
)
, (6.14)
‖(1 + y1/2)(ψ − uε)+‖V ≤
√
εC
(
|(1 + y)1/2f |H + |(1 + y)1/2Aψ|H + |(1 + y)3/2ψ|H
)
. (6.15)
Remark 6.5 (A priori H1 estimate for a solution to the penalized equation). The estimate (6.15)
is not used elsewhere in this article, but is included for completeness as it is an easy consequence
of the proof of (6.14).
Proof of Lemma 6.4. We adapt the derivations of (6.2) and (6.3) in the statement of Theorem 6.2.
From the proof of Theorem 6.2 we have (ψ−uε)+ ∈ V . Let ϕ ∈ C∞0 (R2). Clearly ϕ(ψ−uε)+ = 0
and ϕ2(ψ − uε)+ = 0 on Γ1 in the trace sense, as this is true for (ψ − uε)+. We also see that
ϕ(ψ − uε)+ and ϕ2(ψ − uε)+ are in V . Substituting v = −ϕ2(ψ − uε)+ in (4.12) gives
−aλ(uε, ϕ2(ψ − uε)+) + 1
ε
|ϕ(ψ − uε)+|2H = (−ϕf, ϕ(ψ − uε)+)H .
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Since ψ ∈ H2(O,w), we also have
aλ(ψ,ϕ
2(ψ − uε)+)
= a(ψ,ϕ2(ψ − uε)+) + λ((1 + y)ψ,ϕ2(ψ − uε)+)H
= (Aψ,ϕ2(ψ − uε)+)H + λ((1 + y)ψ,ϕ2(ψ − uε)+)H (by Lemma 2.23)
= (ϕAψ + λ(1 + y)ϕψ,ϕ(ψ − uε)+)H
= (ϕAλψ,ϕ(ψ − uε)+)H (by (3.1)).
Because aλ(v, v
+) = aλ(v
+, v+),∀v ∈ V , adding the preceding two identities yields
aλ((ψ − uε)+, ϕ2(ψ − uε)+) + 1
ε
|ϕ(ψ − uε)+|2H
= (−ϕf + ϕAλψ,ϕ(ψ − uε)+)H .
(6.16)
From (2.34), we have
aλ(ϕ(ψ − uε)+, ϕ(ψ − uε)+) = a((ψ − uε)+, ϕ2(ψ − uε)+) + ([A,ϕ](ψ − uε)+, ϕ(ψ − uε)+)H
and thus, adding the two preceding identities yields
aλ(ϕ(ψ − uε)+, ϕ(ψ − uε)+) + 1
ε
|ϕ(ψ − uε)+|2H
= (−ϕf + ϕAλψ,ϕ(ψ − uε)+)H + ([A,ϕ](ψ − uε)+, ϕ(ψ − uε)+)H .
Applying the estimates (3.4) and (2.36) yields
ν1‖ϕ(ψ − uε)+‖2V +
1
ε
|ϕ(ψ − uε)+|2H
≤ (|ϕf |H + |ϕAλψ|H) |ϕ(ψ − uε)+|H + C|y1/2(|Dϕ|+ |Dϕ|1/2)(ψ − uε)+|2H ,
(6.17)
where C is a positive constant depending only on γ and the constant coefficients of A. We now
choose ϕ = ζR(1+y
1/2), where ζR is given by Definition 4.21, soDϕ = (1+y
1/2)DζR+(0, y
−1/2ζR),
and use (6.17) to estimate
1
ε
|ζR(1 + y1/2)(ψ − uε)+|2H
≤
(
|ζR(1 + y1/2)f |H + |ζR(1 + y1/2)Aλψ|H
)
|ζR(1 + y1/2)(ψ − uε)+|H
+ C
∣∣∣∣y1/2
((
(y−1/2 + (1 + y1/2)|DζR|
)
+
(
y−1/2 + (1 + y1/2)|DζR|
)1/2)
(ψ − uε)+
∣∣∣∣
2
H
≤
(
|(1 + y1/2)f |H + |(1 + y1/2)Aλψ|H
)
|(1 + y1/2)(ψ − uε)+|H
+ C|(1 + y1/4)(ψ − uε)+|2H (by (4.31)).
By taking limits as R→∞ in the preceding inequality and applying the dominated convergence
theorem, noting that 1 + y1/4 ≤ 2 + y1/2,∀y > 0, we obtain
1
ε
|(1 + y1/2)(ψ − uε)+|H ≤ |(1 + y1/2)f |H + |(1 + y1/2)Aλψ|H + C|(1 + y1/2)(ψ − uε)+|H .
If 1/ε ≥ 2C, that is, 0 < ε ≤ 1/2C, the preceding inequality gives (6.14), noting that Aλ =
A+ λ(1 + y) by (3.1).
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We now complete the estimate of ‖ϕ(ψ − uε)+‖V . By Definition 2.15 and recalling that ϕ =
ζR(1 + y)
1/2, we have
‖ζR(1 + y)1/2(ψ − uε)+‖2V
=
∣∣∣y1/2 (ζRD ((1 + y1/2)(ψ − uε)+)+ (DζR)(1 + y1/2)(ψ − uε)+)∣∣∣2
H
+
∣∣∣(1 + y)1/2ζR(1 + y1/2)(ψ − uε)+∣∣∣2
H
,
and thus
|y1/2ζRD((1 + y1/2)(ψ − uε)+)|H + |(1 + y)1/2ζR(1 + y1/2)(ψ − uε)+|H
≤ ‖(1 + y1/2)ζR(ψ − uε)+‖V + |y1/2((1 + y1/2)(DζR)(ψ − uε)+)|H
≤ ‖(1 + y1/2)ζR(ψ − uε)+‖V + |(1 + y1/2)(ψ − uε)+)|H (by (4.31)).
Combining the preceding inequality with (6.17) and taking the limit as R→∞ and applying the
dominated convergence theorem,as in the derivation of (6.14), gives
ν1‖(1 + y1/2)(ψ − uε)+‖2V ≤
(
|(1 + y1/2)f |H + |(1 + y1/2)Aλψ|H
)
|(1 + y1/2)(ψ − uε)+|H
+ C|(1 + y1/2)(ψ − uε)+|2H .
We now use (6.14) to bound the factor |(1 + y1/2)(ψ − uε)+|H on the right-hand side of the
preceding identity and take square roots to obtain (6.15). 
Turning to the question of regularity, from [8, §3.1.9 & 3.1.15], we have the following analogue
of [8, Theorem 3.1.8 & Corollary 3.1.1] and H2 analogue of theW 2,p regularity results [42, Lemma
1.3.1 & Theorem 1.3.2] and [8, Theorem 3.1.21 & Corollary 3.1.6].
Hypothesis 6.6 (Conditions on the obstacle function). Require that the obstacle function ψ ∈
H1(O,w) obeys
(1 + y)3/2ψ ∈ H1(O,w). (6.18)
Hypothesis 6.7 (Conditions on the source function). Require that the source function f ∈
L2(O,w) obeys
(1 + y)f ∈ L2(O,w). (6.19)
Theorem 6.8 (Global H2 regularity and a posteriori estimate for the solution to the coer-
cive variational inequality). Require that the domain O obeys Hypothesis 5.16 and that there are
M,m ∈ H2(O,w) obeying (3.8), (3.9), (3.10), (4.35), and (4.54). Require that ψ ∈ H2(O,w)
and that ψ obeys (6.12) and (6.18). Require that f ∈ L2(O,w) obeys (3.12) and (6.19). If u is
the unique solution to Problem 4.26, then u ∈ H2(O,w), yu ∈ L2(O,w), and
‖u‖H2(O,w) ≤ C
(
‖(1 + y)f‖L2(O,w) + ‖(1 + y)1/2Aψ‖L2(O,w)
+ ‖(1 + y3/2)ψ‖H1(O,w) + ‖(1 + y)u‖L2(O,w)
)
.
(6.20)
where C depends only on the constant coefficients of A and the constants δ0, δ1,M1, R1 of Hy-
pothesis 2.9.
Proof. Let {uε}ε∈(0,1] be the consequence constructed in the proof of existence in Theorem 4.28.
Lemma 4.25 implies that the sequence {uε}ε∈(0,1] obeys (4.36), so
|(1 + y)uε| ≤ (1 + y)(|M | + |m|) a.e. on O, (6.21)
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and thus (4.54) ensures that yuε ∈ L2(O,w),∀ε > 0. Applying (4.33) with s = 1 gives
‖yuε‖V ≤ C
(
|yf |H + |(1 + y)uε|H + ‖(1 + y3/2)ψ‖V
)
,
and thus y3/2uε ∈ L2(O,w),∀ε > 0, and
|y3/2uε|H ≤ C
(
|yf |H + |(1 + y)uε|H + ‖(1 + y3/2)ψ‖V
)
. (6.22)
Lemma 6.4 implies that (1 + y)1/2βε(uε) ∈ L2(O,w),∀ε ∈ (0, ε0]. Consequently, setting
fε := f − βε(uε)− λ(1 + y)uε,
we obtain (1 + y)1/2fε ∈ L2(O,w),∀ε ∈ (0, ε0]. As uε ∈ V is a solution to (4.12), we may view
uε as the solution to the equivalent non-coercive variational equation,
a(uε, v) = (fε, v)H , ∀v ∈ V.
Theorem 5.17 now implies that uε ∈ H2(O,w),∀ε ∈ (0, ε0] and by (5.44) obeys
‖uε‖H2(O,w) ≤ C
(
‖(1 + y)1/2fε‖L2(O,w) + ‖(1 + y)uε‖L2(O,w)
)
, ∀ε ∈ (0, ε0].
Substituting the expression for fε into the preceding inequality gives, for all ε ∈ (0, ε0],
‖uε‖H2(O,w) ≤ C
(
‖(1 + y)1/2f‖L2(O,w) + ‖(1 + y)1/2βε(uε)‖L2(O,w)
+ ‖(1 + y)3/2uε‖L2(O,w)
)
≤ C
(
‖(1 + y)1/2f‖L2(O,w) + |(1 + y)1/2Aψ|H + |(1 + y)3/2ψ|H (by (6.14))
+ ‖(1 + y)3/2uε‖L2(O,w)
)
.
Substituting the estimate (6.22) for |y3/2uε|H into the preceding estimate for ‖uε‖H2(O,w) and
combining terms yields
‖uε‖H2(O,w) ≤ C
(
‖(1 + y)f‖L2(O,w) + |(1 + y)1/2Aψ|H + ‖(1 + y3/2)ψ‖V
+ ‖(1 + y)uε‖L2(O,w)
)
,∀ε ∈ (0, ε0],
(6.23)
where C depends only on γ and the constant coefficients of A. Therefore {uε}ε∈(0,ε0] has a
subsequence which converges weakly in H2(O,w) to a limit in H2(O,w). This limit must be u,
since Theorem 6.2 implies that {uε}ε∈(0,ε0] converges strongly in V to u ∈ V as ε→ 0 and again,
after passing to a subsequence, uε → u pointwise a.e. on O by Corollary A.22. Because of (6.21),
we can apply the dominated convergence theorem to conclude that
lim
ε↓0
‖(1 + y)uε‖L2(O,w) = ‖(1 + y)u‖L2(O,w).
Since
‖u‖H2(O,w) ≤ lim inf
ε→0
‖uε‖H2(O,w),
by [31, Appendix D], the estimate (6.20) follows from (6.23) and the preceding application of the
dominated convergence theorem. 
Remark 6.9 (A posteriori estimate in Theorem 6.8). The hypothesis in Theorem 6.8 that u is
unique is used to conclude that the desired bound applies to the given solution.
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6.2. Global H2 regularity of solutions to the non-coercive variational inequality. We
extend the regularity results of §6.1 to the non-coercive operator, A, and its bilinear form, a(·, ·).
Hypothesis 6.10 (Conditions on envelope functions). There are M,m ∈ H2(O,w) obeying
(1 + y)2M, (1 + y)2m ∈ L2(O,w). (6.24)
Theorem 6.11 (Global H2 regularity and a posteriori estimate for the solution to the non-coer-
cive variational inequality). Assume the hypotheses of Theorem 4.36 and, in addition, require that
the domain O obeys Hypothesis 5.16; that M,m ∈ H2(O,w) obey (6.24); that ψ ∈ H2(O,w) and
that ψ obeys (6.12) and (6.18); and that f ∈ L2(O,w) obeys (6.19). If u is the unique solution
to Problem 4.5, then u ∈ H2(O,w), y2u ∈ L2(O,w), and
‖u‖H2(O,w) ≤ C
(
‖(1 + y)f‖L2(O,w) + ‖(1 + y)1/2Aψ‖L2(O,w)
+ ‖(1 + y3/2)ψ‖H1(O,w) + ‖(1 + y)2u‖L2(O,w)
)
,
(6.25)
where C depends only on the constant coefficients of A and the constants δ0, δ1,M1, R1 of Hy-
pothesis 2.9.
Proof. Because u solves Problem 4.5, we have
a(u, v − u) ≥ (f, v − u)L2(O,w), ∀v ∈ K,
and thus
aλ(u, v − u) ≥ (fλ, v − u)L2(O,w), ∀v ∈ K,
where
fλ := f + λ(1 + y)u.
By (6.19) we have (1 + y)f ∈ L2(O,w), while (4.56) and (6.24) imply that (1 + y)2u ∈ L2(O,w),
and therefore (1 + y)fλ ∈ L2(O,w). Theorem 6.8, with f replaced by fλ, then ensures that
u ∈ H2(O,w) and the estimate (6.25) follows from (6.20). 
Remark 6.12. The hypothesis in Theorem 6.11 that u is unique is used to conclude that the
desired bound applies to the given solution.
By combining Theorems 4.36 and 6.11 we obtain the following existence and uniqueness result.
Theorem 6.13 (Existence and uniqueness of a strong solution to the non-coercive variational
inequality). Assume the hypotheses of Theorem 4.36 and 6.11. Then there exists a unique solution
u ∈ H2(O,w) to Problem 4.2 (with g = 0), the solution u obeys (4.56), has the boundary property
(2.23), and obeys the estimate (6.25).
Proof. Theorem 4.36 implies that there exists a unique u ∈ H1(O ∪ Γ0,w) to Problem 4.5.
Consequently, Theorem 6.11 implies that u ∈ H2(O,w) and obeys the estimate (6.25), while
Lemma 4.13 ensures that u solves Problem 4.2 (with g = 0). Lemma 2.30 implies that u obeys
(2.23). 
Again, it is straightforward to assemble the results we need to conclude the
Proof of Theorem 1.6. When g = 0, the hypotheses of Theorem 1.6 collect and summarize those
of Theorem 6.13 and so the result is a restatement of Theorem 6.13. When g 6= 0, the result
follows just as in the proof of Theorem 1.18, with the additional choice of ψ˜ := ψ − g; see also
Remark 4.4. 
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6.3. Local H2 regularity of solutions to the variational inequality. We have the following
analogue of [54, Theorem IV.8.6] (where ψ is assumed Lipschitz) and which will be useful in
situations where we do not know that ψ is in H2(O,w).
Theorem 6.14 (Local H2 regularity and estimate for solutions to the non-coercive variational
inequality). Assume the hypotheses of Theorem 4.36 and, in addition, that
(1 + y)3/2f ∈ L2(O,w), (6.26)
(1 + y)5/2m, (1 + y)5/2M ∈ L2(O,w). (6.27)
Let U j O be an open subset. Require that O obeys Hypothesis 5.16 and that U obeys Hypothesis
5.16 with the role of Γ1 replaced by H ∩ ∂U . Require that ψ ∈ H1(O,w) obeys (6.18) and
(1 + y)1/2Aψ ∈ L2(U ,w). (6.28)
If u ∈ H10 (O ∪ Γ0) is the unique solution to Problem 4.5, then u ∈ H2(U ′,w) for every open
subset U ′ ⊂ U with U¯ ′ \ ∂O ⊂ U ,
dist(O ∩ ∂U ′,O ∩ ∂U ) > 0. (6.29)
Moreover, y5/2u ∈ L2(O,w), and
‖u‖H2(U ′,w) ≤ C
(
‖(1 + y)3/2f‖L2(O,w) + ‖(1 + y)5/2u‖L2(O,w)
+ ‖(1 + y)1/2Aψ‖L2(U ,w) + ‖(1 + y)3/2ψ‖H1(O,w)
)
,
(6.30)
where C depends only on the constant coefficients of A and the constants of Hypothesis 2.9
prescribing the geometry of H ∩ ∂U and Γ1, and dist(O ∩ ∂U ′,O ∩ ∂U ).
Remark 6.15. We note that
(1) Neither U ′ nor U are required to be bounded in the hypotheses of Theorem 6.14.
(2) The difference between the powers of 1 + y appearing on the right-hand sides of (6.25)
and (6.30) is an artifact of the method of proof of Theorem 6.14.
Proof. Because M,m ∈ H2(O,w) obey (6.27) and u obeys (3.40), then (1 + y)5/2u ∈ L2(O,w).
That observation and the condition (6.26) on f and conditions (6.18) and (6.28) on ψ ensure that
the right-hand side of (6.30) is finite.
Let ζ ∈ C∞(H¯) be a cutoff function such that 0 ≤ ζ ≤ 1 on H, ζ = 1 on U ′, ζ > 0 on U , and
ζ = 0 on O \U . We shall use ζ to localize the variational inequality in Problem 4.5. By (6.29)
and construction of ζ, there is a positive constant, C0, depending only on dist(O ∩∂U ′,O ∩∂U )
such that
‖ζ‖C2(H) ≤ C0. (6.31)
We obtain ζψ ∈ H1(U ,w) by (6.31) and the fact that ψ ∈ H1(O,w). Because ζ = 0 on ∂U \∂O
and ψ ≤ 0 on Γ1 = ∂O \ Γ¯0 (trace sense), then ζψ ≤ 0 on ∂U \ Γ¯0 (trace sense). Similarly, as
ζ = 0 on ∂U \ ∂O and u = 0 on ∂O \ Γ¯0 (trace sense), then ζu = 0 on ∂U \ Γ¯0 (trace sense) and
so
ζu ∈ H10 (U ∪ Γ0,w) (6.32)
by Lemma A.31.
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Claim 6.16. If u is a solution to Problem 4.5 on O with obstacle function, ψ ∈ H1(O,w), and
source function, f ∈ L2(O,w), then ζu ∈ H10 (U ∪Γ0,w) is a solution to Problem 4.5 on U with
obstacle function, ζψ ∈ H1(U ,w), and source function,
fζ := ζf + [A, ζ]u ∈ L2(U ,w). (6.33)
Proof of Claim 6.16. Recall that C∞0 (O ∪Γ0) is dense in H10 (O ∪Γ0,w) by Definition 2.15 and so
there is a sequence {un}n≥1 ⊂ C∞0 (O ∪ Γ0) such that un → u strongly in H10 (O ∪ Γ0,w). Then,
for all v ∈ C∞0 (O ∪ Γ0),
a(ζun, ζv − ζun) = (A(ζun), ζv − ζun)H (by Lemma 2.23)
= (ζAun + [A, ζ]un, ζv − ζun)H
= (Aun, ζ
2v − ζ2un)H + ([A, ζ]un, ζv − ζun)H
= a(un, ζ
2(v − un))H + ([A, ζ]un, ζv − ζun)H (by Lemma 2.23).
Taking limits as n→∞,
a(ζu, ζv − ζu) = a(u, ζ2(v − u))H + ([A, ζ]u, ζv − ζu)H ,
and because C∞0 (O ∪ Γ0) is dense in H10 (O ∪ Γ0,w), the identity continues to hold for all v ∈
H10 (O ∪ Γ0,w). Now suppose v ≥ ψ and recall that u ≥ ψ. But ζ2(v − u) = ζ2v + (1 − ζ2)u− u
and ζ2v + (1− ζ2)u ≥ ψ (see Remark 4.8) since v, u ≥ ψ. Therefore,
a(u, ζ2(v − u))H = a(u, ζ2v + (1− ζ2)u− u)
≥ (f, ζ2v + (1− ζ2)u− u)H
= (f, ζ2(v − u))H , ∀v ≥ ψ,
and so we have
a(ζu, ζv − ζu) ≥ (ζf, ζ(v − u))H + ([A, ζ]u, ζv − ζu)H
= (fζ , ζv − ζu)H , ∀v ≥ ψ, v ∈ H10 (O ∪ Γ0,w).
The image of the bounded linear map H10 (O ∪ Γ0,w) → H10 (U ∪ Γ0,w), v 7→ ζv, is dense in
H10 (U ∪ Γ0,w) and thus
a(ζu, v − ζu) ≥ (fζ , v − ζu)H , ∀v ≥ ζψ, v ∈ H10 (U ∪ Γ0,w), (6.34)
as required. Since [A, ζ]u := A(ζu)− ζAu, we have
‖[A, ζ]u‖L2(O,w) ≤ C
(‖yDu‖L2(U ,w) + ‖(1 + y)u‖L2(U ,w)) . (6.35)
But (4.56) implies that (1+y)u ∈ L2(O,w), since (1+y)m, (1+y)M ∈ L2(O,w) by (4.54), while
‖yDu‖L2(U ,w) ≤ ‖y1/2D(y1/2u)‖L2(O,w) +
1
2
‖u‖L2(O,w)
≤ 2‖y1/2u‖H1(O,w),
and thus, applying (4.74) with s = 1/2,
‖yDu‖L2(U ,w) ≤ C
(
‖y1/2f‖L2(O,w) + ‖(1 + y3/2)u‖L2(O,w) + ‖(1 + y1/2)ψ+‖H1(O,w)
)
. (6.36)
Indeed, (4.56) implies that (1 + y3/2)u ∈ L2(O,w), since, a fortiori, (1 + y)5/2M, (1 + y)5/2m ∈
L2(O,w) by (6.27); y1/2ψ+ ∈ H1(O,w) since, a fortiori, (1+y3/2)ψ ∈ H1(O,w) by (6.18) and thus
y1/2ψ+ ∈ H1(O,w) by Lemma A.33; and y1/2f ∈ L2(O,w) since, a fortiori, (1+y)3/2f ∈ L2(O,w)
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by (6.26). Therefore, fζ ∈ L2(O,w) by (6.33), (6.35), (6.36), and the fact that (1+y)u ∈ L2(O,w),
and hence fζ ∈ L2(U ,w), as required. This competes the proof of Claim 6.16. 
By Claim 6.16 and applying the estimate (6.25) to ζu, we obtain
‖u‖H2(U ′,w) ≤ C‖ζu‖H2(U ,w)
≤ C
(
‖(1 + y)fζ‖L2(U ,w) + ‖(1 + y)1/2A(ζψ)‖L2(U ,w)
+ ‖(1 + y3/2)ζψ‖H1(U ,w) + ‖(1 + y)2ζu‖L2(U ,w)
)
≤ C (‖(1 + y)[A, ζ]u‖L2(U ,w) + ‖(1 + y)2ζu‖L2(U ,w)
+ ‖(1 + y)1/2A(ζψ)‖L2(U ,w) + ‖(1 + y3/2)ζψ‖H1(U ,w)
+ ‖(1 + y)ζf‖L2(U ,w)
)
.
Thus, using the pointwise identity (2.33) to bound the expression [A, ζ]u and writing A(ζψ) =
ζAψ + [A, ζ]ψ, we obtain
‖u‖H2(U ′,w) ≤ C
(‖(1 + y)yDu‖L2(U ,w) + ‖(1 + y)2u‖L2(U ,w)
+ ‖(1 + y)1/2ζAψ‖L2(U ,w) + ‖(1 + y)1/2[A, ζ]ψ‖L2(U ,w)
+ ‖(1 + y3/2)ζψ‖H1(U ,w) + ‖(1 + y)f‖L2(U ,w)
)
.
But ‖(1 + y)yDu‖L2(U ,w) ≤ ‖(1 + y)yDu‖L2(O,w) and we can apply Corollary 4.44 with s = 3/2,
noting that (1 + y)5/2M, (1 + y)5/2m ∈ L2(O,w) by (6.27); y3/2f ∈ L2(O,w) by (6.26); and
(1 + y)ψ+ ∈ H1(O,w since, a fortiori, (1 + y)3/2ψ ∈ H1(O,w by (6.18). Therefore, (4.74) gives
‖y3/2u‖H1(O,w) ≤ C
(
‖y3/2f‖L2(O,w) + ‖(1 + y5/2)u‖L2(O,w) + ‖(1 + y)ψ+‖H1(O,w)
)
, (6.37)
and thus, using ‖y2Du‖L2(U ,w) ≤ ‖y2Du‖L2(O,w),
‖(1 + y)yDu‖L2(U ,w) ≤ ‖yDu‖L2(U ,w) + ‖y2Du‖L2(O,w)
≤ ‖yDu‖L2(U ,w) + ‖y1/2D(y3/2u)‖L2(O,w) + (3/2)‖yu‖L2(O,w)
≤ ‖yDu‖L2(U ,w) + ‖y3/2u‖H1(O,w) + (3/2)‖yu‖L2(O,w)
≤ C
(
‖y1/2f‖L2(O,w) + ‖(1 + y)3/2u‖L2(O,w) + ‖(1 + y)1/2ψ+‖H1(O,w)
+ ‖y3/2f‖L2(O,w) + ‖(1 + y)5/2u‖L2(O,w) + ‖(1 + y)ψ+‖H1(O,w)
)
(by (6.36) and (6.37))
≤ C
(
‖(1 + y)3/2f‖L2(O,w) + ‖(1 + y)5/2u‖L2(O,w) + ‖(1 + y)ψ+‖H1(O,w)
)
.
Substituting the preceding estimate into the preceding bound for ‖u‖H2(U ′,w) and using the
commutator identity (2.33) and (6.31) to bound ‖(1 + y)1/2[A, ζ]ψ‖L2(U ,w) yields
‖u‖H2(U ′,w) ≤ C
(
‖(1 + y)5/2u‖L2(O,w) + ‖(1 + y)3/2f‖L2(O,w)
+ ‖(1 + y)1/2Aψ‖L2(U ,w) + ‖(1 + y)1/2yDψ‖L2(O,w)
+ ‖(1 + y)3/2ψ‖H1(O,w) + ‖(1 + y)ψ+‖H1(O,w)
)
,
(6.38)
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and thus (6.30) follows from (6.38) by Definition 2.15 of H1(O,w) and Lemma A.33. This
completes the proof. 
The proof of Theorem 6.14 yields the following useful
Corollary 6.17 (Existence and uniqueness of strong solutions to the localized obstacle problem).
Assume the hypotheses of Theorem 6.14 and let u ∈ H10 (O ∪ Γ0,w) and U ′ ⊂ U ⊂ O be as in
the statement of Theorem 6.14. Let ζ ∈ C∞(H¯) be a cutoff function such that 0 ≤ ζ ≤ 1 on H,
ζ = 1 on U ′, ζ > 0 on U , and ζ = 0 on O \ U . Then ζu ∈ H2(U ,w) is the unique solution
to Problem 4.2 (with g = 0) with source function fζ ∈ L2(U ,w) given by (6.33), and obstacle
function, ζψ ∈ H1(U ,w).
Proof. One obtains the conclusion either by directly applying Theorem 6.13 or observing that
Claim 6.16 implies that ζu ∈ H10 (O ∪Γ0,w) is a solution to Problem 4.5 and repeating the proof
of Theorem 6.13. 
6.4. Local W2,p and C1,α regularity of solutions to the obstacle problem. We have the
following local analogue of [8, Corollary 2.1.2]. The unweighted Sobolev spaces in the statement
of Theorem 6.18, namely W 2,ploc (O ∪ Γ1), are defined in the standard way [2], [44].
Theorem 6.18 (LocalW 2,p regularity up to Γ1 of solutions to the variational inequality). Assume
the hypotheses of Theorem 6.13 and let u ∈ H2(O,w) ∩H10 (O ∪ Γ0,w) be the unique solution to
Problem 4.5. Suppose in addition that, for 2 < p <∞,
f ∈ Lp
loc
(O ∪ Γ1) and ψ ∈W 2,ploc (O ∪ Γ1). (6.39)
Then u ∈W 2,p
loc
(O ∪ Γ1).
Proof. Let U ′ ⊂ U ⊂ O and ζ ∈ C∞(H¯) be as in the hypotheses of Theorem 6.14 and preamble
to Claim 6.16 and require in addition that U is bounded and U¯ ⊂ O ∪ Γ1, so dist(U ,Γ0) > 0.
Because U is bounded and U¯ ⊂ O ∪ Γ1 and u ∈ H2(O,w), we obtain u ∈W 2,2(U ). Therefore,
[A, ζ]u ∈ W 1,2(U ) and thus [A, ζ]u ∈ Lp(U ) by [2, Theorem 5.4, Part I (A)] and hence fζ ∈
Lp(U ) by identity (6.33) and integrability property (6.39). Again, because U is bounded and
U¯ ⊂ O ∪ Γ1 we obtain ζψ ∈ W 1,p(U ) by (6.39). Now ζu ∈ H10 (U ∪ Γ0,w) by (6.32) and
H10 (U ∪Γ0,w) =W 1,20 (U ) since U is bounded and U¯ ⊂ O ∪Γ1. Moreover, since ζu ∈W 1,20 (U )
obeys (6.34), it also obeys the coercive variational inequality (compare the proof of Lemma 4.38),
aλ(ζu, v − ζu) ≥ (fζ,λ, v − ζu)L2(U ), ∀v ≥ ζψ, v ∈W 1,20 (U ), (6.40)
with source function fζ,λ := fζ + λ(1 + y)ζu ∈ L2(U ), noting that L2(U ,w) = L2(U ). But
fζ,λ ∈ Lp(U ), since u ∈ W 2,2(U ) and W 2,2(U ) → Lp(U ) by Lemma A.16. Because A is
uniformly elliptic on U , then [42, Exercise 1.3.1] implies that the solution, ζu ∈W 1,20 (U ), to the
variational inequality (6.40) is in W 2,p(U ) and hence u ∈W 2,p(U ′) since ζ = 1 on U ′. Because
U ′ ⊂ O was otherwise arbitrary, the conclusion follows. 
Remark 6.19 (Alternative regularity sources). Although [42, Theorem 1.3.2] yields a conclusion
which is the same as [42, Exercise 3.1], the hypotheses on f, g, ψ are stronger than those of [42,
Exercise 3.1] (namely, f ∈ Cα(U¯ ), g ∈ C2,α(U¯ ), and ψ ∈ C2(U¯ )). Similarly, [8, Corollary 2.1.3]
yields a conclusion which is the same as [42, Exercise 3.1] but the hypotheses of [8, Theorem 2.1.9
& Corollary 2.1.3] are not obeyed by the Heston bilinear form (2.12).
We obtain the following analogue of [8, Corollary 2.1.3].
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Corollary 6.20 (C1,α regularity in the interior and up to Γ1). Assume the hypotheses of Theorem
6.18. Then u ∈ C1,α
loc
(O ∪ Γ1), for 0 < α ≤ 1− 2/p.
Proof. Let U ⊂ O be as in the proof of Theorem 6.18. According to [2, Theorem 5.6, Part
II (C′)], the embedding W 2,p(U ) → C1,α(U¯ ) is continuous for 0 < α ≤ 1 − 2/p, and so the
conclusion follows from Theorem 6.18. 
We obtain the optimal interior regularity where the obstacle function is sufficiently smooth:
Corollary 6.21 (Interior C1,1 regularity where the obstacle function is C2). Assume the hypothe-
ses of Theorem 6.13 and let u ∈ H2(O,w)∩H10 (O ∪Γ0,w) be the unique solution to Problem 4.5.
Suppose in addition that, for some 0 < α < 1 and U ′′ j O an open (but possibly unbounded)
subset with C2,α boundary portion, ∂U ′′ ∩H, and
f ∈ Cαloc(U¯ ′′ ∩H) and ψ ∈ C2loc(U¯ ′′ ∩H). (6.41)
Then u ∈ C1,1(U ′′) and, if U ′′ = O, then u ∈ C1,1(O).
Proof. Let U ′ ⊂ U and ζ ∈ C∞(H¯) be as in the proof of Theorem 6.18 and require in addition
that U ⊂ U ′′ and ∂U is C2,α. As in the proof of Theorem 6.18, the function ζu ∈ H2(U ) ∩
H10 (U ) is the unique solution to (6.40) with obstacle function, ζψ ∈ H1(U ), and source function,
fζ ∈ L2(U ), as defined in (6.33).
Because [A, ζ] is a first-order differential operator and u ∈ C1,αloc (O∪Γ1) by Corollary 6.20, then
[A, ζ]u ∈ Cαloc(O∪Γ1). Therefore, fζ ∈ Cα(U¯ ) by (6.33) and (6.41) and the fact that U ⋐ O∪Γ1,
while (6.41) implies that ζψ ∈ C2(U¯ ) and Theorem 6.18 implies that ζu ∈ W 2,p(U ), for any
1 < p <∞. Corollary 6.17 implies that ζu ∈W 2,p(U ) is the unique solution to Problem 4.2 (with
g = 0 on Γ1) with domain U , obstacle function, ζψ ∈ C2(U¯ ), and source function, fζ ∈ Cα(U¯ ).
Since A is uniformly elliptic on U by the fact that dist(U ,Γ0) > 0 by our choice of U , then
[42, Theorems 1.4.1 & 1.4.3] imply that ζu ∈W 2,∞loc (U ), noting that the condition [42, Equation
(1.3.9)] is stronger than [42, Equation (1.3.19)]. But W 2,∞loc (U ) = C
1,1(U ) by [42, p. 23] and so
ζu ∈ C1,1(U ) and as ζ = 1 on U ′, then u ∈ C1,1(U ′). Because U ′ ⊂ O was otherwise arbitrary,
the conclusion follows. 
As before, it is straightforward to assemble the results we need to conclude the
Proofs of Theorems 1.12 and 1.13. When g = 0, Theorem 1.12 restates Theorem 6.18 and Corol-
lary 6.20. Theorem 1.13 follows from Theorem 6.13 and Corollary 6.21 with U ′′ = O.
When g 6= 0, the hypothesis g ∈ W 2,ploc (O ∪ Γ1) ensures that f˜ := f − Ag and ψ˜ := ψ − g
obey (6.39) and so we obtain Theorem 1.12 for u from the result for u˜ = u − g. Similarly, the
hypothesis g ∈ C2loc(O ∪ Γ1) ensures that f˜ := f −Ag and ψ˜ := ψ − g obey (6.41) with U ′′ = O.
Therefore, we obtain Theorem 1.13 for u from the result for u˜ = u− g. 
Appendix A. Weighted Sobolev spaces
While there are many excellent references for weighted Sobolev spaces (see, for example, [60,
61, 67, 91, 95] and references contained therein), we shall need extensions or refinements of
those results for the specific weighted Sobolev spaces we employ. This section serves to develop
a toolkit of results for our weighted Sobolev spaces, specifically the spaces H1(O,w),H10 (O ∪
Γ0,w),H
1
0 (O,w) (Definition 2.15) andH
2(O,w) (Definition 2.20) required by this article. Except
for a few cases specific to d = 2, the results in this section apply to domains O ⊂ H as in Definition
2.6, where H = Rd−1 × (0,∞) with d ≥ 2 rather than d = 2, as assumed in the body of this
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article. When d ≥ 2, we denote points in H by (x, y), where x = (x1, . . . , xd−1) and y = xd, and
denote Lebesgue measure on Rd−1 by dx.
A.1. Approximation by smooth functions. We have the following useful result and proof
due to C. Pop [83].
Lemma A.1 (Equivalence of weighted H1 Sobolev spaces when β > 1). When β > 1, one has
H10 (O ∪ Γ0,w) = H10 (O,w).
Remark A.2. Lemma A.1 can be viewed as a special case of [60, Theorem 9.10].
Proof. Let u ∈ H10 (O∪Γ0,w). Then there is a sequence {um}m≥0 ⊂ C∞0 (O∪Γ0) such that um → u
in H1(O,w) as m→∞. Hence, we may assume without loss of generality that u ∈ C∞0 (O ∪Γ0).
Let {ϕm}m≥1 ⊂ C∞(R2) be a sequence of cutoff functions with the properties
ϕm(x, y) =
{
1, y ≥ 2/m,
0, y ≤ 1/m,
and
0 ≤ ϕm,y ≤ 2m on O and ϕm,x = 0 on O.
Thus, um := ϕmu ∈ H10 (O,w) and
‖u− um‖2H1(O,w) =
∫
O
{
y
(
(1− ϕm)2u2x + ϕ2m,yu2 − 2(1− ϕm)ϕm,yuuy + (1− ϕm)2u2y
)
+ (1 + y)(1 − ϕm)2u2
}
w(x, y) dxdy
≤
∫
O
1{0<y<2/m}(1 + y)u2w(x, y) dxdy
+ 2
∫
O
1{0<y<2/m}y
(
u2x + u
2
y
)
w(x, y) dxdy
+
∫
O
yu2ϕ2m,yw(x, y) dxdy.
The first two terms converge to zero as m→∞, since
‖u‖2H1(O,w) =
∫
O
{
y(u2x + u
2
y) + (1 + y)u
2
}
w(x, y) dxdy <∞.
For the third term, recall that u ∈ C∞0 (O ∪ Γ0). Hence, ‖u‖L∞(O) <∞ and therefore∫
O
yu2ϕ2m,yw(x, y) dxdy =
∫
O
1{1/m<y<2/m}u2ϕ2m,yy
βe−µy−γ|x| dxdy
≤ C‖u‖2L∞(O)m2
∫ 2/m
1/m
yβ dy
= C‖u‖2L∞(O)
2β+1 − 1
β + 1
m1−β.
Consequently, the third term also tends to zero as m→∞, provided β > 1. 
Remark A.3. Due to the final estimate in the proof of Lemma A.1 involving cutoff function
derivative, the case β = 1 cannot be included.
Lemma A.4 (Density of smooth functions with compact support). For any β > 0, one has that
C∞0 (O) is a dense subset of L
2(O,w).
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Proof. Let ε > 0 and let {ζm}m≥1 ⊂ C∞0 (H) be a sequence of cutoff functions such that 0 ≤
ζm ≤ 1, supp ζm ⊂ [−2m, 2m] × [1/2m, 2m], ζm = 1 on [−m,m] × [1/m,m], and set Om :=
O ∩ ((−m,m) × (1/m,m)). By [2, Corollary 2.19], C∞0 (Om) is a dense subset of L2(Om) and so
we may choose a sequence {fm}m≥1 ∈ C∞0 (O2m) such that∫
O2m
|ζmf − fm|2 dxdy < ε
2
4Mm
, m ≥ 1,
where
Mm := max
(x,y)∈O¯2m
yβ−1e−γ|x|−µy > 0.
Therefore, recalling that w(x, y) = yβ−1eγ|x|−µy by (2.9), we obtain∫
O
|ζmf − fm|2w dxdy < ε
2
4
, m ≥ 1. (A.1)
But Vol(O,w) =
∫
O
1w dxdy <∞, while∫
O
|f − ζmf |2w dxdy =
∫
O\Om
|(1− ζm)f |2w dxdy ≤
∫
O\Om
|f |2w dxdy,
and so, because limm→∞Vol(O \ Om,w) = 0 and ‖f‖L2(O,w) <∞, we have
lim
m→∞ ‖f − ζmf‖L2(O,w) = 0,
by [87, Exercise 1.12]. In particular, we may choose m0 ≥ 1 such that∫
O
|f − ζmf |2w dxdy < ε
2
4
, m ≥ m0. (A.2)
Hence,
‖f − fm‖L2(O,w) ≤ ‖f − ζmf‖L2(O,w) + ‖ζmf − fm‖L2(O,w)
< ε, ∀m ≥ m0, (by (A.1) and (A.2)).
This completes the proof. 
Using a more careful choice of cutoff function, based on [24, Lemma 7.2.10], we can extend the
conclusion of Lemma A.1 to include the case β = 1:
Lemma A.5 (Cut-off functions with integral norm decay). There is a positive constant c such
that the following holds. For any N > 4 and ε > 0, there is a C∞ cutoff function ψ = ψN,ε on R
such that
ψ(y) =
{
1 if |y| ≥ ε/2,
0 if |y| ≤ ε/N,
and satisfying the following estimates:∫
R
|∇ψ(y)|2|y|β−1 dy ≤
{
c222−β(β − 1)−1(logN)−2εβ−1, if β > 1,
2c2(logN)−1, if β = 1.
Proof. Fix a C∞ cutoff function, φ : R→ [0, 1], such that φ(t) = 1 if t ≥ 1 and φ(t) = 0 if t ≤ 0.
Now define a C∞ cutoff function χ = χN : R→ [0, 1], depending on the parameter N , by setting
χ(t) := φ
(
logN + t
logN − log 2
)
.
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Therefore,
χ(t) =
{
1 if t ≥ − log 2,
0 if t ≤ − logN,
and there is a positive constant c independent of N such that∣∣∣∣dχdt
∣∣∣∣ ≤
∣∣∣∣φ′
(
logN + t
logN − log 2
)∣∣∣∣ 1logN − log 2
≤ c 1
logN
.
Now define the cutoff function ψ = ψN,ε : R → [0, 1], depending on the parameters N and ε, by
setting
ψ(y) := χ(log |y| − log ε), y ∈ R,
and observe that ψ satises the following pointwise bounds,
|∇ψ(y)| ≤ c 1|y| logN , y ∈ R \ {0},
and
ψ(y) =
{
1 if |y| ≥ ε/2,
0 if |y| ≤ ε/N.
Consequently, ∫
R
|∇ψ(y)|2|y|β dy ≤ 2c
2
(logN)2
∫ ε/2
ε/N
yβ−2 dy.
If β > 1, ∫
R
|∇ψ(y)|2|y|β dy ≤ 2c
2
(logN)2
(
(1/2)β−1 − (1/N)β−1
) εβ−1
β − 1
≤ c
222−β
(β − 1)(logN)2 ε
β−1.
If β = 1, ∫
R
|∇ψ(y)|2|y|β dy ≤ 2c
2
(logN)2
∫ ε/2
ε/N
y−1 dy ≤ 2c
2
(logN)2
(logN − log 2),
and the conclusion follows. 
We now extend Lemma A.1 to include the case β = 1:
Lemma A.6 (Equivalence of weighted H1 Sobolev spaces when β ≥ 1). When β ≥ 1, one has
H10 (O ∪ Γ0,w) = H10 (O,w).
Remark A.7. Since only the boundary Γ0 is material in its proof, Lemma A.6 can be strength-
ened to assert that H1(O,w) = H10 (O ∪ Γ1,w) when β ≥ 1.
Proof. Lemma A.1 covers the case β > 1, so it suffices to consider β = 1. From the proof of
Lemma A.1, it is enough to estimate the term∫
O
yu2|∇ϕm(y)|2w(x, y) dxdy =
∫
O
u2|∇ϕm(y)|2ye−µy−γ|x| dxdy
≤ C‖u‖2L∞(O)
∫
R+
|∇ϕm(y)|2ye−µy dy.
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In Lemma A.5, choose ε = 2/m,m ≥ 5 and N = m and ϕm = ψε,N , so that∫
R+
|∇ϕm(y)|2ye−µy dy ≤ c2(logm)−1, m ≥ 5.
Therefore, ∫
O
yu2|∇ϕm(y)|2w(x, y) dxdy → 0, as m→∞,
and the result follows. 
We recall the classical
Theorem A.8 (Hardy inequality). [25, §1.5], [60, Theorem 5.2], [61, Lemma 1.3], [62, Chapter
1], [63, Equation (0.32)], [90, Theorem A.3] Let 1 < p < ∞, β 6= p − 1. Let v : (0,∞) → R be
differentiable a.e. on (0,∞) such that∫ ∞
0
|v′(y)|pyβ dy <∞.
Further, let v satisfy the conditions
v(0) = lim
y→0
v(y) = 0 for β < p− 1,
v(∞) = lim
y→∞ v(y) = 0 for β > p− 1.
Then the following inequality holds:∫ ∞
0
|v(y)|pyβ−p dy ≤
(
p
β − p+ 1
)p ∫ ∞
0
|v′(y)|pyβ dy. (A.3)
See [35] for a survey of extensions of Hardy’s inequality. Next we recall a special case of a
result of Kufner [60]. If O ⊂ Rd is a bounded domain and T ⊂ ∂O, denote W k,p(O; dT , ε) by [60,
§3.3]
W k,p(O; dT , ε) :=
{
u ∈ L(O) : ‖u‖W k,p(O;dT ,ε) <∞, ∀α, |α| ≤ k
}
, (A.4)
where 1 ≤ p <∞, k ≥ 0 is an integer, ε ∈ R, dT (x) := dist(x, T ), x ∈ O, and
‖u‖p
W k,p(O;dT ,ε)
:=
∑
|α|≤k
∫
O
|Dαu(x)|pdεT (x) dx,
and Dαu is defined in the sense of distributions [60, §1], and denote Lp(O; dT , ε) =W 0,p(O; dT , ε).
Require that T¯ obey a uniform exterior cone condition in the sense of [60, Definition 4.10 and
Remark 7.5]. We have the following analogue of the density result [2, §3.17 & Theorem 3.18],
[31, Theorem 5.3.3] for standard Sobolev spaces.
Theorem A.9 (Density of smooth functions for power weights). [60, Theorems 7.2, 7.4, Remark
7.5, Proposition 7.6 and Remark 11.12 (iii)] Let O be a bounded, C 0 domain in the sense of
[60, Definition 4.2] and require that T¯ obey a uniform exterior cone condition. Then C∞(O¯) is a
dense subset of W k,p(O; dT , ε) for ε > −1.
Remark A.10 (C 0 domains). If O has the strong local Lipschitz property in the sense of [2,
§4.5] (compare the concept of a C 0,1 domain in [60, Definition 4.3]), then O will be a C 0 domain;
moreover, if O has the strong local Lipschitz property, then by [2, §4.7] it has the segment property
in the sense of [2, §4.2]. When O is bounded, then the condition that O have the strong local
Lipschitz property reduces to the condition that ∂O is locally Lipschitz (that is, each point in ∂O
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has a neighborhood U ⊂ O¯ such that U ∩ ∂O is the graph of a Lipschitz function). In particular,
when O in Definition 2.6 obeys Hypotheses 2.7 and 2.9 when k = 1, then O necessarily has the
strong local Lipschitz property (see [2, §4.7]) and thus is a C 0 domain.
As a consequence of Theorem A.9, we obtain
Lemma A.11 (Equivalence of definitions of weighted Sobolev spaces). Let O be a domain as in
Definition 2.6. If O is bounded, O obeys Hypothesis 2.7, and ∂O is locally Lipschitz, and then,
for any β > 0,
Hk(O,w) =W k,2(O; dΓ0 , β + k − 1), k = 0, 1, 2.
Proof. The derivatives appearing in the definitions of Hk(O,w) and W k,2(O; dΓ0 , β + k − 1) are
defined in the sense of distributions and so it is enough to show that the norms associated with
these weighted Sobolev spaces are equivalent. This is clear when k = 0, so it is immediate that
L2(O,w) =W 0,2(O; dΓ0 , β − 1).
By Hypothesis 2.7, there is a δ0 > 0 such that O ∩ {y < y0} = Γ0× (0, δ0). Let χ ∈ C∞(H¯) be
a cutoff function such that χ = 1 on R× [0, δ0/2) and χ = 0 on R× (δ0,∞).
Choose k = 1 and ε = β and suppose u ∈ H1(O,w). Then,
‖u‖2W 1,2(O;dΓ0 ,β) =
∫
O
(
y|Du|2 + yu2) yβ−1 dxdy (by (A.4))
≤
∫
O
(
y|Du|2 + (1 + y)u2) yβ−1 dxdy
≤
(
inf
(x,y)∈O
e−γ|x|−µy
)∫
O
(
y|Du|2 + (1 + y)u2) yβ−1e−γ|x|−µy dxdy
= C‖u‖2H1(O,w) (by Definition 2.15),
where C := inf(x,y)∈O e−γ|x|−µy > 0 since O is bounded, and thus u ∈ W 1,2(O; dΓ0 , β). Hence,
H1(O,w) ⊂W 1,2(O; dΓ0 , β). On the other hand, if u ∈W 1,2(O; dΓ0 , β), then
∫
O
u2yβ−1 dxdy ≤
∫
O∩{y<δ0}
(χu)2yβ−1 dxdy +
∫
O∩{y≥δ0/2}
u2yβ−1 dxdy
≤ C
∫
O∩{y<δ0}
(χu)2yy
β+1 dxdy +
∫
O∩{y≥δ0/2}
u2yβ−1 dxdy (Theorem A.8)
≤ C
∫
O∩{y<δ0}
u2yy
β+1 dxdy + C
∫
O∩{y≥δ0/2}
u2(yβ+1 + yβ−1) dxdy,
≤ C
∫
O∩{y<δ0}
u2yy
β dxdy + C
∫
O∩{y≥δ0/2}
u2yβ dxdy (since O bounded),
noting that Theorem A.8 applies since β + 1 > 1 for β > 0 and χu(·, δ0) = 0. Therefore,
∫
O
u2yβ−1 dxdy ≤ C
∫
O
(u2y + u
2)yβ dxdy. (A.5)
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Consequently, using sup(x,y)∈O e−γ|x|−µy <∞ as O is bounded,
‖u‖2H1(O,w) =
∫
O
(
y|Du|2 + (1 + y)u2) yβ−1e−γ|x|−µy dxdy (by Definition 2.15)
≤
(
sup
(x,y)∈O
e−γ|x|−µy
)∫
O
(
y|Du|2 + (1 + y)u2) yβ−1 dxdy
≤ C
∫
O
(
y|Du|2 + yu2) yβ−1 dxdy (by (A.5))
= C‖u‖2W 1,2(O;dΓ0 ,β) (by (A.4)).
Hence, u ∈ H1(O,w) and so W 1,2(O; dΓ0 , β) ⊂ H1(O,w). Thus, H1(O,w) =W 1,2(O; dΓ0 , β).
Choose k = 2 and ε = β + 1 and suppose u ∈ H2(O,w). Then,
‖u‖2W 2,2(O;dΓ0 ,β+1) =
∫
O
(
y2|D2u|2 + y2|Du|2 + y2u2) yβ−1 dxdy (by (A.4))
≤ C
∫
O
(
y2|D2u|2 + (1 + y2)|Du|2 + (1 + y)u2) yβ−1 dxdy (since O bounded)
≤ C
(
inf
(x,y)∈O
e−γ|x|−µy
)
×
∫
O
(
y2|D2u|2 + (1 + y2)|Du|2 + (1 + y)u2) yβ−1e−γ|x|−µy dxdy
≤ C‖u‖2H2(O,w) (by Definition 2.20 and as O bounded),
and so u ∈ W 2,2(O; dΓ0 , β + 1). Hence, H2(O,w) ⊂ W 2,2(O; dΓ0 , β + 1). On the other hand, if
u ∈W 2,2(O; dΓ0 , β + 1), then the derivation of (A.5) shows that∫
O
u2yβ−1 dxdy ≤ C
∫
O
(u2y + u
2)yβ+1 dxdy, (A.6)
while∫
O
|Du|2yβ−1 dxdy ≤
∫
O∩{y<δ0}
(
(χu)2x + (χu)
2
y
)
yβ−1 dxdy +
∫
O∩{y≥δ0/2}
|Du|2yβ−1 dxdy
≤
∫
O∩{y<δ0}
(
(χu)2xy + (χu)
2
yy
)
yβ+1 dxdy
+
∫
O∩{y≥δ0/2}
|Du|2yβ−1 dxdy (Theorem A.8)
≤
∫
O∩{y<δ0}
(
u2xy + u
2
yy
)
yβ+1 dxdy
+
∫
O∩{y≥δ0/2}
(
|Du|2yβ−1 + |Du|2yβ+1 + u2yβ+1
)
dxdy
≤
∫
O∩{y<δ0}
(
u2xy + u
2
yy
)
yβ+1 dxdy
+
∫
O∩{y≥δ0/2}
(|Du|2 + u2) yβ+1 dxdy (since O bounded)
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noting that Theorem A.8 applies since β + 1 > 1 for β > 0 and χu(·, δ0) = 0. Therefore,∫
O
|Du|2yβ−1 dxdy ≤ C
∫
O
(|D2u|2 + |Du|2 + u2) yβ+1 dxdy. (A.7)
Consequently, by Definition 2.20,
‖u‖2H2(O,w) =
∫
O
(
y2|D2u|2 + (1 + y2)|Du|2 + (1 + y)u2) yβ−1e−γ|x|−µy dxdy
≤
(
sup
(x,y)∈O
e−γ|x|−µy
)∫
O
(
y2|D2u|2 + (1 + y2)|Du|2 + (1 + y)u2) yβ−1 dxdy
≤ C
∫
O
(
y2|D2u|2 + (1 + y2)|Du|2 + (1 + y2)u2) yβ−1 dxdy (as O bounded)
≤ C
∫
O
(
y2|D2u|2 + y2|Du|2 + y2u2) yβ−1 dxdy (by (A.6) and (A.7))
= C‖u‖2W 2,2(O;dΓ0 ,β+1) (by (A.4)).
Hence, u ∈ H2(O,w) and so W 2,2(O; dΓ0 , β + 1) ⊂ H2(O,w). Thus, we obtain H2(O,w) =
W 2,2(O; dΓ0 , β + 1). 
We have the following analogue, for our domains (Definition 2.6) and weighted Sobolev spaces
(Definitions 2.15 and 2.20), of the density result [2, Theorem 3.18], [31, Theorem 5.3.3] for
standard Sobolev spaces.
Corollary A.12 (Density of smooth functions in weighted Sobolev spaces). Let O be a domain as
in Definition 2.6 such that O obeys Hypothesis 2.7 and ∂O has the strong local Lipschitz property.
Then C∞0 (O¯) is a dense subset of H
k(O,w) for β > 0 and k = 0, 1, 2.
Proof. Fix ε > 0 and let {Om}m≥0 be a sequence of bounded, Lipschitz subdomains of O such
that ∪m≥0Om = O and Om ⊂ Om+1,∀m ≥ 0, together with a sequence of cutoff functions
{χm}m≥1 ⊂ C∞0 (H¯) with suppχm ⊂ Om, χm = 1 on Om−1, and ‖χm‖C2(H) ≤ K,∀m ≥ 1, for
some universal constantK ≥ 1 independent ofm. (For example, we may take Om := O∩B(m+1),
m ≥ 0, where B(R) is the open ball in R2 with center at the origin and radius R > 0.) Because
‖χm‖C2(H) ≤ K,∀m ≥ 1, for k = 1, 2, we have
‖(1− χm)v‖Hk(Om,w) ≤ c0‖v‖Hk(Om\Om−1,w), ∀v ∈ Hk(Om),w), (A.8)
where c0 = c0(K) ≥ 1 is a universal constant independent of m ≥ 1 or v ∈ Hk(Om),w). Theorem
A.9 and Lemma A.11 imply that there exists a sequence {um}m≥1 such that, for each m ≥ 1, we
have um ∈ C∞(O¯m) and
‖u− um‖Hk(Om,w) <
ε
4c0
, m ≥ 1. (A.9)
Since ‖u‖Hk(O,w) <∞, we may choose m0 ≥ 1 large enough that
‖u‖Hk(O\Om−1,w) <
ε
4c0
, ∀m ≥ m0. (A.10)
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Therefore, noting that suppχmum ⊂ Om,
‖u− χmum‖Hk(O,w) ≤ ‖u‖Hk(O\Om),w) + ‖u− χmum‖Hk(Om,w)
<
ε
4c0
+ ‖u− um‖Hk(Om,w) + ‖(1 − χm)um‖Hk(Om,w)
(by (A.10) for m ≥ m0)
<
ε
2c0
+ c0‖um‖Hk(Om\Om−1,w) (by (A.9) and (A.8))
≤ ε
2
+ c0‖u‖Hk(Om\Om−1,w) + c0‖u− um‖Hk(Om\Om−1,w)
≤ ε
2
+ c0‖u‖Hk(O\Om−1,w) + c0‖u− um‖Hk(Om,w)
< ε, ∀m ≥ m0 (by (A.10) and (A.9)).
Consequently, the sequence {χmum}m≥1 ⊂ C∞0 (O¯) converges strongly in Hk(O,w) to u ∈
Hk(O,w) and this completes the proof. 
We then have the following analogue of [2, Theorem 3.16]:
Corollary A.13 (Meyers-Serrin theorem for weighted Sobolev spaces). Let O be a domain as in
Definition 2.6 such that O obeys Hypothesis 2.7 and ∂O has the strong local Lipschitz property.
Then Hk(O,w) is the completion of C∞(O) ∩Hk(O,w) for β > 0 and k = 0, 1, 2.
Proof. This follows from Corollary A.12, since C∞0 (O¯) ⊂ C∞(O) ∩Hk(O,w). 
Recall from [2, §1.26] that for each integer ℓ ≥ 0, Cℓ(O¯) denotes the Banach space of functions
u ∈ Cℓ(O) for which Dαu is bounded and uniformly continuous on O for 0 ≤ |α| ≤ ℓ, with norm
‖u‖Cℓ(O¯) := max
0≤|α|≤ℓ
sup
(x,y)∈O
|Dαu(x, y)|.
By Definitions 2.15 and 2.20, one sees that C0(O¯) ⊂ H0(O,w), ℓ ≥ 0, and Cℓ(O¯) ⊂ H1(O,w),
ℓ ≥ 1, and Cℓ(O¯) ⊂ H1(O,w), ℓ ≥ 2. We have the following analogue, for our weighted Sobolev
spaces, of [2, §3.17 & §3.18], [31, Theorem 5.3.3]:
Corollary A.14 (Density of functions with bounded derivatives). Let O be a domain as in
Definition 2.6 such that O obeys Hypothesis 2.7 and ∂O has the strong local Lipschitz property.
Then the Banach space Cℓ(O¯) is a dense subset of Hk(O,w) for β > 0, k = 0, 1, 2, and all
integers ℓ ≥ k.
Proof. The space Cℓ(O¯) is a dense subset of Hk(O,w) for β > 0, k = 0, 1, 2, and all integers
ℓ ≥ k because, a fortiori, C∞0 (O¯) is a dense subset of Hk(O,w) by Corollary A.12. 
Remark A.15. When k = 0, Corollaries A.12, A.13, and A.14 also follow from Lemma A.4
because, a fortiori, C∞0 (O) is a dense subset of L
2(O,w).
A.2. Continuous and compact embeddings. The continuous Sobolev embedding theorem
[2] does not hold in general for weighted Sobolev spaces on unbounded domains and partial
results such as [61, Theorem 18.11] are not applicable to our choice of weights in Definition 2.15.
However, we have the following partial analogue of the standard Sobolev embedding theorem [2].
Lemma A.16 (Sobolev embedding). Let O be a domain as in Definition 2.6 such that ∂O obeys
the uniform interior cone condition. If 0 ≤ α < 1, then H2(O,w) ⊂ Cα
loc
(O ∪ Γ1).
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Proof. Observe that H2(O,w) ⊂ H2loc(O). Let O ′ ⊂ O be a bounded domain such that O¯ ′ ⊂
O ∪ Γ1 and O ′ obeys the uniform interior cone condition. If u ∈ H2(O,w), then u ∈ H2(O ′) and
thus u ∈ Cα(O¯ ′), 0 ≤ α < 1 by [2, Theorem 5.4, Part II (C′′)]. Therefore, u ∈ Cαloc(O ∪ Γ1). 
The Rellich-Kondrachov compact embedding theorem does hold in general for weighted Sobolev
spaces or unbounded domains [2], [61] and so we avoid its use in this article. When restrictions
are added one has partial results, for example:
Theorem A.17 (Compact embedding for weighted Sobelev spaces). Let O be a domain as in
Definition 2.6 and require, in addition, that O is bounded and has the uniform cone property.
Then the embeddings
H1(O,w)→ L2(O,w) and H10 (O,w)→ L2(O,w),
are compact if and only if β > 1 and, respectively, β 6= 1.
Proof. Because of Lemma A.11 and the fact that L2(O,w) = L2(O, yβ−1dy) for bounded O, the
result is a special case of [61, Theorem 19.17] (see [61, §15.6 & 16.10] for their definitions of
weighted Sobolev spaces). 
See Antoci [3] and Goldshtein and Ukhlov [46] for more recent results and surveys. Rather than
the usual Rellich-Kondrachov compact embedding theorem, we instead make use of the following
folk theorem in compactness arguments.
Theorem A.18 (Weak L∞ convergence implies strong Lp convergence). [53, 75, 97] Let (Ω,Σ, ν)
be a positive, totally finite measure space and let {un}∞n=1 be a sequence which converges weakly
to u in L∞(Ω,Σ, ν), that is un ⇀ u in L∞(Ω,Σ, ν). Then {un}∞n=1 converges strongly to u in
Lp(Ω,Σ, ν), that is un → u in Lp(Ω,Σ, µ), for 1 ≤ p <∞.
Corollary A.19 (Weak L∞ convergence implies strong Lp convergence). Let {un}∞n=1 be a se-
quence which converges weakly to u in L∞(O,w), that is un ⇀ u in L∞(O,w). Then {un}∞n=1
converges strongly to u in Lp(O,w), that is un → u in Lp(O,w), for 1 ≤ p <∞.
Proof. Set (Ω,Σ, ν) = (O,B(O),w dxdy) and recall from (2.9) that
w(x, y) = yβ−1e−γ|x|−µy, (x, y) ∈ H.
Hence,
ν(O) =
∫
O
w(x, y) dxdy <∞,
and the result follows from Theorem A.18. 
We can strengthen the preceding corollary to obtain another useful compactness result which
we employ in proofs of several key results.
Corollary A.20 (Existence of convergent subsequences). Let 1 ≤ r < q < ∞ and suppose
M ∈ Lq(O,w) and M > 0 a.e. on O. Let {un}∞n=1 ⊂ Lr(O,w) be a sequence such that
|un| ≤M a.e. on O, n ≥ 1. (A.11)
Then there is a subsequence, relabeled as {un}∞n=1, which converges strongly in Lr(O,w) to a limit
u ∈ Lr(O,w).
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Proof. By (A.11), we have
|un|/M ≤ 1 a.e. on O,∀n ≥ 1,
Define r < p <∞ by 1/r = 1/p+ 1/q. Therefore, Corollary A.19 implies that, after passing to a
subsequence,
un/M → u˜ strongly in Lp(O,w),
for some u˜ ∈ Lp(O,w). Set u := Mu˜ and observe that u ∈ Lr(O,w), since ‖Mu˜‖Lr(O,w) ≤
‖M‖Lq(O,w)‖u˜‖Lp(O,w). But
‖un − u‖Lr(w,O) ≤ ‖(un − u)/M‖Lp(w,O)‖M‖Lq(w,O) ∀n ≥ 1,
and consequently, because ‖M‖Lq(w,O) <∞,
un → u strongly in Lr(O,w),
as desired. 
We shall also need the following well-known convergence results (see, for example, [9], or [64]):
Theorem A.21 (Convergence in measure implies convergence pointwise a.e.). Let (Ω,Σ, ν) be
a complete measurable space with ν(Ω) <∞. Let {fn}n≥1 be a sequence of measurable functions
such that fn → f in measure as n →∞. Then there exists a subsequence, relabeled as {fn}n≥1,
such that fn → f pointwise ν-a.e. on Ω.
Corollary A.22 (Convergence in Lp implies convergence pointwise a.e.). Let (Ω,Σ, ν) be a
complete measurable space and let 1 ≤ p < ∞. If {fn}n≥1 is a sequence of measurable functions
such that fn → f in Lp(Ω, ν) as n → ∞, then fn → f in measure as n → ∞; if in addition
ν(Ω) <∞, then after passing to a subsequence, fn → f point wise ν-a.e. on Ω.
Proof. For any ε > 0, then
ν ({P ∈ Ω : |f(P )− fn(P )| > ε}) =
∫
Ω
1{|f−fn|>ε} dν
≤ 1
εp
∫
Ω
|f − fn|p dν,
and since limn→∞ ‖f − fn‖Lp(Ω,ν) → 0, then
lim
n→∞ ν ({P ∈ Ω : |f(P )− fn(P )| > ε}) = 0,
as desired. Theorem A.21 yields the remaining conclusion. 
A.3. Boundary trace operators. We recall the following special case (p = 2) of the definition
of extension operator in [2, §4.24].
Definition A.23 (Extension operator). For a domain U ⊂ Rd (with d ≥ 2) and an integer
k ≥ 1, we call a bounded linear map E : Hk(U )→ Hk(Rd) a simple k-extension operator for U
if Eu = u a.e. on U and ‖Eu‖Hk(Rd) ≤ K‖u‖Hk(U ) for some constant K > 0 depending only on
U and k. The operator E is called a strong k-extension operator for U if for each 0 ≤ ℓ ≤ k, the
restriction of E to Hℓ(U ) is a simple ℓ-extension operator for U .
According to [2, Theorem 4.26] if U is a half-space or U has the uniform Ck-regularity property
with bounded boundary ∂U , then U has a strong k-extension operator; furthermore, from [2,
§4.29] the domain U can have a strong k-extension operator even when ∂U is not bounded
provided U is regular enough that [2, Equation (4.28)] holds, a relatively mild requirement. In
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our applications, we shall often use a variant of Definition A.23 where Rd is replaced by the
half-space H ⊂ Rd.
The following result is a special case (p = 2) of [2, Theorem 5.22] (and extension of [31,
Theorem 5.5.1] in the case k = 1 and U is bounded):
Theorem A.24 (Boundary trace theorem). Let U ⊂ Rd (with d ≥ 2) be a domain having the
uniform Ck-regularity property (k ≥ 1) and suppose there is a simple k-extension operator E for
U . Then there exists a bounded linear operator
T∂U : H
k(U )→ L2(∂U ),
such that T∂U u = u|∂U when u ∈ Hk(U) ∩ Cloc(U¯ ) and
‖Tu‖L2(∂U ) ≤ C‖u‖Hk(U ),
for some constant C depending only on U .
We have the following analogue of Theorem A.24 for our weighted Sobelev spaces.
Lemma A.25 (Γ1-boundary traces of functions in weighted Sobolev spaces). Let O be as in
Definition 2.6 and suppose that, for an integer k ≥ 1, (i) Γ1 has the uniform Ck-regularity
property, (ii) there is a simple k-extension operator from O to H, and (iii) the intersection of Γ¯1
with Γ0 is C
k-transverse 7, that is, Γ¯1 ⋔ Γ0. Then there are bounded linear operators,
T 1Γ1∩U : H
1(O,w)→ L2(Γ1 ∩ U,w) when k = 1, (A.12)
T 1Γ1 : H
1(O,w)→ L2(Γ1,w) k = 1, (A.13)
T 2Γ1 : H
2(O,w)→ H1(Γ1,w) k = 2, (A.14)
for U := R× (δ,∞) and any δ > 0, such that
T 1Γ1∩Uu = u|Γ1∩U when u ∈ Cloc(O ∪ Γ1),
T 1Γ1u = y
1/2u|Γ1 when u ∈ Cloc(O ∪ Γ1),
T 2Γ1u = u|Γ1 when u ∈ C1loc(O ∪ Γ1).
Proof. We shall provide a detailed proof in the case where the domain O is a quadrant, that
is O = (x0,∞) × (0,∞), so Γ0 = (x0,∞) × {0} and Γ1 = {x0} × (0,∞). The general case
for a domain O permitted by Definition 2.6 follows using a partition of unity and boundary-
straightening via Ck-diffeomorphisms of H¯ as in the proofs of the extension and trace theorems
for standard Sobolev spaces [2, Theorems 4.26 & 5.22] or [31, Theorems 5.4.1 & 5.5.1]. The
additional regularity conditions on Γ1 are required for these boundary straightening arguments.
The trace operator T 1Γ1∩U : H
1(O,w) → L2(Γ1 ∩ U,w). We first assume u ∈ C1(O¯). Let
ζ ∈ C∞(H¯) with 0 ≤ ζ ≤ 1 on H, ζ = 1 on R × [δ,∞), ζ = 0 on R × [0, δ/2], and ζ(x, y) =
ζ(y),∀(x, y) ∈ H (that is, ζ is constant with respect to x ∈ R). Therefore, noting that dS = dy
7Hypothesis 2.7 implies that the intersection of Γ¯1 with Γ0 is C
∞-transverse.
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along Γ1,
‖T 1Γ1∩Uu‖2L2(Γ1∩U,w) =
∫
Γ1∩U
u2w dS ≤
∫
Γ1
ζu2w dy
= −
∫
O
(
ζu2yβ−1e−γ|x|−µy
)
x
dxdy (integration by parts)
= −
∫
O
(
ζxu
2 + 2ζuux − γ sign(x)ζu2
)
yβ−1e−γ|x|−µy dxdy
≤ C
∫
O
(ζu2x + (ζ + |ζx|)u2)w dxdy
≤ C
∫
O
(yu2x + (1 + y)u
2)w dxdy
≤ C‖u‖2H1(O,w) (by Definition 2.15),
where C = C(δ, γ). Hence,
‖T 1Γ1∩Uu‖L2(Γ1∩U,w) ≤ C‖u‖H1(O,w), ∀u ∈ C1(O¯).
Thus, recalling that C1(O¯) is a dense subset of H1(O,w) by Corollary A.14, if {un}n≥1 ⊂ C1(O¯)
is any sequence converging in H1(O,w) to u ∈ H1(O,w), the sequence {un|Γ1∩U}n≥1 is Cauchy
in L2(Γ1 ∩ U,w) and converges to a function T 1Γ1∩Uu ∈ L2(Γ1 ∩ U,w).
Finally, if u ∈ H1(O,w) ∩Cloc(O ∪ Γ1), then (as in the proof of [31, Theorem 5.5.1]), we may
appeal to the fact that the sequence {un}n≥1 ⊂ C1(O¯) constructed in the proof of Corollary A.14
(specifically, Theorem A.9) converges uniformly on compact subsets of O ∪ Γ1 to u on O ∪ Γ1.
Hence, T 1Γ1∩Uu = u|Γ1∩U if u ∈ H1(O,w) ∩ Cloc(O ∪ Γ1).
The trace operator T 1Γ1 : H
1(O,w) → L2(Γ1,w). As in the case of T 1Γ1∩U , for u ∈ C1(O¯) we
have
‖T 1Γ1u‖2L2(Γ1,w) =
∫
Γ1
yu2w dS =
∫
Γ1
yu2w dy
= −
∫
O
(
u2yβe−γ|x|−µy
)
x
dxdy (integration by parts)
= −
∫
O
(
2uux − γ sign(x)u2
)
yβe−γ|x|−µy dxdy
≤ C
∫
O
(u2x + u
2)yw dxdy
≤ C
∫
O
(y|Du|2 + (1 + y)u2)w dxdy
= C‖u‖2H1(O,w) (by Definition 2.15),
where C = C(γ). Hence,
‖T 1Γ1u‖L2(Γ1,w) ≤ C‖u‖H1(O,w), ∀u ∈ C1(O¯).
The conclusion follows just as in the case of T 1Γ1∩U .
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The trace operator T 2Γ1 : H
2(O,w) → H1(Γ1,w). We first assume u ∈ C2(O¯). Integration by
parts gives∫
Γ1
y2(u2x + u
2
y)w dS = −
∫
O
(
(u2x + u
2
y)y
β+1e−γ|x|−µy
)
x
dxdy
= −
∫
O
(
2uxuxx + 2uyuyx − γ sign(x)(u2x + u2y)
)
yβ+1e−γ|x|−µy dxdy
≤ C
∫
O
y2
(
u2xx + u
2
yx + u
2
x + u
2
y
)
w dxdy
≤ C‖u‖2H2(O,w) (by Definition 2.20),
where C = C(γ). Similarly, ∫
Γ1
yu2w dy ≤ C
∫
O
y(u2x + u
2)w dxdy,
for a universal constant C. Therefore, by Definition 2.20,∫
Γ1
(
y2(u2x + u
2
y) + (1 + y)u
2
)
w dy ≤ C‖u‖2H2(O,w),
where C = C(γ), and we obtain
‖T 2Γ1u‖H1(Γ1,w) ≤ C‖u‖H2(O,w), ∀u ∈ C2(O¯).
Thus, recalling that C2(O¯) is a dense subset of H2(O,w) by Corollary A.14, if {un}n≥1 ⊂ C2(O¯)
is any sequence converging in H2(O,w) to u ∈ H2(O,w), the sequence {un|Γ1}n≥1 is Cauchy in
H1(Γ1,w) and converges to a function T
2
Γ1
u ∈ H1(Γ1,w).
Finally, if u ∈ H2(O,w) ∩ C1loc(O ∪ Γ1), then we may appeal to the fact that the sequence
{un}n≥1 ⊂ C2(O¯) constructed in the proof of Corollary A.14 (specifically, Theorem A.9), together
with its sequences of first-order derivatives, converge uniformly on compact subsets of O ∪Γ1, to
u and its first-order derivatives on O ∪ Γ1. Hence, T 2Γ1u = u|Γ1 if u ∈ H2(O,w) ∩ C1loc(O ∪ Γ1).
This completes the proof. 
Defining trace operators for the boundary portion Γ0 requires more care:
Lemma A.26 (Γ0-boundary traces of functions in weighted Sobolev spaces). Let O be as in
Definition 2.6 and require that O obeys8 Hypothesis 2.7. Then there are bounded linear operators,
T 2,0Γ0 : H
2(O,w)→ L2(Γ0, e−γ|x|dx), 0 < β < 1, (A.15)
T 2,1Γ0 : H
2(O,w)→ L2(Γ0, e−γ|x|dx;R2), β > 0, (A.16)
such that
T 2,0Γ0 u = u|Γ0 when u ∈ Cloc(O ∪ Γ0),
T 2,1Γ0 u = y
βDu|Γ0 when yβDu ∈ Cloc(O ∪ Γ0;R2).
Remark A.27 (Existence of Γ0 boundary trace operators). When 0 < β < 1, [60, Theorem
9.15 & Equation (9.42)] suggests that a trace operator T 1,0Γ0 : H
1(O,w) → L2(O, e−γ|x|dx) is
well-defined, but we shall not need this refinement. However, when β ≥ 1, Γ0-traces of functions
in H1(O,w) generally will not exist [60, Examples 9.16 & 9.17].
8It is enough that Γ1 is C
k in a neighborhood of Γ0 and the intersection of Γ¯1 with Γ0 is C
k-transverse.
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Remark A.28 (Domain of the boundary trace operator T 2,0Γ0 ). Using Hardy’s inequality (The-
orem A.8), one can show when 0 < β < 1 that T 2,0Γ0 extends to a bounded linear map from
H10 (O,w) or even H
1
0 (O ∪Γ1,w) to L2(Γ0, e−γ|x|dx), but not from H10 (O,w) or H10 (O ∪Γ0,w) to
L2(Γ0, e
−γ|x|dx), since the proof of Lemma A.26 shows that one would need u = 0 on Γ0 (trace
sense) when applying Hardy’s inequality in this situation.
Proof of Lemma A.26. As in the proof of Lemma A.25, we provide a detailed argument when
O = (x0,∞)× (0,∞), so Γ0 = (x0,∞)× {0}, with the general case for O following with the aid
of a partition of unity and boundary-straightening.
The trace operator T 2,0Γ0 : H
2(O,w) → L2(Γ0, e−γ|x|dx) (0 < β < 1). We first suppose u ∈
C2(O¯). Let ζ ∈ C∞(H¯) with 0 ≤ ζ ≤ 1 on H, ζ = 1 on R × [0, 1/2] and ζ = 0 on R × [1,∞).
Then, noting that dS = dx along Γ0,
∫
Γ0
u2e−γ|x| dS =
∫
Γ0
ζu2e−γ|x| dx
= −
∫
O
(ζu2)ye
−γ|x| dxdy (integration by parts)
= −
∫
O
(ζyu
2 + 2ζuuy)e
−γ|x| dxdy
≤
∫
O
(|ζy|u2 + 2ζ|u||uy|)e−γ|x| dxdy
≤ eµ
∫
O
(|ζy|u2 + 2ζ|u||uy|)yβ−1e−γ|x|−µy dxdy (because 0 < β < 1)
≤ C
∫
O
(u2y + u
2)yβ−1e−γ|x|−µy dxdy
≤ C
∫
O
(|Du|2 + u2)w dxdy,
for C = C(µ), and thus, by Definition 2.20,
‖u‖L2(Γ0,e−γ|x|dx) ≤ C‖u‖H2(O,w), ∀u ∈ C2(O¯). (A.17)
Thus, recalling that C2(O¯) is a dense subset of H2(O,w) by Corollary A.14, if {un}n≥1 ⊂ C2(O¯)
is any sequence converging in H2(O,w) to u ∈ H2(O,w), the sequence {un|Γ0}n≥1 is Cauchy in
L2(Γ0, e
−γ|x|dx) and converges to a function T 2,0Γ0 u ∈ L2(Γ0, e−γ|x|dx) when 0 < β < 1.
Finally, if u ∈ H2(O,w) ∩ Cloc(O ∪ Γ0), then, we may appeal to the fact that the sequence
{un}n≥1 ⊂ C2(O¯) constructed in the proof of Corollary A.14 (specifically, Theorem A.9) converges
uniformly on compact subsets of O ∪ Γ0 to u on O ∪ Γ0. Hence, T 2,0Γ0 u = u|Γ0 if u ∈ H2(O,w) ∩
Cloc(O ∪ Γ0).
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The trace operator T 2,1Γ0 : H
2(O,w) → L2(Γ0, e−γ|x|dx) (β > 0). Similarly, if u ∈ C2(O¯) but
allowing any β > 0, we obtain∫
Γ0
y2β|Du|2e−γ|x| dS =
∫
Γ0
ζy2β|Du|2e−γ|x| dx
= −
∫
O
(ζy2β|Du|2)ye−γ|x| dxdy (integration by parts)
= −
∫
O
(
yζy|Du|2 + 2yζ(uxuxy + uyuyy) + 2ζβ|Du|2
)
y2β−1e−γ|x| dxdy
≤
∫
O
(
(y|ζy|+ 2ζβ)|Du|2 + 2yζ|Du||D2u|
)
yβ−1e−γ|x| dxdy
(since supp ζ ⊂ [0, 1] and β > 0)
≤ eµ
∫
O
(
y|ζy|+ 2ζβ + ζ2)|Du|2 + y2|D2u|2
)
yβ−1e−γ|x|−µy dxdy
≤ C
∫
O
(y2|D2u|2 + (1 + y)|Du|2)yβ−1e−γ|x|−µy dxdy
≤ C
∫
O
(y2|D2u|2 + (1 + y)2|Du|2 + (1 + y)u2)w dxdy,
for C = C(µ), and thus, by Definition 2.20,
‖yβDu‖L2(Γ0,e−γ|x|dx) ≤ C‖u‖H2(O,w), ∀u ∈ C2(O¯).
Thus, recalling that C2(O¯) is a dense subset of H2(O,w) by Corollary A.14, if {un}n≥1 ⊂
C2(O¯) is any sequence converging in H2(O,w) to u ∈ H2(O,w), the sequence of weighted
gradients {yβDun|Γ0}n≥1 is Cauchy in L2(Γ0, e−γ|x|dx,R2) and converges to a limit T 2,1Γ0 u ∈
L2(Γ0, e
−γ|x|dx,R2 when β > 0.
Finally, if u ∈ H2(O,w) and yβDu ∈ Cloc(O ∪ Γ0;R2), then, we may appeal to the fact that
the sequence {un}n≥1 ⊂ C∞(O¯) constructed in the proof of Corollary A.14 (specifically, Theorem
A.9) has the property that yβDun converges uniformly on compact subsets of O ∪ Γ0 to yβDu ∈
Cloc(O ∪ Γ0;R2). Hence, T 2,1Γ0 u = yβDu|Γ0 if u ∈ H2(O,w) and yβDu ∈ Cloc(O ∪ Γ0;R2). 
We have the following analogue of [31, Theorem 5.5.2] for the Γ0 boundary portion of ∂O:
Lemma A.29 (Γ0-trace zero functions in H
1(O,w)). Let O be as in Definition 2.6 and require
that O obeys Hypothesis 2.7. When 0 < β < 1 and u ∈ H2(O,w),
u ∈ H10 (O ∪ Γ1,w) if and only if T 2,0Γ0 u = 0 a.e. on Γ0,
Remark A.30. The result is false when β ≥ 1. For example, when O = H, the constant function,
u = 1, is in H10 (H,w) by Lemma A.6.
Proof of Lemma A.29. Suppose first that u ∈ H10 (O ∪ Γ1,w). By the Definition 2.15 of H10 (O ∪
Γ1,w) and the Definition 2.20 of H
2(O,w), there exists {um}m≥0 ⊂ C20 (O∪Γ1) such that um → u
in H2(O,w). As the trace operator, T 2,0Γ0 : H
2(O,w) → L2(Γ0, e−γ|x|dx), is bounded by Lemma
A.26 and T 2,0Γ0 um = 0 on Γ0 for all m ≥ 0, we deduce that T
2,0
Γ0
u = 0 a.e. on Γ0, as desired.
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Conversely, suppose that T 2,0Γ0 u = 0 a.e. on Γ0. Hence, by the proof of Lemma A.26, there
exist {um}m≥0 ⊂ C2(O¯) such that, as m→∞,
um → u in H2(O,w), (A.18)
T 2,0Γ0 um = um|Γ0 → 0 in L2(Γ0, e−γ|x|dx). (A.19)
It suffices to consider the case O = H, so Γ0 = R× {0} and Γ1 = ∅, since the general case for O
as in Definition 2.6 follows by standard methods [31, Proof of Theorem 5.5.2]. Then,
um(x, y)− um(x, 0) =
∫ y
0
um,y(x, z) dz
and
|um(x, y)| ≤ |um(x, 0)| +
∫ y
0
|um,y(x, z)| dz.
Thus,
|um(x, y)|2 ≤ 2|um(x, 0)|2 + 2
(∫ y
0
|um,y(x, z)| dz
)2
≤ 2|um(x, 0)|2 + 2y
∫ y
0
|um,y(x, z)|2 dz,
and ∫
R
|um(x, y)|2e−γ|x| dx ≤ C
(∫
R
|um(x, 0)|2e−γ|x| dx
+ y
∫ y
0
∫
R
|Dum(x, z)|2e−γ|x| dxdz
)
≤ C
(∫
R
|um(x, 0)|2e−γ|x| dx
+ y
∫ y
0
∫
R
|Dum(x, z)|2zβ−1e−γ|x|−µz dxdz
)
,
for 0 < β < 1 and 0 ≤ y ≤ 1.
Letting m→∞ and applying (A.18) and (A.19), we deduce that∫
R
|u(x, y)|2e−γ|x| dx ≤ Cy
∫ y
0
∫
R
|Du(x, z)|2w(x, z) dxdz,
for 0 < β < 1 and 0 ≤ y ≤ 1.
(A.20)
Let ζ ∈ C∞(R¯) satisfy ζ = 1 on (∞, 1], ζ = 0 on [2,∞), and 0 ≤ ζ ≤ 1, and write ζm(x, y) :=
ζ(my), (x, y) ∈ H, and set
wm := u(1− ζm), m ≥ 1.
Then
wm,x = ux(1− ζm), wm,y = uy(1− ζm)−muζy(m·).
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Consequently,
‖u− wm‖2H1(O,w) =
∫
O
{
y
(
ζ2m|Du|2 + 2muuyζmζy(m·) +m2ζ2y(m·)u2
)
+ (1 + y)ζ2mu
2
}
w(x, y) dxdy
≤ C
∫
O
1{0<y<2/m}
(
y|Du|2 + (1 + y)u2)w(x, y) dxdy
+ Cm2
∫
O
1{0<y<2/m}yu2w(x, y) dxdy =: Im + Jm.
The integral Im converges to zero as m→∞, since
‖u‖2H1(O,w) =
∫
O
{
y|Du|2 + (1 + y)u2}w(x, y) dxdy <∞.
To estimate the term Jm, we apply (A.20),
Jm = Cm
2
∫ 2/m
0
∫
R
yu2w(x, y) dxdy
= Cm2
∫ 2/m
0
yβ
(∫
R
u2e−γ|x| dx
)
e−µydy
≤ Cm2
(∫ 2/m
0
y1+β dy
)(∫ 2/m
0
∫
R
|Du(x, z)|2zβ−1e−γ|x|−µz dxdz
)
≤ Cm−β
∫ 2/m
0
∫
R
|Du|2w(x, z) dxdz → 0 as m→∞,
since
‖u‖2H2(O,w) =
∫
O
{
y2|Du|2 + (1 + y2)|Du|2 + (1 + y)u2}w(x, y) dxdy <∞.
Consequently, the term Jm also tends to zero as m → ∞, and we conclude that wm → u in
H1(O,w) as m → ∞. But wm = 0 on R × [0, 1/m) and we can therefore mollify the wm to
produce functions um ∈ C20 (H) such that um → u in H1(O,w) as m → ∞ using the method of
proofs of [31, Theorems 5.3.1 & 5.3.2]. Hence, u ∈ H10 (O ∪ Γ1,w). 
We also have the following analogue of [31, Theorem 5.5.2] for the Γ1 boundary portion of ∂O:
Lemma A.31 (Γ1-trace zero functions in H
1(O,w)). Assume the hypotheses of Lemma A.25
with k = 1. For all β > 0 and u ∈ H1(O,w),
u ∈ H10 (O ∪ Γ0,w) if and only if T 1Γ1u = 0 a.e. on Γ1.
Proof. If u ∈ H10 (O ∪ Γ0,w) then, just as in the proof of Lemma A.29, we have T 1Γ1u = 0 a.e. on
Γ1 by now appealing to Lemma A.25. Conversely, if T
1
Γ1
u = 0 a.e. on Γ1, it is straightforward
to adapt the proof of [31, Theorem 5.5.2] (and simpler than for Lemma A.29) to show that
u ∈ H10 (O ∪ Γ0,w). 
Although the boundary properties under discussion in Lemma A.32 will be superseded in the
sequel to this article by verifications that solutions to the problems considered in this article
are at least in C1loc(O ∪ Γ0), nevertheless they provide insight when coupled with Example C.1.
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Lemma A.26 shows that for all z ∈ [0, δ0), where δ0 is as in Hypothesis 2.7, there is a well-defined
trace operator
Ty : H
2(O,w)→ L2(Γ0, e−γ|x| dx), (A.21)
such that Tyu = y
β(ρux + σuy)|Γ0×{y} when yβDu ∈ Cloc(O ∪ Γ0;R2).
Lemma A.32 (Equivalence of boundary conditions). Let O be as in Definition 2.6 and require
that O obeys Hypothesis 2.7. Suppose u ∈ H2(O,w). Then there is a positive constant C =
C(β, γ, µ, ρ, σ) such that
‖Tyu− T0u‖L1(Γ0,e−γ|x| dx) ≤ Cyβ‖u‖H2(O,w), 0 < y ≤ δ0. (A.22)
Moreover, yβ(ρux+σuy) = 0 on Γ0 (trace sense) if and only if y
β(ρux+σuy)→ 0 in L1(Γ0, e−γ|x| dx)
as y ↓ 0.
Proof. Denoting w := yβ(ρux + σuy), then
w(·, z) − w(·, 0) =
∫ z
0
wy(·, y) dy, 0 < z ≤ δ0.
But wy = y
β−1(ρux + σuy) + yβ(ρuxy + σuyy), and thus∫
Γ0
|w(·, z) −w(·, 0)| e−γ|x|dx
≤
∫
Γ0
∫ z
0
|wy(·, y)|e−γ|x| dydx
=
∫
Γ0×(0,z)
|yβ−1(ρux + σuy) + yβ(ρuxy + σuyy)|e−γ|x| dxdy
≤ eµ
∫
Γ0×(0,z)
(|ρux + σuy|+ y|ρuxy + σuyy|) yβ−1e−γ|x|−µy dxdy (for 0 < z ≤ 1)
= eµ
∫
Oz
(|ρux + σuy|+ y|ρuxy + σuyy|)w dxdy
≤ eµVol1/2(Oz,w)
(∫
Oz
(|ρux + σuy|+ y|ρuxy + σuyy|)2w dxdy
)1/2
≤ CVol1/2(Oz,w)
(‖Du‖L2(Oz ,w) + ‖yD2u‖L2(Oz ,w))
≤ CVol1/2(Oz,w)‖u‖H2(O,w),
where Oz := Γ0 × (0, z) and C = C(µ, ρ, σ). Moreover,
Vol(Oz ,w) =
∫
Γ0×(0,z)
yβ−1e−γ|x|−µy dxdy
≤ 2
∫ ∞
0
e−γx dx
∫ z
0
yβ−1 dy
=
2
βγ
zβ .
Combining these observations gives (A.22).
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Suppose yβ(ρux + σuy) = 0 on Γ0 (trace sense). Then T0u = 0 a.e. on Γ0 and (A.22) implies
that
Tyu = y
β(ρux(·, y) + σuy(·, y))→ 0 in L1(Γ0, e−γ|x|) as y → 0.
Conversely, if yβ(ρux+σuy)(·, y)→ 0 in L1(Γ0, e−γ|x|) as y → 0, then (A.22) implies that T0u = 0
a.e. on Γ0. Hence, y
β(ρux + σuy) = 0 on Γ0 (trace sense). 
A.4. Weighted Sobolev spaces and the chain rule. We have the following version, for our
weighted Sobolev spaces, of the analogous results for the standard Sobolev space H1(O) given by
[8, Equations (2.5.44) & (2.5.45)] (who also include H10 (O)), [44, Lemma 7.6], and [95, Corollary
2.1.6], for certain types of weighted Sobolev spaces.
Lemma A.33 (Weighted Sobolev spaces and the chain rule). Let u, v ∈ H10 (O ∪ T,w), where
T ⊂ ∂O is relatively open. Then u±, |u|,max{u, v},min{u, v} ∈ H10 (O ∪ T,w) and
Diu
+ =
{
Diu, u > 0,
0, u ≤ 0,
Diu
− =
{
0, u ≥ 0,
−Diu u < 0,
Di|u| =


Diu, u > 0,
0, u = 0,
−Diu u < 0,
Dimax{u, v} =


Diu, u > v,
0, u = v,
Div u < v,
Dimin{u, v} =


Div, u > v,
0, u = v,
Diu u < v.
Proof. For the case of u± and |u| = u++u−, together with T = ∂O so H10 (O∪T,w) = H1(O,w),
the result follows from the proof of [44, Lemma 7.6], which translates from H1(O) to H1(O,w)
without change. (Note that our convention, x− = max{−x, 0} = −min{x, 0}, is opposite in sign
to that of [44, p. 152].) Because max{u, v} = u+ (v − u)+ and u, v ∈ H1(O,w), it follows that
max{u, v} ∈ H1(O,w). Similarly, as min{u, v} = u − (v − u)− and u, v ∈ H1(O,w), it follows
that min{u, v} ∈ H1(O,w).
When T $ ∂O, it suffices to consider the case of u+, as the remaining cases follow as above.
The proof of [44, Lemma 7.6] for u+ uses the approximation to u+ given by
fε(u) =
{
(u2 + ε2)1/2 − ε, u > 0,
0, u ≤ 0,
for ε > 0. But if u ∈ C∞0 (O ∪ T ), then fε(u) ∈ C∞0 (O ∪ T ). Thus, if u = 0 on T (trace sense),
then fε(u) = 0 on T (trace sense). The remainder of the proof of [44, Lemma 7.6] now shows
that u+ ∈ H10 (O ∪ T,w). 
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A.5. An application of Hardy’s inequality. Theorem A.8, with p = 2, yields the following
version of Proposition 2.40 without assuming b1 = 0 when 0 < β < 1:
Proposition A.34 (Continuity estimate via Hardy’s inequality). Assume the coefficients of A
and constant γ0 satisfy the hypotheses of Proposition 2.36. Then
|a(u, v)| ≤ C‖u‖V ‖v‖V , ∀u ∈ H1(O,w), v ∈ H10 (O ∪ Γ1,w), (A.23)
where C is a positive constant depending at most on the coefficients r, q, κ, θ, ρ, σ.
Proof. Recall that H10 (O∪Γ1,w) = H1(O,w) when β ≥ 1 by Lemma A.6 and Remark A.7. When
β < 1, we require v ∈ H10 (O ∪ Γ1,w) to ensure v = 0 on Γ0 (trace sense). By Definition 2.15 we
may assume without loss of generality that v ∈ C∞0 (O ∪ Γ1) when β < 1 and v ∈ C∞0 (O ∪ Γ1)
when β ≥ 1 by Corollary A.12 and Remark A.7. Let ϕ ∈ C∞(R¯) be such that 0 ≤ ϕ ≤ 1 on R,
ϕ(y) = 1 for y ≤ 1, ϕ(y) = 0 for y ≥ 2, and |ϕ′(y)| ≤ 2 for all y ∈ R.
Suppose supp v ⊂ (x0, x1)× (0,∞). Theorem A.8 yields, for all x ∈ (x0, x1),∫ 1
0
v2(x, y)yβ−2 dy ≤
∫ ∞
0
|ϕ(y)v(x, y)|2yβ−2 dy
≤ 4
(β − 1)2
∫ ∞
0
|ϕ(y)vy(x, y) + ϕ′(y)v(x, y)|2yβ dy (by (A.3))
≤ C
∫ 2
0
(
v2y + v
2
)
yβ dy,
where the constant C depends at most on β. Observe that
‖y−1/2v‖2L2(O,w) =
∫ x1
x0
∫ ∞
0
y−1v2w(x, y) dydx
=
∫ x1
x0
∫ 1
0
yβ−2v2e−γ|x|−µy dydx+
∫ x1
x0
∫ ∞
1
yβ−2v2e−γ|x|−µy dydx.
The first integral obeys∫ x1
x0
∫ 1
0
yβ−2v2e−γ|x|−µy dydx ≤
∫ x1
x0
(∫ 1
0
yβ−2v2 dy
)
e−γ|x| dx
≤ C
∫ x1
x0
(∫ 2
0
yβ(v2y + v
2) dy
)
e−γ|x|dx
≤ C
∫ x1
x0
∫ 2
0
y(v2y + v
2)yβ−1e−γ|x|−µydydx
≤ C
∫ x1
x0
∫ ∞
0
y
(
v2y + v
2
)
yβ−1e−γ|x|−µydydx
= C‖v‖2V .
The second integral obeys∫ x1
x0
∫ ∞
1
yβ−2v2e−γ|x|−µy dydx ≤
∫ x1
x0
∫ ∞
1
v2yβ−1e−γ|x|−µy dydx
≤
∫ x1
x0
∫ ∞
0
v2yβ−1e−γ|x|−µy dydx
=
σ2
2
‖v‖2V .
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Combining these two integral estimates yields
‖y−1/2v‖L2(O,w) ≤ C‖v‖V .
The result now follows by combining the preceding estimate with (2.30). 
Appendix B. The Lax-Milgram theorem and a priori estimates
We summarize a few consequences of the Lax-Milgram theorem which we use throughout our
article. We first recall the classical
Theorem B.1 (Lax-Milgram theorem). [31, Theorem 6.2.1], [44, Theorem 5.8] Let V be a Hilbert
space. Suppose b : V ×V → R is a continuous bilinear function, that is, there is a positive constant
c1 such that
|b(u, v)| ≤ c1‖u‖V ‖v‖V , ∀u, v ∈ V, (B.1)
which is coercive, that is, there is a positive constant c2 such that
b(u, u) ≥ c2‖u‖2V , ∀u ∈ V. (B.2)
Then for each f ∈ V ′, there exists a unique u ∈ V such that
b(u, v) = f(v), ∀v ∈ V. (B.3)
Corollary B.2 (A priori estimate for Lax-Milgram solutions). Let b : V × V → R and c2 > 0 be
as in Theorem B.1 and let f ∈ V ′. If u ∈ V is a solution to (B.3), then
‖u‖V ≤ (1/c2)‖f‖V ′ , (B.4)
where
‖f‖V ′ = sup
v∈V \{0}
|f(v)|
‖v‖V .
Suppose H is a Hilbert space such that V →֒ H →֒ V ′, via inclusion and h 7→ (h, ·)H respectively,
and that |v|H ≤ ‖v‖V . If f ∈ H, then
‖u‖V ≤ (1/c2)|f |H . (B.5)
Proof. We may assume without loss that u 6= 0. Then (B.1) and (B.2) give
‖u‖2V ≤ (1/c2)b(u, u) = (1/c2)f(u) ≤ (1/c2)‖f‖V ′‖u‖V ,
and (B.4) follows. When f ∈ H, observe that
‖f‖V ′ = sup
v∈V \{0}
|f(v)|
‖v‖V ≤ supv∈V \{0}
|f(v)|
|v|H ≤ supv∈H\{0}
|f(v)|
|v|H = |f |H ,
and this yields (B.5). 
The following observations will be useful when constructing solutions to variational inequalities.
Lemma B.3 (Bilinear forms and weak limits). Suppose b : V × V → R is a continuous bilinear
form on a Hilbert space V . Let {un}n≥1, {vn}n≥1 ⊂ V be sequences such that un ⇀ u ∈ V weakly
and vn → v ∈ V strongly. Then
(1) limn→∞ b(un, v) = b(u, v);
(2) limn→∞ b(un, vn) = b(u, v);
(3) If b : V × V → R is coercive, then b(u, u) ≤ lim infn→∞ b(un, un).
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Proof. By the proof of [31, Theorem 6.2.1] (via the Riesz Representation Theorem [31, §D.3]),
there is a bounded, linear operator B : V → V such that
b(u, v) = (Bu, v)V , ∀u, v ∈ V.
Moreover, if B∗ : V → V is the adjoint operator defined by (Bu, v)V = (u,B∗v)V , for all u, v ∈ V ,
then
lim
n→∞ b(un, v) = limn→∞(Bun, v)V = limn→∞(un, B
∗v)V = (u,B∗v)V = (Bu, v)V = b(u, v).
This proves (1). Since weakly convergent sequences are bounded [31, §D.4], there is a positive
constant K such that ‖un‖V ≤ K,∀n ≥ 1. Then (B.1) yields
|b(un, vn)− b(u, v)| = |b(un, vn)− b(un, v) + b(un, v)− b(u, v)|
≤ |b(un, vn − v)|+ |b(un − u, v)|
≤ c1K‖vn − v‖V + |b(un, v)− b(u, v)|,
and so (2) follows from (1). When b : V × V → R is coercive, then u 7→
√
b(u, u) defines a norm
on V which is equivalent to ‖v‖V and thus (3) follows from [31, §D.4]. 
Appendix C. Explicit solution to the elliptic Cox-Ingersoll-Ross equation
The following example illustrates some of the subtleties surrounding the boundary behavior of
solutions to the elliptic Cox-Ingersoll-Ross equation, and thus the Heston equation, near Γ0.
Example C.1 (Elliptic Cox-Ingersoll-Ross equation and confluent hypergeometric functions).
When the source function, f , in Problem 2.28 is independent of x, it is natural to consider
f ∈ L2(R+,m) with m(y) := yβ−1e−µy and examine the problem of existence, uniqueness, and
regularity of weak solutions u ∈ H1(R+,m) to the elliptic Cox-Ingersoll-Ross equation,
Bu = f a.e. on R+, (C.1)
that is
b(u, v) = (f, v)L2(R+,m),∀v ∈ H1(R+,m), (C.2)
where
Bu := −σ
2
2
yuyy − κ(θ − y)uy + ru,
and
b(u, v) :=
∫
R+
(
σ2
2
yuyvy + ruv
)
m dy,
with (noting that the definition here differs slightly from that of Definition 2.15)
‖v‖2H1(R+,m) :=
∫
R+
(
zv2z + v
2
)
m dz.
Theorem 3.4 shows that there exists a unique solution u ∈ H1(R+,m) to (C.2), while Theorem
5.17 shows that u ∈ H2(R+,m), where (noting that the definition here differs slightly from that
of Definition 2.20)
‖v‖2H2(R+,m) :=
∫
R+
(
z2v2zz + (1 + z
2)v2z+
)
m dz.
Lemma 2.29 implies that this u solves (C.1), and also obeys the weighted-Neumann boundary
condition,
yβu′(0) = 0. (C.3)
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It is instructive to examine the question of uniqueness of solutions to (C.1) with the aid of explicit
formulas from [1, §13]. Suppose f = 0 in (C.1). Writing z := µy = 2κy/σ2 and v(z) := u(y), the
equation Bu = 0 on R+ becomes
zvzz + (β − z)vz − av = 0 on R+, (C.4)
where a := r/κ ∈ R. This is the Kummer equation with solution [1, §13.1.11]
v(z) = c1U(a, β, z) + c2M(a, β, z), z ∈ R+, (C.5)
where c1, c2 ∈ R andM(a, β, z), U(a, β, z) are the Kummer or confluent hypergeometric functions
[1, §13]. For any β > 0, one knows that M(a, β, z) ∼ z−a+za−βez as z →∞ [1, §13.5.1] and thus
M /∈ H1(R+,m) and we must have c2 = 0, where we now write the weight as m(z) = zβ−1e−z.
For any β > 0, one knows that U(a, β, z) ∼ z−a as z → ∞ [1, §13.5.2]; for β > 1, one has
U(a, β, z) ∼ z1−β as z → 0 by [1, §13.5.6–8]; for β = 1, one has U(a, β, z) ∼ log z as z → 0 by [1,
§13.5.9]; and, for 0 < β < 1, one has U(a, β, z) ∼ z1−β as z → 0 by [1, §13.5.10] and Uz(a, β, z) =
−aU(a + 1, β + 1, z) ∼ z−β by [1, §13.4.21 & §13.5.8]. Therefore, U /∈ H1(R+,m) when β ≥ 1
while U ∈ H1(R+,m) when 0 < β < 1. But Uzz(a, β, z) = a(a + 1)U(a + 2, β + 2, z) ∼ z−β−1
by [1, §13.4.22 & §13.5.6]. Therefore, zUzz ∼ z−β as z → 0 and so U /∈ H2(R+,m) by Definition
2.20. Consequently, we must have c1 = 0 in (C.5). (Equivalently, Uz ∼ z−β as z → 0 and so
Uz /∈ L2(R+,m) and therefore U /∈ H2(R+,m) by Definition 2.20.) Hence, u = 0 is the unique
solution in H1(R+,m) to (C.1) when f = 0.
Observe that as z → 0 we have U(a, β, z) ∼ Γ(1−β)/Γ(1+a−β) [1, §13.5.10] and zβUz(a, β, z) ∼
−aΓ(β)/Γ(a+1) by [1, §13.4.21 & §13.5.8], and so the boundary conditions v(0) = 0 or zβvz(0) = 0
also imply that c1 = 0.
Lastly, suppose that f ∈ Cα(R¯+) and us ∈ C2,α(R¯+) is a solution to Bu = f on R+. If
us(0) 6= 0 and, when 0 < β < 1, c ∈ R \ {0} is chosen such u := us + cU obeys u(0) = 0
(that is c = −us(0)/U(0)), then u ∈ C(R¯+) ∩ C2(R+) solves Bu = f on R+ and u(0) = 0 but
u /∈ C1(R¯+). 
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