Abstract. We discuss some ergodic properties of the generalized Gauss transformation
Introduction
The Gauss transformation
where {x} denotes the decimal part of x, has been well studied. It has a strong relation with continued fractions and has numerous applications to number theory, dynamical systems and etc. This transformation has a unique absolutely continuous ergodic measure on I = [0, 1):
where m is the Lebesgue measure. The expression of the density function is rather simple. However, for most maps that may be viewed as generalizations of Gauss transformation, we do not have such expressions and in general we do not expect to have a simple explicit expression, even for some special cases (for instance, T (x) = { 1 x 2 }. Discussions on such transformations can be found in [6] ). It seems that there is no general method for finding the explicit expression of the absolutely continuous ergodic measure.
Recently we found an approach and obtained explicit expressions of the absolutely continuous ergodic measures for a family of generalized Gauss transformations. This leads us to a series of interesting results. 
Remark. Since the first draft of this work had been posted on arXiv, we learned that there have already been some works on this topic:
(1) Continued fractions of the form (1) were first introduced in [3] , in which they were named N -continued fractions, to obtain periodic expansions for quadratic irrational numbers. However, in [3] the authors do not require that a k ≥ N for all k. In this paper, we attempt to give an idea about how we find the measures µ N in Section 2 and present a proof of ergodicity in Section 3. In Section 4 and Section 5 we discuss some results analogous to the so-called Khinchin's constant and Lévy's constant for regular continued fractions. We consider the following theorem to be the highlight of such results:
be the geometric mean of the coefficients. For Lebesgue almost every x, K N (x) = K N is a constant that depends only on N . In particular, we have
(2) Let
Then: (i) For almost every x ∈ I,
is a constant that depends only on N . In particular,
(ii) For every x ∈ I,
The Invariant Measure
In this section we try to give an idea about how we find the measures µ N . We assume that T N has an absolutely continuous invariant measure µ N with continuous density. Then F (t) = µ N ([0, t)) is a smooth function on [0, 1). As µ N is invariant, we have for every t ∈ [0, 1),
We assume that F extends to a smooth function on R + ∪ {0} such that (3) holds for all t ∈ R + ∪ {0}. Replace t by 1 + t in (3) and note that F (0) = 0, we have
Let G(t) = H(ln t) for all t. Then
Then we are aware that (4) holds for all linear functions H that satisfies
So we guess that H(x) = cx for some constant c ∈ R. Then G(t) = H(ln t) = c ln t and
As
Hence for every x ∈ [0, 1),
It is straightforward to check that µ N is indeed an invariant measure for T N .
Ergodicity of µ N
Existence of an absolutely continuous invariant measure for T N , as well as ergodicity of the measure, is actually guaranteed by a theorem of Bowen [2] . Here we would like to present a proof of ergodicity of µ N following [8, Section 2] to get some insight into the N -continued fractions. First we note the recursive structure of the convergents:
A n B n = [a 1 .a 2 , · · · , a n ] N be the n-th convergent of x (assuming no reduction of fraction is made). For a n = ∞,
Remark. As a n ≥ N for all n, we can see that B n ≥ N n be induction.
As µ N is absolutely continuous with nonzero density, its ergodicity is equivalent to the following fact:
Proof. Let E be an invariant subset and m(E) = d < 1. Let χ be the characteristic function on E. We choose ξ ∈ (0, 1) and write
We fix a positive integer n and denote by r q and r ′ q ′ the (2n − 1)-th and 2n-th convergents of ξ (without reduction), i.e.
We have
As m(E) = d < 1 and 1 (qx + q ′ ) 2 is decreasing with x, we have
If ξ runs over (0, 1) and n runs over all positive integers, the intervals [t 1 , t 2 ] form a covering, in the sense of Vitali, of (0, 1). In the virtue of Lebesgue density theorem, m(E) = 0.
Frequencies and Means
The invariant measure µ N allows us to compute the frequencies and means of the coefficients (partial denominators) for N -continued fractions. Theorem 4.1. Let φ be a measurable function on I that is integrable over µ N . Then for Lebesgue almost every x ∈ I,
Proof. Just apply Birkhoff ergodic theorem to the map T N and the ergodic measure µ N . Note that µ N (E) = 0 if and only if m(E) = 0.
Remark. The theorem also holds for nonnegative functions with infinite integrals.
We can apply theorem 4.1 to get the following results.
Proposition 4.2. For Lebesgue almost every x ∈ I, the coefficients in N -continued
(2) The expectation of the coefficients is infinity:
(3) The geometric mean of the coefficients is
Proof.
(1) can be obtained by setting φ as the characteristic function on [
(2)(3) can be derived from (1) with the frequencies or by setting φ in Theorem 4.1
As a corollary, we note that the relative frequencies are the same for different values of N as long as they do not vanish, i.e., For any integers
which is independent of N . The frequencies also implies the following fact: For r = 0,
Note that the N -continued fraction coincides with the regular one for N = 1. The well-known result of Khinchin states that for almost every x ∈ I,
where K 1 is the so called Khinchin's constant. It is doubtful whether the author is the first to notice that K 1 is quite close to e. Meanwhile, it is not difficult to find formulae for the means K N,r . However, no one has realized the neat limit behavior of the means. It is fascinating to find such a brave new world just by changing 1 to N . Our discovery is as following: Theorem 4.5. For Lebesgue almost every x ∈ I (x should be irrational), we have the following results:
(1) For r ≥ 1, K N,r (x) = +∞. (2) For r < 1 and r = 0,
Proof. It is easy to see that there is Γ ⊂ I such that m(Γ) = 1 and Theorem 4.1 holds for every x ∈ Γ.
(1) Assume that r ≥ 1 and M is a positive integer no less than N , let
Apply Theorem 4.1 for φ = (g M ) r . For every x ∈ Γ, we have
So K N,r (x) = +∞ for r ≥ 1 and for every x ∈ Γ.
(2) Assume that r < 1 and r = 0. Let g(x) = ⌊ N x ⌋ for x ∈ (0, 1). Note that
)
Apply Theorem 4.1 for φ = (g) r .
For every x ∈ Γ, we have
Now we assume that r < 0. Proof for the case 0 < r < 1 is analogous. For r < 0, we have
Apply Theorem 4.1 for φ = h. For every x ∈ Γ, we have
Moreover, we have
This implies that lim
According to Theorem 4.5, as p → ∞, besides the geometric mean
we have:
and so on. Some computation shows that
We can see that the convergence of K N N to e is quite fast.
Lypunov Exponents and Growth of Denominators
In this section we discuss the Lypunov exponents for the map T N and the growth of the denominators in the convergents. 
Proof. Apply Theorem 4.1 for φ = ln |T ′ N |:
We know that Θ(1) = π 2 12 and hence Λ 1 = π 2 12 ln 2 is the logarithm of Lévy's constant. As Θ is increasing, we have Λ N < ∞ for all N . Lévy's constant is generalized as following:
Proof. From Lemma 3.1 we have for every irrational x ∈ I and every n,
Make a substitution and we have
But for Lebesgue almost every x ∈ [0, 1),
The result follows.
Remark. By (5), for Lebesgue almost every x ∈ [0, 1),
This measures the precision of the n-th convergents in the N -continued fractions, which is a generalization of Loch's constant (the generalized constant is ln 10 2Λ N + ln N ).
As λ(T N ) increases with N (see the remark after Proposition 5.4), the larger N is, the faster the convergents converge. (6) may also be obtained directly by Shannon-McMillan-Breiman Theorem. Our approach finds its advantage in the equations (7).
We note the following facts about Λ N :
Remark. This verifies (2) in Theorem 1.4.
Remark. More computation shows that as N → ∞,
, which provides a good estimate for Λ N when N is large. Proof. It suffices to show that Λ ′ (x) > 0 for all x ∈ (0, 1). We have
for all x ∈ (0, 1)
for all x ∈ (0, 1).
The last inequality is true.
Remark. However, a similar argument shows that λ(T N ) = 2Λ N + ln N increases with N .
Lower Bounds for Non-regular Points
Ergodic theory does not tell us everything. There are orbits along which the Lyapunov exponents do not exist (for rational numbers, or irrationals for which the limit do not exist) or they differ from λ(T N ). Analogous to [5] , we have some estimates along such non-regular orbits.
Denote by λ N (x) the Lyapunov exponent of T N along the orbit of x. But for each k, we have either
In the latter case, we have x k = N a k+1 + x k+1
and hence
Note that x k < 1 for all k. Therefore for every n, we always have
Remark. The lower bound is achieved at infinitely many points, for example, the preimages of From the proof of Theorem 5.2, we can see that the following estimate holds for every x ∈ I: 
