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Abstract. We prove the existence of nontrivial standing wave solutions of
the complex Ginzburg-Landau equation φt = eiθ∆φ+ eiγ |φ|αφ with periodic
boundary conditions. Our result includes all values of θ and γ for which
cos θ cos γ > 0, but requires that α > 0 be sufficiently small.
1. Introduction
We consider the complex Ginzburg-Landau equation
φt = e
iθ∆φ + eiγ |φ|αφ, (1.1)
where α > 0, both on the whole space RN , with periodic boundary conditions, and
on a bounded domain Ω of RN with Dirichlet boundary conditions. We look for
standing wave solutions of the form
φ(t, x) = eiωtu(x) (1.2)
with ω ∈ R. The resulting equation for u is then
eiθ∆u+ eiγ |u|αu = iωu. (1.3)
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Equation (1.1) is used to model such phenomena as superconductivity, chemical
turbulence and various types of fluid flows. See [6] and the references cited therein.
Local and global well-posedness of (1.1), on both RN and a domain Ω ⊂ RN ,
are known under various boundary conditions and assumptions on the parameters,
see e.g. [7, 9, 10, 13, 14, 16, 18, 19, 20, 21]. Concerning standing wave solutions,
the particular case of the nonlinear Schro¨dinger equation (i.e. θ = ±γ = ±π2 )
leads to the elliptic equation ∆u ± |u|αu ± ωu = 0. This equation is the object
of a literature too vast to be cited here. Another well-known case is ω = 0, i.e.
stationary solutions. Then necessarily γ = θ modulo 2π (see Remark 1.4 (ii) below)
and so equation (1.3) reduces to ∆u + |u|αu = 0, which is a special case of the
previous equation. In the other cases, we are not aware of mathematical results
concerning the existence of standing wave solutions. Numerous papers discuss
the existence of special solutions (holes, fronts, pulses, sources, sinks, etc), see
e.g. [2, 3, 4, 5, 11, 12, 15, 17, 23, 24, 25].
Throughout this paper, all the function spaces are made up of complex-valued
functions, but are considered as real Hilbert or Banach spaces. For example, L2(Ω)
is the real Hilbert space of all complex-valued square integrable functions on Ω with
the (real) inner product
(u, v)L2 = ℜ
∫
Ω
uv. (1.4)
In addition, we consider the N dimensional torus TN = (R/2πZ)N and the space
H2(TN ) = {u ∈ H2loc(R
N ); u is 2π-periodic in all variables}, (1.5)
equipped with the norm of H2(Ω) with Ω = (0, 2π)N .
Our first result is the existence of spatially periodic standing wave solutions
of (1.1) for small α.
Theorem 1.1. Suppose γ, θ satisfy
−
π
2
< θ, γ <
π
2
. (1.6)
It follows that there exist α0 > 0 and continuous maps u : (0, α0) → H
2(TN ) and
ω : [0, α0] → R such that for every α ∈ (0, α0), u = u(α) is a nontrivial solution
of (1.3) with ω = ω(α). In particular, the resulting function φ given by (1.2) is a
standing wave solution of (1.1).
Note that it is part of the statement of Theorem 1.1 that |u|αu ∈ L2loc(R
N ), since
both ∆u and u belong to L2loc(R
N ). Our proof of Theorem 1.1 proceeds by first
constructing solutions of the equation (1.3) on the set Ω = (0, π)N which vanish on
the boundary ∂Ω, and then extending these solutions to RN by reflection. Thus,
to prove Theorem 1.1, we need first to prove a similar result, but on a bounded
domain of RN , which we now describe.
We consider a bounded, connected open subset Ω of RN and we set
H = {u ∈ H10 (Ω); ∆u ∈ L
2(Ω)}, (1.7)
so that H equipped with the scalar product
(u, v)H = ℜ
∫
Ω
uv + ℜ
∫
Ω
∆u∆v, (1.8)
is a real Hilbert space and H →֒ H10 (Ω). We show the following result.
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Theorem 1.2. Suppose Ω is a bounded, connected, open subset of RN . Let γ, θ
satisfy (1.6) and let H be defined by (1.7)-(1.8). It follows that there exist α0 > 0
and continuous maps u : (0, α0) → H and ω : [0, α0] → R such that for every
α ∈ (0, α0), u = u(α) is a nontrivial solution of (1.3) with ω = ω(α). In particular,
the resulting function φ given by (1.2) is a standing wave solution of (1.1).
We prove Theorem 1.2 by a perturbation argument from the case α = 0, using
the implicit function theorem. Indeed, equation (1.3) with α = 0 reduces to the
eigenvalue problem −∆u = (ei(γ−θ) − iωe−iθ)u. As is well known, all eigenvalues
of −∆ with Dirichlet boundary conditions are positive real numbers, while λ⋆ =:
ei(γ−θ) − iωe−iθ is not in general real. It turns out that λ⋆ is real precisely when
ω = sin(γ−θ)cos θ , in which case λ
⋆ = cos γcos θ . Unfortunately, this value of λ
⋆ is not always
an eigenvalue of −∆. To overcome this problem, we introduce another parameter
µ > 0 and consider the equation
∆v + µei(γ−θ)|v|αv − iωe−iθv = 0. (1.9)
(See also Remark 2.1.) Note that if α > 0, then a solution of (1.9) can be turned
into a solution of (1.3) by a simple multiplicative factor.
Equation (1.9) in the case α = 0 now becomes −∆v = (µei(γ−θ) − iωe−iθ)v.
Given any λ > 0, one sees that µ0e
i(γ−θ) − iω0e
−iθ = λ if and only if
ω0 = λ
sin(γ − θ)
cos θ
, (1.10)
and
µ0 = λ
cos θ
cos γ
. (1.11)
The implicit function theorem now yields the following result.
Theorem 1.3. Suppose Ω is a bounded, connected, open subset of RN and let H
be defined by (1.7)-(1.8). Let
λ = λ(−∆), (1.12)
be an eigenvalue of −∆ in L2(Ω) with domain H and ϕ a corresponding eigenvector
such that ∫
Ω
|ϕ|2 = 1. (1.13)
Assume that λ is a simple eigenvalue, in the sense that the corresponding eigenspace
is Cϕ. (For instance, λ can be the first eigenvalue of −∆.) Let γ, θ satisfy (1.6)
and let ω0 and µ0 be defined by (1.10)-(1.11). It follows that there exist α0 > 0 and
continuous maps v : [0, α0] → H, µ : [0, α0] → R and ω : [0, α0] → R such that
v(0) = ϕ, µ(0) = µ0, ω(0) = ω0 and such that (1.9) holds for all 0 ≤ α ≤ α0.
The above results call for several remarks. Since our proof of Theorem 1.3 is
based on a perturbation argument, we have no information on the size of α0. In
addition, based on what is known about standing waves of the nonlinear Schro¨-
dinger equation and stationary solutions of the nonlinear heat equation, one would
expect that, at least in space dimension N ≥ 2, there would exist an infinite family
of standing wave solutions (all with the same ω). Our results do not address this
question at all. Another important issue is the stability (both linear and dynamical)
of the standing waves.
We next make a few remarks concerning the conditions on θ and γ.
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Remark 1.4. Suppose for example equation (1.3) is set on a bounded, connected
subset Ω of RN with Dirichlet boundary conditions. (Similar calculations can be
made in the case of periodic boundary conditions.) Let u ∈ H10 (Ω)∩L
α+2(Ω) with
∆u ∈ L2(Ω), u 6≡ 0 be a solution of (1.3). Since∫
Ω
u∆u = −
∫
Ω
|∇u|2, (1.14)
we deduce from (1.3) that
eiθ
∫
Ω
|∇u|2 = eiγ
∫
Ω
|u|α+2 − iω
∫
Ω
|u|2. (1.15)
We now can draw the following consequences.
(i) Considering the real part of (1.15), we obtain
cos θ
∫
Ω
|∇u|2 = cos γ
∫
Ω
|u|α+2. (1.16)
Thus we see that either cos θ = cos γ = 0 or else cos θ cos γ > 0. If cos θ =
cos γ = 0, then the equation (1.1) becomes the nonlinear Schro¨dinger equation
iφt = ±∆φ ± |φ|
αφ, whose standing wave solutions have been extensively
studied. Assume now cos θ cos γ > 0. Changing (γ, θ, ω) to (γ + π, θ+ π,−ω)
leaves the equation invariant, so we may assume that cos γ > 0 and cos θ > 0.
Therefore, we may assume without loss of generality that (1.6) holds.
(ii) It follows easily from (1.15) and (1.6) that ω = 0 (i.e. u is a stationary solution
of (1.1)) if and only if γ = θ modulo 2π.
(iii) Finally, observe that changing (u, γ, θ, ω) to (u,−γ,−θ,−ω) leaves the equa-
tion invariant.
The next remark gives some variants of the main results.
Remark 1.5. (i) If u is a periodic solution of (1.3), as in Theorem 1.1, then
for every positive integer n, un(x) = n
2
αu(nx) is also a solution of (1.3) in
H2(TN ), but with ω replaced by n2ω. In this way, we obtain infinitely many
solutions on TN (starting from one given solution), but for values of ω that
change with the solution.
(ii) In Theorem 1.1, we may replace the torus (R/2πZ)N by (R/2ℓ1Z) × · · · ×
(R/2ℓNZ), where ℓ1, . . . , ℓN > 0. It suffices to apply Theorem 1.2 with Ω =
(0, ℓ1)×· · ·×(0, ℓN) instead of Ω = (0, π)
N . The above remark about rescaling
applies in this situation as well.
(iii) In the case where Ω is the unit ball of RN , there is version of Theorem 1.3 in the
space L2rad(Ω) of radially symmetric functions. Note that all the eigenvalues of
−∆ in L2rad(Ω) with Dirichlet boundary conditions are simple. Thus for every
integer n, there exists α0 > 0 such that for 0 < α < α0 there exist n different
standing wave solutions of (1.1) (assuming γ 6= θ). Indeed, the solutions
are different because for sufficiently small α, the corresponding value of ω is
close to ω0 given by (1.10); and the values of ω0 corresponding to different
eigenvalues are all different. It would be interesting to know if these solutions
are related by dilation, as is true for the eigenfunctions of −∆ in L2rad(Ω).
Remark 1.6. The method we use to prove Theorem 1.2 is not valid in the case
Ω = RN . In fact, the conclusion of Theorem 1.2 is false if Ω = RN . Indeed, suppose
θ = γ, in which case ω = 0 by the same argument as in Remark 1.4 (ii). In this case,
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equation (1.3) becomes −∆u = |u|αu, which has no nontrivial solutions in H1(RN )
if α is Sobolev subcritical (i.e. (N − 2)α < 4). This fact is a consequence of the
Pohozˇaev identity [22]. For the precise formulation needed here, see [1, Corollary 1,
p.321].
2. Proof of Theorem 1.3
In this section, we prove Theorem 1.3.
Proof of Theorem 1.3. It follows from (1.10)-(1.11) that
µ0e
i(γ−θ) − iω0e
−iθ = λ. (2.1)
Therefore, ϕ is a solution of (1.9) with α = 0, µ = µ0 and ω = ω0. For α > 0 small,
µ and ω close to µ0 and ω0, we seek a solution v of (1.9) of the form v = ϕ + ζ
with ζ ∈ H1, where H1 is the orthogonal complement of Cϕ in H . The main tool
we use is the implicit function theorem. The first order of business is to define an
appropriate mapping F . We fix
0 < α˜ <∞ such that (N − 2)α˜ ≤ 2, (2.2)
so that H →֒ L2(α˜+1)(Ω) by Sobolev’s embedding. We set
X = R2 ×H1, (2.3)
and we define the map F : (−∞, α˜]×X → L2(Ω) by
F (α, µ, ω, ζ) = ∆v + µei(γ−θ)g(α, v)− iωe−iθv, (2.4)
v = ϕ+ ζ, (2.5)
where the function g : R× C→ C is given by
g(α, v) =
{
|v|αv α > 0,
v α ≤ 0.
(2.6)
It follows that if F (α, µ, ω, ζ) = 0 and α > 0, then v is a solution of equation (1.9).
Since
∆ϕ+ λϕ = 0, (2.7)
we deduce from (2.1) that
F (0, µ0, ω0, 0) = 0. (2.8)
It follows (for instance from Proposition A.1 below) that the map (α, v) 7→ g(α, v(·))
is continuous (−∞, α˜] ×H → L2(Ω), from which we deduce that F is continuous
(−∞, α˜] × X → L2(Ω). Furthermore, if α ≤ α˜, then by Proposition A.1 the
map v 7→ g(α, v(·)) is differentiable everywhere on H , so that the map (µ, ω, ζ) 7→
F (α, µ, ω, ζ) is differentiable everywhere. In addition, using (A.5), we have
∂F
∂µ
(α, µ, ω, ζ) = ei(γ−θ)g(α, v(·)), (2.9)
∂F
∂ω
(α, µ, ω, ζ) = −ie−iθv, (2.10)
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and
∂F
∂ζ
(α, µ, ω, ζ)w
=
{
∆w + µei(γ−θ)[|v|αw + α|v|α−2vℜ(vw)]− iωe−iθw α > 0,
∆w + [µei(γ−θ) − iωe−iθ]w α ≤ 0.
(2.11)
We now show that the derivative
∂F
∂(µ, ω, ζ)
(0, µ0, ω0, 0) : X → L
2(Ω)
is a bijection. Indeed, we deduce from (2.9)–(2.11) that
∂F
∂µ
(0, µ0, ω0, 0) = e
i(γ−θ)ϕ, (2.12)
∂F
∂ω
(0, µ0, ω0, 0) = −ie
−iθϕ, (2.13)
∂F
∂ζ
(0, µ0, ω0, 0)w = ∆w + λw. (2.14)
where we used (2.1) in the last identity. Therefore,[ ∂F
∂(µ, ω, ζ)
(0, µ0, ω0, 0)
]
· (a, b, w) = A(a, b, w), (2.15)
where
A(a, b, w) = aei(γ−θ)ϕ− ibe−iθϕ+∆w + λw. (2.16)
We first claim that the kernel of A is trivial. Indeed, suppose
A(a, b, w) = 0. (2.17)
Multiplying the equation (2.17) by ϕ, integrating by parts on Ω and using (1.13)
and (2.7), we obtain 0 = aei(γ−θ) − ibe−iθ, i.e. aeiγ = ib. Using (1.6), we conclude
that a = b = 0. It then follows from (2.17) that ∆w + λw = 0, so that w ∈ Cϕ.
Since Cϕ ∩H1 = {0}, this proves the claim.
We next claim that A is surjective. Let M(z) = aei(γ−θ)− ibe−iθ, for z = a+ bi.
Considering C as a real linear space, we see that M is a linear operator C→ C. As
shown above, kerM = {0}, and so M is a bijection. Thus, given f ∈ L2(Ω) there
exist a, b ∈ R such that
aei(γ−θ) − ibe−iθ =
∫
Ω
fϕ. (2.18)
It follows from (1.13) and (2.18) that f − aei(γ−θ)ϕ + ibe−iθϕ belongs to the or-
thogonal of Cϕ. Therefore, there exists a unique w ∈ H1 such that
∆w + λw = f − aei(γ−θ)ϕ+ ibe−iθϕ,
i.e. A(a, b, w) = f . This proves surjectivity.
At this point, we wish to apply the implicit function theorem [26, Theorem 4.B,
p.150]. The only condition that we have not yet verified is that the map ∂(µ,ω,ζ)F
given by (−∞, α˜]×X → L(X,L
2(RN ))
(α, µ, ω, ζ) 7→
∂F
∂(µ, ω, ζ)
(α, µ, ω, ζ)
(2.19)
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is continuous at the point (0, µ0, ω0, 0). This is an immediate consequence of Propo-
sition A.2, since ϕ 6= 0 a.e. in Ω. To see this last property, we note that ϕ is analytic
in the connected, open set Ω, see e.g. [8], so that it cannot vanish on a set of positive
measure.
By the above cited the implicit function theorem, there exist α0 > 0 and contin-
uous maps ζ : [0, α0]→ H1, µ : [0, α0]→ R and ω : [0, α0]→ R such that ζ(0) = 0,
µ(0) = µ0, ω(0) = ω0 and such that F (α, µ(α), ω(α), ζ(α)) = 0 for 0 ≤ α ≤ α0.
This completes the proof (with v(α) = ϕ+ ζ(α)). 
Remark 2.1. The parameter µ is not only useful to ensure that the equation (1.9)
has the form ∆v + λv = 0 when α = 0, where λ is an eigenvalue of −∆. It also
provides a second parameter in the implicit function theorem so that the linearized
operator is bijective.
3. Proof of Theorems 1.2 and 1.1
Proof of Theorem 1.2. We apply Theorem 1.3. (Note that there always exists λ as
in the statement, for example λ can be the first eigenvalue of −∆.) Observe that
cos γ > 0, cos θ > 0, (3.1)
by (1.6), so that µ0 > 0 by (1.11). Therefore, we may choose α0 small enough so
that µ(α) > 0 for α ∈ [0, α0]. Thus u = µ
1
α v is well defined and satisfies (1.3) (since
v satisfies (1.9)). Since v(0) = ϕ, we have v(α) 6≡ 0, hence u(α) 6≡ 0, for α > 0
sufficiently small. Thus, by choosing α0 > 0 possibly smaller, we have u(α) 6≡ 0 for
0 < α < α0. 
Proof of Theorem 1.1. We apply Theorem 1.2 with Ω = (0, π)N , and we obtain
0 < α0 <
2
(N−2)+
and continuous maps u˜ : (0, α0) → H (defined by (1.5)) and
ω : [0, α0]→ R such that for every α ∈ (0, α0), u˜ = u˜(α) is a solution of (1.3) on Ω.
We now extend u˜ to RN by symmetry. More precisely, given x ∈ RN , there exists
a unique family of integers (kj)1≤j≤N such that kjπ ≤ xj < (kj + 1)π, and we set
u(x) = (−1)
∑
N
j=1
kj u˜(x˜), (3.2)
where x˜j = xj − kjπ. It follows that u ∈ H
1
loc(R
N ) ∩ L
2(α+1)
loc (R
N ) is a solution
of (1.3) on RN , and by standard elliptic regularity, u ∈ H2loc(R
N ). Since u is clearly
2π-periodic in all variables, we see that u ∈ H2(TN ). 
Remark 3.1. (i) Recall that u(α) constructed in the proof of Theorem 1.2 is
given by u(α) = µ(α)
1
α v(α), where the functions v(α) and µ(α) are given by
Theorem 1.3. Furthermore, µ(α) → µ0 given by (1.11) as α → 0. Clearly, if
µ0 > 1 (i.e. λ >
cos γ
cos θ ), then ‖u(α)‖L2 → ∞ as α → 0, while if µ0 < 1 (i.e.
λ < cos γcos θ ), then ‖u(α)‖L2 → 0 as α → 0. In the latter case, the curve u(α)
bifurcates from the trivial branch of solutions of (1.3) at α = 0. The same
conclusions hold for the solutions constructed in Theorem 1.1.
(ii) In the context of Theorem 1.3, suppose λ and λ˜ are two different simple
eigenvalues of −∆ with corresponding eigenvectors ϕ and ϕ˜. Let v, µ, ω and
v˜, µ˜, ω˜ be the resulting continuous maps constructed by Theorem 1.3. Since
v(α)→ ϕ and v˜(α)→ ϕ˜ as α→ 0, it is clear that v(α) 6= v˜(α) for α > 0 small.
Similarly, it is clear (see (1.10)) that ω(α) 6= ω˜(α) for α > 0 small. The func-
tions u(α) = µ(α)
1
α v(α) and u˜(α) = µ˜(α)
1
α v˜(α) are solutions, respectively, of
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equation (1.3) and of equation (1.3) with ω˜ instead of ω. Thus it is also clear
that u(α) 6= u˜(α) for α > 0 small.
(iii) Suppose Ω is the unit ball of RN and consider radially symmetric standing
waves. As noted above (see Remark 1.5 (iii)) all the eigenvalues 0 < λ1 <
λ2 < · · · of −∆ in L
2
rad(Ω) with Dirichlet boundary conditions are simple.
And so, Theorem 1.3 can be applied with each λ = λk for each k ≥ 1, thus
producing an infinite family of curves uk(α) of standing waves. If λk <
cos γ
cos θ
(which can happen only for finitely many k), then ‖uk(α)‖L2 → 0 as α → 0.
On the other hand, if λk >
cos γ
cos θ (which necessarily happens infinitely many
k), then ‖uk(α)‖L2 → ∞ as α → 0. Observe that the number of eigenvalues
such that λk <
cos γ
cos θ obviously depends on θ and γ.
Appendix A. An extension of the map (α, v) 7→ |v|αv
In this section we construct an explicit extension of the map (α, v) 7→ |v|αv to
include negative values of α and we study its differentiability with respect to v.
We consider the function g : R × C → C defined by (2.6) and we define H :
R× C× C→ C by
H(α, v, u) =

|v|αu+ α|v|α−2vℜ(vu) α > 0, v 6= 0,
0 α > 0, v = 0,
u α ≤ 0.
(A.1)
It follows easily that g ∈ C(R × C,C) and H is continuous, except at the points
(0, 0, u) with u 6= 0 (where it is discontinuous). Moreover, g is differentialble with
respect to v at every point (α, v) ∈ R× C (where C is considered as a real Hilbert
space), and
∂vg(α, v)u = H(α, v, u), (A.2)
for all α ∈ R and u, v ∈ C.
Let Ω be a bounded open subset of RN and, given 1 ≤ r ≤ ∞, let Lr(Ω) be
the usual Lebesgue space of complex valued functions, equipped with its standard
norm ‖ · ‖Lr , considered as a real Banach space. We fix a > 0 and set p = 2(a+1).
Given v ∈ Lp(Ω), we define
G(α, v)(·) = g(α, v(·)), (A.3)
where g is given by (2.6).
Proposition A.1. The map G is continuous (−∞, a]×Lp(Ω)→ L2(Ω). Moreover,
G is Fre´chet differentiable with respect to v everywhere on (−∞, a]× Lp(Ω) and
∂vG(α, v) = Lα,v, (A.4)
with
Lα,vu = H(α, v(·), u(·)), (A.5)
for all α ∈ (−∞, a), v ∈ Lp(Ω) and u ∈ L2(Ω), where H is defined by (A.1).
Proof. Since Ω is bounded, it follows from the estimate
|g(α, v)| ≤
{
|v|α+1 α ≥ 0,
|v| α < 0,
(A.6)
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that G(α, v) ∈ L2(Ω) for all α < a. Moreover, it follows easily from (A.6) and the
dominated convergence theorem that G ∈ C((−∞, a) × Lp(Ω), L2(Ω)). Next, we
deduce from the estimate
|H(α, v, u)| ≤
{
(α+ 1)|v|α|u| α > 0,
|u| α ≤ 0,
(A.7)
that
‖Lα,vu‖L2 ≤
{
(α + 1)‖v‖αLp|Ω|
a−α
a+1 ‖u‖Lp 0 < α < a,
|Ω|
a
a+1 ‖u‖Lp α ≤ 0.
Therefore, given any α < a and v ∈ Lp(Ω), we see that Lα,v is linear
1 and contin-
uous Lp(Ω) → L2(Ω). It is not difficult to verify, using (A.7) and the dominated
convergence theorem that
(α, v) 7→ Lα,v is continuous ((−∞, a) \ {0})× L
p(Ω)→ L(Lp(Ω), L2(Ω)). (A.8)
Given 0 < α < a, v, u ∈ Lp(Ω) and 0 < t ≤ 1, it follows from (A.2) that
G(α, v + u)−G(α, v) − Lα,vu =
∫ 1
0
H(α, v + σu, u) dσ − Lα,vu
=
∫ 1
0
[Lα,v+σuu− Lα,vu] dσ.
(A.9)
Applying (A.8), we deduce that∥∥∥∫ 1
0
[Lα,v+σuu− Lα,vu] dσ
∥∥∥
L2
= o(‖u‖Lp) as ‖u‖Lp → 0. (A.10)
Thus we see that G is Fre´chet differentiable with respect to v at (α, v) with deriv-
ative Lα,v, provided 0 < α < a. Since G(α, v) = v if α ≤ 0, we see that G(α, v) is
differentiable at (α, v) for any Lp(Ω), with derivative ∂vG(0, v) = I. This completes
the proof. 
Proposition A.2. Let v ∈ Lp(Ω) satisfy v(x) 6= 0 for a.a. x ∈ Ω. It follows that
∂vG(α, v) is continuous at (0, v).
Proof. Consider a sequence (αn, vn)n≥1 ⊂ R × L
p(Ω) such that αn → 0 in R
and vn → v in L
p(Ω). By (A.4), we need to show that Lαn,vn → L0,v = I in
L(Lp(Ω), L2(Ω)) as n→∞. Since Lα,v = I if α ≤ 0, we may assume that αn > 0.
We write
Lαn,vn = L
1
αn,vn
+ L2αn,vn , (A.11)
where
L1αn,vnu = |vn|
αnu, L2αn,vnu = αn|vn|
αn−2vnℜ(vnu).
We first note that αn|vn|
αn ≤ αn(1 + |vn|
a), so that
‖L2αn,vn‖L(Lp,L2) ≤ αn(|Ω|
a
p + ‖vn‖
a
Lp) −→
n→∞
0. (A.12)
Furthermore, since |v| > 0 a.e. in Ω, we see that
|vn|
αn −→
n→∞
1,
a.e. in Ω, and it follows by dominated convergence that
L1αn,vn −→n→∞
I, (A.13)
1Recall that we consider the space L2(Ω) of complex-valued functions as a real Banach space.
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in L(Lp(Ω), L2(Ω)). The result is now a consequence of (A.11)–(A.13). 
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