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Re´sume´
La repre´sentation et le raisonnement sur le temps et
l’espace est une proble´matique importante pour de nom-
breuses applications de l’intelligence artificielle : la com-
pre´hension du langage naturel, la navigation de robots,
etc. Ces trentes dernie`res anne´es de nombreux forma-
lismes dits qualitatifs ont e´te´ propose´s dans le but de re-
pre´senter un ensemble d’entite´s spatiales ou temporelles
et leur relations. Nous nous inte´ressons dans cet article
au proble`me de la fusion de re´seaux de contraintes qua-
litatives (RCQ en abre´ge´). Nous de´crivons un algorithme
de fusion qui construit un RCQ repre´sentant une vision
globale de l’ensemble des RCQ, e´ventuellement conflic-
tuels, donne´s en entre´e. Cet algorithme est ge´ne´rique car
il est inde´pendant du formalisme qualitatif dans lequel
sont de´finis les RCQ. En comparaison avec une pre´ce´-
dente approche pour la fusion de RCQ, la me´thode que
nous proposons est plus efficace puisqu’elle est base´e sur
une fusion locale des contraintes portant sur les meˆmes
variables (sans conside´rer dans un premier temps leurs
interactions avec les autres contraintes). Nous de´finis-
sons plusieurs ope´rateurs de fusion de contraintes de telle
sorte que le RCQ construit re´sultant posse`de certaines
proprie´te´s d’un point de vue logique. Nous montrons en
outre comment rendre le processus de fusion traitable en
imposant certaines restrictions.
Abstract
Representing space and time and reasoning about
them are important issues for many AI applications.
In the past three decades numerous qualitative forma-
lisms have been proposed for this purpose. In this paper
the problem of merging qualitative constraints networks
(QCNs) is addressed. We point out a merging algorithm
which computes a QCN representing a global view of
the input set of (possibly conflicting) QCNs. This algo-
rithm is generic in the sense that it does not depend on
a specific qualitative formalism. Compared to previous
approaches to QCNs merging, the efficiency of our me-
thod comes from the fact that it first merges locally the
constraints of the input QCNs bearing on the same pairs
of variables (without considering in this first step their in-
teractions with the other constraints). We define several
constraint merging operators in a way to ensure that the
induced QCNs merging operator satisfies some expected
properties from a logical standpoint. We also point out
some restrictions which make the corresponding QCNs
merging operators tractable.
1 Introduction
La repre´sentation et le raisonnement sur des enti-
te´s spatiales ou temporelles repre´sente une taˆche im-
portante dans de nombreux domaines de l’Intelligence
Artificielle. [2, 8, 7]. Ces 30 dernie`res anne´es de nom-
breux formalismes qualitatifs ont e´te´ de´veloppe´s pour
repre´senter un ensemble d’entite´s spatiales ou tempo-
relles et leur relations. Dans le domaine spatial, les
relations utilise´es peuvent eˆtre de type topologiques
[15] (lorsque les entite´s conside´re´es repre´sentent des
re´gions de points) ou base´es sur une relation d’ordre
[12]. Dans le domaine temporel, les relations d’Allen
[1] permettent de repre´senter diffe´rentes relations de
pre´ce´dence entre des intervalles de la droite des ra-
tionnels. Plus re´cemment des formalismes base´s sur
les relations d’Allen ont e´te´ propose´s [4, 3], ainsi que
des combinaisons de formalismes qualitatifs [6].
La plupart de ces formalismes utilisent des re´seaux
de contraintes qualitatives (RCQ) pour repre´senter un
ensemble d’entite´s spatiales ou temporelles et leurs po-
sitions relatives.
Dans certaines applications, en particulier de type
multi-agents, l’information spatiale ou temporelle pro-
vient de diffe´rentes sources, c’est-a`-dire que chaque
source fournit un RCQ repre´sentant ses connaissances
sur l’ensemble des configurations d’un meˆme ensemble
d’entite´s. En raison de la multiplicite´ des sources, les
RCQ fournis sont ge´ne´ralement conflictuels. Il faut
alors mettre en œuvre un processus de fusion pour re´-
soudre les conflits. Par exemple, conside´rons l’exemple
suivant. Trois cours communs (Bases de donne´es, Pro-
log et Algorithmique) sont pre´vus pour un groupe
d’e´tudiants. Ces derniers ont la possiblite´ d’exprimer
leur pre´fe´rences sur la planification de ces cours. Sup-
posons qu’un premier e´tudiant veuille suivre Bases de
donne´es avant Prolog, et Prolog avant Algorithmique,
et qu’un autre e´tudiant pre´fe`re acque´rir des notions
d’Algorithmique avant de suivre le cours Bases de
donne´es. Clairement aucun planning ne peut satisfaire
pleinement tous les e´tudiants, et nous devons trouver
un compromis cohe´rent pour re´soudre les conflits.
Ces quinze dernie`res anne´es de nombreux ope´rateurs
de fusion ont e´te´ de´finis et e´tudie´s dans le cadre de la
logique propositionnelle [16, 9]. Une adaptation directe
de certains de ces travaux pour la fusion de RCQ a e´te´
propose´e dans [5]. Elle consiste a` de´finir un ope´rateur
de fusion qui prend en entre´e un ensemble fini de RCQ
repre´sentant l’information fournie par les diffe´rentes
sources, et retourne comme re´sultat un ensemble co-
he´rent d’informations spatiales ou temporelles repre´-
sentant une vision globale de ces RCQ. En revanche
il n’existe pas d’imple´mentation pratique de cette ap-
proche en raison sa complexite´ importante.
Dans cet article nous pre´sentons une me´thode ef-
ficace pour la fusion de RCQ. Cette nouvelle me´-
thode consiste a` fusionner localement les contraintes
des RCQ portant sur les meˆmes paires de variables,
en exploitant les ope´rateurs de fusion propositionnelle
base´s sur des calculs de distance [9]. Nous de´finissons
une proce´dure de fusion de RCQ de manie`re a` obtenir
comme re´sultat de la fusion un RCQ cohe´rent.
La suite de cet article est organise´e comme suit : le
paragraphe suivant pre´sente les de´finitions et notations
utilise´es a` propos des formalismes spatio-temporels, et
en particulier a` propos des RCQ. Dans le paragraphe 3
nous introduisons au travers d’un exemple le proble`me
de la fusion d’un ensemble de RCQ conflictuels. Nous
de´crivons dans le paragraphe 4 notre nouvelle me´thode
de fusion de RCQ, exploitant un ope´rateur de fusion
local sur les contraintes base´ sur un calcul de distances.
Dans le paragraphe 5, nous montrons comment ame´-
liorer l’algorithme de fusion en imposant certaines res-
trictions. Enfin nous concluons dans le dernier para-
graphe en pre´sentant quelques perspectives pour des
travaux futurs.
y
Symbole Inverse Illustration
bi
mi
eq
fi
di
si
oi
b
o
eq
f
d
s
x before y
Relation
x meets y
x equal y
x finishes y
x during y
x starts y
x overlaps y
m
x
x
x
y
y
y
x
y
x
y
x
y
x
Figure 1 – L’ensemble Bint des 13 relations de base
de l’alge`bre des intervalles.
2 Rappels sur les alge`bres qualitatives et
les RCQ
Une alge`bre qualitative conside`re un ensemble fini
B de relations binaires appele´es relations de base sur
un domaine D. Chacune des relations de base de B
repre´sente une situation qualitative particulie`re entre
deux entite´s prenant leur valeurs dans D. Ces relations
sont suppose´es comple`tes et mutuellement exclusives,
autrement dit deux e´le´ments de D satisfont une et une
seule relation de base de B. 2B de´note l’ensemble de
tous les sous-ensembles de B. Les e´le´ments de 2B sont
appele´s relations. Une relation R ∈ 2B repre´sente l’en-
semble de relations de base possibles entre deux e´le´-
ments de D. L’une des relations de base est la relation
identite´, note´e eq. Chacune des relations de base r de
B est associe´e a` une relation inverse r−1 ∈ B telle que
∀X, Y ∈ D, XrY ssi Y r−1X.
Par exemple, la figure 1 de´crit l’ensemble Bint des
13 relations de base de l’alge`bre d’Allen (ou alge`bre
des intervalles) pouvant eˆtre satisfaites entre deux in-
tervalles de la droite des rationnels. Nous avons Bint =
{eq, b, bi, m, mi, o, oi, s, si, d, di, f, fi}.
Un re´seau de contraintes qualitatives (RCQ en
abre´ge´) est utilise´ pour repre´senter un ensemble de
configurations qualitatives possibles entre des enti-
te´s. Etant donne´ un ensemble de relations de base
B, un RCQ N de´fini sur 2B est une paire (V, C) ou`
V = {v1, . . . , vn} est un ensemble de variables repre´-
sentant les entite´s spatiales ou temporelles conside´re´es,
et C est une application qui associe a` chaque paire de
variables (vi, vj) une relation de 2
B. C(vi, vj) est e´gale-
ment appele´e contrainte. Nous pre´fe´rerons la notation
Cij plutoˆt que C(vi, vj) par souci de concision. Pour
tout vi, vj ∈ V , Cji = {r | r
−1 ∈ Cij} et Cii = {eq}.
Nous introduisons maintenant quelques de´finitions
sur les RCQ. Soit B un ensemble de relations de base
et N = (V,C) un RCQ de´fini sur 2B. Une instanciation
cohe´rente de N sur V ′ ⊆ V est une application α de
V ′ dans D telle que α(vi) Cij α(vj), pour tout vi, vj ∈
V ′. N est dit cohe´rent ssi il existe une instanciation
cohe´rente de N sur V . Un sous-re´seau de N est un
RCQ N ′ = (V, C ′) ou` C ′ij ⊆ Cij pour tout vi, vj ∈ V .
Un sce´nario cohe´rent de N est un sous-re´seau cohe´rent
de N dans lequel chaque contrainte est compose´e d’une
et une seule relation de base de B (une telle contrainte
est alors appele´e contrainte atomique).
[N ] repre´sente l’ensemble des sce´narios cohe´rents de
N . Nous notons NV
ALL
le RCQ (V,C) tel que pour tout
vi, vj ∈ V , Cij = B si vi 6= vj et Cij = {eq} sinon.
3 Fusion de RCQ
Etant donne´ un ensemble de relations de base B,
nous conside´rons un ensemble N = {N1, . . . , Nm} de
RCQ de´finis sur 2B et sur un ensemble commun de
variables V = {v1, . . . , vn}.
Exemple 1. Conside´rons les trois RCQ de´finis sur
2Bint et sur V = {v1, v2, v3, v4}, sche´matise´s sur la fi-
gure 2. Nous utlisons les conventions suivantes pour
la repre´sentation sche´matique d’un RCQ : pour tout
vi, vj, nous ne repre´sentons ni les contraintes Cii =
{eq}, ni les contraintes Cji si Cij est repre´sente´e,
puisque Cji = {r | r
−1 ∈ Cij}. Enfin lorsqu’un RCQ
ne fournit aucune information entre deux variables
(par exemple, la paire (v2, v3) pour le RCQ N1), la
contrainte associe´e correspond implicitement a` l’en-
semble B et elle n’est pas repre´sente´e.
{eq}
{s, eq} {m, o, fi}
{bi}
{b}{oi}{eq, oi, mi}{o, fi}{b}
{b, m}
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Figure 2 – Trois RCQ a` fusionner.
Notre but est d’obtenir un ensemble cohe´rent d’in-
formations repre´sentant de manie`re globale l’ensemble
des RCQ de N . La manie`re la plus naturelle de
re´pondre a` ce but est de prendre comme re´sul-
tat l’ensemble de tous les sce´narios cohe´rents admis
par chacun des RCQ de N , c’est-a`-dire l’ensemble⋂
Ni∈N
[Ni]. Cependant cet ensemble peut eˆtre vide.
En effet, conside´rons l’exemple ci-dessus. Chacun des
sce´narios appartenant a` l’ensemble [N1] admet une des
relations de base de {b,m} entre les variables v1 et v2,
et chacun des sce´narios de [N2] admet une des rela-
tions de base de {s, eq} entre ces meˆmes variables. Il
n’existe pas de sce´nario cohe´rent commun a` [N1] et
[N2], et donc
⋂
Ni∈N
[Ni] = ∅.
Condotta et al. [5] ont propose´ une me´thode parci-
monieuse pour la fusion de RCQ, qui retourne en re´-
sultat un ensemble non vide de sce´narios cohe´rents les
plus proches (en termes de distance) de l’ensemble N .
Dans cette approche, l’algorithme de fusion ne´cessite
le calcul de distances a` propos de tous les sce´narios
cohe´rents possibles sur V , donc appartenant a` l’en-
semble [NV
ALL
]. En outre l’ensemble de sce´narios cohe´-
rents re´sultants peut eˆtre de taille exponentielle. Ces
deux crite`res rendent cette approche difficile a` mettre
en œuvre.
Nous de´crivons dans cet article une approche pra-
tique pour la fusion de RCQ. Cette approche fu-
sionne inde´pendamment les contraintes portant sur les
meˆmes variables. Notre me´thode est base´e sur l’algo-
rithme suivant. Pour chaque paire de variables (vi, vj)
nous appliquons un ope´rateur de fusion sur l’ensemble
de toutes les contraintes des RCQ entre vi et vj .
Nous obtenons alors une nouvelle contrainte corres-
pondant a` l’ensemble des relations de base de B re-
pre´sentant une information globale pour la contrainte
entre vi et vj . Nous obtenons un nouvel ensemble de
contraintes C, chacune repre´sentant une vision globale
des contraintes correspondantes de chaque RCQ a` fu-
sionner. Nous de´finissons alors le re´sultat de la fusion
comme e´tant le RCQ Nres = (V, C).
4 Un nouvel algorithme pour la fusion de
RCQ
4.1 Fusion de contraintes
Rappelons que notre but est de fusionner un en-
semble de RCQ N = {N1, . . . , Nm} de´finis sur 2
B
et sur le meˆme ensemble de variables V . L’approche
consiste a` fusionner inde´pendamment les contraintes
pour chaque paire de variables (vi, vj) de V en utili-
sant un ope´rateur de fusion ϑ pour les relations de 2B.
Par conse´quent notre approche ne´cessite la de´finition
d’un ope´rateur de fusion de contraintes ϑ.
De´finition 1 (ope´rateur de fusion de
contraintes). Soit µ ∈ 2B une relation appele´e
relation d’inte´grite´. ϑ est un ope´rateur qui associe
a` une relation d’inte´grite´ µ et un multi-ensemble de
relations de 2B note´ R, une relation de 2B note´e R. ϑ
est un ope´rateur de fusion de contraintes s’il satisfait
au moins les proprie´te´s suivantes, ∀µ ∈ 2B,∀R
ensemble de relations de 2B :
(a) ϑ(µ,R) ⊆ µ,
(b) si µ 6= ∅, alors ϑ(µ,R) 6= ∅,
(c) si µ∩
⋂
R∈R R 6= ∅, alors ϑ(µ,R) = µ∩
⋂
R∈R R.
La proprie´te´ (a) assure que le re´sultat de la fu-
sion est une relation dont les relations de base appar-
tiennent a` la relation d’inte´grite´ µ. La proprie´te´ (b)
garantit que si µ n’est pas la relation vide alors le re´sul-
tat de la fusion n’est pas la relation vide. La proprie´te´
(c) exige que ϑ(µ,R) soit l’ensemble des relations de
base appartenant a` µ et a` chacune des relations de R,
si cet ensemble n’est pas vide.
Soit N un ensemble de RCQ de´finis sur 2B et V .
Notons V 2< l’ensemble {(vi, vj) ∈ V × V | i < j}. Pour
chaque paire de variables (vi, vj) de V
2
<, nous de´signons
par Cij l’ensemble des contraintes des RCQ de N por-
tant sur la paire de variable (vi, vj). L’algorithme 1
de´crit la construction par morceaux du RCQ re´sultat
Nres = (V, C).
Algorithme 1 : Fusion par morceaux d’un en-
semble de RCQ
Entre´e : un ensemble N de RCQ de´finis sur 2B
et V ,
un ope´rateur de fusion de contraintes ϑ
de´but1
Nres = (V, C);2
µ = B;3
pour tout (vi, vj) ∈ V
2
< faire4
Cij = ϑ(µ, Cij);5
fin faire6
retourner Nres;7
fin8
Nous pouvons observer que pour tout ensemble Cij
a` fusionner nous n’imposons aucune restriction sur µ,
le sur-ensemble du re´sultat devant eˆtre renvoye´ par
l’ope´rateur ϑ (cf. ligne 3 de l’algorithme). Ceci est duˆ
au fait que nous ne conside´rons pas les de´pendances
entre les contraintes re´sultantes du RCQ Nres pour
l’instant.
Notons que puisque nous obtenons en re´sultat un
RCQ, la complexite´ spatiale de cette me´thode, line´aire
en la taille de l’entre´e, est beaucoup plus inte´ressante
que celle propose´e dans [5], dans laquelle le re´sultat
renvoye´ est de taille exponentielle. Sa complexite´
temporelle de´pend toutefois de la construction de ϑ.
Pour de´finir un ope´rateur de fusion de contraintes
ϑ au sens de la de´finition 1, nous exploitons les tra-
vaux effectue´s dans [9] pour la fusion d’ope´rateurs
de fusion de bases propositionnelles base´s sur un cal-
cul de distances. Le principal ingre´dient utilise´ dans
de tels ope´rateurs de fusion est une « distance », ce
qui permet d’obtenir comme re´sultat un ensemble de
connaissances les plus « proches » de l’ensemble a` fu-
sionner. Dans le cadre de la logique propositionnelle,
e´tant donne´ un ensemble K de bases de croyances pro-
positionnelles a` fusionner et une formule proposition-
nelle IC (pour contrainte d’inte´grite´), le re´sultat de
la fusion correspond a` l’ensemble des mode`les de IC
qui sont les plus proches (en termes de distance) de
l’ensemble K.
Dans le meˆme esprit, e´tant donne´ un ensemble
R = {R1, . . . , Rp} de relations de 2
B et une relation
µ ⊆ B repre´sentant une relation d’inte´grite´, on peut
de´finir un ope´rateur de fusion de contraintes en trois
e´tapes.
Tout d’abord, on calcule une distance locale entre
chacune des relations de base de µ et chaque relation
Ri ∈ R, i ∈ {1, . . . , p}. La distance entre une relation
de base r1 ∈ µ et une relation R est la distance mini-
male entre r1 et chacune des relations de base de R.
Formellement,
d(r1, R) =
{
min{dr(r1, r2) | r2 ∈ R} si R 6= ∅
0 sinon.
Nous devons donc disposer d’une distance locale entre
relations de base de B.
De´finition 2 (distance entre relations de base).
Une distance dr entre deux relations de base de B est
une pseudo-distance, c’est-a`-dire une application de
B × B dans R+ telle que ∀r1, r2 ∈ B,

dr(r1, r2) = dr(r2, r1)
dr(r1, r2) = 0 ssi r1 = r2
dr(r1, r2) = dr(r
−1
1 , r
−1
2 ),
ou` r−11 (resp. r
−1
2 ) est la relation inverse de r1
(resp. r2).
Par exemple, pour la distance drastique, la distance
entre deux relations de base est e´gale a` 1 si elles sont
diffe´rentes, 0 sinon.
Dans le but de de´finir une distance locale dr plus
pertinente, il est important de rappeler qu’une alge`bre
qualitative incorpore un concept de voisinage entre re-
lations de base. Ce voisinage est usuellement repre´-
sente´ par un treillis sur l’ensemble des relations de base
de B. Pour de nombreux formalismes qualitatifs un tel
treillis existe [11, 12]. Ce treillis permet alors de de´-
terminer un graphe de voisinage conceptuel entre rela-
tions de base. La figure 3 sche´matise le graphe de voisi-
nage entre les relations de base de Bint, correspondant
au diagramme de Hasse du treillis des intervalles [11].
La distance de voisinage conceptuel entre relations de
base [5] exploite ce graphe et est de´finie comme suit :
De´finition 3 (distance de voisinage conceptuel).
Soit GB le diagramme de Hasse du treillis sur B. La
distance de voisinage conceptuel entre deux relations
de base r et r′, note´e dv(r, r
′) est la longueur de la
chaˆıne la plus courte dans GB reliant r a` r
′.
b m o
s
d
f
bimioi
si
di
fi
eq
Figure 3 – Le graphe de voisinage conceptuel de l’al-
ge`bre des intervalles.
Par exemple, pour des relations de base de Bint,
on obtient dv(di, f) = 3 puisque (di, fi, eq, f) est
l’une des chaˆınes les plus courtes entre di et f dans le
graphe de voisinage associe´ (cf. Figure 3).
La deuxie`me e´tape consiste a` agre´ger les distances
locales calcule´es a` l’e´tape pre´ce´dente afin d’obtenir une
distance globale entre une relation de base r et l’en-
semble R, en utilisant une fonction d’agre´gation.
De´finition 4 (fonction d’agre´gation). Une fonc-
tion d’agre´gation est une application ⊗ qui essocie a`
un ensemble de nombres re´els positifs un nombre re´el
positif, et qui satisfait les proprie´te´s suivantes :
- si x1 ≤ x
′
1, . . . , xn ≤ x
′
n, alors ⊗(x1, . . . , xn) ≤
⊗(x′1, . . . , x
′
n) (monotonie)
- si x1 = . . . = xn = 0, alors ⊗(x1, . . . , xn) = 0
(minimalite´)
Nous conside´rons une proprie´te´ supple´mentaire pour
une fonction d’agre´gation ⊗ :
De´finition 5 (minimalite´ forte). Une fonction
d’agre´gation ⊗ satisfait le postulat de minimalite´ forte
ssi
si ⊗ (x1, . . . , xn) = 0, alors x1 = . . . = xn = 0.
Plusieurs fonctions d’agre´gation ont e´te´ e´tudie´s dans
la litte´rature [13, 16]. Par exemple, la fonction de ma-
jorite´
∑
[13] qui effectue la somme de ses arguments
favorise le point de vue de la majorite´ des sources. La
fonction d’arbitrage MAX [16] qui retourne quant a`
elle l’argument de valeur maximale sera plus appro-
prie´e si l’on de´sire minimiser l’insatisfaction maximale
sur l’ensemble des sources par rapport au re´sultat.
Etant donne´ une fonction d’agre´gation, on calcule la
distance globale d⊗ entre une relation de base r et
l’ensembleR. Cette distance globale est de´finie comme
suit :
d⊗(r,R) = ⊗{d(r,R) | R ∈ R}.
Enfin, le re´sultat de la fusion, note´ ϑdr,⊗(µ,R), est
le sous-ensemble des relations de base de µ les plus
« proches » de l’ensemble R. Formellement,
ϑdr,⊗(µ,R) = {r ∈ µ | ∄r′ ∈ µ : d⊗(r
′,R) < d⊗(r,R)}.
Proposition 1. Si ⊗ est une fonction d’agre´gation
ve´rifiant le postulat de minimalite´ forte, alors ϑdr,⊗
est un ope´rateur de fusion de contraintes, au sens de
la de´finition 1.
Nous donnons les preuves de quelques propositions
en annexe.
Remarquons que les fonctions d’agre´gation
∑
et
MAX satisfont le postulat de minimalite´ forte. Il en
re´sulte que ϑdr,
∑
et ϑdr,MAX sont des ope´rateurs de
fusion de contraintes, au sens de la de´finition 1.
Exemple 1 (suite). Conside´rons de nouveau les
trois RCQ de l’exemple (cf. Figure 2). Soit C12 =
{{b,m}, {s, eq}, {m, o, fi}} l’ensemble des contraintes
des RCQ portant sur la paire de variables (v1, v2), et
soit µ = B. Pour chaque relation de base r ∈ µ on cal-
cule une distance locale entre r et chaque relation de
C12. Par exemple, en utilisant la distance de voisinage
conceptuel entre relations de base, la distance locale
entre la relation de base b et la relation {m, o, fi} est
donne´e par
d(b, {m, o, fi}) = min{dv(b,m), dv(b, o), dv(b, fi)}
= min{1, 2, 3} = 1.
En utilisant la fonction d’agre´gation ⊗ =
∑
, on
obtient
d∑ (d(b, {b,m}), d(b, {s, eq}), d(b, {m, o, fi})) = 4.
Le re´sultat de la fusion ϑdv,
∑
(µ, C12) correspond aux
relations de base de µ les plus proches de l’ensemble des
relations de C12, c’est-a`-dire l’ensemble {m, o}.
Evaluons maintenant la complexite´ de calcul de
ϑdr,⊗(µ,R). Notons |E| le nombre d’e´le´ments d’un en-
semble fini E. f(⊗, |R|), respectivement f(dr) corres-
pond au nombre maximum d’e´tapes du calcul de ⊗
sur ses |R| arguments, repectivement dr. Comme dr
est une distance entre relations de base d’un ensemble
donne´ B, on a f(dr) ∈ O(1). La distance d entre une
relation de base et une relation se calcule alors e´ga-
lement en temps constant, puisque |R| est borne´ par
une constante. Donc le calcul de ϑdr,⊗(µ,R) s’effec-
tue en α · f(⊗, |R|) e´tapes de calcul pour une cer-
taine constante α. En outre, la plupart des fonctions
d’agre´gation « usuelles » sont calculables en temps po-
lynomial, et donc dans ce cas la fusion de contraintes
s’effectue en temps polynomial. Par exemple, si ⊗ ∈
{
∑
,MAX}, on a f(⊗, |R|) ∈ O(|R|). Dans ce cas
ϑdr,⊗(µ,R) est calculable en temps O(|R|).
Ces re´sultats se de´tachent conside´rablement de la
fusion de bases propositionnelles qui est typiquement
un proble`me NP-difficile ; par contre des re´sultats de
complexite´ similaires pourraient eˆtre obtenus en limi-
tant le nombre de variables propositionnelles a` une
certaine constante donne´e.
4.2 Maintenir la cohe´rence du RCQ re´sultant
Nous n’avons aucune garantie a` propos de la cohe´-
rence du RCQ re´sultant de la fusion Nres. Dans le
but de re´soudre ce proble`me, notre approche est ba-
se´e sur l’ide´e suivante : nous construisons l’ensemble
des contraintes re´sultantes C e´tape par e´tape. A l’ini-
tialisation du processus, chacune des contraintes de C
est de´finie par l’ensemble B (autrement dit Nres est
initialise´ au RCQ NV
ALL
). A chaque e´tape, nous choi-
sissons une paire (vi, vj) dans V
2
<, et nous associons a`
la contrainte Cij le re´sultat de la fusion de l’ensemble
Cij tout en pre´servant la cohe´rence du RCQ.
Pour cela, nous supposons l’existence d’un ordre to-
tal ≺ sur V 2< dans le but de re´soudre le proble`me du
choix de la contrainte a` chaque e´tape : les paires de va-
riables sont alors se´lectionne´es les unes apre`s les autres
en respectant l’ordre ≺.
Cet ordre peut eˆtre obtenu de diffe´rentes manie`res.
Par exemple toutes les paires de variables de V 2<
peuvent eˆtre ordonne´es en fonction d’un certain de-
gre´ de priorite´ ou de fiabilite´, lui-meˆme re´sultant de
l’agre´gation de degre´s locaux de´finis sur chaque RCQ.
Par de´faut, cet ordre est de´fini comme e´tant l’ordre
lexicographique sur les indices des variables.
Le processus global de fusion est donne´ dans l’algo-
rithme 2.
L’algorithme initialise tout d’abord chaque
contrainte du RCQ re´sultant Nres a` la relation
universelle B (lignes 3 a` 5). Puis il se´lectionne la
prochaine paire (vi, vj) de variables de V
2
< en respec-
tant l’ordre ≺ (cette paire correspond a` la prochaine
contrainte Cij a` affecter, ligne 6). Des lignes 7 a`
12, SAT est un test de cohe´rence du RCQ donne´ en
parame`tre. Notons N [(i, j, r)] le RCQ N = (V, C)
dans lequel on assigne a` la contrainte Cij la relation
de base r. On de´finit la relation d’inte´grite´ µij
comme e´tant l’ensemble des relations de base r ∈ B
pour lesquelles Nres[(i, j, r)] est cohe´rent. Ensuite, la
contrainte courante Cij est de´finie comme e´tant le
re´sultat de la fusion de Cij sous la relation d’inte´grite´
µij , ligne 13. L’algorithme se termine lorsque toutes
les contraintes de Nres ont e´te´ assigne´es.
De`s lors que le proble`me SAT est un proble`me NP-
difficile, meˆme si ϑ est calculable en temps polyno-
mial, l’algorithme 2 ne calcule pas le RCQ re´sultant en
temps polynomial. En effet il effectue un nombre d’ap-
pels line´aire a` SAT (line´aire en nombre de contraintes
Algorithme 2 : Fusion cohe´rente d’un ensemble
de RCQ
Entre´e : un ensemble N = {N1, . . . , Nm} de
RCQ sur V ,
un ope´rateur de fusion de contraintes ϑ,
un ordre total ≺ sur l’ensemble V 2<
Sortie : un RCQ Nres = (V, C)
de´but1
Nres = (V, C);2
pour tout (vi, vj) ∈ V 2< faire3
Cij = B;4
fin faire5
pour tout (vi, vj) ∈ V
2
< dans l’ordre ≺ faire6
µij = ∅;7
pour tout r ∈ B faire8
si SAT(Nres[(i, j, r)]) alors9
µij = µij ∪ {r};10
finsi11
fin faire12
Cij = ϑ(µij , Cij);13
fin faire14
retourner Nres;15
fin16
|V 2<| a` traiter).
L’algorithme 2 donne lieu a` la proposition suivante :
Proposition 2. Nres est cohe´rent.
La proposition suivante exprime le fait que fusion-
ner localement les contraintes des RCQ conduit a` une
proprie´te´ inte´ressante a` propos du RCQ final : si les
RCQ donne´s en entre´e ne sont pas conflictuels, alors
l’algorithme 2 retourne en re´sultat un RCQ dont l’en-
semble des sce´narios cohe´rents correspond exactement
a` l’ensemble des sce´narios cohe´rents communs a` cha-
cun des RCQ donne´s en entre´e.
Proposition 3.⋂
Ni∈N
[Ni] 6= ∅ ⇒ [Nres] =
⋂
Ni∈N
[Ni].
Exemple 1 (suite). Nous appliquons l’algorithme
2 pour fusionner l’ensemble des trois RCQ N =
{N1, N2, N3} de notre meˆme exemple (cf. Figure 2).
Pour ϑdr,⊗ nous choisissons dr = dv, la distance de
voisinage conceptuel entre relations de base, et ⊗ =
∑
.
Nous de´finissons l’ordre ≺ comme e´tant l’ordre lexico-
graphique sur les indices des variables. La figure 4 re´-
sume le processus complet qui consiste a` affecter e´tape
par e´tape chaque contrainte du RCQ re´sultant Nres en
respectant l’ordre ≺. Nres est le RCQ cohe´rent obtenu
apre`s l’e´tape 6. Chaque contrainte de Nres est compo-
se´e des relations de base les plus proches de l’ensemble
des contraintes correspondantes dans les RCQ de N
de telle sorte qu’a` chaque e´tape Nres est maintenu co-
he´rent.
{b} {b} f, s, oi}
{fi, eq, di,
{m, o} {m, o} {m, o}
{b} f, s, oi}
{fi, eq, di, {b} f, s, oi}
{fi, eq, di, {b} {b} {fi, eq, di,f, s, oi}
{b}
{bi}
{b}
{m, o} {m, o} {m, o}
:
{si, oi} {si, oi}
Fusion de C24
v3
v1 v2
v4
v1
v3
v2
v4 v3
v2
v4
v1
Et. 4 : Et. 5 : Et. 6 :
v1 v2
v4 v3
v1 v2 v2
v4v4 v3
v1
v3
Et. 2 : Et. 3 : Fusion de C14
Fusion de C34
(µ12 = B) (µ13 = B) (µ14 = B)
Nres
(µ34 = {bi})(µ24 = {di, si, oi,
mi, bi})
(µ23 = {b, m, o,
di, fi})
Et. 1 : Fusion de C12 Fusion de C13
Fusion de C23
Figure 4 – Le processus de fusion, e´tape par e´tape.
5 Ame´lioration de l’agorithme
5.1 Eviter des tests de cohe´rence inutiles
Afin d’affecter chacune des contraintes de Nres, l’al-
gorithme 2 effectue a` chaque fois un nombre constant
d’appels a` la fonction SAT (lignes 7 a` 12). Notre but
est maintenant d’ame´liorer l’algorithme en supprimant
les appels inutiles a` SAT pour certaines contraintes.
Dans cette section, nous conside´rerons les alge`bres
qualitatives ve´rifiant la proprie´te´ suivante : soit deux
RCQ cohe´rents N1 = (V1, C1) et N2 = (V2, C2) de´-
finis sur 2B, et respectivement de´finis sur deux en-
sembles disjoints de variables, et soit le RCQ N de´fini
sur V = V1 ∪ V2 tel que N1 et N2 en sont des sous-
re´seaux. Pour tout vi ∈ V1, vj ∈ V2, r ∈ B, le RCQ
N [(i, j, r)] conserve sa cohe´rence. Cette proprie´te´ est
ve´rifie´e pour la plupart des alge`bres qualitatives de´-
finies dans la litte´rature, en particulier toutes celles
dont les relations conside´re´es sont base´es sur une rela-
tion d’ordre [1, 3, 11, 12]. A notre connaissance, cette
proprie´te´ reste inde´montre´e dans le cas des relations
de type topologiques [15].
Etant donne´ un RCQ N = (V, C) sur 2B, nous di-
rons que Cij est inactive si Cij = B, active sinon.
Proposition 4. Soit N = (V,C) un RCQ cohe´rent
sur B et (vi, vj) une paire de variables de V . S’il
n’existe pas de chaˆıne de contraintes actives de N
Cik, . . . , Cpj, alors ∀r ∈ B, N [(i, j, r)] est cohe´rent.
Supposons que pendant l’exe´cution de l’algorithme
2, la contrainte a` affecter est Cij . D’apre`s la proposi-
tion 4 nous pouvons remplacer les lignes 7 a` 12 par les
suivantes :
si il n’existe pas de chaˆıne de contraintes actives
dans Nres entre vi et vj alors
µij = B;
sinon
// lignes 7 a` 12 de l’algorithme 2
finsi
Soit N un ensemble de RCQ de´finis sur V . Si pour
une paire (vi, vj) de V toutes les contraintes de Cij
sont de´finies par l’ensemble B (autrement dit, au-
cune des sources n’a d’information a` propos de la
contrainte entre les variables vi et vj), alors nous di-
rons qu’une telle paire est non contrainte par rapport
a` N , contrainte par rapport a` N sinon.
De´finition 6 (arbre-ensemble). Soit N un en-
semble de RCQ de´finis sur V . N est un arbre-ensemble
s’il n’existe pas de cycle de paires de variables de V
contraintes par rapport a` N .
Proposition 5. Soit N un ensemble de RCQ de´finis
sur V , ϑ un ope´rateur de fusion de contraintes, et ≺ un
ordre quelconque sur V 2<. Si N est un arbre-ensemble,
alors pour toute paire (vi, vj) de V contrainte par rap-
port a` N , ∀r ∈ B, Nres[(i, j, r)] est cohe´rent.
Par conse´quent, siN est un arbre-ensemble de RCQ,
les lignes 7 a` 12 de l’algorithme 2 peuvent alors simple-
ment eˆtre remplace´es par l’instruction µij = B. Nous
pouvons alors en de´duire le lemme suivant :
Lemme 1. Si N est un arbre-ensemble, alors l’algo-
rithme 2 s’exe´cute en temps polynomial. De plus, le
RCQ re´sultant Nres est inde´pendant de l’ordre ≺ sur
V 2< choisi.
5.2 Exploitation des classes traitables
En ge´ne´ral le proble`me de la cohe´rence d’un RCQ
est un proble`me NP-difficile. Dans le but de pallier
ce proble`me de nombreux fragments traitables ont e´te´
identifie´s dans diffe´rentes alge`bres qualitatives [14, 12].
Etant donne´e une alge`bre qualitative de´finie sur l’en-
semble de relations de base B, conside´rons un sous-
ensemble S de 2B. S est qualifie´ de sous-ensemble trai-
table ssi la cohe´rence de tout RCQ dont les contraintes
sont de´finies par un e´le´ment de S peut eˆtre de´cide´e
en temps polynomial. Dans notre cadre, S doit eˆtre
ne´cessairement ferme´e pour l’intersection (∩), de´finie
comme l’intersection ensembliste usuelle, et l’inverse
(−1), de´finie pour tout R ∈ 2B comme e´tant la rela-
tion R−1 = {r | r−1 ∈ R}. De plus nous imposons
le fait que S contienne la relation universelle B et la
relation atomique {eq}.
Lorsqu’un tel ensemble traitable S est identifie´, l’al-
gorithme 2 peut etre ame´liore´ en assignant chacune des
contraintes du RCQ construit Nres a` une relation de S.
En proce´dant ainsi tous les tests de cohe´rence (ligne 9
de l’agorithme) peuvent eˆtre effectue´s en temps po-
lynomial, et ainsi l’algorithme 2 peut s’exe´cuter en
temps polynomial.
Dans cette optique, pour chaque paire (vi, vj) ∈ V
2
<,
nous calculons ϑdr,⊗(µij , Cij) et nous assignons alors
la contrainte re´sultante Cij a` la relation de S la plus
« proche » de ϑdr,⊗(µij , Cij). Il est donc ne´cessaire de
disposer d’une distance dR(R1, R2) entre deux rela-
tions de 2B.
De´finition 7 (distance entre relations). Une dis-
tance dR entre deux relations de 2
B est une pseudo-
distance, c’est-a`-dire une application de 2B × 2B dans
R+ telle que ∀R1, R2 ∈ 2
B,{
dR(R1, R2) = dR(R2, R1)
dR(R1, R2) = 0 ssi R1 = R2
Nous conside´rons une proprie´te´ supple´mentaire pour
une distance dR entre relations :
De´finition 8 (ine´galite´ stricte). Une distance dR
entre relations satisfait le postulat d’ine´galite´ stricte
ssi ∀R1, R2, R3 ∈ 2
B,
R1 ⊂ R2 ⊂ R3 ⇒ dR(R2, R3) < dR(R1, R3).
Dans cette section, nous imposons que la distance
entre relations utilise´e ve´rifie le postulat d’ine´galite´
stricte. Cette restriction reste faible. En effet, plus ge´-
ne´ralement, la plupart des distances entre ensembles
d’e´le´ments quelconques satisfont ce postulat. Une dis-
tance entre relations peut eˆtre de´finie de diffe´rentes
manie`res, nous rappelons l’une des plus naturelles, la
distance euclidienne.
De´finition 9 (distance euclidienne entre rela-
tions). Soit d une distance locale entre une relation
de base de B et une relation de 2B. La distance eucli-
dienne entre deux relations de 2B est de´finie comme
suit, ∀R1, R2 ∈ 2
B :
dEuc(R1, R2) =
√∑
r∈B
(d(r,R1)− d(r,R2))2.
Soit N∗res = (V,C) le RCQ re´sultant de la fu-
sion. Pour chaque paire (vi, vj) ∈ V
2
<, la contrainte
Cij est assigne´e a` la relation R
∗
ij ∈ S la plus
« proche » de ϑdr,⊗(µij , Cij) par rapport a` dR,
avec R∗ij ⊇ ϑ
dr,⊗(Cij). Formellement, pour toute
paire (vi, vj) de V
2
<, R
∗
ij est la relation de S
telle que R∗ij ⊇ ϑ
dr,⊗(µij , Cij), et ∄R ∈ S telle
que R ⊇ ϑdr,⊗(µij , Cij), dR(R, ϑ
dr,⊗(µij , Cij)) <
dR(R
∗
ij , ϑ
dr,⊗(µij , Cij)).
Proposition 6. ∀(vi, vj) ∈ V
2
<, R
∗
ij existe et est
unique.
Par conse´quent nous remplac¸ons la ligne 13 de l’ago-
rithme 2 par l’instruction Cij = R
∗
ij .
Puisque pour chaque paire (vi, vj) ∈ V
2
< nous avons
R∗ij ⊇ ϑ
dr,⊗(µij , Cij), chaque contrainte Cij est instan-
cie´e par une relation qui contient toutes les relations
de base de ϑdr,⊗(µij , Cij). Donc d’apre`s la proposition
2, nous avons la proposition suivante :
Proposition 7. N∗res est cohe´rent.
Si les RCQ en entre´e ne sont pas conflictuels, l’en-
semble des sce´narios cohe´rents de N∗res ne coincide pas
ne´cessairement avec l’ensemble des sce´narios communs
a` chacuns des RCQ en entre´e, comme c’est le cas en
utilisant la me´thode ge´ne´rale (cf. Proposition 3). Ne´an-
moins nous avons le re´sultat suivant, plus faible :
Proposition 8. Si toutes les contraintes des RCQ de
N sont de´finies par des relations de S, alors⋂
Ni∈N
[Ni] 6= ∅ ⇒ [N
∗
res] =
⋂
Ni∈N
[Ni].
6 Conclusion
Nous avons propose´ dans cet article une nou-
velle me´thode efficace pour la fusion de re´seaux de
contraintes qualitatives (RCQ) de´finis sur une alge`bre
qualitative commune. Notre me´thode est ge´ne´rique
puisque qu’elle capture la plupart des alge`bres qua-
litatives de´finies dans la litte´rature. Etant donne´ un
ensemble de RCQ e´ventuellement conflictuels, le pro-
cessus de fusion retourne un RCQ cohe´rent repre´sen-
tant une vision globale des RCQ en entre´e. Il consiste a`
fusionner localement les contraintes des RCQ. En s’ins-
pirant des travaux effectue´s dans le cadre de la fusion
de bases propositionnelles, nous avons de´fini une classe
d’ope´rateurs de fusion de contraintes base´s sur un cal-
cul de distance qui permet de fusionner localement les
contraintes des RCQ en entre´e pour construire pas
a` pas les contraintes du RCQ re´sultant. Nous avons
propose´ un compromis inte´ressant entre efficacite´ du
nouveau processus et proprie´te´s logiques sur le RCQ
re´sultant, et nous avons e´galement montre´ comment
obtenir un algorithme de fusion en temps polynomial
en imposant certaines restrictions.
Ce travail peut eˆtre e´tendu dans plusieurs directions.
La de´finition de l’ordre ≺ n’a aucune influence sur le
RCQ re´sultant de la fusion lorsque l’ensemble de RCQ
a` fusionner est un arbre-ensemble de RCQ (cf. para-
graphe 5). Cependant cette notion d’arbre-ensemble
de RCQ peut paraˆıtre assez restrictive. Une proble´ma-
tique de recherche future est de caracte´riser de manie`re
plus faible la structure de l’ensemble de RCQ a` fusion-
ner et d’e´tudier comment on peut re´duire l’influence
de la de´finition de l’ordre ≺ sur le RCQ re´sultant.
Konieczny et al. [10] ont propose´ une caracte´risation
logique des ope´rateurs de fusion propositionnelle avec
contraintes d’inte´grite´ sous la forme d’un ensemble de
postulats de rationalite´. Un travail futur sera d’inclure
une extension de ces postulats dans le contexte des
ope´rateur de fusion de contraintes.
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Annexe : preuves de quelques propositions
Proposition 1. Si ⊗ est une fonction d’agre´gation
ve´rifiant le postulat de minimalite´ forte, alors ϑdr,⊗
est un ope´rateur de fusion de contraintes, au sens de
la de´finition 1.
Preuve. Soit ⊗ une fonction d’agre´gation ve´rifiant le
postulat de minimalite´ forte. La proprie´te´ (a) est ve´-
rifie´e par de´finition de ϑdr,⊗, et la proprie´te´ (b) est
ve´rifie´e puisque B est un ensemble fini. Nous prouvons
la proprie´te´ (c) en deux e´tapes :
- Montrons d’abord µ ∩
⋂
R∈R R ⊆ ϑ
dr,⊗(µ,R). Si
µ ∩
⋂
R∈R R = ∅, le re´sultat est trivial. Soit r ∈
µ ∩
⋂
R∈R R. ∀R ∈ R, on obtient d(r,R) = 0.
Donc d⊗(r,R) = 0 (minimalite´ de ⊗). Donc ∀r
′ ∈
µ, d⊗(r,R) ≤ d⊗(r
′,R). On a alors r ∈ ϑdr,⊗(µ,R).
- Montrons maintenant ϑdr,⊗(µ,R) ⊆ µ ∩
⋂
R∈R R.
Soit r ∈ ϑdr,⊗(µ,R). On a r ∈ µ. Supposons r /∈⋂
R∈R R. ∃Rh ∈ R tel que r /∈ Rh, et donc d(r,Rh) >
0. On obtient d⊗(r,R) > 0 puisque ⊗ satisfait le pos-
tulat de minimalite´ forte. Puisque µ ∩
⋂
R∈R R 6= ∅,
soit r′ ∈ µ ∩
⋂
R∈R R, on a d⊗(r
′,R) = 0. Donc
∃r′ ∈ µ d⊗(r
′,R) < d⊗(r,R). Contradiction avec
r ∈ ϑdr,⊗(µ,R).
Proposition 2. Nres est cohe´rent.
Preuve. Notons Nkres le RCQ construit Nres avant l’as-
signation de la ke constrainte en respectant l’ordre
≺ ; notons alors Ck, respectivement Ck l’ensemble des
contraintes a` fusionner correspondant, respectivement
la contrainte Cij a` affecter correspondante, notons
N [(k, r)] le RCQ N = (V,C) dans lequel on assigne a`
la contrainte Ck la relation de base r, et enfin notons
plutoˆt µk pour la relation d’inte´grite´ µij correspon-
dante. Soit |V 2<| la taille de l’ensemble V
2
<, qui repre´-
sente e´galement le nombre d’assignations a` effectuer
au sein de l’algorithme. Montrons par re´currence que
N
|V 2
<
|
res est cohe´rent.
N1res est cohe´rent par de´finition. Soit k > 1, et suppo-
sons Nkres cohe´rent. On a alors ∃r ∈ B : N
k
res[(k, r)]
est cohe´rent. Donc µk 6= ∅. Donc d’apre`s la pro-
prie´te´ (b) de la de´finition 1 d’un ope´rateur de fu-
sion de contraintes, on a ϑ(µk, C
k) 6= ∅. Par de´finition
de µk dans l’algorithme 2 (ligne 10), on a ∀r ∈ µk,
Nkres[(k, r)] est cohe´rent. Or d’apre`s la proprie´te´ (a) de
la de´finition 1, ϑ(µk, C
k) ⊆ µk. Donc ∀r ∈ ϑ(µk, C
k),
Nkres[(k, r)] est cohe´rent. Ce dernier RCQ correspond
au RCQ Nk+1res . Par conse´quent, par re´cursivite´ Nres
est cohe´rent.
Proposition 3.⋂
Ni∈N
[Ni] 6= ∅ ⇒ [Nres] =
⋂
Ni∈N
[Ni].
Preuve. Utilisons les notations de la preuve de la pro-
position pre´ce´dente : Nkres est le RCQ construit Nres
avant l’assignation de la ke contrainte en respectant
l’ordre ≺ ; Ck, respectivement Ck est l’ensemble des
contraintes a` fusionner correspondant, respectivement
la contrainte Cij a` affecter correspondante, N [(k, r)]
est le RCQ N = (V,C) dans lequel on assigne a` la
contrainte Ck la relation de base r, et µk est la rela-
tion d’inte´grite´ µij . Comme
⋂
Ni∈N
[Ni] 6= ∅, il existe
un sce´nario cohe´rent σ appartenant a`
⋂
Ni∈N
[Ni]. Soit
σij la relation de base contenue dans la contrainte du
sce´nario σ entre vi et vj , et σk la relation de base de
σ dans la ke contrainte a` affecter. Montrons par re´-
currence sur k que pour tout k, σk ∈ µk ∩
⋂
C′∈Ck C
′.
Montrons par re´currence sur k que pour tout k, σk ∈
µk ∩
⋂
C′∈Ck C
′.
• cas de base : on a de´ja` σ1 ∈ µ1 ∩
⋂
C′∈C1 C
′. En
effet puisque µ1 = B, σ1 ∈ µ1. Comme par de´-
finition de σ, σ1 ∈
⋂
C′∈C1 C
′, on obtient bien
σ1 ∈ µ1 ∩
⋂
C′∈C1 C
′.
• supposons que pour tout l ∈ {1, . . . , k}, on ait
σl ∈ µl ∩
⋂
C′∈Cl C
′. Montrons que σk+1 ∈ µk+1 ∩⋂
C′∈Ck+1 C
′. D’apre`s l’hypothe`se de re´currence,
σ est un sous-re´seau de Nk[(k, σk+1)], et donc
Nk[(k, σk+1)] est cohe´rent. De la de´finition de
µk+1 on obtient σk+1 ∈ µk+1. Comme par de´-
finition de σ, σk+1 ∈
⋂
C′∈Ck+1 C
′, on obtient
σk+1 ∈ µk+1 ∩
⋂
C′∈Ck+1 C
′.
Il en re´sulte que pour tout k, µk ∩
⋂
C′∈Ck C
′ 6= ∅.
D’apre`s la proprie´te´ (c) de la de´finition 1 d’un ope´-
rateur de fusion de contraintes, on a alors pour tout
sce´nario σ et pour tout k, σk ∈ ϑ(µk, C
k) ssi σk ∈
µk ∩
⋂
C′∈Ck C
′ 6= ∅. Ce qui conlut la preuve.
Proposition 4. Soit N = (V, C) un RCQ cohe´rent
sur B et (vi, vj) une paire de variables de V . S’il
n’existe pas de chaˆıne de contraintes actives de N
Cik, . . . , Cpj, alors ∀r ∈ B, N [(i, j, r)] est cohe´rent.
Preuve. Soit N = (V,C) un RCQ cohe´rent sur 2B
et (vi, vj) une paire de variables de V . Supposons
qu’il n’existe pas de chaˆıne de contraintes actives de
N Cik, . . . , Cpj . Cela signifie que l’on peut conside´rer
N comme deux RCQ inde´pendants N1 = (V1, C1) et
N2 = (V2, C2) avec vi ∈ V1 et vj ∈ V2. D’apre`s la sup-
position faite pre´ce´demment, Cij peut eˆtre assigne´ a`
la relation {r} pour tout r ∈ B, tout en conservant la
cohe´rence de N .
Proposition 5. Soit N un ensemble de RCQ de´finis
sur V , ϑ un ope´rateur de fusion de contraintes, et ≺ un
ordre quelconque sur V 2<. Si N est un arbre-ensemble,
alors pour toute paire (vi, vj) de V contrainte par rap-
port a` N , ∀r ∈ B, Nres[(i, j, r)] est cohe´rent.
Preuve. Soit N un arbre-ensemble de RCQ sur V et
(vi, vj) une paire de variables contrainte par rapport a`
N . Il suffit de montrer qu’il n’existe pas de chaˆıne de
contraintes actives de Nres Cik, . . . , Cpj , et la preuve
de´coule alors de la proposition 4.
D’apre`s la de´finition d’un arbre-ensemble, puisque
(vi, vj) est une paire de variables contrainte par rap-
port a` N , toute chaˆıne Cl = (vi, vkl), . . . , (vpl , vj)
contient une paire de variables (val , vbl) non contrainte
par rapport a` N . Dans le graphe G = (V, A) ou` l’en-
semble des areˆtes A correspond a` l’ensemble des paires
de variables contraintes par rapport a` N , vi et vj ap-
partiennent a` deux composantes connexes diffe´rentes.
Donc pour toute chaˆıne Cl = (vi, vkl), . . . , (vpl , vj),
∀r ∈ B, Nres[(a
l, bl, r)] est cohe´rent. Donc µalbl = B.
D’autre part toute contrainte de Calbl est de´finie par
l’ensemble B. D’apre`s la proprie´te´ (c) de la de´fini-
tion 1, ϑ(µalbl , Calbl) = B. Donc Calbl = B est une
contrainte inactive.
Proposition 6. ∀(vi, vj) ∈ V
2
<, R
∗
ij existe et est
unique.
Preuve. Soit (vi, vj) ∈ V
2
<. R
∗
ij existe, puisque 2
B
est un ensemble fini et que B ∈ S. Prouvons l’uni-
cite´ de R∗ij . Si ϑ
dr,⊗(µij , Cij) ∈ S, alors R
∗
ij =
ϑdr,⊗(µij , Cij) et la proposition est ve´rifie´e. Sinon,
soit R1ij , R
2
ij deux relations diffe´rentes de S qui
s’accordent avec la de´finition de R∗ij . Soit R
∩
ij =
R1ij ∩ R
2
ij . R
∩
ij est dans S, puisque S est ferme´
pour l’intersection. De plus, R∩ij ⊇ ϑ
dr,⊗(µij , Cij).
Enfin pour k ∈ {1, 2}, dR(R
∩
ij , ϑ
dr,⊗(µij , Cij)) <
dR(R
k
ij , ϑ
dr,⊗(µij , Cij)), puisque nous supposons que
dR ve´rifie le postulat d’ine´galite´ stricte (cf. De´finition
8). Contradiction.
Proposition 8. Si toutes les contraintes des RCQ de
N sont de´finis par des relations de S, alors⋂
Ni∈N
[Ni] 6= ∅ ⇒ [N
∗
res] =
⋂
Ni∈N
[Ni].
Preuve. Puisque S est ferme´ pour l’intersection, nous
avons ∀(vi, vj) ∈ V
2
<, R
∗
ij = ϑ
dr,⊗(µij , Cij). La preuve
est alors similaire a` celle de la proposition 3.
