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Remarques sur la loi des erreurs. 
Par CHARLES JORDAN à Budapest. 
§ 1. Certaines questions concernant la loi des erreurs ne 
sont pas encore complètement élucidées. Il y a des personnes qui 
pensent que la loi des erreurs peut être démontrée, et qu'en 
l'appliquant il est possible de découvrir les erreurs dites systé-
matiques, c'est-à-dire dues aux imperfections des instruments de 
mesure. Or il est évident qu'un fait d'expérience tel que "les 
erreurs d'observation suivent une certaine loi" ne peut être prouvé 
par aucune déduction mathématique. L'expérience seule peut en 
décider, mais là encore il y a des difficultés ; en effet, les faits 
d'expérience, justement à cause des erreurs d'observation inévi-
tables, ne peuvent être conformes d'une manière absolue à aucune 
loi précise, ils ne peuvent la suivre que d'une manière approchée. 
Une autre difficulté consiste en ce que pour vérifier la loi il faudrait 
connaître la grandeur à mesurer, or cette grandeur est presque 
toujours inconnue. Dans l'exemple classique de la somme des 
angles d'un triangle, on mesure les angles et on montre que leur 
somme suit la loi; la démonstration n'est pas directe. Pour la 
compléter il faut remarquer, (on le verra au § 4) que si l'on 
admet pour les erreurs la loi du hasard, il en résulte que là 
somme des erreurs la suit aussi. L'expérience fournira tout au 
plus la conclusion : Dans certaines conditions, les erreurs d'obser-
vation suivent d'assez près la loi dite du hasard. 
Toutes les observations sont nécessairement affectées d'er-
reurs. En effet, si on mesure plusieurs fois successivement une 
même grandeur, les résultats seront différents et les différences 
seront dues aux erreurs d'observation. En général, on classe les 
erreurs en deux groupes, dans le premier on range les erreurs 
dites systématiques, c'est-à-dire produites par des causes con-
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stantes, agissant toujours dans le même sens et causées, par exemple, 
par les imperfections des instruments ; l'observateur doit chercher 
à éliminer ces causes, car la théorie mathématique des erreurs ne 
peut rien dire sur ces erreurs. 
Dans le second groupe, on classe les erreurs dites fortuites 
ou accidentelles, c'est-à-dire produites par de petites causes très 
nombreuses agissant tantôt dans un sens, tantôt dans un autre ; 
une telle erreur peut être considérée comme la résultante d'un 
très grand nombre de petites erreurs élémentaires n'ayant chacune 
que très peu d'influence sur le résultat. Une réflexion simple 
montre que ces dernières peuvent suivre une loi mathématique. 
En effet si l'on suppose par exemple que chaque cause élémen-
taire peut produire avec la même facilité une erreur + 1 ou — 1 , 
et si 2n causes sont en jeu, une erreur résultante 2e peut être 
(" + *) 
obtenue conformément au théorème de BERNOULLI de 
manières différentes et la probabilité de l'erreur 2e sera : 
2?» • 
Lorsqu'on mesure une grandeur inconnue z et Af( est la 
mesure obtenue, l'erreur commise c,, inconnue aussi, sera e—Mi—z. 
On supposera que cette erreur est accidentelle, et que la probabi-





c'est en même temps la probabilité pour que la mesure obtenue 
soit comprise entre Ai;—-^-¿fAf, et Af.+y^fAi; , et on peut l'écrire: 
PAM^JM^-^e-W'-^JM,. 
• = \ 2n 
C'est l'énoncé de la loi des erreurs. On en tire immédiatement la 
probabilité pour que la valeur absolue de l'erreur e( soit 
plus petite que A ; on trouve 
(2) 2 f - T ? d L 
\2N J 
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De la formule (1) on tire aussi celle de la probabilité des 
mesures simultanées Af„ M2, . . ., Af„, c'est-à-dire celle des erreurs 
simultanées eu . . £„ 
(3) ff(elt e2, . . e „ ) A b , . . ! ât= e - ^ J e , . ..Jen. 
A l'aide de ( I ) on peut montrer que ç2 est l'espérance 
mathématique du carré des erreurs c'est-à-dire 
c d 
- 00 
Lorsqu'on fait n mesures, et que n est grand, £2 est égal 
d'une manière approchée à la moyenne des carrés des erreurs 
'Ç- est appelé "dispersion des observations" et sa racine carrée Ç 
"erreur quadratique des observations". 
On peut considérer £ comme la mesure de la précision des 
observations. En effet lorsque dans deux séries d'observations les 
erreurs quadratiques sont Ç, et £2, et qu'on trouve les probabilités 
égales pour que les erreurs soient respectivement plus petites que 
et alors de (2) il résulte : 
Ç, ~ & 
donc les grandeurs ^ et correspondant à la même probabilité 
sont proportionnelles aux erreurs quadratiques ^ et Ç2. 
§ 2 . P r e m i è r e r e m a r q u e . La loi des erreurs n'est 
applicable qu'aux grandeurs M, mesurées directement et non pas 
à une fonction quelconque /(Ai,) de ces mesures; autrement dit, 
l'erreur à considérer doit être la différence entre une mesure M, et 
la grandeur à déterminer. 
Il est vrai que certaines fonctions de Af{ peuvent aussi suivre 
la loi des erreurs, mais cela doit être démontré dans chaque cas; 
de plus 1 
'erreur quadratique de la fonction doit être déterminée 
en partant de celle des mesures. Cette remarque est utile, car 
il y a des auteurs qui appliquent la loi des erreurs à des fonctions 
de mesures sans s'inquiéter de la justifier. 
Par exemple si l'on connait les distances d{ d'un foyer de 
tremblement de terre aux observatoires O (pour / = 1 , 2 , . . . , n ) 
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et qu'on observe le temps qu'une onde sismique met pour y 
arriver, et qu'on cherche à déterminer la vitesse v de l'onde, 
comme ce sont les temps qu'on a mesurés, les erreurs à consi-
dérer sont les grandeurs — e t non pas -j- — v comme on l'a 
fait quelquefois. 
S e c o n d e r e m a r q u e . La difficulté en employant la for-
mule (1) est que les grandeurs z et £ sont inconnues. Pour re-
médier à cet inconvéniant, souvent on. procède de la manière 
suivante : on fait n mesures et on détermine leur moyenne SMJn ; 
puis on considère l'écart entre la mesure M{ et la moyenne : 
2M 
|; = AÎ; , et finalement on remplace l'erreur par l'écart £,, 
ce qui veut dire que l'on remplace z par la moyenne des mesures 
(on verra que c'est sa valeur la plus probable). Ce procédé ne 
conduit pas à des résultats satisfaisants. En effet si l'on désigne 
la moyenne des erreurs et par % alors de 
e, = Aii—z 
il suit 
donc v¡ est aussi l'erreur de la moyenne des observations. De plus 
2M 
la définition de l'écart !, = Ai, conduit à 21, = 0. Des équa-
tions précédentes on tire 
(4) «1 = 64-V 
et par suite 
2e¡ = n r¡. 
En outre on a 
J f ? = 2 g +/1 = „ (ff 2 + ,2) 
ou, si n est grand 
GAUSS (Werke, Tome IV, p. 6) dit que la somme des erreurs 
accidentelles devrait être nulle, et si l'on trouve que la moyenne 
des erreurs est égale à % alors ij forme la partie constante de 
l'erreur, c'est-à-dire la partie produite par des causes agissant 
toujours dans le même sens. En retranchant r¡ de chaque obser-
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vation il obtient des "observations corrigées". Les erreurs cor-
respondant à ces observations sont évidemment égales aux écarts 
Cette manière de voir a conduit ses disciples à des conceptions 
erronées, en faisant croire qu'il était possible de découvrir, à l'aide 
de la loi des erreurs, les erreurs constantes ou systématiques, par 
exemple celles dues aux défauts des instruments de mesure, 
ce qui est impossible. D'autre part on verra que l'erreur 17 de la 
moyenne des mesures est aussi une erreur fortuite qui suit la loi 
des erreurs. 
De plus, en remplaçant dans £ la grandeur z par sa valeur 
la plus probable, on trouve — Enfin en écrivant Ç = ff dans 
la formule (3) qui donne la probabilité simultanée des mesures 
M l t . . M „ , on obtient 
( oY2në ) 
AMX. . . A M„ 
ce qui conduit à des résultats inacceptables. On en conclut qu'on 
ne petit remplacer simplement dans les formules la grandeur Ç 
par sa valeur la plus probable ; on verra qu'il est préférable de 
déterminer la probabilité totale de z quel que soit 1. 
T r o i s i è m e r e m a r q u e . Pour déterminer la probabilité 
à posteriori de la grandeur inconnue z, on est obligé d'avoir 
recours au théorème de BAYES, A cet effet il faut adopter une 
hypothèse concernant les probabilités à priori de z (probabilités 
avant les mesures); généralement on considère à priori toutes les 
valeurs de z comme - également probables, c'est-à-dire on admet 
que la probabilité pour la grandeur inconnue d'être comprise 
entre 2 - y J z et z + ^ 4 z est proportionnelle à à z . Cette hy-
pothèse conduit a des conclusions très satisfaisantes, il en résulte 
d'après le théorème de BAYES qu'après les n mesures, la proba-
bilité à posteriori de z sera proportionnelle à (3), donc à 
( № 1 
Il faut remarquer, que dans cette formule Ç est une fonction 
de z; en effet on a, si n est grand, mais les 
mesures M{ dépendent aussi de z, de plus la relation précédente 
n'est pas valable si n est petit ; elle ne peut servir par exemple 
à déterminer la dérivée de £ par rapport à z. Pour sortir de cette 
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difficulté, le plus simple c'est de considérer la précision £ des 
mesures dans une série d'observations indépendante des mesures 
Af; et de la grandeur z à mesurer. Comme ces quantités sont du 
même ordre de grandeur c'est très possible. Dans ces conditions 
on admettra que la probabilité à priori, c'est-à-dire avant les 
mesures, pour que la précision soit comprise entre £ — — à'Ç 
et ne dépend que de £. A première vue on pourrait 
croire que toutes les valeurs de £ sont également probables. Cette 
hypothèse conduirait aux résultats de GAUSS d'après lesquels 
la valeur la plus probable de £2 est — 1) ; mais en d'autres 
cas elle donnerait des résultats moins satisfaisants. Du reste, l'idée 
que la probabilité d'une erreur quadratique très grande, par exemple 
plus grande que la grandeur à mesurer soit aussi probable qu'une 
erreur quadratique petite, est contaire à notre manière de penser. 
[D'après la formule (2), la probabilité pour que la valeur absolue 
de l'erreur e{ soit plus grande que £ est 0,32. II en résulte que 
si n est assez grand, environ un tiers des mesures dépassera z + £, 
ce qui est certainement impossible si £ > 2 ] . 
On en conclut qu'il vaut mieux adopter l'hypothèse que la 
probabilité de £ diminue quand £ augmente, et de prendre cette 
probabilité proportionnelle à ^£/£°. Pour a = 0 cela donne l'hy-
pothèse précédente. De plus on verra qu'il faut supposer a au 
moins égal à 2. 
Q u a t r i è m e r e m a r q u e . GAUSS considère que la valeur 
la plus probable de £2 est no*/(n— 1), ce qui veut dire que la 
valeur la plus probable de la moyenne des carrés des erreurs est 
égale à la somme des carrés des écarts divisée par n—l, lors-
qu'il s'agit d'une inconnue à déterminer, et divisé par n—m, 
lorsqu'il y en a m inconnues. (Werke, Tome IV, p. 49). L'idée 
est qu'étant données n équations et m inconnues (n > m) on peut 
considérer m équations comme satisfaites et n — m équations donnant 
des erreurs; or même si l'on procédait ainsi, il faudrait tenir 
compte des erreurs nulles pour déterminer leur moyenne. 
Cette remarque a une certaine importance, car la valeur 
adoptée pour £2 influe sur les résultats numériques dans le calcul 
des moindres carrés. On verra que la valeur la plus probable de 
£2 est na2/(n + a — l ) ; donc si on se contente d'une valeur 
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approchée, £? = az est préférable à la valeur t,2 = no2/(n—1) pro-
p o s é e par GAUSS. 
C i n q u i è m e r e m a r q u e . Quelquefois il faut faire entrer 
dans le calcul des mesures qui ne sont pas également précises. 
Pour y arriver il faut tenir compte de leur poids. On assigne à 
l'une des mesures, dont l'écart quadratique est l'unité de poids 
et on dit qu'une seconde mesure dont l'écart quadratique est 
a un poids p, lorsqu'il faudrait combiner p observations de la 
première mesure pour que leur moyenne soit aussi exacte que la 
seconde mesure. Nous verrons au § 4 que l'erreur quadratique 
de cette moyenne est £a/lfp. On en conclut que les poids sont 
inversement proportionnels aux carrés des erreurs quadratiques : 
J L - J L 
1 g • 
On verra au § 9, un exemple où l'on a déterminé le poids 
des valeurs xv calculées, lorsque le poids des mesures Aff était 
considéré comme égale à l'unité. 
On ne peut rien objecter à cette manière de procéder. Il 
arrive que les observateurs considèrent certaines mesures de la 
même grandeur comme plus exactes que les autres. Cette diffé-
rence peut être due à ce que les mesures sont exécutées à l'aide 
d'appareils de précisions différentes, ou par dés observateurs plus 
ou moins exercés, ou encore dans des circonstances différentes. 
Si dans ces cas, on désire assigner des poids différents aux 
mesures, il faut prendre des précautions, en tous cas il faut fixer 
les poids avant l'exécution des observations. Car si on les fixait 
après les mesures, comme cela a été fait plusieurs fois, par exemple 
en donnant à chaque mesure un poids d'autant plus petit que 
son écart de la moyenne est plus grand, on arriverait à des ré-
sultats en désaccord avec la loi des erreurs. 
§ 3. La loi (1) des erreurs a été formulée pour la première 
fois par ADRAIN dans ses Research concerning the probabilities 
of errors which happen; in making observations {The Analyst or 
Mathematical Muséum, 1 (1808), pp. 93—109). Il en a tiré plusieurs 
applications, entre autres il a remarqué qu'èh vertu de cette for-
mule la valeur , la plus probable d'une grandeur inconnue, mesurée 
plusieurs fois, est la moyenne arithmétique des valeurs observées ; 
de plus que la position la plus probable d'un point déterminé 
dans l'espace est le centre de gravité des points observés. 
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Trois ans avant, LEGENDRE est arrivé à la même conclusion 
dans ces Nouvelles méthodes pour la détermination des orbites des 
comètes (Paris, 1806). Il dit: Étant donné la fonction 
Y= a^ + a2x2 + . . . + amxm 
où les av sont des coefficients disponibles, on mesure le système 
de grandeurs x„ plusieurs fois; supposons que l'zième mesure ait 
donné 
K = a1xu + a2x2i+ . . . + amxmi 
correspondant à une erreur Y. Généralement le nombre des 
mesures est très grand (c'est toujours le cas dans les problèmes 
physiques et astronomiques), comme le nombre des équations 
surpasse celui des inconnues, il est impossible de disposer de ces 
inconnues pour annuler toutes les erreurs. Il faudra donc se 
•contenter de les réduire autant que possible. Pour y arriver, diffé-
rentes considérations ont amené' LEGENDRE à disposer des incon-
nues de manière à rendre minimum la somme des carrés des 
erreurs 2(Yi—Y)* . (C'est la méthode utilisée aujourd'hui.) Dans 
l'ouvrage cité ci-dessus il dit "La règle par laquelle on prend le 
milieu entre les résultats de différentes observations (p, 74) n'est 
qu'une conséquence très simple de notre méthode générale que 
nous appellerons Méthode des moindres quarrés". Plus loin il 
remarque que d'une manière plus générale, si plusieurs points 
sont donnés dans l'espace, la somme des carrés des distances de 
ces points à leur centre de gravité est minimum. 
En 1 8 0 9 GAUSS dans sa Theoria Motus Corporum Coelestium 
déduisait indépendemment de ce qui précède la même loi, et plus 
tard en 1823 et 1826 il a publié dans les Commentationes Soci-
etàtis Scientiarum Gottingensis sa Theoria Combinationis Obser-
vationum Erroribus Minimis Obnoxiae. Dans cette dernière publi-
cation, il a donné une méthode complète de l'application de 
cette loi. 
LAPLACE a déduit la loi des erreurs en partant de la suppo-
sition que chaque erreur est lé résultat de la combinaison d'un 
très grand nombre d'erreurs élémentaires (Théorie des probabilités, 
1812, p. 304). Plus tard YOUNG dams ses Remarks on the proba-
bilities of error in physical observations (Philosophical Transactions, 
1 8 1 9 ) et HAGEN (Grundziige der Wahrscheinlichkeitsrechnung, 
Berlin, 1837) ont perfectionné cette méthode. Plus tard d'autres 
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géomètres ont contribué à la théorie mathématique des erreurs, 
par e x e m p l e : CROFTON, TCHÉBICHEF, ENCKE, BIENAYMÉ, ELLIS, 
GLAISHER, LINDELÔF, STORY, CHARLIER, POINCARÉ. 
Supposons que la grandeur z ait été mesurée n fois et que 
M l t Ai2, . . M „ soient les mesures obtenues. Désignons par ?>(c¿) 
la probabilité de l'erreur s¡ = x,—z. Si nous posons les conditions: 
1. la probabilité de l'erreur e est égale à la probabilité de l'erreur 
n 
— e, donc <¡t>(e) = r/>(—c) ; 2. le maximum de U<p(M¡—z) est 
«=i 
atteint pour z égal à la moyenne des mesures M¡; ces conditions 
conduisent à la loi (1). 
Pour se rendre compte si certaines erreurs suivent la loi du 
hasard, remarquons que dans ce cas, si le nombre des mesures 
est grand, le nombre des erreurs positives doit être à peu près 
égal au nombre des erreurs négatives; la somme des erreurs doit 
être sensiblement égale à zéro. La moyenne des carrés des écarts 
divisée par le carré de la moyenne des valeurs absolues des écarts 
doit être à peu prés - y » . 
Si la probabilité de l'erreur e¡ suit la loi (1), il faut que la 
probabilité totale de toutes les erreurs soit égale à l'unité. En 
réalité on a 
ç\r2ñ J \2n J 
-¡¡i 
en effet lorsque z est grand relativement à Ç, cette intégrale est 
à peu près égale à l'unité. On en conclut que dans ce cas les 
erreurs peuvent, d'une manière approchée, suivre la loi (1) du 
hasard. Par contre lorsque les erreurs sont du même ordre de 
grandeur que la quantité z à mesurer, la loi n'est pas applicable. 
§ 4. Pour obtenir la probabilité que la valeur absolue 
de l'erreur de la moyenne des n mesures soit plus petite que A, 
c'est-à-dire \r¡\<l>, il faut effectuer la sommation: 
$(l) = 2JP(Mu...,Mn) 
pour toutes les valeurs de Af¡ satisfaisant à < n l . 
Pour faciliter cette sommation considérons un facteur discon-
tinu F{nl, 2ev) tel que l'on ait /="= 1 lorsque |2ev| < nl et F= 0 
lorsque J5ev| > ni. Comme la probabilité pour avoir exactement 
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= nl est nulle, il suffit que F ait une valeur finie dans ce 
cas. Il en résulte qu'après avoir multiplié l'expression (3) par F, 
on peut faire la somme par rapport aux Ai, de zéro à oo pour 
toutes les valeurs de /. 
oc 
J*s in(niu) COS 
0 
est un tel facteur. 
En multipliant (3) par F on trouve 
• J . . . J V " 2 4 ^ J s i n ( n l u ) cos (uZev) .. detl. 
-oo -oo 0 
En remarquant que cos (u2e v ) est la partie réelle de e'"Xe», 
on aura des intégrales de la forme » 
- 00 
pour toutes les valeurs de v. On en conclut 
00 
m/ÎY 2 f -4-""S='S • / 5 \ d U = — j e 2 s\\\(jilu) —. 
0 




mais on sait que cette intégrale est égale à 
, 5 > ' w > = 2 J w e " " V : 
Ô 
où x = Aj//i/Ç. On en conclut que la probabilité pour que 
la valeur absolue de l'erreur de la moyenne soit plus petite que X 
est en même temps égale à la probabilité pour que la valeur 
absolue de l'erreur d'une seule observation soit plus petite que A^ïï ; 
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de plus elle est encore égale à la probabilité pour que la somme 
de erreurs de n observations soit plus petite que In. En outre 
on en conclut, que l'erreur de la moyenne des mesures suit la 
même loi que l'erreur d'une simple mesure ; de plus que si Ç est 
l'erreur quadratique des mesures M„ alors celle de la moyenne 
sera égale à Ç/fn. 
On en tire par exemple, que la probabilité est la même 
pour avoir 
|f,| < 1 ou l-Se.l < fn ou encore 
1 
Krn-
FOURIER connaissait cette règle bien avant que la théorie 
des erreurs fût découverte : "Pour prendre la hauteur de la pyra-
mide de Chéops, il fit simplement mesurer par des soldats les 203 
marches de ce gigantesque escalier. Vos hommes manquent d'ha-
bitude, disait-on, les surfaces sont irrégulières, les arêtes sont 
inclinées, aucune précision n'est possible, et l'erreur commise sur 
chaque marche sera multiplié par 203. Elle le sera par 14 seule-
ment, répondit-il résolument car 14 est la racine carrée de 203." 
(BERTRAND, Calcul des Probabilités, p. XXXVIII.) 
§ 5. Probabilité de l'erreur d'une fonction linéaire de 
m grandeurs mesurées. Soit 
Y=a,z, + a2z2 + . . . + amzm. 
Les coefficients av sont donnés et on connaît les valeurs desz„; 
supposons que les mesures des z„ aient fourni les grandeurs Mv> ; 
de manière que P/ième mesure donne 
(6) Y~a1Mu + a»Mai+ . . . + aluMmi. 
L'erreur de Y\ sera 
ïi=Yi—Y=a1(Mu-zi) + ... + am(Mmi—zJ = a1eli + ... + am e„,. 
On tire de l'équation (6) la moyenne des Yt 
n * n " n 
De plus l'écart entre Yt et sa moyenne sera 
T V 2 Y < 
ou encore 
Mu n 
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£i = û i l i i + • • • -fûm|mi) 
où les l v i sont les écarts respectifs. 
Enfin rj, l'erreur de la moyenne des Yt. sera 
m - v „la. j_„ J 
on trouve donc comme précédemment C = £+»?• 
La probabilité d'obtenir les erreurs eu, ... ., emi est tirée de 
la formule (1) 
(8) . — e " de1 . . . 4em . 
„ — m 
Pour obtenir la probabilité que la valeur absûiue 
de l'erreur de la moyenne des Y; soit plus petite que X, il suffit 
de faire la somme de la probabilité (8) pour toutes les valeurs 
de evi telles que 
\y\ = \au£u+ • ., +omiemi| <X. 
On y arrive le plus simplement si on multiplie (8) par le facteur 
discontinu F(X, 2avevi) qui est égal à l'unité pour les valeurs 
satisfaisant à l'inégalité précédente et nul pour les autres ; alors 
on peut effectuer les sommations par rapport aux ev de - o o à t » ; 
le même calcul que celui qu'on a employé pour déterminer la 
probabilité de l'erreur de la rr^yenne au § 4, conduit â 
00 
0 
Posons maintenant <o = uYlalÇ,l et uX = cox; on obtient 
00 
Je d(o SinidX &) 
où x = X/Ysa^l = XfÇ. 
Par suite 
(9) = C 
est la moyenne des carrés des erreurs des K. On en conclut que 
si les zv suivent la loi (1), la fonction Y la suivra aussi, de plus 
l'écart quadratique de Y sera Ç. " 
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C a s p a r t i c u l i e r . Soit Y=-^-(zl+zî +... +zm), autre-
ment dit Y est la moyenne des quantités zv ; en outre si l'on a 
Çv = £, alors de (9) il résulte que l'erreur quadratique de la moyenne 
des zv sera 
C = m -LÇ2 = J L 
m* fin 
conformément à ce qu'on a trouvé précédemment, mais cette fois 
m n'est pas nécessairement grand. 
§ 6. Etant données une grandeur z et son erreur quadra-
tique déterminée préalablement, on fait n mesures MltM2,,..,Mn 
et l'on demande la probabilité pour que l'erreur quadratique cor-
respondant aux observations soit plus petite que A. Comme 
Mi—z = £i cette erreur quadratique est f 2 e y n ; par suite, il faut 
déterminer la probabilité d'avoir 
(10) 2eJ<nl2. 
La probabilité d'obtenir les mesures Mit ou ce qui revient 
au même, la probabilité des erreurs est donnée par 
1 \n 
Pour obtenir la probabilité cherchée il faut faire la somme 
des probabilités (11) correspondant à chaque système e, satis-
faisant à l'inégalité (10). On détermine cette somme, en faisant 
correspondre à chaque système de e< un point de l'espace à n 
dimensions. Les points favorables seront à l'intérieur de la sphère 
de rayon /? = A]/7T. La probabilité est constante à l'intérieur de 
la couche sphérique de rayon r et r+dr, où 
Le volume de cette couche est égal à 
2 J n r n ~ l dr. 
La probabilité cherchée est proportionnelle à ce volume et à la 
probabilité (11). On a donc 
0 2 ) ^ i ^ i - w ï ^ ' ^ 
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Pour déterminer la valeur de C remarquons que l'intégrale de 
cette expression, r variant de zéro à c», doit être égale à l'unité; 
en effet c'est la probabilité pour que l'erreur quadratique soit 
quelconque. Pour effectuer l'intégration introduisons une nouvelle 
variable w = r2/2£2 d'où dco^rdr/Ç2. On a 
00 ÛO J 
f ; . f w 2 n " ' e ad<>>=±C= 1. 
J r |/i J 
o V 2 / o 
Par suite dans la formule (12), la constante C est égale à l'unité. 
Finalement dans le cas de la probabilité cherchée on doit 
avoir r2<nl2; par suite <o <ri№/2Ç2 = x; et 
* i 
où /(«, p ) est le rapport de la fonction gamma incomplète 
à la fonction complète correspondante I ^ y / i j . On a 
- 1 * - I N -p = — n — 1 et ça" ]/ Yn ' 
C a s p a r t i c u l i e r 1. La probabilité pour que l'on ait 
2e¡ < nÇ2 est donnée par la formule (13) 
Cette probabilité est d'après les tables de la fonction gamma 
incomplète un peu plus grand qu'une demi. 
C a s p a r t i c u l i e r 2. En posant /1=1 dans la formule 
(13) on obtient la probabilité pour que le carré de l'erreur d'une 
observation soit plus petit que A2. On trouve 
W/2Ç> 
v* J ~T -,# rt 1 ) (o 2 e do) — I\— — ! o 
c'est aussi la probabilité pour que la valeur absolue de l'erreur 
d'une mesure soit plus petite que elle est donnée par la for-
mule de LAPLACE: 
m 
f2¿ 
o S v i 
2 *dt. 
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On peut donc exprimer ce résultat par une fonction gamma-
incomplète 
Usf2' 2| Y2n J Ù 
o 
R e m a r q u e . L'intégration par parties de I(u,p) dans (13) 
donne lorsque n=2v 
/ ( « , p ) = 1 - e * ^ r(v-i) 
et lorsque n = 2v + 1 
i 
(î \ yv~~2 ~* 
x ] [ 2 , - e ^Z-r—t t-2 1 
Dans ces formules û = xf2/Yn et p = - ^ n — l. 
Pour obtenir la probabilité que la moyenne des carrés 
des erreurs soit comprise entre X- et X2-j-JX2 il suffit de poser 
dans (12) r2 = nA2; on obtient 
Cette probabilité est nulle pour X = 0 et X ~ oo, elle est maximum 
pour = 
En multipliant la formule (14) par X2 et en intégrant de 
zéro à oo, ôn a l'espérance mathématique ë(№) des grandeurs A2. 
La méthode appliquée dans le cas de la formule (12) conduit à 
En multipliant la formule (14) par X* et en intégrant on a 
n 4- 2 l'espérance mathématique des 
JL*t «§>(¿4) = H^ Ç*. 
Finalement le carré de l'erreur quadratique de X2 sera 
S(X*—&)* = &{&)—= t*; enfin l'erreur quadratique de A2 est Ç2 n• 
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§ 7. Si z était cohnu et £ inconnu on admettra que la pro-
babilité à priori de £ est proportionnelle à . Après avoir 
fait n mesures, à V,(£), la probabilité à posteriori de £ sera donnée 
par le théorème de BAYES. En posant dans (3) 
S 2 = = n f + 2'g =n (y* + a2) 
on aura 
r-*-« jr 
f r V f l 5 , < / ç 
o 
Transformons cette intégrale en posant co = s2/2£2 et par suite* 
dù> = — s2rf£/£3 ; le dénominateur devient : 
(15) s„-i+« J fa>2 * 
0 
Enfin la probabilité à posteriori de £ sera si z est connu : 
\ ( "+« -3 ) -<•> N+O-L - I / 2 P 
j y /n — e - ^ 
- r ( " + " - 1 ) 2|(..+«-3) + j ' 
n 2c? 
Cette probabilité sera maximum pour Ç2 = O f + » 8 ) n + aKI 7 n +a 
§ 8. Lorsque z est inconnu, mais que la précision £ est connue, 
ayant été déterminée par des observations antérieures, alors la 
probabilité (1) sera maximum quand la somme des carrés des 
erreurs 2E\ = 2{M — z)2 est minimum. On en conclut que la loi 
d'ADRAIN (1) conduit aussi au principe des moindres carrés. 
Lorsque z et £ sont inconnus et que l'on admet que leur proba-
bilités à priori sont respectivement proportionnelles à àz et ^£/£" 
alors, après les n mesures, la probabilité à posteriori de z et £ 
sera 
(16) 4Vi (z ,S ) = 
f S r—e-W-Mïfcft 
-00 0 
Pour obtenir la probabilité de z, on remplace quelquefois 
dans cette formule £ par sa valeur la plus probable, mais ce 
procédé ne conduit pas à des résultats satisfaisants. Il vaut mieux 
déterminer la probabilité totale de z, quel que soit £ ; il suffit 
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pour cela d'intégrer le numérateur et le dénominateur par rapport 
à 'C. En vertu de (15) l'intégration du numérateur donnera (comme 
¿lz = Jr]) 
1 2 ÂVl\ 
il en résulte 
! -7 , 04" 4-("+«->) л 
J V ( 2 ) = ("- + r ) 2 ¿V 
j + dv 
о 
Posons tan (f> — i?/o et par suite dt] = adrp/cos1^. L'intégrale du 
dénominateur sera : 
V» П 
g-n-a+2 Г cos,1+«-3 d я£(п + а — 2) , 
(Voir BIERENS DE HAAN, Table 41, formule 3). Par suite la pro-
babilité à posteriori de z et en même temps la probabilité à 
posteriori de l'erreur 17 de la moyenne des mesures sera quelle 
que soit la précision inconnue С 
rii n + ° - 1 \ 
^ v,z) = . _ ! _ ( 4 g 2 H " J t ] { J Г(п + а — 2) 2яа [ o* + i f } V 
ou encore 
2"-r«-2JP2 I Я + а — 1Л 
(17> ^ Пг) = • яПп + а - 2) C 0 S n +"" 3^ ^ 
Cette probabilité est maximum lorsque j? = 0 ou z = 2MJn ; mais 
alors г rend minimum la sommé des carrés des erreurs; ainsi le 
principe des moindres carrés est valable dans ce cas aussi. 
De la formule (17) il suit immédiatement la probabilité § 
pour que la valeur absolue de l'erreur de la moyenne soit plus 
p e t i t e q u e Я, c'est-à-dire Comme Tj = otaiup et i = fftanç>1, 
il faut avoir <p<(pi, où ^ = arctan X/a. On trouve quelle que 
soit la préciison £ 
яГ(п + a - ^ 2 ) J cos"+ a :3y d<p. 
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E x e m p l e 1. n = 4, a = 0, on a 
# = s in^ — 
X* 
*« + X2 
et si X = a alors $=1/J/J2. 
Pour obtenir des valeurs acceptables depuis n 1 il faut 
poser au moins a = 2, alors on trouve pour X = o: 
n = 1 n = 2 n = 3 
De la même manière on peut déterminer la probabilité de 
quel que soit z, en intégrant le numérateur et le dénominateur de 
(16) par rapport à z. Le numérateur sera: 
• ç—«g—i/ip^ç f e-'^dy, 
- ® 
en posant t=yYn/Ç et par suite dy = Z,dt/Vn, on obtient 
Comme le dénominateur donne une valeur semblable on aura 
V(L) 
r v-n-a+1 ̂ -..oVZÇ*̂ ^ 
oJ 
Or l'intégrale du dénominateur est d'après (15) égale à 
2 • (n+a.2)r |n + « - t j J ( n a t ) i ^ . 
il s'ensuit la probabilité à posteriori de £ quelle que soit la valeur 
inconnue de.zr 
V(S) = , ( } - J f . 
^ (»+«-2) n + a-l j ^."+«-1 
-O no* Le maximum de cette probabilité a lieu poyr : n + a— 1 
En posant dans cette formule a = 0, la valeur la plus probable 
de £2 serait 2E?/(n — 1) conformément au résultat proposé par GAUSS» 
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§ 9. Dans le problème du § 5 les coefficients au a2,..aM 
étaient donnés et on a mesuré les grandeurs zlt z2,..., zm, puis on 
a cherché à déterminer les probabilités de Y=alz1+aiz2+...+amzm. 
Il y a une autre catégorie de problèmes. Étant donnés les coeffi-
cients an,..., aim pour les valeurs de / = 1, 2 , . . . , n, on mesure 
les grandeurs suivantes 
W 
K- = ] £ a i r X v . 
v = 1 
Les quantités xlt x 2 , . . . , xm sont inconnues et on demande leur 
probabilité. Soit Ai, la mesure de Y„ l'erreur inconnue sera: 
Ei — M, — Yt. 
En supposant que les Y{ sont du même ordre de grandeur, 
et que la précision des observations est la même pour toutes |es 
mesures l'erreur quadratique inconnue étant f, la probabilité 
à posteriori des grandeurs Y{ et par suite aussi des erreurs sera : 
J... S S r - e - ^ d , , ...de,«; 
- oc - a 0 
En effectuant l'intégration au numérateur et au dénominateur 
par rapport à ç comme dans le cas de la formule (16) on a la 
probabilité à posteriori des Y, quelle que soit la précision Ç 
0 8 ) . • 
J . . . / ( J « - » ' — " ^ . . . ^ 
- oc - oe 
Cette probabilité sera encore maximum lorsque est 
minimum. Il s'agit donc de rendre minimum la quantité: 
(19) J S M - a;,x,-ai2x2- ... —aimxmf. 
' i 
Les équations de condition du minimum, dites .équations normales, 
seront : 
(20) 2l OIV(AI;—ÛJIXI—ai2x2— . . . —G,„,x j = 0 
0 Xv i 
pour v = 1 , 2 , . . m . La somme des carrés des erreurs minima est 
(21) Z M,(Mi — o ; i x ,—a l 2 x 2 — ... — aimxm) = co2 ; 
i » 
en effet en multipliant les équations (20) par xv et en retranchan 
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les produits de l'équation précédente, on obtient l'équation (19). 
La valeur minimum « 2 de 2c? est importante, car la probabilité 
pour que 2cf soit plus petite que ce minimum est nulle. Il faudra 
en tenir compte en effectuant les intégrations dans la formule (18). 
Pour déterminer to posons : 





2 ai»Ois = bva i=l 
donc 
bv S bsv 
Soit 
bu b12 . . bu 
£y bîl b22 . . . b2i 
bn bi2 . . . bu 
alors les m équations normales s'écriront 
b, „xa + bivx2 + • • • + bm+h vxm+1 = 0 
pour v= ¡,2,..., m. 
En outre l'équation (21) devient: 
•La résolution de ces m+ 1 équations à m + 1 inconnues 
conduit à 
xm+l = <*DJDm+l;-
mais comme x m + 1 = l , on a (al = DmJDm. 
Les premières m équations donnent, si l'on pose x m + 1 = l , 
I m 
(22) . = Z i - i ^ b ^ . f r . 
Um »=1 
où est le mineur de Dn obtenu en supprimant la ligne v et la 
colonne 5 dans ce déterminant. 
En partant de (22) on peut déterminer l'erreur quadratique 
de xv lorsqu'on connaît l'erreur quadratique f des mesures M-
En effet en rempaçant bm+h, par sa valeur obtenue ci-dessus on 
trouve 
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« M / « IL+V 
y M, Z n A.Qi. 
~ S = 1 U N 
et en vertu de (9) le carré de l'erreur quadratique (ou la disper-
sion) de xv sera 
» S k Lsm 
mais 
k 
est égal à zéro si s^v et égal à Dm si s — v; on en conclut que 
le carré de l'erreur quadratique de xv est 
£2 __ A f >8 
Dm ' 
Lorsqu'on attribue aux mesures l'unité de poids, alors le-
poids de la valeur xv obtenue (22), étant inversement proportion-
nelle aux dispersions respectives, sera 
i l ^ A » 
Pour intégrer l'équation (18) remarquons de nouveau que 
= r2 est constant sur la surface de la sphère de rayon r 
dans l'espace à n dimensions; cette surface ayant pour aire 
2 * « " r " ' / ^ ( y j . d o n c l'intégrale du dénominateur de (18) devient 
Í 2n^n dr 2 ji*n 1 :a-l » 
il en résulte que la probabilité (18) est égale à 
(23) JP(eu: ,.,£„) = 
= ( ( ^ ) - i — 
271*" 1 ' 
et si l'on transforme le numérateur de (18) de la même manière: 
que le dénominateur on trouve . 
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Cette formule donne immédiatement la probabilité pour que 
la somme des carrés des erreurs des Y{ soit plus petite que ¿2 
c'est-à-dire 2 e î = r 2 <X2 , quelle que soit la précision inconnue 
Il suffit d'intégrer 1'expres.sion précédente de zéro à X, on trouve 
Ce résultat a été obtenu en supposant que la probabilité à priori 
de la précision £ était proportionnelle à zfÇ/Ç". Remarquons que 
pour A = 0 (GAUSS) la probabilité §(№) diminuerait si X2 augmente, 
ce qui est impossible ; de plus pour a = 1 on aurait @(X2) = 1 
quel que soit X, c'est inadmissible aussi. On en conclut comme 
cela a été remarqué précédemment que dans la probabilité à-priori 
de Ç il faut poser au'moins a = 2. 
Lorsqu'on a mesuré n fois une grandeur inconnne, ne con-
naissant pas la précision Ç2 des mesures, mais sachant que sa 
valeur ta plus probable est (voir la fin du § 8) 
n + a — 1 . n + a — 1 ' 
on trouve dans l'hypothèse de GAUSS correspondant à « = 0 que 
cette valeur sera supérieure à a2 qui est le carré de l'écart quadra-
tique des mesures. Dans l'hypothèse « — 1 elle sera égale à a* 
et enfin dans l'hypothèse a ^ 2 , elle sera inférieur à a2 . Nous 
avons vue que c'est cette dernière hypothèse qui est la mieux 
justifiée. Il en résulte que si l'on se contente d'Une approximation 
pour la valeur la plus probable de la précision Ç2, on peut 
prendre ç2 = a 2 ; mais comme c'est déjà plus grande que la va-
leur rigoureuse, on n'a aucune raison d'employer celle proposée 
par GAUSS, qui est encore plus grande. 
2e? no2 
(Reçu le 18 octobre 1941) 
