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We propose a novel method to generate non-classical states of a single-mode microwave field, and to produce
macroscopic cat states by virtue of a three-level system with∆-shaped (or cyclic) transitions. This exotic system
can be implemented by a superconducting quantum circuit with a broken symmetry in its effective potential.
Using the cyclic population transfer, controllable single-mode photon states can be created in the third transition
when two classical fields are applied to induce the other two transitions. This is because, for large detuning,
two classical fields are equivalent to an effective external force, which derives the quantized single mode. Our
approach is valid not only for superconducting quantum circuits but also for any three-level quantum system
with ∆-shaped transitions.
PACS numbers: 42.50.Hz, 32.80.Qk, 85.25.Cp
I. INTRODUCTION
The symmetry of a quantum system determines the selec-
tion rules of its transitions. For instance, all states of a generic
atom must have a well-defined parity, and one-photon absorp-
tion (emission) due to the electric-dipole interaction can only
happen for non-degenerate states with opposite parities. For
second-order processes, a two-photon transition requires that
these states have the same parities. Thus single- and two-
photon transitions between two given energy levels cannot co-
exist.
Most investigations so far have focused on either Λ, or Ξ
(ladder), or V -type transitions [1, 2] when studying three-level
atomic systems. These notations, defined according to the
transition configuration, are well known to physicists study-
ing atoms and optics. For example, a Λ-type transition atom
means that there are optical transitions from the top energy
level to the two lower energy levels, respectively; however,
the optical transition between the two lower energy levels is
forbidden.
The ∆-type three-level systems with cyclic transitions
(CT) [3], in which one-photon and two photon processes co-
exist, are less common. It is of interest to explore the pos-
sibility of the coexistence of single photon and two photon
processes. For chiral and other broken-symmetry systems, the
lack of inversion center allows the CT to occur in realistic
physical processes [3]. It has been shown that such quantum
systems can be experimentally implemented by left- and right-
handed chiral molecules [3]. With CT, the populations of the
different energy levels can be selectively transferred by con-
trolling classical fields.
In an atomic system, ∆-type transitions can also be formed
[4] by applying three classical pulses: a pair of Raman pulses
and an additional detuning pulse. It was shown [4] that the
physical mechanism of the cyclic stimulated Raman adiabatic
passage is not an adiabatic rotation of the dark state, but the
rotation of a higher-order trapping state in a generalized adia-
batic basis.
Most recently, the microwave control of the quantum states
has been investigated for “artificial atoms” made of super-
conducting three-junction flux qubit circuits [5], which pos-
sess discrete energy levels. The optical selection rule of
microwave-assisted transitions was analyzed [5] for this ar-
tificial atom. It was shown [5] that the microwave assisted
transitions can appear for any two different states when the
bias magnetic flux is near the optimal point but not equal to
1/2 (the value of the optimal point is 1/2). This is because
the center of inversion symmetry of the potential energy of
the artificial atom is broken when the bias is not equal to 1/2.
Then, so-called ∆-type or cyclic transition can be formed for
the lowest three energy levels.
The ∆-type transitions can also be obtained from the model
of the single-junction flux qubit [6, 7, 8]. In any ∆−type ar-
tificial atom, the population can be cyclically transferred by
adiabatically controlling both the amplitudes and phases of
the applied microwave pulses. However, the population trans-
fer in the Λ−type artificial atom [9] requires that two classi-
cal fields induce the transitions from the top energy level to
other two lower energy levels, and transitions between two
lower energy levels should be forbidden. This condition can
be easily satisfied in the usual atoms due to the electric-dipole
transition rule and its well defined party. However, in artifi-
cial atoms, these two fields can also induce a transition be-
tween two lower energy levels when we study a Λ-type artifi-
cial atom [5]. If some phase conditions are satisfied, ∆-type
transitions can be formed even with only two classical fields.
This is a basic difference between the usual atom [4] and the
artificial atom [5].
Here, we investigate new phenomena of a cyclic artifi-
cial atom, coupled to a quantized microwave field and con-
trolled by two classical fields. We will explore the CT mech-
anism to create a single-mode photon state, or a macroscopic
Schro¨edinger cat state which is the entangled state between a
macroscopic quantum two level system (macroscopic qubit)
2and non-classical photon states. Our approach is robust be-
cause the working space is spanned by the ground state, or the
two lowest energy levels, of the artificial atom. Because the
ground state is not easy to be excited by the environment in
low temperature limit. Also our scheme is more controllable
than either Λ, or Ξ, or V -type atoms, since the extra coupling
between the external field and the two lowest energy levels
offers a new controllable parameter.
Our paper is organized as follows. In Sec. II, we describe
how to model the superconducting flux qubit circuit as a three-
level artificial system with ∆−type (or cyclic) transitions,
which are induced by the microwave electromagnetic fields.
In Sec. III, we consider the case with large detuning. In this
case, the top energy level can be adiabatically removed and
an effectively driving field can be applied to the single-mode
quantized field, then nonclassical states can be generated by
the driving quantized field. In Sec. IV, it is demonstrated that
the standard Schro¨dinger cat state, which is an entangled state
between the inner states of the artificial atom and the quasi-
classical photon state, can be generated. Finally, in Sec. V, we
give conclusions and discuss possible applications.
II. MODEL AND HAMILTONIAN
The artificial atom [10] considered here, described in
Fig. 1(a), is a superconducting loop with three Josephson
junctions [11, 12, 13]. Two junctions have the same Joseph-
son energies and capacitances, which are α times larger than
that of the third one. Then, the Hamiltonian can be written
as [5, 11]
H ′ =
P 2p
2Mp
+
P 2m
2Mm
+ U(ϕp, ϕm, f), (1)
with the effective masses Mp = 2CJ(Φ0/2π)2 and Mm =
Mp(1 + 2α). The effective potential U(ϕp, ϕm, f) is
U(ϕp, ϕm, f) = 2EJ(1− cosϕp cosϕm)
+ αEJ[1− cos(2πf + 2ϕm)] (2)
where ϕp = (ϕ1+ϕ2)/2 and ϕm = (ϕ1−ϕ2)/2 are defined
by the phase drops ϕ1 and ϕ2 across the two larger junctions;
f = Φe/Φ0 is the reduced bias magnetic flux through the
qubit loop, and Φ0 is the magnetic flux quantum.
The potential energy U(φp, φm, f) is an even function of
the canonical variable φp, and naturally has the mirror sym-
metry for φp →= −φp. For other variable φm, the symmetry
is completely determined by the reduced bias magnetic flux f .
This is shown in Fig. 1(b), comparing f = 0.5 and f = 0.45,
for a given φp = 0.9. When 2f = n with an integer n, the
potential energy U has an inversion symmetry with respect to
both phase variables φm and φp; that is,
U(−φm, −φp, 2f = n) = U(φm, φp, 2f = n), (3)
and thus the parities of the eigenstates are well-defined. How-
ever, the inversion symmetry with ϕp and ϕm is broken when
2f 6= n, that is,
U(−φm, −φp, 2f 6= n) 6= U(φm, φp, 2f = n). (4)
⊗
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FIG. 1: (Color online) (a) A three-level artificial “atom” made of
a superconducting loop, with three junctions, threaded by a bias
flux Φe and external field Φa, consisting of the quantized and time-
dependent magnetic fluxes. (b) Potential energy U(ϕp, ϕm) versus
the phase ϕm for fixed ϕp (e.g., ϕp = 0.9) and reduced magnetic
flux f = Φe/Φ0 = 0.5, for the dashed blue curve, and f = 0.45,
for the continuous orange curve.
Ref. [5] computed the f -dependent energy spectrum, with
the lowest three energy levels, denoted by |b〉, |c〉, and |e〉,
well separated from the other upper-energy levels. Since
microwave-assisted transitions can occur among the lowest
three energy levels [5], this artificial atom allows, cyclic or
∆-shaped, transitions when f 6= 0.5.
Besides the bias magnetic flux Φe, we also apply another
magnetic flux Φa, consisting of a quantized field and two clas-
sical fields. To realize the strong coupling of the flux qubit
to a quantized field, now the flux qubit is coupled to a one-
dimensional transmission line resonator. This can be real-
ized by replacing the charge-qubit in the circuit QED archi-
tecture [14, 15, 16, 17] by a flux qubit. Then a single-mode
quantized magnetic field can be provided by the transmission
line resonator. All three fields are assumed to induce tran-
sitions among the lowest three energy levels of the artificial
atom to form the ∆-shaped configuration mentioned above.
The frequencies of the quantized and two classical fields are
assumed to be ω, Ωe, and Ωc, respectively.
The Hamiltonian of the three-level artificial atom interact-
ing with the three fields can be written as
H = ωe|e〉〈e|+ ωc|c〉〈c|+ ωa
†a (5)
+ (g|e〉〈c|a+GeiΩet|b〉〈e|+ λeiΩct|b〉〈c|+H.c.).
Here, we take ~ = 1. The quantized field is assumed to cou-
ple the transition between |e〉 and |c〉, while the two classical
fields are applied between |e〉 and |b〉, as well as between |c〉
and |b〉, respectively. ωe (ωc) are transition frequencies be-
tween |e〉 (|c〉) and |b〉 (see the Fig. 2). The detuning between
the transition frequency ωe (or ωc) and the frequency of the
classical field Ωe (or Ωc) is denoted by
∆e = ωe − Ωe or ∆c = ωc − Ωc. (6)
a and a† are the annihilation and creation operators of the
quantized mode, G and λ are the Rabi-frequencies of the clas-
sical fields, g denotes the vacuum Rabi-frequency of the quan-
tized mode. Without loss of generality, we assume that all
Rabi frequencies are real numbers. Here, we assume that the
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FIG. 2: (Color online). Triangle- or ∆-shaped transitions among
three energy levels of the “artificial atom”. The classical fields with
frequencies Ωe and Ωc induce the transitions (G, λ) with Rabi fre-
quencies G and λ, while the quantized field with frequency ω induces
the transition with Rabi frequency g.
frequencies of the three fields satisfy the condition
Ωe − Ωc = ω. (7)
This condition is required such that the equivalent Hamilto-
nian in a “rotating” reference frame (defined below) will be
time-independent. In this case, the evolution of the quantum
system will remain in the adiabatic subspace when the Rabi
frequencies are adiabatically changed to transfer the quantum
information, carried by photons, to the artificial atoms.
Figure 2 illustrates the transitions induced by the interac-
tions of the artificial atom with the three fields. This cyclic
or ∆-shaped transitions define a new type of atom, different
from the Λ (or Ξ, or V )-type atoms [1, 2]. In a “rotating”
reference frame of a time-dependent unitary transformation
W (t) = exp[−it(Ωe|e〉〈e|+Ωc|c〉〈c|+ ωa
†a)], (8)
the Hamiltonian in Eq. (5) can be rewritten as
H = ∆c |c〉〈c|+∆e |e〉〈e|
+ (g |e〉〈c|a+G |e〉〈b|+ λ |b〉〈c|+H.c.), (9)
where the the frequencies-matching condition Ωe − Ωc = ω
has been used.
The population of the three-level artificial atom can be
cyclically transferred by adiabatically applying three classi-
cal fields [5]. However, in the presence of a quantized field,
the transitions
|e, n〉 ↔ |c, n+ 1〉 ↔ |b, n+ 1〉
↔ |e, n+ 1〉 ↔ |c, n+ 2〉 ↔ |e, n+ 2〉 · · ·
cannot form a closed cycle because each cycle produces a one
photon excitation. The triangular or ∆-shaped geometry of
the transitions is shown in Fig. 3, where the classical fields can
only induce transitions in the plane of each triangle of atom-
photon joint states, while the quantized field drives the transi-
tions from one plane to another, by increasing or decreasing
one photon.
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FIG. 3: (Color online). Each triangle has a different number (e.g., 1,
2, 3) of photons. The classical fields can only induce in-plane transi-
tions to form CT. The quantum field links different triangle planes to
generate photons.
III. MECHANISM TO GENERATE NONCLASSICAL
PHOTON STATES
In this section, we will consider the possibility to utilize the
above ∆-shaped three level artificial atom as a basic single
photon device. It is well known that there has been consid-
erable interest in the generation of non-classical light using
solid-state devices for highly sensitive metrology and quan-
tum information. Some solid-state lasers have been proposed
to emit non-classical light with photon number squeezing, but
the present proposal, based on∆-shaped artificial atoms, is es-
sentially a macroscopic quantum device, which, in principle,
could be easily controlled by only using classical parameters
(e.g., the magnetic flux).
To intuitively describe the main mechanism of how to cre-
ate the quasi-classical and non-classical photon states by using
the transition configuration shown in Fig. 3, we first rewrite
the sub-Hamiltonian in Eq. (9)
Hs = ∆c |c〉〈c|+ [λ|c〉〈b|+H.c.], (10)
into
Hs = ǫ+ |+〉〈+|+ ǫ− |−〉〈−| (11)
with two dressed states
|+〉 = cos
(
θ
2
)
|c〉+ sin
(
θ
2
)
|b〉 ,
|−〉 = − sin
(
θ
2
)
|c〉+ cos
(
θ
2
)
|b〉 ,
where we have defined the mixing angle
θ = arctan
(
2λ
∆c
)
. (12)
It is obvious that θ can be controlled through the detuning ∆c
by changing the frequency of the classical field. The states |±〉
are the eigenstates of Hs corresponding to the eigenvalues
ǫ± =
∆c
2
± ω′, (13)
4with the dressed frequency
ω′ =
√
λ2 +
∆2c
4
. (14)
Then, in this dressed basis, the total Hamiltonian in Eq. (9)
H = H0 +H1 (15a)
can be rewritten as
H0 = ∆e |e〉〈e|+ ǫ+ |+〉〈+|+ ǫ− |−〉〈−| (15b)
and
H1 = g(θ)A |e〉〈+| −G(θ)B |e〉〈−|+H.c. (15c)
with the displaced boson operatorsA = a+ξ and B = A−ζ,
and the controllable parameters
g(θ) = g cos
(
θ
2
)
, G(θ) = g sin
(
θ
2
)
,
ξ(θ) =
G
g
tan
(
θ
2
)
, ζ(θ) =
G
g
tan−1
(
θ
2
)
.
The Hamiltonian (15a) describes the Λ-like transition atom
shown in Fig. 4(a). Instead of the usual Λ-type atom,
the transitions between states |e〉 and |−〉 are induced by
two fields, one is a quantized light field with coupling
strength g sin(θ/2), described by a displaced annihilation op-
erator a, another is a classical field with the Rabi frequency
G cos(θ/2).
Figure 4(a) schematically describes the creation of quasi-
classical and non-classical photon states based on the CT pro-
cess. Due to the coherent |c〉-|b〉 interaction with the coupling
strength λ, as in Eq. (10), the system can be described by the
driven JC model shown in Eq. (15a). However, for large de-
tunings, in Eqs. (15a-15c), i.e., ∆e − ǫ± ≫ g(θ), G(θ), we
can adiabatically separate the excited state |e〉 and then a co-
herent transition between states |c〉 and |b〉 is induced by the
quantized field originally applied between |e〉 and |c〉. This is
very similar to the usual Jaynes-Cummings (JC) model, ob-
tained by adiabatically eliminating the highest third energy
level in the stimulated Raman scattering of intense laser light.
In the dressed states |±〉 basis, and for the above large de-
tuning condition, there exist three types of subspaces, related
to states |+〉, |−〉, and |e〉, respectively. These subspaces are
depicted in Fig. 4(b) by vertical lines linking the vertices of
the triangles. Corresponding to each state, e.g., |+〉, the pho-
ton mode is driven by an effective external force depending
on the coherent |c〉-|b〉 interaction, and thus the single mode
photon states can be produced from the vacuum state.
IV. ADIABATIC GENERATION OF SCHR ¨ODINGER CAT
STATES
In order to better understand the above-mentioned mecha-
nism to generate non-classical photon states from these con-
trollable artificial atoms, we demonstrate the adiabatic gener-
ation of Schro¨dinger cat states. In the large detuning limit, we
(b)(a)
( )cos 2g θ
( )sin 2g θ
2ω+
, 2e
, 2+
, 2−,1e
,1+
,1−,0e
,0+
,0−−
e
( )1cos 2G θ−
FIG. 4: (Color online) Three-level artificial atom in the classical-
field dressed picture. (a) A Λ-like atom equivalent to the ∆-atom
in Fig. 2 with the |+〉 ↔ |e〉 transition coupled, via the left zig-
zag-line, to a displaced quantized field, denoted by the operator A
in Eq. (15c). The |−〉 ↔ |e〉 transition couples both an equivalent
classical field, denoted by η, and a displaced quantized field A in
Eq. (15c). (b) After doing adiabatic elimination for large detuning,
there are no transitions among the three energy levels in the same
equal-number-of-photons triangle-plane. The vertical arrowed lines
linking the vertices of the triangles represent the transitions that ac-
company the creation of photons.
can adiabatically eliminate the terms causing transitions from
|e〉 to |+〉 and |−〉.
The adiabatic elimination can be done by using the
Fro¨hlich-Nakajima transformation (FNT) [18, 19], which is
applied to achieve the effective electron-electron interaction
Hamiltonian in the BCS theory. To consider the validity of this
method, we will show that it is equivalent to a result of the sec-
ond order perturbation in the Appendix A. In the FNT method,
we define a transformation by the operator V = exp(S), with
an anti-Hermitian operator S to be determined. Then we ap-
ply this transformation V to the original Hamiltonian (15a) to
given an equivalent Hamiltonian HV = V †HV.
We assume that the operator S to be the perturbation term
with the same order as HI , and then we can expandHV in the
series of S. In general, we can consider the Hamiltonian of
an interacting system, described by a sum of free Hamiltonian
H0 and the interaction Hamiltonian H1 as H = H0 + H1,
shown in Eq. (15a). By comparing with the free part H0, the
interaction part H1 can be regard as a perturbation term. Let
us perform the transformation V = exp(S) on the Hamilto-
nian H = H0 + H1. Then, we can derive an approximately
equivalent Hamiltonian HV as
HV ∼= H0 +
1
2
[H1, S] , (16)
where the operator S can be determined by
H1 + [H0, S] = 0. (17)
The transformation, by which one can obtain the effective
Hamiltonian in Eq. (16) from the Hamiltonian in Eq. (15a), is
5the so-called generalized Fro¨hlich transformation (for details,
see Appendix A).
If we replace H0 and H1 in Eq. (17) by the explicit expres-
sions in Eqs. (15b) and (15c), and assume
S = Γ1A |e〉〈+|+ Γ2B |e〉〈−|
+ Γ3A
† |+〉〈e|+ Γ4B
† |−〉〈e|, (18)
for parameters Γi (i = 1, 2, 3, 4) to be determined, then the
parameters Γi (i = 1, 2, 3, 4) can be obtained as
Γ1 = −Γ3 = −
g(θ)
ǫ+∆
, (19a)
Γ2 = −Γ4 = −
G(θ)
ǫ−∆
, (19b)
with
∆ =
1
2
√
(∆c −∆e)2 + 4λ2, ǫ =
1
2
(∆c +∆e). (20)
Then, using the expressions of S, H0, and H1 in Eqs. (18),
(15b), and (15c), we can obtain an effective Hamiltonian from
Eq. (16) as
HV ≈ He|e〉〈e|+Hbc. (21a)
Here, the Hamiltonians He and Hbc can be expressed as
He = ∆e +ΩAAA
+ +ΩB BB
+ (21b)
and
Hbc = (ǫ+ − ΩAA
+A)|+〉〈+|
+(ǫ− − ΩBB
+B)|−〉〈−|
+Γ[AB+|+〉〈−|+A+B|−〉〈+|], (21c)
with
Γ =
G(θ)g(θ)
2∆−∆+
(2∆e −∆c). (22)
The effective frequencies
ΩA =
g2(θ)
∆+
, ΩB =
G2(θ)
∆−
(23)
represent the Stark shifts with ∆± = ∆e − ǫ±.
According to former definitions of the operators A and B
in Eq. (15c), the Hamiltonian He can be rewritten as
He = (ΩA +ΩB) a a
† (24)
+[(ξΩA − ηΩB) a
† +H.c.]
after neglecting the constant terms ∆e+ |ξ|2+ |η|2. It is clear
that the Hamiltonian He describes a driven harmonic oscil-
lator. Then, when the total system can be adiabatically kept
in the excited state |e〉, He describes the creation of a coher-
ent photon state from the vacuum [1]. However, due to the
spontaneous emission of excited states, it is difficult to keep
the artificial atom in its excited state |e〉. Thus, let us now
consider how to generate non-classical photon states by only
using the more robust lower states |±〉.
The last term in Hbc oscillates in a larger frequency range:
|ǫ+ − ǫ−| ≃ 2ω
′
. Thus, in the rotating wave approximation,
we have
Hbc = (ǫ+ − ΩAA
+A)|+〉〈+|
+ (ǫ− − ΩBB
+B)|−〉〈−|. (25)
This is the standard Hamiltonian to describe the dynamical
generation of Schro¨dinger cat states (e.g., Ref. [20]). Since the
bare ground state |b〉 is easy to be initialized, we can assume
that the artificial atom is initially in the bare ground state |b〉 =
sin(θ/2)|+〉 + cos(θ/2)|−〉, while the cavity field is initially
in the vacuum state |0〉. Then at time τ , the whole system can
evolve into
|ψ(τ)〉 = exp(iHbct)[sin(θ/2)|+〉+ cos(θ/2)|−〉]|0〉
= sin
θ
2
exp[iξ2 exp(−iΩAt)]|α(−ξ, t)〉|+〉
+ cos
θ
2
exp[iζ2 exp(−iΩBt)]|α(ζ, t)〉|−〉. (26)
where |α(x, t)〉 = |α = α(x, t)〉 (and x = ξ, ζ) denotes co-
herent states with
α(x, t) = x[1 − exp(iΩxt)] (27)
and Ωξ = ΩA, Ωζ = ΩB . By adjusting the coupling constant
λ between |c〉 and |b〉, in this “cyclic atom”, one can control
dynamical processes to obtain the cat states of the qubit sub-
system consisting of the two dressed states |±〉 entangled with
the quantized field.
To show the existence of the “cat”, we need to calculate the
overlap
F (λ, t) = |〈α(ζ, t)|α(−ξ, t)〉| = exp[−y(λ, t)] (28)
for two coherent states |α(−ξ, t)〉 and |α(ζ, t)〉, where
y(λ, t) = 2(ζ + ξ)2 − 4ζξ sin2
[
t
2
(ΩB − ΩA)
]
(29)
−2ζ(ζ + ξ) cos(ΩBt)− 2ξ(ζ + ξ) cos(ΩAt).
In Fig. 5, the time evolution of y(t) is plotted for given
parameters, e.g., ∆e = 3λ, G = 0.9λ, g = 0.8λ for dif-
ferent values of θ = arctan(2λ/∆c) = π/2, π/4, π/6. It
shows that y(t) can periodically reach its maximum value,
which means that |〈α(ζ, t)|α(−ξ, t)〉| becomes minimum at
these times, with period 2π. The period of the function y(t)
is determined by three frequencies ΩA, ΩB , and ΩB − ΩA,
so Fig. 5 shows the small modulation overimposed on the
larger modulation. We find that a larger detuning ∆c cor-
responds to a larger maximum value when other parameters
are fixed. However, y(t) needs a longer period to reach these
maximum points. The above result demonstrates that macro-
scopic Schro¨dinger cat states, an entanglement between a
macroscopic quantum two-level system (macroscopic qubit)
and the non-classical photon states, can be generated by su-
perconducting quantum devices. These cat states are different
60 50 100 1500 
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45
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FIG. 5: (Color online). The exponent y(t), see Eqs. (28) and (29),
of the overlap of two coherent states is plotted as a function of gt, see
Eqs. (23), (28) and (29) for given parameters ∆e = 3λ, G = 0.9λ,
g = 0.8λ, θ = pi/2 (dash-dotted red curve), θ = pi/3 (dotted black
curve), and θ = pi/4 (solid blue curve).
from the usual Schro¨dinger cat states, an entanglement be-
tween a microscopic two level atom and the quasi-classical
photon states, which are created by using the atomic cavity
QED [20].
The above setup can also be used to create a coherent state
if the cyclic artificial atom is initially prepared in the state |−〉.
In this case, the total system should be adiabatically kept in the
ground state |−〉. The effective Hamiltonian becomes H− ≃
−ΩBB
+B, by dropping the constant term. More explicitly,
H− ≃ −ΩBa
+a+ f(θ)(a+ a+) (30)
realizes a driven harmonic oscillator. The driving force f(θ)
can be expressed as f(θ) = G(θ)g(θ)/∆−, and it depends on
the coupling constant λ. Starting from the vacuum |0〉, with a
duration t, the single-mode quantized field will evolve into a
coherent state |ϕ(t)〉 = |α〉 with α = ζ[1− exp(iΩBt], where
a time-dependent global phase exp[iζ2(sin(ΩBt)−ΩBt)] has
been neglected. From the expression of the photon number
N(t) = 〈α|a+a|α〉 = ζ2|1− exp(iΩBt))|
2, (31)
we can calculate the generation rate of the photons in the
quantized mode:
r(t) =
∣∣∣∣dN(t)dt
∣∣∣∣ = 2g
2(θ)
∆−
sin(Ωbt). (32)
This result shows that, the coupling strength λ of the inter-
action between |c〉 and |b〉, caused by the symmetry-breaking,
can be used to enhance the probability of creating single-mode
photons. If there is no interaction between |c〉 and |b〉, the ex-
ternal force f(θ) would vanish accordingly and then the dy-
namic evolution cannot automatically produce coherent pho-
ton states.
V. CONCLUSIONS
In an artificial atom represented by a superconducting quan-
tum circuit, we briefly review optical transitions and their se-
lection rules. It is shown that all transitions are possible in
such artificial atom when the applied bias magnetic flux is not
at the optimal point [5]. Then cyclic or ∆-shaped transitions
can be realized for the lowest three energy levels in this artifi-
cial atom. Using this cyclic population transfer mechanisms,
we have studied how to create nonclassical single-mode pho-
ton states and a macroscopic Schro¨dinger cat states. We show
that this approach is controllable, because either the ground
state or the two lowest-energy levels are utilized through their
coherent coupling to external fields, which can be used to con-
trol the parameters of the system. For example, if the Rabi
frequency λ = 0, then the classical field, which induces tran-
sitions between states |c〉 and |b〉, is set to zero. Thus, our
model can be referred to Λ−type atom driven by a quantized
and a classical fields [21]. In this case [21], neither the cat
state nor the coherent state can be generated from the initial
state of the whole system with the bare ground state of atom
and the vacuum of the quantized field. Starting from either
the vacuum or a coherent state, it is a deterministic scheme to
generate nonclassical photon states via CT manipulations.
The large detuning limit implies a relatively weak coupling
constants g(θ) and G(θ), as well as relatively large detuning
∆e − ǫ±, shown in Eqs. (15b-15c). Thus it limits the efficient
adjustment of the dynamic processes. Therefore, a generic
version of our proposal might not be very efficient. Fortu-
nately, in our proposal, the strength λ of the controlling-field
coupling between |c〉 and |b〉 is adjustable. Thus, one can fea-
sibly manipulate this parameter for our goal without violating
the requirement of large detuning.
Another question is the problem of decoherence. An effi-
cient scheme requires the decoherence time comparable with
the characteristic time of the effective frequencies ΩB and
ΩA. It is known that the interaction strength g between the
qubit and quantized field can reach about 100 MHz if we use
the transmission line resonator in the circuit QED [15, 22].
According to the definitions of ΩB and ΩA in Eq. (23), they
can be of the order of 10−100MHz, if we choose appropriate
detunings ∆e and ∆c. Then, it is possible to realize our pro-
posal within the experimental values [23] for T1 ∼ 7µs and
T2 ∼ 800 ns.
Finally, we should point out the relation between our
present work and the quantum Carnot engine (QCE) in
Ref. [24, 25]. In the QCE proposal, the Λ-type atoms are
prepared as a superposition of two lower states. In the ∆-type
transition configuration, the superposition of the two lowest
states can be naturally produced by the interaction between
the field and the artificial atom, and hence the cyclic three-
level atom is a good candidate to demonstrate the QCE.
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APPENDIX A: GENERALIZED FR ¨OHLICH-NAKAJIMA
TRANSFORMATION AND ITS EQUIVALENCE TO
PERTURBATION THEORY
Let us consider a Hamiltonian H of a given system with its
free part H0 and a perturbation term HI
H = H0 + λHI . (A1)
Here, λ is the so-called perturbation parameter introduced to
characterize the order of the perturbation. At the end of cal-
culation, λ is taken as unity.
The crucial point of the generalized Fro¨hlich-Nakajima
transformation is to choose a proper unitary transformation
V (λ) = exp(λS), where S is an anti-Hermitian operator, to
be determined. The inverse transformation of V (λ) makes the
states |Ψ〉, governed by the Hamiltonian in Eq. (A1), change
to a new state
|Φ〉 = V (−λ)|Ψ〉 = exp(−λS)|Ψ〉. (A2)
And the evolution of the state |Φ〉 is governed by the trans-
ferred Hamiltonian
Hλ = e
−λSHeλS . (A3)
It is well known that the unitary transformation does not
change the dynamics of the system, and then the Hamiltoni-
ans Hλ and H describe the same physical process. Here the
operator S should be appropriately chosen such that it has the
same order as the perturbation term HI . Physically, the effect
of the Hamiltonian HI on the final result is so small that it can
be neglected.
Using the Baker-Campbell-Hausdorff formula, the Hamil-
tonian Hλ can be expressed in a series of the parameter λ as
Hλ = H0 +
∑
n=1
λn(−1)n−1
(n− 1)!
[S, [S, · · · [S︸ ︷︷ ︸
n−1
, HI ]]]. (A4)
Second order perturbation theory can be realized by imposing
the condition
HI + [H0, S] = 0 (A5)
on Eq. (A4). Eq. (A5) can be used to determine the operator
S. For the sake of simplicity, the eigenstates of H0 are as-
sumed to be non-degenerate. Let |n〉 be the eigenstate of the
Hamiltonian H0 with the eigenvalue En. Taking the matrix
elements of Eq. (A5 ) with respect to the basis {|n〉} as
〈m|HI |n〉+ (Em − En) 〈m|S|n〉 = 0, (A6)
we can find the explicit expression of matrix elements for the
operator S
Smn = 〈m|S|n〉 =
〈m|HI |n〉
En − Em
. (A7)
Thus, the representation of the operator S in the {|n〉} basis
can be
S =
∑
m 6=n
〈m|HI |n〉
En − Em
|m〉〈n|. (A8)
From Eqs. (A4) and (A5), we obtain the effective Hamilto-
nian
Hλ ∼= H0 +
1
2
[HI , S] (A9)
up to second order in HI . Using a matrix representation, Hλ
can be expressed as
Hλ =
∑
n
En|n〉〈n|
+
∑
l (l 6=n),m
〈m|HI |l〉 〈l|HI |n〉
2(En − El)
|m〉〈n| (A10)
in the {|n〉} basis. We can see that the Fro¨hlich-
Nakajima transformation is only applicable to a systems with
〈m|HI |m〉 = 0. Actually we can decompose the total Hamil-
tonian H such that H0 only includes all diagonal elements in
the {|n〉} basis of eigenstates for the Hamiltonian H0 while
the off-diagonal ones are included in HI .
It is easy to obtain the eigenvalues of the transferred Hamil-
tonian in Eq. (A9) or (A10), up to second order in HI , as
E(0)n = 〈n|H0|n〉+
1
2
〈n| [HI , S] |n〉
= En +
∑
l 6=n
|〈l|HI |n〉|
2
En − El
, (A11)
which correspond to the zero-order eigenstates of the Hamil-
tonian Hλ. The second term in the right side of Eq. (A11) is
the so-called self-energy term.
In fact, from Eq. (A10), it can be found that zero-order
eigenstates |Ψ(0)n 〉 of the Hamiltonian Hλ are just the eigen-
states |n〉 of the Hamiltonian H0, i.e., |Ψ(0)n 〉 = |n〉. The
eigenvalues in Eq. (A11) provide energy corrections using the
time-independent perturbation theory.
To consider the relation between the Fro¨hlich-Nakajima
transformation and the time-independent perturbation theory,
we can transfer eigenstates |Ψ(0)n 〉 back to the original picture.
In this case, the first order eigenstates |Ψ(1)n 〉 of the Hamilto-
nian H can be obtained by
|Ψ(1)n 〉 = V (λ) |Ψ
(0)
n 〉 = (1 + S) |n〉 (A12)
= |n〉+
∑
m 6=n
〈m|HI |n〉
En − Em
|m〉,
where the expansion V (λ) is kept up to first order in λ.
It is easy to prove that |Ψ(1)n 〉 are just the first-order eigen-
states of the original Hamiltonian H , with respect to the per-
turbation decomposition ofH0 andHI . Since we have chosen
that HI does not have diagonal terms, the first correction to
8the energy is zero, and then En is also the result of the first
correction of the energy for the Hamiltonian H .
The eigenvalues in Eq. (A11) are up to the second order
corrections. Correspondingly, the eigenstates |Ψ(2)n 〉 of H
corresponding to the second-order energy corrections can be
given by acting V (λ) on the first order eigenstates |Ψ(1)n 〉 of
the Hamiltonian Hλ. That is
|Ψ(2)n 〉 = V (λ) |Φ
(1)
n 〉 = V
−1(λ) |Ψ(1)n 〉
=
(
1 + S +
S2
2
)
|Ψ(1)n 〉
= |n〉+
∑
m 6=n
〈m|HI |n〉
En − Em
|m〉 (A13)
+
∑
l,m, l 6=n
〈m|HI |l〉〈l|HI |n〉
2 (El − Em) (En − El)
|m〉.
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