In this paper, a double-pivot simplex method is proposed. Two upper bounds of iteration numbers are derived. Applying one of the bounds to some special linear programming (LP) problems, such as LP with a totally unimodular matrix and Markov Decision Problem (MDP) with a fixed discount rate, indicates that the double-pivot simplex method solves these problems in a strongly polynomial time. A variant of Klee-Minty cube is used to show that the estimated bounds of the iteration numbers are very tight. Numerical test on three variants of Klee-Minty cubes is performed for the problems with sizes as big as 200 constraints and 400 variables. Dantzig's simplex method cannot handle Klee-Minty cube problem with 200 constraints because it needs about 2 200 ≈ 10 60 iterations. But the proposed algorithm performs extremely good for all three variants.
Introduction
Since Dantzig invented the simplex method in 1940s [2] , its complexity has been a topic attracted many researchers. Since simplex methods search the optimizer among vertices which are defined by the linear constraints, the iterate moves from one vertex to the next vertex along an edge of the polytope. Therefore, the diameter of a polytope, defined as the shortest path or the least number of edges between any two vertices of the polytope, is the smallest number of iterations that the best simplex algorithm can possibly achieve. Hirsch in 1957 [3] conjectured that the diameter of the polytope is m − n for the polytope P = {x ∈ R n : Ax ≤ b} where A ∈ Z m×n and m > n. This conjecture was disapproved by Santos [18] after 50 years worth of efforts of many experts. Now, some experts, for example Santos [19] , believe that the diameter of the convex polytope can be bounded by a polynomial of (m − n)n. This new conjecture of the bound for the diameter of the convex polytope is far away from the best-known quasi-polynomial upper bounds which are due to Kalai and Kleitman [10] , Todd [23] , and Sukegawa [21] . In a recent effort [24] , this author showed that for a given polytope, the diameter is bounded by O n 3 ∆ det(A * ) , where ∆ is the largest absolute value among all (n − 1) × (n − 1) sub-determinants of A and det(A * ) is the smallest absolute value among all nonzero n × n sub-determinants of A.
Finding the diameter of convex polytopes provides only a surmised lowest iteration number for which an optimal pivot rule may achieve. Finding actually such a pivot rule (the way to choose the next neighbor vertex) is also a difficult problem. Researchers proposed many pivot rules with the hope that they may achieve the number of iterations (in the worst case) bounded by a polynomial (see [22] and references therein). However, since Klee and Minty [15] constructed a cube and showed that Dantzig's rule needs an exponential number of iterations in the worst case to solve the Klee and Minty cube problem, people have showed similar results for almost every popular pivot rule [4, 6, 9, 16] . It is now believed that finding a pivot rule that will solve all linear programming problems in the worst case in polynomial time is a very difficult problem [20] .
Existing pivot rules consider one of many merit criteria to select an entering variable, such as the most negative index in the reduced cost vector (Dantzig's rule), the best improvement rule, Bland's least index pivoting rule, the steepest edge simplex rule, Zadeh's rule, among others [22] . Each merit criterion has its own appealing feature. However, existing simplex algorithms cannot use multiple merits at the same time because each of these algorithms updates only one variable at a time. In a slightly different view, a merit criterion may be a good choice in most scenarios but may be a poor choice in some spacial case, such as the Klee-Minty cube. Therefore, randomized pivot rules [5, 11] that randomly select an entering variable from the set of possible entering variables that will improve the objective function have been proposed and proved to be able to find an optimizer in a polynomial time on average [11] . This shows that using a combination of merits in the selection of pivot can be beneficial.
In this paper, we consider a novel simplex algorithm for linear programming problem. This algorithm is different from all existing simplex algorithms in that it updates two variables at one iteration. This strategy looks two pivots ahead instead of focus only on the next step. We believe that this strategy is better than all existing pivot rules because it looks longer term benefit instead of a short-sighted one-step achievement. Since the proposed algorithm updates two variables at a time, it can use multiple merits in the selection of pivots at the same time in a deterministic way which is different from the randomized rules. We wish that these features give us some hope to find some strong polynomial algorithms to solve linear programming problems. We may extend the proposed algorithm to select more than two entering variables, but there is a tradeoff between reducing iteration numbers and reducing the cost of each iteration.
In this paper, we use small letters with bold font for vectors and capital letters with bold font for matrices. The remainder of the paper is organized as follows. Section 2 describes the proposed algorithm. Section 3 analyzes the iteration numbers of the algorithm. Section 4 provides the information on the numerical test for three variants of Klee-Minty cubes. The concluding remarks are in Section 5.
The proposed algorithm
We consider the primal linear programming problem in the standard form:
where A ∈ R m×n , b ∈ R m , c ∈ R n are given, and x ∈ R n is the vector to be optimized. Associated with the linear programming is the dual programming that is also presented in the standard form: 
We denote by B the set of all bases B. In the discussion below, we make the following assumptions:
1. rank(A) = m.
2. The primal problem (1) has an optimal solution.
3. Initial basic feasible solution x 0 is given and is not an optimizer.
4. All basic feasible solutions are bounded above and below, more specifically, for all
The first three assumptions are standard. The last assumption implies that the primal problem (1) is not degenerate. We also denote by x * = (x B * , x N * ) the optimal basic solution of (1) with x B * = A −1 B * b ≥ 0 and x N * = 0, by (y * , s * ) the optimal basic solution of the dual problem (2) 
y * the optimal value. Using B − N partition, we can write the primal problem as
Since A B is non-singular, we can rewrite (3) as
Let superscript k represent the kth iteration, the matrices and vectors in the kth iteration are then denoted by
It is worthwhile to note that the partition of (B k , N k ) keeps updating and it is different from the partition (B * , N * ) before an optimizer is found. Let
be the reduced cost vector. Clearly, ifc N k ≥ 0, an optimizer is found; ifc j k < 0 for some j k ∈ N k , then the entering variable x  k in the next vertex is chosen from the set of
be reduced. Many different ways have been developed for the selection of the entering variable x  k under the constraint:
Once the entering variable is selected, existing pivot rules determine the leaving variable using the following method:
to the entering variable, the leaving variable x ı , ı ∈ B k , is determined by the following condition.
The corresponding step-size is given by min i∈{1,...,m}b
As we pointed out above, our strategy is to select, in a deterministic way, two entering variables from the set of non-basic variables that will reduce the objective function. According to some extensive computational experience, for example [17] , Dantzig's rule is the most efficient on average among all popular pivot rules (even though Dantzig's rule needs exponentially many pivots to find the optimal solution for Klee-Minty cubes in the worst case), therefore, we select the first entering variable x  k 1 using Dantzig's rule:
Kitahara and Mizuno [14] showed that the number of iterations in existing pivot rules is significantly affected by the minimum values of all the positive elements of primal basic feasible solutions. Carefully studying Klee-Minty cube and its variants [7, 12, 8] indicates that the other entering variable should be determined by taking the variable among all j k ∈ N k withc j k < 0 such that a particular  k 2 will maximize the step-size, i.e.,
This strategy will be justified again in the proof of Theorem 3.2 and in the discussion of Remark 3.5. If  k 2 =  k 1 (which means that the most negative rule will generate the longest step), then we take the second entering variable x  k 2 which has the second largest step-size. Now we discuss how to choose the leaving variables. To make our notation simple, we drop the iteration index k if it does not cause confusion.
Therefore, the problem of finding a good new vertex is reduced to minimize the following linear programming problem.
Here the third merit criterion is introduced, which is to determine the values of the two entering variables to minimize the objective function under the constraints of (12). These constraints make sure that the updated x B ≥ 0 and the leaving variables are zeros. As this problem has only two variables, the solution is slightly more complicate than the selection of the single leaving variable in existing pivot rules, but is still simple and straightforward. DivideĀ ( 1 , 2 ) into two parts:Ā 1 has the rows with at least one positive element, andĀ 2 ≤ 0 has the rows with all elements smaller than or equal to zero . Partitionb = A −1 B b into the correspondingb 1 andb 2 . Since elements inĀ 2 are smaller than to equal to zero, in view of (11) or (12), introducing positive entering variables will keep the corresponding elements in x B to be positive. ForĀ 1 , in view of (11) or (12), introducing positive variables may change the sign of x B . If the number of rows inĀ 1 is greater than or equal to 2, for any two independent rows (i 1 , i 2 ) ofĀ 1 , solvingĀ
will give a possible vertex in the convex polygon defined in (12) . Therefore
≥ 0 is a feasible vertex of the polygon ifĀ 1 x 2 ≤b 1 holds. Otherwise, it is not feasible and will not be considered further. Two special feasible vertices should also be considered, i.e., x 2 := [x  1 , 0] and x 2 := [0, x  2 ] which correspond to the most negative rule and the longest step-size rule respectivily. For all feasible vertices of the convex polygon defined in (12) , we select the vertex that minimizes the objective function of (12) . The corresponding row indices (ı 1 , ı 2 ) that form the selected vertex determine the leaving variables. If the number of rows in A 1 is exact one, the longest step pivot rule is used. The proposed algorithm is therefore as follows:
Algorithm 2.1 Data: Matrix A, vectors b and c. initial basic feasible solution x 0 , and its related partitions
If at least two elements ofc N k are smaller than zero + The first entering variable x  k 1 is determined by Dantzig's rule. For all negative elements ofc N k other than the most negative elementsc  k 1 , determine the x  k 2 such that the second entering variable will take the longest step. Two special vertices, [x  k 1 , 0] and [0, x  k 2 ] are obtained. + DivideĀ (  1 ,  2 ) into two parts:Ā 1 whose row has positive elements and
into the correspondingb 1 andb 2 . + If the number of rows ofĀ 1 is greater than or equal to 2 -Compute all vertices in two dimensional plane by solving (13) .
-Determine all feasible vertices which satisfy
-Find a pair of entering variables among all feasible vertices x 2 (including the two special vertices) that minimizes the objective
Else if only one element of (c N k ) is negative,
end (while)
Remark 2.1 We can modify the algorithm by selecting two entering variables using the indices corresponding to the two most negative elements inc N k . In the numerical test section, we will show that this is a not a good strategy.
Analysis of the algorithm
In this section, we provide two upper bounds of the iteration numbers for the proposed algorithm using the strategy developed in [12, 14, 25] .
Let r be a real number and ⌈r⌉ be the smallest integer bigger than r. Let γ * P be the maximum value of all elements of x * and
Let (B k , N k ) and (B * , N * ) be the partitions of base and non-base variables at iteration k and at the end of the program when the optimization is achieved. Let x * be partitioned using (B k , N k ) but not (B * , N * ), i.e.,
The first lemma is derived using exactly the same argument but stating a slightly improved result of [12, 14] .
Lemma 3.1 (Kitahara and Mizuno) Let x * be partitioned using (B k , N k ) and z * be the optimal value of (1), we have
Proof: Since x * is partitioned using (B k , N k ), we have (x * B k , x * N k ) ≥ 0, and
This gives
Therefore, we have
Using this relation and (5), we have
This finishes the proof.
Remark 3.1 If B * = B k , i.e., x k is not an optimizer, from (17) , it must havec T N k x * N k < 0. Therefore, there are j k ∈ N k such that c j k < 0 and x * j k > 0. (18) This means that for j k ∈ N k ∩ B * , x j k should be the entering variable. The problem is that one does not know B * before an optimizer is found.
We may also partition x k using (B * , N * ) as
This gives
Similar to the derivation of (15), we have
Remark 3.2 If N * = N k , i.e., x k is not an optimizer, it must havec T N * x k N * > 0. Therefore, there are j * ∈ N * such that c j * > 0 and x k j * > 0. (20) This means that for j * ∈ N * ∩ B k , 0 < x k j * ∈ B k should be the leaving variable. The problem is that one does not know N * before an optimizer is found. (10), i.e., x  k 2 is the longest step among all possible entering variables withc j k < 0 and j k ∈ N k ; and define
Considering Algorithm 2.1, our next lemma is an improvement of the one in [14] .
Lemma 3.2 Let x k and x k+1 be the kth and (k + 1)th iterates generated by Algorithm 2.1. If x k is not optimal and x k = x k+1 , then, we have
Proof: Since x k = x k+1 , from the derivation of (12), the difference of the objective functions between kth and (k + 1)th iterations is actually the solution of (12) , which is smaller than the special case when only one entering variable x  k 2 , which would generate the longest step amongc j k < 0 for all j k ∈ N k , is selected. Letx ( k 1 , k 2 ) be the optimal solution of (12) at iteration k. Therefore
This finishes the proof. 
Proof: The bound of the left side is obvious. By the defintion of γ k D , we havē
Therefore, for initial step, the last inequality of (17) can be replaced by
Since every iteration will reduce the objective function at least a constant δ D γ ℓ , we need at most
iterations to find the optimal solution.
Remark 3.4 The upper bound given in Theorem 3.1 is smaller than the one in [14] because (a) γ ℓ is the smallest value in all longest steps among all iterates while the corresponding number in [14] is the smallest value in all nonzero components among all iterates x k , (b) x * 1 depends only on the optimal solution of x * , and (c) γ 0 D depends only on the c. Now, we present a upper bound in terms of only δ and γ. Theorem 3.2 Assume that the kth iterate generated by Algorithm 2.1 is not an optimizer. Let t = m γ δ log m γ δ (25) then there is aj ∈ B k , a corresponding x k j > 0, after at most another ⌈t⌉ iterations, x k+t j becomes zero and stay zero since then.
Proof: In view of (17) in Lemma 3.1, since x * has at most m nonzero elements and
Using this inequality, together with (23) in Lemma 3.2 and (9), we have
This shows
Therefore, for any integer t > 0, we have
Since
there must have aj ∈ B k such that
Using Assumption 4, γ ≥ x k j > 0, we have
Moreover, for any integer t > 0, we have
this gives
Substituting (27) and (26) into (28) gives
Substituting (25) into (29) and using the identity x log b y = y log b x and the inequality log(1 − x) ≤ −x for all x ≤ 1, we have
Therefore, after at most ⌈t⌉ iterations, x k+t j < δ holds. In view of Assumption 4, we conclude that x k+t j is not a basic variable of B k+t and (26) asserts that it will not be a basic variable thereafter.
The scenario described in the theorem can occur at most one time for each optimal non-basic variable and since there are n − m non-basic optimal variables, we have the following theorem. iterations to find the optimal solution of (1).
Remark 3.5 The way of selecting x k j below (26) implies that one should consider the entering variable that takes the longest step because this variable is likely an optimal non-basic variable.
Similar to the argument in [13] , we can apply the above theorem to some special linear programming problems, such as LP with a totally unimodular matrix and Markov Decision Problem with a fixed discount rate, and show that the double-pivot algorithm solves these special LP problems in a strongly polynomial time.
The tightness of the bounds in the two theorems can be seen from the following problem provided in [12] :
Assuming that the initial point is taken as x 0 = [0, . . . , 0, 1, . . . , 1] (there are m zeros and n − m ones) and Dantzig's rule is used, for this problem, Kitathra and Mizuno showed [12] that the bound of Theorem 3.2 is reduced to ⌈(2m log 2)2 m ⌉, while the actual iteration number is 2 m − 1. The estimated bound is reasonably tight. We show that the bound of Theorem 3.1 is much tighter than the one of Theorem 3.2. For this problem, it is easy to see that the first m variables of the optimal solution are [x * 1 , . . . , x * m ] = [0, . . . , 0, 2 m − 1] with optimal objective function −(2 m − 1) and the objective function at initial x 0 is zero. Therefore, we have c T x 0 − z * = 2 m − 1.
Since every component of any basic feasible solution is a positive integer (because every basic matrix is lower triangle and it is easy to see the claim), this shows that δ D = 1 because either x 1 = 1 or x m+1 = 1. In the first iteration, noticing that B 0 = {m + 1, m + 2, . . . , 2m} and the entering variablex  k 2 = x m = 2 m − 1. In view of Theorem 3.1, it needs only one iteration to find the optimal solution and γ ℓ = 2 m − 1. This claim is verified in the numerical test in the next section for several variants of Klee-Minty cube.
Numerical test
Klee-Minty cube and its variants have been used to prove that several popular simplex algorithms need exponential number of iterations in the worst case to find an optimizer. In this section, three variants of Klee-Minty cube [7, 8, 12] are used to test the proposed algorithm.
The first variant of Klee-Minty cube is given in [7] :
. . .
The optimizer is [0, . . . , 0, 5 m ] with optimal objective function −5 m . The second variant of Klee-Minty cube is given in [8] :
The optimizer is [0, . . . , 0, 10 2(m−1) ] with optimal objective function −10 2(m−1) .
The third variant of Klee-Minty cube is given in [12] (its standard form was discussed in the previous section):
The optimizer is [0, . . . , 0, 2 m − 1] with optimal objective funtion −(2 m − 1).
The test results are summarized in Table 1 . All initial points are selected as [0, . . . , 0] T . For the first variant of Klee-Minty cube [7] , using the most two negative elements ofc N k to choose the entering variables (described in Remark 2.1) is better than the strategy of Dantzig's rule which uses the most negative element ofc N k to choose the entering variable. The pivot rule with the most two negative elements uses half of the iterations of Dantzig's rule but the iteration numbers still increase exponentially fast. When the size m ≥ 18, the program freezes because iteration numbers are very big and the computational time is very long. Algorithm 2.1 is much more impressive. For all problems in three variants, only one iteration is needed to find the optimal solution, except for the problem with dimension m = 200 in variant 2 [8] because Matlab R2016a on computer Dell Inspiron 3847 cannot store the big value (bigger than 10E+310) in vector b. This shows that the estimated bound of Theorem 3.1 is reachable.
We also compared the tests result with the one in [8] which uses randomized pivot method. For m = 100, the randomized pivot method uses more than 1000 iterations to find the solution for a variant of Klee-Minty cube on average of 200 runs; for m = 200, the randomized pivot method uses more than 5000 iterations to find the solution on average of 200 runs. Using Algorithm 2.1, it takes one iteration for these problems. The proposed double-pivot algorithm is much more efficient than the randomized algorithm for these Klee-Minty cube problems. This result justifies a moderate computational cost increase in each iteration. -1  1  1  28  --1  1  1  29  --1  1  1  30  --1  1  1  100  --1  1  1  200  --1  -1  Table 1 : Iteration count for two Klee-Minty variants
Conclusion
In this paper, a double-pivot simplex method is proposed. Two upper-bounds of the iteration numbers for the proposed algorithm are derived. The first bound is very tight and can be reached. The second bound, when it is applied to some special linear programming problems, such as LP with a totally unimodular matrix and Markov Decision Problem with a fixed discount rate, shows that the proposed algorithm will find the optimal solution in a strongly polynomial time. The numerical test for Klee-Minty cube problems shows very promising result. It is hoped that the double-pivot strategy may lead to some strongly polynomial algorithms for general linear programming problems.
The Matlab codes used for the tests of the Klee-Minty variants in [7, 8, 12] are available up request to the author.
