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Práce ze zabývá implementací programu, který pomocí knihovny FUSE dokáže zpřístupnit
data v relační databázi jako klasické úložiště Gentoo Portage. Čtenář je nejdříve seznámen se
samotnou knihovnou FUSE. Po analýze struktury Portage, je vytvořen datový model, který
klade důraz zejména na závislosti balíků. Popsány jsou také nejvýznamější problémy řešené
při implementaci. Závěr práce hodnotí dosažené výsledky včetně srovnání se standardní
implementací Portage a klasickým souborovým systémem a popisuje další možnosti vývoje
projektu.
Abstract
The thesis deals with implementation of a program which can, through the use of FUSE
library, make data accessible in the relational database like the classical Gentoo Portage
storage. First, the reader of the thesis becomes familiar with FUSE library itself. After
that, the new data model is built based on the analysis of the Portage structure. The new
model emphasizes especially dependencies of packages. The key implementation issues are
also described in the next part. Finally, the thesis assesses outcomes achieved including
comparison with standard Portage implementation and classical file system. The other
possibilities of the project development are considered as well.
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Portage je systém správy balíčků linuxové distribuce Gentoo. Na rozdíl od jiných balíčko-
vacích systémů nepoužívá předkompilované balíky jako většina ostatních distribucí ale je
takzvanou source–based distribucí, která používá ebuildy. Ebuild je relativně krátký, ne-
komprimovaný, textový soubor. Zjednodušeně je to návod pro balíčkovací systém, který
obsahuje informace o tom, kde stáhnout zdrojové kódy programu, jak ho zkompilovat, na-
instalovat a informace o závislostech.
Ebuildy jsou uspořádány do hierarchické, stromové, adresářové struktury. Data v tomto
stromu (ebuildy a další soubory včetně jejich obsahu) jsou organizovány podle předem
daných pravidel.
Výhodou tohoto přístupu je jednoduchá tvorba a přidání nových balíků do stromu.
Nevýhodou pak je dosti časově náročné prohledávání takového množství souborů, zejména
z důvodu řešení závislostí. Ebuildů je ve stromu několik desítek tisíc. Většina implementací
správců balíčků si proto pomáhá různými externími vyrovnávacími paměťmi.
Vzhledem k těmto skutečnostem je tedy možné vytvořit datový model Portage a ten
uložit do databázových tabulek, což je cílem této diplomové práce – použít místo klasického
souborového systému relační databázi pro uložení tohoto stromu. Součástí databáze by byly
i mechanismy a vyrovnávací paměti pro urychlení přístupu k informacím o ebuildech. A na-
konec za pomocí rozhraní knihovny FUSE zpětně zpřístupnit tuto databázi jako soubory a
adresáře na disku jako by se jednalo o klasický strom Portage aby byla zachována zpětná
kompatibilita.
Tato diplomová práce navazuje na stejnojmenou bakalářskou práci[1], narozdíl od ní
však bude zpracovávat závislosti ebuildů a ty ukládat do databáze. Součástí práce bude
také vytvoření utilit a jejich výkonostní porovnání s již existujícími imlpementacemi a
nástroji. Také bude využita embedded databáze, která je pro tento účel vhodnější.
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Kapitola 2
FUSE (Filesystem in Userspace)
Pomocí FUSE je možné vytvořit plně funkčního souborové systému v uživatelském prostoru
jádra (user space), který dokáže zpřístupnit téměř jakákoli data jako soubory a adresáře
na disku. Programátor tedy nemusí psát modul do jádra a dokonce ani nepotřebuje práva
uživatele root.
FUSE má relativně jednoduché API. Je dostupné ve většině nejpoužívanějších POSI-
Xových operačních systémech (Linux, FreeBSD, OpenSolaris, Mac OS a další), ale existují
také pokusy o port do MS Windows.
FUSE je implementováno velice efektivně a je na něm založena například podpora NTFS
v Linuxu NTFS-3G, která je používanější než starší modul v jádře.
Modul a knihovna spolu komunikují přes speciální deskriptor, který je získán otevřením
souboru /dev/fuse. Tento soubor může být v jednu chvíli otevřen vícekrát. Podrobněji viz
[14].
   
Obrázek 2.1: princip funkce FUSE
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Knihovna je napsána v jazyce C, ale existuje pro ni velké množství nadstaveb.
2.1 FUSE Python API
V této práci je použita FUSE nadstavba pro jazyk Python.. Narozdíl od C API je objek-
tově založená a využívá též v některých případech výhody dynamického jazyka (například
reflexi).
Nejdůležitější třídou je fuse.Fuse. Pro implementaci souborového systému nutné pře-
krýt některé její metody, které pak zpětně FUSE volá. Ne všechny jsou povinné. Všechny by
však měly po svém úspěšném provedení vrátit hodnotu 0 nebo nevracet nic. Pokud dojde
k nějaké chybě pak by měly vrátit zápornou hodnotu nebo vyvolat výjimku IOError příp.
OSError a nastavit patřičnou hodnotu errno, která bude následně předána aplikaci, která
prováděla volání systému.
Popis těchto metod byl zjištěn z neúplné referenční příručky FUSE Pythonu [5], FUSE
pro jazyk C a mnoha pokusech. Seznam všech metod lze získat z fuse.Fuse._attrs
2.1.1 Hlavní metody
• getattr(path) – vrací -errno.ENOENT pokud soubor neexistuje jinak by měla vrátit
objekt s následujícími atributy:
– st mode – Typ objektu a jeho práva. Měl by být vytvořen pomocí binárních
operací (and, or, . . . ) a konstant definovaných v balíčku stat (stat.S IFDIR pro
adresř, . . . ).
– st nlink – číslo udávající počet hardlinků na tento soubor
– st uid – číslo identifikace vlastníka souboru
– st gid – číslo identifikace skupiny
– st rdev – identifikace zařízení (pouze u souborů zařízení)
– st size – velikost souboru v bytech
– st blocks – počet bloků alokovaných pro soubor
– st atime – čas posledního přístupu k souboru (v sekundách od roku 1970)
– st mtime – čas poslední změny souboru (v sekundách od roku 1970)
– st ctime – platformě závislé, čas (v sekundách od roku 1970) vytvoření souboru
v operačním systému Windows nebo čas poslední změny metadat v Linuxu
– st ino – číslo inodu. Je ignorováno pokud při připojení nebyl použit parametr
use ino
– st dev, st blksize – tyto hodnoty jsou ignorovány
Metoda je povinná a je používána velice často, proto by měla být implementována
efektivně.
• readlink(path) – vrací cíl symbolického odkazu (řetězec cesty)
• mknod(path, mode, rdev) – Vytvoří soubor zadaný cestou path, s právy a typu mode.
Pokud se jedná o soubor zařízení, pak rdev je identifikátor zařízení, pokud se vytváří
obyčejný soubor, tak je nastaven na 0 (podle dokumentace by však měl mít hodnotu
None)
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• mkdir(path, mode) – vytvoří adresář path s právy mode
• rmdir(path) – odstraní adresář s cestou path
• unlink(path) – odstraní soubor s danou cestou (ne adresář)
• symlink(target, name) – vytvoří symlink s názvem name na cíl target
• rename(old, new) – přejmenuje objekt souborového systému z old na new
• link(target, name) – vytvoří hardlink s názvem name na objekt (soubor, adresář,. . . )
target
• fsinit() – Metoda je spuštěna po zavolání Fuse.main(), když je souborový systém
připravený přijímat požadavky. Používá se například pro spuštění vláken na pozadí,
protože všechna vlákna spuštěná před metodou Fuse.main() jsou uspána.
• statfs() – Měla by vrátit objekt s informacemi o souborovém systému os.statvfs().
Pokud se vytváří nový objekt měl by se použít fuse.StatVFS() a definovat následující
atributy:
– f bsize – preferovaná velikost bloku v bytech
– f frsize – základní velikost bloku (často bývá stejná jako velikost bloku)
– f blocks – celkový počet bloků v suborovém systému
– f bfree – počet volných bloků
– f files – celkový počet inodů souborů
– f ffree – počet volných inodů
2.1.2 Metody pro práci se soubory
Existují dva způsoby práce se sobory:
1. bezestavový – Definicí následujících metod v souborovém systému:
• open(path, flags) – Metoda je volána při otevírání souboru. Otevře soubor path
s příznaky flags.
• create(path, flags, mode) – Vytvoří prázdný soubor path typu mode s příznaky
flags.
• read(path, length, offset) – Vrací obsah souboru zadaného cestou path, kde
offset je počet bytů od začátku souboru, lenght požadovaná délka. Může vrá-
tit i méně znaků než length, proto by součástí této metody měl být test na
velikost vrácených dat.
• write(path, buf, offset) – Zapíše znaky buf do souboru daného cestou path na
pozici offset od začátku souboru. Vrací počet zapsaných znaků.
• fgetattr(path) – chová se stejně jako metoda getattr, s tím rozdílem, že vrácí
informace o již otevřeném souboru
• ftruncate(path, len) – chová se stejně jako metoda truncate, s tím rozdílem, že
zkrátí obsah již otevřeného souboru
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• flush(path) – Volá se před uzavřením souboru path aby se mohly uvolnit všechny
vyrovnávací paměti a informovat aplikaci o případných chybách. Všechny ope-
race, které mohou vyvolat nějakou chybu by měli být provedeny zde před uza-
vřením souboru. Tato funkce není povinná.
• release(path) – uzavře soubor
• fsync(path, fdatasync) – Uloží obsah otevřeného souboru (všechny změny) na
médium (disk,. . . ).
2. stavový – V souborovém systému je možné (ale ne nutné) definovat třídu, která re-
prezentuje jednotlivé objekty souborového systému. Tato tříta musí obsahovat stejné
metody se stejnými vlastnostmi a funkcemi jako v předchozím případě s tím rozdílem,
že neobsahujá parametr path. Ten je objektu předán v konstruktoru, který má tvar
init (self, path, flags, mode=None), kde flags jsou příznaky souboru a mode
jeho typ. Souborovému systému (objektu třídy Fuse) se pak dá vědět o přítomnosti
této třídy atributem file class pro obyčejné soubory a dir class pro adresáře,
které odkazují na tyto třídy. FUSE pak volá přímo metody tohoto objektu, který
reprezentuje otevřený soubor. Tento způsob je výhodný z několika důvodů. Například
všechna data mohou být uložena v paměti dokud není zavolána metoda flush, což má
pozitivní vliv na rychlost. Stejně tak přistupováním k souboru přes metodu objektu
je rychlejší než přes metodu souborového systému s parametrem cesty path. Definice







def __init__(self, path, flags, mode=None):
...
def read(self, len, offset):
...
class my_dir_class(object):




2.1.3 Metody pro práci s rozšířenými atributy souborů
Následující metody nebylo nutné v aplikaci použít, a proto jsou zde zmíněny jen okrajově.
• getxattr(path, name, size) – Vrátí rozšířený atribut name souboru path.
• listxattr(path, size) – vrátí seznam rozšířených atributů souboru
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• setxattr(path, name, size) – Nastaví rozšířený atribut name souboru path.
• removexattr(path, name) – Odstraní rozšířený atribut name souboru path.
2.1.4 Inicializace souborového systému
1. Po importování modulu fuse (import fuse) je nutné nastavit verzi API. Knihovna
kvůli zpětné kompatibilitě podporuje i starší verzi API na které je založeno mnoho
aplikací, které s novější implementací nejsou kompatibilní. V této aplikaci je použita
pouze novější verze, které se nastaví příkazem: fuse.fuse_python_api = (0, 2)
starší verze pak: fuse.fuse_python_api = (0, 1)
2. Z importovné třídy Fuse jejím rozšířením vytvoříme implementaci souborového sys-
tému. Případně vytvoříme i třídu, která reprezentuje jednotlivé objekty souborového
systému (viz kapitola 2.1.2).
from fuse import Fuse
class PortageFS(Fuse):
def __init__(self, *args, **kw):
fuse.Fuse.__init__(self, *args, **kw)
self.file_class
def mknod(path, mode, rdev):
...
3. Vytvoření instance objektu souborového systému a zpracování parametrů příkazové
řádky, které jsou předány konstruktoru nadřazené třídy Fuse. Případně jeho další
nastavení.
fs = PortageFS()




Gentoo Linux používá jako výchozí systém správy balíčků Portage. Vychází ze systému
portů FreeBSD. Přestože systém se jmenuje Portage pracuje se s ním převážně za pomocí
emerge, což je nástroj příkazové řádky umožňující instalaci, odinstalaci balíčků, synchroni-
zaci Portage stromu a mnoho dalších funkcí. Je napsán v jazyce Python. Stará se o vyřešení
závislostí, stažení zdrojových kódů, jejich překlad, následnou instalaci a aktualizaci konfigu-
račních souborů. Kompilace se provádí v pomocném adresáři a po jejím úspěšném dokončení
jsou soubory začleněny do systému. Všechny tyto operace jsou popsány v ebuildu, což je
zjednodušeně soubor s popisem instalace.
Kompilace ze zdrojovůch kódů však není podmínkou. Některé programy mohou být
nainstalovány z binárních souborů. V tomto případě však z pochopitelných důvodů není
optimalizován pro cílovou architekturu.
Dále existují alternativní implementace k emerge. Jako je například Paludis a pkgcore
(viz dále). Portage je však považováno za referenční implementaci.
3.1 Strom portage
Celý strom Portage je hierarchicky uspořádaná adresářová struktura na disku (ukázka části
stromu viz obr. 3.1) obsahující soubory s ebuildy, soubory s kontrolními součty (Manifest,
digest) a další soubory potřebné pro instalaci (například patche). Neměly by se zde vysky-
tovat velké či binární soubory pro které se používá adresář distfiles, kam jsou také stahovány
archivy se zdrojovými kódy a různé další soubory potřebné pro instalaci. Pro ukládání sou-
borů s licencemi se používá adresář licenses. Celý strom je umístěn na disku v adresáři
daném proměnnou PORTDIR implicitně /usr/portage.
Na kořen stromu jsou napojeny adresáře skupin programů, které sdružují programy
s podobným zaměřením a funkcemi. Například ve skupině sys-kernel jsou jádra pro
různé hardwarové architektury a software pro práci s nimi, ve skupině app-office kan-
celářský software apod. Názvy všech skupin jsou definované v souboru /usr/portage/
profiles/categories. V těchto skupinách se dále nacházejí adresáře programů a teprve
v nich soubory s ebuildy. Protože program může být k dispozici ve více verzích musí mít
každá svůj vlastní ebuild. V tomto adresáři se mohou také vyskytovat další soubory a
podadresáře potřebné při instalaci programu (patche s podadresáři files apod.). Podrobněji
v příručce pro tvorbu ebuildů [18] a manuálových stránkách[9]
Celý strom je nutné jednou za čas synchronizovat a aktualizovat tak balíčky. Slouží
k tomu příkaz emerge --sync.
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Obrázek 3.1: struktura Portage stromu
3.1.1 Overlay
Overlay je název pro neoficiální strom s dalšími ebuildy, které jsou sice udržovány vývojaři
Gentoo, ale jsou distribuovány mimo hlavní strom. Existuje několik důvodů pro jejich pou-
žívání. V případě, že je modifikován ebuild v hlavním stromu, tyto změny vydrží pouze do
příští synchronizace. Ebuildy v neoficiálním stromu jsou proti tomuto v bezpečí a to z něj
dělá ideální místo pro vývoj a nehrozí také žádné poškození hlavního stromu. Ebuildy jsou
do nich umísťovány dokud nejsou dostatečně otestovány než se objeví v hlavním stromu.
3.2 Ebuild
3.2.1 Název souboru a verze
Ebuild je textový soubor ve formátu name-version.ebuild uložený v adresáři programu,
kde name je název programu a version jeho verze.
Název programu by měl obsahovat malá písmena, čísla, pomlčky, podtržítka a znak
plus. Velká písmena jsou technicky také možná, ale silně nedoporučovaná.
S verzí je to komplikovanější. Má několik částí:
1. vlastní označení verze (povinné) – Obsahuje čísla oddělená tečkami (např. 3.2.1,
20010304,. . . ).
2. úprava verze – Poslední číslo označení verze může být následováno jedním písmenem
(např. 1.2b je pozdější úprava než 1.2a), ale toto písmeno by nemělo označovat alfa,
beta verzi apod.
3. typ vydání – Přípona verze. Povolené jsou následující označení:
10
• alpha – alfa verze
• beta – beta verze
• pre – předběžná verze
• rc – kandidát na normální verzi (release candidate)
• bez přípony – normální verze
• p – patch úroveň (patch level)
Mohou být následovány kladným celým číslem. Tyto přípony s číslem mohou být
za sebou libovolně řetězeny, proto musí být při porovnávání zpracovávány iterativně
(např. _alpha1_pre0).
4. revize – Značí se -r a celým, kladnýmčíslem. Revize označuje verzi úpravi ebuildu,
nikoliv verzi programu. Pokud chybí, předpokládá se -r0










Správné označení má velký vliv na porovnávání verzí při vyhodnocování závislostí [15].
3.2.2 Obsah souboru
Ebuild obsahuje informace o tom, kde stáhnout zdrojové kódy, jak je přeložit a nainstalovat
program, informace o domovské stránce, USE proměnných (viz kapitola 3.2.5), klíčová slova
(viz kapitola 3.2.6), ze kterých eclass dědí (viz kapitola 3.2.7) a další. Jde o shell skript který
má danou strukturu. Funkcionalita ebuildu se definuje na základě proměnných. Povinné
proměnné jsou uvedeny v tabulce 3.1 a nepovinné v 3.2. Dále se v ebuildech mohou objevit
další proměnné (viz tabulka 3.3), které jsou již předdefinované Portage.
3.2.3 Předkompilované balíčky
Ebuild může také popisovat instalaci binárního balíčku. Gentoo používá formát .tbz2 pro
binární balíčky, což je tar archiv s kompresí bzip2 ve kterém jsou uložena další metadata.
Balíček tak může být sestaven na jednom počítači a následně rychle nainstalován na jiném.
Tato možnost je praktická v případě serveru. Tyto balíčky bude Portage při instalaci hledat
buď v adresáři daným proměnou PKGDIR (implicitně /usr/portage/packages) nebo může
být specifikován parametrem příkazu emerge nebo vytvořit vzdálený repozitář a uvést jej
v proměnné PORTAGE_BINHOST="ftp://buildhost/gentoo".
3.2.4 EAPI
EAPI je verze specifikace ebuildu. Značí se proměnnou EAPI. EAPI novější verze má stejné
vlastnosti jako verze předchozí s tím rozdílem, že přidává nějakou funkčnost navíc[17].
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Proměnná Popis
DESCRIPTION Stručný popis balíčku.
HOMEPAGE Domovská stránka balíčku.
SRC URI Adresa ke zdrojovým kódům. Nepoužívejte v ní proměnnou HOME-
PAGE.
LICENSE Pod jakou je balíček vydán licencí - název musí přesně (včetně velikosti
písmen) odpovídat souboru v adresáři ”$PORTDIR/licenses”. SLOT
Určuje, zda bude možné instalovat více verzí paralelně. O slotování si
povíme více později.
KEYWORDS Architektury, na kterých se balíček sestaví a funguje. Pokud ještě
není řádně otestovaný, přidá se před název architektury tilda, takže
například ∼amd64.
IUSE Všechny USE flagy, které budou u balíčku dostupné.
Tabulka 3.1: Povinné proměnné v ebuildu [7]
3.2.5 USE proměnné
Další velkou výhodou Portage a kompilace ze zdrojových kódů obecně je možnost zkompi-
lovat program pouze s těmi parametry a funkcemi, které uživatel potřebuje.
Ebuildy mohou mít žádný nebo několik tzv. USE proměnných (USE flags), při jejichž
nastavení je program zkompilován s některými dalšími funkcemi. Například USE proměnná
gtk zapíná podporu grafického uživatelského rozhraní programu v knihovně GTK. Funguje
to například tak, že třeba u programů vyžívajících při instalaci configure skript přídá para-
metr ./configure --with-feature gtk. Uživatel si tak může instalovat programy pouze
s funkcemi, které opravdu využije. Popis jednotlivých use flagů viz [19].
Výchozí hodnoty USE proměnných jsou dány používaným profilem a uživatel je může
změnit v souboru /etc/portage/package.use1. Od verze EAPI 1 je také možné výchozí
nastavení definovat v ebuildu.
3.2.6 Maskování a klíčová slova
Maskování je způsob označování vhodnosti balíčků pro daný systém. Důkladně testované
balíčky jsou označeny jako stabilní (stable), ty u kterých nejsou známy žadné problémy a
třeba jen pro tuto architekturu nejsou dostatečně otestovány jsou označeny jako nestabilní
(unstable). Naopak software se kterým jsou problémy je označen klíčovým slovem ”Hard
masked“. Instalace těchto balíčků není doporučována avšak existuje možnost, že budou
správně fungovat.
3.2.7 Eclass
Eclass jsou textové soubory s příponou .eclass v adresáři $PORTDIR/eclass. Obsahují
kód, který využívá více ebuildů současně. Některé ebuildy jsou si totiž podobné a aby
se nemusel stejný kód pořád opakovat, je možno z těchto tříd dědit. Eclass je tedy něco
jako abstraktní třída v objektově orientovaném programování. Ebuild může dědit i z více
1Soubor /etc/portage/package.use slouží k zapisování use proměnných , může se také jednat o adresář
obsahující více textových souborů stejného formátu
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Proměnná Popis
S Cesta k dočasnému adresáři s rozbalenými zdrojáky. Výchozí hodnota je
”$WORKDIR/$P”a ebuild by ji neměl předefinovávat, pokud se nemění
- to záleží na názvu adresáře, který se rozbalí ze zdrojáků: pokud je ve
tvaru ”$P”, pak není třeba tuto proměnnou definovat.
DEPEND Závislosti, které jsou nutné pro sestavení balíčku.
RDEPEND Závislosti, které jsou nutné pro spuštění balíčku.
PDEPEND Závislosti, které musí být nainstalovány až po balíčku. Zpravidla je vhodné
se používání PDEPEND vyhýbat a používat RDEPEND, kromě případů,
kdy by to způsobilo kruhové závislosti.
RESTRICT Vlastnosti oddělené mezerou, které budou pro daný balíček zakázány.
O těch se zmíním jindy.
PROVIDE Tato proměnná by měla být použita jen v případě, když balíček poskytuje
virtuální cíl. Například blackdown-jdk a sun-jdk poskytují virtual/jdk.
Balíčky potom mohou záviset na virtual/jdk a není třeba je pokaždé vy-
jmenovávat.
Tabulka 3.2: Nepovinné proměnné v ebuildu [7]
eclass. Při modifikaci těchto souborů je nutné postupovat velice opatrně a eclass důkladně
otestovat, protože případná chyba může mít dopad na více ebuildů.
3.2.8 Sloty
Sloty umožňují nainstalovat více verzí jednoho balíku současně. V ebuildu se definuje pro-
měnnou SLOT. Každý ebuild může mít jiný, ale většinou se používá jeden slot pro více
ebuildů. V jednom okamžiku může být nainstalován pouze jeden program z jednoho slotu.
Například pokud správce oken KDE existují sloty s označením 3.5, 4.2 a 4.3, tak v sys-
tému mohou být nainstalovány verze 3.5.10, 4.2.1 a 4.3.3, ale nikoliv už verze 4.3.3 a
4.3.4, protože ty jsou ve stejném slotu.
3.2.9 Metabalíčky
Metabalíček je balíček, který závisí na několika dalších balíčcích, může mít USE proměnné,
sloty, ale neobsahuje žádný kód, který by něco prováděl (instaloval na disk,. . .). Důvod
existence metabalíčků je prostý. Pokud chceme nainstalovat například správce oken KDE,
je nutné nainstalovat desítky samostatných balíčků. V takovém případě metabalíček pro
KDE obsahuje všechny tyto balíčky jako závislosti a není proto nutné je instalovat zvlášť.
V případě odinstalace však nestačí odinstalovat pouze metabalíček, ale je nutné odinstalovat
i balíčky na kterých závisí.
3.2.10 Virtuální balíčky
Při instalaci virtuálního balíčku se ve skutečnosti neinstaluje žádný program. Používá se
v případě, kdy dva nebo více balíku poskytují stejnou funkčnost a není proto podstatné,




P Název a verze balíčku bez revize, například ethemes-0.16.8.
PN Název balíčku, například ethemes.
PV Verze balíčku bez revize, například 0.16.8.
PR Revize balíčku, nebo r0, když nemá revizi.
PVR Verze balíčku s revizí, například 0.16.8 (zde bez revize, protože žádnou
nemá).
PF Název, verze a revize balíčku, například ethemes-0.16.8-r0.
A Všechny zdrojové soubory pro balíček (kromě těch, které jsou podmíněny
USE flagy, které máte zakázány - o podmínkách si řekneme později).
CATEGORY Kategorie balíčku, například x11-themes.
FILESDIR Cesta k podadresáři files/ v adresáři s ebuildem (v tomto pří-
padě běžně /usr/portage/x11-themes/ethemes/files), který je často
využíván pro malé patche a soubory. Má hodnotu ”$PORT-
DIR/$CATEGORY/$PN/files”.
WORKDIR Pracovní adresář s výchozí hodnotou ”$POR-
TAGE TMPDIR/portage/$PF/work”.
T Dočasný adresář, který ebuild může využívat. Má hodnotu ”$POR-
TAGE TMPDIR/portage/$PF/temp”.
D Cesta k dočasné instalační cestě. Sem se nejprve nainstaluje každý ebuild,
a teprve když projde sandboxem (tzn. nepokouší se nic smazat atp.), tak
je nainstalován do $ROOT.
ROOT Cesta ke kořenovému adresáři systému. Vždy připojte na začátek cesty
- vyjímkou je jen proměnná ”$D”.
Tabulka 3.3: Proměnné předdefinované v ebuildu [7]
Práce s virtuálními balíčky má jednu nevýhodu, která spočívá v tom, že balík posky-
tující rozhraní pro virtuální balíček se určí jen podle toho, že v jeho ebuildu je definována
proměnná PROVIDES, které obsahuje všechny názvy virtuálních balíčků, které daný balík
poskytuje. Z tohoto důvodu, pokud chceme zjistit všechny balíky virtuálního balíku, mu-
síme projít celý strom, což je časově velice náročné. Použití vyrovnávací paměti by mělo
jistě značný pozitivní vliv na rychlost. Využívá se např. u Paludisu – podrobněji v kapitole
3.6.4.
3.3 Profily
Profil je skupina souborů v adresáří /usr/portage/profiles. Popisují různé výchozí vlast-
nosti systému. Například, který balíček je systémový (před jeho odinstalováním bude zob-
razeno varování), výchozí nastavení systémových USE proměnných, výchozí architektura
na které systém bězí a mapování virtuálních balíčků. Nastavený profil je odvozen od symbo-
lického odkazu /etc/make.profile na podadresář v /usr/portage/profiles. Více o pro-
filech lze najít v [20].
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3.4 Závislosti balíčků
Většina balíčků vyžaduje jako závislosti další balíčky. Definují se v ebuildu do následujícími
proměnnými:
• DEPEND – závislosti, které jsou nutné pro sestavení a instalaci programu (statické
knihovny,. . . )
• RDEPEND (runtime dependencies) – závislosti nutné pro běh programu (dynamické
knihovny apod.)
• PDEPEND (postmerge dependencies) – závislosti, které musí být nainstalovány až po
instalaci hlavního programu. Typicky proto, že ho potřebují ke své instalaci (například
pluginy).
Závislosti se zapisují podle pravidel vycházejících z boolovy algebry. Rozlišujeme několik
typů závislostí.
3.4.1 Závislosti na konkrétní verzi
Jako závislost lze specifikovat nejen konkrétní balíček, ale i jeho verzi (verze).
• >=app-misc/foo-1.23 – je vyžadována verze 1.23 nebo vyšší
• >app-misc/foo-1.23 – je vyžadována verze vyšší než 1.23
• ∼app-misc/foo-1.23 – je vyžadována libovolná revize verze 1.23
• =app-misc/foo-1.23 – je vyžadována verze 1.23 nebo vyšší
• <=app-misc/foo-1.23 – je vyžadována verze 1.23 nebo starší
• <app-misc/foo-1.23 – je vyžadována starší verze než 1.23
• =x11-libs/foo-1.2* – je vyžadována právě verze 1.2* (nikoliv 2, 3,. . .)
3.4.2 Závislosti na některém z více balíčků
Zapisuje se znaky ||, které následuje kulatá závorka v níž jsou další závislosti oddělené
bílými znaky. Například: || ( app-misc/foo app-misc/foo2 )
3.4.3 Závislosti podmíněné USE flagy
Některé zavislosti jsou nutné až po zapnutí určité USE proměnné. Následující příklad
ukazuje, že při zapnutí use flagu rar je vyžadován jeden z balíků app-arch/rar nebo
app-arch/unrar.
rar? ( || ( app-arch/rar app-arch/unrar ) )
3.4.4 Závislosti na slotu
Program může také záviset na jednom z programů v daném slotu (součást specifikaci EAPI–
1 ). [7] Následující zápis popisuje závislost na balíčku app-misc/foo ze slotu 1.10.
app-misc/foo:1.10
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3.4.5 Závislost na USE flagu
Některý ebuild může vyžadovat jako závislost jiný balíček s určitým nastavením USE flagů
(součást specifikaci EAPI–2 ). Zápis je potom následující:
app-misc/foo[use1,use2,-use3,-use4]
Někdy však další funkčnost (zapnutí use flagu) může být podmíněna funkčností (zapnu-
tým use flagem) balíku na kterém závisí. Zápis je následující:
app-misc/foo[bar?] odpovídá bar? ( app-misc/foo[bar] ) !bar? ( app-misc/foo )
app-misc/foo[!bar?] odpovídá bar? ( app-misc/foo ) !bar? ( app-misc/foo[-bar] )
app-misc/foo[bar=] odpovídá bar? ( app-misc/foo[bar] ) !bar? (
app-misc/foo[-bar] )
app-misc/foo[!bar=] odpovídá bar? ( app-misc/foo[-bar] ) !bar? (
app-misc/foo[bar] )
Ve starších ebuildech se může objevit i zápis:
DEPEND="use-flag? ( app-misc/foo ) : ( app-misc/bar )"
Není však dále podporován a měl by být nahrazen za eqivalentní:
DEPEND="use-flag? ( app-misc/foo )
!use-flag? ( app-misc/bar )"
}
3.4.6 Vnořené závislosti















nls? ( sys-devel/gettext )
)"
3.4.7 Blokování
Je specifický typ závislosti, kdy chceme nainstalovat balíku pouze tehdy, pokud v systému
není nainstalovaný konkrétní jiný balík. Využívá se to zejména v případech, kdy balíky
poskytují identickou nebo velmi podobnou funkčnost a jejich současná instalace by byla
zbytečná nebo by dokonce mohla způsobovat problémy. Zápis je následující !app-misc/foo.
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3.5 Databáze instalovaných balíků
Názvy balíčků, které byly nainstalovány jsou uloženy v souboru /var/lib/portage/world.
Nejsou zde uvedeny ty, které byly nainstalovány jako závislosti.
Informace o všech nainstalovaných balíčcích včetně těch, které nebyly nainstalovány ex-
plicitně, ale jako závislosti jsou ukládány defaultně do adresáře /var/db/pkg , který má
podobnou strukturu jako strom portage s tím rozdílem, že místo ebuildů jsou v něm uloženy
informace o nainstalovaných balících (USE flagy, parametru překladu,. . . ). Balíčkovací sys-
tém si tedy uloží veškeré parametry instalace. Adresář obsahuje následující soubory:
• soubor s ebuildem
• environment.bz2 – soubor s proměnnými prostředí v čase kompilace
• CBUILD – použitý kompilátor jazyka C
• COUNTER – obsahuje celočíselnou hodnotu, balík s vyšší hodnotou byl nainstalován
později než balík s nižší hodnotou
• DEPEND – vyhodnocená hodnota proměnné DEPEND (závislostí pro kompilaci pro-
gramu)podle nastavených use proměnných v čase instalace balíku
• CHOST – nastavená architektura v době kompilace
• KEYWORDS – klíčová slova ebuildu v době kompilace
• NEEDED – soubor obsahuje seznam sdílených knihoven, které program potřebuje
• RDEPEND – vyhodnocená hodnota proměnné RDEPEND (závislostí pro běh programu)
podle nastavených use proměnných v čase instalace balíku
• BUILD TIME – doba kompilace balíku
• CFLAGS – nastavené flagy kompilátoru jazyka C
• CXXFLAGS – nastavené flagy kompilátoru jazyka C++
• DESCRIPTION – popis ebuildu
• FEATURES – funkce portage aktivní v době instalace
• INHERITED – seznam eclass, ze kterých ebuid dědil v době instalace
• LDFLAGS – LDFLAGS linkeru v době instalace
• NEEDED.ELF.2 – knihovny, které balík vyžaduje
• repository – název repozitáře, případně overlay, ve kterém se ebuild nacházel v době
instalace
• SLOT – slot
• CATEGORY – kategorie programů
• CONTENTS – seznam všech instalovaných souborů
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• DEFINED PHASES – definované fáze při instalaci
• EAPI – verze EAPI ebuildu
• HOMEPAGE – domovská stránka programu
• IUSE – obsahuje seznam všech USE proměnných ebuildy
• LICENSE – název licence programu
• PF – soubor obsahuje jméno programu s verzí
• RESTRICT – pokud soubor existuje, tak byl nutné zdrojové kódy pro program stáhnout
ručně
• USE – obsahuje seznam USE proměnných, se kterými byl program nainstalován
3.6 Implementace systému balíčků Portage
3.6.1 Portage
Jedná se o nejstarší implementaci. Dlouhou dobu neexistovala dokumentace k API Portage,
a proto byla zároveň referenční implementací. Je napsána v Pythonu. Po vzniku dalších al-
ternativních implementací se již potřeba nějaké dokumentace stala naléhavou, proto vznikla
[2].
Portage API
K API bohužel existuje minimum dokumentace a ty které axistují, tak obsahují pouze
neúplné a dosti stručné informace. Čerpáno bylo hlavně z [2], z různých diskusních fór na
internetu a hlavně z procházení zdrojových kódů portage API, nástrojů jako je gentoolkit
a spousty experimentování.
V aplikaci byly použity následující třídy Portage API.
• portage.config – Třída s nastavením. Obsahuje proměnná prostředí. Mezi nastave-
ními je například:
– PORTDIR OVERLAY – testy k adresářám s overlay oddělené mezerou
– PORTAGE CONFIGROOT – cesta ke konfiguračním souborům portage
Třídy pro prohledávání portage
• portage.vartree – Třída, která prohledává databázi /var/db/pkg s již nainstalova-
nými ebuildy.
• portage.bintree – Třída pro prohledávání stromu předkompilovaných binárních ba-
líčků. Cesta ke stromu je dána systémovou proměnnou PKGDIR.
• portage.dbapi – Základní třída pro prohledávání stromů.
• portage.portdbapi – Třída, která prohledává hlavní strom s ebuildy a overlaye.
Rozšiřuje třídu portage.dbapi.
• portage.porttree – Reprezentuje strom portage.
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Některé globální proměnné:
• portage.settings – Globální proměnná s nastavením Portage.
• portage.db – Slovník, který obsahuje hlavní objekty pro práci s Portage:
– vartree – hodnotou je objekt portage.vartree
– porttree – hodnotou je objekt portage.portdbapi
– virtuals – Slovník virtuálních balíků. Klíčem je název vitruálního balíku a hod-
notou balík, který jej poskytuje.
– bintree – hodnotou je objekt portage.binarytree
• portage.root – kořen stromu portage, hotnotou je ’/’
Následuje příklad v aplikaci nejvíce používaných funkcí poskytovaných Portage API:
#nastavení
settings = portage.config(clone=portage.settings)
#prohledávat se bude pouze hlavní strom
settings[’PORTDIR_OVERLAY’] = "" #
vartree = portage.db[portage.root]["vartree"]
porttree = portage.db[portage.root]["porttree"]
#vytvoření instance pro prohledávání stromu portage
api = portage.portdbapi(mysettings=settings)
#vyhledá všechny balíčky odpovídající klíči search_key
#existuje i metoda match, ale narozdl od ní tato obsahuje vyrovnávací paměť
matches = api.xmatch("match-all", search_key)
for cpv in matches:
print "full name", cpv # celé jméno balíčku včetně kategorie, verze a revize
scpv = portage.catpkgsplit(cpv)
print "category", scpv[0] #název kategorie programů balíčku
print "name" , scpv[1] #jméno balíčku bez kategoria a verze
print "version", scpv[2] #verze balíčku bez revize
print "revision", scpv[3] #revize balíčku(a to i r0)
#Vrátí názvy všech virtuálních balíků, které poskytuje. Informaci bere
#z~/var/db/pkg, proto funguje pouze u~nainstalovaných balíků.
print "provide", vartree.get_provide(cpv)
#u nenainstalovaných balíků je nutné použít:
print "provide", porttree.get_provide(cpv)
#vrací pomocné informace jako jsou SLOT, DEPEND,...
vartree.dbapi.aux_get(cpv, [’USE’, ’SLOT, ’DEPEND’]
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#u nenainstalovaných balíků je nutné použít:
porttree.dbapi.aux_get(cpv, [’USE’, ’SLOT, ’DEPEND’]
3.6.2 Vyhodnocení ebuildu
Zpracování ebuildu je relativně náročné. Musí se vyhodnotit proměnné, vypočítat závislosti.
Vyrovnávací paměť
K urychlení vyhodnocení ebuildů se používají různé mechanismy.
• medatada-transfer – Při aktualizaci stromu se do adresáře $PORTDIR/metadata/cache
zapíší soubory s metadaty. Tyto soubory obsahují předzpracované ebuildy. Na každém
řádku je uložena podle předem definovaného pořadí jedna vyhodnocená proměnná.
Tato vyrovnávací paměť slouží pouze pro čtení a zápis do ní probíhá pouze při syn-
chronizaci stromu.
• V adresáři /var/cache/edb/dep se ukládají různé soubory pro vnitřní vyrovnávací
paměti. Pokud neexistuje $PORTDIR/metadata/cache, tak je paměť vytvářena par-
sováním ebuildů uložených ve stromu, což je až 400x pomalejší [10]. Metadata jsou
zapsána ve rormátu vlastnost=hodnota na každém řádku. Vlastnosti korespondují
s vlastnostmi v ebuildu (například *DEPEND, IUSE, KEYWORDS,. . .). Jde vlastně
o rozvinutí ebuildu. Jako by se provedl příkaz source s každým souborem, který
ebuild inkluduje a vyhodnocení proměnných.
• Další možností je uložit metadata do databáze sqlite(5.2). V adresáři /var/cache/edb/dep
potom nebude uložena struktura souborů, ale pouze jeden databázový soubor s pří-
ponou .sqlite pro každé repository [22]. Jde vlastně o alternativu k předchozímu
řešení s tím rozdílem, že je místo disku použita databáze, který obsahuje jednu jedinou
tabulku s názvem portage packages jejíž sloupce jsou:
– internal db package id – typ INTEGER, číselný unikátní identifikátor ebuildu
– portage package key – typ TEXT, název balíčku (například dev-java/sun-jdk-1.6.0.17)
– mtime – typ TEXT, čas změny
– eclasses – typ TEXT, obsahuje třídy ebuildu ve formátu: název třídy, adresář ve
kterém se třída nachází, čas poslední změny vše odděleno mezerami; pokud ebu-
ild dědí z více eclass jsou tyto údaje rovněž odděleny mezerami, příklad: eutils
/usr/portage/eclass 1255853183 multilib /usr/portage/eclass 1255041468
– PDEPEND, CDEPEND, RDEPEND – typ TEXT informace o závislostech
>=app-accessibility/speech-tools-1.2.96_beta mbrola?
( >=app-accessibility/mbrola-3.0.1h-r2 )
– DEFINED PHASES – typ TEXT; informace o tom, které instalační fáze obsahuje
compile install postinst setup unpack
– DESCRIPTION – typ TEXT, popis programu
– EAPI – typ TEXT, verze EAPI
– HOMEPAGE – typ TEXT, domovská stránka
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– INHERITED – typ TEXT, eclass ze kterých dědí
– IUSE – typ TEXT, implicitní nastavení USE proměnných
– KEYWORDS – typ TEXT, HW architektury
– LICENSE – typ TEXT, licence
– PROVIDE – typ TEXT, virtuální balíčky, které poskytuje
– RESTRICT – typ TEXT, omezení
– SLOT – typ TEXT, slot balíčku
– SRC URI – typ TEXT, adresa zdrojových kódů
3.6.3 pkgcore
Pkgcore je další alternativní náhrada za portage. Je napsán v Pythonu, ale některé části
kritické na rychlost jsou napsány v jazyce C. Nabízí několik možností konfigurace. Jednou
z nich je použití souborů make.conf a /etc/portage původního systémů balíčků (Portage).
Není tak třeba provádět složitější konfiguraci. pkgcore také nebere proměnné z prostředí
(nelze tedy jako u emerge napsat například USE="use1 use2" emerge foo proto je nutné
vše nastravit v konfiguračních souborech. Také syntaxe příkazů je velmi podobná Portage.
3.6.4 Paludis
Paludis je další alternativa k Portage. Také používá repozitář s ebuildy. Je napsaný v C++
proto je ve většině případů rychlejší. Je lépe konfigurovatelný. Důkladněji kontroluje zá-
vislosti. Pokud se instaluje balíček, jehož závislosti je třeba odmaskovat, tak je narozdíl
od Portage vypíše všechny (které vypisuje jednotlivě po každém odmaskování). Kontroluje
zpětné závislosti při odinstalaci. Má lepší podporu pro overlay (viz 3.1.1) [8].
Cache
Paludis používá na zrychlení některých časově náročných činností vyrovnávací paměti.
• names cache – Zrychluje nalezení kategorie balíčků pokud je zadán pouze jeho název.
Při jejím použití tato operace trvá méně než sekundu. Pokud je z nějakého důvodu
použito Portage nebo byla provedena ruční úprava úprava repository je nutné ručně
aktualizovat tuto cache. Je to vlastně adresář, který obsahuje soubory korespondující
s názvy balíků. V souborech je zapsán název kategoria balíku. Pokud je balík se
stejným názvem přítomen ve více kategoriích, soubor obsahuje na každém řádku název
každé této kategorie.
• provides cache – Umožňuje rychlejší práci s virtuálními balíčky. Zrychluje vyhledání
balíků, které poskytují virtuální balík. Jde o soubor, který obsahuje informace o tom,
které balíčky poskytují závislosti pro virtuální konkrétní balíček. Tato cache má zna-
čný vliv na výkon pokud se pracuje s virtuálními balíčky.
• write cache – Je ekvivalentem $PORTDIR/metadata/cache. Paludis si ji negeneruje po
synchronizaci, ale pouze pokud ji potřebuje, protože většina by ani nebyla zapotřebí.
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3.6.5 Sabayon a Entropy
Entropy je balíčkovací systém linuxové distribuce Sabayon. Sabayon vychází z Gentoo a je
s ním stoprocentně kompatibilní. Zároveň je v systému také nainstalováno Portage. Oba
balíčkovací systémy je možné používat současně a dokonce je možné využít i všechny výše
zmíněné alternativní implementace. Entropy je také možné nainstalovat i na Gentoo. Na-
rozdíl od Gentoo však upřednostňuje binární balíčky.
Repozitář Entropy není uložen na disku, ale v databázi SQLite, která je uložena v /var
/lib/entropy/client/database/. Struktura databáze viz obr. 3.2 a 3.3.
3.6.6 Další nástroje
Gentoolkit
Je balíček podpůrných nástrojů pro administraci a vývoj Portage. Stejně jako Portage jsou
napsány v Pythonu. Asi nejzajímavější z hlediska céle diplomové práce je nástroj equery,
který umí získat různě informace o balíčcích. Jedná se především o funkci, konstrukce grafu
závislostí[21]. Analýza způsobu jakým skript pracuje s Portage API byla později inspirací
pro pro implementaci řešení závislostí.
Utilita eix
Je nástroj pro Portage. Používá indexy k vyhledávání ve stromu Portage. Je proto mnohem
rychlejší než klasický příkaz emerge --search a také nabízí více možností vyhledávání a
výstupů. Aktualizace indexů neprobíhá automaticky, proto je nutné ji provést explicitně
po synchronizaci stromu příkazem eix-update. Indexy jsou uloženy v bibárním souboru
/var/cache/eix[11]. Soubor se skládá z hlavičky, která je následována bloky reprezentující
kategorie uvnitř kterých se nachazí seznamy balíčků[12].
[header]
[category 0 [package 0]...[package n]]
[category 1 [[package 0]...[package n]]
...
popis jednotlivých bloků:
• Header (hlavička) – Obsahuje informace o počtu kategorií, overlayích,
• Category header (hlavička kategorie) – Obsahuje jméno kategorie a počet balíčků.
• Package block (blok balíčku) – Obsahuje informace o ebuildu (jméno, popis, domonv-
kou stránku,. . . ).
Podrobnější popis viz [13].
3.7 Porovnání časové náročnosti implemetací
3.7.1 Testovací prostředí
Na testovacím počítači byly vytvořeny tři chrooty2 a do nich nainstalována adresářová
struktura Gentoo. Do prvního byl doinstalován Paludis, do druhého pkgcore a ve třetím byla
2Příkaz chroot (z anglického change root) slouží v Unixu ke změně kořenového adresáře pro daný proces
a jeho synovské procesy. Vytvoří prostředí pro běh programů aniž by měli přístup ke kořenovému adresáři.
Z bezpečnostních důvodů jej může provést pouze uživatel root.
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disk: Seagate 7200 ot./m
procesor: Intel Atom 330 1,6GHz
paměť: 4GB DDR2 800Mhz
jádro: 2.6.30 64bit
referenční souborový systém: ReiserFS
Tabulka 3.4: testovací sestava
ponechána klasický systém balíčků Portage. Na všech byly nainstalovány stejné programy
a strom byl aktualizován na stejnou verzi. Čas byl měřen utilitou time. Pomocné nástroje
equery, eix byly testovány v prvním chrootu.
3.7.2 Metodika
Před každým měřením byla příkazem echo 3 > /proc/sys/vm/drop_caches vyprázdněna
vyrovnývací paměť souborového systému. Při testování byly prováděny různě náročné ope-
race na vyhledávání balíků, jejich závislostí a aktualizaci systému. Výsledky viz tabulka
3.5. Konfigurace testovací sestavy je uvedena v tabulce 3.4. Pokud nebude řečeno jinak, tak
i v dalších testech bude použita.
Nejhorších časů dosáhla dle předpokladů standardní implementace Portage. Naproti
tomu nejrychlejší byla při vyhledávání utilita eix, která je však zaměřena pouze na funkce
související s vyhledáváním balíků.
Delší doba pro vypočítání závislosti u Paludisu by mohla být způsobena tím, že oproti




















































































































































































































































































































































































































































































































































































Obrázek 3.2: databázová struktura Entropy - část 1
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4.1 Požadavky na program
Od programu je požadováno, aby dokázal zpřístupnit data v relační databázi jako kla-
sické úložiště Gentoo Portage za využití knihovny FUSE. Musí tedy nejen zobrazit správně
data, ale musí být schopen provádět veškéré další operace se soubory a adresáři jako by
šlo o klasický souborový systém s co nejmenším negatvním dopadem na rychlost. Bude
nutné implementovat funkce jako čtení, mazání, zapisování do souborů, vytváření adresářů
a převést tyto události v operace nad relační databází. Musí být také ale dostatečně rychlé
protože se pracuje s velkým množstvím malých souborů a právě rychlost vyhledávání infor-
mací a počítání zavislostí ebuildů ve stromu bývá časově náročná. Zde by mohlo být použití
relační databáze, která je právě pro takový učel navržena, výhodou.
4.2 Zpracování závislostí
Jednou z nejobtížnějších věcí bude vyhodnocení závislostí ebuildu. Jsou možné dva hlavní
přístupy:
1. pamatovat si celé obsahy proměnných *DEPEND a vyhodnocovat je až bude třeba.
Tento přístup je sice jednodušší, ale zřejmě by nepřinesl žádné větší výhody oproti
stávajícímu řešení.
2. parsovat *DEPEND proměnné ebuildu a ukládat je do databáze rozparsované nejlépe
do nějaké hierarchické struktury. Přímo se nabízí orientovaný graf.
Mnohem vhodnější je tedy přístup 2. Otázkou ale zůstává, jak vyhodnotit závislosti
ebuildu a přesný způsob jakým je uložit do databáze aby nedošlo ke ztrátě informace a
aby byla implementace dostatečně efektivní. Závislosti se s různým nastavením systému
(USE proměnných, profily,. . . ) a nainstalovanými balíčky mohout měnit. Řešení by mohla
vypadat následovně:
• parsování provádět ručně
Napsat si vlastní parser závislostí a použít algoritmy používané v překladačích. Pří-
nosem by byla optimalizace pro aplikaci.Toto řešení kromě implementační náročnosti
přináší několik problémů. Jedním z největších je patrně použití proměnných v ebuildu,
které je nutné vyhodnotit a dědění metod a proměnných z eclass.
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Implementace by znamenala vytvořit instalační procesor pro ebuild se všemi proměn-
nými prostředí a podle přesného pořadí inkludova všechny eclass. Teprve potom by
bylo možné vyhodnotit všechny proměnné.
• použít již existující, prověřené nástroje nebo jejich části. Nabízí se:
– využí portage API a například analýzou skriptu emerge získat algoritmus pro
vyhodnocení zavislostí
– využit skript equery, který je součástí gentoolkitu (kapitola 3.6.6). Tento skript
využívá Portage API.
– využít knihovny k alternativní implementaci Portage pkgcore (viz 3.6.3)
– Využít Paludis, který také obsahuje bindingy pro různé programovací jazyky.
Nejlepší způsob by zřejmě bylo napsat vlastní implementaci zpracování ebuildů, ale její
technická i časová náročnost by přesáhla možnosti této doplomové práce, proto jsem se
nakonec rozhodl využít přímo Portage API a inspirovat se ve skriptu equery. Funguje to
následovně. Vstupem je například řetězec kde-base/kdeadmin-meta-4.3.3 reprezentující
konkrétní ebuild a výstupem již jednotlivé jeho proměnné a zpracované závislosti.














Aby byl výstup vhodný k následnému zpracování a uložení do databáze, bude nejlepší









[’cups’, ’!kdeprefix’] >= kde-base/system-config-printer-kde-4.3.3[-kdeprefix]
[’cups’, ’kdeprefix’] >= kde-base/system-config-printer-kde-4.3.3:4.3[kdeprefix]
[’lilo’, ’!kdeprefix’] >= kde-base/lilo-config-4.3.3[-kdeprefix]
[’lilo’, ’kdeprefix’] >= kde-base/lilo-config-4.3.3:4.3[kdeprefix]
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Na každám řádku je jedna závislost. Nejdříve jsou v hranatých závorkách seznam use
proměnných (znak ! indikuje, že use proměnná není zapnuta), který když má instalovaný
ebuild aktivní, tak je nutné závislost nainstalovat. Následuje specifikace balíku, který je
vyžadován a za ním je v hranatých závorkách seznam use proměnných, které musí být
u závislosti zapnuty v čase instalace.
4.2.1 Uložení závislostí do databáze
Možností jak tyto předzpracované závislosti je opět několik:
1. uložit je celé jako řetězec, tak jak jsou zapsány v ebuildu a zpracovávat až na dotaz
2. uložit předzpracované, tzn. zápis zjednodušit a do databáze uložit jako výrazi v boo-
lově algebře ve formě řetězců
3. Zpracovat stejně jako v případě 2, ale místo řetězců je uložit za pomocí referencí
na programy a vytvořit graf. Otázkou zůstává, jestli by tento přístup, kromě úspory
místa v databázi měl větší význam.
Varianta 1 zřejmě kromě značného zjednodušení nepřináší žádné výhody. Smysl tedy
mají varianty 2 a 3. Případně kombinace obou.
Nakonec jsem se rozhodl pro kombinaci variant 2 a 3. Závislosti jsou do databáze uloženy
předzpracované a při dotazu na element je vyhodnocen nejvhodnější ebuild a jeho identi-
fikátor uložen a tím se postupně vytváří orientovaný graf závislostí. Při příštím stejném
dotazu tak není třeba jej zvovu zjišťovat a původní informace zůstanou stále k dispozici,
takže nedochází ke ztrátě informací.
Po analýze struktury Portage a alternativních implementací vznikl návrh databáze (viz
4.1).
4.3 Návrh struktury databáze
Narozdíl od předchozího řešení v bakalářské práci, které nebylo příliš optimalizované na to,
aby sloužilo jako souborový systém by bylo vhodné navrhnout databázi tak, aby sloužila
stejně dobře pro získávání informací o ebuildech jako pro potřeby souborového systému.
Ukázka uložených dat bude znázorněna na části stromu Portage z obrázku 4.2.
4.3.1 Uložení souborů do databáze
K uložení souborů do databáze slouží tabulka files. Obsahuje informace o objektech, které
jsou vyžadovány implementací souborového systému. Celý souborový systém je uložen de
facto jen v této tabulce a pro jeho činnost není žádná další tabulka nutná. Další tabulky
jsou již jen pro potřeby Portage. Obsahuje sloupce:
• id – unikátní identifikátor objektu (souboru, adresáře,. . . ) na který se lze také odka-
zovat ve sloupci parent (viz dále)
• name – jméno souboru (bez cesty)
• content – obsah souboru, pokud se jedná o adresář, tak je NULL, pokud je soubor
prázdný, tak obsahuje prázdný řetězec
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Obrázek 4.1: návrh struktury databáze
• parent – identifikátor nadřazeného adresáře, pokud se jedná o kořen souborového
systému, tak je NULL
• attribs – atributy souboru. Typ souboru, práva, tak jej vyžaduje operační systém.
• atime – čas posledního přístupu
• mtime – čas poslední modifikace
• ctime – čas vytvoření
Dále pak obsahuje další sloupce pro potřeby Portage:
• grp – Cizí klíč do tabulky kategorie programů. Pokud se nejedná o adresář kategorie,
tak obsahuje hodnotu NULL.
30
Obrázek 4.2: Grafické znároznění části stromu Portage pro demonstraci uložení do tabulek
databáze
• program – Cizí klíč do tabulky programů. Pokud se nejedná o adresář programu, tak
obsahuje hodnotu NULL.
• ebuild – Cizí klíč do tabulky ebuildů. Pokud se nejedná o ebuild, tak obsahuje hod-
notu NULL.
• eclass – Cizí klíč do tabulky eclass. Pokud se nejedná o eclass, tak obsahuje hodnotu
NULL. eclass, tak je NULL
Adresářová struktura části stromu Portage, která je z obrázku 4.2 odpovídá tabulce
files na obrázku 4.1.
4.3.2 Uložení kategorií programů
Kategorie programů se ukládají do tabulky grp. Obsahuje sloupce:































































































































































































































































































































































































































































































































































































































































































































































































































































• name – Název skupiny. Shoduje se s názvem adresáře v tabulce files, ale z výkonost-





Tabulka 4.2: Tabulka kategorií programů
4.3.3 Uložení programů
Programy se ukládají do tabulky program. Obsahuje sloupce:
• id – Primární klíč, jehož hodnota je zároveň cizím klíčem v tabulce files (sloupec
program).
• grp – Cizí klíč do tabulky kategorie programů grp do které patří.
• name – Název programu. Shoduje se s názvem adresáře v tabulce files, ale z výko-
nostních důvodů (omezení a zjednodušení SQL dotazů) je zde uvedena opět.












Tabulka 4.3: Tabulka programů
4.3.4 Uložení USE proměnných
Jednotlivé use proměnné se uloží do tabulky uses. Jedná se o seznam (číselník) všech use
flagů. Ukázka viz obrázek 4.4. Obsahuje sloupce:
• id – unikátní identifikátor
• name – název USE proměnné






Tabulka 4.4: Tabulka s USE proměnnými
4.3.5 Uložení klíčových slov
Jednotlivá klíčová slova se uloží do tabulky uses. Jedná se o seznam (číselník) všech use
flagů. Ukázka viz obrázek 4.5. Obsahuje sloupce:
• id – unikátní identifikátor





Tabulka 4.5: Tabulka s klíčovýmy slovy
Ukázka uložení klíčových slov do tabulky je znázorněna na obrázku 4.5.
4.3.6 Uložení ebuildů
Vzhledem ke strukturované povaze dat v ebuildech, není možné je uložit pouze do jedné
tabulky.
4.3.7 Uložení základních informací
Základné informace o ebuildech jsou ukládány do tabulky ebuild. Obsahuje sloupce:
• id – identifikátor ebuildy (primární klíč)
• program id – reference do tabulky program (cizí klíč, sloupec id)
• name – název ebuildu
• version – verze ebuildu (skládá se z čísel oddělených od sebe tečkou například 4.3.2)
• version letter – písmeno označující úpravu verze
• suffix – typ verze ( beta, alpha, pre,. . . )
• revision – revize ebuildu
• slot – název slotu







































































































































































































































































































Uložení klíčových slov ebuildu
Přiřazení klíčových slov ebuildům je reprezentováno tabulkou ebuild has keyword.
• ebuild id – cizí klíč do tabulky ebuild na slopec id
• keyword id – cizí klíč do tabulky keywords na slopec id
Uložení USE proměnných ebuildu
Přiřazení use flagů ebuildům je reprezentováno tabulkou ebuild has uses.
• ebuild id – cizí klíč do tabulky ebuild na slopec id
• use id – cizí klíč do tabulky uses na slopec id
Uložení závislostí ebuildu
K uložení závislostí ebuildu, v takovém tvaru jak bylo navrženo v kapitole 4.2, jsou nutné tři
tabulky. První z nich je tabulka depelement, druhá table depelement need uses a třetí
use require depelement. Následuje popis jednotlivých tabulek s ukázkou uložení závislosti
ebuildu z kapitoly 4.2.
Tabulka depelement popisuje závislost na balíku. Obsahuje sloupce:
• id – unikátní identifikátor
• sign pre – znaménko závislosti (>, <, >=, <=, ∼)
• sign post – znaménko závislosti (*)
• ebuild id – reference na ebuild (cizí klíč), ke kterému závislost patří
• program id – reference na program (cizí klíč), ke kterému závislost patří
• program – název programu závislosti
• category – název kategorie závislosti
• version, versionLetter, suffix, revision – verze ebuildu, mají
• deptype – typ závislosti (DEPEND – C, RDEPEND – R, PDEPEND – P) stejný
význam jak v tabulce ebuild
• slot – označení slotu
Sloupce category, program jsou v tabulce uloženy z důvodu, že některý ebuild může
obsahovat závislost, která se ve stromu nevyskytuje a proto by nebylo možné vytvořit
referenci do tabulky skupin nebo programů. Navíc uložení těchto informací omezí počet
SQL dotazů při zpracování závislostí. Ukázka záznamů v tabulce viz obrázek 4.7.
Tabulka use require depelement vyjadřuje vazbu 1:N mezi několika USE proměn-
nými při jejichž stavu (aktivaci, neaktivaci) je vyžadována závislost (záznam z tabulky
depelement). Obsahuje sloupce:
























































































































































































































































































































































































































• use id – cizí klíč do tabulky uses
• sign pre – znak před USE proměnnou (např. ! pro závislost na neaktivním USE
flagu)
depelement id use id sing pre sign post
2 2 NULL NULL
2 3 NULL NULL
8 2 NULL NULL
8 3 NULL NULL
6 2 NULL NULL
Tabulka 4.8: Tabulka se závislostmi na USE proměnné
Tabulka depelement need uses vyjadřuje vazbu 1:N mezi závislostí z tabulky depelement
a několika USE proměnnými, které vyžaduje. Obsahuje sloupce:
• depelement id – cizí klíč do tabulky depelement
• use id – cizí klíč do tabulky uses
• sign pre – znak před USE proměnnou (např. – pro vypnutý USE flag)
• sign post – znak za USE proměnnou (např. = pro zapnutý USE flag pouze v případě,
že je zapnutý i v ebuildu)
depelement id use id sing pre sign post
1 1 NULL =
3 1 NULL =
4 1 NULL =
5 1 NULL =
6 1 NULL =
7 1 NULL =




5.1 Výběr programovacího jazyka
Jako implementační jazyk jsem zvolil Python, který je vhodný zejména z důvodu rychlejšího
vývoje programu, široké škále funkcí pro zpracování textu (zejména výborná podpora pro
regulární výrazy). Jednotlivé verze se od sebe značně liší a s ohledem na kompatibilitu
s knihovnamy je použita verze 2.6. K vyšší verzi nejsou dostupné potřebné knihovny třetích
stran a použití nižší verze nemá žádný význam.
Pokud by se v některých částech aplikace vyskytly výkonostní nedostatky, je možné tyto
kritické sekce napsat v jazyce C/C++.
Nadstavba pro knihovnu FUSE je pro Python dostupná v několika implementacích.
Mezi ty nejpokročilejší patří FusePython a FusePy. Ani k jedné z nich neexistuje příliš
mnoho dokumentace, ale FusePython jí má přeci jen více a exisují ukázkové příklady.
Nemalou výhodou je také možnost použít Portage API, které je rovněž napsané v Py-
thonu.
5.2 Výběr databáze
Jako databáze byla vybrána SQLite. Jedná se o malou embedded databázi, která je napsánu
v jazyku C. Je implementovaná jako knihovna, která může být slinkována s aplikací. Nejedná
se tedy o databázový stroj v pravém slova smyslu. Je rychlá a existují pro ni nadstavby pro
mnoho programovacích jazyků včetně Pythonu. Každá databáze je uložena v samostatném
souboru, který je nezávislý na architektuře. Je využívána v mnoha komerčních i nekomerč-
ních aplikacích (například Mozzilla Firefox). Implementuje velkou část standardu SQL92.
Navíc je celá implementace velmi nenáročná na zdroje. Autoři uvádí, že knihovna pro C
zabírá jen 25kb paměti[4].
Datové typy v SQLite nejsou. SQLite je beztypové a je deklarováno, že to je vlastnost,
nikoliv chyba. Výsledkem je, že ve sloupci deklarovaném jako number můžete klidně ukládat
slovo a databáze to přechází jako samozřejmost. Jedinou výjimkou je sloupec deklarovaný
jako INTEGER PRIMARY KEY, kde je požadováno jednoznačné celé číslo. Jinak jsou data
rozlišována jako numerická, nebo textová podle použití (popsáno v dokumentaci). Z toho
vyplývá další nepříjemnost, a tou je poměrně často používaný údaj o datumu a o času, který
je třeba kódovat do čísla ve vlastní režii. Jediným případem, kdy se databáze podívá, co by
měl sloupec obsahovat, je při uplatnění klauzule order by v selectu. Omezujícím limitem je
maximální velikost jednoho řádku 1 MB, čehož už není takový problém dosáhnout, a tento
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limit omezuje použití SQLite pro ukládání binárních dat do databáze. Je popsána úprava
zdrojových textu před překompilací, která tento limit zvedne až na 16 MB. Do 1 MB se musí
vejít i definice tabulky, to zamená příkaz create table. Počet řádků pro jednu tabulku je
čtyři biliony, přičemž je to hodnota opět teoterická a sami autoři přiznávají, že nebyla nikdy
testována. Stejně vypadá i limit pro počet tabulek a indexů. Jména objektů jsou bez limitu
kromě jmen funkcí, kde je maximální délka 255 znaků. Jak je vidět, kromě nepříjemného
omezení velikosti řádku jsou hodnoty pro nasazení SQLite dostačující a některé hodnoty
jsou pro tento typ databáze spíše jen teoretické[4].
5.3 Aplikace
Diagram tříd viz obrázek 5.1. Vlastní aplikace se skládá ze tří balíků. Níže je uveden jejich
stručný popis a popis nejdůležitějších tříd. Podrobněji viz programová dokumentace.
Obrázek 5.1: Diagram tříd aplikace
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5.3.1 Balík portafefs.fusefs
Je závislý na knihovně fuse. Obsahuje třídy pro vytvoření souborového systému.
Třída MyStat
Rozšiřuje třídu fuse.Stat z fuse knihovny. Obsahuje základní informace o souboru jako
jsou typ, práva, časy vytvoření apod.
SimpleFS
Obsahuje základní funkce pro souborový systém. Rozšiřuje třídu fuse.Fuse.
PortageFS
Objekt implementující funkčnost souborového systému, který zpřístupňuje strom Portage.
5.3.2 Balík portafefs.storage
Balík obsahuje třídy pro přístup k úložišti souborového systému. V tomto případě k databázi
SQLite. Třídy jsou však napsány způsobem, že bez větších problému je možná přidat další
například pro jinou databázi. Úložištěm například nemusí být databáze a podobně.
Třída FileInfo
Rozšiřuje třídu portagefs.MyStat o informace nacházející se v databázové tabulce files.
Třída portagefs.File
Rozšiřuje třídu portagefs.FileInfo o atribut content, ve kterém je uložen obsah souboru.
Odpovídá tedy jednomu řádku v tabulce files.
DBStoragePySQLite
Obsahuje metody pro vytvoření spojení s databází a operace nad tabulkou files. Pro funkci
samostatného souborového systému postačuje jako úložiště souborů pouze tato třída.
DBStoragePySQLiteCached
Rozšiřuje třídu DBStoragePySQLite o vyrovnávací pamět za účelem snížení počtu SQL
dotazů do databáze. Čím je soubor ve stromové hierarchii vzdálenější od kořene, tím více je
potřeba SQL dotazů na převedení cesty na záznam v databázi. Paměť je slovník, který má
jako klíč cestu k souboru a hodnotou je identifikátor souboru – primární klíč příslušného
záznamu v tabulce files.
DBPortageStoragePySQLite
Rozšiřuje třídu DBStoragePySQLite a přidává metody pro SQL operace nad databází pro




Využívá mnohonásobné dědičnosti a rozšiřuje třídy DBStoragePySQLiteCached a DBStorage-
PySQLiteCached. Přidává další vyrovnávací paměť tentokrát na USE proměnné, které jsou
v databázi velice často vyhledávány.
5.3.3 Balík portagefs.parser
Obsahuje třídy a operace pro zpracování ebuildů.
EbuildVersion
Třída reprezentuje verzi ebuildu. Uchovává informace o verzi ebuildu a klíčocé metody na
vzájemné porovnání instancí popsané v 3.2.1.
EbuildBase
Obsahuje základní informace o ebuildu a jeho verzi.
DepUse
Reprezentuje USE proměnnou, kterou závislost vyžaduje nebo která je vyžadována závis-
lostí. Třída také obsahuje speciální značky (!, –, =,. . . ) indikujících, jestli má být aktivní
apod.
DepElement
Závislost ebuildu. Odpovídá jednomu záznamu v databázové tabulce depelement.
Ebuild
Reprezentuje ebuild. Odpovídá jednomu záznamu v databázové tabulce ebuild.
EbuildParser
Třída, která obsahuje metody na zpracování ebuildů.
EbuildParserPortage
Rozšiřuje třídu EbuildParser. Využívá Portage API (viz kapitola 3.6.1).
5.3.4 Balík portagefs
Třída Portage
Třída je implementací rozhraní pro vyhledávání v databázi podle nejrůznějších parametrů
(podrobněji o vyhledávání v databázi viz kapitola 5.4).
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5.4 Rozhraní pro rychlé vyhledávání v databázi
5.4.1 Prohledávání grafu do hloubky
Prohledávání do hloubky (Depth-first search, DFS) je algoritmus určený k procházení grafu,
který má široké uplatnění - jeho principů se využívá při zjišťování počtu komponent, topo-
logického uspořádání nebo detekci cyklů daného grafu[24].
Princip
Algoritmus zvolí libovolný uzel a označí jej jako otevřený, zpracuje jej a zavolá sám sebe
na všechny dosud neobjevené potomky daného uzlu. Po návratu z rekurze uzel označí jako
uzavřený. Tímto způsobem dojde k průchodu všech větví grafu do maximální hloubky
[24].Otevírání a uzavírání uzlů při procházení grafu do hloubky je znázorněno na obrázku
5.2. Zápis algoritmu v pseudokódu s využitím rekurze:
Vstup: počáteční uzel s
dfs(vertex s)
visit(s);
for each neighbor w of
s if w is unvisited
dfs(w);




Zápis algoritmu v pseudokódu bez využití rekurze [3]:
Vstup: počteční uzel v
DFS(G,v)
Stack S := {}; ( prázdný zásobník )
for each vertex u, set visited[u] := false;
push S, v;
while (S is not empty) do
u := pop S;
if (not visited[u]) then
visited[u] := true;
for each unvisited neighbour w of






Za předpokladu, že lze přistoupit k sousedům daného uzlu v konstantním čase, tak je
složitost tohoto algoritmu O(|V | + |H|), kde V je počet vrcholů a H počet hran, protože
projde každým uzlem i hranou právě jednou[24].
Vlastnosti
Algoritmu je úplný, protože navštíví všechny vrcholy, které jsou dostupná z výchozího vr-
cholu po orientovaných úsečkách. Pokud graf není strom, tak nemusí najít nejkratší cestu.
Není tedy optimální.
5.4.2 Průchod grafem závislostí
Byl použit mírně upravený algoritmus pro prohledávání grafu do hloubky (Depth-first
search, DFS). Algoritmus je implementován v metodě findEbuildDependenciesRecursive
třídy portagefs.Portage. Algoritmus neprochází celý graf, ale pouze podgraf, který re-
prezentuje závislosti konkrétního ebuildu při nastavení use proměnných. Prochází zvlášť
závislosti kompilační (C), běhové (R) a postinstalační (P). Lze také nastavit jestli má pro-
cházet uzly již nainstalovaných balíků nebo je ignorovat.
Obrázek 5.2: princip algoritmu prohledávání grafu do hloubky (Depth-first search, DFS)
5.5 Souborový systém
Souborový systém umožňuje všechny operace, které vyžaduje Portage. Tedy vytváření sou-
borů a adresářů, jejich mazání, změny atributů, práv, vlastníka a skupiny. Oproti většině
souborových systémů v UNIXových OS neumí vytvářet symlinky, hardlinky a speciální
soubory. V případě nutnosti lze tuto funkcionalitu snadno doimplementovat.
5.6 Implementované nástroje
5.6.1 Skript main.py
Skript, který připojí souborový systém do adresáře, jehož název dostane jako první para-




Po spuštění vygeneruje z databázové tabulky files záznamy do ostatních tabulek. Nejdříve
načte všechny adresáře v první úrovni a z profili identifikuje, které z nich jsou adresáři ka-
tegorie programů. Potom projde jejich podadresáře, která reprezentují program v kategorii.
V nich se teprve nachází ebuildy. Všechny tyto informace jsou zpracovány a uloženy do
databázových tabulek.
Generování metadat celého stromu Portage naráz (téměř 30 000 ebuildů) trvalo 162
minut.
5.6.3 Skript dependencies.py
Využívá metod třídy portagefs.Portage. Má několik funkcí pro demonstraci vyhledávání
v databázi:
• -s, --search – vyhledání ebuildu podle jména, kategorie, verze nebo podle zadané
specifikace, příklad:
dependencies.py -s >=sys-kernel/gentoo-sources-2.6.30.
• -d, --dependencies – vyhledá závislosti ebuildů daného specifikací, příklad:
dependencies.py -d "kde-base/kdebase-meta-4.3.5"
• -w, --world – Vyhledá všechny balíky, které jsou třeba k aktualizaci celého systému.
dependencies.py -w
• -e, --enabled-uses – Vypíše zapnuté USE proměnné balíku daných specivikací.
dependencies.py -e "kde-base/kdebase-meta-4.3.5"
Další přepínače:
• -r, --recursive – Bude rekurzivně vyhledávat i závislosti závislostí. Lze použít
s příkazy –w a –d.
• -h, --help – nápověda
• -u, --uses – Použije jiné USE proměnné pro balík. Lze pouít s přepínačem -d.
dependencies.py -d "kde-base/kdebase-meta-4.3.5" -u "policykit kdeprefix"
• -g, --greater – Vybere ze seznamů ebuildů vždy ten, který má nejvyšší verzi. Lze
použít s přepínači -d a -s.
5.7 Optimalizace aplikace
5.7.1 Vlákna
Knihovna fuse volá zpětně metody třídy implementující funkčnost souborového systému.
V tomto případě metody třídy portagefs.PortageFS. Každé volání může být provedeno
z jiného vlákna. Databáze SQLite však nedovoluje volat medody třídy Connection v jiném
vláknu než v tom, ve kterém byla vytvořena. Vzhledem k tomu, že režie na vytvoření nového
spojení s databází je velice malá (jde vlastně jen o otevření souboru s databází), byl tento
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problém řešen takovým způsobem, že každé nové vlákno si otevře nové spojení. Není tedy
nutné vytvářet složité adaptéry s connection pooly. U klasické databáze k níž se přistupuje
přes síť by samozřejmě takový přístup byl zcela nevhodný, ale u embedded databáze jakou
je SQLite k žádnému problému s přetížením nedochází.
5.7.2 Profilování
Při hledání nejvíce používaných částí aplikace byl použit profiler. Na jeho základě byly něk-
teré metody přepsány a optimalizovány. Byl využit standardní profiler dodávaný společně
s knihovnamy Pythonu.
python -m cProfile ./main.py /tmp/fuse -d
FUSE
Metoda getattr je nejčastěji volaná metoda souborového systému. Aby nemusel být prová-
děn při každám přístupu SQL dotaz, je použita hashovací tabulka, jejímž klíčem jsou cesty
k souboru a hodnotami jsou atributy souboru. Tabulka se při změnách, vytvoření a mazání
souborů aktualizuje.
5.7.3 Testování - modul unittest
Pro testování funkčnosti jednotlivých komponent byla použita knihovna unittest. Jedná se
o knihovnu pro jednotkové testy. Vychází z oblíbeného testovacího framevorku JUnit pro
jazyk Java. Je součástí Pythonu od verze 2.1.
5.7.4 Optimalizace databáze
Při optimalizaci databáze jsem vycházel hlavně z [16].
Nastavení databáze
• PRAGMA cache size – Maximální počet stránek, které databáze uchovává v jednom
okmžiku v paměti. Databáze SQLite se skládá z mnoha stránek o velikosti 1K, které
jsou uloženy v B–stromu. Nastavení této hodnty může mít příznivý vliv na omezení
počtu diskových operací.
• PRAGMA synchronous – Nastavení tohoto parametru na hodnotu ”OFF”má za násle-
dek, že databáze nebude čekat na zapsání všech dat z bufferu na disk před zahájením
další operace. Zrychlení je značné.
• PRAGMA count changes – Pokud je nastavena na hodnotu ”ON”, tak je při ka-
ždé operaci INSERT, DELETE, UPDATE volána callback funkce, která zazname-
nává počet záznamů v databázi, které byly změněny. Její vypnutí nepřineslo znatelné
zrychlení a to hlavně z toho důvodu, že tato funkce nebyla využívána.
• PRAGMA temp store – Specifikuje typ databázového back–endu pro uchování dočas-
ných souborů. Nastavení na hodnotu ”MEMORY”, značně urychlilo komplikované
dotazy. Při tomto nastavení je využívána operační pamět, které je mnohem rychlejší
než pevný disk, který je používán implicitně.
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• Vypnutí žurnálování – Databáze SQLite používá exterí žurnálovací soubor pro uložení
dat potřebných pro provedení rollbacku v případě chyby. Do souboru se zaznamená-
vají veškerá změny provedené při transakci, což vede k dodatečné, značně velké režii
na údržbu tohoto souboru ve srovnání s udržovním těchto dat v paměti. Vypnutí
žurnálování má význam pouze u aplikací, kde je integrita méně důležitá než rychlost
(například u her), proto jsem žurnálování nechal zapnuté.
• isolation level – Nastavení transakcí. Nastavuje jakým způsobem se přidělují zámky.
– autocommit – Změna je zapsána do databáze po každém provedeném příkazu.
Jednodlivé příkazy nejsou v transakci.
– DEFERRED (odložený) – Výchozí nastavení transakcí. Zámek je udělen teprve
až je potřeba. První čtení z databáze vytvoří sdílený zámek a při zápisu exklu-
zivní.
– IMMEDIATE (okamžitý) – Exklusivní zámek je udělem okamžitě při vytvoření
transakce bez čekání na operace. Po vytvoření této transakce není žádné další
spojení schopno provádět zápis do databáze.
– EXCLUSIVE (exklusivní)– Při zahájení tohoto typu transakce dojde k udělení
exklusivního zámku a žádné další spojení není schopno číst ani zapisovat do
databáze až do ukončení transakce[23].
Byla ponechána implicitní hodnota.
Použití transakcí
Každá nově započatá transakce vyžaduje otevření žurnálovacího soubory, zapsání do něj
a jeho uzavření. Je třeba si dávat pozor na to, že při otevřené transakci je databázový
soubor uzamčen a ostatní vlákna musí čekat na její ukončení. SQLite nepodporuje vnořené
transakce.
Indexy
Databázové indexy slouží ke zrychlení přístupu k datům a měly by se používat u všech
sloupců, podle kterých se vyhledává, třídí nebo podle kterých se spojují tabulky.
Při ukládání dat do tabulek nejsou záznamy obvykle nijak tříděny a ukládají se většinou
za sebe tak, jak byly postupně vloženy. V momentě, kdy chceme data z tabulky později
vybrat podle nějakého kritéria, je nutné projít všechny záznamy a vybrat z nich ty, které
kritériu vyhovují. K tomu, aby při výběru několika záznamů nebylo potřeba procházet
všechny ostatní, slouží právě indexy, ve kterých jsou data organizována tak, aby bylo možné
rychle vybrat pouze relevantní záznamy.
Indexy se vytvářejí nad jedním nebo několika sloupci tabulky, každá tabulka může mít
indexů několik. Index definovaný nad sloupcem tabulky umožňuje rychlý přístup k zázna-
mům podle hodnot tohoto sloupce.
Organizace dat v indexu umožňuje nejen přímé vybrání záznamů s určitou hodnotou, ale
samozřejmě také záznamů v intervalu hodnot. Kromě toho jsou prvky v indexu provázané
podle svého pořadí při řazení (ať už se jedná o číselné, nebo řetězcové sloupce), takže
indexy umožňují také rychlé seřazení tabulky podle sloupců, nad kterými je index definován.
Tím pádem umožňují i rychlé vybrání minima a maxima. Informaci o počtu hodnot a
počtu různých hodnot (SQL funkce COUNT a COUNT DISTINCT) databáze obvykle
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uchovávají nezávisle na indexu ve statistikách tabulky, které používají například také při
hledání strategie pro vyhodnocování složitějších dotazů.
Indexy nad řetězcovými sloupci umožňují také rychlejší vyhledávání pomocí operátoru
LIKE, avšak pouze v případě, kdy je znám začátek hledaného výrazu – tedy např. X LIKE
’text%’ využití indexu dovoluje, X LIKE ’%text%’ ne[6].
Celé databáze obsahuje téměř 30 000 ebuildů a při větším možství dat v databázi se
začali vážně projevovat výkonostní problémy. Některé operace trvaly i několik desítek minut,
proto bylo nutné vytvořit kromě již existujích indexů na primárních klíčích několik dalších,
což mělo za následek několikanásobné zrychlení všech operací. Byli vytvořeny následující
indexy:
• depelements id idx – Index na identifikátoru (primárním klíči) závilosti. Při vyhod-
nocování závislostí se používá velice často.
• depelements ebuild id idx – Index je třeba vytvořit explicitně. Velice často se provádí
operace JOIN přes tabulku ebuild a depelement.
• depelement need uses depelement id idx – Index je třeba vytvořit explicitně. Velice
často se provádí operace JOIN přes tabulku uses a depelement.
• uses require depelement depelement id idx – Nutný pro rychle vyhledávání use pro-
měnných, které daný element závislosti vyžadují.
• ebuild id idx – Index se vytvoří implicitně. Primární klíč ebuildu figuruje téměř ve
všech netriviálních dotazech na ebuildy.
• ebuild program idx, ebuild category idx – index názvu kategorie a názvu program
ebuildu. Ebuildy jsou velmy často vyhledávány podle názvu kategorie a programu.
• ebuild has keywords ebuild id idx – Pro rychlejší vyhledávání klíčových slov ebuildu.
• files id idx – Vytvoří se implicitně. Používá se při všech operacích se soubory.
• files parent idx – Pro urychlení vyhledání souborů v adresáři.
• files name idx – Pro urychlení vyhledání souborů podle názvu.
• grp id idx – Index kategorie programů (primární klíč).
• program id idx – Index programů.
• uses id idx – Index use proměnných.
• uses name idx – Index jména use proměnných. Často se use proměnná vyhledává
podle jména.
Kurzory
U dotazů, které nevracejí žádná data (insert, delete, update) není nutné implicitně vytvářet
objekt Cursor (viz reference SQLite) a dotazy volat přímo z objektu Connection.
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5.8 Výkonostní testy
5.8.1 Srovnání s Portage
Aplikace byla srovnána s implementací Portage. Systém na které se provádělo srovnání
je běžně používaný obsahuje velké množství balíků. Výsledky jsou uvedeny v tabulce 5.1.
Z výsledků je patrné, že hlavně ve vyhledávacích operacích se projevily výhody databáze.




emerge -s gcc dependencies.py -S ”%gcc%”
6,5 2,9
emerge -s ^gcc” dependencies.py -S ”gcc%”
4,0 2,9
emerge -s ”gcc$” dependencies.py -S ”%gcc”
4,0 2,9
emerge -s ”^gcc$” dependencies -s gcc
4,0 2,8
vyhledání balíků pro ak-
tualizaci celého systému
emerge -pvuD world dependencies -wr
189,1 19,0
vyhledání balíků pro in-
stalaci
emerge -pv openoffice-bin dependencies -r -d openoffice-bin
15,0 15,2
Tabulka 5.1: Výkonostní srovnání aplikace s Portage
Seznam vyhledaných závislostí pro aktualizaci celého systému se u obou implementací
mírně liší. Je to způsoběno tím, že aplikace provádí pouze základní optimalizaci výběru
balíčků. Na druhou stranu Další iplementace se od Portage také v některých případech liší.
Zejména Paludis, který závislosti kontroluje dúkladněji. Portage také používá jiný algorit-
mus procházení stromem závislostí, proto také naměřené výsledky zpracování závislostí jsou
spíše informativní.
5.8.2 Měření výkonu souborového systému
Kopírování stromu
Kopírování probíhalo bez metadat, eclass, licencí a profilů. Kopírování souborů z disku na
souborový systém aplikace trvalo 31 minut, což je asi desetkrát pomalejší než kopírování
z disku na disk.
Práce s overlays
Porovnat časovou náročnost synchronizace celého stromu je značně náročné. Navíc výsledky
ovlivněje síťová propustnost. Synchronizace je povolona maximálně jednou denně s tím, že
při překročení může dojít k blokaci IP adresy na synchronizačním serveru. S tím jsem
se nesetkal, ale při více synchronizacích byly výsledky značně rozdílné a nelze je proto
považovat za reprezentativní, proto jsem se rozhodl výkon testovat na overlayích.
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Testování probíhalo tak, že se do prázdného adresáře s připojeným FUSE souborovým
systémem kopírovaly soubory a měřil se čas pomocí systémové utility time (viz man time).
Stejným způsobem se měřilo i mazaní souborů. Také se měřila doba synchronizace, jejíž
hodnoty však nejsou zcela průkazné z důvodu velkého vlivu rychlosti síťového připojení.
Veškeré naměřené hodnoty byly porovnány s hodnotami získanými na klasickém souborovém
systému (viz obrázek 5.2). Výkon samotného souborového systému byl ve všech případech
výrazně lepší. Testovací sestava byla použita stejná jako v předešlých měřeních.
testovací celkový celkový počet skupin pro- typ celkový čas
data počet počet ebuildů gra- operací čas referenčního
souborů adresářů mů souborovém
systému













Tato diplomová práce navazuje na stejnojmennou balakářskou práci. Cílem práce bylo ana-
lyzovat Portage, alternativní implementace a porovnat jejich vlastnosti a časovou náročnost
a na základě získaných informací vytvořit aplikaci, která implementuje strom Portage jako
souborový systém založený na relační databázi.
Nejdříve byl vysvětlen princip FUSE, která slouží k implementaci souborového systému
a stručně popsáno API její knihovny. Popsána byla také její objektová nadstavba pro jazyk
Python s ukázkami příkladů.
Dále bylo analyzováno úložiště Portage a způsob práce s balíčky. Podrobně byla také
rozebrána struktura balíčku (ebuildu). Důraz byl kladen zejména na závislosti balíčků. Zmí-
něny byly i další nástroje pro práci s Portage. Nakonec bylo provedeno vzájemné výkonostní
porovnání všech implementací a vybraných nástrojů.
Vzhledem ke zjištěným skutečnostem byl navržen datový model Portage, který byl pře-
veden na relační databázi tak, aby byla co nejvíce optimalizována pro rychlé vyhledávání
zejména závislostí balíků, ale zároveň aby byla též vhodná pro požadavky souborového
systému z důvodu zpětné kompatibility.
V další kapitole následoval popis implementace aplikace. Nejdříve byly vysvětleny dů-
vody pro použití jazyka Python, následně byla vybrána databáze a stručně popsána vhod-
nost jejího použití. Po implementaci souborového systému následovala implementace roz-
hraní pro rychlé vyhledávání v databázi. Vzhledem k nízkému výkonu byla aplikace použi-
telná pouze s omezeným množstvím dat a uložení celého stromu portage z více než 30tis.
ebuildy bylo z časových důvodů nemyslitelné. Proto bylo následně nutné přistoupit k opti-
malizacím. Optimalizace byly provedeny jak na aplikaci přidáním vyrovnávacích pamětí a
úpravou SQL dotazů, tak na samotné databázi drobnou úpravou jejího schématu a nasta-
vením některých jejich parametrů. Po těchto úpravách došlo k několikanásobnému zvýšení
propustnosti, takže uložení celého stromu Portage již byl možné.
Nakonec byly provedeny testy výkonu, kde vykázala mnohem vyšší rychlost při vyhledá-
vání balíčků než u původní implementace Portage. Provedeny byly také testy souborového
systému, kde byl výsledný výkon ve srovnání s klasickým souborovým systémem nižší.
Výhodou implementace je, že jediný platformě nezávislý soubor obsahuje celý strom
včetně metadat. Ten může být uložen v nějakém centrálním úložistí, a distribuován přes
síť nebo dokonce při použití plnohodnotného databázového serveru může být jedno úložiště
sdílené v počítačové síti mezi více stroji. Také vytvoření rozdílových aktualizací je velice
jednoduché. Stačí jediný aktualizační soubor s SQL příkazy.
Co se týče budoucího vývoje projektu, tak by bylo žádoucí odstranit závislost na Por-
tage API a nahradit ji vlastní implementací parsování ebuildů. Další možné zrychlení by
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mohla přínést implementace uložených databázových procedur (například v PL/SQL, . . . ).
Ebuildy by se tak parsovaly a zpracovávaly přímo v databázi při ukládání. Také by bylo
možné přidat podporu více vláken při generování metadat. Dále by bylo možné vylepšit
průchod grafem a optimalizovat tak vyhledávání závislostí. Také generování metadat je
dosti náročné. Mohlo by být také vytvořeno vlákno na pozadí, které by s nízkou prioritou
zpracovávalo soubory a vytvářelo metadata.
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• Příloha A – Obsah přiloženého CD
• Příloha B – SQL skript pro vytvoření databáze
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A Obsah přiloženého CD
• kořenový adresář – obsahuje soubor readme.txt
• adresář DIP – diplomová práce ve formátu pdf
• adresář src – soubory se zdrojovými kódy programu
• adresář doc – programová dokumentace v HTML formátu vygenerovaná pomocí Py-
Doc
• adresář sql – obsahuje soubor create database.sql se skriptem pro vytvoření da-
tabázových tabulet v databázi SQLite
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B SQL skript pro vytvoření databáze
CREATE TABLE depelements (















CREATE UNIQUE INDEX IF NOT EXISTS depelements_id_idx ON depelements(id);
CREATE INDEX IF NOT EXISTS depelements_ebuild_id_idx ON depelements(ebuild_id);
CREATE TABLE depelement_need_uses (
depelement_id INTEGER NOT NULL ,




CREATE INDEX IF NOT EXISTS depelement_need_uses_depelement_id_idx
ON depelement_need_uses(depelement_id);
CREATE TABLE uses_require_depelement (
use_id INTEGER NOT NULL ,




CREATE INDEX IF NOT EXISTS uses_require_depelement_use_id_idx
ON uses_require_depelement(use_id);
CREATE INDEX IF NOT EXISTS uses_require_depelement_depelement_id_idx
ON uses_require_depelement(depelement_id);
CREATE TABLE ebuild (















CREATE UNIQUE INDEX IF NOT EXISTS ebuild_id_idx ON ebuild(id);
CREATE INDEX IF NOT EXISTS ebuild_program_idx ON ebuild(program);
CREATE INDEX IF NOT EXISTS ebuild_category_idx ON ebuild(category);
CREATE TABLE ebuild_has_keywords (
ebuild_id INTEGER NOT NULL ,
keyword_id INTEGER NOT NULL );
CREATE INDEX IF NOT EXISTS ebuild_has_keywords_ebuild_id_idx
ON ebuild_has_keywords(ebuild_id);
CREATE INDEX IF NOT EXISTS ebuild_has_keywords_keyword_id_idx
ON ebuild_has_keywords(keyword_id);
CREATE TABLE ebuild_has_uses (
ebuild_id INTEGER NOT NULL ,
use_id INTEGER NOT NULL ,
sign_pre VARCHAR,
sign_post VARCHAR);
CREATE INDEX IF NOT EXISTS ebuild_has_uses_ebuild_id_idx
ON ebuild_has_uses(ebuild_id);
CREATE INDEX IF NOT EXISTS ebuild_has_uses_use_id_idx
ON ebuild_has_uses(use_id);
CREATE TABLE ebuild_inherit_eclass (
eclass_id INTEGER NOT NULL ,
ebuild_id INTEGER NOT NULL );
CREATE TABLE eclass (
id INTEGER PRIMARY KEY ,
name INTEGER );
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CREATE TABLE files (


















CREATE UNIQUE INDEX IF NOT EXISTS files_id_idx ON files(id);
CREATE INDEX IF NOT EXISTS files_parent_idx ON files(parent);
--CREATE INDEX IF NOT EXISTS files_name_idx ON files(name);
CREATE TABLE grp (
id INTEGER PRIMARY KEY ,
name VARCHAR );
CREATE UNIQUE INDEX IF NOT EXISTS grp_id_idx ON grps(id);
CREATE TABLE keywords (
id INTEGER PRIMARY KEY ,
name VARCHAR );
CREATE UNIQUE INDEX IF NOT EXISTS keywords_id_idx ON keywords(id);
CREATE TABLE program (
id INTEGER PRIMARY KEY ,
grp INTEGER ,
name VARCHAR );
CREATE UNIQUE INDEX IF NOT EXISTS program_id_idx ON program(id);
CREATE TABLE uses (





CREATE UNIQUE INDEX IF NOT EXISTS uses_id_idx ON uses(id);
CREATE UNIQUE INDEX IF NOT EXISTS uses_name_idx ON uses(name);
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CREATE TABLE virtuals (
ebuild INTEGER NOT NULL ,
provide INTEGER NOT NULL );
--fs root
insert into files VALUES (0, ’’, NULL, NULL, 16877, 0, 0, 0,
NULL, NULL, NULL, NULL, NULL, 1, 0, 0, 0);
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