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Abstract 
This paper presents a novel geostatistical approach in Web engineering that allows not only to evaluate but also to 
predict Web applications performance. The approach presented in this article can be used for two purposes: the first, 
to find (or forecast) which of the considered web servers are running web applications in the most efficient way and 
the second, to check (or forecast) if an evaluated web software meets given performance criteria. The first part of 
this paper briefly elucidates two geostatistical methods used in this research: the Turning Bands Method and 
Sequential Gaussian Simulation. The second part characterises the multiagent system MWING, a software solution 
that by conducting active measurements collects data necessary for analysing, evaluating and forecasting Web 
applications performance. The final part presents a case study of web performance prediction approaches proposed 
by the authors. 
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1. Introduction 
Software quality evaluation has always been one of the key issues in software engineering. Users have always 
been expecting the high efficiency of applications they use and in the era of ubiquitous social networks they have 
become even more demanding. This challenge finally resulted in the appearance of a need to perform forecasts of 
web applications performance. 
Web applications performance may be evaluated in two ways. The first, called stress testing, involves 
determining web applications robustness, availability and reliability under extreme conditions; the other, which we 
use in this paper, is called normal load testing and it consists in analyzing as well as forecasting applications 
behavior in the normal (not extreme) circumstances. 
Turning Bands Method (TB) and Sequential Gaussian Simulation (SGS) are geostatistical approaches for making 
spatio-temporal analyses and forecasts. What distinguishes them from different methods is the fact that they 
simultaneously take into account both aspects of web applications performance forecasting: spatial and temporal 
aspect. The first aspect consists in an estimation of application performance on unknown network servers using data 
collected for their neighbors, while the temporal aspect means making application performance forecasts for 
different time horizons by analyzing history-based applications performance. More information about TB and SGS 
approaches may be found in1, 2, 3. 
2. Data Collection Methodology 
The performance of web applications running on a web server may be evaluated employing different measures 
and quality indicators. Overall, the acquisition of data, which represent the current performance of the application on 
the web server is a tough task, especially if we are not the owner of the server or application. The situation is getting 
worse because of this, that in the case of Web-based systems, their performance depends on so many factors and 
adoption of a single measure of return is difficult. Therefore, for the purpose of this research, the performance of 
evaluated applications is represented by the time needed to obtain a resource from that server by a specific client. 
Namely, it may be said that this quality indicator is perceived from the perspective of a given client towards an 
evaluated web server. Measurements of this quality indicator are made using the Multiagent Internet Measurement 
System – MWING (Fig. 1.).  
Fig. 1. MWING in global Internet. 
 
This system developed in our laboratory consists of many distributed throughout the world computers (called 
agents) equipped with measurement software. The main task of all agents is to measure times needed to get the same 
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web resource (a file) using Hypertext Transfer Protocol (HTTP) from servers chosen for evaluation. The agents 
monitor the same group of web servers simultaneously. We selected arbitrarily such a resource taking into account 
its size which cannot be either too large (otherwise transmission might excessively burden servers running evaluated 
web applications) or too small (measured download times must be greater than possible measurement error). This 
resource should be available on target servers. To satisfy these conditions, the text document rfc1945.txt (size: 
137,582 bytes) was selected. More information about MWING may be found in4, 5, 6. 
For this research, only the data collected three times a day (at 06:00 am, 12:00 pm and 06:00 pm) between 1 
November 2012 and 30 November 2012 by Wrocáaw agent are used. 
3. Sequential Gaussian Simulation and Turning Bands Method 
The Turning Bands method reduces given multi-dimensional simulation ܴ௡  with covariance ܥሺ݄ሻ  to ܰ  one-
dimensional realisations of that simulation with unidimensional covariances ܥఏ೔ǡ ݅ א ሾͳǡ ܰሿ . Covariance ܥሺ݄ሻ  is 
deduced from the approximated theoretical model of variogram, ߛሺ݄ሻ (where h is a vector linking any two points x 
and x + h), by the following formula: ܥሺ݄ሻ ൌ ܥሺܱሻ െ ߛሺ݄ሻǤ The first use of the TB method for the purpose of the 
simulation was introduced by Matheron8, 9. One of the major advantages of TB is the fact that this method requires 
a small amount of input data to be successfully carried out. For instance, for the purpose of this research, only pieces 
of information such as resource download times, measurements timestamps and geographical locations of servers are 
necessary to made web applications performance evaluation and forecasts.  
 
     The Sequential Gaussian Simulation is used to simulate sequentially a multivariate Gaussian field. The sequential 
approach is the most straightforward method for simulating a multivariate Gaussian field. The simulated value Zs is 
obtained as follows: 
 
Zs = Zk + VkU, 
 
where: 
Zk - is the simple kriging estimate, 
Vk - the attached standard deviation, 
U - a random normal function. 
 
It is assumed that for all web applications’ performance forecast and analyses made in this paper, the number 
of dimensions ݊ ൌ ͵  (these are longitude, latitude and time) and the number of independent one-dimensional 
realisations of a given simulation ܰ ൌ ͳͲͲ. 
For better understanding both of methods, the two working flows are presented by block schemes. On the first 
block diagram (in fig. 2) which described TB method it is started from uploading the history of database with 
calculated model of variogram, anamorphosis model and created elementary 3D grid. Next step is setup of 
parameters such as: simulation type and kind of neighbourhood, and also TB bands, simulation realization and 
random generator parameters. After forecast, if data were in logarithmic scale then are transformed back to the 
original values. Next step is analyzing of results with using as example raster maps and statistics parameters. The 
main difference in approach to model of forecast between TB and SGS method in working flows is different choice 
of neighbourhood, because in SGS mainly it could be use sequential type. In second block diagram (fig. 3) there is 
no possibility to use TB bands which is characteristic only for TB method.
Nonetheless, the most significant advantage of using either TB or SGS is the fact that they simultaneously deal 
with both aspects of web applications performance evaluation: spatial and temporal. The first aspect means that the 
assessment is carried out not only for the considered web servers (for which the historical data is known) but for the 
whole examined area; the latter means that evaluation is made for the whole considered time horizon. 
More information about conditional simulations may be found in11. 
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Fig. 2. Block diagram of TB method. 
 
 
Fig. 3. Block diagram of SGS method. 
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4. Data Analysis 
Table 1 presents basic statistics of web applications’ performance that have been running on considered servers. 
The largest span of data occurs at 06:00 am where the difference between the minimum and the maximum value 
equals 15.08 seconds. The highest applications’ performance is observed in the case of 06:00 am. This can be easily 
explained; namely, this is a time when most of companies/schools are closed, so less network traffic is generated and 
evaluated applications can perform more efficiently. 
High values of standard deviation and variability coefficient indicate considerable variability of the examined 
process. TB and SGS, however, require a histogram of input data to be as similar as possible to that of a normal 
distribution. Therefore, for every considered hour logarithmic values of download times are calculated. These 
calculations allow to achieve a histogram of input data more similar to the histogram of a normal distribution. 
 
Table 1. Basic statistics of download times from evaluated European servers; measurements taken  
between 1 November 2012 and 30 November 2012. 
 
Min. 
value 
ܺ௠௜௡ 
[s] 
Max. 
value 
ܺ௠௔௫ 
[s] 
Average 
value 
ܺ [s] 
Standard 
deviation 
ܵ [s] 
Variability 
coeff. 
ܸ [%] 
Skewness 
coeff. 
ܩ 
Kurtosis 
coeff. 
ܭ 
06:00 am 0.13 15.21 1.48 1.73 116.89 2.38 13.39 
12:00 pm 0.10 5.47 1.45 1.54 106.21 1.37 3.41 
06:00 pm 0.11 5.49 1.40 1.53 109.29 1.44 3.55 
 
Calculation of Gaussian Anamorphosis is the first step in the structural analysis of data. For the research 
presented in this paper, the inversion model and 100 Hermite polynomials are used. 
 
 
Fig. 4. Directional experimental variograms calculated along the time axis for 06:00 am (a) and 06:00 pm (b). 
 
Modelling of a theoretical variogram function is the next step in structural data analysis. Directional experimental 
variograms are calculated along the time axis (for ͻͲ௢direction) for every considered hour. Subsequently, these 
experimental variograms are approximated by theoretical variogram models consisting of nugget effect and K Bessel 
(for 06:00 am and 12:00 pm), and nugget effect and J Bessel (for 06:00 pm). Figure 4 illustrates approximated 
experimental variograms of web applications performance for 06:00 am (a) and 06:00 pm (b). 
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5. Web Applications Performance Evaluation and Forecast: The Case Study 
Table 2 presents global statistics for four-day forecasts of web applications performance made using TB and SGS. 
Based on the obtained results, it can be stated that the lowest performance is observed at 12:00 pm when the average 
time needed to get resource from evaluated servers equals 1.46 sec. and 1.35 sec. for TB and SGS respectively. 
Table 3 presents average relative forecast errors for all considered hours. Based on the conducted research, it may be 
said that in general the results obtained using SGS are slightly better than those obtained using TB. 
       Table 1. Average relative forecast errors of applications performance 
       forecasts for both methods and every considered hour. 
Hour 
Method 
06:00 am 12:00 pm 06:00 pm 
TB 35.07% 29.68% 33.36% 
SGS 33.98% 29.41% 31.92% 
 
Figure 5 presents actual and forecasted web application performance at 12:00 pm. calculated using TB for the 
server located in Bergen, Norway. Some regularity may be observed in both actual and forecasted data. Average 
relative forecast error for this server at 12:00 pm equals 15.4%. 
 
Fig. 5. Actual and forecasted web applications performance for Bergen's server calculated using TB. 
 
The sample web applications performance forecast (for December 2, 2012, at 12:00 pm) is shown in figure 6. 
Crosses shown on the map represent examined web servers which have been running the evaluated application; 
the size of each cross corresponds to the actual application performance on the server it represents – the larger the 
cross, the lower the actual performance. The minimum performance during that time can be observed for Porto, 
Portugal. 
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Fig. 6. Forecasted web applications performance calculated using TB on 1 November 2012 at 12:00 pm. 
 
The possibility to generate correct raster maps (i.e. generated for all the locations in the considered area) for all 
examined hours demonstrates the valid use of geostatistical methods in spatio-temporal analysing and forecasting of 
web applications performance. Despite high variability of input data, it can be said that the obtained results are quite 
promising, especially when average relative forecast errors for all evaluated hours are approximately equal 30%. 
What is more, these errors prove to be perfectly satisfactory for a few servers; for instance, forecast errors for servers 
in Bergen and Brussels equal 15.4% and 9.51% respectively. Finally, the lowest performance of evaluated web 
applications might be observed at 12:00 pm where average value and variance are the highest and equal 1.46, 2.24 
and 1.32, 0.64 for TB and SGS respectively. 
6. Related Work 
We consider web performance in the context of data transfer throughput measured at HTTP protocol layer. We 
want to have a prediction of future end-to-end path general web characteristics in a long-time scale forecasted 
between the particular web client and a target web server. Time-of-day and day-of-week may mainly explain the 
variability in the data throughput. 
Current research studies consider different approaches to predicting of time completion of files transferred over 
the Internet. Among various approaches, we can distinguish two basic methods, that is the methods based on the 
knowledge of the history of past downloads to forecast further downloads, and methods using some analytical 
formula which is a model for estimating the completion file transfer time. In this paper, we study history-based 
predictions that are famous due their good acceptance within the community (admins and users). They are 
conceptually straightforward and generally more accurate than formula-based methods12. They typically use some 
standard time series predictions based on throughput measurements obtained from previous data transfers. There are 
several ways of processing collected measurements to determine prognosis. The simplest methods use different 
moving average based calculations, for example, Moving Average (MA), Exponential Weighted Moving Average 
(EWMA), Arithmetically Weighted Moving Average(AWMA)13. More advanced forecasts, use machine learning 
approaches such as Support Vector Regression (SVR) which showed good empirical performance and accuracy in 
many domains, including data throughput prediction14. Also to be considered two views on obtained result, first is 
classification-based, the second - regression-based. Classification predicts a class from the set of available and 
previously defined classes. Classes are identified and known before mining. We introduced the new data mining 
driven performance prediction approach called the Web Performance Mining (WPM)15. In WPM, the classification 
algorithm targets classes which are earlier discovered by clustering collected measurement records into clusters; 
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each combining records satisfying particular characteristics. We use clustering to define classes. The next issue is the 
use of methods of processing of their data. Regression is similar to classification except for the type of the predicted 
value. In regression, we can predict a numeric value. The predicted data in regression based mining may have values 
which are not included in data value set used to build the prediction model. Moreover, the regression algorithm can 
determine the input variables that are most relevant in the prediction. In this regression world, we opened with a 
good result the application of the multivariate Transform Regression (TR) algorithm to data throughput prediction12. 
We examined it against to MA, EWMA, AWMA algorithms and the transform regression produced the lowest 
prediction error an average. 
A new look at the internet performance prediction problem is presented in this paper as well as in our previous 
works employing spatio-temporal approach with methods based on spatial regression and geostatistics. In research of 
spatial data, the analysis can be driven with the model-driven approach and the data-driven approach. The spatial 
econometric methods use the model-driven approach where the critical issue is to take appropriate model which will 
take into account relationship between servers with using spatial autocorrelation. Therefore, we may have some 
limitation in predictions, as we could make it iteratively, only one step ahead (in our case one day). Three spatial 
regression models have been studied showing this problem: Classical Regression Model (CRM), Spatial Lag Model 
(SLM) and Spatial Error Model (SEM) in our latest work16. Geostatistics uses the data-driven approach where the 
search ellipsoid is used to consider neighbourhood of a given web server1, 2, 3. 
7. Conclusions 
This paper present TB and SGS as approaches for making evaluation of web applications performance. The 
presented herein innovative and theoretical approach may be helpful in analysing and forecasting web applications 
performance. In the future, this approach may turn out to be essential for service providers and enable them to make 
spatio-temporal analyses and forecasts of the web applications they provide; it may prove to be true especially in 
case of CDN-based (Content Delivery Network) software where one has to deal with temporal and spatial aspects of 
such applications. 
Both methods presented in this paper may also be used to compare web applications performance during different 
time of a day, or to find, for instance, which of the considered web servers are running web applications in the most 
efficient way, as well as to check (or forecast) if an evaluated web software meets given performance criteria.  
Nevertheless, sometimes calculated average relative forecast error turned out to be unacceptable for a few web 
servers, so there is still a need for improvement. Therefore, in the future research, the authors would like to focus on 
implementing the new measurement system that will collect data in a way that enables making spatio-temporal 
analyses and forecasts for different scenarios, varying in the length of time horizons, the number of evaluated web 
servers and the size of considered area. 
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