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18. Equazioni alle derivate parziali
Le equazioni della meccanica dei continui sono equazioni alle derivate parziali non lineari.
Di queste prenderemo in considerazione solo le equazioni lineari piu` rappresentative che
sono la equazione delle onde, la equazione di diffusione e la equazione di Poisson per
considerare i metodi di discretizzazione che consentono di darne soluzioni approssimate.
La equazione delle onde in una dimensione si scrive
∂2u
∂t2
− c2 ∂
2u
∂x2
= 0
e va risolta assegnando le condizioni iniziali u(x, 0), ux(x, 0) e eventuali condizioni al con-
torno. Questa descrive la propagazione di onde progressive e regressive laddove la equazione
del primo ordine detta di avvezione
∂u
∂t
+ c
∂u
∂x
= 0
descrive la propagazione di sole onde progressive. Se nella prima equazione imponiamo
che la soluzione si annulli agli estremi dell’intervallo [0, L] su cui x varia si trovano invece
onde stazionarie. La equazione di diffusione descrive sia l’andamento di un campo come la
temperatura nei processi termici sia la propagazione della densita` di probabilita` associata
ad equazioni stocastiche come quella di Langevin.
∂u
∂t
= D
∂2u
∂x2
Infine l’equazione per l’equilibrio in un mezzo elastico o per il potenziale generato da una
distribuzione di carica e` quella di Poisson che si scrive
∂2u
∂x2
+
∂2u
∂y2
= −f(x, y)
Le equazioni del primo ordine, come la equazione di avvezione, si risolvono con il metodo
delle caratteristiche. Queste sono traiettorie, che soddisfano equazioni differenziali ordi-
narie, lungo cui un segnale si propaga. Un esempio significativo e` la equazione Hamilton-
Jacobi
∂S
∂t
+
1
2m
(
∂S
∂x
)2
+ V (x, t) = 0
le cui caratteristiche sono le traiettorie di un punto, che si muove sotto l’azione di un
potenziale V , e che soddisfano le equazioni di Hamilton. In questo caso la soluzione
S(x, x0, t) e` la generatrice di una trasformazione canonica (x, p)→ (x0, p0) che fa passare
dalle coordinate del punto al tempo t alla coordinate iniziali. Ad una equazione del primo
ordine, detta iconale, si riconduce la equazione delle onde nel limite di alte frequenze.
Questa equazione, le cui caratteristiche sono i raggi luminosi, soluzione di equazioni di
Hamilton, e` la base dell’ottica geometrica.
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Classificazione delle equazioni del secondo ordine
La forma piu` generale di una equazione del secondo ordine in due dimensioni e` data da
A
∂2u
∂x2
+ 2B
∂2u
∂x∂y
+ C
∂2u
∂y2
= F ≡ a∂u
∂x
+ a
∂u
∂y
+ c
La classificazione della equazione dipende dai coefficienti A,B,C. Si considera la conica
corrispondente definita da
Ax2 + 2Bxy + Cy2 = ax+ by + c
i cui asintoti gli asintoti si ottengono ponendo y = mx e mandando x→∞
C m2 + 2Bm+ A = 0
La conica e` una iperbole se le soluzioni sono reali, una ellisse se sono complesse coniugate,
una parabola se una soluzione e` nulla.

B2 −AC < 0 ellisse
B2 −AC = 0 parabola
B2 −AC > 0 iperbole
Per portare gli assi coordinati a coincidere con gli assi della conica dobbiamo effettuare
una rotazione definita dalla matrice ortogonale R dove ossia passare ad un nuovo sistema
di coordinate X, Y . Detto x = (x, y) e X = (X, Y ) la matrice di rotazione e` quella che
diagonalizza la matrice associata alla forma quadratica
L =
(
A B
B C
)
= RΛRT Λ =
(
λ1 0
0 λ2
)
x = RX X = RTx
Gli autovalori di M , soluzione della equazione
λ2 − λ(A+ C) + AC −B2 = 0
sono reali poich’e il discriminante (A−C)2+4B2 e` positivo essendo la matrice simmetrica.
Quindi se B2 − AC < 0 il prodotto degli autovalori λ1λ2 e` positivo e si ha una ellisse, se
B2−AC < 0 il prodotto degli autovalori positivo e si ha una iperbole, se B2−AC = 0 un
autovalore e` nullo e si ha una parabola. Nelle coordinate in cui la matrice M e` diagonale
la equazione diventa
X · ΛX = RTb ·X+ c = 2ΛX0 ·X+ c
dove abbiamo posto X0 = (2Λ)
−1 RTb supponendo che gli autovalori siano diversi da zero.
Quindi la equazione della conica diventa
λ1(X −X0)2 + λ2(Y − Y0)2 = E E = c+ λ1X20 + λ2Y 20
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ed e` una ellisse se λ1λ2 > 0, una iperbole se λ1λ2 < 0 con il centro in (X0, Y0) e gli
assi paralleli agli assi coordinati. Se un autovalore e` nullo λ2 = 0 poniamo R
Tb · X =
2λ1XX0 + βY
λ1(X −X0)2 = βY + c+ λ1X20 = β(Y − Y0)
dove abbiamo definito Y0 = −β−1 (c + λ1X20 ), e la equazione risulta essere quella di una
parabola.
Riscriviamo la equazione alle derivate parziali nelle coordinate X
Lij
∂
∂xi
∂u
∂xj
= Lij
∂
∂Xk
∂u
∂Xℓ
∂Xk
∂xi
∂Xℓ
∂xj
= LijR
T
k iR
T
ℓ j
∂
∂Xk
∂u
∂Xℓ
=
= (RTLR)k ℓ
∂
∂Xk
∂u
∂Xℓ
= λk
∂
∂Xk
∂u
∂Xk
= F
Se supponendo che sia λ1 > 0 ridefiniamo x = X/
√
λ1 e y = Y/
√|λ2| nel caso in cui
λ2 6= 0 le la forma canonica per le equazioni del secondo ordine e` la seguente
• Equazione ellittica ∂
2u
∂x2
+
∂2u
∂x2
= F
• Equazione parabolica ∂
2u
∂x2
= F
• Equazione iperbolica ∂
2u
∂x2
− ∂
2u
∂y2
= F
dove F contiene solo le derivate prime. La soluzione di queste equazioni va ricercata
all’interno di un dominio nello spazio delle configurazioni sulla cui frontiera si assegna il
valore della del campo u, della sua derivata prima o di una loro combinazione lineare. Per
la equazione delle onde e di diffusione vanno assegnate anche le condizioni iniziali in quanto
si tratta di equazioni di evoluzione.
Se abbiamo un sistema di equazioni del primo ordine
∂ui
∂t
+Mik
∂ui
∂t
= 0
e se a matrice M ha autovalori tutti reali il sistema si dice iperbolico. Se U la matrice
degli autovettori si ha M = UCU−1 dove C = diag(c1, . . . , cd) e` la matrice diagonale degli
autovalori e introdotta la trasformazione w = U−1x le equazioni diventano
∂wi
∂t
+ ci
∂wi
∂x
= 0
Dato il sistema ∂u1/∂t + c∂u2/∂x = 0 e ∂u2/∂t + c∂u1/∂x = 0 come per Maxwell, gli
autovalori sono c1 = c e c2 = −c da cui segue w1 = u1 + u2 e w2 = u1 − u2. In questo
caso ciascuna componente soddisfa ad una equazione del secondo ordine iperbolica che e`
la equazione delle onde.
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Differenze finite
Per approssimare la equazione delle onde, di diffusione o di Poisson, nel caso in cui la
velocita` c, il coefficiente di diffusione D o la densita` di carica siano funzioni note delle
coordinate, discretizziamo le derivate spaziali e temporali ottenendo schemi alle differenze
finite. Per la equazione delle onde o di diffusione e` possibile discretizzare solo le derivate
spaziali applicando ai sistemi di equazioni differenziali nel tempo che ne derivano gli schemi
precedentemente sviluppati.
Assumiamo che la coordinata x sia definita in [0, L] e discretizziamo l’intervallo scegliendovi
una successione di punti equispaziati
xj = j h h =
L
N + 1
j = 0, . . . , N + 1
Tipicamente si sostituisce una derivata con una differenza del valore della funzione in
due punti di griglia. La derivata rispetto a x puo` essere approssimata con una differenza
semplice
f(x+ h) − f(x)
h
= f ′(x) +O(h)
oppure con una differenza centrata
f(x+ h)− f(x− h)
2h
= f ′(x) +O(h2)
Detti quindi fj = f(xj) i valori della funzione nei punti di griglia indichiamo con f
′
j =
f ′(xj) le derivate esatte e con (f
′
j)A le corrispondenti approssimazioni in questi punti, siano
esse differenze semplici
(fj)A =
fj+1 − fj
h
oppure (fj)A =
fj − fj−1
h
o differenze centrate.
(fj)A =
fj+1 − fj−1
2h
La derivata seconda e` approssimata da una differenza seconda
f(x+ h) − 2f(x) + f(x− h)
2h
= f ′′(x) +O(h2)
e indicheremo con f ′′j = f
′′(xj) le derivate esatte e con (f
′′
j )A le corrispondenti differenze
seconde nei punti di griglia
(f ′′j )A =
fj+1 − 2fj + fj−1
h2
L’errore commesso passando dalla derivata alla differenza finita dipende dalla natura della
funzione e, per un dato ordine, risulta piccolo se questa varia lentamente, grande se varia
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rapidamente. Una valutazione piu` precisa si puo` fornire quando la funzione f(x) e` periodica
perche´ in questo caso f(x) puo` essere espressa tramite lo sviluppo di Fourier, mentre i suoi
valori fj sui punti di griglia possono essere rappresentati mediante lo sviluppo di Fourier
discreto. Questa analisi e` stata introdotta da Von Neumann.
Sviluppo di Fourier
Se f(x) e` una funzione periodica con periodo L scriviamo il suo sviluppo di Fourier
f(x) =
+∞∑
k=−∞
e2πikx/L fˆk fˆk =
1
L
∫ L
0
f(x) e−2π ik x/Ldx
dove k varia tra −∞ e +∞.
Ad ogni funzione f(x) definita su R possiamo associare una funzione periodica fT(x) di
periodo L. Tale funzione e` definita sul toro T inteso come l’intervallo [0, L] con gli estremi
identificati ed e` quindi rappresentata da
fT(x) =
+∞∑
n=−∞
f(x+ nL) =
+∞∑
−∞
fˆk e
2π i k x/L
I suoi coefficienti di Fourier sono dati da
fˆk =
1
L
+∞∑
k=−∞
∫ L
0
f(x+ nL) e−2π ik x/L dx =
1
L
+∞∑
−∞
∫ (n+1)L
nL
f(x) e−2π ik x/L dx
Ricordando che la trasformata di Fourier di f(x) e` data da
fˆ(κ) =
∫ +∞
−∞
e−2π i κ x f(x) dx f(x) =
∫ +∞
−∞
e2π i κ x fˆ(κ) dκ
possiamo riesprimere i coefficienti di Fourier di fT(x) nella forma
fˆk =
1
L
∫ +∞
−∞
e−2π i k x/L f(x) dx =
1
L
fˆ
(
k
L
)
Quindi per L = 1 i coefficienti di Fourier di fT(x) sono sono dati della trasformata di
Fourier di f(x) valutata per k intero.
Analisi di Fourier discreta
Se f(x) e` nota nota nei punti xj = jh e se f(x) e` periodica ne segue che
fj+N+1 = f(xj + L) = f(xj) = fj
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Quindi la successione fj e` periodica con periodo N + 1. In questo caso si introducono i
coefficienti
f˜k =
1
N + 1
N∑
j=0
e−2π ik xj/L fj
e si prova che per ogni k0 intero si ha
k0+N∑
k=k0
f˜k e
2π ik xℓ/L =
1
N + 1
N∑
j=0
fj
k0+N∑
k=k0
e2π ik (xℓ−xj)/L =
N∑
j=0
fj δj,ℓ = fℓ
Si e` fatto uso della relazione di ortogonalita` osservando che per ℓ 6= j
1
N + 1
k0+N∑
k=k0
e2πi k(xj−xℓ)/L =
e2πi k0(xj−xℓ)/L
N + 1
N∑
k=0
(
e2π i (xj−xℓ)/L
)k
=
=
e2πi k0(xj−xℓ)/L
N + 1
1− e2π i (N+1) (xj−xℓ)/L
1− e2π i (xj−xℓ)/L = 0
dato che (N + 1) (xj − xℓ)/L = j − ℓ, mentre se j = ℓ la somma vale 1.
Se fj sono reali si ha che f˜−k = f˜
∗
k e quindi per riesprimere fj come una somma sugli fk
che sia manifestamente reale conviene scegliere k0 = −N/2 con N pari nel qual caso si ha
fj =
N/2∑
k=−N/2
f˜k e
2πi k xj/L
Si noti che in generale i coefficienti della trasformata di Fourier discreta f˜k differiscono
da quelli della trasformata di Fourier fˆk, poiche´ quest’ultima ha infinite componenti nel
caso generale ed abbiamo imposto che f(xj) = fj. Tuttavia se la fˆk = 0 per |k| > N/2
allora risulta le componenti della trasformata di Fourier discreta sono le stesse f˜k = fˆk. In
generale data una funzione F (x) possiamo scrivere
F (x) = f(x)+ r(x) f(x) =
N/2∑
k−N/2
fˆk e
2π i k x/L r(x) =
∑
|k|>N/2
fˆk e
2π i k x/L
dove fˆk sono i coefficienti di Fourier di F (x). Definendo fj = f(xj) notiamo che i coefficienti
della trasformata di Fourier discreta di f(x) sono fˆk uguali ai coefficienti di Fourier di F (x)
per |k| ≤ N/2. Possiamo quindi confrontare le derivate di F (x) con quelle di f(x) nei vari
schemi di differenze finite. L’errore |r(xj)| nel valutare f(xj) anziche´ F (xj) sui punti di
griglia se F ∈ Cp e` stimato da
|F (xj)− f(xj)| ≤ 2
∞∑
k=N/2
|fˆk| ≤ 2α
∞∑
k=N/2
1
k p
≤ 2α
(
2
N
)p−1
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poiche´ |fˆk| ≤ α|k|−p. In un punto di griglia confrontiamo la derivata F ′(xj) con f ′j = f ′(xj)
e con la derivata (f ′j)A calcolata come differenza finita, che puo` essere valutata tramite lo
sviluppo di Fourier.
|F ′(xj)− (f ′j)A| ≤ |r′(xj)|+ |f ′j − (f ′j)A| ≤
4π α
L
(
2
N
)p−2
+ |f ′j − (f ′j)A|
Quindi l’errore della derivata finita rispetto a F ′(xj) e` maggiore di quello rispetto a f
′(xj)
ma per un termine che si annulla rapidamente con N se la funzione e` sufficientemente
regolare.
Valutazione dell’errore
L’errore di una differenza finita rispetto ad una derivata si valuta facilmente se la funzione
f(x) sia periodica di periodo L. Comunque in generale ad una f(x) non periodica possiamo
sempre associare una funzione fT(x), definita in [0, L] ove coincide con f(x) e che sia
periodica di periodo L. Consideriamo prima il caso in cui la funzione abbia una singola
componente di Fourier f(x) = e2π i k x/L. Le derivate prime e seconde nei punti di griglia
sono
f ′j = i 2π
k
L
fj = i
φ
h
fj f
′′
j = −4 π2
k2
L2
fj = −
(
φ
h
)2
fj
dove abbiamo interodotto la fase φ definita da
φ(k) = 2π k
h
L
= 2π
k
N + 1
tramite la quale possiamo riscrivere
f ′j = i
φ
h
fj f
′′
j = −
φ2
h2
fj
Le corrispondenti differenze finite semplici sui punti di griglia assumono la forma
(f ′j)A =
fj+1 − fj
h
=
eiφ − 1
h
fj = 2i
ei φ/2 sin(φ/2)
h
fj =
(
eiφ/2
sin(φ/2)
φ/2
)
f ′j
oppure da
(f ′j)A =
fj − fj−1
h
=
1− e−iφ
h
fj = 2i
e−i φ/2 sin(φ/2)
h
fj =
(
e−iφ/2
sin(φ/2)
φ/2
)
f ′j
Per la differenza centrata si trova
(f ′j)A =
fj+1 − fj−1
2h
=
eiφ − e−iφ
2h
fj = i
sinφ
h
fj =
(
sin(φ)
φ
)
f ′j
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I termini tra parentesi danno il rapporto nel punto xj tra la derivata approssimata e la
derivata esatta. L’errore e` di ordine φ nella differenza semplice di ordine φ2 nella differenza
centrata.
Per la differenza seconda si ha
(f ′′j )A =
fj+1 − 2fj + fj−1
h2
=
eiφ − 2 + e−iφ
2h
fj = −4 sin
2(φ/2)
h2
fj =
(
sin(φ/2)
φ/2
)2
f ′′j
Anche in questo caso i termini tra parantesi danno il rapporto tra (f ′′j )A e f
′′
j . Notiamo
che quando k varia tra 0 e N la fase φ varia tra tra 0 e πN/(N + 1). Per una generica
funzione f(x) le differenze prime e seconde si calcolano tramite lo sviluppo di Fourier
discreto usando le formule scritte sopra. Ad esempio la differenza seconda diventa
(f ′′j )A = −
N/2∑
k=−N/2
(
sin(φ(k)/2)
φ(k)/2
)2
fˆk
(
2πk
L
)2
e2π i kxj/L
Per |k| ≪ N i termini che entrano nella somma sono vicini a quelli dello sviluppo di Fourier
per f ′′j . Quando |k| si avvicina a N/2 la discrepanza e` significativa e la differenza finita
approssima a bene la derivata solo se i coefficienti di Fourier decrescono rapidamente ossia
se la funzione non presenta oscillazioni rapide.
Differenze compatte
Schemi alle differenze di ordine quattro si ottengono a usando quattro punti di griglia
anziche´ due
(fj)A = a
fj+1 − fj−1
2h
+ b
fj+2 − fj−2
4h
I coefficienti a e b si determinano imponendo che
(f ′j)A = (a+ b)f
′
j +
h2
6
f ′′′ (a+ 4b) + O(h4) = f ′j +O(h
4)
condizione soddisfatta per a = 4/3 e b = −1/3. In questo caso per una funzione con una
singola componente di Fourier f(x) = e2π i k x/L si trova che
(f ′j)A =
(
4
3
sinφ
φ
− 1
3
sin 2φ
2φ
)
f ′j
Uno schema alternativo, noto come differenze compatte, e` quello che dipende da tutti i
valori assunti da f(x) su tutti i punti di griglia anziche´ soltanto sui punti adiacenti a xj ,
punto in cui la differenza finita viene calcolata. La differenza compatta esatta fino ad
un ordine 6 al massimo si ottiene risolvendo il seguente sistema lineare la cui matrice dei
coefficienti e` tridiagonale.
α(f ′j−1)A + (f
′
j)A + α(f
′
j+1)A = a
fj+1 − fj−1
2h
+ b
fj+2 − fj−2
4h
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Se α = 0 esso si riduce allo schema precedente. Per α 6= 0 abbiamo ancora uno schema di
ordine 4 ma esiste un valore di α specifico per cui lo schema e` di ordine 6. Per determinare
i coefficienti si impone che f ′j±1 e (f
′
j±1)A abbiano, rispetto al punto xj , lo stesso sviluppo
di Taylor fino all’ordine 5
(f ′j±1)A = f
′
j ± f ′′j h+ f (3)j
h2
2
± f (4)j
h3
6
+ f
(5)
j
h4
24
± f (6)j
h5
120
+O(h6)
Andando a sostituire si trova
(1+2α)f ′j+h
2αf
(3)
j +
h4
12
αf (5)+O(h6) = (a+b)f ′j+
h2
6
(a+4b) f
(3)
j +
h4
120
(a+16b)f
(5)
j +O(h
6)
Imponendo che la uguaglianza valga a meno di un resto di ordine 6 si trova
a+ b = 1 + 2α a+ 4b = 6α a+ 16b = 10α
Dalle prime due relazioni si ricave a e b in funzione di α
a =
2
3
(2 + α) b =
1
3
(4α− 1)
Imponendo che anche la terza relazione si soddisfatta si determina anche α = 1/3 e questo
caso la differenza compatta diventa di ordine 6. Se scegliamo f(x) = e2π i kx/L troviamo
che
(f ′j)A =

 a
sinφ
φ
+ b
sin 2φ
2φ
1 + 2α cosφ

 i φ
h
fj
e anche in questo caso il termine tra parentesi e` il rapporto tra (f ′j)A e f
′
j = fj iφ/h.
Per approssimare la derivata seconda gli schemi alle differenze compatte accurati fino
all’ordine 6 si ottengono da
α(f ′′j−1)A + (f
′′
j )A + α(f
′′
j+1)A = a
fj+1 − 2fj + fj−1
h2
+ b
fj+2 − 2fj + fj−2
4h2
Sviluppando lato destro e sinistro ed imponendo che coincidano fino all’ordine h2 si ottiene
a+ b = 1 + 2α a+ 4b = 12α
che determina a e b in funzione di α
a =
4
3
(1− α) b = 1
3
(10α− 1)
Essendo nello sviluppo nulli tutti i termini dispari in h lo schema e` di ordine 4. Sviluppando
fino all’ordine h4 ambo i membri si trova la condizione a+ 16b = 30α che, tenendo conto
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delle espressioni trovate per a e b, determina α = 2/11, valore per il quale lo schema
diventa di ordine 6. Se scegliamo f(x) = e2π i kx/L si ha
(f ′′j )A = −

4a sin2 φ2 + b sin2 φ
φ2(1 + 2α cosφ)

 φ2
h2
fj
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Figura 18.1 Errore nella differenza finita (f ′j)A che approssima (f
′
j) espresso dal loro rapporto (f
′
j)A/f
′
j
come funzione di φ=2π k h/L=2π k/N. Lato sinistro: errore espresso da Ψ(φ) nella differenza centrata di
ordine 2 (linea blu), differenza centrata di ordine 4 (linea verde), differenza compatta con α=1/4 (linea
viola), differenza compatta con α=1/3 che risulta di ordine 6 (linea rossa). Lato destro: Errore nella
differenza finita (f ′′j )A che approssima (f
′′
j ) espresso dal loro rapporto (f
′′
j )A/f
′′
j come funzione di φ.
Differenza centrata di ordine 2 (linea blu), differenza centrata di ordine 4 (linea verde), differenza compatta
con α=1/8 (linea viola), differenza compatta con α=2/11 che risulta di ordine 6 (linea rossa)
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Equazioni ellittiche
Scegliamo il sistema di coordinate in cui la equazione assume la forma canonica e consid-
eriamo il caso unidimensionale scrivendo la equazione nella forma.
d
dx
(
p(x)
du
dx
)
= −f(x)
Questa equazione determina configurazione di equilibrio per un mezzo elastico soggetto ad
uno sforzo dato, il profilo di temperatura di un mezzo in presenza di una sorgente di calore,
il potenziale elettrostatico per una assegnata densita` di carica (se p = 1). Si suppone che
il campo u(x) sia definito su un intervallo finito [0, L] agli estremi del quale assegniamo le
condizioni cui il campo deve soddisfare. Per semplicita` scegliamo L = 1 ed esaminiamo
solo due tipi di condizioni al contorno
Dirichelet u(0) = 0 u(1) = 0 periodiche u(0) = u(1)
Si puo` imporre che agli estremi si annulli la derivata prima oppure una combinazione della
funzione e della derivata prima. Per risolvere la equazione con assegnate condizioni al
contorno consideriamo il metodo alle differenze finite, il metodo spettrale ed il metodo agli
elementi finiti.
Riscriviamo la equazione nella forma Du = f dove D e` un operatore che agisce sulle
funzioni definite in [0, 1], che soddisfano alle condizioni al contorno assegnate. Formalmente
la soluzione si scrive u = D−1f e si rappresenta nella forma
u(x) =
∫ 1
0
GE(x, t) f(t) dt
dove GE e` detta funzione di Green per il problema ellittico. Un modo alternativo si basa
sulle sviluppo di u e di f sulle autofunzioni di D definite da
Dϕk(x) = λk φk(x)
e che formano una base ortonormale completa. Se quindi f(x) =
∑
k fk ϕk(x) la soluzione
e` data da
u(k) =
∑
k
fk
λk
ϕk(x)
Troncando questa serie ad un ordine finito N si ottiene una approssimazione alla soluzione.
I metodi di approssimazione si basano sul troncamento dello sviluppo in autofunzioni
e sulla valutazione della soluzione su un reticolo di punti xj che scegliamo equispaziati
sull’intervallo [0, 1]
xj = j h h = 1/(N + 1) j = 0, 1, 2, . . . , N + 1
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Metodo alle differenze finite
Riferendoci al caso p = 1 e detto fj = f(xj) la equazione esatta sui punti di griglia
u′′j = −fj e` sostituita dalla equazione approssimata (u′′j )A = −fj . Qualunque sia lo schema
di approssimazione per la derivata seconda si ottiene un sistema di equazioni lineari per
le variabili uj che approssimano il campo u(x) nei punti xj. L’errore u(xj) − uj dipende
dallo schema alle differenze che viene scelto. Se u(x) deve annullarsi agli estremi per lo
schema di ordine 2 si ottiene il sistema di equazioni lineari
uj+1 − 2uj + uj−1 = −h2 fj u0 = uN = 0
che riscriviamo in forma matriciale
Au = h2 f A =


2 −1 0 · · · 0
−1 2 −1 · · · 0
. . .
0 · · · 0 −1 2

 u =


u1
u2
...
uN

 f =


f1
f2
...
fN


avendo posto (Au)j = −h2(u′′j )A
L’errore introdotto dal metodo alle differenze finite definito come il massimo di |u(xj)−uj |
e` di ordine h2 e piu` precisamente e` maggiorato dal massimo di |fj| moltiplicato per h2/90.
Se imponiamo condizioni periodiche u0 = uN+1 le componenti da determinare sono N +1.
Posto u = (u1, . . . , uN+1)
T e f = (f1, . . . , fN+1)
T si ha che A e` una matrice (N+1)×(N+1)
definita da
A =


2 −1 0 · · · 0 −1
−1 2 −1 · · · 0 0
. . .
0 0 · · · −1 2 −1
−1 0 · · · 0 −1 2


Nel caso piu` generale in cui l’equazione e` (pu′)′ = −f troviamo che l’approssimazione a
(pu′)′ nel punto xj a come differenza seconda di ordine 2 e` data da
(
((pu′)′)j
)
A
=
(pu′)j+1 − (pu′)j
h
=
pj+1uj+1 − (pj + pj+1)uj + pjuj−1
h2
che in forma matriciale diventa con condizioni al bordo u0 = uN = 0
Au = h2 f A =


p1 + p2 −p2 0 · · · 0
−p2 p2 + p3 −p3 · · · 0
. . .
0 · · · 0 −pN pN + pN+1


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Con condizioni periodiche A e` una matrice (N + 1) × (N + 1) uguale alla precedente con
una riga in piu` e con A1,N+1 = AN+1,1 = −p1. La matrice A nel caso periodico non e` piu`
tridiagonale ma ciclica e per invertirla si usa il metodo di Sherman-Morrison, vedi capitolo
5, che riconduce il poblema alla inversione di una matrice tridiagonale. La matrice A e`
definita positiva se p(x) > 0 e quindi pj > 0. Il sistema lineare con matrice tridiagonale si
risolve con il metodo di eliminazione ed il numero di operazioni e` proporzionale a N .
Soluzioni esplicite
Nel caso in cui p(x) = 1 gli autovalori λk e gli autovettori ϕk di A possono essere calcolati
esattamente per condizioni nulle al bordo u(0) = u(1) = 0 ed i procedimento e` stato
descritto nel capitolo 14, che tratta di una catena di oscillatori.. Detto θk = π k/(N + 1)
si ha
λk = 4 sin
2 θk
2
(ϕk)j =
√
2
N + 1
sin(jθk)
Indicando con U = (u1, . . . ,uN ) la matrice dagli autovettori e Λ la matrice degli autovalori
la soluzione diventa
u =
N∑
k=1
h2
λk
ϕk ϕk · f
Possiamo anche scrivere la soluzione in modo piu` esplicito nella forma seguente
uj =
N∑
k=1
h2
4 sin2(πk h/2)
fˆk
√
2 sin(π k xj) fˆk = h
N∑
k=1
fj
√
2 sin(π k xj)
Se consideriamo condizioni periodiche al contorno ossia u(0) = u(1) e` naturale consid-
erare lo sviluppo di Fourier discreto per uj che soddisfa la equazione alle differenze Au = f
dove u = (u1, . . . , uN+1). La forma che la matrice A assume in questo caso e` stata scritta
nel paragrafo precedente. In questo caso si gli autovettori ϕk sono complessi e k varia tra
−N/2 e N/2. Esplicitamente gli autovalori e gli atovettori sono dati da
λk = 4 sin
2(π h k) (ϕk)j ≡ ϕj(k) =
√
h e2π i kxj
ricordando che (Aϕk)j = −h2 (ϕ′′j (k))A e la condizione di ortogonalita` si scrive nella forma
ϕ∗k · ϕk′ = δkk′ . Dalla equazione alle differenze segue che le componenti di Fourier uˆk
soddisfano la equazione 4h−2 sin2(π k h)uˆk = fˆk per cui la soluzione e` data da
uj =
N/2∑
k=−N/2
h2
4 sin2(π k h)
fˆk e
2π i kxj fk = h
N+1∑
ℓ=1
fℓ e
−2π i k xℓ
Metodi iterativi per equazioni lineari
Le equazioni lineari, come quelle che abbiamo considerato, possono essere risolte anziche´
con il metodo di eliminazione, anche con un procedimento iterativo se la matrice e` a
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diagonale dominante. In generale scriviamo A = D+ (A− D) dove A e` la parte diagonale.
La equazione diventa
Du = (D− A)u+ h2f −→ u = (I− D−1A)u+ h2D−1f
e la relazione di ricorrenza, nota come metodo di Jacobi
un+1 = (I− D−1A)un + h2D−1f
converge se ‖I − D−1A‖ < 1. In generale il metodo iterativo converge se la matrice A e` a
diagonale dominante ossia se
|Aii| <
∑
j 6=i
|Aij 1 ≤ i ≤ N
Se A e` una matrice piena il numero di operazioni per risolvere il sistema e` di ordine N3/3
mentre il per il metodo iterativo e` di ordine nN2 se ne` l’ordine al quale si arresta la
iterazione.
Nel caso in cui la matrice e` tridiagonale con D = 2 I e Ai,i±1 = −1 gli autovalori di I−D−1A
sono 1− 2 sin2(θj/2) = cos θj e quindi l’autovalore piu` grande e` cos(π/(N + 1)). La stima
sull’errore diventa quindi
en ≤ ‖I− 1
2
A‖n e0 = cosn
(
π
N + 1
)
≃
(
1− π
2
2(N + 1)2
)n
≃ exp
(
− nπ
2
2(N + 1)2
)
da cui segue che en ≪ 1 se n > N2. La convergenza e` lenta in questo caso, ma puo` essere
accelerata con il metodo di rilassamento. Riscrivendo la equazione lineare nella forma
u = ω
(
(I− D−1A)u+ h2D−1f
)
+ (1− ω)u
la ricorrenza del metodo di rilassamento si scrive
un+1 = ω
(
(I− D−1A)un + h2D−1f
)
+ (1− ω)un
La convergenza della ricorrenza per ω = 1 assicura la convergenza per 0 < ω ≤ 1. Un altro
procedimento consiste nel separare la matrice nella forma A = D + A− + A+ dove A+ e`
la parte che sta sopra la diagonale, A− quella che sta sotto. Alla equazione riscritta nella
forma
u = h2D−1f − D−1 A+u− D−1 A−u
si associa la ricorrenza, che risulta esplicita per la decomposizione fatta
un+1 = ω
(
h2D−1fn − D−1 A+un − D−1 A−un+1
)
+ (1− ω)un
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Il metodo e` detto di Gauss Seidel se ω = 0 con rilassamento se ω 6= 0 e per una matrice a
dominanza diagonale si ha convergenza per 0 < ω ≤ 2 come per il metodo di Jacobi. Nel
caso particolare trattato all’inizio in cui Ai,i = 2 e Ai,i±1 = −1 si ha
u
(n+1)
j =
ω
2
(
u
(n)
j+1 + u
(n+1)
j−1 + h
2fj
)
+ (1− ω)u(n)j
Estensione a 2 dimensioni
La equazione piu` semplice e` la seguente
∆u(x, y) = −f(x, y) ∆ = ∂
2
∂x2
+
∂2
∂y2
che corrisponde alla equazione di Poisson se f = 4πρ dove ρ e` la densita` di carica. Sup-
ponendo che u sia definita sul quadrato unitario [0, 1]× [0, 1] con condizioni di Dirichet al
bordo, la equazione alle differenze diventa
ui+1,j + ui−1,j + ui,j+1 + ui,j+1 − 4ui,j = −h2fi,j h = 1
N + 1
con ui,j = 0 se i = 0, N + 1 oppure j = 0, N + 1. Si ha un sistema lineare del tipo
Au = h2f
dove u e` un vettore a N2 componenti
uT = (u1,1, u1,2, . . . , u1,N , . . . . . . , uN,1, uN,2, . . . , uN,N)
e A una matrice N2 ×N2
A =


C −I O O · · · O O O
−I C −I O · · · O O O
O −I C −I · · · O O O
. . .
O −O O O · · · O −I C


dove O e I sono la matrice nulla e al matrice identita` N ×N mentre C e` la matrice N ×N
data da
C =


4 −1 0 0 . . . 0 0 0
−1 4 −1 0 . . . 0 0 0
0 −1 4 −1 . . . 0 0 0
. . .
0 0 0 0 . . . 0 −1 4


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Soluzioni esatte: funzione di Green e metodo spettrale
L’errore introdotto dal metodo alle differenze finite puo` essere valutato confrontando il
risultato con la soluzione esatta. Nel caso unidimensionale questo si ottiene facilmente con
il metodo della funzione di Green. Per la equazione
u′′ + qu = −f(x)
la soluzione generale si scrive nella forma
u(x) = c1u1(x) + c2u2(x)−
∫ x
0
G(x, t) f(t)dt
dove dette u1 e u2 due soluzioni linearmente indipendenti della equazione omogenea u
′′ +
qu = 0 la funzione di Green si scrive
G(x, t) =


0 t > x
u1(t)u2(x)− u2(t)u1(x)
u1(t)u
′
2(t)− u2(t)u′1(t)
t < x
dove u1 e u2 sono due soluzioni linearmente indipendenti della equazione omogenea u
′′ +
qu = 0. La soluzione particolare della equazione non omogenea si annulla con la sua
derivata prima per x = 0. Per determinare le costanti c1 e c2 si impongono le condizioni
al contorno. Se queste sono u(0) = u(1) = 0 allora supponendo che u2(0) = 0 si ha che
c1 = 0 e quindi
c2 =
1
u2(1)
∫ 1
0
G(1, t) f(t)dt
Questo implica che
u(x) =
∫ x
0
[
u2(x)
u2(1)
G(1, t) −G(x, t)
]
f(t) +
∫ 1
x
G(1, t)
u2(x)
u2(1)
f(t) dt
Per la equazione u′′ = −f(x) dette u1(x) = 1 e u2(x) = x si trova che G(x, t) = x− t per
t < x e quindi GE(x, t) = t(1− x) per t < x e GE(x, t) = x(1− t) per t > x
u(x) =
∫ 1
0
GE(x, t) f(t) dt =
∫ x
0
t(1− x) f(t) dt+
∫ 1
x
x(1− t) f(t) dt
Per la equazione u′′+ω2u = −f(x) si trova u1(x) = cos(ωx) e u2(x) = sin(ωx) con funzione
di Green G(x, t) = ω−1 sin(ω(x− t)) per t < x. La soluzione e` data da
u(x) =
1
ω sinω
∫ x
0
sin(ωt) sin(ω(1− x)) f(t) dt+ 1
ω sinω
∫ 1
x
sin(ωx) sin(ω(1− t)) f(t) dt
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Come casi specifici consideriamo u′′ = −xm e in questo caso
u(x) =
x− xm+2
(m+ 1)(m+ 2)
Infine per u′′ + ω2u = 1 la soluzione e`
u =
1
ω2 sinω
[
(1− cos(ωx)) sin(ω(1− x)) + sin(ωx) (1− cos(ω(1− x))
]
Base di autofunzioni
L’operatore D definito da
Du = −(pu′)′ + qu
sullo spazio V([0, 1]) delle funzioni u(x) con x ∈ [0, 1], periodiche, che si annullano o la
cui derivata prima si annulla al bordo e` simmetrico. La condizione di simmetria si prova
integrando per parti
< v,Du > =
∫ 1
0
(
−v((pu′))′ + quv
)
dx = −pvu′|10 +
∫
(v′pu′ + quv)dx =
= pv′u|10 +
∫
(−u(v′p)′ + quv)dx =< Dv, u > ∀u, v ∈ V ([0, 1])
Gli autovalori λk di D sono reali
Dϕk = λkϕk
e le sue autofunzioni sono ortogonali
(λk − λℓ) < ϕk, ϕℓ >=< ϕk, Dϕℓ > − < Dϕk, ϕℓ >= 0
Si puo` scegliere la condizione di normalizzazione espressa da 〈ϕk, ϕℓ〉 = δkℓ.
Data la equazione non omogenea
Du(x) = f(x) u(0) = u(1) = 0
la soluzione si ottiene sviluppando u(x) e f(x) sulla base di autofunzioni
u(x) =
∞∑
k=1
fˆk
λk
ϕk(x) fˆk = 〈f, ϕk〉
Nel caso in cui sia Du = −u′′ con u(0) = u(1) = 0 si trova che
ϕk(x) =
√
2 sin(kπx) λk = π
2k2
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Consideriamo lo sviluppo per alcuni casi semplici in cui f(x) = 1, x, x−x2, 1/2−|x−1/2|.
Per calcolare i coeffienti dello sviluppo usiamo i seguenti integrali
∫
sin(αx)dx = −cos(αx)
α
∫
x sin(αx)dx = −x cos(αx)
α
+
sin(αx)
α2∫
x2 sin(αx)dx = −x
2 cos(αx)
α
+
2x sin(αx)
α2
+
2 cos(αx)
α3
Il risultato e`
f(x) = 1 fˆk =
√
2
πk
(1− (−1)k)
f(x) = x fˆk =
√
2
πk
(−1)k+1
f(x) = x− x2 fˆk = 2
√
2
π3k3
(1− (−1)k)
f(x) =
1
2
−
∣∣∣∣x− 12
∣∣∣∣ fˆk = 2
√
2
π2k2
sin
πk
2
Si noti che lo sviluppo di f(x) converge anche quando la f non si annulla in x = 0, 1. In
questo caso si ha convergenza semplice e non assoluta perche´ |fk| ∼ 1/k. I coefficienti di u
decadono invece come 1/k3. Se la f si annulla in 0, 1 come nel terzo caso i suoi coefficienti
decadono come 1/k3 e quelli di u come 1/k5. Se infine la f si annulla in 0, 1 ma e` solo
continua, quarto caso i suoi coefficienti decadono come 1/k2.
Nel caso di condizioni periodiche gli autovalori e le autofunzioni sono
λk = 4π
2k2 ϕk(x) = e
2π i kx
e lo sviluppo e` quello di Fourier.
Elementi finiti
Data la equazione Du = f dove u soddisfa condizioni nulle al bordo, se la moltiplichiamo
scalarmente per v ∈ V([0, 1]) ed integriamo per parti abbiamo
∫ 1
0
vDudx =
∫ 1
0
( v′ p u′ + qvu)dx =
∫ 1
0
fvdx
che possiamo scrivere in forma compatta
〈v′, pu′〉+ 〈v, q u〉 = 〈v, f〉
In questa formulazione debole del problema si deve trovare un funzione u ∈ V([0, 1]) tale
che la equazione sopra scritta sia soddisfatta per ogni v ∈ V([0, 1]). Se q > 0 la forma
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< u,Du > e` positiva e la soluzione del problema e` ricondotta alla ricerca del minimo del
funzionale
F(u) = 1
2
< u,Du > − < f, u >
Se ϕj con j = 1, . . . , N sono N funzioni linearmente indipendenti possiamo proiettare u sul
sottospazio VN ([0, 1]) da queste definito e rappresentare questa proiezione uN nella forma
uN (x) =
N∑
j=1
ujϕj(h)
La determinazione di uN e` riconducibile alla soluzione di un sistema di N equazioni lineari
come nel caso delle differenze finite. La base comunemente usata e` quella delle funzioni
a tenda, che corrisponde alla interpolazione lineare. Consideriamo i punti xi = jh con
0 ≤ j ≤ N + 1 e il sistema di N funzioni linearmente indipendenti
ϕj(x) = 1− |x− xj |
h
se |x− xj | ≤ h ϕj(x) = 0 se |x− xj | > h
Sviluppare su questa base una funzione nota f(x) corrisponde a costruire la sua interpo-
lazione lineare a tratti fN (x) sui punti di griglia
fN (x) =
N∑
j=1
fj ϕj(x) fN (xj) = fj = f(xj)
Alla soluzione esatta u(x) associamo una funzione lineare a tratti uN (x) che nei punti di
griglia xj assume il valore uj che differisce da u(xj) per un errore di discretizzazione.
uN (x) =
N∑
j=1
ujϕj(x) uN (xj) = uj
La funzione uN (x) si determina imponendo che la equazione
〈v′, p u′N 〉+ 〈v, q uN 〉 = 〈v, fN〉
sia soddisfatta per ogni v ∈ VN ([0, 1]). Siamo quindi ricondotti a risolvere il sistema di
equazioni lineari
N∑
j=1
(
〈ϕ′i, pϕ′j〉+ 〈ϕi, q ϕj〉
)
uj =
N∑
j=1
〈ϕi, ϕj〉 fj
Se p = 1 e q = 0 dobbiamo calcolare i seguenti prodotti scalari
< ϕ′j , ϕ
′
j±1 >= −
1
h
< ϕ′j , ϕ
′
j >=
2
h
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< ϕj , ϕj±1 >=
h
6
< ϕj , ϕj >=
2h
3
Se poniamo quindi
Aij = h < ϕ
′
i, ϕ
′
j > Bij =
1
h
< ϕi, ϕj >
il sistema di equazioni lineari da risolvere si scrive
Au = h2Bf
Notiamo che
(Bf)j =
1
6
(4fj + fj−1 + fj+1) = fj +
h2
6
f ′′(xj) +O(h
4)
Quindi la equazione
Au = h2f
e` uguale a quella ottenuta con le differenze finite a meno di termini di ordine h4 sul lato
destro. Possiamo anche osservare che
h(Bf)j =
∫ 1
0
fN (x)ϕj(x)dx =
∫ xj
xj−h
fN (x)ϕj(x)dx+
∫ xj+h
xj
fN (x)ϕj(x)dx = hfj+O(h
3)
se valutiamo ciascuno dei due integrali con il metodo dei trapezi (si noti che nell’intervallo
[xj−1, xj+1] la funzione integranda e` C
0). Se cambiamo fN (x) con f(x) il risultato
dell’integrazione con trapezi e` lo stesso e l’errore di ordine h3.
La estensione del metodo al caso bidimensionale e` immediata. Infatti la equazione di
∆u = −f definita sul quadrato unitario con condizioni nulle al bordo, si scrive in forma
debole ∫
(vxux + vyuy) dxdy =
∫
fvdxdy
Come base si scelgono le funzioni a tenda che sono il prodotto diretto delle basi in una
dimensione. Detti xi = ih e yj = jh con h = 1/(N + 1)
ϕi,j(x, y) =
(
1−
∣∣∣∣x− xih
∣∣∣∣
)(
1−
∣∣∣∣y − yjh
∣∣∣∣
)
1 ≤ i, j ≤ N
se |x − xi| ≤ h e |y − yj| ≤ h mentre φi,j(x, y) = 0 se |x − xi| > h oppure |y − yj | > h.
Associamo ad u(x, y) una approssimazione uN (x, y) che nei punti di griglia assume il valore
ui,j ed approssimiamo f con una funzione lineare a tratti fN (x, y) =
∑
fi,j ϕi,j(x, y) dove
fi,j = f(xi, yj). La equazione iniziale diventa una equazione lineare
Au = h2Bf Bf = f +O(h2)
Il metodo agli elementi finiti differisce in questo caso da quello alle differenza finite per
termini che sono di ordine h2 rispetto ad 1. In due dimensioni il metodo degli elementi
finiti consente di trattare il caso di domini con frontiere qualsiasi, su cui si impone la
condizione di Dirichelet, mediante una scelta opportuna delle funzioni di base.
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Equazione di diffusione
Consideriamo la equazione di diffusione che scriviamo nella forma
∂u
∂t
= D
∂2u
∂x2
+ f(x)
Questa equazione va corredata di condizioni al contorno e di una condizione iniziale. Se
il dominio su cui e` definita e` l’intervallo [0, 1] e le condizioni al contorno sono periodiche
oppure di annullamento per u o u′, la soluzione di equilibrio che viene raggiunta per
t → +∞, e` data da Du′′ + f(x) = 0, e coincide con quella esaminata nel precedente
paragrafo.
Se la soluzione e` definita su R e f = 0 la soluzione per una assegnata condizione iniziale
u(x, 0) = u0(x) si scrive
u(x, t) =
∫ +∞
−∞
G(x− x0, t) u0(x0) dx0 G(x, t) = exp
−x2/4Dt
√
4πDt
dove G soddisfa la stessa equazione e G(x, 0) = δ(x) e viene anche detta soluzione fonda-
mentale o funzione di Green della equazione di diffusione.
Se poniamo A = −D−1∂2/∂x2 la equazione si riscrive u˙ = −Au la cui soluzione formale e`
u = e−A tu0. La proprieta` di gruppo dell’operatore di evoluzione si esprime nelle forma
G(x− x0, t− t0) =
∫
G(x− x1, t− t1)G(x1 − x0, t1 − t0) dx1
Se la soluzione e` periodica su R essa risulta definita sul toro T, inteso come l’intervallo
[0, 1] con gli estremi identificati e la indichiamo con uT(x). Ad una soluzione definita su R
possiamo sempre associare una soluzione periodica
uT(x, t) =
+∞∑
n=−∞
u(x+ n, t) =
∫ 1
0
GT(x− x0, t) u0(x0)dx0
dove GT e` la funzione di Green periodica che puo` essere sviluppata in serie di Fourier
GT(x, t) =
+∞∑
n=−∞
G(x+ n, t) =
+∞∑
k=−∞
Gˆk(t) e
2π i kx
I coefficienti Gk(t) sono dati da
Gˆk(t) =
∫ 1
0
e−2π i kxGT(x, t) dx =
+∞∑
n=−∞
∫ 1
0
G(x+ n, t) e−2π i kx dx =
=
∫ +∞
−∞
G(x, t) e−2π i kx dx = e−4π
2k2 Dt
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Lo sviluppo di Fourier di uT(x, t) si ottiene a partire da quello di GT(x, t).
uT(x, t) =
∫ +∞
−∞
GT(x− x0, t) u0(x0) dx0 =
∑
k
e2π i k xe−π
2k2 4Dt uˆ0(k)
dove uˆ0(k) e` la trasformata di Fourier della condizione iniziale u0(x) ma e` anche la com-
ponente di Fourier di u0T(x). Infatti
uˆ0(k) =
∫ +∞
−∞
dx0e
−2π i kx0 u0(x0) dx0 =
+∞∑
n=−∞
∫ n+1
n
e−2π i kx0 u0(x0) dx0 =
=
∫ 1
0
e−2π i kx0 u0T(x0) dx0
La soluzione rilassa asintoticamente ad una distribuzione costante data dalla componente
di Fourier k = 0 delle condizione iniziale che corrisponde al suo valor medio.
Metodo spettrale
Anziche` condizioni al contorno periodiche potremmo considerare condizioni al contorno di
Dirichelet o di Nemann per l’equazione di diffusione. Consideriamo la equazione parabolica
∂u
∂t
= −Du+ f Du = − ∂
∂x
(
p
∂u
∂x
)
+ qu
dove l’operatore D e` simmetrico e positivo. I suoi autovalori sono positivi, le autofunzioni
ϕk(x) formano una base ortonormale completa. Una espressione esplicita tramite funzioni
elementari si ottiene nel caso in cui p e q sono costanti la equazione agli autovalori e`
ϕ′′k + (λk − q)ϕk = 0 e la soluzione diventa
λk = p π
2 k2 + q ϕk(x) =
√
2 sin(πkx)
Se q > 0 gli autovalori sono tutti positivi. Decomponendo la soluzione u sulla base delle
autofunzioni u =
∑
uk(t)ϕk(t) si ottiene
duk
dt
= −λkuk + fk
dove fk sono le componenti spettrali di f e la soluzione e`
uk(t) = u0 k e
−λkt +
fk
λk
(
1− e−λkt)
Se tutti gli autovalori sono positivi la soluzione rilassa ad una equilibrio che quello che
corrisponde alla soluzione del problema ellittico Du = f . Se q < 0 uno degli autovalori
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puo` annullarsi. Ad esempio se q = −pπ2 si annulla il primo autovalore λ1 = 0. In questo
caso la soluzione per la prima componente spettrale di u e` data da u1(t) = u0 1 + tf1. Ne
segue per t → ∞ si raggiunge la condizione stazionaria solo se f1 = 0. Questa e` dunque
la condizione perche´ la equazione Du = f ammetta una soluzione. Se ci sono autovalori
negativi la soluzione e` instabile perche` cresce esponenzialmente con t tranne il caso in cui
le fj corrispondenti a tutti gli autovalori negativi λj < 0 si annullino.
Metodo alle differenze finite nello spazio
Se discretizziamo l’equazione di diffusione su una griglia sostituendo la derivata seconda
con una differenza seconda, ed imponiamo condizioni di Dirichelet al bordo, all’operatore
D corriponde la matrice Ap/h2 − qI che e` positiva se q < 0. La matrice A e` la stessa che
che abbiamo introdotto per il problema ellittico dove p = 1 e q = 0. Si ga quindi il sistema
di equazioni differenziali lineari per u = (u1, . . . , uN ) dato da
du
dt
= −Bu+ f B = p
h2
A+ qI
la cui soluzione si scrive
u(t) = e−Bt u0 + (I− e−Bt)B−1 f
Come abbiamo gia` visto se xj = jh detti λℓ e βℓ gli autovalori di A e B e φk i corrispondenti
autovettori
βk =
p
h2
4 sin2
(
π k h
2
)
+ q (ϕk)j =
√
2h sin(ℓπxj)
Usando la decomposizione spettrale dell’operatore B
B =
N∑
ℓ=1
βℓ ϕℓϕ
T
ℓ
la soluzione finale si scrive
u(t) =
N∑
k=1
e−βk t (u0 · ϕk)ϕk +
N∑
k=1
(1− e−βk t) (f · ϕk)ϕk
Se tutti gli autovalori βk sono postivi e si ha convergenza esponenziale per t → ∞ alla
soluzione della equazione ellittica Bu = f nella forma approssimata da differenze finite sul
reticolo.
Analogamente al caso ellittico anche per la equazione parabolica si puo` utilizzare la for-
mulazione debole ed una base non ortogonale di funzioni che riconducono il problema alla
soluzione di un sistema di equazioni lineari. Se i coefficienti non sono costanti il metodo
alle differenze e` ancora applicabile. Al posto della matrice pA si avra` una matrice tridi-
agonale positiva ed il sistema di equazioni differenziali ordinarie in t puo` essere integrato
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con un metodo esplicito di Runge-Kutta. L’analisi spettrale e` ancora possibile in quanto
la ricerca di autovalori ed autovettori per una matrice tridiagonale positiva e` rapida ed
accurata.
Differenze finite nello spazio e nel tempo
Consideriamo ora la discretizzazione sia nello spazio nel tempo con passi τ = ∆t e h =
1/(N + 1). rispettivamente. Detti allora xj = jh e tn = n∆t lo schema alle differenze per
la equazione
∂u
∂t
= D
∂2u
∂x2
+ f(x)
e` quello soddisfatto da unj che corrispondono ai valori u(xj , tn) assunti dalla soluzione
esatta nei punti del reticolo spazio temporale. La ricorrenza e` data da
un+1j − unj = D
∆t
h2
(unj+1 − 2unj + unj−1) + ∆t fj j = 1, . . . , N
dove j varia tra 1 e N se imponiamo condizioni nulle agli estremi u0 = uN+1 = 0, oppure
tra 1 e N + 1 se imponiamo condizioni periodiche u0 = uN+1. Indicando con vettore u
n
avente come componenti unj la ricorrenza diventa
un+1 − un = −D∆t
h2
Aun +∆t f
e puo` essere analizzata sviluppando un sugli autovettori ϕk della matrice A. Per brevita` ci
riferiamo al caso delle condizioni periodiche in cui (ϕk)j =
√
h e2π i k xj e quindi corrisponde
a fare lo sviluppo di Fourier discreto per unj . Partendo da
unj =
N/2∑
k=−N/2
uˆnk e
2π ikxj fj =
N/2∑
k=−N/2
fˆk e
2π ikxj
per la quale otteniamo la ricorrenza
uˆn+1k = uˆ
n
k
[
1 + 2D
∆t
h2
(cos(2π k h) − 1)
]
+ ∆t fˆk = G(k) uˆ
n
k + ∆t fˆk
dove
G(k) = 1− η η = 4D∆t
h2
sin2(π k h)
La condizione di stabilita` corrisponde ad avere un risultato finito per t → ∞ e questo si
realizza se la soluzione della ricorrenza omogenea fˆk = 0 converge a zero per n → ∞.
Questa condizione si ottiene imponendo che |G(k)| < 1. Da G > −1 segue che η < 2
condizione verificata se
∆t < τ ≡ h
2
2D
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dove τ e` il tempo diffusivo. Questo implica che la velocita` con cui si propaga l’informazione
su ∆x e` superiore alla velocita` di diffusione. Se kh≪ 1 trova che
Gn(k) ≃ en log(1−4D∆t π2 k2) ≃ e−D 4π2 k2 tn
che e` il decadimento della componente k di Fourier per la soluzione esatta. Se 2D∆t/h2 > 1
per |k| elevato si ha |G(k)| > 1 e quindi il il metodo risulta instabile a meno che tutte le
corrispondenti di Fourier siano nulle.
Una alternativa che garantisce la stabilita` qualunque sia il passo temporale ∆t e qualunque
sia lo spettro di Fourier. e` data dal metodo implicito che consiste nel valutare la derivata
spaziale al tempo n ed n+ 1 secondo lo schema
un+1j − unj = D
∆t
h2
(un+1j+1 − 2un+1j + un+1j−1 ) + ∆t fj
Passando alla analisi di Fourier troviamo uˆn+1k = G(k) uˆ
n
k +∆tG(k) fˆk dove
G(k) =
1
1 + η
per cui essendo η > 0 la condizione di stabilita` 0 < G < 1 e` sempre verificata. Si puo`
generalizzare lo schema considerando la ricorrenza
un+1j − unj = D
∆t
h2
[λ(un+1j+1 − 2un+1j + un+1j−1 ) + (1− λ)(unj+1 − 2unj + unj−1)] + ∆t fj
dove 0 ≤ λ ≤ 1. Dalla analisi di Fourier segue che
G(k) =
1− (1− λ)η
1 + ηλ
= 1− η
1 + λη
La soluzione e` sempre stabile se λ > 1/2 mentre per λ < 1/2 si ha stabilita` soltanto se
∆t <
h2
2D
1
1− 2λ 0 ≤ λ <
1
2
Infatti notiamo che G come funzione di η e` monotona decrescente poiche´ dG/dη = −1/(1+
λη)2. Quindi si ha G > −1 se tale condizione e` verificata per η = −∞ ossia per λ > 1/2.
Se invece λ < 1/2 la condizione G > −1 e` verificata per η(1− 2λ) < 2 cui corrisponde la
condizione sopra scritta per ∆t.
Per λ = 1/2 si ha il metodo detto di Crank-Nicholson, che e` quello pi comunemente usato.
Il sistema da risolvere ad ogni passo e` un sistema lineare con matrice tridiagonale. La
estensione al caso multidimensionale dei metodi ora descritti e` o possibile. La difficolta
con i metodi alle differenze finite e` che la matrice A che corrisponde all’operatore laplaciano
e` sparsa anche se tridiagonale a blocchi. In questo caso la inversione della matrice puo`
richiedere l’uso di metodi iterativi come quello di Gauss-Seidel. La discretizzazione solo
nello spazio porta a grandi sistemi di equazioni differenziali la cui soluzione in linea di
principio non presenta particolari difficolta` . I metodi spettrali sono utili quando la base e`
Fourier. Le condizioni al bordo possono rappresentare un problema qualora non si riesca
a ricondurre il dominio ad un quadrato. In questo caso il metodo agli elementi finiti puo`
dimostrarsi piu efficace.
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Equazioni di avvezione e delle onde
Prima di considerare la equazione delle onde che e` il prototipo delle equazioni iperboliche
prendiamo in esame la equazione di avvezione.
∂u
∂t
+ c
∂u
∂x
= 0 c > 0
La soluzione di questa equazione per assegnato valore iniziale u0(x) e` data da u = u0(x−
ct). Questa equazione descrive la propagazione di un’onda progressiva ossia il segnale
iniziale trasla con velocita` c.. In generale questa equazione e` definita su R. In vista della
approssimazione numerica consideriamo condizioni iniziali u0(x) con supporto in [0, L]
ed imponiamo condizioni periodiche al contorno. Questo significa che passiamo da una
soluzione definita su R ad una soluzione definita sul toro unidiemnsionale T. Estesa a R la
soluzione u(x, t) e` periodica in x con periodo L e puo` essere sviluppata in serie di Fourier
u(x, t) =
+∞∑
k=−∞
uˆk(t) e
2π i kx/L
dove ciascuna componente uˆk soddisfa
duˆk
dt
= −2π i k c
L
uˆk
Se introduciamo il numero d’onda κ e la frequenza ω
κ = k
2π
L
ω = cκ = k
2π c
L
la soluzione si scrive uˆk(t) = uˆk(0) e
iωt e quindi
u(x, t) =
+∞∑
k=−∞
uˆk(0) e
i (κx−ωt) =
+∞∑
k=−∞
uˆk(0) e
i κ(x−ct) =
La equazione delle onde con velocita` c costante si scrive
∂2u
∂t2
− c2 ∂
2u
∂x2
= 0
La soluzione generale e` u = f(x − ct) + g(x + ct) dove le funzioni f, g sono determinate
dalle condizioni iniziali per il campo u(x, t) e v(x, t) = ∂u/∂t. Se u(0, x) = u0(x) e
v(x, 0) = v0(x) si trova
u(x, t) =
1
2
(
u0(x− ct) + u0(x+ ct)
)
+
1
2c
∫ x+ct
x−ct
v0(x
′) dx′
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Se imponiamo condizioni periodiche la soluzione puo` essere sviluppata in serie di Fourier
nella forma
u(x, t) =
1
2
∞∑
k=−∞
(
uˆk +
vˆk
iω
)
e i (κx+ωt) +
1
2
∞∑
k=−∞
(
uˆk − vˆk
iω
)
e i (κx−ωt)
dove uˆk, vˆk sono i coefficienti di Fourier di u0(x) e v0(x).
Differenze finite nello spazio
Se ora consideriamo la griglia spaziale xj = jh dove h = L/(N + 1) e sostituiamo la
derivata spaziale con una differenza finita, i valori uj(t) = u(xj, t) che il campo assume nei
punti di griglia soddisfano le equazioni differenziali ordinarie
duj
dt
= − c
2h
(uj+1 − uj−1)
Per risolvere la equazione consideriamo la trasformata di Fourier discreta.
uj(t) =
N/2∑
k=−N/2
uˆk(t) e
2π i kxj/L
Le equazioni per le diverse componenti di Fourier si disaccoppiano e si trova
duˆk
dt
= −ce
iφ − e−iφ
2h
uˆk = −iω sin(φ)
φ
uˆk
dove abbiamo definito
φ = 2π
k h
L
= 2π
k
N + 1
ω = c
2π k
L
c
h
=
ω
φ
La soluzione e` data da
uˆk(t) = uˆk(0) e
−iωt ω = ω
sin(φ)
φ
Quindi la discretizzazione modifica la relazione di dispersione. L’errore cresce con k perche´
il campionamento degli alti modi di Fourier diventa insufficiente. Quindi l’errore insito nel
passaggio dalla derivata alla differenza finita modifica la relazione di dispersione.
Consideriamo anche le differenze finite del primo ordine
duj
dt
= − c
h
(uj − uj−1) duj
dt
= − c
h
(uj+1 − uj)
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che conduce alle sequenti equazioni per le componenti di Fourier
duˆk
dt
= −iω e−i kφ/2 sin(φ/2)
φ/2
uˆk
duˆk
dt
= −iω ei kφ/2 sin(φ/2)
φ/2
uˆk
Il primo schema con la derivata upwind e` dissipativo mentre il secondo e` instabile. Infatti
se poniamo
ω ± iγ = ω e±iφ/2 sin(φ/2)
φ/2
da cui segue
ω = ω
sinφ
φ
γ = ω
sin2(φ/2)
φ/2
la soluzione nei due schemi e` data da
uˆk(t) = uˆk(0) e
iωt e−γt uˆk(t) = uˆk(0) e
iωt eγt
Il primo schema, detto upwind, risulta stabile, il secondo instabile.
Per la equazione delle onde la discretizzazione spaziale conduce a
d2uj
dt2
=
c2
h2
(uj+1 − 2uj + uj−1)
La equazione per le componenti uˆk(t) della trasformata di Fourier discreta si scrive
d2uj
dt2
= −ω2 uˆk ω = ω sin(φ/2)
φ/2
La soluzione e` espressa da
uj(t) =
N/2∑
k=−N/2
(
ak e
i (κxj+ωt) + bk e
i (κxj−ωt)
)
κ = 2π
k
L
I valori iniziali uj(0) = u0(xj) e vj(0) = v0(xj) determinano le corrispondenti componenti
uˆk(0) e vˆk(0) per la trasformata di Fourier discreta Pertanto si ha uˆk(0) = ak + bk e
vˆk(0) = iω(ak − bk) da cui si ricava che
ak =
1
2
(
uˆk +
vˆk
iω
)
bk =
1
2
(
uˆk − vˆk
iω
)
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Differenze finite nello spazio tempo
L’algoritmo che corrisponde al metodo di Eulero nel tempo per la equazione discretizzata
spazialmente porta alla ricorrenza
un+1j − unj = −c
∆t
2h
(unj+1 − unj−1)
Le condizioni che imponiamo sono periodiche al contorno. Questo consente di definire una
successione unj per ogni intero j ma periodica di periodo N + 1 ossia
un0 = u
n
N+1 u
n
j+N+1 = u
n
j
Dalla ricorrenza per j = N + 1 tenendo conto che unN+2 = u
n
1 si ha
un+1N+1 = u
n
N+1 −
c∆t
2h
(un1 − unN )
Se calcoliamo un+10 otteniamo la stessa relazione tenendo conto che u
n
−1 = u
n
N ossia
un+10 = u
n
0 −
c∆t
2h
(un1 − unN )
Per questa ragione utilizziamo la ricorrenza da j = 1 fino a j = N + 1 imponendo poi che
un+10 = u
n+1
N+1.
Se facciamo la trasformata di Fourier discreta
unj =
N/2∑
k=−N/2
uˆnk e
i kxj
la relazione di ricorrenza per il modo uˆnk (che scriveremo per brevita` uˆ
n
k ) e` data da
uˆn+1k = G(k) uˆ
n
k G =
[
1− ic∆t
h
sin(φ)
]
= Γe−iω∆t
Poiche` Γ = |G| > 1 il metodo e` sempre instabile per ogni valore di ∆t perche` la successione
uˆnk ha una divergenza esponenziale i n.
Metodo implicito
Questo e` definito dalla ricorrenza ottenuta valutando la differenza finita spaziale al tempo
tn+1 anzice´ tn
un+1j − unj = −c
∆t
2h
(un+1j+1 − un+1j−1 )
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Il metodo risulta sempre stabile qualunque siano i passi spazio-temprali perche` l’analisi di
Fourier conduce a
uˆn+1k = G(k) uˆ
n
k G =
[
1 + ic
∆t
h
sin(φ)
]−1
= Γe−iω∆t
ma ha carattere dissipativo perche´ Γ < 1 e uˆnk converge esponenzialmente a zero con n.
Metodo upwind
Notiamo infine che lo schema seguente detto upwind risulta stabile ma dissipativo. In
questo caso la derivata e` approssimata al primo ordine
un−1j − unj = −
c∆t
h
(unj − unj−1)
L’analisi di Fourier conduce alla relazione
uˆn+1k = G(k) uˆ
n
k G = 1− 2i η e−iφ/2 sin
φ
2
= Γe−iω∆t
dove abbiamo definito
η =
c∆t
h
=
ω∆t
φ
Daremo nel seguito le espressioni esplicite di ω e Γ in funzione di η e φ. Osservando che
|G|2 = 1 − 4(η − η2) sin2(φ/2) il metodo risulta stabile solo se η ≤ 1. Questa condizione,
nota come condizione CFL (Courant-Friedrichs-Lax), e` verificata quando la velocita` h/∆t
con cui si propaga l’informazione e` maggiore della velocita` c con cui si propaga il segnale.
Quando η = 1 la ricorrenza si riduce a un+1j = u
n
j−1 e risulta che uˆ
n
k = e
−i n∆tω uˆ0 e Γ = 1.
Metodo leap-frog
Un metodo per avere uno schema stabile consiste nell’uso di una differenza centrata per
la derivata temporale nella equazione del primo ordine. Questo schema, detto leap-frog, e`
definito dall’algoritmo
un+1j − un−1j = −c
∆t
h
(unj+1 − unj−1)
Passando all analisi di Fourier si ha
uˆn+1k − uˆn−1k = −2i η sin(φ) uˆnk
Ne segue che la ricorrenza e` risolta da uˆnk = z
n dove
z2 + 2iη sin(φ) z − 1 = 0
Poiche´ il prodotto delle soluzioni e` uguale ad 1 si ha stabilita` solose le soluzioni sono
complesse di modulo 1. Cio` si verifica se η < 1 perche´ in queso caso si puo` porre
sin(α) = η sin(φ)
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e la soluzione diventa
z± = −i sin(α)± cos(α) = ±e∓iα
Invece che avere un segnale che si propaga in avanti abbiamo anche un segnale spurio che
si progaga all’indietro. L’ampiezza di questo segnale e` piccola. Un problema e` che per
inizializzare il metodo occorre dare u0j ed anche u
1
j , che puo` essere calcolato con il primo
passo di un qualsiasi altro metodo (anche instabile).
Metodo di Lax
Un altro metodo stabile si ottiene a partire dall’alogritmo seguente dovuto a Lax
un+1j −
1
2
(unj+1 + u
n
j−1) = −c
∆t
2h
(unj+1 − unj−1)
In questo caso l’analisi di Fourier fornisce il seguente risultato
uˆn+1k = G(k) uˆ
n
k G = [cos(φ)− iη sin(φ)]
La condizione per la stabilita` diventa
|G|2 = cos2(φ) + η2 sin2(φ) ≤ 1
e risulta soddisfatta se vale la condizione CFL ossia η < 1. Per η = 1 si ha G = e−iφ con
φ = ω∆t e la ricorrenza in tal caso si riduce a un+1j = u
n
j−1 come per il metodo up-wind.
Notiamo che riscrivendo lo schema di Lax nella forma
un+1j − unj
∆t
− h
2
2∆t
unj+1 − 2unj + unj−1
h2
+ c
unj+1 − unj−1
h
= 0
riconosciamo che questo corrisponde alla introduzione di un termine diffusivo, ossia e` la
discretizzazione della equazione
∂u
∂t
+ c
∂u
∂x
=
h2
2∆t
∂2u
∂x2
Il termine diffusivo si annulla nel limite e ∆t→ 0 se maniamo η = c∆t/h costante perche´
h2/∆t = (c/η)2∆t.
Dispersione e dissipazione
La evoluzione esatta si scrive come sviluppo di Fourier
u(x, t) =
∑
k
uˆk(0) e
2πik(x−ct)/L =
∑
k
uˆk(0) e
i (2π kx/L−ωt)
mentre la soluzione ottenuta con le differenze finite e` rappresentata da
unj =
N/2∑
k=−N/2
uˆ0k e
i(2πkxj/L−ωtn) Γn(k)
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dove uˆ0k sono le componenti di Fourier della condizione iniziale, mentre ω e Γ dipendono
da k. I metodi stabili ma dissipativi hanno Γ(k) < 1 e ω(k) definisce la relazione di
dispersione, che per piccoli valori di k si avvicina a quella esatta ω = 2π k c/L. Se Γ = 1
il metodo non ha dissipazione e fornisce la descrizione piu` appropriata del segnale. Come
abbiamo fatto in precedenza scriviamo uˆn+1k = Guˆ
n
k dove G e` espresso in funzione di
φ =
2πkh
L
η =
c∆t
h
=
ω∆t
φ
Nello schema di Eulero implicito si ha
G = (1 + iη sinφ)−1 = Γe−iω∆t
Notando che 1/∆t = ω/(ηφ) la relazione di dispersione ed il coefficiente di smorzamento
sono dati da
ω = ω
arctan(η sinφ)
ηφ
Γ = (1 + η2 sin2 φ)−1/2
Il metodo e` stabile ma sempre dissipativo qualunque sia η.
Nello schema upwind si ha
G = 1− 2iηe−iφ/2 sin(φ/2) = 1− η(1− cosφ)− iη sinφ
da cui segue che ω e γ sono dati da
ω =
ω
φη
arctan
(
η sinφ
1− η(1− cosφ)
)
Γ =
[
1− 4η(1− η) sin2 φ
2
]1/2
Ricordiamo che lo schema e` dissipativo per η < 1 e instabile per η > 1. Per η = 1 il
metodo e` conservativo e non dispersivo poiche´ ω = ω
Nel metodo leap-frog la ricorrenza per uˆnk e` risultata essere a due termini. Si e` trovato
che ponendo
sin(ω∆t) = η sin(φ)
le componenti di Fourier sono date da uˆnk = ake
−iωtn + bke
iωtn dove ak e bk che vengono
determinate a partire dalle condizioni iniziali uˆ0k e uˆ
1
k. In questo caso non c’e` dissipazione
e la relazione di dispersione e`
ω = ω
arcsin(η sinφ)
ηφ
Γ = 1
Nello schema di Lax si e` trovato che G = cosφ − iη sinφ da cui segue la relazione di
dispersione
ω = ω
arctan(η tanφ)
ηφ
Γ = (cos2 φ+ η2 sin2 φ)1/2
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Lo schema e` dissipativo per η < 1, instabile per η > 1. Per η = 1 il metodo risulta
conservativo e non dispersivo come l’upwind.
Equazione delle onde
Lo schema di discretizzazione con differenze centrate nello spazio e nel tempo si scrive
un+1j − 2unj + un−1j =
(
c∆t
h
)2
(unj+1 − 2unj + unj−1)
L’analisi di Fourier conduce a
uˆn+1k − 2uˆnk + uˆn−1k = −4 η2 sin2
φ
2
uˆnk
Possiamo riscrivere quindi la ricorrenza
uˆn+1k − 2
(
1− 2η2 sin2(φ/2) )uˆnk + uˆn−1k = 0
Si cerca una soluzione del tipo uˆnk = z
n dove
z2 − 2( 1− 2η2 sin2(φ/2) )z + 1 = 0
che fornisce
z± = 1− 2η2 sin2
(
φ
2
)
±
((
1− 2 η2 sin2
(
φ
2
))2
− 1
)1/2
Siccome il prodotto delle radici vale 1 la condizione di stabilita` e` che siamo complesse
complesse coniugate di modulo 1. In questo caso la soluzione approssimata presenta onde
progressive e regressive come la soluzione esatta. Tale condizione si verifica se η < 1 ossia se
e` soddisfatta la condizione CFL, che garantisce la stabilita` e rende il metodo conservativo.
Per calcolare la relazione di dispersione poniamo
cos(ω∆t) = 1− 2η2 sin2
(
φ
2
)
−→ sin ω∆t
2
= η sin
(
φ
2
)
da cui segue che
ω = ω
2
η φ
arcsin
(
η sin
φ
2
)
Se η = 1 lo schema e` conservativo e non dispersivo ω = ω.
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Equazioni di Maxwell
Ricordiamo che le equazioni nel vuoto sono date da
rotE = −1
c
∂B
∂t
rotB =
1
c
∂E
∂t
cui si aggiungono divE = 0 e divB = 0. Considerando E = E(x)ey e B = B(x)ez si ha
rotE =
∂E
∂x
ez rotB = −∂B
∂x
ey
e le equazioni di Maxwell si scrivono
∂E
∂x
= −1
c
∂B
∂t
∂B
∂x
= −1
c
∂E
∂t
Utilizzando lo schema di Lax per la discretizzazione abbiamo
Bn+1j =
1
2
(Bnj+1 +B
n
j−1)− c
∆t
2∆x
(Enj+1 −Enj−1)
En+1j =
1
2
(Enj+1 + E
n
j−1)− c
∆t
2∆x
(Bnj+1 −Bnj−1)
Passando alla analisi di Fourier discreta per le componenti Eˆnk e Bˆ
n
k si ottiene la ricorrenza
Eˆn+1k = Eˆ
n
k cos(φ)− iη sin(φ)Bˆnk
Bˆn+1k = Bˆ
n
k cos(φ)− iη sin(φ)Eˆnk
che si riscrive in forma matriciale
 Eˆn+1k
Bˆn+1k

 =

 cos(φ) −iη sin(φ)
−iη sin(φ) cos(φ)



 Eˆnk
Bˆnk


L’equazione agli autovalori e` data da
z2 − 2 cos(φ) z + cos2(φ) + η2 sin2(φ) = 0
La soluzione si scrive
z = cos(φ)± iη sin(φ)
Da cui segue che si ha stabilita` se la condizione CFL data da η ≤ 1 risulta soddisfatta. Se
si sceglie η = 1 gli autovalori hanno modulo 1 e quindi lo schema e` conservativo.
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Metodo di Yee per le equazioni di Maxwell
Per risolvere le equazioni di Maxwell si adotta l’algoritmo di Yee che e` simile ad un leap-
frog perche´ si basa sulla valutazione del campo magnetico B = Bz(x) in coordinate spaziali
e tempi seminteri xj−1/2 = (j − 1/2)∆x, tn−1/2 = (n− 1/2)∆t mentre il campo elettrico
E = Ey(x) viene calcolato su coordinate spaziali e tempi interi xj = jh, tn = n∆t.
In questo caso approssimiamo con differenze centrate sia le derivate spaziali che quelle
temporali. Partiamo quindi dalle equazioni scritte sul reticolo nella forma
∂E
∂t
(xj, tn−1/2) = −c
∂B
∂x
(xj , tn−1/2)
∂B
∂t
(xj+1/2, tn) = −c
∂E
∂x
(xj+1/2, tn)
La derivata temporale di E rispetto a t in tn−1/2 implica la valutazione della differenza
E(xj, tn) − E(xj, tn−1), la derivata rispetto a x di B in xj il calcolo della differenza
B(xj+1/2, tn−1/2)−B(xj−1/2, tn−1/2). Analogamente La derivata temporale di B rispetto
a t in tn implica la valutazione della differenza B(xj+1/2, tn+1/2)−B(xj+1/2, tn−1/2), men-
tre la derivata di E rispetto a x in xj+1/2 comporta il calcolo della differenza E(xj+1, tn)−
E(xj, tn). Si ha quindi lo schema del secondo ordine in ∆t,∆x definito da

Enj = E
n−1
j − η (Bn−1/2j+1/2 −B
n−1/2
j−1/2 )
B
n+1/2
j+1/2 = B
n−1/2
j+1/2 − η (Enj+1 −Enj ))
Mostriamo che il metodo e` stabile ed ha la stessa dispersione che per l’algoritmo del secondo
ordine che fornisce la soluzione con differenze centrate in x e t delle equazioni d’onda
∂2B
∂t2
− c2 ∂
2B
∂x2
= 0
∂2E
∂t2
− c2 ∂
2E
∂x2
= 0
Passando alla trasformata di Fourier discreta la ricorrenza per le componenti componente
di Fourier Bˆ
n+1/2
k e Eˆ
n
k e` data da

Eˆnk = Eˆ
n−1
k − 2iη sin
(
φ
2
)
Bˆ
n−1/2
k
Bˆ
n+1/2
k = Bˆ
n−1/2
k − 2iη sin
(
φ
2
)
Eˆnk
Per avere la ricorrenza in forma esplicita dobbiamo ricavare Eˆnk dalla prima relazione e
sostituirlo nella seconda.

Eˆnk = Eˆ
n−1
k − 2iη sin
(
φ
2
)
Bˆ
n−1/2
k
Bˆ
n+1/2
k =
(
1− 4η2 sin2
(
φ
2
))
Bˆ
n−1/2
k − 2iη sin
(
φ
2
)
Eˆn−1k
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La mappa tra (Eˆn−1k , Bˆ
n−1/2
k ) e (Eˆ
n
k , Bˆ
n+1/2
k ) e` lineare e la matrice corrispondente A e`
A =

 1 − 2iη sin
(
φ
2
)
− 2iη sin
(
φ
2
)
1− 4η2 sin2
(
φ
2
)


Il determinante vale 1 e la equazione per gli autovalori e` data da
z2 − 2z
(
1− 2η2 sin2
(
φ
2
))
+ 1 = 0
da cui risulta
z± = 1− 2η2 sin2
(
φ
2
)
±
[(
1− 2η2 sin2
(
φ
2
))2
− 1
]1/2
La condizione di stabilita` e` soddisfatta se η < 1. In questo caso si trova
z± = e
±iω∆t cosω∆t = 1− 2η2 sin2
(
φ
2
)
si ha
sin
ω∆t
2
= η sin
φ
2
ω =
2ω
η φ
arcsin
(
η sin
φ
2
)
e la relazione di dispersione e` esattamente la stessa che per lo schema proposto per la
equazione del secondo ordine ossia quello che avrei integrando con differenze centrate le
equazioni
∂2E
∂t2
− c2 ∂
2E
∂x2
= 0
∂2B
∂t2
− c2 ∂
2B
∂x2
= 0
che e` equivalente al sistema di equazioni di Maxwell del primo ordine.
Equazione di avvezione diffusione
Nel caso unidimensionale la equazione si scrive
∂u
∂t
+ c
∂u
∂x
= D
∂2u
∂x2
Se si pone u(x, t) = w(x−x0− ct, t) si trova che w(x, t) soddisfa la equazione di diffusione
e quindi la soluzione si scrive
u(x, t) =
∫ +∞
−∞
dx0G(x− x0, t) u0(x0) G(x− x0, t) = e
−(x−x0−ct)
2/4Dt
√
4πDt
Infatti con il cambiamento di variabili ξ = x−ct e τ = t si ha che u(x, t) = w(ξ, τ) soddisfa
la equazione ∂w/∂τ = D∂2w/∂ξ2 e quindi la soluzione fondamentale e` la Gaussiana
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e−ξ
2/4Dt (4πDt)−1/2. Nel caso in cui si impongano condizioni di periodicita` in [0, L] la
soluzione si scrive tramite uno svuluppo in serie di Fourier e il risultato e`
u(x, t) =
∑
k
uˆk(0)e
2π i k(x−ct)/L e−4π
2 k2 Dt/L2
Per risolvere la equazione discretizzando nello spazio con lo schema up-wind per il termine
avvettivo e in forma implicia per il termine diffusivo
un+1j − unj = −
c∆t
h
(unj − unj−1) +
D∆t
h2
(un+1j+1 − 2un+1j + un+1j−1 )
Passando alla sviluppo di Fourier discreto si trova che
uˆn+1k (1 + 4 sin
2(φ/2)D∆t/h2) = uˆnk (1− 2iηe−iφ/2 sin(φ/2) )
che riscriviamo nella forma
Auˆn+1k = Buˆ
n
k
dove
B = 1− 2iηe−iφ/2 sin(φ/2) = e−iω∆t|B| A = 1 + D∆t
h2
sin2(φ/2)
Il risultato quindi si esprime nella forma uˆn+1k = Guˆ
n
k dove
G =
B
A
= Γ eiω∆t Γ =
|B|
A
=
(
1− 4η(1− η) sin2(φ/2) )1/2
1 + 4D∆t h−2 sin2(φ/2)
e ω ha la stessa espressione che nel metodo up-wind per la equazione di avvezione. Se
η ≤ 1 il metodo risulta stabile. Se η = 1 si ha φ = ω∆t e G = A−1 e−iφ da cui ω = ω.
Se φ ≪ 1 il decadimento di uˆnk e` dato da Γn = A−n ≃ e−4π
2 k2Dtn/L
2
che e` esattamente
quello della stessa componente della soluzione esatta.
Se consideriamo il metodo Leap-frog usando la forma implicita per il termine diffusivo si
ha
un+1j − un−1j = −
c∆t
h
(unj+1 − unj−1) + 2
D∆t
h2
(un+1j+1 − 2un+1j + un+1j−1 )
Passando allo sviluppo di Fourier
uˆn+1k (1 + 8 sin
2(φ/2)D∆t/h2) = uˆn−1k − 2iη sin(φ)uˆnk
Per risolvere la ricorrenza si pone uˆnk = z
n dove z deve soddisfare la equazione
Az2 + 2iη sin(φ) z − 1 = 0 A = 1 + 8D∆t
h2
sin2(φ/2)
350
La soluzione 1e data da
z =
1√
A
(
−iη sin(φ)√
A
±
(
1− η
2 sin2(φ)
A
)1/2)
Notiamo che se η < 1 siccome A > 1 risulta che η sin(φ)/
√
A < 1 e quindi possiamo porre
sin(ω∆t) =
η sin(φ)√
A
ω = ω
1
ηφ
arcsin
(
η sinφ
1 + 8 sin2(φ/2) D∆t/h2
)
da cui risulta che
uˆnk = A
−n/2 (c1e
−iωtn + c1e
iωtn)
Per φ≪ 1 si trova che il decadimento della componente di Fourier e` data da
A−n/2 ≃ e−n2 log(1+8π2k2D∆t/L2 ≃ e−4π2k2 Dtn/L2
che e` il decadimento della componente di Fourier della soluzione esatta.
Equazione di Burger
La equazione di Burger e` un modello 1D della equazione di Navier-Stokes e si scrive
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
con condizioni iniziali assegnate u(x, 0) = u0(x). La soluzione generale si trova attraverso
la trasformazione di Cole-Hopf che linearizza l’equazione. Si pone
u = −2ν 1
ψ
∂ψ
∂x
= −2ν ∂
∂x
logψ
Infatti possiamo riscrivere la equazione
∂u
∂t
+
∂
∂x
(
u2
2
)
− ν ∂
2u
∂x2
= 0
Effettuando il cambio di variabile si ottiene
∂
∂x
(
−2ν ψt
ψ
+ 2ν2
ψ2x
ψ2
+ 2ν2
∂
∂x
ψx
ψ
)
= 0
che diventa
∂
∂x
(
−2ν ψt
ψ
+ 2ν2
ψxx
ψ
)
= 0
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Quindi ψ soddisfa l’equazione di diffusione
∂ψ
∂t
= ν
∂2ψ
∂x2
In precedenza con l’indice in basso abbiamo indicato le derivate rispetto a t o x. La
soluzione della equazione di diffusione e` data da
ψ(x, t) =
∫ +∞
−∞
exp
(
− (x−y)24νt
)
√
4πνt
ψ(y, 0) dy
Dalla equazione
1
ψ
∂
∂x
ψ(x, 0) = − 1
2ν
u(x, 0)
segue che
ψ(x, 0) = exp
(
− 1
2ν
∫ x
x0
u(x′, 0) dx′
)
Il punto iniziale x0 puo` essere scelto in modo arbitrario, perche` cambiare x0 significa
moltiplicare ψ per una costante, che non contribuisce quando si passa ad u. Scegliamo
quindi x0 = 0. La soluzione generale della equazione di Burger e` espressa da
u(x, t) = −2ν ∂
∂x
log
[
(4πνt)−1/2
∫ +∞
−∞
exp
(
−(x− y)
2
4νt
− 1
2ν
∫ y
0
u(x′, 0) dx′
)
dy
]
Si noti che per t→ 0 il kernel gaussiano tende alla δ(x−y) e si ritrova la condizione iniziale
u(x, 0). Invece il limite ν → 0 e` singolare. In questo caso si ottiene la equazione di Hilbert
per le onde non lineari
∂u
∂t
+ u
∂u
∂x
= 0
in cui la velocita` di propagazione e` uguale all’ampiezza dell’onda c = u. Questo provoca
la rottura dell’onda e la propagazione di uno shock. La soluzione e` definita implicitamente
da
u = u0(x− ut)
come si puo` verificare direttamente. La equazione di Burger puo` essere discretizzata con
differenze centrate trattando implicitamente il termine diffusivo come fatto per la equazione
di avvezione diffusione
un+1j − un−1j
2∆t
+ unj
unj+1 − unj−1
2h
= ν
un+1j+1 − 2un+1j + un+1j−1
h2
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Il metodo delle caratteristiche
Consideriamo una equazione alle derivate parziali del primo ordine
m∑
i=1
Φi
∂u
∂xi
≡ Φ · ∂u
∂x
= 0
Le curve x(τ) = Sτ (x0) soluzione della equazione differenziale ordinaria
dx
dτ
= Φ x(0) = x0
sono dette caratteristiche ed appartendono alla superficie u(x) = c che dove u, soluzione
della equazione alle derivate parziali, e` l’integrale primo del moto. Infatti
du
dτ
=
m∑
i=1
∂u
∂xi
dxi
dτ
=
m∑
i=1
Φi
∂u
∂xi
= 0
Nel caso di una equazione non omegenea
m∑
i=1
Φi
∂u
∂xi
= b
ci si riporta al caso omogeneo ponendo xm+1 = u. Pertando la equazione diventa
m∑
i=1
ai
∂u
∂xi
− b ∂u
∂xm+1
= 0
e il sistema di equazioni per le caratteristiche e` dato da
dxi
dτ
= Φi i ≤ m dxm+1
dτ
= −b
Nel caso in cui b = 0 la equazione ci dice che xm+1 = u risulta costante.
Equazione di avvezione
In questo caso la equazione alle derivate parziali si scrive
∂u
∂t
+ c(x)
∂u
∂x
= 0
le caratteristiche sono date da
dt
dτ
= 1
dx
dτ
= c(x)
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Ne segue che
t = τ x = Sτ (x0) = St(x0)
Se la condizione iniziale per il campo e` u(x, 0) = u0(x) allora tenendo conto che u e`
integrale primo scriveremo
u(x(t), t) = u(x0, 0) = u0(x0)
Introducendo il flusso inverso x0 = S−t(x) che soddisfa la equazione
d
dt
S−t(x0) = −c(S−t(x0))
la soluzione si scrive esplicitamente nella forma
u(x, t) = u0(S−t(x))
Per verificare che la soluzione scritta in questa forma soddisfa la equazione di avvezione
ricordiamo che
µ =
∂x
∂x0
=
∂
∂x0
St(x0)
1
µ
=
∂x0
∂x
=
∂
∂x
S−t(x))
dove µ soddisfa l’equazione
dµ
dt
= µ
dc
dx
Notiamo anche che da µ = c(x)/c(x0) poiche´ verifica la precedente equazione. Una prova
alternativa e` data da
0 =
dx0
dt
=
d
dt
S−t(x) =
∂
∂t
S−t(x) +
∂
∂x
S−t(x)
dx
dt
= −c(x0) + c(x)
µ
Possiamo ora provare direttamente che u0(S−t(x)) soddisfa la equazione di avvezione
∂u
∂t
+ c(x)
∂u
∂x
=
(
∂
∂t
+ c(x)
∂
∂x
)
u0(S−t(x)) = u
′
0(S−t(x))
(
∂
∂t
S−t(x) + c(x)
∂
∂x
u0(S−t(x))
)
=
= u′0(x0)
(
−c(x0) + c(x)
µ
)
= 0
Consideriamo 3 casi particolari.
• Velocita` c costante in cui le caratteristiche nel piano (t, x) sono rette x = x0 + ct e la
soluzione e` data da u = u0(x− ct).
• Velocita` lineare c(x) = x. In questo caso x = x0et per cui u = u0(e−tx) che verifica
(∂t + x∂x)u0(e
−tx) = 0.
• Velocita` quadratica c(x) = x2. La data caratteristica e la funzione µ sono date da
x = St(x0) =
x0
1− x0t x0 = S−t(x) =
x
1 + xt
µ =
1
(1− x0t)2 = (1+xt)
2
354
e si verifica che µ = c(x)/c(x0). La soluzione in questo caso e` data da
u(x, t) = u0
(
x
1 + xt
)
che risulta soddisfare la equazione (∂t + x
2∂x)u = 0.
Equazione di avvezione non lineare
Consideriamo ora il caso in cui la velocita` c dipende dal campo u con la condizione che
sia non solo positiva ma anche una funzione monotona crescente di u ossia c′(u) > 0. Se
introduciamo la funzione f(u) tale che f ′(u) > 0 la equazione si scrive in forma conservativa
∂u
∂t
+
∂
∂x
f(u) = 0
La condizione su f(u) e` che sia una una fuzione convessa. Ad esempio per la equazione di
Burger si ha f = u2/2 e quindi c = u.
Quando la velocita` dipende essa stessa dal campo c = c(u) le caratteristiche sono ancora
delle rette perche u e` costante lungo di esse e quindi la soluzione di dx/dt = c(u) e` data
da
x = x0 + c(u)t
La soluzione corrispondente ad un dato iniziale u0(x) e` data da
u = u0(x− c(u)t)
La soluzione e` quindi definita in modo inplicito ed e` unica se e` soddisfatta la condizione del
teorema di Dini ossia se detto F (u) = u−u0(x−c(u)t) si ha che ∂F/∂u = 1+c′(u) t u′0(x−
c(u)t) 6= 0. Se deriviamo la u rispetto a t ed x troviamo che
(
∂u
∂t
+ c
∂u
∂x
)
∂F
∂u
= 0
e quindi fintanto che ∂F/∂u 6= 0 la equazione delle onde e` soddisfatta e la soluzione e`
unica. Per determinare l’istante t = t∗ in si perde la unicita` basta riscrivere ∂F/∂u =
1 + t c′(u0(x0)) u
′
0(x0) e determinare il minimo tempo non negativo per cui ∂F/∂u = 0
t∗ = min
x0
−1
c′(u0(x0)) u′0(x0))
t∗ ≥ 0
Ad sempio se u0 = e
−x20/2σ
2
si ha t∗ = σe
1/2, se u0 = −tanh (x0/λ) si ha t∗ = λ.
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Figura 18.2 Andamento della soluzione per una condizione iniziale del tipo u0(x)=1/(1+x
2), che mostra
come per t>tc questa diventi a piu` valori e corrisponda lla formazione di uno shock.
La regione delle condizioni iniziali in cui u′0(x0) < 0 e` quella in cui si possono incrociare le
caratteristiche. Infatti essendo c(u) monotona crescente da
d
dx0
c(u0(x0)) = c
′(u0(x0)) u
′
0(x0)
segue che c come funzione di x0 e` descrescente dove lo e` u0. Quando cio` accede le carat-
teristiche si incrociano.
Per la equazione di Burger dove c′ = 1 se u0 = uL per x0 < 0 e u0 = uR per x0 > η con
u0 = uL − x0 (uL − uR)/η per 0 < x0 < η si trova che
t∗ =
η
uL − uR > 0 se uL > uR
Come esempio consideriamo la equazione seguente con c = u(
∂u
∂t
+ u
∂u
∂x
)
= 0 u0(x) =
1
1 + x2
La soluzione sodisfa la seguente equazione algebrica
u3t2 − 2xt u2 + (1 + x2) u− 1 = 0
Calcolando i tre zeri di questa equazione si vede che per t < tc si ha un solo zero reale e
che per t > tc gli zeri reali diventano 3 per cui si perde la unicita` come mostra la figura. Al
crescere del valore di u cresce la velocita` e quindi i punti con u elevanto sopravanzano quelli
con u basso e la unicita` della soluzione viene meno. trova che t∗ = min(1 + x
2
0)
2/(2x0). Il
minimo si ha per x0 = 1/
√
3 e vale t∗ = 8/(3
√
3).
bfsm Figura 18.3 Lato sinistro: caratteristiche per condizione iniziale u0(x)=1 per x<0, u0(x)=1−x per
0<x<1 e u0(x)=0 per x>1. Lato destro: grafico della condizione iniziale u(x,0)=u0(x).
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Consideriamo un’altra condizione iniziale per la stessa equazion con c = u e precisamente
u0(x) =
{
1 se x < 0
1− x se 0 < x < 1
0 se x > 1
Poiche´ u si mantiene costante lungo le caratteristiche la equazione di queste e`
{
x = x0 + t se x0 < 0
x = x0 + (1− x0)t se 0 < x0 < 1
x = x0 se x0 > 1
Come mostra anche la figura vediamo che per t < 1 le caratteristiche non si incrociano,
mentre per t > 1 questo avviene. Cio` significa che per t > 1 si ha la perdita di unicita` .
Possiamo anche dare la forma esplicita della soluzioe u = u0(x− ut). Se x− ut < 0 si ha
u = 1 e quindi cio` avviene per x < t. Se invece 0 < x− ut < 1 si ha u = 1− x+ ut ossia
u = (1− x)/(1− t) e quindi tale soluzione si ha per 0 < (x− t)/(1− t) < 1 vale a dire per
t < x < 1 se t < 1 e per 1 < x < t se t > 1.
bfsm Figura 18.4 Lato siniztro: grafico dell soluzione u(x,t) per t<t∗=1, Lato destro: grafico della soluzione
per t>1.
Infine si ha u = 0 per x > 1. Riassumendo scriviamo la soluzione nella forma
u(x, t) =
{
1 se x < t
(1− x)/(1− t) se t < x < 1 oppure se 1 < x < t
0 se x > 1
Quindi si vede subito che per t < 1 la soluzione e` unica mentra per t > 1 nell’intervallo
1 < x < t la soluzione e` a 3 valori come mostra la figura.
Il problema di Riemann
Questo problema consiste nel trovare le soluzioni deboli della equazione di avvezion ut +
uux = 0 con condizione iniziale avente una discontinuita`
u0(x0) =
{
uL se x0 < 0
uR se x0 > 0
Si distringuono due casi: nel primo uL > uR e la discontinuita` si propaga con una velocita`
uS = (uL + uR)/2, nel secondo uL < uR e la discontinuita` scompare dando luogo all’onda
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di rarefazione. Entrambe queste soluzioni si ottengono come limite di viscosita` nulla ν → 0
della soluzione di Burger.
Qui costruiamo la soluzione per una condizione iniziale in cui la condizione iniziale ha
una rampa lineare di lunghezza η e che diventa la la soluzione con discontinuita` nel limite
η → 0.
u0(x0) =
{uL se x0 < 0
uL − x0 (uL − uR)/η se 0 < x0 < η
uR se x0 > η
bfsm Figura 18.5 Curve caratteristiche per la equazione di avvezione dove c=u e per condizione iniziale
u0=uL per x0<0, u0=uL−x0(uL−uR)/η per 0<x0<η e u0=uR per x0>η, con uL>uR. L’incrocio delle
caratteristiche avviene all’istante t=t∗=η/(uL−uR) nel punto x∗=uLt∗
La soluzione e` data da u = u0(x0) = u0(x − ut). Consideriamo prima il caso uL > uR e
distinguiamo 3 regioni.
• x0 = x− ut < 0
dove si ha
u = uL x < uLt
• x0 = x− ut > η
dove si ha
u = uR x > η + uRt
• 0 < x0 = x− ut < η
dove si ha
u = uL − uL − uR
η
x0 = uL − uL − uR
η
(x− ut)
che risolta rispetto a u fornisce
u =
uL − x/t∗
1− t/t∗ t∗ =
η
uL − uR
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bfsm Figura 18.6 Lato sinistro: grafico della soluzione u(x,t per t<t∗. Lato destro soluzione per t>t∗. In
giallo si indica l’area U sottesa dalla soluzione e la cui derivata rispetto a t e` uguale a (u2L−u
2
R)/2. All’istante
t=t∗ si passa dalla soluzione ad un solo valore a quella a 3 valori in corrispondenza alla formazione dello
shock.
Distinguiamo la soluzione per t < t∗ da quella per t > t∗. Nel primo caso u e` una funzione
monotona decrescente di x e si mantiene la unicita` . Se t < t∗ l’intervallo di x in cui la
soluzione vale e` dato da
uLt < x < η + uRt
Se invece t > t∗ si trova che u e` monotona crescente e si perde la unicita` . Qui va costruita
la soluzione debole che presenta un discontinuita` . L’intervallo in cui si perde l’unicita` per
t > t∗ e` dato da
η + uRt < x < uLt
Nel limite η → 0 la condizione iniziale diventa discontinua, per t > 0 si perde unicita` ed
occorre costruire la soluzione debole o onda d’urto che propaga la discontinuita` .
Quando uL < uR la soluzione si scrive ancora nello stesso modo ma risulta essere sempre
monotona crescente; per ogni t il suo grafico e` quello mostrato sul lato sinistro della figura
precedente. Per η → 0 la condizione iniziale e` discontinua, ma la discontinuita` scompare
per t > 0 dando luogo ad una soluzione nota come onda di rarefazione data da u = uL per
x < uLt e da u = uR per x > uRt e raccordata linearmente da u = x/t per uL t < x < uR t.
Una soluzione debole in cui anche per uL < uR la discontinuita` iniziale si propga esiste ma
non e` fisicamente accettabile.
Legge di conservazione
Dato T > t∗ e consideriamo la legge di conservazione che si ottiene integrando la equazione
del moto nell’intervallo [0, a] con a > uLT per t < T .
d
dt
∫ a
0
u dx =
∫ a
0
∂u
∂t
dx = −
∫ a
0
∂
∂x
(
u2
2
)
dx =
u2L
2
− u
2
R
2
Mostriamo che la legge di conservazione e` soddisfatta per la equazione prima trovata se
calcoliamo U =
∫ a
0
u dx come l’area sottesa da u. Nel caso t > t∗ dove la soluzione e` a piu`
valori l’area e` quella del dominio delimitato dal grafico di u(x, t) e dagli assi cartesiani per
0 < x < a, come mostra la figura. Se t < t∗ si trova che U e` la somma dell’area di due
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rettangoli e di un trapezio
U = u2Lt+
uL + uR
2
(η + uRt− uLt) + uR(a− η − uRt) =
=
u2L − u2R
2
t + auR + η
uL − uR
2
La derivata rispetto a t soddisfa la equazione di bilancio. Quando t > t∗ abbiamo che U e`
la somma dell’area di due rettangoli e di un triangolo
U = uL(η + uRt) +
1
2
(uLt− uRt− η) + (uL − uR)(a− η − uRt)
= uLuRt+
t
2
(uL − uR)2 − u2Rt+ auR + η
uL − uR
2
Il risultato e` esattamente lo stesso che per t < t∗ e tale e` quindi la derivata rispetto a t
per cui la equazione di bilancio e` soddisfata per ogni t > 0.
Costruzione dello shock
Una soluzione a piu` valori non e` fisicamente accettabile qualunque sia la variabile di campo
(densita` , spostamento ecc.). Per questa ragione quando t > t∗ nella regione [η+uRt, uLt]
dove u ha tre valori si propone una soluzione con discontinuita` definita per da
u = uL se x < xS(t) u = uR se x > xS(t)
dove xs(t) e` la posizione della discontinuita`
xS(t) = x∗ + cS(t− t∗)
Con cS abbiamo indicato la velocita` dello shock che determineremo imponendo la legge di
conservazione, con t∗ = η/(uL − uR) e` l’istante in cui si crea lo shock e con x∗ = uLt∗ la
corrispondente posizione. Tale soluzione e` valida per t > t∗ Per determinare la velocita` cS
dello shock imponiamo la legge di conservazione.
bfsm Figura 18.7 Costruzione della soluzione con discontinuita` corrispondente allo shock. La discontinuita`
e` in x=η/2+cSt per t≥t∗ e si propaga con velocita` cS=(uL+uR)/2. La figura mostra come la discontinuita`
crei due regioni di area uguale per cui l’area sottesa dallo scock nell’intevallo 0≤x≤a e` uguale a quella della
soluzione a piu` valori e la equazione di bilancio e` soddisfatta.
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A tal fine calcoliamo U come l’area di due reattangoli
U = uLxS(t) + uR(a− xS(t)) = (uL − uR) cS t+ a uR + (uL − uR)(x∗ − cSt∗)
dalla legge di conservazione segue che
cS(uL − uR) = u
2
L − u2R
2
←− cS = uL + uR
2
Ne segue che
x∗ − cSt∗ = t∗(uL − cS) = t∗uL − uR
2
=
η
2
La posizione dello shock e` quindi data da
xS = x∗ − cSt∗ + cSt = cSt+ η
2
che e` il punto medio dell’intervallo [η+uRt, uLt] in cui la soluzione precedentemente trovata
e` a 3 valori.
Geometricamente questo risultato si intepreta tramite la costruzione geometrica di
Maxwell in termodinamica. La soluzione u(x, t) a 3 valori in x viene sostituita da una
soluzione ad un sol valore con discontinuita` tale che ele due aree siano uguali. La posizione
della discontinuita` e` in x = η/2 + cSt e si verifica che non solo dU/dt soddisfa le lagge di
conservazione, ma anche U e` esattamente uguale al valore otteneuto in precedenza. Difatti
(uL − uR)(x∗ − cSt∗) = η(uL − uR)/2. Facciamo una verifica sommando le aree dei due
rettangoli di base [0, η/2− cSt], [η/2− cSt, a] ed altezze uL e uR rispettivamente
U = uL
(η
2
+ cst
)
+ uR(a− η
2
− cSt) =
(
u2L − u2R
2
)
t+ auR + η
uL − uR
2
e questo corrisponde esattamente alla prescrizione di Maxwell. Nel caso piu` generale in
cui c(u) = f ′(u) la velocita` dello shock e` data da
cS =
f(uL)− f(uR)
uL − uR
Questa relazione corrisponde alla equazione di Rankine-Hugoniot per i fluidi.
Equazione di Burger e schock
La equazione di Burger ammette una soluzione che asintoticamente tende a uL per x→ −∞
e a uR < uL per x→ +∞ tale che nel limte di viscosita` nulla ν → 0 tende ad uno shock u =
uL per x < x0+cSt dove cS = (uL+uR)/2 e` la velocita` dello shock. Consideriamo dunque
una soluzione della equazione di Burger con condizione iniziale u0(x0) che si propaga con
velocita` costante cS
u = u0(x0) = u0(x− cSt) u0(−∞) = uL u0(+∞) = uR
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Imponendo che u0 soddisfi la equazione
−csu0x + u0 u0 x = ν u0xx
si ha un integrale primo
−cS u0 + u
2
0
2
− νu0 x = C
Uguagliando i valori per x0 → ±∞ si ritrova che cS = (uL + uR)/2. Per x0 = −∞
si trovache che C = −uL(uL + uR)/2 + u2L/2 = −uLuR/2. La equazione si integra per
separazione di variabili. La riscriviamo nella forma
ν u0x =
u20
2
− cSu0 + uLuR
2
=
1
2
(
(u0 − cS)2 − c2S + uLuR
)
=
1
2
[(
u0 − uL + uR
2
)2
−
(
uL − uR
2
)2]
=
1
2
(u0 − uL)(u0 − uR)
Integriamo per sperarazione delle variabili considerando che vi sara` un punto x∗ in cui
essendo la funzione u0 continua avra` come valore la media dei valori asintotici ossia
u0(x∗) =
uL + uR
2
= cS
La integrazione tra x∗ e x0 porta a
x0 − x∗
2ν
=
∫ u0
cS
du
(u− uL)(uL − u) =
1
uR − uL log
u0 − uR
uL − u0
∣∣∣∣
u0
cS
=
=
1
uR − uL log
u0 − uR
uL − u0
perche´ (cS − uR)/(uL − cS) = 1. Ne segue che
u0 − uR = (uL − u0) e−α α = (x0 − x∗)uL − uR
2ν
La soluzione u0 e` quindi data da
u0 =
uL + uRe
α
1 + eα
= uL + (uR − uL) e
α
1 + eα
=
uL + uR
2
+
uR − uL
2
tanh
α
2
Finalmente la soluzione della equazione di Burger si ha sostituendo x0 = x− cst ed e`
u(x, t) =
uL + uR
2
+
uR − uL
2
tanh
(
(x− cst− x∗)uL − uR
4ν
)
Nel limite ν → 0 si ritrova una soluzione con discontinuita` come per la precedente co-
struzione. Lo shock e` dato da x = x∗ + cst e coincide con la precedente soluzione dove
x∗ = η/2.
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Metodo numerico per lo shock
Per trattare numericamente il problema dello shock si procede con una variante del metodo
upwind e considerando la soluzione di una successione di problemi di Riemann. Sia dunque
unj il valore del campo sulla griglia cui associamo una campo uˆ(x, t) costante a tratti tale
che detto xj+1/2 = (j + 1/2)h si abbia
u(x, tn) = u
n
j xj−1/2 < x < xj+1/2
quindi tra xj e xj+1 il campo uˆ(x, tn) e` discontinuo in xj+1/2 ed a sinistra vale uL = u
n
j
a destra vale unj+1. Quindi per tn ≤ t ≤ tn+1 abbiamo un problema di Riemann con la
discontinuita` che si propgaga con velocita` uS = (u
n
j + u
n
j+1)/2. Naturalemte supponiamo
che uL > uS sicche´ si ha l’onda di shock anziche´ quella di rarefazione del caso opposto.
L’algoritmo dovuto a Godunov e` dunque il seguente e si basa su una differenza finita nel
tempo nell’intervallo [tn, tn+1] ed in una differenza finita ma tra xj−1/2 e xj+1/2 per il
flusso f mediato temporalmente in [tn, tn+1]. Detto dunque
Fj+1/2 =
1
∆t
∫ tn+1
tn
u(xj+1/2, t) dt
il flusso mediato l’algoritmo diventa
un+1j − unj =
∆t
∆x
(Fj+1/2 − Fj−1/2)
Se applichiamo questo algortitmo alla equazione di Burger inviscida ut + fx(u) = 0 con
f = u2/2 abbiamo che cS = (uL + uR)/2 e che nell’intervallo [tn, tn+1] la soluzione e` data
dalla discontinuita` che si propaga con velocita` uS, ossia u = uL per x < xj+1/2+uS(t−tn)
e uR per x > xj+1/2 + uS(t− tn). Quindi se uS > 0 si ha che u(xj+1/2, t) = unj mentre se
us < 0 si ha u(xj+1/2, t) = u
n
j+1. Ne segue che se u
n
j > u
n
j+1 si ha
Fnj+1/2 =


(unj )
2/2 se cS > 0
(unj+1)
2/2 se cS < 0
Naturalmente occorre che la condizione CFL sia soddifatta cS∆t/∆x < 1 che assicura che
nel punto xj+1 le caratteristiche che nascono a t = tn in xj+1/2 e xj+1 non si incrocino
(check!!!!). Se uL < uR ossia u
n
j < u
n
j+1 abbiamo un’onda di rarefazione anziche´ uno
shock. Quindi data una condizione iniziale u = unj per x < xj+1/2 e u = u
n
j+1 per
x > xj+1/2 la soluzione per t > 0 e` nel punto xj+1/2 e` data da u(xj+1/2, t) = uL se uL > 0,
u(xj+1/2, t) = uR se uR > 0 e da u(xj+1/2, t) = 0 se uL < 0 < uR. Ne segue quindi che se
unj < u
n
j+1
Fnj+1/2 =


(unj )
2/2 se unj
0 se unj < 0 < u
n
j+1
(unj+1)
2/2 se unj+1 < 0
363
