In this paper we report results in the application of graph theory to the problem of clustering in document retrieval systems using bibliographic coupling devices. The problem is attacked by mapping the citation graph of the document collection onto a unidimensional storage array. The figure of merit of the location assignment is the total dis tance between connected pairs of documents, or, equivalently, the "stretching" resulting from the mapping. This is the objective function of the problem. An algorithm is then presented for the reduction of the objective function, which provides a currently im p ro v in g solution. Its 3 / 2 computational complexity only grows as N , where N is the collection s ize.
I. Introduction
The problem of organizing a large universe of objects with the purpose to identify sets, in such a fashion that objects within a set are similar to each other but are dissimilar from objects outside the set has 1 2 3 received considerable attention over the past years 55 as a fundamental topic in the theory of classification. As it has been observed in many of the mentioned works, however, the vagueness of terms such as "similar", dissimilar", or, equivalently, the qualitative nature of the relations existing among the objects of the universe have largely prevented the use of a mathematical framework in the modeling of the problem. Yet the notions of similarity and dissimilarity are quite primitive in our semantics and, therefore,organizational criteria inspired by these concepts appear quite natural for large universes of elements.
The above mentioned qualitative nature of the interrelations among objects is also reflected by the adoption of the term "cluster" in lieu of set, thus implying the intuitive identification of some "core" along with some "fuzziness" in the definition of the boundaries of such sets (1) .
The "clustering problem" is definitely central in information retrieval, particularly in document retrieval with reference both to document classification and to automatic indexing (see, e.g.^). The 1 2 3 clustering techniques proposed heretofore ' 5 are based on some reason ably defined concept of "cohesion" among members of the document cluster. " ' 'A closely related concept, in fact, is that of "fuzzy set", proposed by Zadeh4 with reference to a universe whose elements have various degrees of membership in several sets of the universe. Given a quantitative value to the pairwise association among documents (for example, based on the number of common keywords) the universe is represented as an undirected graph (undirected because the association between two documents is obviously reciprocal), whose nodes are repre sentative of documents and whose weighted edges are representative of 1 2 3 document associations.
The reader is referred to 5 ' for a detailed discussion of different clustering techniques, all based however on the criterion of assigning a document to the cluster with which it has the highest "global" association. It suffices here to point out that from a computational point of view the proposed methods are characterized by the fact that the effort required grows roughly with the square of the collec tion size (as one would intuitively expect from methods entirely based on matrix algorithms) .
The approach we present in this paper, although closely germane to those mentioned above, draws its immediate motivation from a rather important problem which typically manifests itself in computer-based document retrieval systems. The complexity of an information retrieval task (processing of a query against a file) depends largely on the physical location of the documents in the file. Quite generally, in a computer based system the processing time is a monotone increasing function of the total time necessary to access the item required from the computer storage; each individual access time is in turn a monotone nondecreasing function of the relative distance, in the memory structure, of each pair of items sequentially accessed. From this general remark, it appears quite desirable to locate physically close in the memory structure items that are likely to 3 be wanted together (for example, in the same cylinder of a disc file or in the same strip of a magnetic strip file).
This aspect of a computer based system becomes dominant when the interrelation among documents is expressed by the relation of citation between a source document and a reference document. In this case, in fact, the search algorithm itself proceeds along paths of a graph, and a means to improve the system's performance is to bring at a small physical distance in storage documents which are close in some intuitively acceptable sense in the collection graph (namely, a "citation" graph). Therefore, the existence of a citation link between a pair of documents is taken as a sign of similarity, or, equivalently, of likelihood of them being wanted together.
In the sequel we discuss a method which is aimed at the identifica tion of sets of documents which are "close" in the citation graph. This is done by mapping the graph onto a unidimensional array and by successively rearranging the locations assigned to document. The criterion governing the location assignment is the reduction of the "stretching" of graph links as produced by the mapping. This is equivalent to the reduction of the total stretching (objective function) and will, on the average, (r, r+l,...,s) respectively, after performing the cyclic permutation (s | r) they will be assigned to (r + 1, r + 2,...,s, r) Fig. 1 and its initial assignment shown in Fig.2.(S = 56) . We perform now a leftto-right pass in the application of algorithm 1 to U. The result of this processing is shown in Fig. 3s we also have S = 34.
Example s Let us consider again the citation graph & of

Fig. 3 -After a left-to-right pass
We perform then a right-to-left pass, which yields the assignment shown in Fig. 4 (S = 30) .
However simple the example may be, the effectiveness of the algorithm is apparent already after a single pass: the two clusters of $ are in fact already identifiable.
The performance of a second pass also shows that we are approaching a point of diminishing return in the attempt to reduce Ssthe application of the algorithm may reasonably stop after obtaining the assignment of Figure 4 . (1,N) into the following set of segments:
(1,2), (3,6), (7,12),...,(p2 -p+1, p2 + p),... 
