An important application for the IEEE 802.16 technology (also called WiMAX) is to provide high-speed access to the Internet where the transmission control protocol (TCP) is the core transport protocol. In this paper we study through extensive simulation scenarios the performance characteristics of five representative TCP schemes, namely, TCP New Reno, Vegas, Veno, Westwood, and BIC, in WiMAX (and WLANs) networks, under the conditions of correlated wireless errors, asymmetric end-to-end capabilities, and link congestion. The target is to evaluate how the above conditions would affect the TCP congestion control and suggest the best schemes to be employed in WiMAX networks.
Introduction
Broadband wireless access (BWA) is a candidate for the next-generation wireless communication technology. Worldwide interoperability for microwave access (WiMAX) is the organization behind interoperability and testing for the IEEE 802. 16 Specifications [2] . For WiMAX to be able to realize the objective of high speed Internet access, it must effectively support the core transport protocol of the Internet that is transmission control protocol (TCP). Standard TCP congestion control is based on the reduction of its congestion window after a packet loss [3] . Although such behavior works fairly well in the wired networks, where packets losses are almost always caused by link congestion, it becomes rather inefficient when used for data transport in WiMAX networks. In the wireless environment, the possible reasons of packet loss include fading, temporary disconnections, and handovers. Even when some losses are compensated in Data Link Layer, a part of them still appears in Transport Layer for high Bit Error Rates (BER). TCP New Reno erroneously translates the causes of packet loss as congestion and consequently reduces its congestion window, thus exhibiting significant throughput degradation in these conditions.
Another phenomenon which significantly affects TCP performance is the network asymmetry. A network is assumed to be asymmetric when its characteristics in one direction greatly affect its performance in the other [4] . Asymmetry disrupts the smooth flow of ACK in the reverse direction of traffic and subsequently the TCP ACK clocking mechanism of the TCP sender, causing timer expiration, and subsequent retransmissions, even though the packets may have correctly reached the receiver. In addition, frequent ACK delays result in timeout inflates, thereby causing reduced protocol responsiveness to packet losses. There are several forms of asymmetry, such as bandwidth asymmetry, access asymmetry, delay asymmetry, and packet loss asymmetry. All of them are inherent in WiMAX networks, particularly in best-effort class of service, where TCP typically operates, due to the contention for traffic among subscriber stations (SSs) and because the SS needs to receive a grant by the base station (BS) before sending any data [5] . Bandwidth asymmetry is also very often in WiMAX networks when time division duplex (TDD) is used. In TDD, the ratio of transmission between downlink (DL) and uplink (UL) direction can be adaptive. While high DL : UL ratios are good for large amounts of traffic in the downlink direction, they may cause bandwidth starvation in the uplink, which in turn affect the smooth flow of ACKs.
A lot of research has been made so far, aiming at suggesting ways to improve the efficiency of TCP in wireless networks. However, there are not extensive comparative studies of TCP performance in WiMAX networks. In this work we evaluate some representative TCP congestion control schemes under various traffic scenarios, which include single and multiple TCP flows through WiMAX networks in the presence of wireless channel errors, network asymmetries, and various level of link congestion. The target is to find out the best performing TCP schemes and to suggest ways for further improvements. The paper is organized as follows: Section 2 reviews the following TCP variations: New Reno, Vegas, Westwood, and BIC; Section 3 describes the test environment for simulating the WiMAX networks; Section 4 presents the simulation results; Section 5 makes a comparison with the WLAN (WiFi) networks; the last section draws our conclusions.
Related Work
TCP New Reno [6] maintains two variables, the congestion window size (cwnd), which initially sets to 1 segment, and SS threshold (ssthresh). At the beginning of the TCP connection, the sender enters the slow start (SS) phase, in which it increases the cwnd by 1 segment for every ACK it receives. When cwnd reaches the ssthresh, the TCP sender enters the congestion avoidance (CA) phase, in which it increases the cwnd by 1/cwnd for every ACK it receives, in order to slowly probe the available network bandwidth. This linear growth ends when cwnd reaches the receiver's advertized window, or by the reception of 3 DUPACKs. In the latter case, TCP infers that packets were lost due to link congestion, and it reduces the cwnd by 1/2 of its current value, in an attempt to prevent network collapse (Fast Recovery). This additive increase multiplicative decrease (AIMD) TCP's reactive congestion control and avoidance mechanism was proved incapable of handling efficiently mixed type packet losses happening in wireless heterogeneous networks [7] .
TCP Vegas [8] abandons the linear window increase scheme of Reno and deploys a different congestion avoidance mechanism, attempting to estimate the level of network congestion before happening and tries to avoid it. Its decision is based on throughput measurements per round trip time (RTT), which reflect the network condition. Hence, Vegas calculates the difference between the actual rate (packets sent per RTT) and the expected rate (packet sent per best RTT) at the sender. If it is less than threshold a, this is an indication that the network resources are underutilized, and it increases its window by one segment. If the difference is greater than threshold b, this signifies that the network is about to experience congestion, and it decreases its window size by one segment to prevent it from happening. Otherwise, it keeps its congestion window the same, as it makes the best usage of network resources. Vegas advantage lies in its ability to make a more efficient use of the available bandwidth by avoiding congestion and the unnecessary retransmissions of dropped packets which caused by the linear growth of Reno. However, it still treats all packet losses as a sign of congestion, thus leading to unnecessary window decreases in wireless networks.
TCP Veno [9] combines Vegas and Reno in order to enhance TCP performance over Wireless networks. It keeps TCP Reno AIMD algorithm, and uses Vegas RTT measurements to estimate the level of congestion when an error occurs, in order to make the right decision about the origin of error and the extent of window decrease. If the measurements show that the network was about to experience congestion, Veno reduces its window by 1/2 of its current value, like Reno, in order to relief the network. If not, the protocol deduces that packet loss is not related to congestion, and it reduces its window less aggressively, to 4/5 of its current value, in order to prevent unnecessary performance degradation. Veno was tested in [10] against handovers in simulated WiMAX networks, where it showed an improvement of roughly 5% over Reno.
TCP Westwood [11] makes no attempt to correct the problem of noncongestion packet loss in wireless networks solely like Veno, but rather to improve the efficiency of TCP in all heterogeneous networks. It estimates the network's bandwidth by properly low-pass filtering and averaging the rate of returning acknowledgment packets per RTT. It then uses this bandwidth estimate to adjust the ssthresh and the cwnd to a value close to it when a packet loss is experienced (adaptive decrease). In particular, when three DUPACKs are received, both the cwnd and ssthresh are set equal to the estimated bandwidth (BWE) times the minimum measured RTT (RTTmin); when a coarse timeout expires, the ssthresh is set as before, while the cwnd is set equal to one. The improvement of Westwood is a more realistic bandwidth estimation in comparison to TCP Vegas, which significantly increases TCP throughput over wireless links. TCP Westwood has also been tested in [10] against handovers in simulated WiMAX networks, where it shows an improvement of 16.5% over Reno.
Finally, TCP BIC (Binary Increase Congestion control) [12] aims at improving the performance of TCP for high speed networks with high latency. It abandons the Additive Increase concept of TCP Reno for a more aggressive window increase mechanism, which allows TCP to occupy faster the available network's bandwidth. This method, which is called binary search increase, defines a minimum window size W min as the speed at which no packet loss occurs, and a maximum window size W max , for which packet loss occurred. Since the best window value should be somewhere between those two, the algorithm repeatedly sets the current window size in the middle of both values and checks for feedback, in the form of packet losses. Based on the feedback, the midpoint is taken as the new W max if there is a packet loss, and as the new W min if not. The algorithm allows bandwidth probing to be more aggressive initially, when the difference between W min and W max is large. As this difference shrinks, then the rate of increase of the current window size become less aggressive, which allows for fewer packet losses (logarithmic increase). TCP BIC has been adapted as the default TCP protocol of Linux Operating System from version 2.6.8 to 2.6.18. TCP BIC has been evaluated in [12] against other high speed access techniques (STCP, HSTCP), where it was found to provide high link utilization and RTT fairness. Good Bad 
Simulation Environment
In this section we will present the test setup used for comparing the above TCP schemes. The traffic scenarios were implemented in network simulator 2 [13] by the use of the National Institute of Standards and Technology (NIST) models for WiMAX networks (see Figure 1) . Table 1 depicts the most important WiMAX and traffic parameters used in our simulation.
For modeling the wireless packet errors, the GilbertElliot model (also known as two-state Markov model) was used. It is widely accepted for simulating the correlated errors in the wireless medium, which are caused by different phenomena, such as path loss, fading, noise, and interference [14] . According to this model, the process can be in either one of two states, namely the good state or bad state. The transition between the two states is modeled as a continuoustime Markov chain as depicted in Figure 2 , where P GB and P BG are the transition rates from good to bad state and vice versa.
The mean sojourn time of the channel staying in a state can be approximated by T G = 1/P GB and T B = 1/P BG , where T G , and T B are exponentially distributed. Very often the steady state probability of bad state ( f b ) is expressed as the long-term fraction of the time the channel spends in that state [15] :
The metric used for evaluating the performance of TCP variants is the Average Goodput, which measures the amount of data bytes (without overheads) sent and successfully acknowledged, defined as:
where MaxAckSeqNo represents the maximum ACK number of a connection n that is received by a sender, MSS is the maximum segment size of the connection n, and N is the total number of connections. Higher goodput means better TCP performance. Fairness is another important metric for evaluating that all TCP connections fairly utilize the network bandwidth. We use Jain's Fairness Index [16] , defined as:
where S n is the Throughput of flow n. The range of fairness is between 1 and 1/N, where 1 corresponds to the fairest value.
Simulation Results
In this section we present our simulation scenarios and discuss the results obtained for WiMAX networks. Several scenarios are considered to highlight the effects of wireless channel errors, asymmetry, and link congestion on TCP performance.
Scenario 1 (Effect of Wireless Channel Errors
). This scenario includes data transfer through a single TCP connection over a wired link of bandwidth 100 Mbps and delay 45 msec and a WiMAX network (see Figure 3) . The purpose of this scenario is to find out whether the evaluated TCP congestion control algorithms can deal with the wireless channel errors and adaptively adjust their congestion window, in order to achieve the best possible performance.
Measures of goodput are received for all compared approaches for various packet loss rates, ranging from 0.001% to 5%, and the results are displayed in Figure 4 . A first observation is that the goodput of all TCP variations decreases as the wireless packet loss rate increases, with Westwood offering the best results (96% higher goodput than Reno for PER = 0.001). Westwood's advantage lies on its bandwidth estimator (BWE) mechanism, which, by properly averaging and filtering the receiving samples per RTT, it provides a good judgment of the network's bandwidth and minimizes the effect of wireless channel errors (see Figure 5 ). Regarding BIC, our measurements show that it also offers a small performance improvement over Reno (about 18% for the same PER). This is due to its binary increase algorithm, which by prompting for fast window inflates it results in a better channel utilization (see Figure 5) .
On the opposite, Vegas and Veno present lower performance than Reno for higher loss rates. Since they both attribute to congestion the increased RTT caused by the packet errors, they constantly keep their windows at very low values than the available bandwidth (see Figure 5) . Figure 6 resembles a possible structure of a WiMAX system integrated with a wired network. In addition, for simulating the bidirectional cross Internet traffic of a real network, on/off Pareto flows [17, 18] are injected in the wired portion, from C1 to C2 and C4 to C3. The rate of the flows is constant and equal to 20 Mbps and 0 Mbps during the on and the off intervals, respectively, while the mean duration in on and off states is 500 msec. The target of this scenario is to evaluate the TCP congestion control algorithms under a combination of correlated errors and congestion of the wired network. Figure 7 displays the results.
Scenario 2 (Effect of Wireless Channel Errors and Link Congestion). The network setup of
As expected, the goodput of all evaluated TCP variations degrades in comparison with Scenario 1, due to the combination of correlated errors and link congestion. However, our measurements show that this combination affects the evaluated protocols quite differently. BIC presents a small performance gain over Reno (approximately 10% for PER = 0.001), whereas the gain for Westwood is high (108% for PER = 0.001). This indicates that the BWE of Westwood works efficiently for low PER. As PER increases, however, this advantage is reduced rapidly and becomes negligible for PER greater than 0.005. In these conditions, the efficiency of its BWE is disrupted, causing inaccurate bandwidth estimations and low performance. Regarding TCP Vegas and Veno, they both present low goodput values; the combination of congestion and wireless channel errors provokes further increases in their RTT, which in turn reduces their transmission rates.
In order to evaluate TCP variants' reaction to congestion, we simulate them for different buffer sizes (involving the bottleneck link between R 0 and R 1 ). It is well established that then smaller the buffer size of the intermediate routers, then often packets are dropped, causing congestion. On the other hand, if the buffer size is too long, the packets may stay longer in the intermediate routers, forcing congestion on TCP due to its round trip timeout (RTT) timer expiration. The "ideal" buffer size for TCP must be less than the bandwidth delay product (BDP) of the link [19] .
The goodput values for various congestion levels are plotted in Figure 8 . According to the measurements received, all TCP variants are affected by the congestion, but not to the same extent. TCP Westwood gives the best results; by adjusting its window to a value close to the BDP of the link, instead of "blindly" halving it like Reno, it maintains high transmission rates after a congestion episode, resulting in better link utilisation and performance. The highest goodput occurs when the buffer size of the bottleneck link is about 80 packets. From that point and beyond Westwood's performance gradually degrades, because of the long queuing delays introduced by the Pareto and TCP flows.
Also BIC responds quicker than Reno to congestion thanks to its logarithmic increase mechanism, which fast seizes the available bandwidth. On the other hand, our results show that Veno and Vegas show poor performance levels for the whole range of congested link tested (see Figure 8) . ) . For evaluating the effects of asymmetry on TCP performance, the following scenario is examined for all compared approaches. In Figure 9 , a total of 6 TCP flows operate in a WiMAX network offering besteffort service to receivers 1-6. In this configuration the bottleneck is the wireless link. Apart from the correlated errors, it also presents access and bandwidth asymmetry, due to the different transmission ratio between the DL and UL path (see Section 1). The results for DL : UL ratio equal to 3 : 1 are shown in Figure 10 .
Scenario 3 (Effect of Asymmetry
As measurements show, Westwood and BIC are the best performing TCP variations, presenting up to 58% and 54% better goodput correspondingly over Reno, per each TCP connection and for PER = 10 −4 . On the other hand, Veno and Vegas exhibit inferior performance, due to the long RTTs the asymmetry provokes.
Regarding Fairness, our measurements show that the evaluated TCP protocols have fairness index close to 1 for error rates up to 1%, thus ensuring a fair distribution of the available resources among the TCP connections sharing the common channel, while the fairness index becomes low when the PER is greater than 5%. Figure 11 depicts the results for DL : UL ratio equal to 3 to1.
In order to examine in detail how the different levels of asymmetry affect TCP, we repeated the same scenario for the best performing TCP protocols, that is, Westwood, BIC and Reno and for various DL : UL ratios, ranging from 1 : 1 to 6 : 1, corresponding to values 0.50 to 0.857 in Figure 12 .
For DL : UL ratios equal to 2 : 1, the average goodput of the three TCP variants is increased by approximately 20% in comparison to the 1 : 1 case. For higher DL : UL ratios, however, their goodput still increases, but with lower rate (approximately 12% increase rate in the range 2 : 1 to 5 : 1). As the DL : UL ratio increases, there is more available bandwidth in the downlink direction, and TCP continuously inflates its window to make use of it. As congestion window increases, the traffic load of ACKs in the reverse channel grows larger, resulting in high competition for uplink bandwidth. For high DL : UL ratios, where the number of uplink slots is reduced, ACKs are delayed or lost, causing packet retransmissions.
Another important finding is that the performance of BIC is not affected by the asymmetry to that extend as the other TCP variants, and presents the best goodput over the others for DL : UL ratio equal to 6 : 1 (see Figure 12 ). This is due to its binary increase mechanism, which allows for a more aggressive bandwidth seizure of the downlink channel after a retransmission. With regard to Fairness, the measurements show some noticeable fluctuations for Westwood, for high DL : UL ratios, due to the bandwidth asymmetry (see Figure 13 ).
Comparison with Wlans
For comparison with the Wireless LAN, the CMU Monarch implementation of IEEE 802.11b (also called WiFi) was used in ns-2 simulator [20] . The most important WiFi parameters used in our simulations are listed in Table 2 .
We are interested in the effects of wireless errors and link congestion. Therefore, we have implemented Scenario 1 (see Figure 3) and Scenario 2 (see Figure 6 ) in WiFi networks. The third scenario, for testing the effects of bandwidth asymmetry (see Figure 9 ), is not applicable in the most commercial WiFi applications (i.e., IEEE 802.11b), since it requires support of TDD. Our simulation results for Scenarios 1 and 2 are demonstrated in Figure 14 and Figure 15 correspondingly. As we observe from Figure 14 , the evaluated TCP protocols achieve similar goodput levels for low packet error rates. This behavior is different in comparison with scenario 1 in WiMAX (see Figure 4) . As PER increases, however, they start varying. For instance, TCP Westwood and BIC present on average about 35% and 9% higher goodput than Reno correspondingly, for PERs ranging between 0.01 and 0.1. With regard to Scenario 2, Figure 15 shows that the congested link in wired part of the network degrades Reno, Vegas and Veno performance, whereas Westwood and BIC are not affected very much for low PERs (less than 0.01). For higher PER however, their goodput drops abruptly. This behavior is similar with the corresponding WiMAX scenario (see Figure 7) . Finally, Figure 16 displays how the TCP variants react to congestion in the fixed part of the WiFi network for various congestion levels. As our results demonstrate, Westwood offers high goodput levels for the whole range of the congested link tested. Its unique property to adaptively adjust its transmission rate depending on the actual network conditions makes Westwood a very efficient transport protocol for very different congested environments. Also BIC offers high goodput levels, while Vegas and Veno do not perform very well (similar results with WiMAX, see Figure 8 ).
Conclusion
In this paper, we have evaluated through extensive simulations the performance characteristics of various TCP schemes in WiMAX networks, by taking into account the effect of wireless channel errors, link congestion in both forward and reverse directions, and asymmetry. We saw that wireless errors, link congestion (and their combination) affect the TCP variants quite differently. We also observed that bandwidth asymmetry improves TCP performance up to a certain threshold value; in high asymmetric conditions, it results in low goodput values, due to the ACK delays (or losses) and the subsequent packet retransmissions it causes. Overall, our measurements show that Westwood and BIC offer the best performance over the rest TCP variants in all cases studied. In particular, Westwood outperforms in WiMAX networks with wireless channel errors (up to 96% better goodput over Reno for PER = 0.1%) and in a heterogeneous WiMAX networks with congested wired links and low packet error rates (up to 108% goodput gain over Reno for PER = 0.01%). For BIC, there is a gain between 7% and 18% over Reno in all cases considered, while it presents the best performance in high asymmetric conditions. On the opposite, Veno and Vegas offer reduced performance levels in all examined configurations and therefore they are not suggested as transport protocols in WiMAX networks. Similar results were received in WiFi networks, where Westwood and BIC offer the best performance in all scenarios considered involving wireless errors and link congestion.
Regarding Fairness, both TCP Westwood and BIC offer a fair sharing of the available resources among TCP flows. Since the congestion control mechanisms of TCP Westwood and BIC are different, it is quite likely that a hybrid solution Journal of Computer Networks and Communications 9 combining the binary increase (BI) in congestion avoidance phase, with the adaptive decrease (AD) in fast recovery phase, could be an ideal candidate in WiMAX networks. Such a binary increase adaptive decrease (BIAD) paradigm will benefit by both the quick window expansions of BIC and by the appropriate window adaptations of Westwood, thus offering in overall a better performance in WiMAX networks.
