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INTRODUCTION 
Beef performance records are relatively expensive both in money 
and time required to obtain them. Cattle have a long generation 
interval and a low reproductive rate. The latter two problems result in 
a low intensity of selection, especially in cows, if population size is 
to be maintained. Thus, sire evaluation is one of the main issues in 
beef cattle. 
If the existing records can be utilized to increase the accuracy 
of sire selection, without increasing the generation interval or re­
ducing the intensity of selection, this advantage should be used in 
performance programs serving the beef industry. 
The cattle industry has undergone dramatic changes in the past 
few years due to the development of new methodology to evaluate the 
sire's breeding values, within and across herd, in an objective way. 
Consequently, the seedstock phase is taking on a new role in the beef 
industry given that breeding value is precisely what breeding stock 
herds sell. 
There were several problems with past calculation procedures of 
breeding values. Ratios do not effectively compare sires with varying 
numbers of progeny and do not take into account the heritability of the 
trait. Selection index procedures, used in some cases, account for 
varying numbers of progeny or numbers of records on a dam, but do not 
effectively rank animals with records made in different contemporary 
groups. As Willham (1979) pointed out, comparisons among individually 
fitted show animals, with set performance standards, with ratios, or 
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with the average sire in the average herd as assumed in early dairy 
sire evaluation all fail to make adequate comparisons for the current 
beef industry. 
Animal breeding researchers have developed best linear unbiased 
prediction (BLUP) procedures that can eliminate the use of the simple 
ratio and solve many of the problems inherent with ratio and other past 
calculation procedures of breeding values. These procedures allow 
breeders to achieve the goal of the National Sire Evaluation program 
that is to increase the number of sires that can be fairly compared on 
breeding value differences obtained from all sources of information. 
In order to use these mixed model procedures, estimates of variance 
components are needed if there are no prior estimates, or if available 
estimates are considered invalid for the particular data set being 
used. 
In this thesis, simultaneous estimation of sire expected progeny 
differences (EPDs) and variance components using restricted maximum 
likelihood (REML) were calculated. The purposes of this study were as 
follows : 
1. To develop, for the breeder associations of Argentina, the 
necessary Fortran programs to organize a National Sire Evaluation 
program to estimate BLUP of the sire expected progeny differences (EPDs), 
using the Cholesky Decomposition. 
2. . To estimate variance components using genetic groups and re­
lationships among the sires. Restricted maximum likelihood was the 
chosen method.. Henderson's Method 3 was only used with two of the 
four models analyzed. 
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3. To estimate heritability of weaning weight with four different 
models. 
4. To compare the Spearman rank-order correlation of the sires 
according to their EPDs estimated with the four models. 
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LITERATURE REVIEW 
Selection, or the choice of parents, is the primary tool available 
to purebred breeders or seedstock producers for making genetic improve­
ment. Most of the opportunity for selection in beef cattle is among 
bulls. There is little opportunity for selection of females if popula­
tion size is to be maintained. Thus, sire evaluation is one of the main 
issues in beef cattle breeding. In addition, the level of performance 
in commercial beef cattle population is determined primarily by the 
bulls available to commercial herds from the purebred segment of the 
industry even when the benefits from systematic crossbreeding are . 
being used. 
Willham (1979) pointed out that sire selection and consequently 
sire evaluation are. of paramount importance in all beef breeding programs. 
The genetic problem of the breeder is to select sires that when mated 
to his cow herd produce progeny superior to those currently being pro­
duced. The definition of superior constitutes the direction of his 
program. 
The value of an individual, judged by the mean value of its 
progeny, is called breeding value. Breeding value can be estimated. 
If an individual is mated to a number of individuals taken at random 
from the population, then its breeding value is twice the mean devia­
tion of the progeny from the population mean. The deviation has to be 
doubled because the parent in question provides only half the genes of 
the progeny, the other half coming at random from the population 
(Falconer, 1982). 
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Breeding value is precisely what breeding stock herds sell. Thus, 
all sire evaluation is some form of breeding value estimation (Willham, 
1979). Commercial producers sell pounds not breeding value, but they 
need to buy breeding value. 
To contribute to other segments of the beef industry, the purebred 
breeder or seedstock producer should have a working knowledge of genetics 
along with an appreciation of all traits of economic importance to the 
industry. In addition, he should understand the procedures for measuring 
or evaluating differences in these traits and be able to develop ef­
fective breeding practices for making genetic improvement in them. 
Differences among animals result from the heredity or genetic 
differences and environmental differences. The objective of selection 
for any performance trait is to increase in the population the frequency 
of desirable genes affecting that trait. This is accomplished by 
selecting sires that are above the average in genetic merit. 
Differential reproduction is the basis for continuous improvement 
in livestock, for the increase of desirable genes in one generation is 
added to those of the previous generation and the improvement tends to 
be permanent. 
Pollck e_t (1977) indicated that current within-herd sire 
progeny evaluations of weaning weight are limited largely to use of 
averages of progeny records adjusted for age of dam, age at weaning 
and sex of calf. Averages (ratio included) do not effectively compare 
sires with varying numbers of progeny. Selection index procedures, 
used in some cases, account for varying numbers of progeny or numbers 
of records on a dam, but do not effectively rank animals with records 
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made in different time periods (i.e., year-seasons). 
There were several problems with past calculation procedures of 
breeding values. All of the procedures used ratios or ratio deviations 
as the means to correct for unknown environmental effects. These problems 
were summarized by the Beef Improvement Federation (1981): 
1. Genetic differences may be removed among the groups. Within 
herds, these could be a genetic trend, and over herds, these could be 
real genetic differences between herds; 
2. There may be differences among groups in the variation within 
groups. In groups with much variation, a 120 ratio might be the same 
as 105 in a group with little variation; and 
3. When there are fewer than 10 animals in the group, the average 
may poorly represent the genetic average of the breed. If at least 10 
animals are represented in a group, the average will be satisfactory 
and the variation within a group reasonable. 
A new data analysis procedure was devised by Henderson about 1949, 
and he and others have generalized and proved its properties since that 
time. The procedure is called Best Linear Unbiased Prediction (BLUP), 
where best is defined as minimizing the variance of prediction error 
for procedures which are unbiased and use linear functions of the data. 
Since 1949, BLUP theory has been developed and extended to apply 
to a variety of prediction problems (e.g., Henderson, 1973; Harville, 
1976). The impetus for this development and the major applications of 
the methodology has been the genetic evaluation of dairy animals. It 
is now used world-wide for this purpose. As Willham (1979) comments, 
"beef breeders are becoming increasingly aware of the power of the 
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analysis method,...'* Many of the National Sire Evaluation programs in 
the United States and Canada utilize BLUP procedures. 
This mixed model analysis procedure can eliminate the use of the 
simple ratio and solve many of the problems inherent with ratio use. 
As Pollak et (1977) indicated, the capability to compare animals 
having unequal numbers of records made in different year-seasons exists 
in Henderson's (1973) procedures for best linear unbiased prediction. 
BLUP procedures can provide simultaneous solutions for sire random ef­
fects (EPDs) and environmental effects. One effect adjusts for the 
other; consequently, one obtains better estimates of environmental and 
sire effects. 
Willham (1979) indicated that contemporary group equations are 
first absorbed into the sire equations and then the lead diagonal of the 
reduced normal equations is augmented by the ratio of the error variance 
to the sire variance to obtain a unique solution for the random sire 
effects. These effects have been regressed for number and distribution 
of progeny as well as incomplete heritability. These sire effects 
called expected progeny differences (EPDs) are estimates, from the 
existing progeny, of one-half of the breeding value of a sire tested 
when all are mated to comparable cows and the resulting progeny are 
treated alike. 
Willham (1979) pointed out that one problem exists in the real use 
of these new procedures for estimating breeding values over herds in the 
breeds. There simply must be enough artificial insemination (AI) used 
such that sire progeny in several herds can be used to tie the herds 
together. Not only is AI a useful tool to exploit genetic superiority. 
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it ranks high as a means of increasing genetic change, but AI is also an 
important tool that gives herds a common element and allows breeders to 
better evaluate genetic superiority. He also indicated that AI and 
sire evaluation are synergistic. Encouraging the use of AI as a breed 
improvement tool must be accomplished by the breed associations wishing 
to remain relevant. 
Willham (1979) pointed out that national sire evaluation is a 
reality. Several breed organizations are conducting their respective 
programs which should strengthen the breeds and keep them available 
to the beef industry. 
The review of literature that follows summarizes some statistical 
concepts which are necessary to understand the development of the 
Henderson's mixed model equations. In addition, the review gives a 
more detailed account of the evolution of the different mixed models 
used in beef sire evaluation. 
Generalized Inverse 
When a model can be written as y = XP + e, the least squares 
procedure for estimating p leads to normal equations X'Xp = X'y where 
the matrix X'X is singular. Hence, the solution cannot be written as 
(X'X) ^ X'y; but using a generalized inverse of X'X, a solution can be 
obtained directly and its properties studied. 
Searle (1971) made a summary of the features of generalized in­
verse matrices that are important to linear models. A generalized 
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inverse of a matrix A is defined as any matrix G that satisfies the 
equation 
AGA = A. (1) 
The name "generalized inverse" for matrices G is unfortunately not 
universally accepted. Names such as "conditional inverse," "pseudo 
inverse" and "g-inverse" are also found in the literature. For a given 
matrix "A", there is an infinite number of matrices "G" that satisfy (1). 
This is because "G", for a given matrix A, is not unique. In addition, 
generalized inverses exist for rectangular matrices as well as for 
square ones. 
Searle (1982) defined the rank of a matrix as the number of linearly 
independent rows (and columns) in the matrix. If the rank of a square 
matrix is equal to its order, its determinant is nonzero and this 
indicates that this matrix has a direct inverse, so it is said to be 
nonsingular. A square matrix is said to be singular when its determinant 
is zero. Singularity is, therefore, a property of square matrices only, 
not of rectangular matrices, and it is only nonsingular (full rank) 
matrices that have direct inverses. 
Searle (1966) has presented a detailed account of g-inverses. The 
simplest way to find a g-inverse of a singular matrix is to delete the 
minimum number of rows and columns required to obtain a full rank sub-
matrix, invert this submatrix, and substitute "zeros" for the deleted 
rows and columns. 
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Estimable Functions 
Models in which the coefficient matrix (X'X) does have full column 
rank are described as a model of full rank. Searle (1971) made the 
contrast between a full rank model and nonfull rank model. Whenever 
X'X is not of full rank, the normal equations cannot be solved with one 
unique solution b = (X'X) ^ X'y. Many solutions are available. To 
emphasize this, one writes the normal equation as 
X'Xb° = X'y, 
using the symbol b° to distinguish the many solutions from the solitary 
solution that exists when X'X has full rank. One also uses b° to 
denote a solution (X'X) X'y, where (X'X) is a generalized inverse of 
X'X. Since X does not have full column rank, X'X has no inverse and 
the normal equations have no unique solution. 
It is misleading and in most cases quite wrong for b° to be termed 
an estimator of b. It is true that b° is an estimator of something, 
but not of b, and indeed the expression it estimates depends entirely 
upon which generalized inverse of X'X is used in obtaining b°. For 
this reason, b° is always referred to as a solution and not an estimator. 
Searle (1971) pointed out that estimability and testability enter 
into only the nonfull rank model. All linear functions are estimable 
and all linear hypotheses are testable in the full rank case. Basically, 
an estimable function is a linear function of the parameters for which 
an estimator can be found from b° that is invariant to whatever solu­
tion of the normal equations is used for b°. In other words, a linear 
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function of the parameters is defined as estimable if it is identically 
equal to some linear function of the expected value of the vector of 
observations y. 
Three Methods of Estimation 
Searle (1971) and Kempthorne (1983) summarized three common methods 
of estimation which, although differing in basic concept, all lead to 
the same estimator under certain frequently-used assumptions. All 
three procedures are summarized in terms of the linear model y = X8 + e, 
where X is a fixed known matrix, $ is an unknown fixed vector, 
E(y) = XB and E(e) = 0. These three methods can be outlined in the 
following way: 
1. Ordinary Least Squares (OLS) 
2 
Assuming that the E(ee') = Var(e) = Var(y) = then the Best 
Linear Unbiased Estimator (BLUE) of an estimable function K'p is K'P, 
where ^ is any solution of the normal equations : 
X'XB = X'y 
In other words, BLUEs are given by choosing @ as the value of 0 
which minimizes the sum of squares of deviations of the observations 
from their expected values; i.e., choose 8 as that 0 which minimizes 
(y - X0)'(y - X0). 
2. Generalized Least Squares (GLS) 
Assuming that the variance-covariance matrix of e is Var(e) = E(ee') = 
2 
Var(y) = a^V with V invertible, then the BLUE of an estimable function. 
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K'g is K'9, where g is any solution of the Aitken (1935) equation: 
X'V"^X0 = X'v"^y 
This method involves minimizing (y - Xp)'V ^(y - xp) with respect 
to B. 
In addition, a special case of generalized least squares is called 
Weighted Least Squares (WLS) for the case V is a diagonal matrix, but 
not an identity matrix. 
3. Maximum Likelihood (ML) 
With least squares estimation, no assumption is made about the form 
of the distribution of the random error terms. With maximum likelihood 
estimation (MLE), some assumption is made about this distribution (often 
that it is normal) and the likelihood of the sample of observations 
represented by the data is then maximized. 
On assuming that the e's are normally distributed with zero mean 
2 2 
and variance-covariance matrix o^V, i.e., e ~ N(0, o^V), the likelihood 
is 
L = (2Tr)"^/2N|^|-l/2g^p^_ i (y . X8)'v"l(y - Xp)] 
The solution is the MLE of P and turns out to be 
Î = (X'V"^X)'(X'V'V) 
Two well-known points are worth emphasizing about these estimators. 
First, least squares estimation does not presuppose any distributional 
properties of the e's other than finite (in our case zero) means and 
finite variances. Second, MLE under normality assumptions leads to 
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the same estimator, ê, as GLS; and this reduces to the OLS estimator 
A 2 
P when V = CT I. 
e 
Regressed Least Squares 
Schaeffer (1983) pointed out that a confusion factor was introduced 
by animal breeders with a method of regressing a least squares solution 
by the heritability of the trait to obtain estimates of breeding 
values. The regressed least squares procedure is, therefore, a method 
of deriving predictors of random variables from OLS solutions for 
variables which were assumed to be fixed. One should note the paper of 
Henderson (1978) on the subject of Regressed Least Squares (RLS). 
Their use is not recommended in light of today's knowledge. 
Classes of Selection Problems Relative to Information Available 
In a seminal paper, Henderson (1973) outlined problems and possible 
solutions for breeding value prediction for situations with decreasing 
levels of knowledge of the populations of which the candidates for 
selection are members in the following ways: 
1. The form of the joint distribution of records and of the 
genetic values to be predicted is known, and in addition, the numerical 
values of the parameters of the distribution are known. It has been 
proven that the conditional mean of genetic values, given the records, 
has optimum properties (Cochran, 1951). This method is called Best 
Prediction (BP). 
2. The form of the distribution is not known or certain parameters 
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are not known, but one does know the means of the records, the means 
of the genetic values, and variances and covariances of records and 
genetic values. That is, one knows the first and second moments of the 
distribution. In that case. Best Linear Prediction (BLP) can be used. 
This involves finding that linear function of the records which minimizes 
the average of squared errors of prediction. BLP represents most of 
the present thinking, teaching, and application of selection index 
principles in animal breeding. It has been extremely useful in helping 
to predict the relative merits of alternative selection programs and 
to gain perspective on the importance of various sources of information 
in evaluating animals. In case the distribution is normal, BLP is 
also BP. 
3. The problem is the same as for BLP, but now the means are 
unknown. That is, only the second central moments are known. In this 
case, one uses Best Linear Unbiased Prediction (BLUP). In this method, 
it is found that linear functions of the records which have the same 
expectation (mean) as the genetic value to be predicted and which in 
the class of such functions minimizes the averaged squared errors. 
4. The last class of selection problems with which one is con­
cerned is the one in which neither first or second moments are known 
and one wishes to use linear prediction methods. In fact, one never 
knows the parameter values, but one may have good prior estimates 
of them. In the BP case, one has good estimates of all the parameters. 
In the BLP case, one has good estimates of the first and second moments. 
In the BLUP case, one has good estimates of the second central moments. 
Now, if one has no prior estimates of either first or second moments, 
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one needs to estimate them from the same data that are to be used for 
prediction. This is essentially an unsolved problem, but work by 
Hartley and Rao (1967) and work which extends the study may offer 
some hope. 
Derivation of BLUP and Mixed Model Equations 
As mentioned before, BP requires knowledge of the distributions of 
the random variables and all the moments. BLP required only a knowledge 
of the first and second moments, the means and variances. In some 
cases, to assume that the means and variances are known is not realistic. 
However, in order to do any prediction of random variables, the 
variances of the population should be known. Thus, BLUP assumes known 
variance-covariance matrices, but allows the means to be unknown. In 
doing so, one has to insure that the predictor is unbiased by utilizing 
a Lagrange Multiplier in deriving the predictor. Unbiasedness is no 
longer an automatic property. BLUP solutions are forced to be unbiased. 
Schaeffer (1976) based on published and unpublished material by 
Dr. C. R. Henderson, wrote a formal, general development of BLUP and 
Henderson's Mixed Model Equations. 
The general problem to be solved is to predict a function K'0 + M'u 
known as the predictand, by a linear function of the observations. L'y, 
the predictor, such that the prediction error variances for predictors 
of each element of K'p + M'u are minimized and such that the expected 
value of the predictor is equal to the expected value of the predictand. 
The function K'P must be an estimable function. 
16 
The general linear mixed model can be presented concisely as 
follows: 
y = X0 + Zu + e 
where y is an observation vector of length n, 
6 is an unknown fixed vector of length p, 
u is a nonobservable random vector of length q, 
e is a nonobservable random vector of length n, 
X is a known, fixed, nXp matrix relating elements of p 
to y, with rank = r < min(n, p), 
Z is a known, fixed, nXq matrix relating elements of u to y. 
y y V ZG R 
with E u = 0 and V u = GZ' G 0 
e 0 e R 0 R 
No assumptions are made concerning the distribution of the 
variables; however, G and R are assumed known without error and non-
singular . 
The prediction error is 
K'p + M'u - L'y, 
and the variance-covariance matrix of this function is the matrix of 
interest since one wishes to minimize each individual diagonal 
element. To do this, one must define this matrix algebraically. 
V(K'P+M'u- L'y) = V(M'u)+V(L'y) - Cov(M'u, y'L) - Cov(L'y, u'M) 
= M'GM+ L'VL - M'GZ'L - L'ZGM 
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To insure that the predictor is unbiased, i.e., has the same expected 
value as the predictand, one must add a Lagrange Multiplier to the 
variance-covariance matrix of prediction errors prior to minimizing 
the function. One knows that 
E(K'p + M'u) = K'e and 
E(L'y) = L'Xp thus, in order for 
L'Xp = K'p then 
(L'X - K')3 = 0 must be true for all Hence, the Lagrange 
Multiplier (LM) becomes (L'X - K)X. The LM added to V(K'P + M'u - L'y) 
gives the function, F, below. 
F = M'GM + L'VL - M'GZ'L - L'ZGM + (L'X - K)X 
The function F is differentiated with respect to the unknowns, L and X, 
and the derivatives are equated to zero (null matrices). 
= 2VL - 2ZGM + XX. = 0 
F . X'L - K = 0 
One can see that the second derivative provides the condition which 
must hold in order that the predictor is unbiased. 
These results can be rearranged in matrix notation as follows: 
E. :] t'J • [T] 
Let 9 = •J X and recall that V = ZGZ' + R, then the equations become 
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From the first line, 
RL + ZGZ'L + Xe = ZGM 
RL ZGZ'L - ZGM + XB = 0 
RL + ZG(Z'L - M) + xe = 0 
Let S = G(Z'L - M) and notice that 
G"^S = Z'L - M 
M = Z'L - G"^S 
Now one can write the following equations. 
R 
Z' 
X' 
-G~^ 0 
Now absorb the "L" equation into the other two 
x'R"^X X'R'^Z 
-1 -1 
Z'R Z+G Z'R "X 
Multiply both sides by -1 and let 
^11 ^12 
1^12 "22 
x'R'^X X'R'^Z 
- . -1  
Z'R"^X Z'R'^Z+G"! 
then 
"9' 1—
1 H
 
<=12 '-K" 
S K ^22 -M 
and RL = - X9 - ZS 
then 
RL = - (X Z) S 
Cl, c„ 
•-K' 
-M 
^[X Z] ^11 ^12 
'K' 
9I2 ^21 _M. 
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and 
where 
•L'y = (K" M') 
= (K' M') 
X'R"^Z 
z'R'^X 
therefore. 
fAl 
0 
A 
u 
-1 
X' R Z 
=12 
ifiz =22J 
X'R'^X 
Z'R Z+G 
X' 
Z' 
(R"\) 
1 -1 -
X'r" y 
. -1 
Z'R y_ 
Z'R'^X 
X'R'^X 
z'r"^z+g" 
N 
'A" 
-1 P X'R y 
L A _T 
u Z'R y 
(2)  
These are known as Henderson's Mixed Model equations first reported 
in 1949 (Henderson, 1949). 
Henderson et (1959) proved that 8 is a GLS solution for 8. 
From Equation (2), 
Û = (Z'R'^Z + G"b"^(Z'R"V - Z'R'^XP) (3) 
then substituting (3) in the mixed model equations (2) to estimate the 
fixed effects 
X'R'^Xp + X'R"^Z(Z'R~^Z + G~^)~^(Z'R"V - Z'R'^Xe) = X'R"\ 
from which 
X' [R"^- R"^Z(Z'R"^Z +G"b'^z'R"^]X8 
= X'[R~^ - R"^Z(Z'R"^Z + G"^)"^Z'R"^]y 
let 
-1 -1 -1 -I -1 -1 
W = R - R -^ZCZ'R Z + G ) Z'R ^ 
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then 
X'WXP = X'Wy 
However, 
WV = [R"^ - R'^Z(Z'R"^Z + G"^)"^Z'R"^] (ZGZ' + R) 
= R"^ZGZ + I - R"^Z(Z'R"^Z + G"^)'^(Z'R"^ZGZ' + Z') 
= R"^ZGZ + I - R"^Z(Z'R'^Z + G"^)"^(Z'R'^Z + G"^)GZ' 
= I 
so W = V therefore, 
X'v'^Xp = X'V"V (Aitken, 1935) (4) 
Thus, Henderson et al. (1959) proved that the solutions 8 of 
Equations (2) are identical to generalized least square solutions 
using the classical Aitken (1935) equations. This result does not re­
quire normality, but in the normal case ê is ML, as Henderson originally 
thought. 
Henderson (1963) confirmed that u, the solution in (2), is the 
selection index criterion with g substitute for 8. From Equation (2), 
(Z'R"^X)8 + (Z'R'^Z + G'bu = Z'R"V 
u = (Z'R"^Z + G"B"^Z'R~^(y - x§) 
= (Z'R"^Z + G"^)"^Z'R"^"^(y - xp) 
= (Z'R"^Z + G~B"^Z'R"^(ZGZ'+ R)(v"h(y - XP) 
= (Z'R'^Z + G"^)"^Z'R"^ZGZ' + Z'R"^(V"^)(y - Xp) 
= (z'R~^z + g"^)"^z'r"^zgz' + z'(v~b(y - xp) 
= (Z'R~^Z + G"b~^(Z'R"^Z + G"^)GZ'(V"b(y - XP) 
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n = GZ'v"^(y - Xg) 
Û = C'v"^(y - Xp) (5) 
Later on, Henderson (1984) recognized that this basic result (5) is 
due to Goldberger (1962). 
Henderson (1975a) pointed out that the estimation of p and the 
prediction of u, using (4) and (5) described above, is not feasible 
computationally in the present situation for sire evaluation. The 
difficulty with this method is that V is often a very large nondiagonal 
-1 
nXn symmetric matrix, and, hence, V is very costly to get. Fortunately, 
Henderson's Mixed Model equations (2) do not require either V or its 
inverse. Although R has the same dimensions of V, it usually is an 
identity matrix. 
Henderson (1973, 1975b) has categorized the various approaches 
to the estimation of future performance of an animal itself or of its 
relatives, and has emphasized the deficiency of the selection index, 
due to the not infrequent lack of knowledge of the population mean and 
to frequently poor estimates of correction factors for various environ­
mental influences. One can see that û is comparable to a selection 
index (BLP) evaluation where V is the variance-covariance matrix of 
the records, C is the set of covariances between records and genetic 
merits, and (y - XP) is a vector of records deviated from their means, 
the latter estimated from the generalized least squares solution. 
A 
This is the selection index result with XP substitute for Xp. Best 
linear unbiased predictors (BLUP) can be obtained simultaneously with 
best linear unbiased estimates (BLUE) of the fixed effects from 
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solutions from Henderson's Mixed Model equations. 
Henderson (1963) pointed out that the solution to ^  is not 
necessarily unique, but that the solution to û is unique due to the 
fact that X(X'V ^X) X' is invariant to the generalized inverse that 
was used to estimate p (see Equation 5). 
Henderson (1973) revealed that in most animal breeding applica­
tions, R is an identity matrix times a scalar and G is often a diagonal 
matrix, then Equations (2) are ordinary least squares equations, except 
for the G term, under the assumption that u is fixed- Further, if 
G is diagonal, the only modification of OLS is the addition of variance 
ratios to the diagonal coefficients of the û equations. Then, one has 
the following simplified Henderson's Mixed Model equations. 
X'X X'Z 
Z'X Z'Z + IK 
where K = o^/(in most of the cases) 
Properties of BLUP 
Henderson (1973, 1974) outlined some of the important properties 
of BLUP as follows : 
1. In the class of linear unbiased predictors, BLUP maximizes 
the correlation between the predictor and the predictand. 
2. The BLUP of m'w is m'w, where w is BLUP of w and w = K*0 + u. 
3. Under normality 
a. • E(u|u) = Û. 
b. Var(u - u) = Var(u|u). 
A"! 
0 X'y 
A 
U _Z'y 
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c. w is ML estimator and best linear unbiased estimator 
of the conditional mean w. 
d. In the class of.linear predictors with mean zero, û 
maximizes the probability of a correct ranking of the 
elements of u. 
Properties of Henderson Mixed Model Solutions 
Henderson (1973, 1974, 1975a, 1976a) summarized some useful properties 
of the Mixed Model solutions as follows: 
1. is BLUE of the set of estimable linear functions, K'B. 
2. û is BLUP with all the properties described previously. 
3. û is unique regardless of whether the coefficient matrix of 
(2) or (6) has full rank. 
4. K'B + M'u is BLUP of K'8 + M'u provided K'0 is estimable. 
5. Variances and covariances can be computed directly from the 
coefficient matrix. Let some symmetric g-inverse of the co­
efficient matrix (2) or (6) be 
=11 =12" 
si ^22^ 
0^2 is always unique, but and are unique only if X 
has full column rank, now assuming that K'p is estimable, 
Var(K!P) = K'C^^K 
Gov(K'8, Û) = Null 
Cov(K't, u) = - K'C^2 
Cov(K'P, û - u) = K'C^2 
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Var(û) = Cov(û, u) = (G - Cgg) where G = V(u) 
Var(û - u) = 0^2 
Var[M'(û - u)] = CTJ 
'11 12 'k' 
m 
Var(K' p + M'û - M'g - M'u) = [K' :M' ] 
''21 "22 
In addition, Van Vleck (1981) pointed out that the expected values 
of the solutions corresponding to fixed effects for models without 
interaction terms usually have the properties: 
E[solutions for fixed effects] # actual fixed effects, 
E[solutions for fixed effects] depend on the constraint 
imposed to obtain solutions, and 
a. 
b. 
c. 
Difference in solutions for 
two fixed effects in the same 
classification 
Actual difference in 
the fixed effects 
Applications of Mixed Model Method to Sire Evaluation 
Henderson (1974) showed the general flexibility of linear models 
techniques for sire evaluation. He presented some applications, of 
Henderson's Mixed Model equations, beginning with very simple assump­
tions and progressing through increasing levels of complexity. 
One-way classification 
Henderson (1974) pointed out that the simplest situation would 
be to assume that one has a random sample of sires from a single 
population mated to a random sample of dams with the progeny subject 
to the same random environmental influences. He proposed the following 
mode 1: 
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y.. = + s. + e.. (7) 
where y^^ is the record on the jth progeny of the ith sire, 
H is the population mean (fixed and unknown), 
is the effect common to all progeny having sire i or ex­
pected progeny difference (EPD) 
e.. is the random error associated with the record of the jth 
progeny of the ith sire, 
E(y) = n, ECm-) = M-, E(s) = E(e) =0, V(s) = V(e) = 
and Cov(s, e) = 0. 
Therefore, the Henderson's Mixed Model equation can be written as 
follows : 
r?. 1^ 2^ 
1^ n -^HK 0 
2^ 0 n^+K 
' 1 .  
'2. 
The number of progeny of the ith sire is represented by n^ and K is 
the ratio between V(e) and V(s). Also, one can see that K can be 
2 developed using the heritability (h ) of the trait involved in the 
analysis as follows: 
= V(s)Tv(e) = (for paternal half sibs) 
then 
V(s) = ^  h^ V(y) 
and 
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V(e) = a - I hh V(y) 
therefore. 
As a consequence, the V(y), V(e) and V(s) are not required if one has 
good estimate of the heritability of the trait. 
Henderson (1949) verified that 
y,-
The equivalence to selection index can be shown by writing Equation (9) 
in terms of heritability 
A ^I X— s. = Ô (y.- - p.), 
n.h2 
A 1 A^ 
——2 
4 + (n - l)h 
One can see that BLUP is equivalent to the selection indexes (BLP) 
developed by Hazel (1943) to estimate the EPD of a sire from the 
average of single records from n progeny with M- substituted for u (GLS). 
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Two-way classification 
A number of simplifying assumptions are needed to use the previously 
described model (7). One of them is that herd effects are unimportant, 
which is unrealistic. 
Assuming that one has a random sample of sires from the same 
population that have progeny in different environments, herd (H) or 
herd-year-season (HYS) or contemporary group (CG), in varying propor­
tions, then Henderson (1973, 1974) proposed the following model: 
fijk = ^ + h. + s. + e. (10) 
where y. is the record on the kth progeny of the jth sire in the 
ijk 
ith herd or CG, 
vi is the population mean (fixed and unknown), 
h^ is the fixed effect due to the ith herd or CG, 
sj is the random effect of the jth sire (EPD), 
e . i s  t h e  r a n d o m  e r r o r  a s s o c i a t e d  w i t h  t h e  r e c o r d  o f  t h e  ijk 
kth progeny of the jth sire in the ith herd or CG. 
E(y^j%) = M. + h., E(s.)=E(e^j^) = 0, V(s) = a^, V(e) = and 
the Cov(e, s) = 0. 
In matrix terms, this model is usually represented as: 
y = Xp + Zs + e (11) 
where y is an observation vector of length n 
P is an unknown vector of fixed effects of length p, 
s is a nonobservable random vector of length q, 
e is a nonobservable random vector of length n. 
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X is a known, fixed, nXp incidence matrix relating elements 
of P to y, with rank = r < min(n, p), 
Z is a known, fixed nXq incidence matrix relating elements 
of s to y 
y X8 y "v ZG R' 
with E s = 0 and V s = GZ' G 0 
e 
_0 _ e _R 0 R 
2 2 
where R = Iff , G = Ic and V = ZGZ' + R 
e' s 
Although it is logical to regard the h^ as random variables, 
Henderson (1973, 1975a) suggested carrying out the computations as 
though they were fixed. The reason for this is that the average merit 
of herds using different sires differ. Henderson (1974) and Schaeffer 
(1975) pointed out that varying practices among artificial insemination 
(AI) studs and different goals among dairy men, who have the opportunity 
to select any one of many hundreds of bulls, have destroyed the essentially 
random distribution of sires across herds. This represents a type of 
selection and the bias due to it can be eliminated by computing as 
though herds were fixed. When herd size is relatively large and/or 
V(e)/V(h) is relatively small, the increase in prediction error is small 
due to this strategy. But in situations with small herd size, Henderson 
(1973, 1975c) prefers to accept some bias in order to reduce variance. 
Schaeffer (1983) indicated that with model (11), one cannot predict 
future progeny mean outside of the herds in our data. 
Using model (11), the Henderson's Mixed Model Equation (6) are 
set up to solve for the sire effects (EPDs). Henderson (1974) suggests 
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the deletion of the i-i's equation (population mean) because the rank is 
one less than the order. By deleting tl, the BLUE of u, + h^ is h^. 
The E[solution for fixed effects] # actual fixed effects (Van Vleck, 
1981). 
In order to avoid storing the entire set of equations (6) in 
memory, Henderson suggests the absorption of the h^ equations into the 
sj equations at the end of data input for each herd. Absorption 
process consists of eliminating a set of unknowns (herd or CG) from 
the mixed model equations, but allowing those unknown effects (herd or 
CG) to be considered in the analysis without actually estimating them; 
Thus, one reduces the number of equations to be solved. The order of 
absorption process is of no consequence in terms of the ultimate 
solutions (Searle, 1971). 
The absorption process can be described as follows: 
X'X X'Z 
Z'X Z'Z + IK 
From the first equation: 
X'Xe + X'Zs = X'y 
X'XP = X'y - X'Zs 
t = (X'X)'^(X'y - X'Zs) 
Substituting g into the second equation: 
Z'X(X'X)"l(X'y - X'Zs) + (Z'Z + IK)s = Z'y 
[Z'Z - Z'X(X'X)"^X'Z + IK]s = Z'y - Z'X(X'X)"^X'y 
[Z'(I - X(X'X)"^X')Z + IK]s = Z'(I - X(X'X)"^X')y 
X'y 
II 
.Z'y 
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Let M = I - X(X'X)"^X' 
then 
(Z'MZ + IK)s = Z'tfy 
The matrix Z'MZ is a square qXq matrix, with the lead diagonal 
2 
elements all positive and equal to S [n.. - (n../n. )]. These elements 
i ij i. 
are often called the effective progeny number (EPN), that is, the number 
of progeny for a particular sire that have direct comparisons with other 
sires in the same contemporary group. The EPN is different from the 
actual number (n). The EPN is the number of progeny that a sire is 
credited with in the analysis procedure. This number is not only 
influenced by the number of progeny a sire has but also by the distribu­
tion of progeny over herd or contemporary group (Berger and Willham, 
1980). All the off-diagonal elements are negative and sum to the lead 
diagonal element. The off-diagonal elements associate a sire's pre­
dictor with the predictor for all other sires that had progeny directly 
compared with progeny of the sire. In other words, these account for 
the average genetic merit of the sires of herdmates or the effect of 
competition (McDaniel and Corley, 1967; Norman et al., 1972; Powel 
and Freeman, 1974; Bell et , 1982; Berger, 1983). 
Using model (11), one has the additional property that the sire 
solutions sum to zero (Zs^ = 0). Henderson (1974) pointed out that 
the addition of relatively large numbers to the diagonal of the sire 
equations plus this last property (2s = 0) can be used to force a 
rapid convergence when Gauss-Seidel iterative methods are used. This 
is fortunate because if many sires are to be evaluated, the number of 
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equations is too large for conventional solution. 
Investigation of field data sire evaluation began with model (11) 
(Berger, 1983). 
Two-way classification with interaction 
Lush (1935) pointed out that any resemblance between the offspring 
for any other reason than they are half-sibs through the parent in 
question sets serious limits on the accuracy of the progeny test. 
Berger (1983) indicated that this class of effects can be broken into 
two main subclasses; environmental correlations (i.e., preferential 
treatment) and additional genetic resemblance. 
Consequently, it is important in sire evaluation to take into 
account the possibility that progeny of the same sire in the same en­
vironmental subset (herd, CG, region, e.g.) have a common environmental 
2 
component (c ). Henderson (1973) pointed out that if such components 
can be regarded as having a distribution with known second moments, 
this can be incorporated into the mixed model procedures. Nielson 
(1974) confirmed that more accurate predictions could be expected when 
the model accounts for interaction. Further analysis of the Angus and 
Hereford data suggested the need to consider interaction (Berger, 
1983) . 
There is some evidence that sire effects interact with regions 
and other fixed effects (Nunn et al., 1978; Buchanan and Nielsen, 
1970; Benyshek, 1979; Tess ^  , 1979). When the interaction is 
really large, the sire may need to be ranked in their area of use 
(Dickerson, 1962). 
32 
When such effects (interactions) account for less than 5% of the 
variation, they need to be treated as nuisance effects. That is, they 
need to be incorporated into the analysis procedure (Willham, 1980). 
2 
Henderson (1974) showed that problems concerning c can be 
minimized by including a sire by herd (or CG, region, e.g.) interaction 
in the model with easy computations. He proposed the following model; 
?ljk - I* + l-i + Sj + + Sijk ( 1 2 )  
where y.., is the record on the kth progeny of the jth sire in the ijk 
ith herd or CG, 
is the population mean (fixed and unknown), 
h^ is the fixed effect of the ith herd or CG, 
Sj is the random effect of the jth sire (EPD), 
(hs)^j is a random effect due to the interaction between 
the ith fixed effect and the jth sire, 
is the random error associated with the record of kth 
-ijk 
progeny of the jth sire in the ith herd or CG, 
E(yij^) = W" + E(s) = E(hs) _ = E(e) = 0, 
V(s) = aj, V(hs).j = and V(e).j% = aj, Cov(s., e..^) = 0, 
c°v(sijk' =ijk') = ° 
i — 1 ,  .« • •  p ,  j — 1 ,  . . . . ^  
Therefore, the Henderson's Mixed Model equations are: 
11 '12 
*^12 *"22 
43 *^23 
'13 
23 
33 
c
r
>
 
^1  
A 
S 
= 
^2 
A 
hs 
^3 
(13) 
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where is a diagonal matrix with elements n^ , ng , etc., 
is the table of n^^, 
C22 is a diagonal matrix with elements n ^  + K, n ^  + K, etc.. 
^13 = 
0 0 
0 
-2 0 
0 0 m' 
3 
with m^ = [n^^, n^^^ •••] 
C22 = * ^2 ' ] where is a diagonal matrix with 
elements [n^^, n^^ ] 
C _ _  i s  a  d i a g o n a l  m a t r i x  w i t h  e l e m e n t s  n . ,  +  33 ij v(hs) 
'1 • 1^1.. 
=-2 - 'Y.i. 
'3 - [?ii. 
^1.. 
j.2. 
?Ï2. 
. . . ]  '  
Now all columns and rows of (13) pertaining to subclass with n^^ = 0 
can be deleted. Then, the interaction is absorbed into the other 
equations to get the reduced equations : 
=ii =ij 
"IJ "JJ 
A 
h. X 
A S . 
J 
h. 
h. 
where 
n. .B 
is a pXp diagonal matrix [S ——^ g] with B = , 
G. , is a pXq matrix whose elements are equal to ^ , 
^ij 
G.. is a qXq diagonal matrix, whose elements are equal to 
J J 
. n. , + B 
1 ij 
+ K. These are the sire by sire equations, 
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H. is a vector (p) equal to [2-—^ • y. . ], 
x • n« • ' 15 ij, j ij 
g 
H. is a vector (q) equal to [S- T-rr y.. ], 
2 ^ j T Û ij . 
This process provides a method to account for the extra correlation 
between progeny from the same sire in the same herd or contemporary 
group. Using this procedure, the maximum number of progeny by a sire 
that is counted in a contemporary group is the variance ratio value 
(B). Thus, as the number of progeny is increased, the value of the 
ratio is quickly reached indicating, as expected, that many observa­
tions in one sire by herd group when interaction is present is not very 
useful. This accounting for the sire by herd interaction by absorbing 
the interactions equations, after adding to them the variance ratio (B), 
is desirable because the lead diagonal or EPN has been adjusted to give 
a sire due credit for having progeny in many herds compared with one 
having the same number of progeny but all in the same herd (Willham, 
1980; Berger, 1983). 
Henderson (1974) pointed out that the general consequences of inter­
action between sire and herds are that the predictions are less accurate 
and less emphasis should be placed on subclass means with large n^^ 
as compared to the no interaction model. 
Different populations of sires 
Henderson (1974) pointed out that genetic trends and overlapping 
generations create difficulties in comparisons between younger and 
older sires. The assumption that all sires with progeny from a breed 
are a random sample from a single population is no longer tenable. 
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Apparently the first statement of this problem, at least in con­
nection with sire evaluation, was Henderson's (1966) suggestion that 
in order to account for genetic trend and for different selection 
policies of artificial insemination (AI) studs and of dairymen's choice 
of sires for natural service, bulls to be evaluated be divided into 
groups and the evaluation be the sum of the estimate of the group and 
the selection index type evaluation of the deviation of the individual 
sire from this mean. 
Henderson (1973) indicated that most sire evaluation problems at 
present involve field collected data with all of the problems inherent 
in such data including multiply-classified with unequal subclass numbers, 
records subject to culling and selection, unknown fixed factors with 
sires from different subpopulations. 
By 1966, problems with the herdmate method as used in the north­
east were becoming apparent. The two most serious ones were (1) evalua­
tions of sires that continued in service over a long period of time 
after being returned to service following a sampling test generally 
tended to decline, and (2) sires of later generations appeared to be 
underevaluated relative to older sires. Both of these difficulties 
could be explained by an upward trend in the genetic merit of herdmates 
(Henderson, 1966). 
Famula et aJ. (1983) clarified the concept of population in rela­
tion to genetic groups. They pointed out that genetic groups are 
used to represent populations of sires for which the mean breeding 
value may differ from population to population. The word population is 
not intended here to describe a community of potentially interbreeding 
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individuals, but rather a population may be defined as all individuals 
born in the same year or geographic area. Factors that encourage 
genetic groups, so defined, result from the success of current 
selection programs for sires and dams and the widespread use of frozen 
semen. The increased rate of genetic progress has complicated comparison 
of old and young sires. 
Several studies revealed the existence and importance of genetic 
trend. In dairy cattle populations, the upward trend in genetic value 
for milk yield has been generally estimated from .5% to 1% of the mean 
per year (Van Vleck and Henderson, 1961; Arave et , 1964; Burnside 
and Legates, 1967; Harville and Henderson, 1967; Hintz et al., 1978). 
In beef cattle populations. Brinks e^ (1961) in a study with Hereford 
calves born from 1934 through 1959 found a strong positive genetic 
trend for weaning weight. Recently, Berger et (1983a, b, c) working 
with Angus, Hereford and Polled Hereford reported positive genetic 
trends for weaning weight and yearling weight. 
The model proposed for Henderson (1966) that would eliminate 
this source (genetic trend) of bias was the following: 
yijkl = p + h. + s. + 
or in matrix notation (Quass and Pollak, 1981): 
y = Xp + ZQg + Zs + e (14) 
where y is an observation vector of length n, 
P is an unknown vector of fixed effects (herd, CG, e.g.) 
of length p. 
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s is a random vector of sire effects (EPDs) of length t, 
X is a known, fixed, nXp incidence matrix relating elements 
of p to y, 
Z is a known, fixed nXt incidence matrix relating elements of 
A 
s to y, 
Q is a known tXr incidence matrix that classifies each of the 
t sires into r groups, 
g is an unknown vector of fixed group effects- It represents 
mean breeding values of the r groups (r = number of 
groups), 
ZQ is a known nXr incidence matrix relating group of sire to 
progeny's records, 
e is a nonobservable random vector of errors of length n, 
E(s) = E(e) = 0, where i = 1, ... p, j = 1, ... r, k =1, ... t, 
1=1, n and 
r 1 -1 
s K 0 2 V = a where K 
e 1 O
 
M
 
i 
e 
Therefore, g and s may be computed from the mixed model equations (MME): 
X'R~^X x'r'^zq X'R"^Z 
Q'Z'R'^X Q'Z'R'^ZQ Q'Z'R'^Z 
z'r'^x z'r'^zq Z'R Z+IK 
r Al 
e X'R'ly 
A 
g = Q'Z'R'S 
1 tn
 >
 
Z'R'ly 
(15) 
The mixed model equations with P equations absorbed are: 
Q'Z'MZQ Q'Z'MZ 
Z'MZQ Z'MZ+Iî 
" A" 
g Q'Z'My 
Z'îfy 
(16) 
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where M = I - X(X'X) ^ X', These equations are solved and the predictor 
of sire merit (EPD) are obtained as g .  + s., . The entire vector of 
J JK 
proofs, say u*, is u* = Qg + s (Henderson, 1973; Quass and Pollak, 
1981). 
In general terms, the purpose of groups is to account for genetic 
trend or genetic differences among subpopulations. There are, however, 
no generally accepted criteria for defining groups in a particular 
application. Thus, arbitrary definitions have been used, e.g., bulls 
from a particular stud entering service in the same year, birth date, 
pedigree information, or geographic region (Quass and Pollak, 1981). 
Famula ^  (1983) pointed out that the selection of sires and 
dams of sires is responsible for the differences in expected breeding 
values from one sire population to the next. The role of genetic 
groups is to account for differences in expected breeding values (EBV) 
of sires from population to population. However, the possibilities for 
grouping strategies are endless, and for this reason, many animal 
breeders question arbitrary distinctions often made between sire groups. 
Failure to describe adequately the structure of genetic groups makes 
sire grouping the "weak link" of sire evaluation. Although a concise, 
unique algebraic representation for genetic groups is desirable, 
this goal appears unattainable. 
Perhaps the most useful paper in setting guidelines is by Kennedy 
(1981) who demonstrated in a simulated data set with two genetic groups 
that genetic groups may be ignored without increasing the mean square 
error (MSE) of prediction of the estimated sire proofs if the true dif­
ference between groups is less than the standard error of the estimated 
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difference. Henderson (1975c) revealed that if differences between 
sires is small, ignoring or combining genetic groups is a reasonable 
alternative provided one realizes the consequences (bias). Conversely, 
adding genetic groups unnecessarily will not bias prediction of genetic 
merit, but it will increase the error variance of prediction. 
In a simulation study, Famula and Van Vleck (1982) suggested that 
a unique optimal definition of genetic groups does not exist and that 
any successful definition of genetic groups will be dependent on 
visualization of the selection scheme underlying the data. However, 
guidelines under assumed selection strategies can be developed. Al­
though grouping by generation is not possible in actual populations, 
they pointed out that genetic groups defined by birthdate would be 
useful in accounting for sire selection based on comparisons of sires 
within years. This is in agreement with Schaeffer et (1975) who 
found birth year most important when working with Ontario Hols tein 
data. They claimed that the addition of stud might be desirable but 
was impractical due to the reduction in group size. 
Famula et (1983) revealed that specific definitions of genetic 
groups are dependent upon the selection. This paper does suggest goals 
for determination of Q, the matrix which defines genetic groups. That 
is, Q should be chosen such that it is related linearly to selection 
practices in the population or also such that selection of sires is 
within genetic groups. However, they pointed out that to propose a 
general multipurpose definition for genetic groups is impossible. 
Henderson (1973, 1974, 1975d) indicated that the coefficient matrix 
of model (14) is not full rank. Consequently, no unique solution to 
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g exists; however, the solution to s is unique as is the solution to 
gj - gj,. Model (14) has the additional property that the summation 
of s., within each group sum to zero (Ss., = 0). Henderson (1973, 
JK k 
1974) pointed out that one can take advantage of this last property 
(S s., = 0) to force a rapid convergence, after absorbing nuisance 
k JK 
fixed effects, when the Gauss-Seidel iterative method is used. 
Accounting for relationships among sires 
The sire evaluation models shown earlier took into account rela­
tionships among progeny of the same sire through the paternal half-sib 
2  1 2  2  
covariance (a^ = ^  h a^) as well as heritability by the use of the 
2 2 
ratio When sires are related, Henderson (1973, 1974) re­
vealed that a simple modification of all preceding methods will take 
into account the additive relationships among sires to be evaluated. 
2 2 
He proposed that instead of adding to the lead diagonal elements 
of the sire equations, one has to add A ^ times o^/to the submatrix 
of coefficients of s in the sire equations. Where A is the numerator 
relationship matrix with ijth off-diagonal element equal to the 
numerator of Wright's (1922) coefficient of relationship between the 
ith and jth animals and with the ith diagonal element equal to (1 + F^) 
where F. is Wright's (1922) coefficient of inbreeding for the ith 
animal. Consequently, the resemblance between relatives can be 
evaluated more accurately and this increases the accuracy of pre­
diction, particularly for sires with few or no progeny. 
Henderson (1975b) indicated that the prohibitive cost of inverting 
A, by conventional inversion routines, has dictated in the past that 
41 
the reduction in prediction error variance by using A ^ not be utilized 
in sire evaluation. Since 1975, more efficient methods to get A ^ 
have been reported and the use of ancestral or pedigree relationship 
matrices became a workable reality. 
Henderson (1975e) pointed out that the most important identifiable 
relationships among sires used in artificial insemination are due to 
common sires and maternal grandsires (MGS). He developed a rapid method 
for finding the inverse of a numerator relationship matrix, based on 
these two points, directly from pedigree records. The maternal grand-
sire provides some of the information that would otherwise be supplied 
by the dam. Including dams in the relationship matrix would require 
the addition of another equation for each dam added. Henderson stated 
that female ancestors can be eliminated from the relationship if the 
following conditions are true: 
1. The population is noninbred. 
2. The only relationships considered are those due to the sire 
and MGS of all males with tested progeny. 
3. All dams of progeny tested sons have only one such son. 
4. Records on dams are not utilized. 
The purpose of this paper was to present a further development of 
relationship matrix inversion methods whereby, under certain circumstances, 
the female ancestors can be dropped from the matrix, thereby markedly 
reducing the number of equations to be solved. Wilson (1982) reported 
that the addition of a relationship matrix in mixed model sire evalua­
tion does not come without penalty. Adding relationship can mean 
adding an enormous amount of additional equations that must be solved. 
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The additional relationships destroy a large number of zero elements in 
the sire equations that in turn increase the amount of time for itera­
tive solutions to converge. Therefore, the designer of the evaluation 
model will usually want to include only relatives that can economically 
and practically improve breeding value prediction. 
Quass e^ _al. (1979) and Wilson (1982) reported that adding 
maternal grandsire relationship to A is a computationally feasible 
way of recovering some of the information on the dam of sires. 
Quass ^  al. (1979) pointed out the bias that will occur if the dam 
has more than one son tested as a sire because the M3S relationship 
does not cover the covariance between maternal half-sibs. Wilson (1982) 
adds that the MGS approximation is substantially inferior to the dam 
relationship if the dam has more than three or four progeny. 
Henderson (1975b, 1976b) reported a rapid and simple method for 
computation of the elements of A ^ without computing the relationship 
matrix itself. The method is particularly useful in noninbred population 
but is much faster than the conventional method in the presence of in­
breeding. Later on, Quass (1976) developed a more efficient method 
to compute the diagonal elements of the relationship matrix (1 + F) 
from which the inverse of the whole relationship matrix can be easily 
computed. 
-1 
Potential advantages in using A . in sire evaluation were reported 
in several studies. Henderson (1975a, d) pointed out the ability of 
the relationship matrix to eliminate selection bias. Henderson (1973, 
1975b, c, d) indicated that the accuracy of the prediction by 
breeding values can be improved by utilizing all relationships 
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among animals to be evaluated. 
Henderson,(1973, 1975d) revealed that the additional advantage 
gained by using A ^ is that genetic trend can be accounted for most 
efficiently. This should not imply that groups are never needed when 
relationships are used. But fewer groups to account for genetic trend 
and for genetic differences among subpopulations are needed. 
Famula e^ al, (1983) states that evaluating cows and bulls simul­
taneously using all known relationships is the ideal method to obtain 
predictors unbiased by selection and trend. But, Berger (1983) pointed 
out some of the problems using the complete relationship matrix. He 
reported that the current state of computing technology makes the use 
of the full A matrix impractical or impossible in most situations. 
Some relationships must be ignored or approximated. In addition, he 
indicated that the data available for analysis may be incomplete, 
since some relationships are unreported or unknown. 
Willham (1980) revealed that the standard data structure of a 
breed consists of herds that are partially isolated subgroups of the 
breed population and within such groups, one or several contemporary 
groups are produced per year. The herds are only partially isolated 
because of the interchange of sires at least every two years to pre­
clude the possibility of sires breeding daughters. However, this 
migration is directional being from what breeders classify as elite 
herds down to the multipliers and on down to commercial use. With 
open AI as an opportunity, some herds and their contemporary groups 
can be tied to others through the use of the same Al sire. This 
opportunity also gives a breed and its breeders the chance to 
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exploit superior sires. Even with the more restricted use of AI 
because of the gene flow through sons of sires deemed to be superior, 
the numerator relationship matrix (NRM) could be utilized to tie herds, 
that buy sons from elite breeders, together so that contemporary groups 
would have relationship ties at least. Consequently, Willham stated 
that the use of the NRM can help to fulfill the goal of National Sire 
Evaluation. The goal of such evaluation is the expansion of the number 
of sires that can be fairly compared on breeding value differences ob­
tained from all sources of information. 
As mentioned previously, using any of the preceding models with 
2 
the simple modification that V(s) = Aa^ will take into account the ad­
ditive relationships among the sires to be evaluated. Henderson 
(1975d) pointed out that one of the additional properties of the solu­
tion is that l'A ^s = 0. He stated that use can be made of this 
identity (l'A ^s = 0) to speed up convergence in an iterative solution 
or to check the accuracy of the solution. 
Intraherd prediction of breeding values 
Henderson (1952) proposed a method for using all records and rela­
tionships in a herd to evaluate each animal. He pointed out that if 
this were done in an optimum way, it would increase the accuracy of 
selection over using fewer records. However, the computational method 
required a cumbersome iterative solution. 
Henderson (1975b) found a simple method for finding the inverse 
of the numerator relationship matrix which can be used to set up 
equations which lead directly by an efficient iterative solution to 
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adjustment of records for any fixed effects and to BLUP solution to 
breeding values of all animals in a herd. It also permits incorporation 
of artificial insemination sire evaluations in the predictions. 
Henderson (1975b) indicated that an additional advantage gained 
by using all relationships is that genetic trend can be accounted for 
most efficiently. The necessity in assignment to groups can be 
eliminated or the number of groups can be reduced by using all rela­
tionships . 
Willham and Leighton (1978) based on published material by Dr. 
C. R. Henderson and others described the Henderson's Mixed Model Equa­
tions used in intraherd prediction of breeding values. The general 
linear mixed model can be presented concisely as follows: 
y = X9 + Zu + e (17) 
where y is an observation vector of length n, 
X is a known, fixed, nXp matrix relating elements B to y, 
with rank = r < min(n, p), 
S is an unknown fixed vector of length p, 
u is a nonobservable random vector of breeding values of 
length q, 
e is a nonobservable random vector of length n, 
Z is a known,.fixed, nXq matrix relating elements of u to y, 
Var(u) = G, Var(e) = R and V(y) = ZGZ' + R. 
Henderson (1963) has shown that G (the variance-covariance matrix 
2 
among the u'.s) is G = A..a . Where A,, is Wright's (1922) numerator 
i 1-3 Or 
2 
relationship matrix and Qq is the variance of a single breeding value. 
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In this case, it is the population additive genetic variance. The NRM 
used in this way relates genetically every individual being considered 
in u with every other individual and itself. Inbreeding is taken into 
consideration because the relationship of an individual to itself is 
1.0 + F (the individual's inbreeding). All the information from all 
relatives (no matter how remote) is considered in producing the BLUP 
of u. 
Willham and Leighton (1978) pointed out that if an individual 
herd has been performance testing for the past 20 years, animals alive 
20 years ago are generally not available for selection today, but 
their individual performance and subsequently the performance of their 
progeny has been responsible for animals currently in the breeding herd. 
All of this information can be used to obtain the predictor of u 
(breeding value of the individual) by a simple partition of model (17): 
y = Xp + Z^u^ + Z^u^ + e (18) 
where y, X, g, e are as previously defined, 
Z^ is a known matrix relating elements of u^ to y, 
u^ is a vector of nonobservable random variables (breeding 
values) for animals no longer available for selection, 
Zg is a known matrix relating elements of u^ to y, 
Ug is a vector of nonobservable random variables (breeding 
values) for animals now available for selection. 
The vector U2, in reality, could contain one element for each calf in 
this year's calf crop plus one element for each bull and cow that 
produced the current calf crop. The Henderson's Mixed Model Equations 
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necessary to yield BLUE estimates of P and BLUP estimates of u, as­
suming R = I are: 
where 
x'x x'z^ x'zg 
z|x z^zi + a^^k =1:2 + 
z^x =2=1 + a-^k z^z, + 
.22,, 
X'y 
z{y 
vl 
V = =g aij = *6 
[all a^2 
A„. A, 
21 22 
A^^ is the relationship among animals no longer available 
for selection, 
A^2 is the matrix relating animals no longer available for 
selection with those animals which are available for 
selection, 
A22 is the relationship among all animals now available for 
selection. 
\l "^12 
^21 ^22 
.21 .22 and K = 
The constant K can be estimated from the heritability for a particular 
trait because one knows: 
h^ = 
then —T = 
4* i 
J-
therefore. 
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Since the goal of model (18) is to obtain BLUP estimates for u,, 
the computational effort can be considerably reduced by absorbing the 
equations for 0 and u^ into equations for u^ (Willham and Leighton, 
1978). 
Henderson (1963) has shown that equations (18) have selection 
index properties which correctly weight the breeding value estimates 
in u^ for differences in the amount of information available in each 
class of relatives (paternal half-sibs, maternal half-sibs, full-sibs, 
progeny, first cousins, second cousins, nephews, etc.). Further, Gold-
berger (1962) and Henderson (1963) demonstrated that breeding values 
in Ug are predicted with minimum error variance among the class of all 
unbiased predictors. 
Model (18) has the advantages that all information available on 
all relatives of the individual is utilized in predicting the individual's 
breeding value, the effects of any inbreeding in the herd are taken 
into consideration and the necessity for grouping, with difficulty in 
assignment to groups, can be eliminated or the number of groups can 
be reduced by using all relationships. 
Including dam genetic effects in the model 
Willham (1983) and Wilson (1984) indicated that a new horizon 
in the improvement of genetic evaluation procedures and methodology 
is the development of methods to unify the National Sire Evaluation 
(NSE) with another aspect of seedstock evaluation within herd evaluations 
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of dams and young animals. A primary reason for unifying within herd 
evaluations and NSE is to obtain genetic evaluations of unproven 
yearling bulls, bulls with only their own performance and no progeny 
records. 
Willham (1983) pointed out that one method for integrating within 
herd evaluations of a breed with NSE involves modifying the basic mathe­
matical model to include dam genetic effects in addition to sire 
genetic effects. This method of unifying NSE and within herd evalua­
tions was used by Wilson (1984). 
The following linear mixed model was presented by Wilson (1984) 
in his dissertation: 
YIJKL. - ^  + 'ij + + ^ il + sjklm 
where ^ 205-day adjusted weaning weight record for the 
mth progeny of the 1th dam in the ith herd and the kth 
sire and reared in the jth contemporary group of the ith 
herd, 
M- is the population mean, 
c^j is a fixed effect common to each weaning weight record 
in the jth contemporary group of the ith herd, 
g^ is a fixed effect common to each sire born in the nth 
year, 
s^^ is a random genetic effect for direct weaning weight 
associated with the kth sire born in the nth year, 
~ (0, a^a), 
d^3^ is a random composite effect common to the 1th dam of 
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the ith herd, NID (0, a^), and 
^ijklm ^ residual random effect of the weaning weight 
record of mth progeny born to the 1th dam and kth sire, 
nid (0, gg). 
Using this method, Wilson (1984) pointed out that the sire equa­
tions used in the NSE would have dam effects as well as contemporary 
group effects included in the absorption process. The absorption would 
be on a herd by herd basis with dam and contemporary group equations 
stored for within herd back solution estimations. The final sire equa­
tions would be of the same form used in current sire evaluation 
procedures. He also indicated that back solutions for contemporary 
group fixed effects and dam effects would be made for each herd after 
solving for sire direct effects. The best linear unbiased estimates 
(BLUEs) for the fixed effects and the best linear unbiased predictors 
(BLUPs) for the sire and dam effects form the basis for determining 
other predictors such as: sire EPD for maternal weaning weight, dam 
EPDs for direct and maternal weaning weight, and young animal EPDs 
for direct and maternal weaning weight. The estimators and predictors 
would also be used to compute within herd genetic and environmental 
trends. 
Genetic Bases 
Another complication in sire evaluation is the concept of fixed 
versus moving base of comparison. The criteria for using a fixed or 
moving base are a topic of some debate. However, the ranking of sires 
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evaluated using the Henderson's Mixed Model equations will not be 
affected by the choice of genetic base. 
McClintock and Taylor (1982) pointed out that genetic groupings 
of sires are used to differentiate between genetically distinct animals 
in time, thus representing trend. Two alternatives for estimating 
group means are to set one group to zero or let the sum of group solu­
tions be zero. The first alternative represents a "fixed base" to which 
all subsequent groups are compared, while the second represents a 
"moving base" which changes as new data are included in the analysis. 
They stated that the decision of what base to use is both a marketing 
and a philosophical problem. Marketing, in that most owners would 
prefer not to have negative proofs for their bulls and philosophical, 
in that some people prefer a rolling base while others prefer a fixed 
base. 
Schaeffer (1983) indicated that a fixed base means that all bulls 
in the base group have an average proof of zero, and each time that more 
data is added and new sire evaluations calculated, then the base group 
of bulls will still have an average proof of zero. The advantage of a 
fixed base in North America is that scientists can monitor genetic 
trends very easily since old and young bulls can be compared simul­
taneously. Also, bull's EPDs tend to remain relatively stable from 
one analysis to the next. A disadvantage is that dairymen have been 
brainwashed into believing that any bull with a "plus" proof is a breed 
improver. However, if genetic trend is significant, the average proof 
of new bulls will be greater than zero, and a few bulls with "plus" 
proofs less than the current average are not really breed improvers. 
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Freeman (1981) stated that if the merit of sires does not continue 
to improve over time, this could be due to the fact that better sires 
are not being selected and brought into AI studs or sire evaluation 
procedures do not recognize the sires that are truly superior. A 
moving base tends to obscure these two facts; therefore, he is in 
favor of a fixed base. In addition, he pointed out that in order to 
compare bulls, it would be necessary to be certain that the same base 
was used. Changing bases would require that everyone using sire 
summary information understand the base changes and use it properly. 
Schaeffer (1983) indicated that a moving base means that the 
average proof of the most recent group of bulls is zero and all the 
other bulls are compared to that group. Every time new sire proofs 
are calculated, the base group is changed. He pointed out that such a 
system is suitable for countries that are only interested in the most 
recent group of bulls and not so much in comparing young with old 
bulls. The disadvantage of a moving base is the possibility of errors 
in selecting superior bulls to sire future generations of bulls, 
especially if genetic trend is ignored. This is in agreement with 
Freeman (1981). 
Barton (1981) stated that a moving base should speed up the rate 
of genetic improvement in the population by discouraging the use of 
lower ranking bulls and encourage the use of higher ranking bulls. 
On the contrary. Freeman (1981) indicated that there are other ways 
to aid in the realization that selection standards need to be raised 
continually as better sires become available. 
McClintock and Taylor (1982) pointed out another disadvantage 
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of the moving base. He reported that if the base is changed every 
all documentation (for example, sire pedigrees showing EPDs of 
ancestors) will become outdated once the next analysis is completed 
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DATA DESCRIPTION 
The records used in this analysis were provided by the courtesy 
of the American Hereford Association, Kansas City, Missouri. A set of 
14 herds was selected to form the data base. 
The herds studied generally represent those with long histories 
of performance testing and those that are tied by several sires used 
artificially, A total of 9966 weaning weight (WW) records obtained 
from 1976 through 1982 were included in the data base. Table 1 con­
tains a summary of the herd characteristics in terms of numbers of 
weaning weight records, contemporary groups, dams, and sires. 
Data fields included for each record are herd identification, sex, 
weaning management code (creep or noncreep), designed test or field 
data, 250-day and age-of-dam adjusted weaning weight, sire registra­
tion and birth year for the sires. The genetic groups were defined 
according to the year of birth of the sires (Table 2). 
The contemporary group for weaning weight was defined as the 
concatenation of the data contained in the following fields ; herd 
identification, date weaned (year and Julian day), sex, weaning manage­
ment code, and source of data (designed test or field). This defini­
tion gave 377 different contemporary groups that were totally con­
nected among themselves by the sires. This was controlled using 
SAS with Proc GLM and Proc Summary. The total number of sires in 
the evaluation was 188. 
The American Hereford Association also provided pedigree informa­
tion for every sire with progeny performance records. The pedigree 
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Table 1. Summary of herd characteristics for weaning weight 
Herd Weaning weight Contemporary 
code records groups Dams Sires 
1 1013 34 385 19 
2 597 17 208 18 
3 678 28 297 24 
4 383 17 152 12 
5 720 33 346 24 
6 111 11 97 9 
7 381 31 126 6 
8 1920 34 669 21 
9 475 46 228 20 
10 714 23 345 18 
11 877 29 319 14 
12 1420 23 539 20 
13 423 31 183 26 
14 254 20 132 10 
Total 9966 377 4026 (188)* 
^This is the total number of sires used across all herds with 
progeny records in the data, not the column sum. 
Table 2. Distribution of bulls with progeny in the data by birth year 
of the bull 
Birth Progeny per Number of Cumulative 
year group bulls percent (%) 
68 211 4 2.1 
70 350 11 8.0 
71 219 7 11.7 
72 1001 17 20.7 
73 2490 35 39.4 
74 1333 17 48.4 
75 2050 39 69.1 
76 1184 27 83.5 
77 1128 31 100.0 
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data were used to construct the inverse of Wright's (1922) numerator 
relationship matrix (NRM) between sires. 
A program was developed to get the inverse of NRM following the 
algorithm of Henderson (1975e). The relationships used were a bull's 
sire and his maternal grands ire (MGS). The size of the coefficient 
matrix was increased due to the fact that 201 sires with no progeny 
in the data were added to the evaluation, since they produced links 
between sires with progeny. A program was developed to absorb those 
sires with no progeny in the data so that the inverse of the NRM was 
the size of the sires having progeny. As a result, the total number 
of sires in the evaluation to estimate variance components using the 
relationships among the sires was 188. 
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METHODS AND PROCEDURES 
Sire Evaluation Models 
In this study, four different models were used to estimate simul­
taneously best linear unbiased predictors for sire expected progeny dif­
ferences (EPDs) and variance components. The same data set was used 
with the four models. 
Model 1  
This is a simple two-way classification model without genetic 
groups and without considering the relationships among the sires. 
The mathematical model can be written as follows : 
fijk - + cSi + + «ijk 
where ^ 205-day adjusted weaning weight record for the kth 
progeny of the jth sire in the ith contemporary group,-
is the population mean (fixed and unknown), 
cg^ is a fixed effect common to each weaning record in the 
ith contemporary group, 
sj is a random genetic effect (EPD) of the jth sire, 
e. is a residual random error associated with the weaning 
IJK 
weight record of the kth progeny of the jth sire in the 
ith contemporary group. 
In matrix terms, this model is usually represented as: 
y = X8 + Zs + e (20) 
where y is an observation vector of weaning weights of length n 
(n = number of weights), 
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P is an unknown vector of fixed effects of length p (p = 
number of contemporary groups), 
s is a nonobservable random vector of length q (q = number 
of sires), 
e is a nonobservable random vector of length n, 
X is a known, fixed nXp incidence matrix relating elements of 
P to y, with rank = r < min(n, p), 
Z is a known, fixed nXq incidence matrix relating elements 
s to y, 
with 
y xp" y V ZG R 
E s = 0 and V s - GZ' G 0 
e p ^  e R 0 R 
2 2 
where V = ZGZ' + R, R = and G = lo^, 
since : 
V(y) = V(Xp + Zs + e) 
= V(Zs + e) 
= V(Zs) + V(e) + Cov(Zs, e*) + Gov(e, s'Z) 
= ZV(s)Z' + R + 0 + 0 
= ZGZ' + R 
Cov(y, s) = Cov(XP + Zs + e, s) 
= Cov(Zs, s) 
= ZV(s) 
= ZG 
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Gov(y, e) = Cov(XB + Zs + e, e) 
= Cov(e, e) 
= R 
In this study, it was assumed that there is no preferential treat­
ment of the progeny, that the dams and sires were mated at random, 
and that the Cov(s, e) was equal to zero. 
In order to get the solutions for the fixed and random effects, 
it is necessary to build the.following Henderson's mixed model equa­
tions : 
X'X X'Z 
(21) 
After the absorption process, these equations (21) can be written 
as follows : 
p  "x'y" 
A  
S  . 2 ' y  
where 
(Z'MZ + IK)s = Z'tfy 
M = I - X(X'X)"^X' 
(22) 
and K = 
Model II 
This model is similar to Model I, but it is not needed to assume 
that the sires are unrelated. In other words, the relationships among 
the sires are taken into account. Therefore, 
V(s) = AoJ 
where A is equal to the Wright's (1922) NRM. 
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As a consequence, the sire equations after the absorption process 
of the fixed effects can be written as follows: 
(Z'MZ + A"^)s = Z'My (23) 
where A ^ is the inverse of the NRM. 
Model III 
Henderson (1974) pointed out that genetic trends and overlapping 
generations create difficulties in comparisons between younger and older 
sires. The assumption that all sires with progeny from a breed are a 
random sample from a single population is no longer tenable. Several 
studies revealed the existence and importance of genetic trend (Van Vleck 
and Henderson, 1961; Arave et ^ ., 1964; Burnside and Legates, 1967; 
Harville and Henderson, 1967; Hintz et al.. 1978; Brinks e^ al., 1961; 
Berger ^  , 1983a, b, c) . 
The model proposed from Henderson (1966) that would eliminate this 
source (genetic trend) of bias was the following: 
fljkl - I» + '«i + Si + »jk + ^ Jkl 
or in matrix notation (Quass and Pollak, 1981); 
y = Xp + ZQg + Zs + e (24) 
where y is an observation vector of weaning weights of length n, 
where n is the number of records, 
0 is an unknown vector of fixed effects (eg) of length p, 
where p is the number of contemporary groups, 
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X is a known, fixed nXp incidence matrix relating elements of 
P to y, 
s is a random vector of sires' effects (EPDs) of length q, 
where q is the number of sires, 
Z is a known, fixed nXq incidence matrix, relating elements 
of s to y, 
Q is a known, fixed qXr incidence matrix that classifies each 
of the q sires into r groups, 
g is an unknown vector fixed group effects of r. It represents 
mean breeding values of the r groups, 
ZQ is a known, fixed nXr incidence matrix relating group of 
sire to progeny's records, 
e is a nonobservable random vector of errors of length n, 
where 
E(y) = Xp + ZQg, E(s) = E(e) = 0, where i = 1, ... p, 
j = 1, ... r, k = 1, ... q, 1=1, ... n and 
o with K = —T 
® J-
s 
Therefore, 8, g,and s may be computed from the mixed model equations: 
s 
1 
0 
V = 
1 
e 
_0 1 
X'Z 
Q'Z'Z 
r 
8 "x'y 
A  
S 
= Q'Z'y 
c 
A  
S  .Z'y 
X'X X'ZQ 
Q'Z'X Q'Z'ZQ 
Z'X Z'ZQ 
These mixed model equations (25) with P absorbed are the following 
Q'Z'MZQ Q'Z'MZ 
Z'MZQ Z'MZ + 
(25) 
g 'Q'Z'îfy 
A  
S  Z'Lfy 
(26) 
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where M = I - X(X'X) ^ X'. These equations are solved and the jkth 
sire's EPDs is g. + s„ . The entire vector of EPDs, say u*, is 
J JK 
u* = Qg + s where E(u*) = Qg. 
Model IV 
This model is similar to Model III, but Model IV takes into ac-
2 
count the relationships among the sires. Therefore, V(s) = Acr^ and 
Var 
s • A/K 0  
e_ 1 o
 
f ^
 
where "A" is the numberator of the relationship matrix. 
Therefore, the mixed model equations with 8 absorbed can be 
written as follows: 
Q'Z'MZQ Q'Z'MZ 
Z'MZQ Z'MZ + »-lr 
r / \ '  
g  "Q'Z'My 
A  
S  Z'My 
(27) 
Variance Components 
Research workers in animal breeding and certain other fields 
sometimes wish to estimate variance components. Wilson (1984) and 
others reported that the mixed model across and within herd sire 
evaluations assume that random effect variance and covariance parameters 
are known. True genetic parameter values are never known, but good 
estimates may be available from prior data. If there are no prior 
estimates, or if available estimates are considered invalid for the 
particular data set being used, a method of parameter estimation 
is needed. The method of parameter estimation chosen must be computa-
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tionally feasible and must supply parameter estimates that are unbiased 
and have small sampliiig variance (minimum variance). Computational 
difficulty varies with each method and depends upon the number of 
levels of random effects in the data set being used. 
Searle (1978) pointed out that variance component estimation was 
for several decades the poor-child of analysis of variance", but in 
recent years, the subject has generated quite widespread interest. 
Some of the methods now in use are Henderson's Methods 1, 2 ,  and 3, 
(Henderson, 1953), Rao's minimum norm quadratic unbiased estimation 
(MINQUE) (Rao, 1971), Hartley and Rao's maximum likelihood (ML) (Hartley 
and Rao, 1967), Patterson and Thompson's restricted maximum likelihood 
(REML) (Patterson and Thompson, 1971), and approximating the REML ap­
proach (Harville, 1977; Henderson, 1980). 
2 2 One of the goals of this study was to estimate and using 
genetic groups and relationships among the sires. Since the data 
base used was small, KEML was the chosen method. Henderson's Method 
3 was only used with Model I and Model III. 
Henderson's Method 3 
Henderson (1953) is a landmark paper on estimating variance 
components from unbalanced data. Its three methods of estimation 
are based on the same principle as is used for balanced data, 
generalized to equating quadratic form of the observations (rather 
than just sums of squares) to their expected values. This yields 
unbiased estimators. But they have few, if any, other attractive 
properties, save, in some cases, of being relatively easy to compute. 
64 
Searle (1974) pointed out that Henderson's Method 1 (Analysis of 
Variance) requires a completely random model. That is, the only fixed 
element in the model is p,. Most problems in animal breeding involve 
mixed models, so some research workers have used Method 1 by ignoring 
the fixed effects or by assuming they are random. Either way, the 
resulting estimators for the variances of the random effects of the 
mixed model are biased. 
The inappropriateness of Method 1 for mixed models is the motive 
behind Henderson's Method 2. Searle (1968, 1974) indicated that the 
bias in estimators of variance components derived by using Method 1 
on a mixed model can, under certain conditions, be removed by first 
estimating the fixed effects (after absorbing the random effects), 
correcting the data in accord with these estimates and using Method 1 
on the data so corrected. This is called Henderson's Method 2 and cannot 
be used when the model contains interactions between fixed and random 
effects,or where random factors are nested within fixed factors. Ig­
noring these interactions and nesting factors in order to use Method 2 
results in biased estimators. 
Henderson (1953, 1980), Searle (1968, 1971, 1974) and Schaeffer 
(1983) pointed out that Henderson's Method 3 (Fitting Constants) uses 
the sums of squares due to fitting the model as if it were a fixed 
effect model. This method involves equating various reductions in 
sums of squares arising from solutions to various subsets of least 
squares equations and then equating these reductions to their expecta­
tions. Finding some of these expectations requires inversions of 
the coefficient matrices in the corresponding subsets of the least 
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squares equations. With large data sets, it may be impractical or 
exceedingly expensive to compute the needed coefficients in the ex­
pectations of the reductions and the sum of squares due to the neces­
sity of inverting matrices that can be of very large order, thus making 
Method 3 not feasible for many problems. Further, Method 3 has the 
undesirable property of lack of uniqueness. Schaeffer (1983) indicated 
that for most models, there are more reductions that can be computed 
than are necessary to estimate the variances. There are no rules for 
selecting those reductions that will give variance component estimates 
with the lowest sampling variances (minimum variance). That is, there 
are problems from which different analysts can obtain different 
estimates. This is due to the fact that more logical reductions in 
sum of squares can be computed than are needed for estimation and the 
choice of which subset to use influences the estimate. 
Method 3, however, has an advantage over Methods 1 and 2 in its abili­
ty to eliminate bias due to the association of levels of one factor with 
another; for example, the tendency of the better sires to be used in the 
better herds in artificial insemination. It gives unbiased estimates re­
gardless of interaction between fixed and random effects (Henderson, 1953, 
1980). Although Harville (1984) does not agree, he does believe that 
Method 3 is less susceptible to such biases than Method 1. Searle (1974) 
indicated that Henderson's Method 3 is particularly suited to mixed models 
because it yields variance components unaffected by the fixed effects. 
Schaeffer (1983) reported that Method 3 is considered more accurate than 
Method 1 or 2. 
In this study, Henderson's Method 3 was used only with Model I and 
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Model III given that it is not possible to incorporate the inverse of the 
NRM in this method. The following formula was used to estimate the error 
variance : 
g2 _ Error Sum of Squares 
e Error Degrees of Freedom 
a2 _ v'v - P'X'y - S'Z'v 
e  n - p - q  +  1  
where y'y is the total sum of squares, 
p'X'y is the sum of squares due to the contemporary groups, 
s'Z'y is the sum of squares due to sires, 
A A 
P, s are Ordinary Least Square solutions, 
n is the total number of records, 
p is the number of contemporary groups, 
q is the number of sires. 
2 
The estimation of was obtained by equating the Mean Square of 
the Sires (MSS) to its expected value as follows: 
, , Trace (Z'Z - Z•X(X'X)"^X'Z)S? 
MSS = I = a + ^ 
q - 1 e q - 1 
^ Trace (Z'(I - X(X'X)"^X')Z)a^ 
= a + ; 
e q - 1 
^ Trace (Z'MZ)aJ 
~ °e q - 1 
= cf + k 0% 
e Is 
where M = I - X(X'X)"^X', 
(Z MZ) ^ where the sum of the diagonal elements 
of a square matrix is called the Trace of the matrix. 
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Therefore, 
.2 MSS - Sç 
k. 
Restricted maximum likelihood (REML) 
Patterson and Thompson (1971) proposed a restricted maximum likeli­
hood (REML) approach, which takes into account the loss in degrees of 
freedom resulting from estimating fixed effects, to estimate variance 
components. It does take into account, in contrast to ML, the bias 
due to estimation of the fixed elements in the model. Harville (1977) 
pointed out that one problem with Henderson's methods for estimating 
variance components is that the methods are not necessarily well-defined. 
That is, it is not always clear which mean squares from what MOVA 
tables should be used and they can produce negative estimates. In 
contrast, REML estimators are always well-defined (at least conceptually) 
and are always required to be positive. 
Harville (1977, 1983) also pointed out that in the case of Hender­
son's Methods, there is another general criticism. Henderson's Method 3 
is the most general of his methods and is otherwise considered to be 
superior to his Methods 1 and 2. However, in general, there exists 
quadratic unbiased estimation that have uniformly smaller mean squared 
error than Method 3 estimators as was shown by Olsen et al. (1976). 
This revelation would seem to constitute a strong argument for using 
REML in preference to Henderson's Methods when REML is feasible 
computationally and possibly for using an approximate REML approach. 
Assuming normality of the random effects, ML estimates are ob-
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tained by maximizing the logarithm of the likelihood of y (data vector). 
A variation of ML is REML. Estimates are obtained by maximizing the 
logarithm of the likelihood of H'y where H'y is a set of "error con­
trasts" and H' is chosen so that H'X = 0. The term "error contrast" 
is used by Harville (1974, 1977) to denote for a vector h that is 
not dependent on the parameters of the model, a linear function h'y 
of the observations that has zero expectation, i.e., E(h'y) = h'XB = 0 
and hence h'X = 0. Searle (1979) pointed out that more generally 
one confines attention to a set of such contrasts, H'y where H' is 
chosen such that H'X = 0. One can realize that with X having n rows 
and rank p*, there are n columns in H' and it has rank no greater than 
n - p*. There is obviously no merit in dealing with H'y if some rows 
of H' (and hence elements of H'y) are linear combinations of others; 
neither should one lose information by using a H'y that has fewer 
elements than the possible maximum. One, therefore, deals with 
(H' ) of full row rank n - p* and H'X = 0. Searle (1979) also 
indicated that it does not matter what matrix H' of this specification 
one uses, the differentiable part of the log likelihood is the same for all 
H' 's. Further, the log likelihood can be written without even involving 
H' explicitly. 
Through some matrix manipulation, Patterson and Thompson (1971), 
Searle (1979), Schaeffer (1983) and Harville (1977, 1983) showed that the 
2 iterative algorithm for computing the REML estimators to estimate cr^ and 
2 
a are : 
s 
v'v - gfkj'x'v - 2(k)'z'v 
and (28) a 
e n - p* 
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,(k+l) S(k)'s(k) 
q- Trace(cg-^) 
where p* is equal to the rank (X), Number of linearly independent 
fixed effects (contemporary groups), 
n is the total number of records, 
I BLl 
.(k) 
Ofk) 
3 • are GLS solutions with UE properties obtained in the k 
iterative round with K 
s^^^ are GLS solutions with BLUP properties obtained in the k 
iterative round with 
is the ratio \ The estimate of the converged 
es 
K value, 
k is the number of iterative rounds, 
q is the total number of sires, and 
(k) 
Trace(C22 ) is the trace of the segment corresponding to the 
random element (sires) of the complete inverse of the coef­
ficient matrix (LHS) of the MME in the k iterative round. 
After absorbing the fixed effects, Equation (28) can be written as 
follows : 
f . y'My - s(k)'z'My 
e n - p* ^ 
where M = (I - X(X'X)"^X') 
Computational Procedures 
In order to estimate simultaneously best linear unbiased predictors 
(BLUP) for the sire expected progeny differences (EPDs), variance 
components (REML), and heritability, eight Fortran programs were 
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developed. The general algebra incorporated into these eight 
programs is presented in the following sections. 
Estimation of error variance (o^) 
It is known that the coefficient matrix of Models I, II, III and 
IV is symmetric. In the case that the system matrix is symmetric, a 
very efficient solution scheme is provided by Cholesky's method, 
sometimes called Banachiewicz's method. This method uses the fact that 
a symmetric matrix can be expressed as the product of two triangular 
matrices, as 
S = T'T 
where S represents a symmetric matrix, and 
T is an upper triangular matrix. 
Therefore, if 
S = 11 
21 
12 
22 
and T = 11 12 
22 
then 
^11 '^il^ll 
^12 Hi'^12 
Q  =  T l  T  +  X '  T  
22 -^12 12 ^22 22 
S21 = s;2 
Maindonald (1984) explained in great detail the properties of the 
Cholesky Decomposition. Suppose that one has a one-way classification 
model, then one needs to concatenate the RHS to LHS and also add the 
total sum of squares (y*y) as follows; 
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S = 
X'X X'y 
y'X y'y 
such that 
T'T 
, and let T = 
yy. 
(31) 
Therefore, 
Since : 
T'T = X'X 
P P 
T't = X'y 
P y 
S = 
T'T T't 
P P P y 
t'T t't + t^ 
y P y y yy 
(32) 
(33) 
(34a) 
Hence, assuming that T^ is nonsingular and using Equations (32) and (33), 
it can be shown that: 
t't = y'X(T'T )"^X'y 
y y P P ^ 
CyCy = y'X(X'X)"^X'y 
t't = P'X'y 
y y 
It is also known from Equation (34) that: 
y'y = t't + t 
y y yy 
Therefore, 
t = y'y - t't' 
yy y y 
tjy =  y ' y  - y'X(X'X)"^X'y 
This is the residual sum of squares when P is replaced by its least 
squares estimates in 
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(y - X8)'(y - X3) 
then 
= y'y - B'x'y 
This procedure can be generalized by the addition of further terms 
to the model and can also be used with Henderson's mixed model equations 
as : 
S = (X Z y)'(X Z y) 
therefore. 
S = 
4 
X'X X'Z X'y 
^11 ^12 ^xy 
Z'X Z'Z+DK Z'y , and let T = 0 
^22 ^zy 
y'X y'Z 
T where D = I 
y'y 
or D = A"1. Hence, 
0 
° ^yy 
(34b) 
y'y - t'X'y - s'Z'y (Residual Sum of Squares) 
therefore. 
• (For Models I and II), and 
e n - p* 
9^  = 
e n - p* - g + 1 (For Models III and IV) 
(35) 
(36) 
where p* is the rank (X), 
g is the number of groups, 
n is the total number of weaning weight records, 
P are GLS solutions with BLUE properties (obtained with the 
estimate of the converged value of K), and 
s are GLS solutions with BLUP properties (obtained with the 
estimate of the converged value of K), 
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Estimation of expected progeny differences (EPDs) 
Using the procedure previously described, one can get the sire 
EPDs from backward substitution from the upper triangular matrix 
(Maindonald, 1984). Consider 
Tpb = g, 
where b represents a vector of unknown variables, and p the number of un­
known variables, and in the application given earlier (31), 
® = V 
The elements of the vector b are given by 
~ ^ PP^P 
and for i = p - 1, p - 2, ...,0 (i moves backwardI). 
"i - 'j'i? 
Figure 1 gives a diagrammatic representation of Equation (31). It is 
convenient to allow the elements of b, as they are formed, to overwrite 
corresponding elements of g. The same algorithm can be used with 
Equations (34b). 
Therefore, doing backward substitution, one can get the solution 
(EPDs) of an upper triangular system of equations. 
2 
Estimation of sire variance (Og) 
The procedure to estimate sire variance depends on the model under 
study. Basically, Models I, II, III and IV allow one to point out the 
2 
mathematical differences in estimates of a . These differences arise 
s 
with models that neither contain genetic groups nor relationships 
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1+1 
Figure 1. The solution of an upper triangular system of equations 
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among the sires (Model I), models with relationships but without groups 
(Model II), models that include genetic groups but assume no relation­
ships among the sires (Model III), and models with groups and rela­
tionships (Model IV). 
2 
Model % To estimate with Model I (see page 57), the fol­
lowing formula (29) is needed 
,(k+l) 
9? 
s 
A(k) 'g(k) 
q- Trace (G^2^) 
(37) 
Model II (with relationships) This model is similar to Model I, 
but Model II takes into account the relationships among the sires to be 
evaluated. Consider the mathematical equation of Model II as follows: 
y = X8 + Zs + e (38) 
Therefore, the Henderson's mixed model equations can be written as 
follows : 
X'X X'Z 
Z'X Z'Z 
1 
X'y 
A S 
II 
z'y 
(39) 
where A is the NRM. The other terms are defined as described previously 
for Model I. s ~ N(0, AaJ) and e ~ N(0, loj). 
Sire variance with relationships (MRM) Since the author 
did not know how to estimate variance components (REML) using the 
relationships among the sires, Dr. Harville suggested making a trans­
formation of Equation (38). Therefore, the following transformation 
to incorporate the inverse of the ïiRM is due to Harville (1984). There­
fore, the model Equation (38) can be rewritten as follows: 
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y = XB + Zs + e = XP + Z*s* + e 
It is possible to rewrite A (NRM) as follows: 
A = LL' (Henderson, 1976b) 
where L is a nonsingular lower triangular matrix. 
Hence, 
A"^ = (L')"V^ = (L'^)'L"^ (Sear le, 1982) 
Z* = ZL 
-1 
s* = L s 
Therefore, if 
V(s) = ACT^ 
V(s*) = V(L"^S) = L"^[AaJ](L"^)' 
V(s*) = [L"^L'(L"^)']c7g = [L"^LL'(L')"^]aJ 
since, L = L'(L') ^  = I and II = I 
hence, 
V(s*) = ICT^ 
s* ~ N(0, laj) 
Therefore, according to Equation (29) 
ôj = ^ (40) 
q - K Trace(C22) 
where s* are the BLUP of the following transformed mixed model 
equations 
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G[' ÎX'X X'Z" 
•7^  117^  
'  A  
X ' y  '  6  
•Î* 
1 
N
 
& 
.
 
, and (41) 
Let 
TraceCCgg) is the trace of the segment corresponding to the ran­
dom element (sires, s*) of the complete inverse of the coef­
ficient matrix of the MME (41). 
After absorbing the fixed effects, one has the following expression: 
(Z*'[I - X(X'X)"^X']Z* + IK)s* = Z*'[I - X(X'X)"^X']y 
M = (I - X(X'X)"^X'), then 
7*\T.ir7* (Z^'MZ"' + IK)s* = z*']^ 
Therefore, 
(L'Z'MZL + IK)s* = L'Z'My 
[L'(Z'>E + A"^K)L]S* = L'Z'My (42) 
Now, one needs the Trace(C22) to use (40), therefore. 
Trace(C*) = Trace[L'(Z'MZ + A'^K)L]'^ 
Remember 
(ABC)"^ = C"^ B"^ A"^ (Searle, 1982) (43) 
Trace(C*2) = Trace [L"^ (Z'MZ + A"^)"^(L')'^] 
Remember, Trace(AB) = Trace(BA) (where A and B each are nXn matrices) 
(Searle, 1982) 
Hence, 
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TraceCC*^) = Trace[ (L')" V^(Z'MZ + A'^K)"^] 
Trace(C* ) = Trace[A'^(Z'MZ 4- A"^K)"^] (44) 
Now, from Equation (42) 
= [L' (Z'MZ + A"^)L]'^(L*Z'îfy) 
Using property (43) 
S* = L"^[(Z'MZ) + KA"l]"l(L')"l(L'Z'My) 
s* = L"^[(Z'MZ) + KA"^]"^(Z'l^) = L"^s 
Therefore, 
= (^1.-1)'1-4 
s*'s* = S ' A ' ^ S  (45) 
Hence, one can use Equations (44) and (45) and replace in (40) 
as follows : 
o(k+l) A(k)«.-lA(k) 
Consequently, it is shown that one can estimate sire variance using 
the relationships among the sires with the original mixed model 
Equations (39) if the proper trace is used. 
Error variance wiuh relationships (URM) The computational 
procedure to estimate the error variance using Model II is not going to 
be affected by the incorporation of the NRM and is calculated according 
to Equations (28), (30) or (35). 
2 
Considering the mixed model Equations (41), the is given by 
the following expression; 
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a2 _ y'v - P'X'v - s*'Z*'v 
n - p* 
therefore, absorbing the fixed effects : 
a2 ^ v'Cl - X(X'X)"^X')v - s*'Z*'(I - XfX'X'j'^XMv 
e n - p* 
Let M = (I - X(X'X)"^X') 
Then, 
However, 
a2 _ v'My - s^'Z^'My 
e n - p* 
s*'Z*'% = s'(L~b'L'Z'îfy 
s*'Z"'^fy = s'Z'My 
Hence, 
C ( 4 7 )  
This Equation (47) is equal to Equation (30), Consequently, the 
2 
calculation of does not change by the incorporation of the rela­
tionships among the sires and can be calculated using Equations (35) 
for Model II or (36) for Model IV. 
Model III (with groups, no relationships) Using Model III 
(see page 60), the solutions for sires (EPDs) are the sum of the group 
effects (fixed) plus the sire effects (random), i.e., u* = Qg + s (Quas 
2 
and Pollak, 1981); however, for estimating sire variance (cTg), one has 
use only s, the random term (Harville, 1984). Therefore, 
^,(k+l) A(k).^(k) 
®  q - T r a c e  ( 0 ^ 2 ^ )  
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where are the BLUP obtained in the k iterative round with the 
estimate of the converged K value, using the MME (26). 
The random term. 
q, and Trace are as previously described. 
Model IV (groups and relationships) To estimate sire variance 
with Model IV, it is necessary to use Equation (46), but now s repre­
sents the random term used to get the EPDs (u* = Qg + s) and not u*. 
Absorption of extra sires in A ^ 
As Wilson (1984) and others reported, the addition of a relation­
ship matrix in mixed model sire evaluation does not come without 
penalty. Adding relationships can mean adding an enormous amount of 
additional equations that must be solved. 
In this study, the size of the coefficient matrix was increased 
due to the fact that 201 sires were added to the evaluation. Therefore, 
a Fortran program was developed to absorb those extra sires using "only" 
the inverse of the NRM. Then, these absorbed sires did not increase the 
matrix size. 
The absorption process used can be described using the mixed model 
equations (27) for Model IV. However, the same absorption procedure 
could be used with the MME for Model II (23) or any other model that 
uses the inverse of the NRM. The mixed model equations (27).can be re­
written as follows: 
0 T'MT T'MZ 
Z'MT 
0 
1 
Z'MZ+A^^K 
A^IR 
0 
A^\ 
A^^K 
"g ' 'X'My' 
A 
'l 
Z'My 
A 
0 
.LM. -0 . 
where 
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is a random vector of sire effects (EDPs). These are the 
bulls with progeny data, 
s2 is a random vector of sires and MGS (EPDs). These are 
the sires and MGS that do not have progeny data, 
T is equal to ZQ, 
LM is the Lagrange multiplier needed to put a restriction on 
the group equations, and 
A is the inverse of the NRM and can be written as 
A" jlZ 
All the other terms are as previously defined. 
Now, the absorption process using only the inverse of the NRM can 
be described as follows : 
Let KA'^ = K 
.21 
.12 
.22 
KA 11 KA 12 
KA 
21 
KA' 
22 
Therefore, 
KS"^^ = KA^^ - KA^^(KA^^)"^KA^^ 
= KA^^ - KA^^ i (A^^)"^A^^ 
= KA^^ - A^^(A^-)"^A^^K 
= K (A^l - A^^(A^^)'^A^^) 
' 9 ' 
REDUCED 
Hence, the MME can be expressed: 
T'MT T'MZ 1 
Z'MT Z'MZ + A^K 0 
10 0 
• A * 
S 'x'My 
A 
'l 
= Z'ïfy 
_ L M  0 
(49) 
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where 3^^ represents the inverse of the NRM but with the extra (201) 
sires absorbed. 
Common intercept approach (CIA) 
Schaeffer (1983) indicated the objective of this technique (CIA) 
is to reduce the number of iterations of a method of variance component 
estimation to as few as possible, but at the same time to reach the 
end point of the iteration process to within practical limits. 
Schaeffer (1983) reported that this technique was motivated from 
plots of variance component estimates after each iteration. The curves 
appeared to asymptote towards the converged value. By taking the 
changes from round k to k + 1 from different sets of a priori parameter 
values, then the converged value could be estimated as the point of 
intersection of the slopes of these changes. 
In order to apply the CIA, one has to follow the following steps: 
Step 1: 
Step 2: 
Step 3: 
Select two sets of a priori values such that one set 
underestimates the expected or anticipated converged 
values and the other set overestimates the anticipated 
converged values. 
Perform one iteration with each of the two sets of a priori 
values. Let and ofg be the two sets of a priori values 
for some parameter, and let ^ and be the new estimates 
after one iteration. 
Estimate the converged value 
Let I
I 
and 
^2 
II 
•  *2' 
then 
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_ "2"!^ 
c -
al 
a = converged value of a where a = —% , usually called K, 
a 
s 
The common intercept approach has been applied in several situa­
tions. This procedure has been used by Martinez (1982) in dairy cattle 
and by Fries (1984) in beef cattle, among others. Hence, the common 
intercept approach can save money and time when dealing with large 
data sets. 
Harville and Fenech (1984) presented a procedure for constructing 
an exact confidence interval for the ratio of two variance components 
2 2 2 2 (a^/a^ or o^) or for heritability in an unbalanced mixed linear 
model. They also developed two procedures for approximate confidence 
intervals for the variance ratio and heritabllity in any mixed linear 
model containing a single set of random effects. Confidence intervals 
that are approximate can be obtained with much less computational 
burden using either of two approaches. 
One of these approximate confidence interval procedures was used 
2 2 2 2 
for the estimate of the ratio (a^/a^ or o^) and for the estimates 
of the heritability for weaning weight. This procedure will be ex­
plained later on with a numerical example. 
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RESULTS AND DISCUSSION 
Selection, or the choice of parents, is the primary tool available 
to purebred breeders or seedstock producers for making genetic improve­
ment. Most of the opportunity for selection in beef cattle is among 
bulls. About 80 to 90 percent of all genetic improvement is attributable 
to the sires. Thus, sire evaluation is one of the main issues in beef 
cattle. 
Willham (1980) pointed out that a national sire evaluation program 
for a breed is an objective program designed and conducted by an organiza­
tion (breeder associations) having no direct interest in the test bulls. 
The purpose of such a program is to increase the effectiveness of sire 
selection in breeding programs. He indicated that a national sire 
evaluation has as its goal the increase in number of sires that can 
be fairly compared on breeding value differences obtained from all 
sources of information. BLUP procedures are the only way to fairly 
compare individuals outside of the same contemporary group. Achieving 
this would make selection more intense. 
Previously, it was explained that Estimated Breeding Value (2xEPD) 
was a procedure for increasing the accuracy of selection by using all 
available performance data on individual animals and their ancestors 
to estimate the value of these individuals animals as parents. Also, 
methods and procedures for incorporating information on objective 
measurements of performance traits into performance programs for sire 
evaluation, was outlined. 
One objective of this study was to develop for the breed associa-
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tions of Argentina the necessary Fortran programs to organize a National 
Sire Evaluation program. Therefore, using four different models, 
eight Fortran-WATFIV programs were developed to estimate simultaneously 
the BLUP of the sire EPDs, the standard error of prediction (SEP), 
variance components (REML) and the heritability of weaning weight. 
Brief Description of the Programs 
Most of the subroutines included in the eight Fortran programs 
were based on Lawson and Hanson (1974) and Adey and Brebbia (1982). 
Program I was designed to read the records, to build the normal 
equations and to absorb the contemporary groups into the sire equations. 
During this process, each record was transformed in an observation 
vector of zeros and ones. The LHS of the normal equation was built 
by making the outer product of each observation vector by itself and 
accumulating those outer products every time a record was read. 
Similarly, the RHS was built by the multiplication of each observa­
tion vector by its weaning weight and accumulating those products every 
time a record was read. The procedure used was based on Schaeffer 
(1976). 
Program II was developed to check the absorption procedure of the 
contemporary groups. This program verifies that the sum of the elements 
of each row of Z'MZ and the sum of the elements of the vector Z'Ify 
is equal to zero after the absorption process. 
Program III was developed to obtain the inverse of a matrix of 
relationships due to sires and maternal grandsires and it was based 
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on Henderson (1975e). Due to the fact that the addition of the 
inverse of the NRM in mixed model sire evaluation does not come 
without penalty, it was necessary to create Program IV. This program 
absorbs the extra sires that are added to the coefficient matrix due to 
the fact that one has to add any bull that is not in the original 
bull list who is either sire or maternal grandsire. Program IV uses 
only the inverse of the NRM and is based on the procedure described 
on page 80. 
Programs V, VI, VII and VIII were designed to read Z'MZ and Z'tfy 
and simultaneously estimate the BLUP of the sire EPDs, SEP, variance 
components (REML) and heritability using the Cholesky Decomposition 
with Models I, II, III and IV, respectively. 
Model I 
Model I (see page 57) is a simple two-way classification model 
without genetic groups and without considering the relationships among 
2 2 
the sires. First, estimates of , o^, K and heritability were ob­
tained using Henderson Method 3 with Proc GLM of SAS (1982a). Thé 
option RANDOM and Type IV sum squares were needed and the following 
results were obtained: 
0^ = 2730.039 
e 
E(MS . ) = + 37.6009019 
sires e s 
= 187.995 
K = 14.522 
therefore, given that 
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K - ^  
h 
/\2 h = 0.2577 
Using the mixed model equations (22) with an initial K = 14.522 
and applying the Cholesky Decomposition, the first REML estimates for 
2 2 
and were obtained using equations (35) and (37). A new 
K (^/o'g) value was calculated using those first REML estimates and 
this new K value was used to get the first "low" and "high" prior 
values to apply the CIA to start a second iteration round with 
Program V. 
Eight rounds of iterations were needed to get a K estimate, 
invariant to the fifth decimal place. The criterion to stop the 
iterations was that the estimate of K value did not change in the fifth 
decimal point in two successive rounds. The final REML estimates ob-
2 2 
tained for CT and a were as follows : 
e s 
Og = 2735.15 
= 222.34 
S 
hence, K = 12.30149, and 
h^ = 0.30072 
An approximate standard error for the estimate of heritability 
based on paternal half-sib estimates can be calculated as follows: 
V(h^) (50) 
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where T is the total number of progeny. Therefore, this approximate 
value is 
V(h") = 32(0^30) = 0.00096 
= Vo.00096 = 0.031 
h 
h^ = 0.30 + 0.031 
Harville and Fenech (1984) presented a procedure for constructing 
an exact confidence interval for the ratio of two variance components 
or for heritabiJî-ty in an unbalanced mixed linear model. They also 
developed two procedures for approximate confidence intervals for the 
variance ratio and heritability in any linear model containing a single 
set of random effects. Confidence intervals that are approximate can 
be obtained with much less computational burden, using either of two 
approaches. In this study, the approximate method called by the 
above authors was used. 
In order to calculate the approximate confidence intervals for the 
variance ratio and heritability, several terms have to be defined. 
Let 
r = rank(X Z) - rank (X) 
= (377 + 188 - 1) - (377) 
= 187; 
f = n - rank(X Z) 
= [9966 - (377 + 188 - 1)] 
= 9402; 
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W = K"^ = -| = 0.068861; 
0 
e 
^ Trace[Z'(I - X(X'X)"^X')Z] 
= 37.6009019; 
= 3.59, where F^ = Fcaiculated 
The value k^^ was obtained from PROC GLM of SAS (1982) from EMS (sires) 
associated with sire's Type IV sum of squares. From this same output, 
F^ = 3.59 was obtained as the ratio MS(sires)/ÎC(residual). 
After defining this notation, the approximate 100(1 - ci)% confi­
dence interval for Y can be constructed: 
F - F* F - F* 
c Œ, C l-Qf 
where a = .05; 
= .25, and 
F are table values from the F distribution. F used should 
be with (r,f) = (187,9402) degrees of freedom but the 
values from the (120,=) were used. Therefore, 
^0.025(120,=) " 1-27 
^0.975(120,») " I* " 1.31 " 0-7633587 
0.025(=,120) 
3.59 - 1.27 3.59 - 0.7633587 
(37.6009019) (37.6009019)(0.7633589) 
= 0.048583165 < Y < 0.098479033 = 
L n. 
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but 
P[0.048583165 < 0.098479033] = 0.95, 
o 
e 
A2 
a 
K = -| = 12.30149 
s 
therefore. 
Kg = -^ = 20.58325 
K_ = — = 10.15445 
= 10.15445 < K <20.58325 = 
hence, 
P[10.15445 <-f < 20.58325] = 0.95 
0^ 
s 
Now, one can get the approximate confidence interval for the 
heritability (0.30) as follows: 
h2 = -4 4]L_ 
K + 1 1 +Y 
4 - - ît'Sls - 0-35860 
therefore, 
P[0.18533 <h^ < 0.35860] = 0.95 
Harville and Fenech (1984) pointed out that in the whole region of 
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interest for animal breeders (0 < < 1 or 0 < Y < 1/3), the procedure 
to approximate confidence intervals is expected to be good for sufficiently 
"small values" of However, it is not clear that f < 1/3 is sufficiently 
small, 
2 2 
Table A.l contains the REML estimates for a and s , the estimate 
e s 
of heritability, the best linear unbiased predictor (BLUP) for the 
expected progeny differences (EPDs) and the standard error of prediction 
for each sire in the evaluation. This is the output that came out from 
Program V using the converged value of K (12.30149). This table also 
contains the rank of the 188 sires according to their EPDs. This 
ranking was calculated using PROC RANK of SAS (1982a). 
The standard error of prediction (SEP) was calculated as follows: 
SEF - 7=^ (51) 
where are the diagonal elements of inverse of the LHS of equations 
(22) .  
Model II 
Model II (see page 59) is similar to Model I, but it is not needed 
to assume that the sires are unrelated. Therefore, the relationships 
among the sires are taken into account. 
Using the mixed model equations (23) with a guessed initial K = 
11.242 and applying the Cholesky Decomposition, the first REML estimates 
were obtained using the following equations: 
-(k+1) ^(k) ' A-lg>(k) 
" =q _K(k)Trace[A-l(Z'MZ + K(k)A-l)-l] 
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and 
^(k+1) ^y'My - s( ) Z My paggg 70/79) 
0 n • 
Using those first REML estimates, a new K value was calculated 
which was used to obtain the first "low" and "high" prior values to 
apply the CIA procedure to begin a second iteration round with 
Program VI. 
Approximately six iteration rounds were needed to get a converged 
K value invariant to the fifth decimal place. The number of needed 
iterations will depend on the initial values. Although if the number 
of iterations is not limited, the final estimates will not depend on 
2 2 the initial ones. The final REML estimates obtained for a and a 
e s 
were the following: 
= 2734.25 
e 
^ = 246.31 
hence, K = 11.10076, and 
h" = 0.33056 
An approximate standard error for the estimate of the heritability 
was calculated using equation (50): 
h~ = 0.331 + 0.033 
2 2 
Comparing the estimates for and obtained with Model I and 
Model II, one can see that the estimation of 0^ remained almost the 
same (2735.15 to 2734.25) after incorporating A but the 0^ in­
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creased (222,34 to 246.31). This increment of ^  may be due to the 
fact that the use of A ^ has the biggest effect on sires with small 
number of progeny. When A ^ is used, these sires will have their 
EPDs less regressed toward zero and thus will contribute to a bigger 
numerator in equation (46). However, no general rule could be estab­
lished due to the fact that the additional information that A ^ in­
corporates to the sire evaluation procedure could either increase or 
decrease the EPD of any particular sire. Consequently, it is thought 
that may be the balance between those two arguments is going to deter­
mine either the increase or decrease of o^. 
s 
2 2 
Table A.2 contains the REML estimates for o and CT , the estimate 
e s 
of heritability, the BLUP of the EPDs and the standard error of pre­
diction for each sire in the evaluation. This is the output that 
came out from Program VI using the converged value of K (11.10076). 
Henderson (1975c) compared the effect that the incorporation of A ^ 
has on the SEP, He concluded that the SEP is going to be slightly 
larger in comparison to a model that ignored the relationships among 
the sires. This is due to the fact that the diagonal elements of the 
inverse of the LHS of equations (23) are going to be slightly larger 
than those in the inverse of the LHS of equations (22). In general, 
the pattern of the results found in this study were similar to those of 
Henderson (1975c). However, this study showed few exceptions which 
could be due to the fact that the ^ used in Model I was slightly 
larger than the used in Model II (2735.15 to 2734.25), 
Table A,2 also contains the rank of the 188 sires according to 
their EPDs. The additional information brought by A ^ to the sire 
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evaluation analysis caused several changes in the ranking of sires in 
comparison to the rank with Model I. Only eleven sires kept exactly 
the same ranking. However, the Pearson correlation coefficient between 
the EPDs of Model I and Model II was 0.97, and the Spearman correlation 
coefficient (rank correlation) was 0.96. 
Model III 
Henderson (1974) pointed out that genetic trends and overlapping 
generations create difficulties in comparisons between younger and 
older sires. The assumption that all sires with progeny from a breed 
are a random sample from a single population is no longer tenable. 
Model III was the model proposed by Henderson (1966) that would 
eliminate this source (genetic trend) of bias. The genetic groups 
were defined according to the year of birth of the sires. A moving 
base was used; therefore, a restriction was imposed in order that the 
group solutions sum to zero (2g = 0). 
First, estimates for the variance of error, variance of sire with-
2 in group (a ^  ), K and heritability were obtained using Henderson's 
s !g 
Method 3 with PROC GLM of SAS (1982a). Therefore, the absorption of the 
contemporary groups, the option RANDOM and Type IV sum of squares were 
needed. The following results were obtained: 
= 2730.04 
e 
E(MS ) = ^  + 36.0646487 
s:g' e s:g 
= 172.43147 
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therefore, 
K = 15.83602, and 
a9 
h" = 0.2376 
Then, applying the Cholesky Decomposition to the mixed model 
equations (26) with a guessed initial K = 12.30, the first REML 
estimates for the variance of error and variance of sire within group 
were obtained using equations (36) and (48). Using those first REML 
estimates, a new K value was calculated which was used to get the 
first "low" and "high" prior values to apply the CIA to start a 
second iteration round with Program VII. 
Seven rounds of iterations were needed to obtain a K estimate 
invariant to the fifth decimal place. The final REML estimates ob-
2 2 
tained for o and a were the following: 
e s:g " 
^ = 2734.62000 
e 
= 196.37510 
s:g 
K = 13.92549 
h^ = 0.268 + 0.0293 
An approximate standard error for the heritability was calculated 
using equation (50): 
h^ = 0.268 + 0.0293 
Also, an approximate confidence interval (G^) for the heritability 
(0.268) was calculated according to Harville and Fenech (1984). The F* 
used should be (r,j) = (179,9402) degrees of freedom but the values 
from the table of the F distribution with (120,=) degrees of freedom 
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was used. The approximate confidence intervals for the converged K 
value (13.92549) and for the estimate of heritability (0.268) were 
the following : 
P[10.93929 <K < 22.78712] = 0.95, and 
P[0.168 <h^ < 0.335] = 0.95 
2 2 
Table A.3 contains the REML estimates for CT and a , the estimate 
e s :g' 
of heritability, the best linear unbiased predictor (BLUP) of the 
expected progeny differences (EPDs) and the standard error of prediction 
for each sire in the evaluation. This is the output that came out from 
Program VII. Those estimates of EPDs and SEP were obtained with the 
converged value of K (13.92549). 
The standard error of prediction (SEP) was calculated using the 
following equation: 
SEf = + 0^2 + 2C„)cJl (52) 
where are the diagonal elements of the inverse of the LHS (26) 
that are related to the group equations, 
0^2 are the diagonal elements of the inverse of the LHS (26) 
that are related to the sire equations, and 
the elements of the inverse of the LHS (26) that are 
related to the group by sire equations. 
Henderson (1975c) pointed out that ignoring certain fixed effects 
(i.e., groups) actually present in the model leads to biased estimators. 
On the other hand, including fixed effects that are of little conse­
quence increases both the sampling variance of the estimators and 
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the cost of computation. He indicated that the variance of the error 
of prediction found ignoring groups in all cases is equal to or less 
than that resulting from the solution including groups. 
The pattern of the results found in this study was similar to 
those of Henderson (1975c). The SEP obtained with Model I were 
less than the SEP found with Model III. 
In this study, with records collected from 1976 to 1982, was 
found a positive genetic trend of 2.664 pounds per year. Berger et al. 
(1983b) , working with Hereford records collected from 1964 to 1980, 
reported a positive genetic trend of 1.99 pounds per year. 
Table A.3 also contains the rank of the sires according to their 
EPDs. The Spearman rank-order correlation coefficients between Model 
III and Model I and Model III and Model II were 0.95 and 0.92, 
respectively. 
Model IV 
This model is similar to Model III, but Model IV takes into ac­
count the additive relationships among the sires to be evaluated. 
Consequently, the resemblance between relatives can be evaluated 
more accurately and this increases the accuracy of prediction, 
particularly for sires with few or no progeny (Henderson, 1973, 
1974). 
Applying the Cholesky Decomposition to the mixed model equations 
(39), with an initial K = 13.93 (from Model III), the first REML 
2 2 
estimates for and were obtained with the following equations: 
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M:» 70/79) 
and 
^(k+1) A(k).^-lA(k) 
%.K«tr.ceU-hz.«.K«A-l,-^l 
where s represents the random term used to get the EPDs (u* = Qg + s) 
and not u*. 
Using those first REML estimates, a new K value was calculated 
which was used to obtain the first low and high prior values to 
apply the CIA to begin a second iteration round with Program VIII. 
Approximately five iteration rounds were needed to get a 
converged K value invariant to the fifth decimal place. The final 
2 2 
REEL estimates obtained for and <^g.gj using groups and the relation­
ships among the sires, were the following; 
0^ = 2734.18100 
e 
= 215.83660 
s:g 
hence, 
K = 12.66783, and 
h^ = 0.29266 
An approximate standard error for the heritability was calculated 
using equation (50): 
h^ = 0.29266 + 0.0307 
Comparing the estimates for and obtained with Model III 
A2 
and Model IV, one can see that the estimation of a remained almost 
e 
the same (2734.62 to 2734.18) after incorporating A but the 
increased from 196.35 to 215.84, which seems to support one of the 
arguments expressed earlier that the increment of the variance of sire 
may be due to the fact that the use of A ^ has the biggest effect on 
sires with small number of progeny. When A ^ is used, these sires will 
have their EPDs less regressed toward their group mean and thus will 
contribute to a bigger numerator in equation (46). 
However, no general conclusions could be established due to the fact 
that A ^ also affect the denominator of equation (46). The degree of 
relationships among the sires in any other data set may show different 
patterns that the tendencies found with the data set analyzed. With the 
methodology developed, further research will be needed to see if general 
rules could be established about the effect that the incorporation of A ^ 
has on the estimation of variance components. 
2 2 
Table A.4 contains those final REML estimates for a and a , 
e s:g' 
the estimate of heritability, the BLUP of EPDs and standard error of 
prediction for each sire in the evaluation. This is the output that 
came out from Program VIII using the converged value of K (12.66782). 
This table also contains the rank of the sires according to their 
EPDs. The Pearson correlation coefficient between the EPDs of Model III 
and Model IV was 0.97, and the Spearman correlation coefficient (rank 
correlation) was also 0.97. 
Using Model IV, the genetic trend decreased from 2.664 (Model 
III) to 2.262 pounds per year, which seems to indicate that the incom­
plete relationship used took into account part of that genetic trend. 
Henderson (1973, 1975d) revealed that the additional advantage gained 
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by using A ^ is that genetic trend can be accounted for most efficiently. 
This should not imply that groups are never needed when relationships 
are used. But fewer groups to account for genetic trend and for 
genetic differences among subpopulations are needed. Famula et al. 
(1983) states that evaluating cows and bulls simultaneously using all 
known relationships is the ideal method to obtain predictors unbiased 
by selection and trend. But, Berger (1983) pointed out some of the 
problems using the complete relationship matrix. He reported that the 
current state of computing technology makes the use of the full A ^ 
matrix impractical or impossible in most situations. Some relationships 
must be ignored or approximated. In addition, he indicated that the 
data available for analysis may be incomplete, since some relationships 
are unreported or unknown. 
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SUMMARY 
Since 1949, BLUP theory has been developed and extended to apply 
to a variety of prediction problems. The impetus for this develop­
ment and the major applications of the methodology has been the genetic 
evaluation of dairy animals. It is now used worldwide for this 
purpose. As Willham (1979) comments, "beef breeders are becoming 
increasingly aware of the power of the analysis method...." Nowadays, 
maity of the national sire evaluation programs in the United States anH 
Canada utilize BLUP procedures. 
This thesis outlined BLUP procedures to incorporate information 
on objective measurements of performance traits into performance programs 
for sire evaluation. 
The data used in this analysis were provided by the courtesy of 
the American Hereford Association, Kansas City, Missouri. The 14 herds 
studied generally represent those with long histories of performance 
testing and those that are tied by several sires used artificially. 
A total of 9966 weaning weight records obtained from 1976 through 1982 
were analyzed. The total number of sires and contemporary groups were 
188 and 377, respectively. 
The objective of this study was to develop for the breed association 
of Argentina the necessary Fortran programs to organize a National 
Sire Evaluation program. Therefore, using four different models, eight 
Fortran-WATFIV programs were developed to estimate simultaneously the 
BLUP for the EPDs, the standard error of prediction (SEP), variance 
components and heritability of weaning weight. The Cholesky's 
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method was used to solve the mixed model equations. This method uses 
the fact that a symmetric matrix can be expressed as the product of two 
triangular matrices. 
Research workers in animal breeding sometimes need to estimate vari­
ance components. The method of parameter estimation chosen must be 
computationally feasible and must supply parameter estimates that are un­
biased or biased and have small sampling variance (minimum variance). 
Computational difficulty varies with each method and depends upon the 
number of levels of random effects in the data set. Since the data set of 
2 2 
this study was small, REML was the chosen method to estimate and 
Methodology was developed to use an iterative REML procedure to estimate 
variance components using groups and relationships among the sires. Hen­
derson's Method 3 was only used with Model I and Model III, given that it 
is not possible to incorporate the inverse of the NRM in this method. 
Numerical studies have shown that REML estimates have better properties 
than Henderson's Method 3 estimates. 
The procedure to estimate sire variance depended on the model under 
study. Basically, Models I, II, III and IV allowed one to point out the 
2 
mathematical differences in estimates of a . These differences arise with 
s 
models that neither contain genetic groups nor relationships among the 
sires (Model I), models with relationships but without groups (Model II), 
models that include genetic groups but assume no relationships among the 
sires (Model III), and models with groups and relationships (Model IV). 
2 2 
Table 3 summarizes the final estimates obtained for a^, K and 
heritability of weaning weight with the four different models. 
2 
Applying Henderson's Method 3, the estimate of Jg,was 2730.04 
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Table 3. A summary of estimates of variance components and 
heritability of weaning weight using four different models 
Model Method 
A2 
0' 
s 
G? 
e 
K hZ 
Model I Renderson's 
Method 3 
187.99 2730.04 14.52 0.258 
Model I REML 222.34 2735.15 12.30 0.301 
Model II REML 246.31 2734.25 11.10 0.331 
Model III Henderson's 
Method 3 172.43* 2730.04 15.84 0.238 
Model III REML 196.38* 2734.62 13.93 0.268 
Model IV REML 215.84* 2734.18 12.67 0.293 
^These are estimates of the variance of sire within group. 
2 
either with Model I or Model III. The estimate of using Model I, 
2 
was 187.99. The estimate of the variance of sire within group (a, ) 
s îg 
obtained with Model III was equal to 172.43. 
Restricted maximum likelihood estimates were obtained using the 
2 
four models. Comparing the estimates for obtained with the dif-
2 ferent models, it can be noticed that the estimation of remained 
almost the same. Those estimates ranged from 2734.18 to 2735.15. Ac­
cording to these results, it could be concluded that the estimation of 
, from the data set studied, was slightly affected by including genetic 
groups or the relationships among the sires or genetic groups plus the 
relationships among the sires. 
2 
Comparing the estimates for obtained with Model I and Model II, 
2 
one can see that the estimation of a increased from 222.34 to 246.31 
s 
after, incorporating A The same tendency was found when one compares 
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2 
the estimates of a obtained with Model III and Model IV. One can 
s:g 
2 
observe that the estimation of a _ also increased from 196.35 to 
s :g 
215-84; which seems to support one of the arguments mentioned earlier 
that the increment of the variance of sire may be due to the fact that 
the use of A~^ has the greatest effect on sires with small number of 
progeny. When A ^ is used, these sires will have their EPDs less 
regressed toward their mean or group mean and thus will contribute to a 
greater numerator in equation (46). Consequently, the estimate of 
heritability was higher in those models that took into account the addi­
tive relationships among the sires. 
However, no general conclusions could be established due to the fact 
that A ^ also affect the denominator of equation (46) . The degree of rela­
tionships among the sires in any other data set may show different pat­
terns that the tendencies found with the data set analyzed. With the 
methodology developed, further research will be needed to see if general 
rules could be established about the effect that the incorporation of A ^ 
has on the estimation of variance components. 
Table A.5 summarizes the changes in the rank of sires according 
to the best linear unbiased predictors (BLUP) for the sire expected 
progeny differences (EPDs) obtained with the four different models. 
Sire EPDs obtained with the models studied were compared. The 
Pearson product moment correlation coefficients between individual 
sire EPDs over all the sires ranged from 0.94 to 0.97 (Table B.l). 
The Spearman rank-order correlations for all the sires in the four 
evaluations ranged from 0.93 to 0.96 (Table B.2). 
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Table A.l. Rank of the sires according to their EPDs using 
Model I and Program V 
1. TRACE IS EQUAL TO 
3! 6.5064910 
5.' ERROR VARIANCE SIRE VARIANCE RATIO 
6. 2735.15000 222.342900 12.3014 
s! HER!TABILITY=0.30072 
10! MODEL WW= U + CG + SIRE + ERROR (NO RELATION 
12! SIREID EPD RANK SEP 
14] 14661058 -4.12 118.0 7.86 
15. 14718183 -10.02 157.0 12.42 
16. 14793366 -15.99 173.0 10.61 
17. 15259913 13.08 24.0 9.80 
18. 15265142 -7.78 145.0 8.86 
19. 15274935 2.53 82.0 12.76 
20. 15278001 -6.71 134.0 6.36 
21 .  15288971 -7.70 143.0 12.68 
22. 15333388 -3.71 116.0 8.76 
23. 15365238 -15.42 171.0 11.54 
24. 15455536 -21.50 183.0 8.13 
25. 15500210 -17.89 177.0 11.54 
26. 15563209 19.25 9.0 7.45 
27. 15568488 -3.99 117.0 12.04 
28. 15587538 20.90 7.0 8.77 
29. 15587568 -8.52 148.0 10.90 
30. 15594301 3.57 72.0 11.86 
31. 15715334 -7.26 •140.0 8.65 
32. 15766451 -6.82 136.0 6.55 
33. 15776170 3.51 73.0 10.94 
34. 15826508 3.68 69.0 8.97 
35. 15826520 -9.19 153.0 11.52 
36. 15834100 -22.31 184.0 6.30 
37. 15853363 -0.29 92.0 9.62 
38. 15853384 11.72 31.0 9.37 
39. 15853398 15.71 16.0 6.82 
40. 15863104 -11.49 165.0 9.88 
41. 15871058 -2.89 113.0 7.13 
42. 16020581 2.88 80.0 12.42 
43. 16025593 -28.67 187.0 7.02 
44. 16031752 12.23 28.0 6.50 
45. 16039446 -16.83 175-0 5.35 
46. 16039447 -6.19 131.0 10.28 
47. 16059971 -3.11 115.0 7.99 
48. 16059989 14.90 18.0 4.81 
49. 16069931 11.76 30.0 9.56 
50. 16069936 3.09 76.0 11.48 
51. 16069944 -5.56 129.0 12.74 
52. 16072278 6.84 49.0 5.71 
53. 16075166 -7.49 141.5 9.41 
54. 16079866 -4.26 120.0 9.07 
55. 16087434 -22.32 185.0 8.16 
56. 16087436 -4.69 124.0 5.06 
57. 16087450 -1.35 100.0 13.41 
58. 16093823 -5.48 128.0 6.10 
59. 16098182 -17.85 176.0 10.76 
60. 16100453 9.93 39.0 7.52 
116 
Table A.l. Continued 
61. SIREID EPD RANK SEP 
62. 
63. 16107033 4.00 66.0 10.92 
64. 16107525 1.53 86.0 10.75 
65. 16126213 -18.40 179.0 6.63 
66. 16126223 -40.41 188.0 9.99 
67. 16138031 10.22 38.0 4.65 
68. 16138071 15.58 17.0 9.72 
69. 16138090 3.77 68.0 10.19 
70. 16161114 -4.40 121.0 8.30 
71. 16162821 -2.22 108.0 10.16 
72. 16171566 -11.04 164.0 8.70 
73. 16188124 -4.94 126.0 8.44 
74. 16212361 -18.21 178.0 10.18 
75. 16231021 -6.36 132.0 12.77 
76. 16232813 -25.90 186.0 8.19 
77. 16244940 -9.21 154.0 9.44 
78. 16248421 -15.90 172.0 7.78 
79. 16248927 13.77 23.0 7.94 
80. 16248932 6.15 52.0 7.15 
81. 16257650 4.50 62.0 12.66 
82. 16270200 -6.80 135.0 11.42 
83. 16285200 7.43 47.0 8.46 
84. 16288262 2.90 79.0 5.32 
85. 16304492 -10.80 161.0 10.84 
86. 16305677 9.51 42.0 10.82 
87. 16310631 -10.87 162.0 10.95 
88. 16321493 11.61 32.0 12.42 
89. 16321497 4.43 63.0 6.84 
90. 16324950 20.28 8.0 7.09 
91. 16326749 -0.59 95.0 10.42 
92. 16328095 32.78 1.0 9.70 
93. 16328100 6.20 51.0 6.50 
94. 16328105 17.35 12.0 6.40 
95. 16328114 9.64 41.0 5.75 
96. 16331121 -13.37 168.0 8.55 
97. 16348064 13.82 22.0 12.50 
98. 16355280 14.06 21.0 7.19 
99. 16393599 -0.65 96.0 9.90 
100. 16410912 4.19 65.0 13.75 
101. 16448476 -12.28 167.0 7.01 
102. 16502083 5.57 55.0 7.09 
103. 16502094 2.44 83.0 5.37 
104. 16508973 -18.49 180.0. 11.92 
105. 16541320 -9.37 155.0 12.26 
106. 16552075 3.95 67.0 11.16 
107. 16552088 12.40 27.0 11.46 
108. 16552095 -2.91 114.0 8.81 
109. 16564972 -2.75 110.0 11.48 
110. 16564979 -0.81 97.0 10.34 
111. 15564982 5.61 54.0 7.64 
112. 16565005 -7.74 144.0 8.69 
113. 16565013 10.87 35.0 11.48 
114. 16568530 -8.84 151.0 7.97 
115. 16571265 2.98 78.0 5.38 
116. 16571286 16.83 14.0 • 9.65 
117. 16581072 21.62 6.0 4.99 
118. 16583341 3.62 70:0 9.94 
119. 16583368 -8.70 149.5 12.06 
120. 16587612 -1.44 103.0 12.15 
Table A.l. Continued 
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121. SIREID EPD RANK SEP 
122. 
123. 16605995 8.70 44.0 6.53 
124. 16619053 -10.91 163.0 10.03 
125. 16621141 18.33 10.0 12.48 
126. 16632650 17.28 13.0 6.24 
127. . 16632697 12.93 26.0 12.86 
128. 16637595 14.77 20.0 9.46 
129. 16640085 5.19 57.0 8.38 
130. 16640104 2.99 77.0 13.40 
131. 16640119 6.93 48.0 6.28 
132. 16658174 0.29 89.0 11.84 
133. 16680497 -10.27 159.0 5.98 
134. 16680860 4.90 59.0 12.10 
135. 16680878 -6.94 138.0 12.52 
136. 16681649 11.26 34.0 7.38 
137. 16692978 22.62 4.0 9.49 
138. 16701891 -8.99 152.0 12.44 
139. 16719119 3.59 71.0 11.55 
140. 16725531 -7.14 139.0 6.66 
141 .  16729404 -10.48 160.0 7.84 
142. 16779493 -5.11 127.0 8.24 
143. 16781534 0.73 87.0 6.27 
144. 16806502 -6.40 133.0 6.08 
145. 16817082 -1.22 99.0 7.98 
146. 16835022 -8.23 147.0 7.55 
147. 16839008 2.25 84.0 10.57 
148. 16841950 -1.02 98.0 9.04 
149. 16845334 -1.74 106.0 7.07 
150. 16845338 -4.45 123.0 11.80 
151. 16845364 -10.00 156.0 11.22 
152. 16845373 -1.40 101.0 7.85 
153. 16849786 -8.70 149.5 8.98 
154. 16850206 -1.64 105.0 12.60 
155. 16851047 4.97 58.0 11.49 
156. 16865087 -4.42 122.0 9.70 
157. 16872455 -13.62 169.0 9.85 
158. 16877264 2.72 81.0 7.12 
159. 16878702 -5.90. 130.0 8.24 
160. 16879838 22.93 2.0 10.35 
161. 16902578 -18.93 182.0 8.75 
162. 16902581 4.85 60.0 8.83 
163. 16902584 -13.69 170.0 11.90 
164. 16902627 9.69 40.0 13.57 
165. 16907766 10.35 36.0 6.11 
166. 16908362 6.36 50.0 7.69 
167. 16908417 3.16 75.0 6.62 
168. 16955708 -1.45 104.0 10.10 
169. 16975895 5.31 56.0 6.84 
170. 17014810 -18.85 181.0 8.45 
171. 17014844 4.70 61.0 12.54 
172. 17035516 -4.14 119.0 12.04 
173. 17050107 11.41 33.0 7.39 
174. 17058366 6.13 53.0 12.35 
175. 17058428 -0.53 94.0 13.53 
176. 17060011 7.70 45.0 7.62 
177. 17060017 15.95 15.0 5.45 
178. 17060030 -16.24 174.0 12.08 
179. 17064432 -1.43 102.0 8.16 
180. 17068641 -2.64 109.0 11.32 
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Table A.l. Continued 
181. SIREID EPD RANK SEP 
182. 
183. 17080614 -8.05 146.0 9.21 
184. 17084402 14.89 19.0 12.40 
185. 17084911 22.85 3.0 9.91 
186. 17087958 4.42 64.0 11.18 
187. 17098676 -0.45 93.0 11.67 
188. 17099346 7.48 46.0 10.24 
189. 17101000 12.14 29.0 13.91 
190. 17101036 9.03 43.0 7.34 
191. 17102538 1.61 85.0 12.46 
192. 17102578 -2.08 107.0 11.76 
193. 17104861 10.28 37.0 7.90 
194. 17105775 -4.86 125.0 9.31 
195. 17105793 -2.82 112.0 12.05 
196. 17105842 22.29 5.0 7.90 
197. 17114492 -0.19 91.0 12.70 
198. 17124483 -2.81 111.0 10.84 
199. 17127992 18.25 n.o 10.07 
200. 17128031 3.32 74.0 9.09 
201. 17136775 -11.52 166.0 7.52 
202. 17136802 -6.83 137.0 12.02 
203. 17137135 13.01 25.0 11.19 
204. 17147056 -10.11 158.0 6.29 
205. 17163453 0.02 90.0 12.51 
206. 17249099 -7.49 141.5 7.67 
207. 17340573 0.70 88.0 13.92 
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Table A.2. -Rank of the sires according to their EPDs using 
Model II and Program VI 
1. 
2 .  
3. 
1*. 
5. 
6 .  
7. 
8 .  
9. 
10. 
n .  
TRACE IS EQUAL TO 
7.3667720 
ERROR VARIANCE 
2734.2160000 
SIRE VARIANCE 
246.3088000 
HERITABILITY=0.33056 
MODEL WW= U + CG + SIRE + ERROR 
RATIO 
11.1007600 
(WITH RELATIONSHIP) 
12. ID EPD RANK SEP 
14. 14661058 -1.91 112.0 8.25 
15. 14718183 -4.24 126.0 11.72 
16. 14793366 -20.02 180.0 10.74 
17. 15259913 15.65 21.0 9.57 
18. 15265142 -6.82 138.0 9.21 
19. 15274935 4.17 77.0 12.85 
20. 15278001 -7.28 140.0 6.62 
21. 15288971 -8.29 145.0 13.10 
22. 15333388 -2.07 113.0 9.08 
23. 15365238 -9.81 156.0 10.89 
24. 15455536 -26.17 185.0 8.15 
25. 15500210 -18.44 178.0 11.95 
26. 15563209 20.79 10.0 7.89 
27. 15568488 -0.77 106.0 12.05 
28. 15587538 20.71 11.0 7.47 
29. 15587568 -10.78 161.0 11.04 
30. 15594301 5.32 67.0 11.43 
31. 15715334 -6.99 139.0 8.95 
32. 15766451 -4.94 128.0 6.97 
33. 15776170 5.36 66.0 11.12 
34. 15826508 5.03 69.0 10.00 
35. 15826520 -11.69 167.0 12.11 
36. 15834100 -22.96 184.0 6.67 
37. 15853363 0.68 95.0 9.69 
38. 15853384 9.17 48.0 9.78 
39. 15853398 14.71 25.0 7.21 
40. 15863104 -14.18 173.0 10.16 
41. 15871058 -0.17 99.0 7.35 
42. 16020581 2.77 85.0 12.87 
43. 16025593 -28.72 186.0 7.55 
44. 16031752 14.36 26.0 6.86 
45. 16039446 -18.56 179.0 5.76 
46. 16039447 -12.40 169.0 10.31 
47. 16059971 -3.48 119.0 8.27 
48. 16059989 14.90 24.0 5.18 
49. 16069931 13.08 33.0 9.. 61 
50. 16069936 5.65 65.0 11.57 
51. 16069944 -3.36 118.0 11.51 
52. 16072278 4.96 70.0 6.31 
53. 16075166 -3.99 123.0 9.67 
54. 16079866 -7.47 142.5 9.47 
55. 16087434 -22.76 183.0 8.38 
56. 16087436 -3.67 120.0 5.34 
57. 16087450 -4.13 125.0 13.86 
58. 16093823 -5.63 132.0 6.40 
59. 16098182 -9.79 155.0 11.04 
60. 16100453 11.97 38.0 7.71 
Table A.2. Continued 
120 
61. S IRE 10 EPD RANK SEP 
62. 
63. 16107033 4.28 75.0 11.27 
6U. 16107525 8.41 53.0 10.49 
65. 16126213 -16.27 175.0 6.83 
66. 16126223 -42.10 188.0 10.19 
67. 16138031 10.11 43.0 5.04 
68. 16138071 13.96 29.0 9.28 
69. 16138090 4.01 78.0 10.44 
70. 16161114 -2.83 116.0 8.64 
71. 16162821 0.1b 97.0 10.56 
72. 16171566 -10.38 159.0 9.00 
73. 16188124 -6.70 137.0 8.86 
74. 16212361 -17.64 177.0 10.46 
75. 16231021 -7.47 142.5 13.28 
76. 16232813 -28.74 187.0 8.52 
77. 16244940 -8.97 148.0 9.69 
78. 16248421 -13.58 172.0 8.16 
79. 16248927 17.48 16.0 8.26, 
80. 16248932 9.61 46.0 7.75 
81. 16257650 3.90 79.0 13.15 
82. 16270200 -6.68 136.0 11.85 
83. 16285200 9.13 49.0 8.92 
• 81». 16288262 -0.56 , 103.0 5.78 
85. 16304492 -11.07 163.0 11.22 
86. 16305677 15.43 22.0 10.91 
87. 16310631 -9.90 157.0 11.28 
88. 16321493 9.56 47.0 12.41 
89. 16321497 7.03 57.0 7.09 
90. 16324950 21.19 8.0 7.30 
91. 16326749 0.57 96.0 10.73 
92. 16328095 37.14 1.0 9.48 
93. 16328100 8.64 51.0 6.59 
9U. 16328105 16.24 19.0 6.35 
95. 16328114 13.05 34.0 6.01 
96. 16331121 -10.96 162.0 8.77 
97. 16348064 16.21 20.0 12.95 
98. 16355280 15.18 23.0 7.41 
99. 16393599 0.87 93.0 10.20 
100. 16410912 3.39 81.0 14.34 
101. 16448476 -16.29 176.0 7.74 
102. 16502083 4.33 74.0 7.50 
103. 16502094 2.44 86.0 5.75 
104. 16508973 -20.80 181.0 12.34 
105. 16541320 -9.03 149.0 12.68 
106. • 16552075 6.69 60.0 11.22 
107. 16552088 14.06 28.0 11.85 
108. 16552095 -0.54 102.0 9.35 
109. 16564972 -2.10 114.0 11.40 
110. 16564979 -0.05 98.0 10.34 
111. 16564982 8.20 54.0 7.82 
112. 16565005 -3.18 117.0 8.74 
113. 16565013 10.89 40.0 11.67 
114. 16568530 -12.31 168.0 8.51 
115". 16571265 5.28 68.0 5.63 
116. 16571286 17.83 14.0 9.56 
117. 16581072 23.46 4.0 5.38 
118. 16583341 5.69 64.0 10.21 
119. 16583368 -5.41 130.0 12.25 
120. 16587612 -0.75 105.0 12.52 
121 
Table A.2. Continued 
121. SIREID EPD RANK SEP 
122. 
123. 16605995 3.10 83.0 7.28 
124. 16619053 -14.41 174.0 10,05 
125. 16621141 17.42 17.0 12.61 
126. 16632650 19.93 12.0 6.57 
127. 16632697 17.65 15.0 13.22 
128. 16637595 17.89 13.0 9.69 
129. 16640085 1.74 89.0 8.64 
130. 16640104 13.44 31.0 12.79 
131. 16640119 - 10.97 39.0 6.49 
132. 16658174 -0.66 104.0 12.25 
133. 16680497 -8.01 144.0 6.23 
134. 16680860 6.45 62.0 12.22 
135. 16680878 -3.85 121.0 12.64 
136. 16681649 10.55 42.0 7.60 
137. 16692978 22.14 7.0 9.79 
138. 16701891 -9.24 151.0 12.83 
139. 16719119 4.19 76.0 11.92 
140. 16725531 -11.36 166.0 7.41 
141. 16729404 -9.19 150.0 8.07 
142. 16779493 -7.31 141.0 8.52 
143. 16781534 3.41 80.0 6.56 
144. 16806502 -4.04 124.0 6.39 
145. 16817082 1 .88 88.0 8.56 
146. 16835022 -10.09 158.0 7.98 
147. 16839008 0.84 94.0 10.90 
148. 16841950 1.92 87.0 9.10 
149. 16845334 -1.55 111.0 7.44 
150. 16845338 -3.89 122.0 12.12 
151. 16845364 -9.63 153.0 11.28 
152. 16845373 -2.16 115.0 8.05 
153. 16849786 -10.76 160.0 9.27 
154. 16850206 -1.33 110.0 13.07 
155. 16851047 -6.26 134.5 11.13 
156. 16865087 -11.27 165.0 9.77 
157. 16872455 -12.85 170.0 10.58 
158. 16877264 7.49 56.0 7.28 
159. 16878702 -8.60 147.0 8.34 
160. 16879838 22.48 6.0 10.67 
161. 16902578 -12.91 171.0 8.71 
162. 16902581 9.84 44.0 8.83 
163. 16902584 -5.21 129.0 11.53 
164. 16902627 14.32 27.0 12.82 
165. 16907766 12.71 36.0 6.26 
166. 16908362 10.65 41.0 7.89 
167. 16908417 6.56 61.0 6.89 
168. 16955708 -0.97 107.0 10.63 
169. 16975895 3.02 84.0 7.45 
170. 17014810 -20.97 182.0 8.67 
171. 17014844 4.46 73.0 13.02 
172. 17035516 -4.28 127.0 12.46 
173. 17050107 13.42 32.0 7.63 
174. 17058366 8.74 50.0 12.74 
175. 17058428 -0.25 100.0 14.11 
176. . 17060011 7.67 55.0 7.86 
177. 17060017 16.50 18.0 5.72 
178. 17060030 -9.78 154.0 11.51 
179. 17064432 1.70 90.0 • 8.66 
180. 17068641 -0.42 101.0 11.44 
Table A.2. Continued 
122 
181 .  SI RE ID EPD RANK SEP 
182. 
183. 17080614 -11.13 164.0 9.30 
184. 17084402 26.56 2.0 12.21 
185. 17084911 23.31 5.0 10.22 
186. 17087958 -6.14 133.0 10.92 
187. 17098676 -1.15 109.0 11.58 
188. 17099346 8.63 52.0 11.71 
189. 17101000 12.91 35.0 • 13.90 
190. 17101036 9.73 45.0 7.53 
191. 17102538 6.22 63.0 12.09 
192. 17102578 4.60 71.0 11.66 
193. 17104861 12.11 37.0 7.98 
194. 17105775 1.26 91.0 9.13 
195. 17105793 4.55 72.0 11.53 
196. 17105842 25.47 3.0 7.89 
197. 17114492 3.21 82.0 13.11 
198. 17124483 -1.05 108.0 11.30 
199. 17127992 21.06 9.0 10.50 
200. 17128031 6.83 58.0 9.55 
201. 17136775 -9.42 152.0 7.70 
202. 17136802 -6.26 134.5 12.43 
203. 17137135 13.82 30.0 11.54 
201». 17147056 -8.30 146.0 6.54 
205. 17163453 6.76 59.0 12.34 
206. 17249099 -5.43 131.0 7.83 
207. 17340573 1.19 92.0 14.56 
123 
A.3. Rank of the sires according to their EPDs using 
Model III and Program VII 
1. TRACE IS EQUAL TO 
2 .  
3. 6.113460 
k. 
5. ERROR VARIANCE SIRE VARIANCE RATIO 
6. 273H.62000 • 196.37500 13.925'»9 
7. 
8. HER I TAB ILITY=0.26800 
9. 
10. MODEL WW= U + CG + GROUP + SI RE;GROUP + ERROR (NO RELATIONSHIP) 
11. 
12. S IRE ID EPD RANK SEP 
lit! 14661058 -8.59 160.0 9.90 
15. •14718183 -19.36 179.0 14.54 
16. 14793366 -22.21 184.0 12.55 
17. 15259913 11.02 45.0 11.43 
18. 15265142 -12.82 171.0 10.80 
19. 15274935 -3.49 128.0 14.11 
20. 15278001 -6.02 146.0 8.64 
21. 15288971 -12.71 170.0 14.03 
22. 15333388 -8.19 157.0 10.61 
23. 15365238 -18.88 178.0 13.01 
2k. 15455536 -21.72 183.0 10.07 
25. 15500210 -23.22 185.0 13.06 
26. 15563209 14.87 29.0 9.52 
27. 15568488 -4.74 138.0 13.64 
28. 15587538 20.37 15.0 10.60 
29. 15587568 -8.06 156.0 12.56 
30. 15594301 3.04 92.0 13.51 
31. 15715334 -4.75 139.0 10.48 
32. 15766451 -4.39 136.0 8.78 
33. 15776170 0.70 105.0 12.59 
34. 15826508 5.80 82.0 10.60 
35. 15826520 -10.13 164.0 12.93 
36. 15834100 -20.24 181.0 8.60 
37. 15853363 1.29 102.0 11.20 
38. 15853384 11.20 44.0 11.06 
39. 15853398 16.53 26.0 8.96 
UO. 15863104 -10.94 167.0 11.39 
U1. 15871058 0.35 107.0 9.19 
42. 16020581 1.63 101.0 13.65 
43. 16025593 -27.12 187.0 9.10 
44. 16031752 10.10 52.0 8.75 
45. 16039446 -14.11 173.0 7.99 
46. 16039447 -6.23 149.0 11.81 
47. 16059971 -2.01 122.0 9.88 
48. 16059989 17.05 23.5 7.60 
49. 16069931 13.33 36.0 11.07 
50. 16069936 -0.39 109.0 12.70 
51. 16069944 -6.11 • 147.0 13.70 
52. 16072278 8.13 65.0 8.14 
53. 16075166 -9.35 162.0 11.07 
54. 16079866 -3.92 131.0 10.69 
55. 16087434 -20.62 182.0 9.99 
56. 16087436 -1.76 119.0 7.78 
57. 16087450 -2.64 125.0 14.26 
58. 16093823 -3.76 129.0 8.46 
59. 16098182 -19.72 180.0 12.20 
60. 16100453 9.19 57.0 9.47 
Table A.3. Continued 
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61 .  SIREID EPD RANK SEP 
6 2 .  
63. 16107033 0.37 106.0 12.24 
6a. 16107525 3.25 90.0 12.05 
65. 16126213 -14.82 175.0 8.81 
66. 16126223 -38.42 188.0 11.46 
67. 16138031 12.73 38.0 7.51 
68. 16138071 13.55 34.0 11.22 
69. 16138090 3.95 88.0 11.62 
70. 16161114 -6.98 152.0 10.12 
71. 16162821 -4.20 135.0 11.58 
72. 16171566 -8.56 159.0 10.40 
73. 16188124 -4.19 133.5 10.21 
7U. 16212361 -15.83 177.0 11.54 
75. 16231021 -7.31 154.0 13.93 
76. 16232813 -25.75 186.0 10.12 
77. 16244940 -8.32 158.0 11.03 
78. 16248421 -13.93 172.0 9.75 
79. 16248927 10.40 48.0 9.84 
80. 16248932 3.17 91.0 9.24 
81. 16257650 2.80 93.5 13.64 
82. 16270200 -8.74 161.0 12.63 
83. 16285200 6.15 80.0 10.20 
81». 16288262 5.79 83.0 7.94 
85. 16304492 -1.88 120.0 12.18 
86. 16305677 6.18 78.0 12.25 
87. 16310631 -10.61 165.0 12.24 
88. 16321493 22.13 10.0 13.62 
89. 16321497 10.28 50.0 9.04 
90. 16324950 23.98 9.0 9.16 
91. 16326749 -3.25 126.0 n  . 8 0  
92. 16328095 40.20 1.0 11.31 
93. 16328100 11.59 40.0 8.78 
91. 16328105 21.88 11.0 8.69 
95. 16328114 14.62 31.0 8.21 
96. 16331121 -11.72 168.0 10.29 
97. 16348064 24.34 7.0 13.67 
98. 16355280 19.84 17.0 9.25 
99. 16393599 • 7.95 67.0 11.41 
100. 16410912 17.05 23.5 14.74 
101. 16448476 -7.59 155.0 9.10 
102. 16502083 10.33 49.0 9.18 
103. 16502094 6.23 77.0 7.95 
104. 16508973 -12.54 169.0 13.09 
105. 16541320 2.53 97.0 13.49 
106. 16552075 8.67 59.0 12.44 
107. 16552088 14.80 30.0 12.68 
108. 16552095 -1.68 117.0 10.48 
109. 16564972 2.02 100.0 12.74 
110. 16564979 3.79 89.0 11.78 
m. 16564982 10.44 47.0 9.61 
112. 16565005 -1.55 115.0 10.42 
113. 16565013 15.61 27.0 12.71 
114. 16568530 -5.70 145.0 9.85 
115. 16571265 7.62 71.0 7.97 
116. 16571286 19.31 19.0 11.19 
117. 16581072 26.67 4.0 7.71 
118. 16583341 6.70 " 74.0 11.40 
119. 16583368 -3.91 130.0 13.16 
120. 16587612 -6.16 148.0 13.53 
125 
Table A. 3. Continued 
121. SIREID EPD RANK SEP 
122. 
123. 16605995 11.53 41. 0 8.76 
124. 16619053 -6.39 150. 0 11.54 
125. 16621141 21.56 12. 0 13.50 
126. 16632650 21.29 14. 0 8.51 
127. 16632697 17.20 22. 0 13.84 
128. 16637595 19.13 20. 0 11.05 
129. 16640085 8.44 64. 0 10.23 
130. 16640104 8.59 60. 0 14.28 
131. 16640119 11.29 43. 0 8.57 
132. 16658174 5.41 85. 0 13.01 
133. 16680497 -5.12 142. 0 8.40 
134. 16680860 9.33 56. 0 13.24 
135. 16680878 -1.42 112. 0 13.59 
136. 16681649 14.52 32. 0 9.39 
137. 16692978 25.41 5. 0 11.12 
138. 16701891 -4.79 140. 0 13.45 
139. 16719119 7.87 68. 0 12.73 
140. 16725531 -4.08 132. 0 8.86 
141. 16729404 -4.93 141. 0 9.79 
142. 16779493 -1.43 113. 5 10.04 
143. 16781534 5.08 86. 0 8.53 
144. 16806502 -1.63 116. 0 -8.44 
145. 16817082 0.30 108. 0 9.82 
146. 16835022 -5.49 144. 0 9.56 
147. 16839008 6.43 76. 0 11.98 
148. 16841950 2.63 95. 0 10.67 
149. 16845334 2.58 96. 0 9.24 
150. 16845338 -1.95 121. 0 13.04 
151. 16845364 -7.16 153. 0 12.52 
152. 16845373 1.18 103. 0 9.76 
153. 16849786 -4.19 133. 5 10.70 
154. 16850206 -0.53 111. 0 13.66 
155. 16851047 7.63 70. 0 12.79 
156. 16865087 -1.69 118. 0 11.28 
157. 16872455 -10.69 166. 0 11.32 
158. 16877264 6.69 75. 0 9.19 
159. 16878702 -3.40 127. 0 10.09 
160. 16879838 24.17 8. 0 11.82 
161. 16902578 -14.57 174. 0 10.54 
162. 16902581 8.49 61. 0 10.59 
163. 16902584 -9.94 163. 0 13.11 
164. 16902627 10.54 46. 0 14.51 
165. 16907766 14.10 33. 0 8.50 
166. 16908362 10.16 51. 0 9.67 
167. 16908417 7.16 73. 0 8.84 
168. 16955708 1.06 104. 0 11.52 
169. 16975895 7.80 69. 0 9.02 
170. 17014810 -14,91 176. 0 10.28 
171. 17014844 5.93 81. 0 13.64 
172. 17035516 -2.36 124. 0 13.20 
173. 17050107 17.03 25. 0 9.43 
174. 17058366 8.10 66. 0 13.47 
175. 17058428 8.45 63. 0 14.46 
176. 17060011 13.12 37. 0 9.66 
177. 17060017 19.58 18. 0 8.04 
178. 17060030 -6.83 151. 0 13.27 
179. 17064432 -0.44 110. 0 9.96 
180. 17068641 4.71 87. 0 12.63 
126 
Table A.3. Continued 
181. SIREID EPD RANK SEP 
182. 
183. 17080614 -1.43 113.5 10.91 
184. 17084402 21.36 13.0 13.51 
185. 17084911 28.63 2.0 11.49 
186. 17087958 11.35 42.0 12.51 
187. 17098676 7.18 72.0 12.90 
188. 17099346 12.30 39.0 11.64 
189. 17101000 20.22 16.0 14.76 
190. 17101036 13.46 35.0 9.42 
191. 17102538 9.85 54.0 13.56 
192. 17102578 6.16 79.0 12.97 
193. 17104861 14.91 28.0 9.85 
194. 17105775 2.52 98.0 10.95 
195. 17105793 5.52 84.0 13.24 
196. 17105842 27.85 3.0 9.89 
197. 17114492 8.86 58.0 13.80 
198. 17124483 2.80 93.5 12.24 
199. 17127992 24.59 6.0 11.48 
200. 17128031 9.77 55.0 10.96 
201. 17136775 -5.17 143.0 9.68 
202. 17136802 2.08 99.0 13.37 
203. 17137135 17.91 21.0 12.54 
204. 17147056 -4.52 137.0 8.73 
205. 17163453 8.46 62.0 13.66 
206. 17249099 -2.32 123.0 9.84 
207. 17340573 10.03 53.0 14.85 
127 
Table A.4. Rank of the sires according to their EPDs using 
Model IV and Program VIII 
1. TRACE IS EQUAL TO 
3. 7.1765060 
5'. ERRROR VARIANCE SIRE VARIANCE RATIO 
6. 2734.1810000 215.8366000 12.66783 
s! HERITABlLITY=0.29266 
9. 
10. MODEL WW= U + CG + GROUP + S1RE:GR0UP + ERROR (WITH 
12! SIREID EPD RANK SEP 
14. 14661058 -6.72 149.5 10.18 
15. 14718183 -14.47 176.0 14.07 
16. 14793366 -28.15 186.0 12.70 
17. 15259913 11.66 52.0 11.28 
18. 15265142 -12.77 173.0 11.04 
19. 15274935 1.76 105.0 14.11 
20. 15278001 -6.72 149.5 8.83 
21 .  15288971 -9.30 159.0 14.25 
22. 15333388 -4.28 137.0 10.76 
23. 15365238 -12.45 172.0 12.46 
24. 15455536 -25.29 184.0 10.16 
25. 15500210 -20.77 181.0 13.27 
26. 15563209 18.67 21.0 9.86 
27. 15568488 -0.17 115.0 13.61 
28. 15587538 20.04 19.0 9.98 
29. 15587568 -9.76 162.0 12.62 
30. 15594301 8.43 70.0 13.45 
31. 15715334 -3.89 132.5 10.66 
32. 15766451 -3.22 125.0 9.01 
33. 15776170 3.96 91.0 12.64 
34. 15826508 6.48 77.5 11.41 
35. 15826520 -12.00 170.0 13.38 
36. 15834100 -21.06 182.0 8.85 
37. 15853363 2.91 95.0 11.30 
38. 15853384 8.19 72.0 11.38 
39. 15853398 15.37 31.0 9.21 
40. 15863104 -13.94 175.0 11.65 
41. 15871058 2.66 97.5 9.36 
42. 16020581 1.79 104.0 13.95 
43. 16025593 -28.27 187.0 9.48 
44. 16031752 13.46 42.0 8.94 
45. 16039446 -16.10 179.0 8.26 
46. 16039447 -n .74 169.0 11.85 
47. 16059971 -2.19 119.0 10.09 
48. 16059989 16.85 27.0 7.82 
49. 16069931 14.26 37.0 11.09 
50. 16069936 1.16 107.0 12.78 
51. 16069944 -4.75 141.0 12.78 
52. 16072278 5.91 80.0 8.53 
53. 16075166 -4.63 139.0 11.23 
54. 16079866 -6.63 148.0 11.00 
55. 16087434 -21.66 183.0 10.15 
56. 16087436 -1.08 118.0 7.96 
57. 16087450 -5.35 144.0 14.60 
58. 16093823 -3.89 132.5 8.65 
59. 16098182 -9.44 161.0 12.42 
60. 16100453 9.25 61.0 9.61 
RELATIONSHIP) 
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Table A.4. Continued 
61. S IRE ID EPD RANK SEP 
63. 16107033 3.64 92.0 12.68 
64. 16107525 10.01 58.0 11.87 
65. 16126213 -12.79 174.0 8.93 
66. 16126223 -39.66 188.0 11.60 
67. 16138031 12.21 48.0 7.74 
68. 16138071 n .40 55.0 10.93 
69. 16138090 4.58 87.0 11.80 
70. 16161114 -4.14 135.0 10.33 
71. 16162821 -3.47 128.0 11.91 
72. 16171566 -7.60 152.0 10.65 
73. 16188124 -6.13 145.0 10.51 
74. 16212361 -15.55 178.0 11.75 
75. 16231021 -8.14 154.0 14.26 
76. 16232813 -26.99 185.0 10.34 
77. 16244940 -9.22 158.0 11.27 
78. 16248421 -12.04 171.0 9.97 
79. 16248927 16.03 30.0 10.03 
80. 16248932 8.54 69.0 9.62 
81. 16257650 2.66 97.5 14.02 
82. 16270200 -9.40 160.0 12.96 
83. 16285200 6.81 75.5 10.52 
84. 16288262 1.91 102.0 8.24 
85. 16304492 -2.58 122.0 12.44 
86. 16305677 14.09 38.0 12.32 
87. 16310631 -9.87 163.0 12.49 
88. 16321493 22.50 11.0 13.69 
89. 16321497 13.25 43.5 9.23 
90. 16324950 24.49 9.0 9.30 
91. 16326749 -2.26 120.0 12.04 
92. 16328095 • 44.72 1.0 11.19 
93. 16328100 13.85 39.0 8.83 
94. 16328105 21.32 13.0 8.67 
95. 16328114 17.33 26.0 8.39 
96. 16331121 -10.25 164.0 10.43 
97. 16348064 26.23 6.0 13.99 
98. 16355280 20.89 15.0 9.39 
99. 16393599 8.70 66.0 11.60 
100. 16410912 16.28 29.0 15.15 
101. 16448476 -11.70 168.0 9.63 
102. 16502083 8.93 63.0 9.47 
103. 16502094 5.98 79.0 • 8.20 
104. 16508973 -14.63 177.0 13.44 
105. 16541320 2.59 100.0 13.79 
106. 16552075 9.76 59.0 12.42 
107. 16552088 14.96 33.0 12.89 
108. 16552095 -0.65 117.0 10.84 
109. 16564972 3.04 94.0 12.61 
110. 16564979 4.38 89.0 11.73 
111. 16564982 12.83 45.0 9.74 
112. 16565005 1.06 108.0 10.47 
113. 16565013 15.06 32.0 12.90 
114. 16568530 -10.33 165.0 10.22 
115. 16571265 9.57 60.0 8.12 
116. 16571286 20.34 18.0 .  11.09 
117. 16581072 28.47 3.0 7.95 
118. 16583341 9.14 62.0 11.61 
119. 16583368 0.21 112,0 13.30 
120. 16587612 -2.65 123.0 13.77 
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Table A.4. Continued 
121. SIREID EPO RANK SEP 
122. 
123. 16605995 5.36 84.0 9.28 
124. 16619053 -7.66 153.0 11.65 
125. 16621141 20.84 16.0 13.64 
126. 16632650 23.06 10.0 8.68 
127. '16632697 21.03 14.0 14.05 
128. 16637595 20.61 17.0 11.24 
129. 16640085 5.38 83.0 10.43 
130. 16640104 18.48 22.0 13.86 
131. 16640119 14.82 34.0 8.75 
132. 16658174 4.28 90.0 13.35 
133. 16680497 -3.24 126.0 8.57 
134. 16680860 11.65 53.0 13.36 
135. 16680878 2.45 101.0 13.70 
136. 16681649 13.55 41.0 9.54 
137. 16692978 24.89 8.0 11.36 
138. 16701891 -4.72 140.0 13.73 
139. 16719119 8.24 71.0 13.02 
140. •16725531 -8.87 156.5 9.40 
141. 16729404 -4.16 136.0 9.96 
142. 16779493 -3.42 127.0 10.27 
143. 16781534 6.81 75.5 8.66 
144. 16806502 0.16 113.0 8.65 
145. 16817082 2.63 99.0 10.22 
146. 16835022 -7.35 151.0 9.91 
147. 16839008 4.91 85.0 12.24 
148. 16841950 4.51 88.0 10.70 
149. 16845334 0.99 109.0 9.49 
150. 16845338 -2.82 . 124.0 13.20 
151. 16845364 -8.23 155.0 12.49 
152. 16845373 -0.33 116.0 9.89 
153. 16849786 -6.36 147.0 10.93 
154. 16850206 -2.38 121.0 13.99 
155. 16851047 -4.04 134.0 12.58 
156. 16865087 -8.87 156.5 11.34 
157. 16872455 -10.70 167.0 11.85 
158. 16877264 10.47 56.0 9.33 
159. 16878702 -6.34 146,0 10.19 
160. 16879838 22.39 12.0 12.03 
161. 16902578 -10.62 166.0 10.50 
162. 16902581 12.25 47.0 10.62 
163. 16902584 -3.72 131.0 12.77 
164. 16902627 12.72 46.0 13.81 
165. 16907766 14.62 35.0 8.59 
166. 16908362 12.00 50.0 9.79 
167. 16908417 8.90 64.0 9.02 
168. 16955708 0.83 110.0 n .92 
169. 16975895 5.44 82.0 9.48 
170. 17014810 -17.05 180.0 10.47 
171. 17014844 3.61 93.0 13.97 
172. 17035516 -4.32 138.0 13.48 
173. 17050107 18.06 23.0 9.60 
174. 17058366 8.56 68.0 13.74 
175. 17058428 6.92 74.0 14.91 
176. 17060011 11.88 51.0 9.80 
177. 17060017 19.64 20.0 8.21 
178. 17060030 -4.94 142.0 12.87 
179. 17064432 1.83 103.0 10.33 
180. 17068641 4.80 86.0 12.69 
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Table A.4. Continued 
181. SIREID EPD RANK SEP 
182. 
183. 17080614 -3.59 130.0 11.04 
18i». 17084402 29.74 2.0 13.43 
185. 17084911 27.75 5.0 11.72 
186. 17087958 1.35 106.0 12.39 
187. 17098676 6.48 77.5 12.87 
188. 17099346 13.70 40.0 12.83 
189. 17101000 18.01 24.0 14.65 
190. 17101036 13.25 43.5 9.56 
191. 17102538 8.86 65.0 13.32 
192. 17102578 12.09 49.0 12.94 
193. 17104861 16.37 28.0 9.91 
19K. 17105775 5.64 81.0 10.82 
195. 17105793 7.10 73.0 12.88 
196. 17105842 28.11 4.0 9.92 
197. 17114492 10.21 57.0 14.13 
198. 17124483 2.80 96.0 12.59 
199. 17127992 25.98 7.0 11.53 
200. 17128031 11.59 54.0 11.27 
201. 17136775 -5.13 143.0 9.81 
202. 17136802 0.53 111.0 13.69 
203. 17137135 17.46 25.0 12,80 
204. 17147056 -3.51 129.0 8.89 
205. 17163453 14.42 36.0 13.59 
206. 17249099 -0.05 114.0 9.95 
207. 17340573 8.65 67.0 15.34 
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Table A. 5. Continued 
61. SIREID M 1 M 2 M 3 M 4 
62. 
63. 16212361 178.0 177.0 177.0 178.0 
6 4 .  16231021 132.0 142.5 154.0 154.0 
65. 16232813 186.0 187.0 186.0 185.0 
66. • 16244940 154.0 148.0 158.0 158.0 
6 7 .  16248421 172.0 172.0 172.0 171.0 
68. 16248927 23.0 16.0 48.0 30.0 
69. 16248932 52.0 46.0 91.0 09.0 
70. 16257650 62.0 79.0 93.5 97.5 
71. 16270200 135.0 136.0 161.0 160.0 
72. 16285200 47.0 49.0 80.0 75.5 
73. 16288262 79.0 103.0 83.0 102.0 
74. 16304492 161.0 163.0 120.0 122.0 
75. 16305677 42.0 22.0 78.0 38.0 
76. 16310631 162.0 157.0 165.0 163.0 
77. 16321493 32.0 47.0 10.0 11.0 
78. 16321497 63.0 57.0 50.0 43.5 
79. 16324950 8.0 8.0 9.0 9.0 
80. 16326749 95.0 96.0 126.0 120.0 
81. 16328095 1.0 1.0 1.0 1.0 
82. 16328100 51.0 51.0 40.0 39.0 
83. 16328105 12.0 19.0 11.0 13.0 
8U. 16328114 41.0 34.0 31 .0 26.0 
85. 16331121 168.0 162.0 168.0 164.0 
86. 16348064 22.0 20.0 7.0 6.0 
87. 16355280 21.0 23.0 17.0 15.0 
88. 16393599 96.0 93.0 67.0 66.0 
89. 16410912 65.0 81.0 23.5 29.0 
•90. 16448476 167.0 176.0 155.0 168.0 
91. 16502083 55.0 74.0 49.0 63.0 
92. 16502094 83.0 86.0 77.0 79.11 
93. 16508973 180.0 181.0 169.0 177.0 
9 k .  16541320 155.0 149.0 . 97.0 100.0 
95. 16552075 67.0 60.0 59.0 59.0 
96. 16552088 27.0 . 28.0 30.0 33.0 
97. 16552095 114.0 102.0 117.0 117.0 
98. 16564972 110.0 114.0 100.0 94.0 
99. 16564979 97.0 98.0 89.0 89.0 
100. 16564982 54.0 54.0 47.0 45.0 
101. 16565005 144.0 117.0 115.0 108.0 
102. 16565013 35.0 40.0 27.0 32.0 
103. 16568530 151.0 168.0 145.0 165.0 
104. 16571265 78.0 68.0 71.0 60.0 
105. 16571286 14.0 14.0 19.0 18.0 
106. 16581072 6.0 4.0 4.0 3.0 
107. 16583341 70.0 64.0 74.0 62.0 
108. 16583368 149.5 130.0 130.0 112.0 
109. 16587612 103.0 105.0 148.0 123.0 
no. 16605995 44.0 83.0 41.0 84.0 
m. 16619053 163.0 174.0 150.0 153.0 
112. 16621141 10.0 17.0 12.0 16.0 
113. 16632650 13.0 12.0 14.0 10.0 
114. 16632697 26.0 15.0 22.0 14.0 
115. 16637595 20.0 13.0 20.0 17.0 
116. 16640085 57.0 89.0 64.0 83.0 
117. 16640104 77.0 31.0 60.0 22.0 
118. 16640119 48.0 39.0 43.0 34.0 
119. 16658174 89.0 104.0 85.0 90.0 
120. 16680497 159.0 144.0 142.0 126.0 
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Table A.5. Continued 
121 .  S IRE ID 
122. 
123. 16680860 
124. 16680878 
125. 16681649 
126. 16692978 
127. 16701891 
128. 16719119 
129. 16725531 
130. 16729404 
131. 16779493 
132. 16781534 
133. 16806502 
134. 16817082 
135. 16835022 
136. 16839008 
137. 16841950 
138. 16845334 
139. 16845338 
140. 16845364 
141. 16845373 
142. 16849786 
143. 16850206 
144. 16851047 
145. 16865087 
146. 16872455 
147. 16877264 
148. 16878702 
149. 16879838 
150. 16902578 
151. 16902581 
152. 16902584 
153. 16902627 
154. 16907766 
155. 16908362 
156. 16908417 
157. 16955708 
158. 16975895 
159. 17014810 
160. 17014844 
161. 17035516 
162. 17050107 
163. 17058366 
164. 17058428 
165. 17060011 
166. 17060017 
167. 17060030 
168. 17064432 
169. 17068641 
170. 17080614 
171. 17084402 
172. 17084911 
173. 17087958 
174. 17098676 
175. 17099346 
176. 17101000 
177. 17101036 
178. 17102538 
179. 17102578 
180. 17104861 
M 1 M 2 M 3 
59.0 62 .0 56, .0 
138.0 121, .0 112, .0 
34.0 42, .0 32, ,0 
4.0 7, .0 5, .0 
152.0 151, .0 140, .0 
71.0 76 .0 68, .0 
139.0 166, .0 132, ,0 
160.0 150. 0 141, .0 
127.0 141, .0 113. 5 
87.0 80, .0 86, .0 
133.0 124, .0 • 116, .0 
99.0 88, .0 108, .0 
147.0 158. ,0 144.0 
84.0 94. 0 76. .0 
98.0 87. ,0 95. ,0 
106.0 m .  .0 96. .0 
123.0 122. ,0 121. 0 
156.0 153. .0 153. .0 
101.0 115. .0 103. ,0 
149.5 160, .0 133. .5 
105.0 110. .0 111. 0 
58.0 134. 5 70. .0 
122.0 165. .0 118. .0 
169.0 170. .0 166. 0 
81.0 56. .0 75. .0 
130.0 147. .0 127. ,0 
2.0 6. .0 8. .0 
182.0 171. .0 174. .0 
60.0 44. .0 61. .0 
170.0 129. .0 163. ,0 
40.0 27. ,0 46. .0 
36.0 36. .0 33. ,0 
50.0 41. .0 51. ,0 
75.0 61. .0 73. ,0 
104.0 107. ,0 104. ,0 
56.0 84. 0 69. 0 
181.0 182. ,0 176. ,0 
61.0 73. 0 81. 0 
119.0 127. ,0 124. ,0 
33.0 32. 0 25. 0 
53.0 50. 0 66. 0 
94.0 100. 0 63. 0 
45.0 55. 0 37. 0 
15.0 18. 0 18. 0 
174.0 154. 0 151. 0 
102.0 90. 0 110. 0 
109.0 101. 0 87. 0 
146.0 164. 0 113. 5 
19.0 2. ,0 13. 0 
3.0 5. 0 2. 0 
64.0 133. 0 42. 0 
93.0 109. 0 72. 0 
46.0 52. 0 39. 0 
29.0 35. 0 16. 0 
43.0 45. 0 35. 0 
85.0 63. 0 54. 0 
107.0 71. 0 79. 0 
37.0 37. 0 28. 0 
M U 
53.0 
101 .0 
41.0 
8 . 0  
140.0 
71 .0 
156.5 
136.0 
127.0 
75.5 
113.0 
99.0 
151.0 
85.0 
8 8 . 0  
109.0 
124.0 
155.0 
116.0 
147.0 
121.0 
134.0 
156.5 
167.0 
56.0 
146.0 
12.0 
166.0 
47.0 
131.U 
46.0 
35.0 
50.0 
64.0 
110 .0  
8 2 . 0  
1 8 0 . 0  
93.0 
138.0 
23.0 
6 8 . 0  
74.0 
51.0 
2 0 . 0  
142.0 
103.0 
8 6 . 0  
130.0 
2 . 0  
5.0 
106.0 
77.5 
40.0 
24.0 
43.5 
6 5 . 0  
49.0 
2 8 . 0  
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Table A.5. Continued 
181. S I R E I D  
182. 
183. 17105775 
184. 17105793 
185. 17105842 
186. 17114492 
187. 17124483 
188. 17127992 
189. 17128031 
190. 17136775 
191. 17136802 
192. 17137135 
193. 17147056 
194. 17163453 
195. 17249099 
196. 17340573 
M 1 M 2 M 3 M 4 
125.0 91.0 98.0 81 .0 
112.0 72.0 84.0 73.0 
5.0 3.0 3.0 4.0 
91.0 82.0 58.0 57.0 
111.0 108.0 93.5 96.0 
11.0 9.0 6.0 7.0 
74.0 58.0 55.0 54.0 
166.0 152.0 143.0 143.0 
137.0 - 134.5 99.0 111.0 
25.0 30.0 21.0 25.0 
158.0 146.0 137.0 129.0 
90.0 59.0 62.0 36.0 
141.5 131.0 123.0 114.0 
88.0 92.0 53.0 67.0 
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APPENDIX B: SPEARMAN RANK-ORDER AND PEARSON PRODUCT 
MOMENT CORRELATION COEFFICIENTS 
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Table B.l. Pearson correlation coefficients between the sire EPDs 
obtained with different models 
Model I Model II Model III Model IV 
Model I 1 0.97 0.95 0.94 
Model II 1 0.93 0.97 
Model III 1 0.97 
Model IV 1 
Table B.2. Spearman rank-order correlation coefficients between the 
rank of the sires obtained with the four different models 
Model I Model II Model III Model IV 
Model I 1 0.96 0.95 0.93 
Model II 1 0.92 0.96 
Model III 1 0.97 
Model IV 1 
