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Cheng and Wu (2001) introduced a method for response surface exploration using only one 
design by using a 3-level design to first screen a large number of factors and then project onto 
the significant factors to perform response surface exploration.  Previous work generally 
involved selecting designs based on projection properties first and aliasing structure second.  
However, having good projection properties is of little concern if the correct factors cannot be 
identified.  We apply Jones and Nachtsheim’s (2009) method for finding optimal designs with 
minimal aliasing to find 18, 27, and 30-run designs to use for single-step screening and 
optimization.  Our designs have better factor screening capabilities than the designs of Cheng 
and Wu (2001) and Xu et al. (2004), while maintaining similar D-efficiencies and allowing all 
projections to fit a full second order model.
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Chapter 1:  Introduction 
 
1.1 Traditional response surface optimization 
Response surface optimization is typically done using sequential experimentation.  The initial 
experiment is often a two-level fractional factorial or Plackett-Burman design, proposed by 
Plackett and Burman (1946), to screen important main effects and possible interactions.  Then 
additional experiments, such as a fold-over of the fractional factorial, may be done to dealias 
confounded effects.  Additional experimental runs are then performed to either augment the 
initial design to accommodate fitting a quadratic model, such as a Central Composite Design, as 
two level designs cannot estimate quadratic curvature, or to proceed along the path of steepest 
ascent to find a better experimental region to conduct a response surface design.  In the new 
experimental region, the experimenter may attempt to find the level of factors that optimize the 
response variable or at least improve the operating conditions within the factor ranges studied.  
Details on response surface methodology can be found in textbooks such as Myers and 
Montgomery (2002). 
One of the main reasons sequential experimentation is preferred is its flexibility.  By 
allowing experimenters to update designs during the course of experimentation, variables in 
early stages of experimentation can be dropped in later stages and new variables can be 
introduced.  The ranges of each factor and the factor space being explored can also be changed at 
each step.   
 2 
 
1.2 Problem with sequential design 
One criticism of sequential experimentation is that it may not be possible due to time, budget, or 
other constraints.  In manufacturing settings, additional experiments may require change of work 
schedules, additional training of operators, and/or trial runs.  Fixed deadlines for prototype 
engineering designs may not allow a large window for follow-up experiments.  Agricultural field 
experiments and clinical trials may require very long periods of time before a new set of 
experiments can be performed.  Because of these constraints, sequential experimentation is often 
abandoned for a single experiment.   
The problem with one-shot experiments is that different designs have different objectives.  
For instance, the objective of an initial design is often to screen factors while the objective of a 
follow-up design is to gain more information on a smaller set of factors.  The designs 
recommended for each objective are mutually exclusive, so experimenters who can only afford 
to perform one experiment must choose between the two objectives.  Lawson (2003) notes that if 
a classical response surface design is chosen, the experimenter must choose a subset of the 
design factors and may miss other important factors.  If a screening design is chosen, the 
experimenter may miss important interactions and quadratic effects.  Therefore, we are interested 
in a design that allows simultaneous factor screening and response surface exploration.  Such a 
design must be able to screen a large number of factors, identify important main effects and 
interactions, and subsequently project important factors onto a smaller design space that allows 
fitting of a quadratic model.   
It should be noted that single-step screening and optimization is not meant to be a 
replacement for sequential experimentation.  Sequential experimentation allows for adding and 
 3 
removing factors and adjusting the factor ranges at each step.  This flexibility is not available 
with a single design experiment.  In their discussion of Cheng and Wu (2001), Montgomery and 
Borror (2001) note that single-design experiments are most effective when the region of 
operability is small so the initial design allows for exploration of most of the response surface or 
when the process is well understood or mature so experimenters can be more confident that the 
initial design space contains the desired final operating conditions.   
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Chapter 2:  Literature Review 
 
An orthogonal array of strength t, denoted as 11OA( , ... , )
mmN s s t , is an N × m matrix 
where 1 ...m m m   , in which mi columns have si levels such that, for any t columns, all 
possible combinations of levels appear equally in the matrix.  That is, all of the columns 
representing main effects are orthogonal.  Plackett-Burman designs ***Reference*** and some 
fractions of 3k designs are examples of orthogonal arrays.  Orthogonal arrays are of interest 
because they have complex confounding structures. Complex confounding occurs when 
interactions are only partially aliased with many main effects and other interactions instead of 
being fully confounded.  For example, in the 12-run Plackett-Burman design, every main effect 
is partially confounded with every two-factor interaction not involving itself.  Designs with 
complex confounding are of interest because they sometimes allow estimation of particularly 
large two-factor interactions since the two-factor interactions are not completely aliased with 
other effects.  Lin and Draper (1992) and Wang and Wu (1995) showed that designs with 
complex confounding have hidden projection properties; that is, the designs can be projected 
onto a smaller design space in a subset of factors that can estimate higher order effects.  These 
projection properties allow a model with important main effects and interactions to be fit when 
only a subset of the factors is important, so it is possible to estimate some interactions even with 
an array of strength 2.  For example, a main effects and two-factor interactions model is usually 
fit using a resolution V fractional factorial, but the Plackett-Burman design can accommodate it 
 5 
in less experimental runs when only a subset of significant factors and their interactions are 
modeled. 
 
2.1 Cheng and Wu (2001) and Xu, Cheng, and Wu (2004) 
Cheng and Wu (2001), henceforth CW, first introduced a method for factor screening and 
response surface optimization in one design and defined a projection-efficiency criterion to find 
suitable designs.  CW studied three orthogonal arrays with desirable projection properties: 
OA(18, 37), OA(27, 38), and OA(36, 312).  A second order model is required for response surface 
exploration, so if the projection of the original design can fit a second order model, it is said to 
be eligible.  Otherwise, the projection is said to be ineligible.  These three designs have many 
eligible projected designs for subsets of 3, 4, or 5 factors.  For example, CW found that 55 of 56 
projections to subsets of five factors from the OA(27, 38) design were eligible.    
To compare different designs, CW introduced the projection-efficiency criteria.  It is as 
follows: 
1. The number of eligible projected designs should be large and lower-dimension 
projections are more important than higher-dimension projections. 
2. Among the eligible projected designs, the estimation efficiency should be high.  
Examples of such measures of efficiency are D-efficiency and G-efficiency.   
Maximizing D-efficiency is equivalent to maximizing the determinant of the information matrix, 
( X ’ X ), where X  is the model matrix, while maximizing the G-efficiency corresponds to 
minimizing the average variance of prediction.  D and G-efficiency are two popular measures of 
efficiency, though other measures can be used.  CW’s justification for the projection efficiency 
criterion is based on the factor sparsity principle; that is, the number of important factors is 
 6 
relatively small.  This implies that a design has a better chance of finding more eligible 
projections in higher dimensions if it has fewer ineligible projections on lower dimensions.  They 
found the D-efficiencies of the projected designs of their three orthogonal arrays compared well 
to Central Composite Designs, though their G-efficiencies were generally worse. 
Xu et al. (2004), henceforth XCW, proposed an optimality criterion called projection 
aberration to assess the projection performance of some orthogonal arrays to be used in 
conjunction with the projection efficiency criterion of CW.  XCW used their criterion to test six 
combinatorially non-isomorphic orthogonal arrays:  three OA(18, 37)’s and three OA(27, 313)’s.  
XCW’s criterion is based on the generalized word length pattern of Xu and Wu (2001), (A1, 
A2,…, At), where Ai measures the overall aliasing between i factor effects and the general mean.  
Ai is defined to be 
2
2 ( )
1 1
it n
i
i hj
j h
A n x
 
  , 
 
(2.1) 
 
where ti is the number of all i-factor effect contrasts and ( )ihjx is the h
th component of the jth factor 
effect contrasts.  XCW looked at the 3-factor projections of their designs, that is, designs with a 
larger number of factors projected to any 3 factors.  Each of these projected designs has an 
associated A3 value called a projected A3 value.  XCW found that if strong effect heredity is 
present, the main effects of an OA with a small A3 value suffer less contamination when a main 
effects model is fitted, so factor screening becomes more efficient.  In other words, a lower A3 
level means a lower presence of resolution III projections, and consequently higher projection 
efficiency.  Conversely, a higher A3 level means lower projection efficiency.  XCW defined the 
projection aberration as the frequency of projected A3 values.  Thus, the projection aberration 
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criterion starts from the largest projected A3 and sequentially minimizes the projected A3 value.  
To find designs with good projection properties, XCW start by screening out poor orthogonal 
arrays using their projection aberration criterion and then use CW’s projection efficiency 
criterion to consider designs obtained by level permutations using D-efficiency as the measure of 
efficiency. 
 
2.2 Criticisms of CW (2001) and XCW (2004) 
CW’s method was not without criticism.  In the discussion of CW, Bingham (2001), Khuri 
(2001), and Mukerjee (2001) all commented that since the first step of factor screening with 
CW’s method usually involves a main effects only analysis, important interactions may be 
missed and the response surface may be specified incorrectly.  Interactions are only considered 
in the projected design space due to the strong effect heredity assumption (significant interaction 
effects also have significant parent main effects).  Bingham et al. (2001) further notes that the 
strong effect heredity assumption may be unrealistic in many applications.  The weak effect 
heredity assumption (significant interaction effects have at least one significant main effect) is 
likely to be more appropriate.  Edwards (2008) notes that while CW assume factor sparsity to 
justify their projection-efficiency criterion, the assumption of effect sparsity (the number of 
important effects, not just factors, is small) may be more appropriate.  In other words, the 
assumption of factor sparsity may not hold while the assumption of effect sparsity still does.   
Edwards (2008) provided examples where CW’s analysis strategy failed to identify some 
important main effects and interactions while identifying an insignificant main effect as active, 
due to biased estimates.  Also there is the possibility that there are not any eligible projections for 
a desired set of factors.   Edwards (2008) also provided examples where the designs 
 8 
recommended by XCW had the same problems as the designs recommended by CW.  In both 
cases, the projection of interest may not be eligible, forcing the experimenter to fit the 2nd order 
model to the “most important” factors and thus leaving out possibly other important factors and 
interactions.   
 
2.3 Additional work  
Ye et al. (2007) also looked at the projection properties of three level 18 and 24 run designs.  
They used two design criteria to select their designs; one based on model estimation and the 
other based on model discrimination.  The model estimation criteria used are Estimation 
Capacity, which is the proportion of estimable models, and the Information Capacity, which is 
the average D-efficiency of all models.  The model discrimination criteria used are the Average 
Expected Prediction Difference, 
 
1
1 ˆ ˆ | 1i j
i j r
AEPD E y y y
r   
   , 
(2.2) 
and the Minimum Maximum Prediction Difference,  
1 1 ˆ ˆmin maxi j r i jyMMPD y y     , 
(2.3) 
originally proposed by Jones et al. (2007), where r is the number of models, y is the response 
vector, and ˆiy  is the fitted value of the i
th model.  Unfortunately these designs still suffer from 
the same shortcomings as CW’s and XCW’s designs. 
 Edwards and Mee (2010) introduced a variation of Box-Behnken designs to be used with 
single-step screening and optimization.  Box-Behnken designs (BBDs), proposed by Box and 
 9 
Behnken (1960), are three-level designs created by combining 2k factorials with incomplete 
block designs. They are popular for estimating second-order models in spherical regions.  BBDs 
are often optimal or near-optimal, but they are frequently too large and inefficient to be of 
practical use when there are five or more factors.  Edwards and Mee (2010) propose taking 
subsets of the two-level fractional factorial designs that compose a BBD, thus creating a 
Fractional Box-Behnken design (FBBD).  Though FBBD’s do have some qualities useful for 
one-step RSM, they require very large run sizes as the number of factors increases.   
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Chapter 3:  Objective 
 
The goal of this paper is to introduce some new designs with desirable projection properties and 
aliasing structures while maintaining reasonably high estimation efficiency and to apply these 
designs to single-step screening and optimization.  The work so far on single-step factor 
screening and optimization selects designs based on their projection properties first and their 
aliasing structure second.  The previous work’s ability to identify designs with good projection 
properties is not disputed. However, having desirable projection properties is of little use if the 
correct factors cannot be identified due to unfavorable aliasing structures.  Thus, we propose 
ranking designs based on their aliasing structure first and by their projection properties second. 
Jones and Nachtsheim (2009), henceforth JN, propose a method for finding optimal 
designs while explicitly considering alias relationships.  A problem with the standard approach to 
finding optimal designs is that it does not consider the aliasing of main effects with potentially 
important interactions.  Standard optimal design software will find optimal or near optimal 
designs reliably but since it does not consider aliasing, the experimenter may end up with a lower 
resolution design when a higher resolution design exists.  JN want to choose an orthogonal 
design with minimal aliasing.   
Following DuMouchel and Jones (1994), the terms in the model of interest will be 
referred to as primary terms and the terms that correspond to effects of secondary interest will be 
referred to as potential terms.  Let X1 denote the n × p1 model matrix for the p1 primary terms, 
 11 
including the intercept column, and let X2 denote the n × p2 model matrix for the p2 potential 
terms.  It is assumed throughout that X1 is full rank.  Suppose the full model, containing both 
primary and potential terms, is: 
1 21 2
Y     X X . 
(3.1) 
If the experimenter only intends to estimate terms in the primary model, 
1 1
Y   X , 
(3.2) 
then it is known that the expected value of the least square estimator of
1
  when only the primary 
model is being considered is 
1 1 2
ˆ( )E     A , 
(3.3) 
where A is the alias matrix, given by ' -1 '1 1 1 2( )X X X X .  
JN’s method is done by minimizing the sum of squares of the elements of the alias 
matrix, A, while staying above some lower bound constraint on the design efficiency.  Their 
method has a few advantages over the standard optimal design approach.  First, it allows the 
experimenter to choose among competing non-unique D-optimal or near optimal designs.  
Second, it produces orthogonal designs with minimum aliasing in screening situations when n is 
a power of 2 and resolution IV designs are not available.  Our goal is to find designs that can 
have minimal aliasing among main effects and two-factor interactions so factor screening will be 
more successful and still have positive projection properties by applying Jones and Nachtsheim’s 
method to single-design factor screening and optimization. 
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Chapter 4:  Methods 
 
JN’s method is motivated by the work of Montepiedra and Fedorov (1997) and Cook and 
Fedorov (1995), who developed methods of constructing optimal or near optimal designs subject 
to constraints.  JN’s approach takes the perspective that controlling estimation precision is a 
higher priority than minimizing estimation bias, so of interest is to find designs which minimize 
bias while simultaneously ensuring that the variance does not become too large.  For our 
purposes, we let the primary model contain all main effects and pure quadratic effects.  We are 
interested in the pure quadratic effects along with the linear main effects for two reasons:  first, 
we need to account for quadratic curvature to fit a second order design.  Second, a significant 
quadratic effect will satisfy our assumption of effect heredity even if its linear main effect is not 
significant, which allows us to identify more effects to project to in the optimization stage.   
 Assuming that
2
2
2 ~ ( , )N  0 I , then from equation (3.3), the bias of 1ˆ , given 2 , is: 
1 1 2
ˆ( )E     A . 
(4.1) 
JN use the expected sum of squares of the bias components (ESSB) as a summary measure, 
where the sum of squares of the bias vector, 2SSB| , equals 2 2' ' A A .  ESSB is calculated as: 
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 
  
  
 
2
2 2
2 2
2 2
2
ESSB E ' '
E Trace ' '
Trace ' E '
Trace '
 
 
 





A A
A A
A A
A A
 
(4.2) 
Designs that minimize ESSB subject to a lower-bound constraint on the D-efficiency of the 
design for the primary model are sought.  The D-efficiency of a design d is: 
 
   
   
11/
1 1
1 1
'
* ' *
p
e
d d
D d
d d
 
  
  
X X
X X , 
(4.3) 
where X(d) is the model matrix corresponding to the design d, d* denotes a D-optimal design for 
the primary model, and p1 is the number of parameters in the primary model.  If we let A(d) 
denote the alias matrix for design d, lD denote the experimenter’s lower bound for D-efficiency 
and 0 < lD ≤ 1, then the criterion used for finding minimum alias designs can be written: 
 min  Trace ( ) ' ( ) ,  subject to ( )e Dd d d D d lA A . 
(4.4) 
 The numerical approach to solving the exact design construction involves a nonlinear 
objective function subject to nonlinear constraints.  JN use the Lagrangian technique of Cook 
and Fedorov (1995), combined with the coordinate-exchange algorithm for constructing optimal 
designs of Meyer and Nachtsheim (1995).  The objective function to be maximized is: 
 2 , ( ) (1 ) ( )e eg d w wD d w A d   , 
(4.5) 
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where w, 0 < w ≤ 1, denotes the relative weight assigned to De(d) and Ae(d) denotes the fraction 
reduction in the Trace[A’A] criterion resulting from moving from design d*  to d.  Ae(d) is 
calculated as: 
 
 
Trace ( ) ' ( )
( ) 1
Trace ( *) ' ( *)e
d d
A d
d d
 
A A
A A . 
(4.6) 
Let dw denote maxd g2(d, w).  The algorithm is as follows: 
1. Obtain any D-optimal design for the primary model (all main effects and quadratic 
effects).  This is done using the coordinate-exchange algorithm, though any other exact 
design algorithm would work. 
2. Obtain dw for decreasing w until either the Ae(d) is maximized or the D-efficiency lower 
bound ld = De(d) is met, using a standard line search.  For our purposes, we use ld = 0.80, 
but any value between 0 and 1 could theoretically be used. 
We add an additional constraint to JN’s method.  Since our goal is not only to minimize 
aliasing, but to also have as many eligible projections as possible, our chosen designs must have 
100% projection efficiency.  That is, all possible projections of the design must be eligible.  Let k 
be the number of factors in the initial design and kp be the number of factors in the projection.   
Projection efficiency is calculated as: 
# Eligible ProjectionsProjection Efficiency =
# Possible Projections
, 
(4.7) 
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where the # of possible projections is 
p
k
k
 
 
 
and a projection is deemed as eligible if its rank 
equals1 2
2
p
p
k
k     
 
. 
  If we find a design that maximizes Ae(d) and has D-efficiency above ld = 0.80 but does not 
have 100% projection efficiency, we place additional weight on the D-efficiency by increasing 
the value of w until 100% projection efficiency is reached.   
Designs were found using this method for 4 through 7 factors in 18 runs, 4 through 13 factors 
in 27 runs, and 4 through 14 factors in 30 runs.  The designs of run-size 18 and 27 were chosen 
to directly compare to 18 and 27-run OAs of XCW.  The 30-run design was chosen because it 
can accommodate a full 6-factor, second-order projection with only 3 additional runs.   The 
average, minimum, and maximum D-efficiencies for the full second order model were then 
found for each projection onto kp factors as a way of ranking designs. 
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Results 
 
5.1 18-Run Designs 
The results from the 18-run designs using the JN’s minimum aliasing technique (MAL) are in 
Table 5.1.  The 18-run designs from Xu, Cheng, and Wu (XCW) are included for comparison.  
The D-efficiencies for the primary model of the 18-run MAL designs range from 0.812 for the 7-
factor design to 0.904 for the 4-factor design.  There was a large reduction in the Trace[A’A] 
criterion, Ae(d), for all MAL designs, ranging from 69.8% for the 7-factor design to 99% for the 
4-factor design.  The average D-efficiencies ( D ) of the projections are mixed, however.  The 
D of the projections from the 4-factor design never go below 0.852, but the D of the 4-factor 
projection from the 7-factor design is 0.440.  Though the D of the projections of the MAL 
designs vary widely, they are generally larger than XCW’s designs.  The 4 and 5 factor MAL 
designs have projections with a larger minimum D-efficiency than the D of their XCW 
counterparts.  However, the 4-factor projection for the 7-factor design has about the same D than 
its XCW counterpart.  The MAL designs also have 100% projection efficiency for all factors, 
while XCW’s 7-factor design only has 88.6% projection efficiency on the 4-factor projection.   
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# factors projection
# of 
possible 
projections
# of eligible 
projections
D-eff of Full 
Min Alias Aed Avg D-Eff Min D-Eff Max D-Eff
# of 
possible 
projections
# of eligible 
projections Avg D-Eff
7 2 21 21 0.812 0.698 0.779 0.604 0.870 21 - -
3 35 35 0.616 0.475 0.723 35 34 0.579
4 35 35 0.440 0.311 0.558 35 31 0.445
6 2 15 15 0.839 0.740 0.784 0.720 0.839 15 - -
3 20 20 0.636 0.533 0.700 20 20 0.589
4 15 15 0.489 0.420 0.555 15 15 0.465
5 2 10 10 0.902 0.737 0.854 0.770 0.906 10 - -
3 10 10 0.731 0.666 0.777 10 10 0.589
4 5 5 0.589 0.559 0.616 5 5 0.465
4 2 6 6 0.904 0.990 0.953 0.893 0.975 6 6 0.725
3 4 4 0.915 0.892 0.938 4 4 0.589
4 1 1 0.852 0.852 0.852 1 1 0.465
MAL 18-Run Designs XCW's 18-Run Designs
 
Table 5.1.  Eligible projections, D-efficiencies, and Ae(d) of the 18-run designs found using the minimum aliasing 
(MAL) method along with the eligible projections and average D-efficiencies of XCW’s 18-run designs. 
 
 
5.2 27-Run Designs 
The results for the 27-run designs using the MAL technique are in Table 5.2.  The 27-run XCW 
designs are included for comparison.  The D-efficiencies for the primary model ranged from 
0.800 for the 8-factor design to 0.950 for the 4-factor design.  The reduction in the Trace[A’A] 
criterion, Ae(d), ranged from 0.656 for the 11-factor design to 0.991 for the 4-factor design.  
Again, the D of the projections are mixed.  They range from 0.340 for 5-factor projections of the 
9-factor design to 0.837 for 2-factor projections of the 5-factor design.  The D of the projections 
of the MAL designs are about the same as the XCW designs, usually staying within ±0.05 of 
each other.  Both the MAL designs and XCW’s designs maintain 100% projection efficiency for 
all projections. 
 
5.3 30-Run Designs 
The results for the 30-run designs using the MAL technique are in Table 5.3.  The D-efficiencies 
for the primary model ranged from 0.801 for the 12-factor design to 0.997 for the 4-factor 
design.  The D of the projections are generally better than the 27-run designs.  The additional 3 
runs over the 27-run designs permit factor screening of up to 14 factors and projections up to 6 
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factors.  The 30-run designs have full projection eligibility for up to 6 factors, though the D for 
6-factor projections are quite low.  They range from 0.245 for the 12-factor design to 0.441 for 
the 6-factor design. 
In the next section, five simulations are conducted to compare the performance of the 18 
and 27-run MAL designs to the designs of XCW. 
 
# factors projection
# of 
possible 
projections
# of eligible 
projections
D-eff of Full 
Min Alias Aed Avg D-Eff Min D-Eff Max D-Eff
# of 
possible 
projections
# of eligible 
projections Avg D-Eff
13 2 78 78 0.836 0.668 0.759 0.686 0.842 78 - -
3 286 286 0.619 0.538 0.724 286 286 0.593
4 715 715 0.487 0.386 0.581 715 715 0.494
5 1287 1287 0.362 0.272 0.439 1287 1287 0.39
12 2 66 66 0.814 0.682 0.731 0.630 0.797 66 - -
3 220 220 0.588 0.497 0.673 220 220 0.593
4 495 495 0.458 0.383 0.541 495 495 0.495
5 792 792 0.339 0.257 0.426 792 792 0.391
11 2 55 55 0.822 0.656 0.743 0.674 0.797 55 - -
3 165 165 0.600 0.508 0.664 165 165 0.594
4 330 330 0.470 0.399 0.536 330 330 0.496
5 462 462 0.351 0.274 0.405 462 462 0.393
10 2 45 45 0.801 0.690 0.727 0.635 0.786 45 - -
3 120 120 0.584 0.491 0.654 120 120 0.595
4 210 210 0.459 0.382 0.517 210 210 0.498
5 252 252 0.345 0.273 0.413 252 252 0.396
9 2 36 36 0.813 0.721 0.721 0.646 0.801 36 - -
3 84 84 0.581 0.512 0.642 84 84 0.596
4 126 126 0.455 0.376 0.515 126 126 0.501
5 126 126 0.340 0.284 0.400 126 126 0.401
8 2 28 28 0.800 0.750 0.721 0.565 0.786 28 - -
3 56 56 0.578 0.466 0.648 56 56 0.597
4 70 70 0.453 0.362 0.513 70 70 0.502
5 56 56 0.341 0.283 0.384 56 56 0.402
7 2 21 21 0.812 0.807 0.737 0.646 0.797 21 - -
3 35 35 0.603 0.505 0.678 35 35 0.598
4 35 35 0.490 0.439 0.546 35 35 0.505
5 21 21 0.391 0.350 0.423 21 21 0.407
6 2 15 15 0.853 0.866 0.832 0.667 0.912 15 - -
3 20 20 0.726 0.615 0.820 20 20 0.601
4 15 15 0.624 0.559 0.702 15 15 0.512
5 6 6 0.520 0.486 0.550 6 6 0.408
5 2 10 10 0.875 0.945 0.837 0.732 0.924 10 - -
3 10 10 0.740 0.664 0.803 10 10 0.607
4 5 5 0.663 0.639 0.719 5 5 0.527
5 1 1 0.615 0.615 0.615 1 1 0.445
4 2 6 6 0.950 0.991 0.751 0.714 0.788 6 6 0.725
3 4 4 0.610 0.552 0.635 4 4 0.616
4 1 1 0.475 0.475 0.475 1 1 0.555
MAL 27-Run Designs XCW's 27-Run Designs
 
Table 5.2.  Eligible projections, D-efficiencies, and Ae(d) of the 27-run designs found using the minimum aliasing 
(MAL) method along with the eligible projections and average D-efficiencies of XCW’s 27-run designs. 
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# factors projection
# of 
possible 
projections
# of eligible 
projections
D-eff of Full 
Min Alias Aed Avg D-Eff Min D-Eff Max D-Eff
14 2 91 91 0.909 0.576 0.853 0.775 0.911
3 364 364 0.724 0.629 0.794
4 1001 1001 0.603 0.506 0.682
5 2002 2002 0.483 0.385 0.561
6 3003 3003 0.342 0.241 0.434
13 2 78 78 0.827 0.679 0.757 0.697 0.831
3 286 286 0.611 0.527 0.683
4 715 715 0.491 0.397 0.560
5 1287 1287 0.383 0.303 0.459
6 1716 1716 0.264 0.166 0.332
12 2 66 66 0.801 0.705 0.728 0.651 0.815
3 220 220 0.610 0.494 0.654
4 495 495 0.463 0.383 0.539
5 792 792 0.358 0.289 0.425
6 924 924 0.245 0.155 0.321
11 2 55 55 0.840 0.669 0.776 0.669 0.857
3 165 165 0.635 0.531 0.735
4 330 330 0.516 0.439 0.617
5 462 462 0.409 0.347 0.487
6 462 462 0.287 0.216 0.356
10 2 45 45 0.812 0.741 0.742 0.642 0.799
3 120 120 0.597 0.512 0.664
4 210 210 0.479 0.409 0.550
5 252 252 0.375 0.285 0.429
6 210 210 0.262 0.203 0.326
9 2 36 36 0.810 0.726 0.726 0.642 0.771
3 84 84 0.582 0.495 0.627
4 126 126 0.468 0.401 0.522
5 126 126 0.368 0.320 0.412
6 84 84 0.254 0.187 0.295
8 2 28 28 0.837 0.739 0.773 0.701 0.847
3 56 56 0.635 0.572 0.721
4 70 70 0.522 0.473 0.586
5 56 56 0.419 0.374 0.476
6 28 28 0.306 0.256 0.347
7 2 21 21 0.855 0.808 0.792 0.701 0.906
3 35 35 0.662 0.563 0.772
4 35 35 0.558 0.476 0.648
5 21 21 0.463 0.392 0.515
6 7 7 0.340 0.305 0.367
6 2 15 15 0.889 0.854 0.887 0.828 0.954
3 20 20 0.794 0.728 0.870
4 15 15 0.708 0.640 0.788
5 6 6 0.602 0.553 0.688
6 1 1 0.441 0.441 0.441
5 2 10 10 0.909 0.949 0.876 0.796 0.944
3 10 10 0.783 0.714 0.846
4 5 5 0.708 0.659 0.740
5 1 1 0.634 0.634 0.634
4 2 6 6 0.997 1.000 0.956 0.954 0.957
3 4 4 0.897 0.897 0.899
4 1 1 0.846 0.846 0.846
MAL 30-run Designs
 
Table 5.3. Eligible projections, D-efficiencies, and Ae(d) of the 27-run designs found using the minimum aliasing 
(MAL) method.  
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Chapter 6:  Simulation Studies 
 
Four simulations were conducted to compare the screening abilities of XCW’s OAs to designs 
found using the MAL method.  The first simulation directly compares the 18-run, 6-factor 
designs and the second simulation compares 27-run, 8-factor designs.  The third simulation 
involves simulating a response 1000 times from a model developed by randomly choosing active 
effects, and determining how well each design can flag significant effects.  The fourth simulation 
is similar to the third one except now we fix the active effects. 
 
6.1 Simulation 1 – 27-run designs 
Suppose we are interested in six quantitative factors and the true underlying model is: 
2
1 4 1 4 62X +3X +3X X +7Xy   , 
(6.1) 
where ε ~ N(0,1).  The 27-run, 6-factor MAL design with simulated response is in Table 6.1. If 
we fit a model with all eight main effects and pure quadratic terms, we obtain the parameter 
estimates shown in Table 6.2.   The X1 and X4 effects are clearly significant along with the X6 
quadratic effect.  Nothing else can be identified as significant.  We then project this design onto 
factors X1, X4, and X6 and fit a full second-order model.  The results are in Table 6.3.  We can 
see that the X1X4 interaction is also significant. 
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 The 27-run, 6-factor XCW design with simulated responses from the same model is in 
Table 6.4.  If we fit a model with all six main effects and pure quadratic terms, we obtain the 
parameter estimates shown in Table 6.5.  The X1 and X4 main effects are clearly significant 
along with the X6 quadratic effects.  We then project this design onto factors X1, X4, and X6 and 
fit a full second-order model in Table 6.6.  No new effects are found to be significant. 
 So in this example, the XCW design fails to identify a significant interaction, X1X4 in the 
RSM stage.  Both designs correctly flag X1 and X4 main effects and the X6 quadratic effect.  The 
MAL design performs better in this example, identifying all active effects. 
 
X1 X2 X3 X4 X5 X6 Y
0 0 0 0 0 0 0.1581
1 0 -1 0 -1 0 2.1990
1 1 1 0 -1 0 0.3097
0 1 0 0 1 1 9.1154
0 -1 -1 0 0 0 0.7868
-1 0 0 1 0 0 0.8286
-1 0 0 0 -1 -1 7.1643
0 -1 -1 1 1 -1 11.1671
-1 1 -1 0 0 0 -0.9244
0 0 1 1 0 -1 8.7491
0 1 1 1 1 0 2.5754
-1 0 0 0 1 0 -3.2339
0 0 -1 1 0 1 9.4256
0 -1 1 -1 1 0 -5.5692
1 0 0 1 0 0 3.5058
1 -1 0 -1 -1 -1 8.1110
1 -1 0 0 1 1 6.5668
0 0 0 0 -1 1 6.9672
0 0 0 -1 -1 0 -3.0007
1 1 0 -1 0 1 10.1377
0 -1 1 1 -1 0 3.2305
-1 -1 0 -1 0 1 0.1899
0 0 1 0 0 1 6.8439
-1 1 0 -1 0 -1 -1.6396
1 1 0 0 1 -1 7.7974
0 1 0 1 -1 -1 6.7919
0 0 -1 -1 1 0 -2.3773  
Table 6.1.  27-run, 6-factor MAL design with simulated response. 
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Term Estimate Std. Error t-Ratio P-value
Intercept -0.2246 1.5737 -0.1427 0.8886
X1 2.2398 0.6575 3.4064 0.0043
X1*X1 -0.2913 1.0532 -0.2766 0.7861
X2 0.1110 0.6004 0.1849 0.8560
X2*X2 -0.0812 0.9758 -0.0832 0.9348
X3 -0.8047 0.6662 -1.2080 0.2471
X3*X3 0.2129 1.0740 0.1983 0.8457
X4 2.7097 0.6344 4.2714 0.0008
X4*X4 -0.2061 0.9551 -0.2158 0.8323
X5 -0.3283 0.5831 -0.5629 0.5824
X5*X5 0.0835 1.0088 0.0828 0.9352
X6 0.3178 0.6731 0.4722 0.6441
X6*X6 7.2189 0.9481 7.6144 0.0000  
Table 6.2.  Simulated example using 27-run, 6-factor MAL design – Pure Quadratic Model. 
 
 
Term Estimate Std. Error t-Ratio P-value
Intercept 0.0010 0.7241 0.0014 0.9989
X1 1.8126 0.4979 3.6407 0.0020
X4 2.5761 0.4732 5.4445 0.0000
X6 0.2367 0.4801 0.4930 0.6283
X1*X1 -0.2022 0.7036 -0.2874 0.7773
X1*X4 -2.2005 0.7120 -3.0905 0.0066
X4*X4 -0.4214 0.6933 -0.6078 0.5513
X1*X6 0.1270 0.6576 0.1931 0.8492
X4*X6 -0.2979 0.6284 -0.4741 0.6415
X6*X6 7.1130 0.6653 10.6912 0.0000  
Table 6.3.  Simulated example using 27-run, 6-factor MAL design – Second-Order Model. 
 
 
X1 X2 X3 X4 X5 X6 Y
-1 1 1 1 -1 1 11.1092
-1 -1 -1 0 1 0 -0.9027
-1 0 0 0 -1 1 5.5319
-1 1 -1 -1 0 -1 -2.5260
-1 -1 0 0 0 -1 7.7022
-1 0 1 1 1 -1 6.6262
-1 1 1 -1 1 0 -5.8531
-1 -1 0 -1 -1 0 -4.3104
-1 0 -1 1 0 1 7.9831
0 1 -1 0 1 1 10.4713
0 -1 1 1 0 0 3.0635
0 0 -1 0 -1 -1 6.6908
0 1 0 0 0 0 -0.6395
0 -1 1 -1 -1 -1 5.9529
0 0 1 -1 0 1 4.2516
0 1 -1 1 -1 0 4.1343
0 -1 0 1 1 1 6.3390
0 0 0 -1 1 -1 4.7945
1 1 1 0 0 -1 5.9558
1 -1 -1 1 -1 -1 14.3973
1 0 0 1 0 0 6.7789
1 1 0 -1 -1 1 9.3633
1 -1 -1 -1 0 1 4.3570
1 0 1 0 -1 0 0.7326
1 1 0 1 1 -1 9.8015
1 -1 1 0 1 1 7.6682
1 0 -1 -1 1 0 -0.0035  
Table 6.4.  27-run, 6-factor XCW design with simulated response. 
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Term Estimate Std. Error t-Ratio P-value
Intercept 0.1289 1.7494 0.0737 0.9423
X1 1.8717 0.5943 3.1497 0.0071
X1*X1 -0.3170 1.0293 -0.3079 0.7627
X2 -0.1361 0.5943 -0.2291 0.8221
X2*X2 -0.0382 1.0293 -0.0371 0.9709
X3 -0.2831 0.5943 -0.4763 0.6412
X3*X3 -0.3675 1.0293 -0.3570 0.7264
X4 3.0115 0.5943 5.0677 0.0002
X4*X4 -0.0090 1.0293 -0.0087 0.9932
X5 -0.8145 0.5943 -1.3706 0.1921
X5*X5 1.0383 1.0293 1.0088 0.3302
X6 0.4266 0.5943 0.7179 0.4846
X6*X6 6.6928 1.0293 6.5024 0.0000  
Table 6.5.  Simulated example using 27-run, 6-factor XCW design – Pure Quadratic Model. 
 
 
 
Term Estimate Std. Error t-Ratio P-value
Intercept 0.8412 1.2712 0.6617 0.5170
X1 1.6655 0.6371 2.6142 0.0181
X4 2.8070 0.6356 4.4162 0.0004
X6 0.1970 0.6371 0.3093 0.7609
X1*X1 -0.5232 1.0339 -0.5061 0.6193
X1*X4 -0.6888 0.8181 -0.8419 0.4115
X4*X4 -0.0090 0.9972 -0.0090 0.9929
X1*X6 -0.6134 0.8079 -0.7593 0.4581
X4*X6 -0.6187 0.8181 -0.7563 0.4598
X6*X6 6.4632 1.0339 6.2515 0.0000  
Table 6.6.  Simulated example using 27-run, 6-factor XCW design – Second-Order Model. 
 
 
 
6.2 Simulation 2 – 18-run designs – weak effect heredity 
Suppose we are interested in six quantitative factors and the true underlying model is: 
2 3 6 2 6 4 63X +12X +10X +2X X +4X Xy   , 
(6.2) 
where ε ~ N(0,1).  Note that this model only meets the assumption of weak effect heredity.  The 
18-run, 6-factor MAL design with simulated response is in Table 6.7.  If we fit a model with all 
eight main effects and pure quadratic terms, we obtain the parameter estimates shown in Table 
6.8.   The X2, X3, and X6 main effects are clearly significant.  Nothing else can be identified as 
significant.  We then project this design onto factors X2, X3, and X6 and fit a full second-order 
model.  The results are in Table 6.9.  We can see that the X2X6 interaction is also significant. 
 24 
 The 18-run, 6-factor XCW design with simulated responses from the same model is in 
Table 6.10.  If we fit a model with all six main effects and pure quadratic terms, we obtain the 
parameter estimates shown in Table 6.11.  The X2, X3, and X6 main effects are clearly 
significant.  We then project this design onto factors X2, X3, and X6 and fit a full second-order 
model in Table 6.12.  No new effects are found to be significant. 
 So in this example, the XCW design fails to identify a significant interaction, X2X6 in the 
RSM stage.  Both designs correctly flag X2, X3, and X6, but fail to identify the X4X6 interaction.  
The MAL design performs better in this example, but both designs have difficulty handling the 
assumption of weak effect heredity. 
 
 
Table 6.7.  18-run, 6-factor MAL design with simulated response. 
 
 
 
Table 6.8.  Simulated example using 18-run, 6-factor MAL design – Pure Quadratic Model. 
Term Estimate Std. Error t-Ratio P-value
Intercept 1.0737 2.7241 0.3942 0.7097
x1 -0.1372 1.0504 -0.1306 0.9012
x1*x1 -2.0358 1.4583 -1.3961 0.2215
x2 3.6130 0.8670 4.1675 0.0088
x2*x2 -0.0743 1.5048 -0.0494 0.9625
x3 11.4998 0.8670 13.2645 0.0000
x3*x3 1.8411 1.5048 1.2235 0.2757
x4 0.8629 1.0309 0.8370 0.4407
x4*x4 -1.9089 1.4847 -1.2857 0.2549
x5 -0.2912 1.0498 -0.2773 0.7926
x5*x5 -0.0326 1.4656 -0.0222 0.9831
x6 11.4062 1.0416 10.9502 0.0001
x6*x6 -0.8932 1.4490 -0.6164 0.5646
X1 X2 X3 X4 X5 X6 Y
0 0 0 0 0 0 0.879086
0 -1 0 1 -1 0 -3.015812
0 -1 0 -1 0 1 1.803468
0 -1 -1 0 0 -1 -22.34249
0 1 0 0 -1 1 16.87369
0 1 1 1 0 0 15.85568
0 0 1 -1 1 0 12.44536
-1 0 1 0 0 1 23.61296
-1 0 -1 -1 0 0 -13.56231
1 0 -1 0 -1 0 -12.06788
1 1 0 -1 0 0 2.172169
-1 -1 0 0 1 0 -3.77436
1 -1 1 0 0 0 8.202115
1 0 0 1 1 -1 -15.35235
0 0 1 0 -1 -1 2.067228
0 0 -1 1 0 1 2.132098
0 1 -1 0 1 0 -6.974017
-1 1 0 0 0 -1 -10.92432
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Table 6.9.  Simulated example using 18-run, 6-factor MAL design – Second-Order Model. 
 
 
 
 
Table 6.10.  18-run, 6-factor XCW design with simulated response. 
 
 
 
 
Table 6.11.  Simulated example using 18-run, 6-factor XCW design – Pure Quadratic Model. 
 
 
Term Estimate Std. Error t-Ratio P-value
Intercept -5.9238 3.5025 -1.6913 0.1516
x1 -0.6130 1.1897 -0.5152 0.6284
x1*x1 2.3108 2.0607 1.1214 0.3131
x2 4.0165 1.1897 3.3760 0.0198
x2*x2 0.9884 2.0607 0.4796 0.6517
x3 10.5826 1.1897 8.8950 0.0003
x3*x3 1.2532 2.0607 0.6081 0.5697
x4 0.4104 1.1897 0.3450 0.7441
x4*x4 1.6622 2.0607 0.8067 0.4565
x5 0.6267 1.1897 0.5267 0.6209
x5*x5 1.8010 2.0607 0.8740 0.4221
x6 10.2134 1.1897 8.5846 0.0004
x6*x6 0.9247 2.0607 0.4487 0.6724
X1 X2 X3 X4 X5 X6 Y
-1 -1 -1 -1 -1 -1 -18.19217
0 0 0 0 0 0 -1.895781
1 1 1 1 1 1 32.28107
-1 -1 0 0 1 1 6.212083
0 0 1 1 -1 -1 -1.455241
1 1 -1 -1 0 0 -8.624241
-1 0 -1 1 0 1 1.758708
0 1 0 -1 1 -1 -5.650733
1 -1 1 0 -1 0 6.633415
-1 1 1 0 0 -1 1.968534
0 -1 -1 1 1 0 -16.36432
1 0 0 -1 -1 1 6.754844
-1 0 1 -1 1 0 13.10927
0 1 -1 0 -1 1 2.658156
1 -1 0 1 0 -1 -13.87599
-1 1 0 1 -1 0 3.660927
0 -1 1 -1 0 1 13.68297
1 0 -1 0 1 -1 -22.00729
Term Estimate Std. Error t-Ratio P-value
Intercept -1.3442 1.1623 -1.1565 0.2808
x2 3.5154 0.6068 5.7937 0.0004
x3 11.8614 0.6068 19.5485 0.0000
x6 11.4083 0.6810 16.7522 0.0000
x2*x2 0.5829 1.0028 0.5812 0.5771
x2*x3 0.2925 1.0510 0.2783 0.7878
x3*x3 1.7329 1.0028 1.7281 0.1222
x2*x6 3.6161 1.0471 3.4535 0.0086
x3*x6 -0.9762 1.0471 -0.9323 0.3784
x6*x6 -0.1165 0.9398 -0.1239 0.9044
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Table 6.12.  Simulated example using 18-run, 6-factor XCW design – Second-Order Model. 
 
 
 
6.3 Simulation 3 – 27-run designs – weak effect heredity 
Suppose we are interested in eight quantitative factors in 27 runs and the true underlying model 
is: 
2
1 4 7 1 4 2 7 410X +8X -9X +4X X -5X X +5Xy   , 
(6.3) 
where ε ~ N(0,1).  Note that this model only meets the assumption of weak effect heredity.  The 
27-run, 8-factor MAL design with simulated response is in Table 6.13.  If we fit a model with all 
eight main effects and pure quadratic terms, we obtain the parameter estimates shown in Table 
6.14.  The X1, X4, and X7 main effects are clearly significant, along with the X4 quadratic effect.  
Nothing else can be identified as significant.  We then project this design onto factors X1, X4, 
and X7 and fit a full second-order model.  The results are in Table 6.15.  The X1X4 interaction is 
now found to be significant as well.   
 The 27-run, 8-factor XCW with simulated responses from the same model is in Table 
6.16.  If we fit a model with all eight main effects and pure quadratic terms, we obtain the 
parameter estimates shown in Table 6.17.  The X1, X4, X6, and X7 main effects are clearly 
significant, along with the X4 quadratic effect.  The X3 main effect is possibly significant with a 
p-value of 0.0755.  We then project this design onto factors X1, X3, X4, X6, and X7 and fit a full 
second-order model.  The results are in Table 6.18.  X1, X4, and X7 are clearly significant.  The 
Term Estimate Std. Error t-Ratio P-value
Intercept -1.2577 1.8283 -0.6879 0.5110
x2 4.3079 0.8817 4.8859 0.0012
x3 11.0931 0.8817 12.5814 0.0000
x6 10.6366 0.8817 12.0637 0.0000
x2*x2 0.6969 1.4754 0.4724 0.6493
x2*x3 1.6929 1.1153 1.5179 0.1675
x3*x3 0.7427 1.4754 0.5034 0.6283
x2*x6 2.0420 1.1153 1.8309 0.1045
x3*x6 1.1658 1.1153 1.0453 0.3264
x6*x6 0.5015 1.4754 0.3399 0.7427
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X6 main effect and X4 quadratic effects are possibly significant with p-values of 0.0715 and 
0.0546, respectively. 
 So in this example, the XCW design incorrectly identifies two active factors (X3 and X6) 
in the screening stage, continues to flag the X6 main effect as significant in the projection stage, 
and fails to identify a significant interaction (X1X4).  Both designs correctly flag X1, X4, X7, and 
the X4 quadratic term, but fail to identify the X2X7 interaction.  Again, the MAL design clearly 
performs better in this example, but both designs have difficulty handling the assumption of 
weak effect heredity. 
 
 
Table 6.13.  27-run, 8-factor MAL design with simulated response. 
 
 
X1 X2 X3 X4 X5 X6 X7 X8 Y
0 -1 0 0 1 1 0 -1 -0.391199
0 0 1 1 -1 -1 0 -1 14.08213
0 0 1 1 -1 1 0 0 14.78948
0 -1 1 0 0 0 0 1 -1.424014
-1 0 1 0 0 0 0 0 -9.392402
0 0 0 0 0 -1 0 0 -0.542223
0 1 -1 0 0 -1 -1 -1 15.0443
0 0 1 0 1 0 1 0 -8.530469
0 0 -1 0 0 1 0 1 0.150574
1 0 0 -1 -1 0 0 -1 4.379019
-1 1 0 -1 0 1 0 0 -9.819135
0 0 0 0 -1 0 -1 0 9.199702
-1 0 -1 0 0 0 1 -1 -20.85492
0 0 1 -1 0 -1 -1 1 6.588564
0 -1 -1 0 -1 0 0 0 -0.077541
0 1 0 1 1 0 0 1 12.59009
-1 -1 0 1 0 0 -1 0 1.087403
0 1 0 0 -1 0 1 0 -15.20962
0 0 -1 -1 1 0 0 0 -2.822083
1 1 1 0 0 0 0 0 9.909704
0 -1 0 -1 0 1 1 0 -8.185865
-1 0 0 0 1 -1 0 0 -8.092584
1 -1 0 0 0 0 1 1 6.794599
0 0 0 1 0 0 0 -1 13.19939
1 0 -1 1 0 -1 0 0 28.54963
1 0 0 0 1 0 -1 0 17.70566
-1 0 0 -1 -1 0 0 1 -8.983803
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Table 6.14.  Simulated example using 27-run, 8-factor MAL design – Pure Quadratic Model. 
 
 
 
 
Table 6.15.  Simulated example using 27-run, 8-factor MAL design – Second-Order Model. 
 
 
 
 
Table 6.16.  27-run, 8-factor XCW design with simulated response. 
X1 X2 X3 X4 X5 X6 X7 X8 Y
-1 0 -1 0 -1 1 -1 0 -1.920397
-1 1 0 -1 0 1 0 0 -7.694935
-1 -1 1 -1 0 0 0 1 -8.719473
-1 0 0 1 -1 -1 0 1 -0.024539
-1 1 1 -1 -1 0 1 -1 -24.18053
-1 -1 -1 0 0 -1 -1 -1 -5.127621
-1 0 -1 1 1 0 1 1 -8.265595
-1 1 1 1 1 -1 -1 0 12.41442
-1 -1 0 0 1 1 1 -1 -11.9084
0 0 0 -1 -1 -1 1 0 -12.22455
0 1 -1 0 0 -1 1 1 -15.11629
0 -1 0 -1 1 -1 -1 1 -1.19721
0 0 1 -1 1 1 -1 -1 5.143377
0 1 -1 1 -1 1 0 -1 12.08738
0 -1 -1 1 1 0 0 0 14.31738
0 0 0 0 0 0 0 -1 -1.281869
0 1 1 0 -1 0 -1 1 14.62572
0 -1 1 1 0 1 1 0 9.882255
1 0 -1 -1 0 0 -1 0 11.85074
1 1 0 0 1 0 1 0 -3.364998
1 -1 1 0 -1 -1 0 0 8.153663
1 0 1 1 0 -1 1 -1 20.31668
1 1 0 1 0 1 -1 1 40.9289
1 -1 -1 -1 -1 1 1 1 0.27851
1 0 1 0 1 1 0 1 9.848996
1 1 -1 -1 1 -1 0 -1 3.525185
1 -1 0 1 -1 0 -1 -1 32.03299
Term Estimate Std. Error t-Ratio P-value
Intercept 0.5075 1.1016 0.4607 0.6509
x1 11.5078 0.9387 12.2595 0.0000
x4 7.0413 0.9101 7.7366 0.0000
x7 -8.9162 1.0079 -8.8459 0.0000
x1*x1 -0.4022 1.1993 -0.3354 0.7415
x1*x4 5.5357 1.5234 3.6338 0.0021
x4*x4 4.8292 1.2444 3.8806 0.0012
x1*x7 1.2127 1.6067 0.7548 0.4607
x4*x7 0.3594 2.0603 0.1745 0.8636
x7*x7 -0.1167 1.2784 -0.0913 0.9283
Term Estimate Std. Error t-Ratio P-value
Intercept -1.8604 3.4677 -0.5365 0.6033
x1 11.1286 1.3492 8.2485 0.0000
x1*x1 0.9645 2.0023 0.4817 0.6404
x2 0.4855 1.3797 0.3519 0.7322
x2*x2 -0.3575 1.9582 -0.1825 0.8588
x3 -0.4550 1.2528 -0.3632 0.7240
x3*x3 0.8930 1.9246 0.4640 0.6526
x4 7.0805 1.3490 5.2486 0.0004
x4*x4 4.9280 1.8528 2.6598 0.0239
x5 0.0597 1.2556 0.0475 0.9630
x5*x5 0.1490 2.0164 0.0739 0.9426
x6 -0.6878 1.5302 -0.4495 0.6627
x6*x6 3.2918 1.9630 1.6769 0.1245
x7 -7.8163 1.4704 -5.3157 0.0003
x7*x7 -0.5455 1.9234 -0.2836 0.7825
x8 0.8409 1.3471 0.6242 0.5464
x8*x8 0.9571 1.7713 0.5403 0.6008
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Table 6.17.  Simulated example using 27-run, 8-factor XCW design – Pure Quadratic Model. 
 
 
 
 
Table 6.18.  Simulated example using 27-run, 8-factor XCW design – Second-Order Model. 
 
 
6.4 Simulation 4 – Random Factors 
In this study, a response was simulated from the following model: 
2 2
1 2 3 1 2
2
3 1 2 1 3 2 3
57.3+1.5X -2.1X +1.8X -4.7X -6.3X
-5.2X -7.1X X -3.3X X -2.7X X
Y



. 
 
(6.4) 
 
Term Estimate Std. Error t-Ratio P-value
Intercept -0.0992 3.4365 -0.0289 0.9779
x1 8.2619 1.6060 5.1445 0.0021
x3 1.0286 1.3686 0.7516 0.4807
x4 8.9206 1.5023 5.9381 0.0010
x6 2.6538 1.2141 2.1859 0.0715
x7 -8.5486 1.1412 -7.4911 0.0003
x1*x1 0.1376 2.5846 0.0532 0.9593
x1*x3 0.8292 2.6497 0.3129 0.7649
x3*x3 0.9047 2.1694 0.4170 0.6912
x1*x4 3.2533 2.4165 1.3463 0.2268
x3*x4 4.4792 2.7842 1.6088 0.1588
x4*x4 6.5316 2.7420 2.3821 0.0546
x1*x6 -0.1802 2.1090 -0.0854 0.9347
x3*x6 -0.6346 1.8288 -0.3470 0.7405
x4*x6 0.7262 2.0037 0.3624 0.7295
x6*x6 -0.9269 2.6955 -0.3439 0.7427
x1*x7 -0.6119 1.9911 -0.3073 0.7690
x3*x7 -2.0088 1.9850 -1.0120 0.3506
x4*x7 -0.3886 2.2431 -0.1732 0.8682
x6*x7 -0.4102 1.7241 -0.2379 0.8199
x7*x7 -1.2550 2.1798 -0.5757 0.5857
Term Estimate Std. Error t-Ratio P-value
Intercept -0.8542 3.3815 -0.2526 0.8057
x1 9.9443 1.0045 9.9001 0.0000
x1*x1 0.8706 1.7398 0.5004 0.6276
x2 -0.2493 1.0045 -0.2482 0.8090
x2*x2 1.3362 1.7398 0.7680 0.4602
x3 1.9920 1.0045 1.9831 0.0755
x3*x3 -0.6342 1.7398 -0.3646 0.7230
x4 9.2727 1.0045 9.2315 0.0000
x4*x4 6.2585 1.7398 3.5973 0.0049
x5 -0.4620 1.0045 -0.4599 0.6554
x5*x5 -2.2631 1.7398 -1.3008 0.2225
x6 2.5514 1.0045 2.5401 0.0294
x6*x6 0.7409 1.7398 0.4259 0.6792
x7 -8.5185 1.0045 -8.4807 0.0000
x7*x7 0.2080 1.7398 0.1196 0.9072
x8 0.0973 1.0045 0.0969 0.9247
x8*x8 0.0077 1.7398 0.0044 0.9965
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Let t be the number of factors in the design and let X1, X2 , and X3 be three randomly chosen 
factors from 
3
t 
 
 
 possibilities and 2~ (0, )N  .   This model was chosen because the linear 
main effects are relatively small compared to the interaction and quadratic effects.  This would 
be a situation where one-step RSM is useful.  For this study we choose σ = 1, 2, and 3.  The 18-
run designs had t = 4, 5, 6, and 7, the 27-run designs had t = 4 through 12, and the 30-run design 
had t = 4 through 14.  We are operating under the scenario where we do not know how many 
factors are active, so we fit a pure quadratic model in all the factors under consideration before 
proceeding to the projection stage.  We simulate this scenario 1000 times, each time randomly 
choosing a new set of three active factors.  We then compute the percentage of the time 0, 1, 2, 
or 3 correct factors are identified (PCF) and the mean number of effects declared active (MEA) 
at significance level, α = 0.10.  The results are displayed in Table 6.19 and Table 6.20. 
 
 
PCF MEA PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3 σ = 1/2/3 σ = 1/2/3
4 3 0.003 / 0.029 / 0.047 1.113 / 1.146 / 1.145 0.000 / 0.000 / 0.002 0.010 / 0.083 / 0.207
2 0.341 / 0.288/ 0.247 0.000 / 0.007 / 0.031
1 0.405 / 0.409 / 0.401 0.010 / 0.069 / 0.136
0 0.251 / 0.274 / 0.305 0.990 / 0.924 / 0.831
5 3 0.000 / 0.015 / 0.026 0.398 / 0.665 / 0.785 0.079 / 0.118 / 0.133 1.575 / 1.586 / 1.503
2 0.066 / 0.128 / 0.158 0.426 / 0.341 / 0.272
1 0.263 / 0.337 / 0.324 0.460 / 0.419 / 0.356
0 0.671 / 0.520 / 0.492 0.035 / 0.122 / 0.239
6 3 0.000 / 0.001 / 0.009 0.010 / 0.171 / 0.397 0.111 / 0.139 / 0.149 1.460 / 1.560 / 1.601
2 0.000 / 0.024 / 0.056 0.257 / 0.252 / 0.219
1 0.010 / 0.118 / 0.223 0.373 / 0.306 / 0.285
0 0.990 / 0.857 / 0.712 0.259 / 0.303 / 0.347
7 3 0.379 / 0.318 / 0.318 3.764 / 3.421 / 3.390 0.127 / 0.154 / 0.140 1.553 / 1.632 / 1.581
2 0.122 / 0.151 / 0.121  0.145 / 0.146 / 0.156
1 0.015 / 0.056 / 0.122 0.326 / 0.281 / 0.225
0 0.484 / 0.475 / 0.439 0.402 / 0.419 / 0.479
CW 18-Run OA  MAL 18-Run
 
Table 6.19.  Simulation results for 18-run CW and minimum aliasing (MAL) designs with 3 random active factors.  
NCF denotes the number of correct factors, PCF denotes the percent of correctly identified factors, and MEA 
denotes the mean number of effects declared active. 
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Both the 18-run CW designs and minimum aliasing (MAL) designs have trouble 
identifying active effects.  Only one of the CW designs (t = 7) has an MEA close to 3.  The other 
CW designs have much smaller MEAs, so relatively few factors are even being declared active.  
Even when MEA > 3 for the t = 7 design, the three correct active effects are only identified 38% 
of the time when σ = 1.  Unfortunately the MAL designs do not perform much better.  None of 
the MAL designs have MEAs greater than 2.  The 7-factor MAL design performed the best of 
the group, identifying all three correct factors 12.7% of the time when σ = 1. 
The 27-run designs of XCW are better than the CW 18-run designs in terms of 
identifying the correct factors, but are still not that good.  They have MEAs much closer to 3, 
and the designs where t = 10, 11, and 12 have MEAs over 3.  However, the PCF never exceeds 
35% for three factors for any of the XCW designs.   
The 27-run MAL designs outperform the XCW designs for all factor sizes.  All of the 
MAL designs have MEAs near 3, with the designs with 4 to 12 factors having MEAs over 3.  
With the exception of t = 12, all of the designs find all three active effects correctly over 50% of 
the time when σ = 1.  Again with the exception of t = 12, all of the designs find at least 2 of 3 
active effects correctly over 80% of the time when σ = 1.  The 27-run MAL designs manage to 
identify the correct effects more often than the 27-run XCW designs, while maintaining similar 
D-efficiencies. 
The 30-run MAL designs performed even better than the 27-run MAL designs for all 
factor sizes, and allow screening of up to 14 factors with only 3 additional runs.  All 30-run 
designs had MEAs at or above 2.96 when σ = 1.  For t = 4, 5, 7, 8, 9, and 10 the 30-run MAL 
designs identified all 3 correct factors over 80% of the time.  For t = 4 to 12, these designs 
identify at least 2 correct factors over 95% of the time.  The PCF for designs t = 13 and 14 are 
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not as good, but still perform much better than most of the XCW designs.  The t = 13 design 
finds at least 2 correct factors over 85% of the time when σ = 1, where the t = 14 design only 
finds at least 2 correct factors about 35% of the time.   
Thus for this particular situation, the 27-run MAL designs are useful for screening up to 
11 factors and the 30-run MAL designs are useful for screening up to 13 factors.  Since one 
requirement for these designs is that all possible projections must be eligible, any of the 
projections can accommodate response surface exploration.  Only the results for σ = 1 were 
discussed for brevity.  Generally, as σ increases the PCF and MEA values decrease. 
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Table 6.20. Simulation results for 27-run XCW, 27-run minimum aliasing (MAL), and 30-run MAL designs with 3 
random active factors. 
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6.5 Simulation 5 – Fixed Factors 
In the fourth simulation study, a response was simulated from the following model,  
2 2
2 3 4 2 3
2
4 2 3 2 4 3 4
57.3+1.5X -2.1X +1.8X -4.7X -6.3X
-5.2X -7.1X X -3.3X X -2.7X X
Y



, 
(6.5) 
where 2~ (0, )N  .   Again, we are operating under the scenario where we do not know how 
many factors are active, so we fit a pure quadratic model in all the factors under consideration 
before proceeding to the projection stage.  We simulate this scenario 1000 times, this time using 
the same 3 three active factors each time.   We compute the percentage of the time 0, 1, 2, or 3 
correct factors are identified (PCF) and the mean number of effects declared active (MEA) at 
significance level, α = 0.10.  The results are displayed in Table 6.21 and Table 6.22. 
 
PCF MEA PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3 σ = 1/2/3 σ = 1/2/3
4 3 0.003 / 0.040 / 0.050 1.270 / 1.158 / 1.120 0.000 / 0.000 / 0.003 0.001 / 0.074 / 0.224
2 0.442 / 0.306 / 0.258 0.000 / 0.003 / 0.027
1 0.375 / 0.395 / 0.362 0.001 / 0.068 / 0.158
0 0.180 / 0.259 / 0.330 0.999 / 0.929 / 0.812
5 3 0.000 / 0.005 / 0.030 0.336 / 0.580 / 0.741 0.014 / 0.098 / 0.117 1.896 / 1.596 / 1.495
2 0.059 / 0.119 / 0.145 0.880 / 0.490 / 0.388
1 0.218 / 0.320 / 0.326 0.094 / 0.289 / 0.294
0 0.723 / 0.556 / 0.499 0.012 / 0.123 / 0.201
6 3 0.000 / 0.000 / 0.007 0.014 / 0.167 / 0.324 0.003 / 0.044 / 0.089 0.761 / 0.808 / 0.938
2 0.001 / 0.023 / 0.052 0.189 / 0.193 / 0.177
1 0.012 / 0.120 / 0.181 0.374 / 0.285 / 0.268
0 0.987 / 0.857 / 0.760 0.434 / 0.478 / 0.466
7 3 0.000 / 0.000 / 0.002 0.000 / 0.012 / 0.135 0.000 / 0.019 / 0.034 0.495 / 0.851 / 1.003
2 0.000 / 0.000 / 0.016 0.080 / 0.194 / 0.187
1 0.000 / 0.011 / 0.079 0.320 / 0.244 / 0.230
0 1.000 / 0.989 / 0.903 0.600 / 0.543 / 0.549
CW 18-Run OA  MAL 18-Run
 
Table 6.21.  Simulation results for 18-run CW and minimum aliasing (MAL) designs with 3 fixed active factors.  
NCF denotes the number of correct factors, PCF denotes the percent of correctly identified factors, and MEA 
denotes the mean number of effects declared active. 
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Again, both the 18-run designs of CW and the MAL designs have trouble identifying the 
correct factors.  They identify all 3 correct factors almost zero percent of the time for t = 4, 5, 6, 
and 7.  This is due to the fact that the largest MEA is 1.270 for CW’s 18-run designs and 1.896 
for the MAL designs.  None of CW’s 18-run designs can identify more than 1 correct factor over 
50% of the time, while only the 5-factor MAL design can identify more than 1 factor over 50% 
of the time.  These results along with the results from the first simulation suggest that both the 
18-factor CW and MAL designs are not useful for screening, and thus may not useful for single-
step factor screening and response surface optimization. 
The 27-run CW designs had a mixed performance.  The t = 5, 9, 10, and 11 designs 
performed quite well, identifying all 3 active factors correctly over 78% of the time and 
identifying at least 2 of 3 active factors correctly over 97% of the time when σ = 1.  The t = 4 and 
6 designs performed moderately well, identifying all 3 active factors correctly around 30% of the 
time and at least 2 of 3 correct factors over 80% of the time.  The remaining designs (t = 7, 8, 
and 12) performed poorly, finding one or less active factor correctly over 75% of the time with 
the t = 7 and 12 designs having MEAs under 1. 
The 27-run MAL designs vastly outperformed their CW counterparts for almost all factor 
sizes.  The designs with 4 to 11 factors, with the exception of the t = 6 design, correctly 
identified the 3 active factors over 92% of the time and their MEAs were all fairly close to 3 
when σ = 1.  The t = 6 design performed well, identifying all 3 active factors about 70% of the 
time and at least 2 of the 3 active factors about 96% of the time with an MEA of 2.7.  The t = 12 
design, however, performed worse than its CW counterpart, failing to identify any of the 3 active 
factors almost 100% of the time and having an MEA of 0.001.  So for this particular model, the 
27-run MAL designs would be good for screening up to 11 factors. 
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Adding an additional 3 runs to the 27-run MAL designs had a mixed effect on factor 
screening, though it does allow screening up to 14 factors.  The 30-run MAL designs for t = 5, 6, 
and 12 were all better than the 27-run MAL designs at identifying all 3 active factors, with the t 
= 12 design identifying them almost 98% of the time compared to 0% with its 27-run equivalent.  
The MAL designs with t = 4, 7, 8, 9, 10, and 11 designs were all worse than the 27-run MAL 
designs at identifying all 3 active factors, but still managed to identify at least 2 active factors 
over 99% of the time.  The t = 14 design performed poorly, identifying 0 active factors correctly 
over 60% of the time.   
This reaffirms the conclusion from the previous simulation that for this particular 
situation, the 27-run MAL designs are useful for screening up to 11 factors, and the 30-run MAL 
designs are useful for screening up to 13 factors, and the 18-run MAL designs do not appear to 
be useful for factor screening.  Only the results for σ = 1 were discussed for brevity.  As with the 
previous simulation, increasing the value of σ generally results in lower PCF and MEA values. 
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Table 6.22. Simulation results for 27-run XCW, 27-run minimum aliasing (MAL), and 30-run MAL designs with 3 
fixed active factors. 
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6.6 Varying values for tuning parameter 
The previous simulations were all performed for designs with the tuning parameter, w, set at the 
level that maximizes the trace reduction in the alias matrix, Ae(d) , while keeping the D-
efficiency above ld = 0.80.  This minimum D-efficiency level can be whatever the experimenter 
chooses.  In what follows, we repeat the previous simulations with two MAL designs with a 
higher and lower value for w:  the 27-run, 10-factor design and the 30-run, 8-factor design.  For 
brevity, we did not explore other tuning levels for different designs.   
From Table 6.23, the “best” 27-run, 10-factor MAL design that meets our requirements 
when ld = 0.80 has the tuning parameter, w, equal to 0.5.  At that level of w, the D-efficiency is 
0.801.  If we decrease w to 0.4, the D-efficiency is reduced to 0.783.  The average, minimum, 
and maximum D-efficiencies of the projections are all lower for the design with w = 0.4 
compared to the “best” design with w = 0.5.  Lowering the value of w to 0.4 also results in a 
larger value of Ae(d) (0.700 compared to 0.690) and thus a better aliasing structure.  If we 
increase w to 0.6, the D-efficiency increases to 0.871.  The average, minimum, and maximum D-
efficiencies of the projections are all higher for the design with w = 0.6 compared to the “best” 
design with w = 0.5.  However, raising the value of w to 0.6 also results in a lower value of Ae(d) 
(0.596 compared to 0.690) and thus a worse aliasing structure.  Both the designs with w = 0.6 
and w = 0.4 have 100% projection efficiency. 
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# factors projection
# of possible 
projections
# of eligible 
projections
Projection 
Efficiency Tuning
D-eff of 
Full Min 
Alias Aed Avg D-Eff Min D-Eff Max D-Eff
10 2 45 45 1.0000 0.6 0.871 0.596 0.810 0.751 0.857
3 120 120 1.0000 0.679 0.585 0.745
4 210 210 1.0000 0.550 0.466 0.620
5 252 252 1.0000 0.424 0.353 0.482
10 2 45 45 1.0000 0.5 0.801 0.690 0.727 0.635 0.786
3 120 120 1.0000 0.584 0.491 0.654
4 210 210 1.0000 0.459 0.382 0.517
5 252 252 1.0000 0.345 0.273 0.413
10 2 45 45 1.0000 0.4 0.783 0.700 0.704 0.600 0.782
3 120 120 1.0000 0.558 0.440 0.649
4 210 210 1.0000 0.433 0.342 0.512
5 252 252 1.0000 0.322 0.247 0.381
 MAL 27-Run Designs
 
Table 6.23. D-efficiencies and Ae(d) values for varying values for the tuning variable, w, for the 27-run, 10-factor 
designs found using the MAL method. 
 
 
The previous two simulations were performed again, once with the tuning parameter, w, 
equal to 0.6 (higher than the “best” value) and once with the tuning variable equal to 0.4 (lower 
than the “best” value).  The model is still: 
2 2
2 3 4 2 3
2
4 2 3 2 4 3 4
57.3+1.5X -2.1X +1.8X -4.7X -6.3X
-5.2X -7.1X X -3.3X X -2.7X X
Y



, 
 
(6.6) 
 
where X2, X3 , and X4 are random factors for simulation 1 and fixed factors for simulation 2 and 
2~ (0, )N  .   Again, we simulate each scenario 1000 times and let the significance level, α = 
0.10.   The results simulation 1 are in Table 6.24 and the results simulation 2 are in Table 6.25.   
In simulation 1, the design with the higher tuning variable, w = 0.6, which has better D-
efficiencies and a worse aliasing structure, performs worse than the “best” design in terms of 
PCF and MEA.  The design with the smaller tuning variable, w = 0.4, which has worse D-
efficiencies and a better aliasing structure, performs better than the “best” design, w = 0.5, in 
terms of PCF and MEA.   
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In simulation 2, both designs perform better than the “best” design in terms of PCF and 
MEA, with the lower tuning variable design performing the best of the three. 
 
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
10 3 0.613 / 0.497 / 0.385 3.638 / 3.355 / 3.203
2 0.280 / 0.299 / 0.319
1 0.087 / 0.161 / 0.219
0 0.020 / 0.043 / 0.077
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
10 3 0.621 / 0.514 / 0.385 3.744 / 3.581 / 3.310
2 0.288 / 0.321 / 0.328
1 0.077 / 0.135 / 0.198
0 0.014 / 0.030 / 0.089
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
10 3 0.694 / 0.538 / 0.459 4.200 / 3.912 / 3.800
2 0.246 / 0.327 / 0.308
1 0.057 / 0.117 / 0.176
0 0.003 / 0.018 / 0.057
 MAL 27-Run ("Best"), Tuning = 0.5
 MAL 27-Run (Higher Tuning), Tuning = 0.6
 MAL 27-Run (Lower Tuning), Tuning = 0.4
 
Table 6.24.  Simulation results for the 10-factor, 27-run MAL design with varying values for the tuning variable, w.  
The underlying model has 3 random active factors. 
 
 
 
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
10 3 0.994 / 0.799 / 0.576 3.009 / 3.067 / 2.984
2 0.006 / 0.164 / 0.259
1 0.000 / 0.031 / 0.112
0 0.000 / 0.006 / 0.053
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
10 3 0.925 / 0.732 / 0.494 2.930 / 2.831 / 2.680
2 0.075 / 0.242 / 0.341
1 0.000 / 0.024 / 0.130
0 0.000 / 0.002 / 0.035
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
10 3 1.000 / 0.981 / 0.802 4.343 / 4.747 / 4.584
2 0.000 / 0.017 / 0.151
1 0.000 / 0.002 / 0.035
0 0.000 / 0.000 / 0.012
 MAL 27-Run ("Best"), Tuning = 0.5
 MAL 27-Run (Higher Tuning), Tuning = 0.6
 MAL 27-Run (Lower Tuning), Tuning = 0.4
 
Table 6.25.  Simulation results for the 10-factor, 27-run MAL design with varying values for the tuning variable, w.  
The underlying model has 3 fixed active factors. 
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From Table 6.26, the “best” 30-run, 8-factor MAL design that meets our requirements 
when ld = 0.80 has the tuning variable, w, equal to 0.45.  At this level of w, the D-efficiency is 
0.8372.  If we decrease w to 0.4, the D-efficiency decreases to 0.7873.  The average, minimum, 
and maximum D-efficiencies of the projections are all lower for the design with w = 0.4 
compared to the “best” design with w = 0.45.  Lowering the value of w to 0.4 also results in a 
larger value of Ae(d) (0.7830 compared to 0.7388) and thus a better aliasing structure.  If we 
increase w to 0.5, the D-efficiency increases to 0.8875.  The average, minimum, and maximum 
D-efficiencies of the projections are all higher for the design with w = 0.5 compared to the “best” 
design with w = 0.45.  But raising the value of w to 0.5 also results in a lower value of Ae(d) 
(0.6988 compared to 0.7388) and thus a worse aliasing structure.  Both the designs with w = 0.5 
and w = 0.4 have 100% projection efficiency. 
 
# factors projection
# of possible 
projections
# of eligible 
projections
Projection 
Efficiency Tuning
D-eff of 
Full Min 
Alias Aed Avg D-Eff Min D-Eff Max D-Eff
8 2 28 28 1.0000 0.5 0.8875 0.6988 0.8393 0.7561 0.9143
3 56 56 1.0000 0.7184 0.6369 0.8091
4 70 70 1.0000 0.6128 0.5483 0.6860
5 56 56 1.0000 0.5088 0.4459 0.5674
6 28 28 1.0000 0.3733 0.3173 0.4156
8 2 28 28 1.0000 0.45 0.8372 0.7388 0.7728 0.7008 0.8466
3 56 56 1.0000 0.6349 0.5718 0.7212
4 70 70 1.0000 0.5216 0.4726 0.5864
5 56 56 1.0000 0.4191 0.3744 0.4759
6 28 28 1.0000 0.3060 0.2559 0.3468
8 2 28 28 1.0000 0.4 0.7873 0.7830 0.7108 0.5473 0.8143
3 56 56 1.0000 0.5660 0.4391 0.6539
4 70 70 1.0000 0.4557 0.3861 0.5329
5 56 56 1.0000 0.3621 0.3210 0.4227
6 28 28 1.0000 0.2598 0.2311 0.3093
 MAL 30-Run Designs
 
Table 6.26. D-efficiencies and Ae(d) values for varying values for the tuning variable, w, for the 30-run, 8-factor 
designs found using the MAL method. 
 
 
 
The previous two simulations were performed again, once with the tuning variable, w, 
equal to 0.5 (higher than the “best” value) and once with the tuning variable equal to 0.4 (lower 
 42 
than the “best” value).  The results from the randomly chosen active factors are in Table 6.27 and 
the results from the fixed active factors are in Table 6.28.   
In the random case, the design with the higher tuning parameter, w = 0.5, which has 
better D-efficiencies and a worse aliasing structure, performs considerably worse than the “best” 
design, w = 0.45, in terms of PCF and MEA.  The percentage of times all three active factors 
were identified correctly using this design is approximately 0.20 less than the “best” design 
across σ = 1, 2, and 3.  The design with the lower tuning variable, w = 0.4, which has worse D-
efficiencies and a better aliasing structure, performs better than the “best” design in terms of PCF 
and MEA except for when σ = 1.  In that case the percentage of time all three active factors were 
identified correctly was slightly worse at 0.032 less than the “best” design. 
In the fixed case, the design with the higher tuning variable, w = 0.5 performed abysmally 
compared to the “best” design in terms of PCF and MEA.  The percentage of times all three 
active factors were identified correctly was almost zero for σ = 1, 2, and 3.  The MEAs were also 
considerably lower, hovering around 1.7.  However, the design with the lower tuning variable, w 
= 0.4, performed much better compared to the “best” design in terms of PCF and MEA.  The 
percentage of times all three active factors were indentified correctly was 100% when σ = 1, 
96.8% when σ = 2, and 74.1% when σ = 3, compared to 89.5%, 74.2%, and 57%, respectively, 
for the “best” design. 
We can see from these two examples that using a larger value for the tuning variable, w, 
results in higher D-efficiencies of the projections and thus better estimation, but also results in 
lower Ae(d) values, and thus a worse aliasing structure and most likely poorer factor screening 
abilities.  The experimenter must determine whether it is more important to place priority on 
estimation efficiency or aliasing structure when choosing the “best” value for the tuning variable.  
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PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
8 3 0.763 / 0.603 / 0.482 3.256 / 3.079 / 2.943
2 0.216 / 0.326 / 0.361
1 0.021 / 0.067 / 0.141
0 0.000 / 0.004 / 0.016
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
8 3 0.954 / 0.804 / 0.653 3.944 / 3.690 / 3.524
2 0.046 / 0.174 / 0.271
1 0.000 / 0.022 / 0.073
0 0.000 / 0.000 / 0.003
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
8 3 0.922 / 0.819 / 0.665 4.204 / 4.047 / 3.734
2 0.076 / 0.171 / 0.264
1 0.002 / 0.010 / 0.067
0 0.000 / 0.000 / 0.004
 MAL 30-Run (Higher Tuning), Tuning = 0.5
 MAL 30-Run ("Best"), Tuning = 0.45
 MAL 30-Run (Lower Tuning), Tuning = 0.4
 
Table 6.27.  Simulation results for the 8-factor, 30-run MAL design with varying values for the tuning variable, w.  
The underlying model has 3 random active factors. 
 
 
  
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
8 3 0.003 / 0.044 / 0.078 1.776 / 1.737 / 1.736
2 0.670 / 0.437 / 0.341
1 0.327 / 0.436 / 0.413
0 0.000 / 0.083 / 0.168
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
8 3 0.895 / 0.742 / 0.570 3.297 / 3.190 / 3.016
2 0.105 / 0.249 / 0.362
1 0.000 / 0.009 / 0.064
0 0.000 / 0.000 / 0.004
PCF MEA
t NCF σ = 1/2/3 σ = 1/2/3
8 3 1.000 / 0.968 / 0.741  4.212 / 4.027 / 3.703
2 0.000 / 0.027 / 0.195
1 0.000 / 0.005 / 0.055
0 0.000 / 0.000 / 0.009
 MAL 30-Run (Higher Tuning), Tuning = 0.5
 MAL 30-Run ("Best"), Tuning = 0.45
 MAL 30-Run (Lower Tuning), Tuning = 0.4
 
Table 6.28.  Simulation results for the 8-factor, 30-run MAL design with varying values for the tuning variable, w.  
The underlying model has 3 fixed active factors. 
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Chapter 7:  Discussion 
 
7.1 Conclusion 
Response surface optimization is typically done using sequential experimentation.  The initial 
experiment is usually a two-level screening design, which is followed up by a larger design that 
can accommodate a second-order model for response surface optimization.  In practice, 
sequential experimentation is not always possible due to time, budget, or other constraints.  
Because of these constraints, sequential experimentation is often abandoned for a single 
experiment.  The problem with one-shot experiments is that different designs have different 
objectives.  For instance, the objective of the initial design is often to screen factors while the 
objective of follow-up designs is to gain more information on a smaller set of factors.  The 
designs recommended for each objective are mutually exclusive, so experimenters who can only 
afford to perform one experiment must choose between the two objectives.  This thesis aimed to 
find designs that allow simultaneous factor screening and response surface exploration.  In other 
words, designs that are able to screen a large number of factors, identify important main effects, 
and subsequently project important factors onto a smaller design space that allows fitting of a 
quadratic model. 
 Previous work on single-step factor screening and optimization selects designs based on 
their projection properties first and their aliasing structure second.  However, having good 
projection properties is of little concern if the correct factors cannot be identified first due to 
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unfavorable aliasing structures.  We found designs using Jones and Nachtsheim’s method for 
finding optimal designs while minimizing the aliasing between main effects and two-factor 
interactions, dubbed minimum aliasing (MAL) designs.  MAL designs of size 18, 27, and 30 
runs were found and their performance compared to the 18 and 27-run designs of CW and XCW. 
 The MAL designs had approximately the same average D-efficiencies of the projections 
as the CW and XCW designs of the same run-size, so the main distinction is the ability to screen 
factors.  The 18-run MAL designs had 100% projection efficiency, while the CW designs did 
not.  However, both the 18-run MAL designs and CW designs performed poorly with factor 
screening in terms of percent of correctly identified factors (PCF) and mean number of effects 
declared active (MEA).  These results suggest that the 18-run designs may not be useful for 
single-step screening and optimization.  The 27-run MAL designs performed better than the 
XCW counterparts with respect to factor screening.  The 30-run MAL designs were even better, 
while also allowing projections on up to 6 factors. 
 There are a few drawbacks to the MAL designs.  Though they allow flexibility in run 
size, like other optimal designs, they are not orthogonal.  Also, the average D-efficiencies of  
projection, though comparable to the CW and XCW designs, are still low for projections onto a 
larger number of factors.  For example, the average D-efficiencies for the 6-factor projections of 
the 30-run MAL designs ranged from 0.245 to 0.441.   Like the CW and XCW designs, the MAL 
designs still struggle handling models with weak effect heredity.   
 
7.2 Areas for future research 
In this thesis, we focused on designs with the tuning parameter, w, set at the level that maximizes 
the trace reduction in the alias matrix, Ae(d) , while keeping the D-efficiency above ld = 0.80.  
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This minimum D-efficiency level can be set to whatever the experimenter chooses, however.  
Our simulations indicated that using a larger value for the tuning variable, w, results in higher D-
efficiencies of the projections and thus better estimation, but also results in lower Ae(d) values, 
and thus a more complex aliasing structure and hence poorer factor screening abilities.  Future 
work should be done with regards to finding different values of w that result in better factor 
screening and still maintain full projection efficiency. 
 The properties of designs with different run-sizes should also be examined.  Our paper 
only considered 18, 27, and 30 run designs.  The 18-run designs had very low PCFs and MEAs.  
Moving from 18-runs to 27-runs drastically increased the PCF and MEAs, while allowing full, 
second-order projections up to 5 factors.  By moving from 27 runs to 30 runs we can screen an 
additional factor and have full projection eligibility for an additional factor.  Additionally, the 
factor screening ability of the 12-factor design was vastly improved.  Adding and removing run 
sizes will yield different projection properties, factor screening capabilities, and estimation 
efficiencies and should be explored further. 
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Appendix 
 
 
 
I. 18-run MAL designs 
 
1 1 1 0
0 0 1 0
-1 -1 1 0
0 1 0 1
1 1 -1 -1
1 0 0 0
-1 0 -1 1
0 0 0 -1
-1 1 -1 0
0 -1 0 1
1 0 1 1
-1 0 1 1
-1 0 0 0
1 -1 -1 0
-1 -1 -1 -1
-1 1 1 -1
1 -1 1 -1
1 0 -1 1  
Table I.a.  18-run, 4-factor MAL design 
 
 
 
0 1 1 1 0
1 -1 0 -1 0
0 1 0 -1 0
1 0 -1 1 0
0 1 -1 0 1
0 0 -1 -1 -1
0 -1 0 0 1
-1 0 0 -1 1
1 1 0 0 -1
0 0 1 0 -1
-1 0 0 1 1
0 -1 -1 1 1
1 0 1 0 1
-1 -1 1 0 0
-1 1 0 0 -1
0 0 0 0 0
0 -1 0 1 -1
-1 -1 -1 0 0  
Table I.b.  18-run, 5-factor MAL design 
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0 0 0 0 0 0
0 -1 0 1 -1 0
0 -1 0 -1 0 1
0 -1 -1 0 0 -1
0 1 0 0 -1 1
0 1 1 1 0 0
0 0 1 -1 1 0
-1 0 1 0 0 1
-1 0 -1 -1 0 0
1 0 -1 0 -1 0
1 1 0 -1 0 0
-1 -1 0 0 1 0
1 -1 1 0 0 0
1 0 0 1 1 -1
0 0 1 0 -1 -1
0 0 -1 1 0 1
0 1 -1 0 1 0
-1 1 0 0 0 -1  
Table I.c.  18-run, 6-factor MAL design 
 
 
 
0 0 0 0 0 0 0
-1 1 0 0 1 1 0
0 1 -1 0 0 0 -1
0 -1 0 -1 1 0 1
0 1 1 0 1 0 1
0 0 0 1 1 0 -1
0 -1 1 0 -1 -1 0
0 -1 0 0 -1 1 -1
1 -1 0 1 0 0 0
1 0 0 0 -1 0 1
0 0 0 -1 0 -1 -1
1 0 1 -1 0 1 0
0 1 0 1 -1 0 0
-1 0 0 0 0 -1 1
0 0 -1 1 0 1 1
-1 0 -1 -1 -1 0 0
-1 0 1 0 0 0 -1
1 0 -1 0 1 -1 0  
Table I.d.  18-run, 7-factor MAL design 
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II. 27-run MAL designs 
 
-1 0 -1 0
1 -1 0 -1
0 -1 1 0
-1 1 0 -1
0 0 -1 1
0 0 0 -1
-1 0 0 0
0 1 1 0
1 1 0 1
0 -1 0 0
-1 -1 -1 -1
0 0 0 1
0 1 1 0
1 0 1 0
-1 0 1 0
1 0 0 0
1 1 -1 -1
1 0 -1 0
1 -1 -1 1
-1 -1 0 1
-1 0 1 -1
0 -1 1 0
-1 1 -1 1
0 0 -1 -1
1 0 1 1
-1 0 1 1
1 0 1 -1  
Table II.a.  27-run, 4-factor MAL design 
 
 
 
0 1 0 0 -1
1 0 1 0 0
0 -1 0 0 -1
0 0 1 1 1
0 0 0 -1 1
1 0 -1 0 -1
1 0 0 -1 -1
-1 1 0 0 1
-1 1 0 1 0
1 1 0 0 1
-1 -1 0 1 0
-1 0 0 -1 -1
-1 0 0 0 0
0 -1 1 -1 0
-1 -1 0 0 1
1 -1 0 1 0
1 1 0 1 0
0 -1 -1 -1 0
-1 0 1 0 -1
0 0 0 0 0
0 1 -1 -1 0
0 0 -1 1 1
1 -1 0 0 1
0 1 1 -1 0
0 0 0 -1 1
1 0 1 1 -1
-1 0 -1 1 -1  
Table II.b.  27-run, 5-factor MAL design 
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0 0 0 0 0 0
1 0 -1 0 -1 0
1 1 1 0 -1 0
0 1 0 0 1 1
0 -1 -1 0 0 0
-1 0 0 1 0 0
-1 0 0 0 -1 -1
0 -1 -1 1 1 -1
-1 1 -1 0 0 0
0 0 1 1 0 -1
0 1 1 1 1 0
-1 0 0 0 1 0
0 0 -1 1 0 1
0 -1 1 -1 1 0
1 0 0 1 0 0
1 -1 0 -1 -1 -1
1 -1 0 0 1 1
0 0 0 0 -1 1
0 0 0 -1 -1 0
1 1 0 -1 0 1
0 -1 1 1 -1 0
-1 -1 0 -1 0 1
0 0 1 0 0 1
-1 1 0 -1 0 -1
1 1 0 0 1 -1
0 1 0 1 -1 -1
0 0 -1 -1 1 0  
Table II.c.  27-run, 6-factor MAL design 
 
 
 
0 1 0 -1 0 -1 0
1 0 0 0 -1 1 0
0 0 -1 0 0 0 0
-1 0 1 0 0 0 -1
1 1 -1 -1 0 0 0
0 0 0 1 -1 0 1
-1 -1 0 1 0 -1 0
-1 0 0 0 1 0 1
0 0 0 0 0 0 0
-1 0 0 -1 -1 0 0
0 0 1 -1 0 0 1
0 0 0 -1 0 1 -1
0 -1 -1 0 -1 0 -1
0 -1 1 0 0 1 0
0 0 1 0 -1 -1 -1
0 0 1 1 1 0 0
0 1 0 0 0 1 1
0 -1 -1 1 0 1 0
-1 1 -1 1 0 0 0
0 1 0 0 1 0 -1
1 1 1 0 0 0 0
1 -1 0 0 0 0 1
0 -1 0 -1 1 0 0
0 0 -1 0 -1 -1 1
1 0 0 1 0 0 -1
0 0 -1 -1 1 -1 0
1 0 0 0 1 -1 0  
Table II.d.  27-run, 7-factor MAL design 
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0 -1 0 0 1 1 0 -1
0 0 1 1 -1 -1 0 -1
0 0 1 1 -1 1 0 0
0 -1 1 0 0 0 0 1
-1 0 1 0 0 0 0 0
0 0 0 0 0 -1 0 0
0 1 -1 0 0 -1 -1 -1
0 0 1 0 1 0 1 0
0 0 -1 0 0 1 0 1
1 0 0 -1 -1 0 0 -1
-1 1 0 -1 0 1 0 0
0 0 0 0 -1 0 -1 0
-1 0 -1 0 0 0 1 -1
0 0 1 -1 0 -1 -1 1
0 -1 -1 0 -1 0 0 0
0 1 0 1 1 0 0 1
-1 -1 0 1 0 0 -1 0
0 1 0 0 -1 0 1 0
0 0 -1 -1 1 0 0 0
1 1 1 0 0 0 0 0
0 -1 0 -1 0 1 1 0
-1 0 0 0 1 -1 0 0
1 -1 0 0 0 0 1 1
0 0 0 1 0 0 0 -1
1 0 -1 1 0 -1 0 0
1 0 0 0 1 0 -1 0
-1 0 0 -1 -1 0 0 1  
Table II.e.  27-run, 8-factor MAL design 
 
 
 
0 0 0 0 0 0 0 0 0
0 -1 1 1 0 1 0 0 0
0 0 1 -1 -1 1 0 -1 0
0 0 -1 0 0 1 0 1 -1
-1 0 0 -1 0 -1 0 0 -1
0 0 1 0 0 0 -1 0 1
-1 -1 0 0 0 0 0 -1 -1
0 1 1 1 1 -1 0 0 0
0 0 -1 -1 1 0 -1 -1 0
1 0 1 0 1 0 0 0 -1
0 -1 0 0 1 0 -1 1 0
-1 0 -1 -1 1 0 1 0 0
-1 0 0 1 0 0 0 -1 1
0 -1 0 1 -1 0 1 0 0
-1 0 1 0 -1 0 0 1 0
-1 1 0 0 0 1 -1 0 0
0 1 0 -1 0 0 0 1 1
1 0 0 0 1 1 1 0 1
0 1 -1 0 -1 0 0 0 -1
0 0 0 0 0 -1 1 1 0
1 0 -1 1 0 0 0 1 0
0 -1 -1 0 0 -1 0 0 1
1 -1 0 -1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
1 0 0 0 -1 -1 -1 -1 0
0 1 1 0 0 0 1 -1 0
0 0 0 1 0 0 -1 0 -1  
Table II.f.  27-run, 9-factor MAL design 
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0 -1 -1 -1 -1 0 1 0 0 0
0 0 0 0 -1 1 -1 0 0 1
0 1 0 1 0 0 -1 -1 1 0
1 -1 0 1 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0
1 -1 0 0 -1 0 0 0 -1 0
1 0 0 -1 1 0 1 0 0 1
0 -1 0 0 0 1 0 1 1 1
-1 0 0 -1 0 0 -1 0 1 1
0 0 -1 0 1 1 0 0 -1 0
0 1 0 -1 -1 -1 0 1 0 0
1 1 -1 0 0 0 0 0 0 -1
-1 1 0 1 0 -1 0 0 0 0
1 0 -1 0 0 -1 0 0 1 0
0 -1 0 -1 0 0 -1 0 -1 -1
0 -1 1 0 0 -1 -1 0 0 0
0 0 0 0 0 -1 1 -1 -1 0
0 1 1 0 0 0 0 0 -1 1
1 0 1 -1 0 1 0 -1 0 0
-1 0 0 0 0 1 1 1 0 -1
0 0 -1 1 0 0 0 -1 0 1
0 0 0 1 1 -1 0 0 0 -1
1 0 -1 0 1 0 -1 1 0 0
0 1 1 0 1 0 1 0 1 0
-1 -1 0 0 1 0 0 -1 0 0
-1 0 1 1 0 0 0 1 -1 0
0 0 1 0 -1 0 0 0 1 -1  
Table II.g.  27-run, 10-factor MAL design 
 
 
 
0 -1 -1 0 0 -1 0 1 -1 0 0
0 0 1 1 1 0 0 1 -1 1 0
0 0 0 0 0 0 0 0 0 0 0
0 1 0 -1 0 -1 0 0 1 0 1
1 1 0 0 0 0 0 1 0 1 -1
0 0 0 0 1 1 0 -1 -1 0 -1
-1 0 1 -1 1 0 0 0 1 0 -1
0 0 0 0 1 -1 1 0 0 -1 0
-1 -1 0 1 0 0 0 0 0 -1 -1
-1 0 1 0 0 0 1 -1 -1 0 1
-1 0 0 0 -1 1 -1 1 0 0 0
-1 1 -1 0 1 0 0 0 0 0 0
0 0 -1 -1 -1 0 0 0 0 1 1
0 1 0 0 0 0 -1 0 -1 1 -1
-1 0 0 -1 0 -1 0 -1 0 1 0
1 -1 0 -1 1 0 -1 -1 0 0 0
0 1 0 1 -1 0 0 -1 0 -1 0
1 0 -1 0 0 0 0 -1 1 -1 0
0 0 -1 -1 0 0 1 1 0 0 -1
0 1 1 0 0 1 1 -1 0 0 0
0 0 0 0 1 0 -1 1 0 -1 1
0 -1 1 0 0 1 0 0 0 1 1
0 -1 0 0 -1 0 1 0 1 1 0
0 0 -1 1 0 -1 -1 0 1 0 0
1 0 1 0 -1 -1 0 0 0 0 -1
1 0 0 1 0 1 1 0 0 0 1
1 0 0 -1 0 1 0 0 -1 -1 0  
Table II.h.  27-run, 11-factor MAL design 
 56 
0 0 0 0 0 0 0 0 0 0 0 0
-1 0 0 0 1 0 0 1 1 0 1 0
0 0 1 0 0 1 0 -1 0 1 -1 0
0 0 0 1 1 -1 -1 -1 0 0 0 -1
0 0 1 0 -1 -1 1 1 0 0 0 0
-1 1 1 1 0 -1 -1 0 -1 0 0 0
0 1 0 0 0 0 -1 1 0 -1 -1 0
0 -1 0 -1 0 0 0 1 0 0 1 -1
0 1 1 -1 1 0 0 0 -1 0 0 0
0 1 -1 0 -1 1 0 -1 0 0 1 0
-1 -1 1 0 -1 0 0 0 0 0 -1 -1
1 1 0 0 0 -1 0 0 0 0 -1 1
-1 0 -1 1 0 0 0 1 0 1 0 1
0 -1 0 0 0 -1 0 0 -1 1 1 0
1 -1 -1 0 1 0 1 0 0 -1 0 0
0 1 0 1 -1 -1 0 0 0 -1 0 0
1 0 -1 0 0 0 -1 -1 -1 0 1 -1
1 -1 0 1 0 0 0 -1 1 0 0 0
0 0 1 1 0 0 0 0 0 -1 1 1
0 -1 0 0 0 1 -1 0 1 0 0 1
0 0 0 0 -1 0 0 -1 -1 0 0 1
0 0 -1 -1 0 -1 0 0 1 -1 -1 0
0 1 0 0 0 0 1 0 1 1 0 -1
-1 0 0 -1 0 -1 1 -1 0 -1 0 0
1 0 0 0 0 1 0 1 -1 -1 0 -1
1 0 0 -1 -1 0 -1 0 0 1 1 0
0 0 0 1 0 1 1 0 -1 0 -1 0  
Table II.i.  27-run, 12-factor MAL design 
 
 
 
0 0 1 -1 0 0 -1 0 1 0 0 0 -1
-1 1 0 1 0 1 1 0 1 0 1 0 0
1 0 0 0 0 -1 1 1 0 0 0 0 -1
0 0 1 1 0 -1 0 0 0 -1 -1 -1 0
0 -1 0 0 0 0 -1 0 0 0 -1 1 -1
-1 0 0 -1 1 0 0 1 0 0 -1 0 0
-1 0 0 0 0 0 0 1 -1 -1 0 -1 1
1 -1 0 0 -1 0 1 0 1 1 -1 -1 0
-1 -1 -1 0 -1 -1 -1 -1 0 0 0 0 0
0 0 0 0 1 0 1 -1 0 -1 0 0 0
1 1 1 0 0 0 0 -1 0 0 0 1 1
0 0 1 0 -1 1 1 0 -1 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0
0 -1 -1 -1 0 1 1 0 0 0 0 -1 1
0 1 0 -1 -1 0 0 0 0 -1 1 0 -1
0 1 0 1 1 0 -1 0 -1 0 0 -1 0
1 -1 0 -1 0 1 0 0 -1 -1 0 0 0
0 -1 1 1 0 0 0 1 0 1 1 0 0
0 0 -1 1 0 0 0 -1 -1 0 -1 0 -1
0 0 0 1 -1 1 0 1 1 0 0 1 0
0 -1 0 0 1 -1 0 -1 1 0 1 0 1
0 0 0 -1 0 -1 1 0 -1 1 0 1 0
0 1 -1 0 0 1 -1 1 1 1 -1 0 0
-1 0 1 0 1 1 0 0 0 1 0 -1 -1
1 0 -1 0 1 0 0 0 0 -1 1 1 0
1 0 0 -1 0 1 -1 -1 0 0 1 -1 0
1 0 0 1 0 0 -1 0 0 1 0 0 1  
Table II.j.  27-run, 13-factor MAL design 
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III. 30-run MAL designs 
 
-1 1 0 1
-1 -1 -1 1
1 0 -1 1
1 1 1 1
0 0 -1 0
1 -1 0 1
1 -1 -1 0
1 0 0 -1
0 0 0 -1
0 1 0 -1
0 1 1 0
1 0 0 0
0 0 1 -1
-1 -1 0 -1
1 -1 1 -1
-1 1 1 -1
-1 -1 1 0
-1 1 -1 0
0 -1 -1 -1
0 0 0 1
0 -1 1 1
0 1 -1 1
1 1 0 0
1 1 -1 -1
-1 0 0 0
0 0 -1 0
1 0 1 0
0 -1 0 0
-1 0 -1 -1
-1 0 1 1  
Table III.a.  30-run, 4-factor MAL design 
 
 
 
-1 1 0 1 0
1 -1 1 0 -1
0 0 1 1 -1
-1 -1 1 0 1
0 0 1 0 0
-1 -1 0 1 0
0 1 0 0 -1
1 0 0 1 0
1 -1 -1 0 1
1 0 -1 0 0
-1 0 -1 0 0
0 1 0 0 1
-1 0 0 1 0
-1 0 1 -1 -1
1 0 1 -1 1
0 0 0 0 -1
0 -1 0 -1 0
-1 0 -1 -1 1
0 0 -1 1 1
1 -1 0 1 0
0 1 1 1 0
0 0 -1 1 -1
0 0 1 1 1
-1 -1 -1 0 -1
0 1 -1 1 0
0 -1 0 -1 0
1 0 -1 -1 -1
0 1 -1 -1 0
0 1 1 -1 0
1 1 0 1 0  
Table III.b.  30-run, 5-factor MAL design 
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0 -1 -1 1 1 0
1 1 1 -1 1 -1
-1 1 -1 0 1 -1
1 -1 0 -1 0 0
0 0 0 0 1 0
1 -1 0 0 0 0
0 1 0 1 0 -1
0 0 -1 1 0 0
0 1 1 1 1 1
-1 0 -1 0 -1 1
-1 -1 1 -1 1 0
0 -1 0 0 0 1
1 0 1 1 1 -1
-1 1 0 -1 0 1
1 0 -1 -1 1 1
0 1 -1 0 -1 1
0 0 0 0 -1 0
-1 1 1 0 -1 -1
1 1 0 0 0 0
-1 0 -1 -1 0 0
1 0 0 1 0 1
1 0 1 -1 -1 1
0 0 1 0 0 1
0 0 0 -1 0 -1
0 -1 1 1 -1 0
-1 0 1 1 0 0
-1 -1 0 0 0 -1
0 0 1 0 0 -1
1 0 -1 0 -1 -1
-1 0 0 1 0 1  
Table III.c.  30-run, 6-factor MAL design 
 
 
 
-1 0 0 1 0 -1 1
0 0 0 0 -1 0 1
0 0 1 0 1 0 1
1 0 -1 0 1 0 0
1 1 1 0 -1 -1 0
0 1 1 1 0 0 0
0 0 0 0 -1 0 -1
0 -1 1 0 0 -1 0
-1 0 -1 0 1 0 0
-1 0 0 -1 -1 -1 0
0 1 -1 -1 0 0 -1
0 0 0 0 0 -1 0
0 -1 0 -1 1 -1 0
0 1 -1 0 0 -1 0
0 -1 -1 1 -1 -1 0
0 -1 1 0 -1 0 -1
1 -1 0 0 0 0 1
1 0 1 -1 0 0 0
1 1 0 0 1 1 0
0 0 0 -1 0 1 0
0 0 -1 1 0 1 1
-1 -1 0 0 0 0 0
0 1 0 -1 0 0 1
0 1 0 0 1 0 -1
0 -1 -1 0 0 1 -1
1 0 0 1 0 -1 -1
0 -1 0 -1 -1 1 1
-1 0 1 0 0 1 -1
0 -1 0 1 1 1 0
-1 1 0 0 -1 1 0  
Table III.d.  30-run, 7-factor MAL design 
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-1 0 0 1 -1 1 0 1
-1 0 0 0 0 0 0 0
-1 -1 0 0 1 -1 -1 0
0 1 -1 -1 1 0 0 1
1 0 0 -1 -1 0 0 1
0 0 0 -1 0 -1 -1 0
1 0 -1 0 0 0 -1 1
0 1 1 0 1 0 0 -1
0 0 0 1 0 -1 0 -1
1 0 1 0 -1 0 0 -1
-1 1 0 0 0 -1 1 0
0 -1 0 0 1 1 0 1
0 0 -1 0 0 1 1 0
0 0 0 0 1 0 0 0
1 -1 -1 -1 0 0 0 0
1 0 0 0 1 0 1 -1
-1 -1 -1 -1 -1 0 0 -1
0 1 0 0 -1 0 -1 0
0 1 0 0 0 1 0 -1
0 0 1 1 1 0 1 0
1 1 0 1 0 0 0 0
-1 0 1 -1 0 1 1 0
0 -1 1 0 0 0 0 0
0 0 0 0 0 0 1 1
0 0 -1 0 -1 -1 0 0
0 -1 0 1 -1 0 1 0
-1 1 -1 1 0 0 -1 -1
0 0 1 1 0 0 -1 1
1 0 1 0 0 -1 0 1
1 0 0 0 1 1 -1 0  
Table III.e.  30-run, 8-factor MAL design 
 
 
 
-1 0 -1 0 -1 0 0 -1 0
0 0 0 0 -1 0 1 1 1
1 1 0 0 0 0 -1 -1 -1
1 0 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0
0 0 0 0 -1 0 -1 1 -1
0 -1 1 0 0 0 0 1 0
0 0 0 0 0 1 1 -1 -1
0 0 1 -1 1 0 0 0 -1
1 0 -1 0 1 1 0 0 0
1 0 0 -1 0 0 0 -1 0
0 0 0 0 0 0 0 0 0
-1 1 0 0 -1 -1 1 0 0
0 1 -1 0 1 0 1 -1 0
0 0 1 0 0 -1 0 -1 1
-1 -1 0 1 0 0 0 0 -1
-1 0 1 0 0 1 -1 0 0
0 0 -1 1 0 0 -1 0 1
-1 0 0 0 1 0 0 0 1
0 0 -1 0 0 -1 0 0 -1
0 0 1 1 -1 0 0 0 0
1 -1 0 0 -1 -1 0 0 0
0 -1 -1 -1 0 0 1 0 0
-1 0 0 -1 0 -1 -1 1 0
0 1 0 -1 -1 1 0 0 1
1 0 -1 1 0 -1 0 1 0
0 1 0 1 1 1 0 1 0
0 -1 0 1 0 1 0 0 1
0 -1 0 0 1 0 -1 -1 0
0 0 0 1 1 -1 1 0 0  
Table III.f.  30-run, 9-factor MAL design 
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0 0 -1 0 -1 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 1 0 0 -1 1
0 -1 1 -1 0 0 -1 0 0 1
0 0 1 1 -1 0 0 1 0 0
0 -1 0 0 -1 1 0 0 -1 0
1 0 1 0 0 -1 0 1 1 0
0 1 0 -1 0 0 0 -1 -1 0
0 0 1 1 0 -1 -1 0 1 0
-1 1 0 0 0 0 0 1 0 1
1 -1 0 1 1 0 0 0 1 0
0 0 0 0 -1 0 0 -1 1 1
0 1 -1 1 0 0 0 0 1 -1
1 0 0 1 0 0 1 -1 0 0
1 1 0 0 -1 0 -1 0 0 0
-1 0 0 1 0 1 0 -1 0 0
-1 0 1 0 0 0 0 -1 -1 -1
-1 -1 0 0 0 0 1 0 1 -1
-1 0 -1 0 1 0 -1 0 -1 0
0 0 0 1 1 -1 1 0 0 1
1 0 0 -1 -1 1 0 0 0 -1
0 1 1 0 0 1 1 0 0 0
0 -1 -1 0 0 -1 0 -1 0 0
-1 0 0 -1 -1 -1 0 0 0 0
0 1 1 0 1 -1 0 0 0 -1
0 0 0 0 0 -1 1 1 -1 -1
0 0 -1 -1 1 0 1 1 0 0
0 0 -1 0 0 1 -1 1 1 0
0 -1 0 1 0 0 -1 1 0 -1
0 0 0 0 1 1 -1 -1 0 -1  
Table III.g.  30-run, 10-factor MAL design 
 
 
 
-1 1 1 0 0 0 -1 0 0 0 -1
1 0 1 -1 -1 0 0 -1 0 0 0
0 1 0 -1 1 0 0 1 -1 0 0
0 1 0 0 1 -1 0 -1 0 1 -1
0 0 0 -1 0 0 1 -1 0 -1 -1
0 0 1 1 0 -1 0 1 0 1 -1
1 0 -1 1 1 0 0 0 -1 0 1
-1 0 0 -1 -1 1 0 0 0 -1 0
-1 0 0 1 0 -1 1 0 -1 0 0
0 0 0 1 -1 0 -1 0 1 1 1
1 1 0 0 0 0 0 -1 1 -1 0
1 0 -1 0 0 1 -1 1 1 0 0
0 0 0 0 -1 1 -1 -1 -1 0 -1
0 -1 -1 -1 0 -1 0 0 1 0 -1
-1 0 -1 0 0 0 -1 -1 -1 1 0
1 -1 0 0 0 0 1 0 0 1 0
1 0 1 -1 0 -1 -1 0 0 0 1
0 -1 0 1 1 0 -1 0 0 0 0
0 0 1 0 1 1 1 0 1 0 0
0 0 -1 0 1 -1 -1 -1 0 -1 0
0 -1 1 0 -1 0 0 0 -1 -1 0
1 0 0 0 1 1 0 0 0 -1 -1
0 1 -1 1 0 1 0 0 0 1 0
0 1 -1 0 -1 0 1 0 0 0 1
0 -1 1 0 0 1 0 -1 0 0 1
0 0 0 0 0 0 0 0 0 0 0
-1 0 0 0 1 0 0 1 1 1 1
1 -1 0 0 -1 -1 0 1 0 0 0
-1 0 -1 1 -1 0 0 -1 0 0 -1
0 0 0 1 0 0 1 1 0 -1 1  
Table III.h.  30-run, 11-factor MAL design 
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1 1 0 1 0 0 0 -1 1 1 0 0
0 -1 -1 1 0 -1 0 0 0 0 1 0
0 1 0 0 1 0 0 0 0 -1 1 -1
0 -1 1 0 0 -1 0 1 -1 0 0 -1
-1 1 1 0 0 -1 1 0 0 0 0 0
0 1 0 0 0 1 0 -1 0 0 1 1
1 -1 0 0 0 1 0 1 0 0 0 1
1 0 1 0 0 0 -1 0 0 -1 1 1
0 0 0 0 0 0 0 0 0 0 0 0
0 1 -1 -1 0 0 -1 1 0 0 0 1
0 -1 0 -1 0 -1 1 0 0 1 0 0
-1 0 0 1 0 0 -1 -1 0 0 0 -1
1 0 0 0 -1 -1 0 0 0 0 -1 -1
0 1 -1 0 0 1 -1 0 -1 1 -1 0
0 0 0 1 0 0 1 1 0 -1 -1 0
0 0 -1 0 -1 0 1 -1 0 1 0 1
0 1 0 1 -1 0 0 0 -1 0 0 1
0 0 0 0 0 -1 0 -1 -1 -1 0 1
0 -1 1 0 1 0 0 -1 0 0 -1 0
0 -1 0 0 -1 0 -1 0 1 -1 0 0
-1 0 0 0 1 0 0 0 0 1 0 1
0 0 1 1 1 1 0 0 -1 0 1 0
1 0 -1 -1 1 0 1 -1 -1 0 0 0
-1 0 0 -1 -1 1 0 0 0 -1 0 0
-1 0 -1 0 0 0 0 1 1 0 1 0
0 0 0 0 1 -1 -1 1 0 0 1 0
0 0 0 -1 0 0 0 0 1 0 -1 1
-1 -1 0 0 0 0 1 0 -1 0 1 0
0 0 1 -1 -1 0 0 1 0 1 1 -1
0 0 0 0 1 1 1 0 1 0 0 -1  
Table III.i.  30-run, 12-factor MAL design 
 
 
 
1 -1 -1 -1 0 1 0 -1 0 0 0 0 0
0 0 0 -1 1 0 0 0 1 0 0 -1 1
-1 1 0 0 -1 1 0 1 0 -1 0 0 -1
1 0 0 -1 -1 0 -1 0 0 0 1 0 -1
0 -1 0 1 1 1 0 0 0 -1 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
-1 -1 0 0 0 0 1 0 0 0 -1 -1 1
-1 0 0 1 1 -1 -1 -1 0 0 0 0 0
0 1 0 0 -1 -1 1 0 0 0 0 1 0
0 1 0 0 0 0 -1 -1 0 1 1 -1 1
1 0 0 0 0 0 0 -1 1 1 0 1 -1
0 0 1 0 0 -1 0 -1 0 0 1 -1 0
-1 0 1 1 -1 0 1 0 1 0 0 0 0
1 0 -1 0 1 0 1 1 0 -1 1 0 0
-1 0 -1 0 0 1 0 0 -1 0 0 1 1
1 1 1 0 1 0 0 0 0 1 -1 0 0
1 0 0 1 0 0 0 1 -1 0 0 -1 0
1 0 1 1 0 -1 0 0 0 -1 0 0 1
0 0 1 -1 0 0 -1 1 0 0 -1 1 0
0 1 -1 1 0 0 0 1 0 0 1 0 -1
0 -1 0 0 0 -1 0 1 1 1 0 0 1
0 0 0 1 0 1 1 0 0 1 0 0 -1
1 1 0 0 0 1 -1 0 1 0 1 0 0
0 -1 -1 1 -1 0 -1 0 -1 1 -1 0 0
0 0 -1 0 -1 1 -1 0 0 1 0 -1 0
-1 0 0 -1 0 -1 0 0 -1 1 1 0 0
0 0 0 0 -1 1 0 -1 -1 0 -1 0 1
0 0 -1 0 0 -1 0 0 1 -1 -1 -1 -1
0 1 0 -1 0 0 1 -1 -1 -1 0 0 0
0 -1 1 0 1 0 -1 0 -1 0 0 0 -1  
Table III.j.  30-run, 13-factor MAL design 
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-1 0 1 -1 -1 -1 1 1 0 0 1 0 -1 0
1 -1 0 -1 1 1 0 -1 0 1 1 0 0 0
0 1 1 0 0 0 0 0 -1 1 1 -1 -1 1
1 1 1 0 1 -1 0 0 0 -1 -1 0 0 -1
0 1 0 0 -1 1 0 1 0 1 0 0 1 -1
0 1 -1 -1 0 -1 0 1 1 -1 0 -1 0 0
-1 0 0 0 0 -1 -1 0 1 1 -1 0 1 1
0 -1 0 0 -1 -1 0 0 -1 0 -1 1 0 0
0 0 1 -1 0 0 -1 -1 0 1 -1 1 1 0
1 0 1 1 0 -1 0 -1 -1 -1 0 0 1 0
0 0 -1 1 1 -1 -1 0 0 0 1 -1 1 -1
0 0 -1 0 -1 0 1 0 1 -1 1 0 1 0
1 0 -1 -1 -1 0 0 0 1 0 0 0 -1 -1
0 -1 1 1 0 1 -1 0 1 0 0 0 -1 0
-1 0 -1 1 0 1 0 1 -1 1 -1 0 0 -1
1 0 1 0 -1 1 -1 0 0 1 0 -1 0 0
1 -1 -1 0 0 0 1 1 0 0 0 1 0 1
0 0 0 1 0 1 0 0 0 -1 0 1 -1 1
1 1 0 -1 0 1 1 0 0 0 -1 -1 1 0
0 1 0 1 -1 0 -1 -1 0 -1 -1 0 0 1
1 1 0 1 0 0 -1 1 -1 0 0 0 -1 0
-1 -1 1 1 -1 0 0 -1 1 0 0 -1 1 1
-1 1 -1 0 1 1 0 -1 0 0 0 1 -1 0
0 -1 0 0 0 -1 1 -1 0 1 0 -1 -1 -1
0 0 0 -1 1 1 1 -1 -1 0 0 0 0 1
0 0 0 0 1 0 0 1 1 -1 -1 -1 -1 0
-1 -1 0 -1 0 0 -1 0 -1 -1 0 1 0 -1
1 0 0 0 0 1 0 -1 1 0 1 1 0 -1
0 0 0 0 0 0 0 0 0 0 0 0 0 0
-1 1 0 1 1 0 1 0 1 1 0 1 0 0  
Table III.k.  30-run, 14-factor MAL design 
 
 
