Abstract. Gelfand, Retakh, Serconek and Wilson, in [3] , defined a graded algebra AΓ attached to any finite ranked poset Γ -a generalization of the universal algebra of pseudo-roots of noncommutative polynomials. This algebra has since come to be known as the splitting algebra of Γ. The splitting algebra has a secondary filtration related to the rank function on the poset and the associated graded algebra is denoted here by A Γ . We calculate the cohomology algebra (and coalgebra) of A Γ explicitly. As a corollary to this calculation we have a proof that A Γ is Koszul (respectively quadratic) if and only if Γ is Cohen-Macaulay (respectively uniform). We show by example that the cohomology algebra (resp. coalgebra) of AΓ may be strictly smaller that the cohomology algebra (resp. coalgebra) of A Γ .
Introduction
We fix a field F. All topological cohomology groups are calculated with coefficients in F.
Let Γ be a finite ranked poset with unique minimal element * , strict order < and rank function rk(·). Write x → y if x covers y in the usual sense. The splitting algebra of Γ, A Γ , was introduced by Gelfand, Retakh, Serconek and Wilson in [3] and generalizes the universal algebra of pseudo-roots, Q n , introduced in [4] . An explicit definition of A Γ is reproduced here in 2.2.
The algebra A Γ has a natural filtration F p A Γ induced by the rank function on Γ, with associated graded algebra denoted A Γ . The orginal grading from A Γ is preserved and the filtration also induces a filtration on Ext A Γ (F, F) as an algebra and a filtration on Tor A Γ (F, F) as a coalgebra.
For any b ∈ Γ and 1 ≤ n ≤ rk(b) we let Γ b,n = {a ∈ ( * , b) | rk(b) − rk(a) ≤ n − 1}.
For any finite poset P we denote the order complex of P by ∆(P ). (The order complex is the simplicial complex of all strictly decreasing sequences in P .) Our first main theorem is: Theorem 1.1 utilizes the standard conventionsH n (∆(∅)) = 0 for n = −1 and
The theorem was motivated by the calculation of the Hilbert series of A Γ (or equivalently A Γ ), as given in [8] . In turn, 1.1 gives a new proof of that theorem.
Such a statement is a bit misleading since the proof of 1.1 relies heavily on the canonical basis result of [3] , which is also the essential fact used to prove the Hilbert series calculation. There is a significant difference, however: in the calculation of the Hilbert series, the basis served as something to count, while in our work the basis serves the purpose of helping to define a homotopy on a specific chain complex.
Recall that a poset Γ is Cohen-Macaulay if, for all a < b in Γ:
H n (∆((a, b))) = 0 implies n = dim(∆((a, b)).
Recall also from [9] the definition of uniform for Γ (see 4.1). As an application of 1.1 we easily obtain: Theorem 1.2. For any finite ranked poset Γ:
(1) A Γ is quadratic if and only if Γ is uniform.
(2) A Γ is Koszul if and only if Γ is Cohen-Macaulay.
The "if" part of 1.2, (1) goes all the way back to [9] , but the proof given here is new. The "if" part of 1.2 (2) can be found in [5] . Again, the proof here is entirely new. Theorem 1.2 places the algebras A Γ onto the long list of classical and neoclassical results relating homological properties of algebras to the Cohen-Macaulay property of posets (see for example: [1] , [6] , [7] , [13] and [14] ).
Since A Γ is an associated graded algebra of A Γ , there is a standard spectral sequence with 
We note the connection of this paper to the companion paper [5] . In that paper it was shown that for a certain auxiliary algebra, R Γ , the following are equivalent:
(1) Γ is uniform and R Γ is Koszul, (2) Γ is Cohen-Macaulay. When the poset Γ is uniform, the algebra A Γ is quadratic and R Γ is simply the quadratic dual of the algebra A Γ . Thus 1.2 and 1.3 combine to give a new proof of the result quoted from [5] . It was also shown in [5] that when Γ is Cohen-Macaulay, the cohomology of the order complex of Γ \ { * } can be recovered from certain cohomology classes attached to R Γ . That result has no analog here. It was additionally shown in [5] (1) Γ has unique minimal element * ,
For any x ∈ Γ any two maximal chains in [ * , x] have the same length.
The common maximal chain length in (2) above is the rank of x in Γ and is denoted rk Γ (x), or if there is no possiblity of confusion simply rk(x). Whenever y < x we write d(x, y) = rk(x) − rk(y). Let Γ(k) be the elements of Γ of rank k. It is convenient to let Γ + = Γ \ { * }. For x, y ∈ Γ we say x covers y, and write x → y if y < x and d(x, y) = 1. This definition makes Γ into a directed (layered) graph with edges x → y and layers Γ(k). We will typically write either e = x → y or x e → y to indicate that e is the directed edge from x to y.
For any a < b in Γ, let Π(b, a) be the set of all paths
where n = d(b, a). Let W be the F-vector space whose basis is the edges of the graph Γ and T F (W ) the free F-algebra on W . Let s be a central indeterminate.
Given π ∈ Π(b, a), as above, define:
Note that e(π, 0) = 1 and e(π, n) = e 1 e 2 · · · e n .
Definition 2.2. ([3])
The splitting algebra of Γ over the field F is the quotient algebra A Γ = T F (W )/I where I is the ideal generated by
We let each edge have degree 1 and note that the relation e(π, j) = e(π , j) is homogeneous of degree j, so that A Γ inherits a grading from T F (W ).
We note that many of the relations of A Γ are linear. The following definitions allow one to simultaneously eliminate the linear relations and describe a canonical basis of A Γ . For each x ∈ Γ + , choose arbitrarily one edge e x of the form x → y.
The choice is irrelevant, but must be fixed. We refer to these as distinguished edges. Then it is easy to see that the elements e x form a linearly independent set of generators of A Γ . At the same time, for each x ∈ Γ + let π x be the unique path from x to * given by following the distinguished edges and set v x = −e(π x , 1). Then the elements v x are also a linearly independent set of generators of A Γ . For convenience we set π * to be the empty path and v * = 0. Conveniently, if e = x → y is any edge,
For each x ∈ Γ + and each 1 ≤ j ≤ rk(x) we defineê(x, j) to be the image in A Γ of the product e 1 e 2 · · · e j where π x is the path x Finally, define a partial order on Γ + × N by (x, j) > · (y, k) if and only if x > y and
for some r ≥ 0,
. We say that m is a good monomial if The rank function on Γ induces a rank filtration on A Γ , F n A Γ . The rank of an edge e = x → y is defined to be the rank of x and F n A Γ is the span of all products of edges, e 1 e 2 · · · e r for which rk(e i ) ≤ n. The associated graded algebra with respect to this filtration will be denoted A Γ .
We note thatê(
It is useful to have some notation for elements of the associated graded algebra
If e = x → y is an edge of Γ and b ∈ Γ + , then we write e and v b for the associated
we let e (x, j) be the image in A Γ of the elementê(x, j). It is clear that we have the following F-basis for A Γ :
We also refer to these as "good" monomials. We conclude with one fundamental remark and one piece of notation.
Equivalently, f (b, a) is the consecutive product of any set of edges leading from
The reader is reminded to observe that the element a cannot be retrieved from the notation f (b, a) (but by the basis statement above, the element b can be retrieved).
3. Proof of Theorem 1.1
Let Γ be a fixed finite ranked poset. Throughout this section, let A = A Γ and
Because we will be working with the reduced homology chain complexes of many different order complexes at the same time, we must have notation to keep track of which space a given n-chain belongs to.
to denote the corresponding n-chain basis element of the F-space of n-chains C n (∆(Γ b,q )). In particular the symbol
The efficiency of this unattractive notation will become apparent. Next we need notation for the sum of all the appropriate order complex homologies. 
Finally we defineĈ • = q≥1 C • (q) with chain differentialδ = ⊕δ(q).
The next step is to parlay the chain complexĈ • into a chain complex of free left A modules. Definition 3.3. For all n ≥ 0 we define maps
by extending linearly from the following formula. Fix
) is a chain complex of free left A modules.
Proof. Fix
) and m ∈ A . We may assume n ≥ 1. Set
and similarly . We recall that whenever (x, j) > · (y, k), f (x, y)e (y, k) = e (x, j + k), and hence d 2 : A ⊗Ĉ 0 → A is zero.
The essential key to the proof of 1.1 is the following: 
Observe that in the first case of the formula, f (z r , b) = e (z r , j r ). Moreover, when
Similarly we define ζ : A → A ⊗Ĉ −1 as follows. For m ∈ M Γ , exactly as above,
Claim: z is a homotopy, that is: ζd + dζ = 1.
Case 1: Given β and m as above, assume n ≥ 0, r ≥ 1 and (z r , k r ) > · (b, k). Using the observation above we have:
We also have:
Therefore:
Case 2: Given β and m as above, assume n = −1, r ≥ 1 and (z r , k r ) > · (b, 1).
On the other hand, ζd(m ⊗ β) = ζ(me (b, q)) = ζ(m e (z r , j r + q)) = m ⊗ ( ) z r , q r + j .
Case 3: Given β and m as above, assume n ≥ 0 and r
Case 4: Given β and m as above, assume n = −1 and r ≥ 1 but d(z r , b) = j r , i.e.
(z r , k r ) > · (b, 1). Then dζ(m ⊗ β) = 0, whereas However, it is easy to see that coker(A ⊗Ĉ 0
We have all but proved the following version of 1.1.
Theorem 3.7. For any finite ranked poset Γ, p ≥ 1 and q ≥ 0:
Proof. Since A ⊗Ĉ • → A → F is a free resolution of F, we see at once that for
The degree q part of the right hand side of this equation is exactlyH p−2 (C • (q)). This observation proves the theorem.
We have proved the second formula of 1.1. The first formula of 1.1 follows by duality.
Proof of 1.2 and some simple combinatorics
There are two small pieces of combinatorics required to derive 1.2 from 1.1. The first is the definition of uniform as it originated in [9] . For b ∈ Γ, the set s b (k) is defined to be {a ∈ Γ | d(b, a) = k}. if there exists c ∈ S a (1) ∩ S b (1) and extend ∼ x to an equivalence relation on S x (1).
We say that Γ is uniform if, for every x ∈ Γ, ∼ x has a unique equivalence class. There are now two straightforward ways to prove (2) of 1.2. We could cite Theorem 1.2 of [5] and combine it with 1.1 and (1) of 1.2 to get an immediate proof of (2) Proof. We start with the following observation from [5] . Choose b ∈ Γ + and p ≤ rk(b). Then ∆(Γ b,p−1 ) is a closed subspace of ∆(Γ b,p ). The relative cohomology
We thus get a long exact sequences in cohomology:
Suppose now that Γ is Cohen-Macaulay, but fails condition (*). Choose a triple rk(b) ≥ q > n for whichH n−2 (∆(Γ b,q )) = 0. We may assume q is minimal amongst all such examples. But then eitherH n−2 (∆(Γ b,q−1 )) = 0 or n = q − 1. In the former case, by the long exact sequence,H n−3 (∆ ( (a, b) )) = 0 for some a ∈ S b (q − 1). Since Conversely, assume condition (*) holds for Γ. Then in the long exact sequence, any summandH n (∆ ( (a, b) )) is trapped between two terms that must be zero whenever n < dim(∆ ( (a, b) )). Hence Γ is Cohen-Macaulay.
The proof of (2) 
Proof. This follows immediately from 1.1 by analyzing the spaces Γ v,q for various v ∈ Γ + and q ≤ rk(v). We observe that Γ B,2 , Γ X1,2 and Γ X2,2 are contributing the three dimensions to Ext * , B) ) is a two-dimensional space homotopic to S 1 .
As a consequence of 5.1, we see that A , which is generated by seven linear elements, has a minimal set of relations consisting of 3 quadratic relations and 2 cubic relations. Now we turn to A.
Lemma 5.2. The algebra A is generated by seven linear elements and has a minimal set of relation consisting of 3 quadratic relations and at most one cubic relation.
Proof. We proceed by brute force.
After the linear change of variables described just after the definition 2.2, A has seven linear generators v x , x ∈ Γ + . We will drop the v x notation and simply write x. Let V be the F-space on the seven generators: B, X1, X2, Y 1, Y 2, Z1 and Z2.
There are two paths in Γ from B to Y 1 and two paths from B to Y 2, each giving us one quadratic relation. There are two paths from X1 to * and two from X2 to * giving us two more quadratic relations. There are also multiple paths from B to * , but it is clear that these give us relations that are already encoded in the previous four. Those four relations, written as 2-tensors are
By direct inspection we see:
and thus the space of quadratic relations has dimension at most 3. By inspection of monomials, it is clear that the span of the four quadratic relations is exactly 3.
Each of the four paths from B to * gives a cubic element e(π, 3). These elements are The two paths between X1 and * also generate cubic elements e(π, 3):
And finally the two paths between X2 and * generate two more cubic elements e(π, 3):
The cubic relations given by the equations of the form e(π, 3) = e(π , 3), from 2.2, are then the following: C1 − C2, C2 − C3, C3 − C4, U 1 − V 1 and U 2 − V 2. We make the following direct observations:
The first three of these equations tell us that (U 1 − V 1 ) and (U 2 − V 2 ) generate the other three cubic relations (modulo quadratic relations). But adding the first three and equating to the the fourth yields the new equation:
This proves that either (U 2 − V 2 ) or (U 1 − V 1 ) alone, together with the quadratic relations, generates all of the other cubic relations. This proves the lemma. 
