Higher brain functions such as perception and memory are first-person internal sensations whose mechanisms can have options to concurrently activate motor neurons for behavioral action. By setting up all the required constraints using available information from different levels, a theoretical examination from a first-person frame of reference led to the derivation of a first-principle of the structure-function units. These units operate in synchrony with the synapticallyconnected neural circuitry. These units are capable of explaining and interconnecting findings from various levels and enable triangulation of a large number of observations from both the normal and "loss of function" states of the system. Indirect evidence for the presence of a comparable circuitry in a remote species − Drosophila − suggests the universal presence of these units across the animal kingdom. The key features of the basic unit meet the expectations of the K-lines proposed for the development of artificial intelligence.
Introduction
Learned-information is retrieved in the form of first-person internal sensations. The lack of thirdperson sensory experience for the internal sensations of different higher brain functions limits empirical research. In this context, by using a large number of third-person observations from various levels, it is necessary to derive a theoretically-fitting first-principle from which all the nervous system functions can be explained. It is also necessary to understand its structural details that can provide unique circuit properties capable of interconnecting data collected from various levels (Sejnowski et al., 2014) . At a minimum, it should be a testable mechanism that can operate in synchromy with the synaptically-connected neural circuitry, able to explain a mechanism for the induction of units of internal sensations occurring concurrently with behavioral motor action, suitable to explain different higher brain functions from the modifications of the above mechanism, and able to explain different nervous system disorders as "loss of function" states of the proposed mechanism. This can be further tested for interconnected explanations for alarge number of features of the system (Abbott, 2008; Edelman, 2012) (Supplementary Information I) , which implies that the solution is a unique one.
The steps towards deriving the solution have to undergo different cycles of testing and retesting to adjust the backbone of the principle axiom that can lead to the arrival of a deep-rooted firstprinciple such that all the other findings in the system can make sense with respect to it. Even though it required working in the absence of direct empirical evidence at the time of its proposition, the present work explains the logical steps that were necessary to arrive at a solution. This approach used procedures similar to that of finding a solution for a set of algebraic equations (Supplementary Information II) . To arrive at the correct solution, it is necessary to include all the non-redundant functional features of the system. Ignoring one or few non-redundant properties can result in arriving at a wrong solution. This is explained through an example of a system of equations in multiple variables (Supplementary Information III) . The solution was further verified by the method of triangulation using the findings from different levels in both normal and "loss of function" states of the system.
Derivation of the mechanism 2.1 Constraints to work with
It is necessary to work with the following constraints to arrive at a solution. There should be a specific signature for each associative learning-induced change from which internal sensations of memory can be induced. Related associative learning events should lead to an unambiguous clustering of these associations to form "islets." There should be specific coding for each association within each islet so that they can be specifically activated. Each new associative learning event will add new signatures pertaining to the unique features of the sensory stimuli. Continuation of this leads to both an extension of the association code and their self-organization. Since several physical properties of the items and stimuli from events in the environment are common, a) several of the previously formed islets of associations will be shared by learning events, and b) the internal sensations induced by the shared properties of the items and events form a background matrix upon which specific internal sensory units form specific memory for efficient operations. There should be a robust method to keep the unrelated islets separate from each other. Any defect in maintaining the specificity of associations within an islet will lead to false conjunctions that will be expressed as "loss of function" states of the system. These may manifest either as hallucinations, loss of internal sensation of memories in response to specific cue stimuli or defects in other higher brain functions and motor responses.
Derivation
First, it is necessary to identify a brain function that has a fair sample of third-person observed changes at multiple levels and that can be manipulated by experiments. In this regard, learning and memory have the advantages that multiple associative learning events can be carried out, memory can be retrieved by exposure to specific cue stimuli, surrogate behavioral motor actions can be studied and artificial changes can be made at different levels. The qualia of the internal sensations of working, short-and long-term memories are almost similar in nature. A lack of cellular changes during memory retrieval indicates that the internal sensation of memory results from passive reactivation of learning-induced changes. This is expected to take place from reactivatible (for memory retrieval), augmentable (motivation-promoted learning), reversible (forgetting), and stabilizable (long-term memory) cellular changes at the time of learning. Since related-learning is more efficient than novel learning, it occurs by sharing certain previous learning-induced changes . This indicates the necessity of retrieving elements of memories using changes induced by different learning events. Such an operation is expected to be efficient if each learning event consists of several unitary changes that can be used later by the sensory components of any cue stimulus. The cue stimulus is expected to induce units of internal sensations that undergo a computational process at physiological time-scales. For example, rapidly changing a general cue stimulus step-by-step towards a specific one leads to corresponding changes in the retrieved memories from a general to a specific one. The cue-directed rapid induction of changing memory is expected to result from the natural computation of several units of internal sensations.
During associative learning of two stimuli, the inputs are expected to converge at certain locations to induce a specific change such that at a later time, the presence of one stimulus can reactivate this change for inducing the internal sensation of memory of the second stimulus (Fig.1a) . The next step is to find out the correct level at which the convergence of the associativelylearned stimuli can occur. Each neuron in the visual and motor cortices of a monkey has nearly 5.6×10 3 to 60×10 3 dendritic spines (spines or postsynaptic terminals) (Cragg, 1967) . Postsynaptic potentials from nearly forty spines can spatially summate to induce an action potential (spike or firing) (Palmer et al., 2014) . Since postsynaptic potentials from remotely located spines attenuate as they arrive at the soma, more inputs will be required to fire a neuron. Assuming that a cortical pyramidal neuron on average has nearly 3 × 10 3 to 3 × 10 4 spines and that a summation of nearly 100 inputs can fire a neuron, nearly 1.04 × 10 189 to 4.68 × 10 289 sets of combinations of inputs can fire that neuron respectively. Due to the all or none phenomenon, the firing of a neuron is not affected by inputs contributing to either sub-or supra-threshold activation of that neuron. These make neuronal firing highly non-specific with regard to the inputs and cannot be taken as specific learning-induced signature-changes. This is another constraint to arrive the correct solution. This directs the search towards a mechanism at the presynaptic terminals at the ends of converging axons and naturally towards their respective synapses.
Between what locations of the synapses of the converging inputs do learning-induced changes occur from which the cue stimulus can induce internal sensation of memory? Since neurotransmission at chemical synapses occurs in one direction, the activation of the dendritic spine can be viewed equivalent to the activation of the synapse. This indicates that if the cue stimulus can activate the postsynaptic terminal (spine) of the second stimulus, it is likely to induce a unit of the internal sensation of memory. How can the spines of the converging inputs interact? Can the converging inputs synapse on to the adjacent spines on one neuron (Fig.1b) ? Dendritic shafts lack electrically-isolated conducting cables between the spines, making this unsuitable. Furthermore, since the mean inter-spine distance is even larger than the mean spine diameter (Konur et al., 2013) , a mechanism through the extracellular matrix (ECM) is not possible. Moreover, it will not be possible to maintain the specific outputs associated with each of the associatively-learned sensory inputs after the level of this neuronal order, which is essential for producing motor outputs of the second stimulus by the first (cue) stimulus and vice versa. Due to the above reasons, the converging inputs from the associatively-learned sensory stimuli are expected to synapse on to the spines that belong to different neurons as a rule (Fig.2a) (Vadakkan 2016a ). There could be exceptions.
The dendritic arbors of the neurons of each neuronal order overlap, including those at the locations of convergence of sensory inputs. This leads to the interaction between the abutted spine heads of different neurons during learning by the formation of specific inter-postsynaptic functional LINKs (IPLs) (Fig.2b) . The term "functional" indicates that it forms as a function of the simultaneous activation of two spines at the time of associative learning and is reactivated as a function of activation of either one of the spines by the corresponding cue stimulus. The miniature potentials generated by the quantal release depolarize local areas of the spine head. Postsynaptic potentials that propagate towards the dendritic branch undergo resistance at the spine neck (Koch and Poggio, 1983; Wilson, 1984) . Due to the above two reasons, the spine head region where the Figure 1 . Location of convergence of sensory inputs is ideal for learning-induced change. a) Two sensory stimuli 1 and 2 arriving at sensory receptors SR1 and SR2 respectively propagate through three neurons (N1, N2, N3 and N4, N5, N6) and two synapses (S1, S2, and S3, S4) each to arrive at the location of convergence C. Changes at the synapses along their pathways (S1, S2, and S3, S4) do not provide a mechanistic explanation of how one stimulus can evoke the internal sensation of memories of the second stimulus following associative learning. Changes at the location of convergence of two stimuli (marked C) are expected to produce learning-induced changes. b) Can the converging inputs from neurons N3 and N6 synapse on to the neighboring spines of neuron N7 (magnified view in inset) for making the learning-induced change? Since the mean inter-spine distance is even more than the mean spine diameter, either a direct physical interaction or a mechanism through the ECM volume are not feasible. A mechanism through the dendritic shaft providing specificity between the spines in an electrically-isolated manner is also not feasible. The single output neuron (N7) will stop providing specific outputs associated with each of the learned stimuli. Therefore, this is not a solution.
depolarization occurs maximally can be taken as a full-fledged, uniform, reliable location of significance where IPL can take place. The extent of the coverage of astrocytic processes over the perisynaptic area varies widely (Bernardinelli et al., 2014) . Of the 57 +/-11% of synapses in the stratum radiatum of the hippocampal CA1 area that are covered by astrocytic processes, the coverage extents only less than half of the perisynaptic area (Ventura and Harris, 1999) . This allows formation of the IPLs through the rest of the postsynaptic area. Continued learning leads to interLINKing of additional spines to the existing inter-LINKed spines, which leads to the formation of "islet" of inter-LINKed spines (called as islet) (Fig.2b) . As learning continues, the size of the islet increases.
A cue stimulus is expected to reactivate the IPLs and induce bits of virtual internal sensory units that can be explained in terms of cellular hallucinations (Minsky, 1980) reminiscent of the arrival of the real stimulus from the learned item or event. What specific features permit reactivation of an IPL to induce cellular hallucinations? In the background state, continuous quantal release of neurotransmitter molecules continuously depolarizes the spine-head locally (and is thought to contribute to the miniature postsynaptic potentials). Occasionally, the arrival of an action poten- Figure 2 . Correct level of interaction between the spines of different neurons. a) Associative learning stimuli arrive through neurons N3 and N4. Learning-induced changes are expected to take place through an interaction between the spine heads of the spines that belong to two different neurons N7 (in black) and N8 (in blue) (magnified view in the inset). This can preserve specificity of the input stimuli even after the level of their interaction by retaining the specific responses at the higher neuronal orders. b) Cross-section through an islet of inter-LINKed spines (in a circle) that belong to different neurons. One IPL is shown between the spines B and D. IPL can be formed either during learning between the readily LINKable spines or by artificial stimulation using a stimulating electrode (SE). In physiological conditions, a stimulus arriving at the islets can induce related semblances and also provide common response-motor action. Islets that are continuously activated secondary to background stimuli and shared physical properties of the items and events from the environment and can contribute to C-semblance. In contrast, large islets that are artificially-induced during LTP induction can provide a route for the regular stimulus to traverse through and reach at the recording electrode showing LTP. IPL: Inter-postsynaptic functional LINK.
tial at the presynaptic terminal leads to the release of a volley of neurotransmitter molecules that depolarizes the spine strongly, resulting in postsynaptic potential, which propagates towards the soma. By default, the activation of the spine-head always occurs from the presynaptic terminal. In this context, any "incidental" lateral activation of the spine-head is expected to induce the virtual internal sensation (semblance) of the arrival of activity from its presynaptic terminal as a systems property (Fig.3) (Vadakkan 2007; 2013) . The incidental nature of the lateral activation can be maintained by limiting their number of occurrences by enforcing a state of sleep (Vadakkan Figure 3 . A framework for the functional organization of the nervous system using the basic structure-function unit and its modifications. On the left upper corner, the cue stimulus induces its percept at the corresponding sensory cortex. Further propagation of activity to the location of its previous convergence with a second associatively learned item leads to the activation of synapse A-B (middle area of the diagram) and an incidental reactivation of the previous associative learning-induced IPL B-D. This elicits the internal sensation (semblance) of memory of a second associatively-learned stimulus as a systems property, which is shown at the right upper corner. The sensory identity of the semblance for memory is estimated by identifying the minimum sensory stimuli that can activate presynaptic terminal C. This is derived by extrapolating from the presynaptic terminal C through the synaptic and IPL connections towards the sensory receptor level to identify the sets of minimum numbers of specific sensory receptors and the corresponding sensory stimuli (semblions). The perpendicular direction of the IPL reactivation compared to that of the synaptic transmission contributes to a vector component of the oscillating extracellular potentials. Any abnormal excitability of terminal dendrites is prevented by the activation of I A , I h , and conductance through SK-type potassium channels (Tang and Thompson, 2012) . Potentials arriving at inter-LINKed spine D propagate to the soma of neuron (N) of postsynaptic terminal D. If neuron N or one of its higher order neurons is a motor neuron, then it can lead to a matching behavioural motor action. The synaptic transmission and activation of islets of inter-LINKed spines contribute to the vector components for the oscillating extracellular potentials that will activate several upstream neurons to remain at subthreshold levels. When the arrival of a cue stimulus provides additional potentials to activate a neuron held at sub-threshold state, it will lead to an associated behavioral motor action. These motor neurons are fine-regulated by inhibitory interneurons to further control its outputs. The motor response is perceived by the system in the form of proprioception or hearing that provides feedback about the motor action taken in response to the perceived cue stimulus. The net semblances from shared physical properties provide a framework for the background state of C-semblance for consciousness. Circles: in army green -excitatory neurons; in brick red -dopaminergic neurons; in yellow -inhibitory neurons. EPSP: Excitatory postsynaptic potential. IIS: Islet of inter-LINKed spines. 2016c). The sensory meaning of a unit of internal sensation can be determined by searching for the hypothetical packets of minimum sensory inputs from the environment that can normally activate the inter-LINKed spine, which are called semblions. Since this requires a search from the inter-LINKed spine towards the direction of the external environment in a retrograde direction, this constitutes the examination from a first-person frame of reference and was explained previously (Vadakkan, 2013) (Fig.3) . The natural computational product of all the semblions forms memory. The induction of semblions occurs as a systems property where the lateral activation through the IPL contributes to one of the vector components of the extracellularly-recorded oscillating potentials of a specific frequency.
The nature of different types of IPLs was explained previously (Vadakkan, 2016a) . Water of hydration in the inter-postsynaptic ECM volume prevents any electrical contact between the membranes. Since high energy is required to overcome the water of hydration (Leikin et al., 1987; Cohen and Melikyan, 2004; Chao et al., 2014) . this type of IPL reverses back quickly and can provide a suitable mechanism for working memory. Motivation is known to release dopamine at the dopaminergic nerve terminals to the excitatory synapses, which is known to cause enlargement of the spines (Yagishita et al., 2014) . If these enlarging spines are the abutted spines where the converging associatively-learned stimuli arrive, then it can result in the persistence of the IPLs for a long-period of time, increasing the probability for the latters stabilization. Since the GluR1 AMPA receptor subunits are located at the spine head locations 25nm from the synaptic margin (Burette et al., 2012) , they are the likely locations where those subunit-containing vesicles get externalized resulting in reorganization of the spine membranes. This can favor IPL formation. Further enlargement of the lateral aspects of the spines can lead to hemifusion of the abutted spines, stabilization of which can explain long-term memory. Slight modifications of the formation of units of internal sensations can provide a framework for a mechanism of perception (Vadakkan, 2015b) and other higher brain functions (Fig.4) . 
All-inclusive circuitry
IPL mechanism can explain a large number of diverse functions at various levels. These can take place within the framework of a functional organization consisting of different modifications of the basic structure-function units. a) IPL mechanism operates in unison with the synapticallyconnected neuronal circuitry. b) At the glutamatergic synapses, in the absence of dopaminergic inputs, IPL formation and reversal may depend on the AMPA receptor vesicle exocytosis and endocytosis producing reorganization of the lateral aspects of the spines at physiological timescales. c) All the biochemical changes occurring slower that the physiological time-scales can be viewed as cellular homeostatic mechanisms preparing the synapses for future operations. d) Potentiation of both synaptic transmission and AMPA receptor-mediated excitatory postsynaptic potentials (EPSPs) by muscarinic M1 acetyl choline receptors (Dennis et al., 2016) can be explained in terms of the universal IPL-mediated mechanism. e) The circuit mechanism can introduce control of motor actions through additional associative-learning events or introduce a delay in motor response. f) The IPL-mediated mechanism can explain how regenerative dendritic events take place and their relationship with place cell firing properties (Sheffield and Dombeck 2015) . g) If a specific cue stimulus x was associated with two different sensory stimuli y and z in the past, the presence of x can lead to the induction of semblances for both y and z. Induction of these two semblances simultaneously can generate a hypothesis that y and z are inter-related. If two items get associated through a series of steps, but short of one step in between, the system may get the internal sensation (imagination) about this missing step. h) A lack of sensory inputs during sleep will lead to a reduction in spine head size, which can increase the glymphatic flow (Xie et al., 2013) . i) Primitive motor actions necessary for survival can be formed by an innate mechanism of formation of IPLs, that are evolutionarily acquired. j) Insertion of new neuron at one neuronal order of the circuitry with repetition of learning or related learning can lead to the formation of increased number of IPLs at the level of higher neuronal order. This can explain augmentation of learning and consolidation of memory (Vadakkan, 2011a) . k) In the absence of repetition of learning or related learning or cue-induced memory retrieval after the initial learning event, insertion of new neurons at one neuronal order of the circuitry will dilute the net specific semblance in response to a cue stimulus. l) The correlation between memory and LTP can be explained in terms of the formation islets of inter-LINKed postsynaptic terminals (Vadakkan, 2013; Vadakkan, 2016e) . m) Kindling is induced by stronger stimulation conditions than LTP and shows several similarities with human seizure disorders (Bertram, 2007; Vadakkan, 2016b) The expected non-reversible inter-spine fusion events can support the finding that spatial memory performance gets disrupted by kindling and not by hippocampal CA1 LTP (Leung and Shen, 2006) . n) The finding that perineural net proteins in the ECM space at the CA2 region blocks LTP (Carstens et al., 2016 ) and CA2 region is uniquely resistant to seizures provide support for the IPL mechanism. o) Changes at the level of the spines (Fuhrmann et al., 2007) that eventually lead to IPM fusion and spine loss (Herms and Dorostkar, 2016) can explain different neurodegenerative disorders. Over-activation of the NMDA receptors (Zeron et al., 2002) and excessive dopamine in the early stages of Huntington's disease (Cepeda et al., 2014) are some of the causes. Neurodegeneration can lead to both cognitive and motor defects (Vadakkan, 2016d) . p) Formation of pathological mis-LINKs between spines can lead to hallucinations (Vadakkan 2012a ). q) Since many physical properties of the items in the environment are shared, the stimuli arriving from them and from within the body are expected to continue to activate a large number of shared islets of inter-LINKed spines. The lateral spread of activity through these IPLs contribute to the normal frequency of the oscillating extracellular potentials and the induced semblances are expected to contribute to the background C-semblance (Vadakkan, 2010) . The C-semblance forms a background matrix or medium upon which specific IPLs are formed during learning, which involves the binding of different sensations in the nervous system (von der Malsburg, 1999). Maintaining this background state is also required for a specific cue stimulus to induce specific semblances for memory. It also maintains several neurons at subthreshold-activation levels, which can be activated using minimal potentials arriving through the reactivation of IPLs for executing behavioral motor actions. A dendritic spike, which is a synchronous activation of 10 to 50 neighboring glutamatergic synapses triggering a local regenerative potential (Antic et al., 2010) and occurring in vivo (Cichon and Gan, 2015) may contribute to the C-semblance. Since consciousness is considered the most important binding process (Roskies, 1999) , the intrinsic nature of C-semblance can provide required features of a framework for consciousness (Vadakkan, 2010; Fekete et al., 2016) . r) Unconscious motor responses occur in response to common stimuli to which the system gets exposed routinely. This is because the common stimuli reactivate IPLs within the islets of inter-LINKed spines such that the induced-semblances that are integrated with the C-semblance do not form a specific semblance. This can lead to the unconscsious occurrence of common stimuli-induced motor responses. s) The formation of a large number of non-specific IPLs triggered by membrane alterations by lipophic anesthetic molecules can explain the effect of anesthetic agents (Vadakkan, 2015a) .
A comparative circuitry of the synaptically-connected neural circuitry in Drosophila can accommodate all the IPL-mediated mechanisms (Fig.5) . The synaptically-connected neural circuitry Figure 5 . The synaptically-connected nervous system of Drosophila olfactory nervous system pro-vides both first-person sensible and third-person observable functions. The number of neurons or processes is given in the brackets. The binding of an odorant to the receptors on a set of ORNs results in the activation of a specific set of PNs whose dendritic arbors are confined to specific glomeruli. All of the ORNs that express a given odorant receptor converge onto the same glomerulus in the antennal lobe. The presynaptic terminals of ORNs synapse with the dendritic spines of 3 sister PNs within the glomerulus. In the absence of ligands, ORNs make 8 spikes per second continuously. Nearly 3 synchronous unitary ORN synaptic inputs activate a PN to elicit one spike. At rest, the activity from ORNs arriving at one glomerulus spreads to other glomeruli through excitatory cholinergic local interneurons. The arrival of one type of ligand (odorant molecule) activates one type of ORNs, which inhibits all other glomeruli by activation of inhibitory local interneurons. The PN projects axons that bifurcate to innervate two distinct brain regions, the MB and the LH. PN axons innervate the MB by terminating in large boutons and synapse with one claw each of many Kenyan cells (KCs). A single bouton connects to multiple KC claws; but each claw synapses with only one PN bouton. PNs from different glomeruli synapse to the claws of the KCs by chance alone. Odorant-evoked local field potential oscillations are seen in the MB. Each KC projects an axon to one of the three different classes of MB lobes, α/β, α /β , orγ, where it synapses upon a relatively small number of MBONs. The general architecture of the fly nervous system is comparable to that of the mammals as follows. 1) PNs are interconnected through the ELNs and the basal activation spreading through them is observed as oscillatory local field potentials. Non-specific background semblances induced by re-activation of the IPLs between the spines of the PNs in glomeruli and KC neurons in the microglomeruli induce a net non-specific background semblance, which is expected to give rise to the C-semblance responsible for attention/consciousness. 2) Stimulus-semblion U-loops formed at the IPLs of the initial sensory neuronal orders can provide the formation of perceptons to perceive olfactory sensory stimuli. 3) IPLs are expected to form during associative learning at locations of convergence of sensory stimuli that can be re-activated to form semblances for memory. IPLs can be formed between the spines of the MBONs during associative learning between an olfactory stimulus and other sensory stimuli like vision or mechano-sensory stimuli. The dopaminergic neuronal terminals synapsing on to the spines of the MBONs can promote the latters enlargement and facilitate the formation of IPLs. This can augment associative learning. The arrival of an olfactory stimulus can then lead to the reactivation of these IPLs, leading to the internal sensation of memory of associatively-learned sensory stimuli and vice versa. 4) The oscillatory neuronal activity of the KC neurons is expected to keep many of the MBONs at sub-threshold level of activation. Olfactory stimuli, along with inducing semblances for the associatively-learned stimuli, can provide additional potentials to the specific MBONs for their firing leading to behavioral motor action. It is expected that inhibitory interneurons are involved in fine-regulating the behavioral motor action at the level of the MBONs. 5) PN connections to the lateral horn output neurons (LHONs) are fixed and are thought to mediate innate behaviors through LHONs. It can be expected that the IPLs between the spines of PNs within the glomerulus are stabilized through innate genetic mechanisms. Reactivation of IPLs induce a percept concurrent with triggering of motor activity of flight. SEMB 1: semblance at the spines of PN; SEMB 2: semblance at the spines of KCs; SEMB 3: semblance at the spines of MBONs.
of the fly can accommodate features necessary for the first-person internal sensation of olfactory perception in a background state of internal sensation of awareness (Vadakkan 2015b) . The systems requirement for sleep (Vadakkan 2016c) for generating various internal sensations can be observed in the fly as sleep-like states (Hendricks et al., 2000) . The higher neuronal orders from the olfactory circuitry that converge with that of other sensations such as vision can form IPLs during associative learning. In summary, the axonal terminals of similar types of olfactory receptor neurons (ORNs) synapse to the dendritic spines of the sister projection neurons (PNs) within a specific glomerulus in the antennal lobe. Several IPLs can be formed between the spines of PN neurons within a glomerulus. During the baseline awake state, the ORN neurons having a baseline firing frequency of 8 spikes/s activate several IPLs within the glomeruli that can induce C-semblance for awareness. When the fly is exposed to a unique odorant, it can stimulate specific types of ORNs and activate the spines of the PNs within a specific glomerulus. This leads to reactivation of the IPLs from both sides, which will lead to the generation of stimulus-semblion U-loops to form the perceptons. The net semblance of all the perceptons can form the percept of a specific smell (Vadakkan 2015b) . While one glomerulus is activated, inhibitory local interneurons inhibit all the remaining glomeruli (Hong and Wilson, 2015) , enabling specificity of the percept for a particular smell. The odor-induced ORN-PN synaptic activation and the spread of potentials through the IPLs within the glomerulus contribute to the vector components of the oscillating potentials, which will lead to oscillatory synchronization of spiking in groups of PNs found to be associated with fine-odor perception (Stopfer et al., 1997; Laurent, 1999) . PN axonal terminals bifurcate to innervate two distinct regions -the mushroom body (MB) and lateral horn (LH). In the MB, they synapse to Kenyan cell (KC) neurons. The output neurons from the MB are the mushroom body output neurons (MBONs). Following the perception of smell in a conscious state, the stimuli can reach the locations of convergence with other sensory stimuli, such as the sight of food, which can lead to changes necessary for associative learning. The axonal terminals from neurons of different sensory inputs such as vision and mechano-sensation synapse to the spines of the MBONs. Therefore, simultaneous activation of olfactory and other sensory stimuli can lead to reversible, yet stabilizable IPLs between the spines of the MBONs during associative learning. At a later time when one sensory stimulus arrives, it can induce the internal sensation of memory of the associatively-learned second stimulus.
PN axons terminate in large boutons (Marin et al., 2002; Wong et al., 2002) , each of which synapses to multiple KC claws (Yasuyama et al., 2002) . Each KC neuron has an axonal projection to one of the three different classes of MB lobes α/β, α /β , orγ where it synapses upon a relatively small number of MBONs that are anatomically segregated and are responsible for the different forms of learned behavior (Tanaka et al., 2008; Sjourn et al., 2011) . Nearly 2,000 KCs converge onto a population of only 34 MBONs that are of 21 distinct cell types (Aso et al., 2014) . Since some of the MBONs receive connections from almost all the KCs (Aso et al., 2014) , it indicates the presence of stereotyped behavioral activity in response to most of the odors. Dopamine is associated with motivation-promoted associative learning (Wise, 2004) . In Drosophila, the role of dopamine in appetitive and aversive memories is well-documented (Waddell, 2010; Liu et al., 2012) . Dopamine neurons in the protocerebral anterior-medial cluster have their axonal terminals in the MB. The presynaptic boutons at the axonal terminals of these dopaminergic neurons synapsing on the spines of the MBONs can lead to the enlargement of the latter, which can promote IPLs between them. Thus, motivation-promoted associative learning can possibly occur through the formation of IPLs between the spines of the MBONs through dopamine-induced spine enlargement (Yagishita et al., 2014) . CO 2 is a repellant and it specifically activates one specific glomerulus (Suh et al., 2004) , which is expected to induce semblance for an aversive internal sensation.
Odorant-evoked local field potential (LFP) oscillation seen in the MB (Paulk et al., 2013) likely results from the lateral spread of activity through the IPLs between the claws of the KC neurons. This can form one vector component of oscillating potentials and contribute to the phase-locking with the LFP oscillations in the MB (Tanaka et al., 2009) . LFP oscillations may also lead to the induction of a non-specific set of semblances at the KC claws that contribute to the C-semblance for fly attention. The baseline oscillating potentials can lead to sub-threshold activation of several upstream MBONs that can allow these neurons to fire at the arrival of one or a few potentials through an IPL concurrent with the internal sensation of memory of smell evoked by a visual stimulus and vice versa. Since light travels faster than smell, this allows motor action at the slightest visual sensory stimulus and can provide survival advantage. Similarly, smell arriving from hidden locations can offer information about the items in the environment. The motor action of flight will provide proprioceptive feedback stimuli to the nervous system to optimize its functional efficiency. The stereotyped combinations of outputs from glomeruli that are co-activated by the odors are thought to be responsible for the innate behaviours (Fisek and Wilson, 2014) . The invariant nature of the LH is thought to mediate these innate behaviors.
Multiple inter-connected triangulations provide proof
Triangulation is a powerful technique for validating the interrelationships within a system through cross verifications. As the triangulated findings from one level can be further triangulated with the findings from different levels, it increases the strength of the proof for the first-principle from which all the findings arise (Supplementary Information IV) . Triangulations between the features of "loss of function" states of these functions further strengthen the evidence.
Functional efficiency of the system
The operations of the system are taking place at the level of the IPLs that are located between the layers of neuronal soma. What are the limiting factors for the efficient operation of the system? These include a) factors that guide the systems property of the induction of internal sensations such as frequency of oscillating extracellular potentials, b) number of non-LINKed abutted spines at the locations where associatively learned sensory stimuli converge, and c) the ability to keep the neurons of these spines just below the threshold for spiking during the background state of oscillating extracellular potentials occurring at a particular frequency. The contribution of the overlapping semblances to the sensitivity and specificity of the memory will vary at different orders of IPLs.
Discussion
The simple nature of the unique mechanism that can explain and interconnect findings from large number of levels shows its feasibility to be present throughout the animal species. The technicallychallenging imaging of the real-time occurrence of different types of IPLs that span areas nearly 10nm2 can provide proof. IPL formation and function do not require the presence of any distinct cortical areas, supporting the previous observations (Gntrkn and Bugnyar, 2016) . The functional attributes of the IPL-operated functional units can accommodate heterogeneity of neuronal types within the nervous system. Pyramidal neurons of human cortical layer L2 and L3 have 3-fold increase in dendritic length and branch-complexity compared with those of macaque and mouse (Mohan et al., 2015) . This may explain the presence of more abutted spines that can be interLINKed and also form large islets. Facilitation of IPL formation by dopamine and control of the outputs through inhibitory neuronal activity (Palmer et al., 2012) provide regulatory features. Once humans learned to protect themselves by the use of tools, improved inhibitory features to control reflex actions were likely added to the circuitry, which eventually led to the refinement of behavior during the induction of various internal sensations in response to cue stimuli. Any nonphysiological stimulation of the neurons can lead to the formation of non-specific IPLs at higher neuronal orders, inducing non-specific internal sensations and motoric effects.
The IPL-mediated mechanism is expected to allow the system to operate autonomously and perform unsupervised learning and reasoning. Feasibility of the synaptically-connected circuitry in the flys nervous system to accommodate IPLs to explain the required functional features at different levels indicates the universal presence of the IPL mechanism across the animal species. The property of specific neuronal circuit organization that is expected to induce first-person internal sensations of various higher brain functions matches with the expectations of an ideal system through the reactivation of K-lines that can produce biological memory (Minsky, 1980) . The IPLmediated mechanism can be replicated in engineered systems (Vadakkan, 2011b) , which can be used to test and study the nature of internal sensations of various higher brain functions (Vadakkan, 2012b) . The gold standard test of this theoretically-feasible mechanism requires replication in engineered systems, which simultaneously provides an opportunity to develop humanoid artificial intelligence. The algorithms of the natural computations of the units of internal sensations for a given system is expected to be discovered while undertaking this replication.
II. Comparison of solving a system of linear algebraic equations by the invention of negative integers.
Solving the nervous system can be compared to solving a set of large number of algebraic equations to find the value of an unknown factor. The case of the virtual nature of inner sensation of higher brain functions can be explained by this method. Imagine that we are living in a period before the invention of negative integers. We came across a system that operates by interconnecting three unknown variables. We obtained three linear algebraic equations from the system as follows. In order to understand the system, it is required to solve the system.
(1) 5x + 2y = 1 (2) 2x + 3y + z = 11
Attempts can be made to solve this system of linear algebraic equations as follows. All of the equations have the unknown factor x. The simplest two equations are (1) and (2), from which the value of x can be calculated by the method of cancellation as follows. Multiplying (1) with 5, we get 5x + 5y = 10 (4) Subtracting equation (2) from equation (4), we get 3y = 9 (5) y = 3
Substituting y = 3 in equation (1), we get
It was not possible to find the solution for x before the invention of negative integers. In other words, it was required to invent a method to subtract 3 from 2 by introducing negative integers. It was not possible to think of negative integers because human beings do not have a sensory system to sense them directly. Therefore, it is necessary to assign a virtual, physically non-existing value of -1 for x. This facilitates solving the remaining equation (3). Plotting the negative integers on the x-axis of a graph facilitated perceiving them better. Substituting the values x = -1 and y = 3 in equation (3), we get z = 4. But, we are not sure whether the value of x = -1 is correct or not. In order to verify this, it is necessary to search for more linear algebraic equations from the system. Imagine that the following equation is obtained,
By substituting the values for z and y, it verifies the previous observations and provides some assurance that the value assigned to x = -1 is correct. By testing more equations from the system, it will be possible to confirm the value of x for the system. The virtual nature of the negative integer has similarities to observing internal sensations from a third-person view. Virtual internal sensations are essential features of all the higher brain functions. Similar to the invention of negative integers we can assign an imaginary mechanism, which can be induced from a thirdperson-observed cellular change. It can be verified using retrodictive approaches by using already gathered data, which will make the examination free of any experimenter bias.
III. Solving a system requires incorporating all the variables and using at least a minimum number of functions within the system.
Since a large number of findings are observed at various levels (biochemical, subcellular, cellular, inter-cellular, electrophysiological, systems, and behavior), solving the nervous system requires an approach similar to solving a system of equations in multiple variables. It is necessary to include all the variables to find the unique solution that can solve the whole system. Trying to solve the system by using a subset of equations having only a subset of variables will result in obtaining a wrong solution for the whole system. This can be explained by the following example. Let us try to solve the following set of four equations that have four variables M, P, T, and Z (Since different findings are obtained from different levels, let us assume that all the variables of the system have different values). This is similar to trying to solve the nervous system using the key features from its four levels for example, biochemical, electrical conduction properties, neuronal firing and behavior. P − M − 3T + 2Z = 0 2P − M + Z = 5 P − T + 3Z = 13 M + 2T + Z = 13
One of the solutions is M = 2; P = 1; T = 3; Z = 5 (In fact, the above set of equations has infinitely many solutions that satisfy the conditions P = (2M − 1)/3; T = (11 − M )/3; Z = (17 − M )/3). What does these values mean? The values of the variables M, P, T and Z strongly interconnect the set of four equations. They bind these equations together within the system. The values of the variables allow these equations to form an independent operational system if the system has only these four equations. But what happens when the system has more variables? Let us introduce few new variables K, N, O, R, S, Y by adding more equations that contain both the previous and the new variables into the system. We get a new system of equations, which is shown below. This is similar to examining additional key features from more levels of the nervous system for example, subcellular, inter-cellular, systems, long-term potentiation, extracellular potentials, and sleep. Let us assume that we have used a fair sample of features from all the different levels and this is the complete system. Let us now examine the system. The previous solution (M = 2; P = 1; T = 3; Z = 5) for the previous system of four equations (which is a subsystem of the whole system of ten equations) will not be fitting for the whole system. Instead, their values need to change to M = 5; P = 3; T = 2; and Z = 4 (One of the solutions for other variables are K = 6; O = 1; R = 10; S = 7; Y = 8). This means that the variables have to assume new values for them to get integrated into the system to interconnect the system together. This explains that adding more variables to the system can change the solution for the system. This example highlights the fact that it is required to include all the variables by using a set of minimum number of equations to find a solution for a system. Therefore, in the case of the nervous system the solution can be arrived only by incorporating the findings from all the different levels. This is necessary to confirm that the arrived solution for the system will be able to explain and inter-connect all the findings at different levels.
IV. Multiple inter-connected triangulations between the findings from the normal and loss of function states. Figure 6 . A large number of triangulations between the findings from different levels of the normal functions, loss of function states and the effect of pharmacological agents (some are left out due to overcrowding). This ability to make a large number of inter-connected triangulations supports IPLmediated mechanisms as a first-principle of the nervous system functions. Both direct and indirect triangulations can be observed in the figure. The interconnecting lines are marked with specific numbers. Green broken lines: normal functions, Red broken lines: pathological conditions, Violet broken lines: action that reduces the effect, Single arrows: unidirectional effect, Double-headed arrow: bidirectional effect.
