Purpose: To develop a neural-network based autocontouring algorithm for intrafractional lung-tumor tracking using Linac-MR and evaluate its performance with phantom and in-vivo MR images. Methods: An autocontouring algorithm was developed to determine both the shape and position of a lung tumor from each intrafractional MR image. A pulse-coupled neural network was implemented in the algorithm for contrast improvement of the tumor region. Prior to treatment, to initiate the algorithm, an expert user needs to contour the tumor and its maximum anticipated range of motion in pretreatment MR images. During treatment, however, the algorithm processes each intrafractional MR image and automatically generates a tumor contour without further user input. The algorithm is designed to produce a tumor contour that is the most similar to the expert's manual one. To evaluate the autocontouring algorithm in the author's Linac-MR environment which utilizes a 0.5 T MRI, a motion phantom and four lung cancer patients were imaged with 3 T MRI during normal breathing, and the image noise was degraded to reflect the image noise at 0.5 T. Each of the pseudo-0.5 T images was autocontoured using the author's algorithm. In each test image, the Dice similarity index (DSI) and Hausdorff distance (HD) between the expert's manual contour and the algorithm generated contour were calculated, and their centroid positions were compared (∆d centroid ). Results: The algorithm successfully contoured the shape of a moving tumor from dynamic MR images acquired every 275 ms. From the phantom study, mean DSI of 0.95-0.96, mean HD of 2.61-2.82 mm, and mean ∆d centroid of 0.68-0.93 mm were achieved. From the in-vivo study, the author's algorithm achieved mean DSI of 0.87-0.92, mean HD of 3.12-4.35 mm, as well as ∆d centroid of 1.03-1.35 mm. Autocontouring speed was less than 20 ms for each image. Conclusions: The authors have developed and evaluated a lung tumor autocontouring algorithm for intrafractional tumor tracking using Linac-MR. The autocontouring performance in the Linac-MR environment was evaluated using phantom and in-vivo MR images. From the in-vivo study, the author's algorithm achieved 87%-92% of contouring agreement and centroid tracking accuracy of 1.03-1.35 mm. These results demonstrate the feasibility of lung tumor autocontouring in the author's laboratory's Linac-MR environment. C 2015 American Association of Physicists in Medicine.
INTRODUCTION
Intrafractional tumor tracking is of considerable interest as a means to minimize normal tissue irradiation in treating mobile tumors. Several groups are investigating intrafractional tumor tracking systems, [1] [2] [3] [4] and a few systems are clinically available. [5] [6] [7] At present, however, a method of directly imaging tumors during beam delivery with sufficient soft tissue contrast does not exist. Thus, all currently available tracking systems rely on indirect tracking methods based on internal or external tumor surrogates.
A hybrid radiotherapy-MR system known as Linac-MR at the Cross Cancer Institute (CCI) overcomes the aforementioned limitation by enabling intrafractional MR imaging of a tumor. 8 Using our 0.2 T Linac-MR prototype, we developed a direct, nonsurrogate based intrafractional tumor tracking system and physically demonstrated its feasibility by delivering highly conformal dose to a moving target undergoing simulated lung tumor motions. 9 Currently, our second generation Linac-MR system is just installed in our institution, which is equipped with 6 MV Linac, whole-body 0.5 T MRI, and fully rotational gantry.
We have focused on lung-tumor tracking due to the potential for a large range of motion and shape deformation during treatment delivery; up to 40 mm in superior-inferior (SI), 15 mm in anterior-posterior (AP), and 10 mm in left-right (LR) directions, [10] [11] [12] as well as volume changes up to 20% and rotations up to 50
• with respect to each axis during normal breathing. 13 Also, the rate of intrafractional 2-D MR imaging has been chosen to be approximately 4 frames per second (fps), in order to keep the system delay time under 500 ms as recommended by the AAPM Task Group 76 report for lung-tumor tracking. 14 Here, system delay refers to the time interval between the detection of the current tumor position (i.e., image acquisition) and the beam delivery upon the multileaf collimator (MLC) reaching its target position.
The first step of tracking using Linac-MR is to detect the shape and position of the tumor in each intrafractional MR image. Currently, the manual contouring of tumor by an expert (e.g., radiation oncologist) is considered as the clinical "gold-standard." However, this would be too time consuming and negate the advantages of fast imaging in intrafractional tracking. Thus, a rapid and reliable tumor autocontouring algorithm is required, which will lead to appropriate intrafractional radiation beam adjustment during treatment. Our group initiated developing such an algorithm and demonstrated the feasibility of lung tumor autocontouring in the Linac-MR environment via phantom studies. 9, 15 Because the current standard of contouring tumor is manual drawing by an expert, the most reasonable approach automating this process is to develop an algorithm that can generate a tumor contour as similar to the expert's one as possible. Humans can acknowledge a general shape of an object (e.g., circular, elliptical, and etc.) and can distinguish the object from the background even if the object region includes pixel intensity variations or spatial gaps. This feature involves a certain level of intelligence and is difficult to implement in a mathematical algorithm using ordinary image processing techniques such as thresholding, morphology, and template matching. In this regard, we expect our new algorithm may perform superior to the previous one, 15 which mainly relied on template matching and edge-detection.
To further improve the autocontouring performance of our algorithm, we adopted pulse-coupled neural networks (PCNN) in this study. PCNN is a physiologically inspired neural model proposed to explain the experimentally observed pulse synchrony process found in the mammalian visual cortex. 16, 17 We chose to use PCNN, because (1) PCNN was originally proposed to emulate mammalian vision properties including humans, which is the most desirable feature for our tumor autocontouring application, (2) PCNN can cope with the issues of pixel intensity variations and spatial gaps within the object region (e.g., tumor region), 18 which are nontrivial issues to resolve in reality, (3) PCNN operations are fast enough for real-time application, and (4) the capacity and versatility of PCNN for image processing applications have been established, including image enhancement, segmentation, and classification. 19, 20 In this report, we present our lung tumor PCNN-based autocontouring algorithm and investigate its performance using phantom and in-vivo MR images of nonsmall cell lung cancer (NSCLC) patients. The development of our algorithm, acquisition of phantom and patient images, and autocontouring performance compared to an expert's manual contours are presented.
MATERIALS AND METHODS

2.A. PCNN implementation for autocontouring algorithm
Eckhorn introduced a neural model to emulate the electrochemical mechanism of a cat's visual cortex in 1989. 16 Since then, a number of modifications were made to the original model for image processing applications. These different variations are now collectively known as PCNN. 21 In PCNN, each pixel in the input image is associated with a corresponding neuron in the network. For example, if an input image is a 5 × 6 matrix of pixels as shown in Fig. 1(a) , it has corresponding PCNN consisting of a 5 × 6 matrix of neurons; each pixel P ij (pixel at the ith row and jth column) uniquely corresponds to a neuron N ij as shown in Fig. 1(b) .
A brief description of a single neuron in the PCNN is given in Fig. 2 . An arbitrarily chosen neuron N pq (neuron at the pth row and qth column) receives two types of input: (1) feeding input F pq (external input from outside of the PCNN to N pq ) and (2) linking input L pq (inputs from N pq 's neighboring neurons to N pq ). F pq and L pq are combined to calculate the neuron's internal activity U pq . This U pq value is compared to the neuron's firing threshold T pq , and it outputs binary value Y pq (0 or 1) depending on the result of the comparison.
The unique features of PCNN are the following: (1) all neurons within the network are locally interlinked; thus, a single neuron's internal activity is affected not only by its external input but also by the inputs from its neighboring neurons and (2) the neurons with similar levels of internal activity pulse together (i.e., the neurons output Y = 1). Due to these features, if a grayscale image is input to PCNN, it will group image pixels based on spatial proximity and pixel intensity similarity. 18 We utilize this grouping capability to improve the contrast between tumor and normal lung parenchyma. Detailed explanations regarding PCNN operations are provided in the Appendix. 
2.B. Autocontouring algorithm
We developed a lung tumor autocontouring algorithm assuming the following scenario: (1) A pretreatment MR scan is performed with the treatment unit (e.g., Linac-MR) using the same MR sequence, patient setup, and imaging plane orientation intended to be used during the treatment. The plane of MR imaging is the beam's eye view passing through the maximal tumor extent. (2) During treatment, the Linac-MR will provide intrafractional, dynamic MR imaging of a lung tumor within the same plane. Figure 3 describes a detailed, step-by-step autocontouring processes. In Fig. 3 , steps 1-3 describe the pretreatment processes that must occur prior to the actual treatment session (Sec. 2.B.1). Steps 4-15 describe the main autocontouring algorithm that runs automatically in real-time (Sec. 2.B.2) during treatment.
Each step of the autocontouring algorithm is presented using an example lung tumor MR image obtained from our first patient shown in Fig. 4(a) . Details regarding the patient image acquisition will follow in Sec. 3.A.
2.B.1. Pretreatment processes (steps 1-3)
It is important to emphasize that the pretreatment processes (steps 1-3 in Fig. 3 ), described in the followings, are designed to occur prior to the actual treatment session. Ideally, this needs to take place once prior to the initial treatment. However, it might need to be repeated if significant weight loss and/or tumor shrinkage are found during the course of treatment, which is typically comprised of multiple fractions.
2.B.1.a. Pretreatment MR scan. In step 1, a pretreatment MR scan capturing at least two breathing cycles is performed. This corresponds to 30 consecutive images in this study because we use ∼4 fps imaging rate, and the average time period of lung tumor motion is reported as 3.7 s (4 fps × 3.7 s × 2 cycles ≈30).
22 This is referred to as a "training image set" subsequently used in steps 2 and 3.
2.B.1.b. Manual tumor contouring. In step 2, an expert user (e.g., radiation oncologist) manually contours the tumor and its motion extent using the training image set as the following:
First, the standard region of interest (ROI std ), i.e., the tumor, is delineated in each MR image within the 30 training images. One example ROI std is shown in Fig. 4(b) . For each ROI std , a binary mask referred to as "ROI std mask" is generated with the pixels in the tumor set to "1" [Fig. 4(d) ]. Also, a single ROI std that is the least impacted by motion artifacts during breathing is selected (often at the end of exhale phase) and is referred to as ROI rep . From this, ROI rep mask is also generated and stored for use in steps 7 and 8.
Second, the "Background" that represents the maximum anticipated range of tumor motion is delineated as shown in Fig. 4(c) . From this, a binary mask referred to as "Background mask" is generated as shown in Fig. 4(e) . The Background may be determined by observing the maximum extension of tumor movement from the pretreatment MR images over several breathing cycles. Our algorithm expects that the tumor will reside within the corresponding Background region of each MR image during treatment. Thus, the pretreatment scan must be performed at the treatment unit (e.g., Linac-MR) to provide the most similar patient anatomy to the one that will be imaged during treatment.
2.B.1.c. Parameter optimization. All necessary parameters for the autocontouring algorithm must be optimized for each patient prior to the actual autocontouring session. This is to determine a set of parameters that if the autocontouring is performed with these parameters, the autocontoured tumor shape will be the closest to the tumor shape contoured by the expert.
First, the optimal parameters used in PCNN operation, "tau_L," "vL," "tau_T," and "vT" [see Eqs. (A1)-(A5) in the Appendix], must be determined. This is because the final PCNN output is very sensitive to these parameters as demonstrated in Figs. 12(c)-12(e). Second, the optimal extent of morphological dilation/erosion 23 needs to be determined, which is applied to a tentative tumor autocontour in the earlier stages of the algorithm in order to generate a final tumor autocontour. This is to incorporate the expert's contouring tendency. For example, if the expert user tends to delineate slightly more anatomy in a specific direction as tumor during manual contouring, this will be reflected in the final tumor autocontour.
In step 3, tau_L/vL/tau_T/vT and dilation/erosion schemes are optimized using the training image set. Here, a ROI std in each image is compared to an autocontoured tumor shape (ROI auto ) obtained from the same image. Dice similarity index (DSI) is used as a measure of similarity, which is defined as
DSI is chosen for its simplicity and fast calculation speed here, where we need to compare 2-D binary images through The goal of optimization is to find a set of parameters that produce the maximum DSI avg and minimum DSI sd as the following:
(1) For 30 images in the training image set, autocontouring of tumor occurs with a set of PCNN parameters (tau_L/vL/tau_T/vT) and a set of dilation/erosion parameters. First, the PCNN parameters are varied as follows: tau_L from 1.7 to 2.4 (increment of 0.1); vL from 0.5 to 0.7 (increment of 0.1); tau_T from 18 to 26 (increment of 0.1). vT is fixed at 25, which is suggested by Lindblad and Kinser 20 and found to be the optimal value for all four patients examined in this study.
Second, the dilation/erosion parameters are chosen for each of the four tumor sides (left, right, lower, and upper) where each side can take one of the possible three states: (1) dilation by one pixel, (2) no change, or (3) erosion by one pixel. This approach creates 81 (3 4 = 81) possible combinations of tumor side and dilation/erosion state. (2) Using each PCNN parameter set in conjunction with each dilation/erosion combination, a ROI auto is generated for each image in the training image set, and DSI avg and DSI sd are calculated. (3) All possible combinations of PCNN and dilation/erosion parameters are tested, and the parameter set that produces the maximum DSI avg and minimum DSI sd is chosen as the optimum combination. Typical DSI avg of 89%-93% and DSI sd of 3%-5% are achieved at the end of parameter optimization using our in-vivo data.
2.B.2. Main algorithm (steps 4-15)
After the pretreatment processes are completed, the main algorithm is applied to each intrafractional MR image to autocontour the tumor. This is an automated process requiring no further input from the user.
2.B.2.a. Background extraction (steps 4-6).
Step 4 describes the acquisition of intrafractional MR images by the Linac-MR system. In step 5, each image is read to the algorithm on-line. In step 6, the algorithm extracts the Background The Background region contains a tumor as well as large amount of undesirable anatomy surrounding the tumor (e.g., blood vessels, normal lung parenchyma, and etc.). Steps 7 and 8 further reduce the operable image region that minimizes the influence of these surrounding structures in determination of the tumor shape. Also, because the subsequent steps are applied only to the result of step 8 that is considerably smaller than the entire Background region, less computing time is required.
In step 7, a fast normalized cross-correlation (FNCC) 24 is applied between the ROI rep and the Background. (1) Morphological dilation is applied to the ROI rep mask from step 2. In this study, the ROI rep mask was dilated for three times, which would expand the boundaries of the mask by three pixels. This was determined by observing the pretreatment scans, so that the area of expanded ROI rep mask would be large enough to encompass the tumor volume/shape change during breathing. (2) A portion of the Background corresponding to the dilated ROI rep mask is extracted, where the center of the dilated mask is located at the coordinate of the maximum correlation coefficient. The extracted region is placed in a rectangular zero-valued matrix.
2.B.2.c. Determination of tumor shape (steps 9-15).
The output of step 8 is shown in Fig. 6(a) , which is referred to as the "most probable tumor region." The following steps are applied to the most probable tumor region to delineate the tumor shape. shown in Fig. 6 (f) is delineated by applying a morphological gradient operation. 23 The result is shown in Figs. 7(c)-7(d) for the example image used in this report.
2.C. Dynamic MR imaging and postprocessing for algorithm evaluation
2.C.1. Phantom imaging
Our algorithm was validated through both phantom and in-vivo MR studies. Phantom image data from our previous work were used for ground truth validation. Details regarding phantom construction and imaging techniques are reported in Yun et al. (Secs. II.B.2 and II.C.1). 15 An example image of the phantom is shown in Fig. 10 (top left) , which was developed to reflect the image quality characteristic of lung tumor MR images at 0.5 T. During scanning (∼3 min), the phantom was driven according to four different 1-D lung tumor motion patterns. From this, 2400 dynamic MR images were acquired (600 images per motion pattern).
2.C.2. In-vivo imaging
Four NSCLC patients were imaged (head first supine position) in a 3 T MRI (Achieva 3 T, Philips Medical Systems, Andover, MA) with a torso coil (Philips Medical Systems, 6 channel array coil, bandwidth = 1553.5 Hz/voxel, slice thickness = 20 mm). We used a dynamic balanced steady state free precession (bSSFP) sequence (FOV = 40 × 40 cm 2 , voxel size = 3.1×3.1×20 mm 3 , TE = 1.1 ms, TR = 2.2 ms, dynamic scan time = 275 ms) under free breathing for approximately 3 min. A sagittal slice was chosen for our study, because it includes anatomical structures near the tumor making the greatest challenge to our autocontouring algorithm. For each patient, a total of 650 dynamic images were obtained during the 3 min scan.
The patient imaging was performed with a clinical 3 T MRI. However, our laboratory's Linac-MR design is based on 0.5 T MR system, 26 which would provide lower signal to noise ratio (SNR). Thus, the performance of autocontouring algorithm must be evaluated in the low field SNR situation at 0.5 T. To do this, in a previous study, 15 we developed a method reflecting the SNR characteristic of lung tumor MR images at 0.5 T. As a first order approximation, SNR is known to increase linearly with magnetic field strength (B 0 ) due to the effect of magnetic field on sample magnetization, Larmor frequency, and body noise. 27 To create pseudo-0.5 T MR images in this study, therefore, we degraded the in-vivo images acquired at 3 T by amplifying the noise by a factor of N = 3 T ÷ 0.5 T = 6. Here, we added Gaussian noise with its standard deviation obtained as the following:
where N is the noise amplification factor, and σ meas and σ added are the standard deviation of the measured and added noise, respectively. Noise is independently measured and amplified in the real and imaginary images and combined to generate the magnitude image.
2.D. Manual and automatic tumor contouring for algorithm evaluation
2.D.1. Phantom study
Phantom images do not require manual tumor contouring, because the tumor shape and position in each image are known. Hence, each tumor contour is automatically generated as explained in our previous work (Sec. II.C.4.a). 15 From this, a binary mask was generated and considered as the gold-standard tumor contour, ROI std . Also, ROI std 's centroid position was taken as the gold-standard tumor position.
Our autocontouring algorithm was applied to the pseudo-0.5 T phantom images. Out of the total 600 images/motion pattern, the first 30 images were used for parameter optimization as explained in Sec. 2.B.1.c, and the remaining 570 images were autocontoured. From the automatically determined tumor contour in each image, a binary mask was generated and considered as ROI auto .
2.D.2. In-vivo study
The original 3 T images were acquired at a 128 × 128 matrix with ∼4 fps of imaging speed. These images are interpolated to a 256 × 256 matrix prior to manual contouring for better visual quality. The manual contouring typically takes <10 s per image by a radiation oncologist. Accordingly, the pseudo-0.5 T images from Sec. 2.C.2 are interpolated to a 256 × 256 matrix prior to autocontouring.
A radiation oncologist manually outlined tumor contours in all 2600 images (650 images × 4 patients) acquired at 3 T. From the manual contour in each image, ROI std was generated, and its centroid position was taken as the tumor position.
Our autocontouring algorithm was applied to the pseudo-0.5 T images. Out of the total 650 images/patient, the first 30 images were used for parameter optimization as explained in Sec. 2.B.1.c, and the remaining 620 images were autocontoured. It is important to clarify that both parameter optimization and tumor autocontouring were performed using only the pseudo-0.5 T images. From the automatically determined tumor contour in each image, ROI auto was generated.
2.E. Contour comparison and analysis
We performed a one-to-one comparison of the two masks, ROI std and ROI auto . Their similarities are evaluated by calculating (1) DSI using Eqs. (1) and (2) Hausdorff distance (HD). 28 HD is a well known measure for shape matching and extremely sensitive to outlier points. Given two finite point sets A = {a 1 ,...,a p } and B = {b 1 ,...,b q }, HD is defined as
,
where, ∥·∥ is the Euclidean distance between two points. The ideal HD value is zero at a perfect match. Any slight mismatch will provide nonzero HD values. By using DSI and HD, we evaluated both the general overlap between the two ROIs and any small mismatches at their boundaries. Additionally, a one-to-one comparison of the centroid position of tumor contour was made between the ROI std and ROI auto , in order to evaluate the algorithm's ability to track the position of a moving tumor. The distance between the two centroid positions (∆d centroid ) was calculated as
where ∆x and ∆ y were the displacements between the two centroid positions in x (anterior-posterior) and y (superiorinferior) directions, respectively.
RESULTS
3.A. MR imaging data
3.A.1. Phantom images
An example of pseudo-0.5 T phantom images is shown in Fig. 10 (top left) . Here, lung tumor is modeled by a sphere (∼40 mm diameter) inserted in a moving lung compartment that represents healthy lung parenchyma. The spherical lung tumor model was driven according to 4 different motion patterns; a sine pattern (40 mm amplitude, 4 s period) + three lung tumor motion patterns from patient data (3-15 mm variable amplitudes, 2-5 s variable periods). More details can be found in our previous work. 
3.A.2. In-vivo images
Example images of the four lung cancer patients are shown in Fig. 8 for both 3 T and pseudo-0.5 T SNR. Figure 9 shows representative tumor motions (∼90 s length) for each patient in SI and AP directions by tracking the centroid of ROI std . Table I summarizes the measured tumor SNR, tumor size, and its motion range during the entire image acquisition period (∼3 min). Figure 10 shows example images of the phantom and four patients to demonstrate contour shape fidelity. In this figure, the first column displays the example images degraded to 0.5 T SNR. The second and third columns provide ROI std and ROI auto , respectively. In the last column, the overlapping region between ROI std and ROI auto is indicated by white pixels, whereas any deviation is indicated by gray pixels. From top to bottom rows, each example image showed DSI of 0.97, 0.97, 0.95, 0.97, and 0.98, respectively. Table II summarizes (1) DSI, (2) HD, and (3) ∆d centroid between ROI std and ROI auto from the phantom and patient images. All necessary parameters for autocontouring algorithm are also shown.
3.B. Contour shape fidelity and centroid position accuracy
From the phantom study, the mean DSI of 0.95-0.96, mean HD of 2.61-2.82 mm, and mean ∆d centroid of 0.68-0.93 mm were achieved using our algorithm. From the in-vivo study, the mean DSI of 0.87-0.92, mean HD of 3.13-4.35 mm, and mean ∆d centroid of 1.03-1.35 mm were achieved. Although patients 2 and 4 show relatively regular breathing motions compared to others, their mean ∆d centroid values are ∼0.3 mm higher. This is due to their higher amplitude of motions, larger tumor sizes, and the degree of tumor shape changes during breathing (especially for patient 4 that is located immediately above the diaphragm). Also, less than 20 ms was required for our algorithm to autocontour the tumor in each dynamic image. The algorithm was coded in LabVIEW 2011 (National Instruments, Austin, TX) and tested on 32 bit computer system (Windows7, Intel i7-2600k, 4 GB RAM). 
DISCUSSION
Intrafractional tumor tracking, especially for lung tumor cases, is of considerable interest as a means to minimize PTV margins. This study addresses the first step of direct (i.e., no tumor surrogates) intrafractional tumor tracking process using Linac-MR, namely, autocontouring of a lung tumor in each dynamic MR image. Once accurate autocontouring is established, subsequent steps of tumor tracking including tumor motion prediction and real-time MLC conformation will follow as demonstrated in our previous work. 9 Additionally, to the best knowledge of the authors, this is the first study using multiple sets of in-vivo MR images exploring the feasibility of lung tumor autocontouring. Our algorithm is designed to generate a tumor contour that is the most similar to the expert's one. To achieve this, two unique features are implemented: (1) PCNN for tumor contrast improvement, even if the tumor region includes pixel intensity variations or spatial gaps and (2) dilation/erosion schemes to incorporate the expert's contouring tendency. Although we chose to use PCNN in this study, alternative image processing methods may also be applicable to lung tumor autocontouring. For example, automatic segmentation of brain MR images has been studied using stochastic image processing, both hidden Markov random field and conditional random field models. 29, 30 Image segmentation via nonrigid image registration has also been intensively researched for various tumor sites. 31 Specifically for lung tumor, a respiratory phase-correlated image registration method has been studied using CT images. 32, 33 The suitability of different image processing methods for our application, both in autocontouring accuracy and speed, can be studied in future.
Using the same set of pseudo-0.5 T in-vivo images, our new algorithm showed overall improvement compared to the previous algorithm 15 as summarized in Table III . The previous algorithm developed in 2012 mainly relied on template matching and edge-detection methods, which is a different approach from the new algorithm presented in this report. Up to now, the authors do not acknowledge any other autocontouring technique specifically developed for Linac-MR based intrafractional lung-tumor tracking, which requires accuracy and very fast contouring speed (∼tens of milliseconds). If any other applicable technique is published in future, then, the comparison study can be conducted.
We acknowledge the fact that our algorithm must be tested with larger group of patients. This is an ongoing study at the CCI as we keep recruiting NSCLC patient volunteers for MR scan. We will further validate the algorithm with more in-vivo data providing various tumor shapes at different locations. However, it is important to note that the autocontouring performance of our algorithm is not affected by the shape of breathing patterns, whether regular or irregular, as long as the tumor resides within the Background region defined by the user.
Because ROI std is the current gold-standard in clinic, evaluating our algorithm against ROI std is the most reasonable approach. Nevertheless, defining a true ROI std for a given tumor image is a challenge especially for in-vivo studies. Unlike phantom studies where the shape and position of the target volume are exactly known, it is difficult to define the true ROI std in in-vivo studies due to inter-and intraobserver variability among the experts. Averaging multiple experts' ROI std for the same patient images might be a possible solution. However, recruiting multiple experts who can perform manual tumor contouring in thousands of images is problematic. Due to this unavoidable uncertainty in ROI std , we cannot decisively claim whether the contouring accuracy of our algorithm (87%-92% agreement) is sufficient for clinical application or not. To address this issue, further studies must follow investigating inter-and intraobserver variability in manual tumor contouring using many sets of in-vivo MR imaging data. The result of such study can be considered as the minimum accuracy requirement judging the performance of any given autocontouring algorithm. Our algorithm expects that the pretreatment MR scan is performed with the treatment unit. This may not always be possible in clinic; thus, certain level of SNR fluctuations between pretreatment and during treatment MR images can occur. To deal with this, we implemented the following mechanisms: (1) All input image is smoothed and its pixel values are normalized between 0 and 1 prior to any processing in our algorithm. This is to reduce excessive noise and minimize inconsistency in pixel values due to machine-tomachine or day-to-day variations in MR imaging. (2) A primary firing threshold (PFT) (see the Appendix for details) is implemented to prevent abnormally bright pixels outside of the tumor region, presumably the result of excessive noise, to be classified as tumor region. (3) Our algorithm does not rely on any specific pixel value or range of pixel values to locate and segment the tumor region. Due to these, successful autocontouring is expected despite the SNR fluctuations from different MRIs. A further study is required, however, to provide quantitative analysis.
In coplanar beam treatment systems including Linac-MR, radiation beams rotate around the SI axis of the patient. Although a sagittal slice was chosen for this study, a user can select any slice orientation in clinical practice. Thus, if intrafractional MR imaging is performed from the beam's eye view (i.e., imaging plane encompassing tumor while oriented perpendicular to the beam direction), the 2-D imaging can be used to track the tumor in the SI and one more direction in that imaging plane. In this case, our algorithm can be used to detect in-plane changes in tumor shape and position, and adjust the beam collimation accordingly.
Nevertheless, a potential problem that can arise is throughplane tumor motion (motion orthogonal to the imaging plane). Tumors can potentially move out of the imaging plane during breathing. Although numerous studies have demonstrated that the largest lung tumor motions occur in SI directions, smaller motions in AP and LR directions may contribute to the through-plane tumor motion. Potential solutions to this problem are (1) adjusting the slice thickness of the imaging plane to ensure the tumor remains in the imaging plane and (2) developing MR imaging acceleration scheme via various techniques such as parallel imaging and compressed sensing. In this regard, recent feasibility studies have shown the possibility of intrafractional multislice or 3-D imaging, [34] [35] [36] which might be a solution to address the through-plane tumor motion issues.
Pulmonary MR imaging has been challenging due to (1) the low proton density in lung tissue leading to low signal, (2) respiratory, vascular, and cardiac related motion, and (3) image distortion due to magnetic susceptibility differences at air/tissue interfaces. Thus, its diagnostic accuracy in clinic has been an open question however not the subject of this study.
For our application regarding intrafractional tumor tracking using 0.5 T Linac-MR, lung tumor MR imaging does not suffer from the low proton density. Instead, the relatively high proton density of lung tumor compared to normal lung parenchyma improves the image contrast, which is beneficial for autocontouring. Also, we used a fast dynamic MR imaging technique (∼4 fps) to overcome the respiratory motion related issues in tracking, which is the main cause of lung tumor motion. As we demonstrated in our previous work using the prototype 0.2 T Linac-MR, 9 our imaging speed is sufficient to satisfy <500 ms time delay recommended by the AAPM TG-76 report. 14 For MRI based radiation therapy, geometric distortion is a potential problem affecting the spatial fidelity of MR images. The distortion originating from system-related factors (B 0 inhomogeneity and gradient nonlinearity) can be handled within an acceptable range in modern MRI scanners, 37 whereas the distortion originating from patient-related factors (magnetic susceptibility and chemical shift) has not been resolved yet. Nevertheless, at 0.5 T, image distortion related to the magnetic susceptibility differences has been shown to be very small, less than 0.5 mm. 38 Also, the distortion from chemical shift is expected to be minimal. If we scan at 0.5 T with the same read gradient strength used in this study (11.7 mT/m), the water-fat shift will be ∼0.2 mm (the shift was 0.87 mm at 3 T, which is proportional to B 0 ; thus, 0.87/6 ≈0.2).
To further minimize the distortion during tumor tracking, the imaging plane needs to be chosen so that the target is located near isocenter where distortion is minimized. This naturally occurs in our Linac-MR design, where the Linac head and MRI rotate in unison maintaining a coincident beam and MR imaging isocenter all the time. Since it is common practice to place the treatment target at beam isocenter, the target is naturally located near the isocenter of the MRI. Moreover, if the target must be located further away from the isocenter due to clinical reasons, there are established techniques available for distortion rectification. 39 Validation of our algorithm in a real 0.5 T Linac-MR environment will be conducted using our second generation Linac-MR system just installed in our institution. In this initial in-vivo study, the patients were imaged with 3 T clinical MRI, and the images were degraded to reflect the SNR at 0.5 T. It should be noted that we adopted the simplistic linear assumption of SNR with B 0 to provide the worst case SNR degradation. NMR relaxation times of lung tumor and normal lung parenchyma, and their dependencies on B 0 are the following. At lower B 0 (e.g., 0.5 T), (1) T 1 contrast of tumor is expected to be increased, due to T 1 shortening and the greater difference in T 1 (∆T 1 ) between the two tissues, 40 (2) T 2 is expected to show very small change, due to the minor T 2 dependencies on B 0 in both tissues 40 and our choice of imaging sequence (bSSFP) that is largely independent of T 2 *, 41 and (3) image distortions related to magnetic susceptibility effect are expected to be decreased (<0.5 mm at 0.5 T). 38 Consequently, we anticipate that the images obtained directly at 0.5 T will have somewhat superior contrast and image quality than the pseudo-0.5 T images used in this work. Hence, these degraded SNR images should be effective for proof of principle at low-field. More thorough evaluation of autocontouring performance will follow in future studies.
CONCLUSION
We have developed a lung tumor autocontouring algorithm and evaluated its performance using phantom and in-vivo MR images. The algorithm successfully contoured the shape of a moving tumor from dynamic MR images acquired at 275 ms intervals. Our results suggest the feasibility of lung tumor autocontouring in our laboratory's Linac-MR environment.
APPENDIX: PCNN FOR TUMOR CONTRAST IMPROVEMENT
PCNN was used for tumor contrast improvement in our algorithm, so that the tumor region could be easily segmented from its surrounding anatomy (normal lung parenchyma, F. 11. Flow chart for tumor contrast improvement using PCNN.
blood vessels, etc.) by thresholding. This process is illustrated in detail in Fig. 11 . Because we apply PCNN to grayscale images, each input image to the PCNN is considered as a 2-D matrix in PCNN operations (e.g., input, output, and other internal calculations). Accordingly, each of the matrix components is associated with a corresponding neuron in the PCNN as previously explained in Fig. 1 .
In step 1 of Fig. 11 , a portion of the raw MR image (e.g., tumor region) is placed in a rectangular zero-valued matrix and input to the PCNN. This is from step 8 of Fig.  3 , which is discussed in detail in Sec. 2.B.2.c of this report. This is read as a 2-D matrix and referred to as an input image matrix P of size a × b as shown in Fig. 12(a) . In step 2, P is smoothed by convoluting a 3 × 3 Gaussian kernel [0 1 0; 1 2 1; 0 1 0], and its values are normalized between 0 and 1. This step is to reduce excessive noise and minimize inconsistency in pixel values from different input images. This becomes a feeding input matrix F to the PCNN as shown in Fig. 12(b) . In step 3, we find (1) the matrix size of F (a × b) and (2) the number of zero-valued elements in F, referred to as "n_zero." These are stored in step 4 and repeatedly used in later steps.
In step 5, a pixel threshold value of F is calculated by Otsu's method, 25 which automatically finds an optimal threshold from a gray-level histogram that maximizes the separation (interclass variance) between the two classes, tumor and lung parenchyma. The threshold is referred to as "h_otsu." In step 6, all elements in F with values greater than h_otsu are selected, and their mean and SD are calculated. These are referred to as "mean_o" and "sd_o," respectively.
In step 7, a PFT (Ref. 42 ) and a linking coefficient ( β)
42
[see Eq. (A3) for detailed explanation of β] are calculated using the results from steps 5 and 6, where "firing" means that the neuron's output is 1 as explained in Fig. 2 . PFT is implemented to delay primary firing of neurons to an appropriate intensity level (i.e., no neuron will fire until its threshold is lower than PFT). If PFT is appropriately chosen, it can prevent abnormally bright pixels outside of the tumor region triggering primary firing, which may lead to failure in segmenting the tumor region. Also, the performance of a PCNN based algorithm is known to be very sensitive to β.
This is because each neuron's activity is heavily affected by the contributions from its linking neurons, where the degree of contribution is controlled by β. Thus, appropriate values of PFT and β must be chosen for successful PCNN operation. Usually PFT and β are manually determined by trial and error for each PCNN input matrix, which is not suitable for our real-time application. Thus, in step 7, we adopted an automatic method from Raya et al. 42 in a slightly modified form for our application. This can provide adaptive PFT and β for a given input matrix, which is a very desirable feature in our application where the input image is constantly changing. The modification occurs in approximating the minimum linking input value (LI min ) for a given object neuron (a neuron corresponding to an object pixel), which is used as a denominator term in the equation used for β calculation.
In Raya's PCNN, each neuron is locally linked to its eight neighboring neurons (the surrounding neurons in a F. 12. (a) input image matrix P, (b) feeding input matrix F, (c)-(e) output matrices Z final using different sets of parameters; tau_L/vL/tau_T /vT of 1.8/0.6/19.7/25, 0.6/0.6/19.7/25, and 1.8/0.6/1.0/25 are used for Z final1 , Z final2 , and Z final3 , respectively.
3 × 3 square) with unity linking (i.e., each firing neighbor contributes a linking input value of 1 to the center neuron). Thus, the linking input value for a given object neuron can range from 0 (no object neuron in the eight neighbors) to 8 (all eight neighbors are object neurons). Raya's study shows that it is reasonable to expect more object neurons than background neurons in the eight neighborhood of an object neuron. From this, LI min for an object neuron was chosen to be 5 in Raya's method (i.e., five object neurons + three background neurons in the eight neighborhood).
In our PCNN, however, each neuron is locally linked to its 24 neighboring neurons (the surrounding neurons in a 5 × 5 square) with nonunity linking (i.e., each firing neighbor's contribution to the center neuron is weighted by the distance), which is suggested by Lindblad and Kinser 20 for image processing applications. More details on nonunity linking structure follow in step 9 describing the K matrix, which determines the weighted contribution from the neighbors according to [ . Thus, the linking input value for a given object neuron can range from 0 (no object neuron in the 24 neighbors) to 14 (all 24 neighbors are object neurons, i.e.,  25 n=1 K n = 14). From this, we chose LI min for an object neuron to be 8, expecting that there are 13 object neurons  13 n=1 K n = 8 and 11 background neurons in the 24 neighborhood. Accordingly, both PFT and β are calculated in step 7 and stored in step 8.
In step 9, several matrices are initialized as the following:
, matrix of zeros; T = 1 same dimension as F(a × b), matrix of ones; K square matrix (25 × 25), center value is one, other pixel values are inversely proportional to the distance from the center pixel (distance between two adjacent pixels in the same row is defined as 1);
where, L, U, Y , and T correspond to linking input, internal activity, output, and threshold matrices, respectively, as described in Fig. 2 . Detailed explanations on other matrices follow in this report. Using these matrices, PCNN operation begins in step 10 with the iteration number n = 1. The following set of equations represents the basic PCNN model. 17 Because theses equations are iteratively executed in steps 12, 15, 19, and 28, a brief explanation on each equation is presented,
where n: iteration number (at n = 0, L = U = Y = Y total = R = Z = 0 and T = 1); tau_L: decay term for linking input L, determining how much the previous L contributes to the current L; vL: scaling term for linking, determining the magnitude of contribution from neighboring neurons to L; β : linking strength term (from step 8), determining the contribution from L to calculate the internal activity U; tau_T : decay term for threshold T, determining how much the current T contributes to the future T; vT: scaling term for threshold, determining the magnitude of contribution from current output to T.
The selection of tau_L, vL, tau_T, and vT is explained in detail in Sec. 2.B.1.c. As previously mentioned, each neuron in our PCNN is locally linked to its 24 neighbors. For example, N 33 shown in Fig. 1 is linked to N 11 to N 55 , N 34 is linked to N 12 to N 56 , etc. It is important to clarify that Eqs. (A1)-(A5) are executed for all neurons (i.e., all matrix components) within the PCNN. In Eqs. (A1) and (A2), the linking input matrix at the nth iteration, L(n), is determined. For an arbitrarily chosen neuron N pq in the PCNN, its linking input at the nth iteration, L pq (n), is calculated by the following two steps: (1) in Eq. (A1), the outputs from N pq 's 24 neighboring neurons are weighted based on their distance from N pq , and (2) in Eq. (A2), L pq (n) is calculated by combining the scaled result of Eq. (A1) with N pq 's previous linking input L pq (n − 1). Here, the contribution from L pq (n − 1) is determined by the decay term tau_L.
In Eq. (A3), the internal activity matrix U(n) is calculated from F and L(n). Here, β determines the degree of contribution from L(n). In Eq. (A4), the PCNN output matrix Y (n) is determined by comparing each matrix component of U(n) to the corresponding component of T(n). For example, if N pq 's internal activity at the nth iteration, U pq (n), is greater than its threshold T pq (n), then Y pq (n) = 1; otherwise, Y pq (n) = 0. In Eq. (A5), the future threshold matrix T(n + 1) is calculated by combining the scaled output matrix Y (n) with current threshold matrix T(n). Here, the contribution from T(n) is determined by the decay term tau_T.
Through steps 11-13 in Fig. 11 , the algorithm reduces current threshold and delays firing until the condition in step 11 is satisfied. This is to prevent abnormally bright pixels outside of tumor region triggering primary firing as previously explained.
In steps 14-16, Eqs. (A2)-(A5) are iteratively executed until any of the neurons fires. Here, both linking and feeding inputs are involved to calculate the neuron's internal activity.
Steps 17-22 implement a "fast linking" feature of PCNN in our algorithm, which was introduced to overcome the disadvantages of time quantization in a digital PCNN model. 20 For a given T(n), Eqs. (A1)-(A4) are iteratively executed until the input matrices to step 17 and the output matrices from step 19 become equal. In this way, the analog neural networks in reality are better represented, in which linking inputs propagate a lot faster than the feeding inputs. More details regarding fast linking are presented by Johnson and Padgett. 17 The output matrix Y from step 22 is accumulated to Y total in step 23.
In step 24, each matrix component of Y and Y total is used to calculate the corresponding matrix component of Z. The Z matrix component is determined based on (1) how early and (2) how often the corresponding neuron fires during iterations. In general, the object neurons and their neighbors fire earlier than the background ones, because they are associated with higher pixel values than the background. Also, depending on the parameter choice, the object neurons may fire more than once during iterations. Thus, contrast improvement of the tumor region is accomplished at this step by generating the Z matrix. In step 25, the Z matrix from each iteration is accumulated to Z final .
In step 26, all fired neurons (fired at least once during iterations) within the PCNN are counted by the R matrix. Using this, step 27 evaluates whether all neurons (except the neurons corresponding to zero valued pixels in the input image) within the PCNN have fired or not. If there still exist unfired neurons, the threshold matrix T is updated in step 28, and the PCNN iterates again. If all neurons have fired, then the Z final matrix is output to step 29 and the iteration stops. This feature is referred to as "single pass" in PCNN, which reduces the processing time while maintaining the equivalent output of long time average. 17 In step 29, the Z final matrix is output to step 10 of Fig. 3 , which contains the contrast improved tumor region compared to the lung background. The resulting Z final matrix could be quite different depending on the parameters chosen for Eqs. (A1)-(A5) . Despite the same input image in Fig. 12(a) , the Z final matrices in Figs. 12(c)-12 (e) display noticeable differences. Accordingly, the final tumor contours using different Z final matrices would show different degrees of agreement to the standard manual contours. Hence, selecting appropriate PCNN parameters is critical for successful autocontouring. More details regarding parameter selection are given in Sec. 2.B.1.c.
