Modal linear regression (MLR) is a method for obtaining a conditional mode predictor as a linear model. We study kernel selection for MLR from two perspectives: "which kernel achieves smaller error?" and "which kernel is computationally efficient?". First, we show that a Biweight kernel is optimal in the sense of minimizing an asymptotic mean squared error of a resulting MLR parameter. This result is derived from our refined analysis of an asymptotic statistical behavior of MLR. Secondly, we provide a kernel class for which iteratively reweighted least-squares algorithm (IRLS) is guaranteed to converge, and especially prove that IRLS with an Epanechnikov kernel terminates in a finite number of iterations. Simulation studies empirically verified that using a Biweight kernel provides good estimation accuracy and that using an Epanechnikov kernel is computationally efficient. Our results improve MLR of which existing studies often stick to a Gaussian kernel and modal EM algorithm specialized for it, by providing guidelines of kernel selection.
I. Introduction
Modal linear regression (MLR) [1] - [4] aims to obtain a conditionalmode predictorconsisting of a globalmaximizerof a conditional probability density function (PDF) of dependent variables conditioned on independent variables by using a linear model. Besides a nice interpretability of a conditional m ode, the MLR has an advantage that resulting param eter and curve estim ators are consistent even for heteroscedastic or asymmetric conditionalPDFs, as compared with the robustMtype estimators which are not consistent [5] . The consistency of the MLR even fordata with skewed conditionaldistributions makes the MLR a promising approach to analyzing them; refer, for example, to an application to cognitive impairment prediction [6] and analysis of economic data [7] , [8] . Thus studies of the MLR and related areas are currently ongoing from various viewpoints [8] - [10] .
The MLR is a kernel-based semiparametric regression method, and the user has a freedom in selecting a kernel used in the MLR. However, many researches [4] , [9] , [11] - [13] of the MLR use a Gaussian kernel, presumably because the modal EM algorithm (MEM) [4] , [14] , a standard parameter estimation method for the MLR, does not provide an explicit parameter update formula if a non-Gaussian kernel is used (see Section II). In this paper, we study the problem of kernel selection in the MLR from two perspectives: "which kernel achieves sm aller error?" and "which kernel is com putationally efficient?" in order to pave the way for use of a non-Gaussian kernel in the MLR.
As far as the authors' knowledge, relationship between the kernel used in the MLR and the estimation error of the MLR has not been discussed at all. In Section III of this paper, we refine an existing theorem of asymptotic normality of the MLR param eter and derive the asym ptotic m ean squared error (AMSE) of it. Then, adopting the AMSE as a criterion of an estimation error, we investigate the question "which kernel achieves smaller error?". As a consequence, we find that a Biweight kernel is optimal among non-negative kernels for the MLR in the sense of minimizing the AMSE.
An objective function appearing in the MLR may have m ultiple peaks and/or broad plateaux, which would m ake the optim ization involved in the param eterestim ation difficult. Accordingly, the param eter estim ation in the MLR often needs a multi-start technique, i.e., repeating many times from different initial estimates. So, it is plausible to have an efficient definite algorithm with convergence guarantees. In order to use non-Gaussian kernels in the MLR, parameter estimation methods other than the MEM are preferable, because the non-Gaussian MEM needs to use an additional optim ization algorithm in its inner loop and may be inefficient. In Section IV of this paper, we consider using the iteratively reweighted leastsquares algorithm (IRLS) for the MLR and show that the IRLS has a convergence guarantee fora broad class of kernels. Also, as a partial answer to the question "which kernel is computationally efficient?", we prove a theorem stating that the IRLS exactly terminates in a finite number of iterations if an Epanechnikov kernel is used.
In Section V, we show results of numerical experiments of the MLR with several kernels on sim ulation data. There, we confirmed that the mean squared error (MSE) when using a Biweight kernel became the smallest as the sample size went larger, and that the calculation efficiency of the IRLS with an Epanechnikov kernel was much higher than that using other kernels. Finally, conclusions are summarized in Section VI. The proofs of the theoretical results are in Appendices.
II. Existing researches on MLR and MEM
Let X ⊂ R p be the input space and Y ⊂ R be the output space. Let (X,Y ) be a pair of random variables taking values in X × Y following a certain joint distribution. We assume that the conditional distribution with the PDF p Y|X (·|x) of Y conditioned on X = x ∈ X is such that for a certain functioñ m the residual = Y −m(x) is distributed according to a distribution whose mode is at the origin. It then follows that arg m ax y p Y|X (y|x) =m(x) holds for any x ∈ X. In the MLR, it is further assumed thatm is a linear function,
whereθ ∈ R p is an underlying MLR parameter. Suppose that a sample set {(x i , y i ) ∈ X × Y} n i=1 consists of n independent and identically-distributed (iid) samples from the joint distribution of (X,Y ). To estimate the underlying parameterθ in (1) on the basis of the sample set, the MLR maximizes the kernel-based objective function
where K h is the kernel function such that K h (·) = h −1 K(·/h) for some function K, which is also called a kernel function, and where h > 0 is a scale param eter(bandwidth) of K h . Also, the estim ator of the MLR param eter, defined as the m axim izer of (2), is denoted asθ n . [3] and [4] have provided fundamental analysis of asymptotic statistical behaviors of the MLR, such as consistency and asymptotic normality of the estimatorθ n .
[4] has tackled the optimization of (2) by applying the idea of the MEM [14] . Italternately iterates the following two steps from a given initial parameter estimate θ 0 ∈ R p :
When K h is a Gaussian kernel, the M-step (4) adm its an analytic expression,
where X = (x 1 , . . . , x n ) , y = (y 1 , . . . , y n ) , and K ht is an n × n diagonal m atrix with diagonal elem ents p hit ∝ K h (y i − θ t x i ). The MEM [4] , [14] , as shown above, is like the wellknown EM algorithm. It has been shown that, irrespective of the kernel used, the objective function sequence {O(θ t )} is non-decreasing and converges, as long as the M-step (4) is executed exactly. Also, several studies have combined the MLR with regularization, variable selection, and othertechniques [7] , [11] - [13] , [15] . The MEM has been used in most of them, and Gaussian kernels have been used almostexclusively. Forinstance, [7] has studied relationships between the MLR using a Gaussian kernel and a correntropy-based regression [16] , [17] . Also, when the bandwidth h is quite large, it is known that a Gaussian kernel K h is approxim ated as exp(−(u/h) 2 /2) ≈ 1 − (u/h) 2 /2. Thus, [3] has discussed that the MLR with a Gaussian kernel approaches the ordinary least-squares (OLS) as h → ∞.
III. MSE-based Asymptotics and Optimal Kernel

A. Asymptotic Normality of MLR Parameter
We discuss the optimal kernel minimizing an estimation error for the MLR in the next subsection, on the basis of the asym ptotic statistical theory. For this purpose, we review in this section the analysis on asymptotic behaviors of the MLR. In the standard asymptotic analysis, in order to have consistency of the estimatorθ n , the bandwidth h of the kernel K h should be made smaller as the sample size n tends to be larger, but not too fastin orderto preventO(θ) from becoming rough. A bandwidth sequence {h n } specifies how one sets the bandwidth h according to the sample size n. It, together with the kernel used, determ ines the asym ptotic behaviors of the MLR.
Among the existing studies which discuss the asymptotics the most strict is that by [3] . The following theorem is a refinement of their result.
Theorem 1. Let K be a bounded function with the bounded second-order moment and the first three bounded derivatives
and let {h n } be a sequence of positive constants satisfying h n → 0, nh 5 n /log(n) → ∞,
as n → ∞. Then, under the regularity conditions in Appendix A, the MLR parameter estimate sequence {θ n } obtained with the bandwidth sequence {h n } asymptotically has a normal distribution:
The outline of the proof is in Appendix A. In [3] , the scaling h n = o(n −1/7 ) was assumed, and accordingly, the asymptotic bias, which is proportional to (nh 3 n ) 1/2 h 2 n = o(n 0 ) → 0 as n → ∞, was treated as zero. Theorem 1 provides the explicit expression of the asym ptotic bias by relaxing this assumption. This modification is crucial in the following discussion.
B. Optimal Kernel for MLR
From Theorem 1, keeping only the leading-order terms under n → ∞, the bias and the variance ofθ n are given by h 2 n UÃ −1b /2 and Vtr(Ã −1CÃ−1 )/(nh 3 n ), respectively, where tr(A) denotes the trace of a matrix A. Accordingly, the AMSE 0.8943 3.0671 √ ofθ n is given as a sum of the squared asymptotic bias and the asym ptotic variance, as
The ratio of the squared-bias to the variance is O(nh 7 n ). Which of the squared-bias and the variance is dominant in the AMSE depends on the rate of decay of the bandwidth sequence {h n } as n → ∞: If {h n } decays slowly, then it will be dominated by the squared-bias, whereas if {h n } decays fast, then it will be dominated by the variance. The fastest decay of the AMSE is achieved at the boundary between the bias-dominant and variance-dominant regimes, i.e., when h n = O(n −1/7 ).
Moreover, on the basis of the stationary condition of the AMSE with respect to h n , the asymptotic optimal bandwidth minimizing the AMSE becomes
and under this optim al bandwidthh n the leading-order term of the AMSE becomes proportional to
This relationship implies that the optimal convergence rate of the AMSE is n −4/7 , but we would like to focus here on the dependence not on n but rather on the kernel-dependent quantities U and V: indeed, quantities with tilde in (11) are determined from the underlying data distribution, whereas U and V are completely determined by the kernel K. Thus, the optimal kernel should be obtained by minimizing U 6/7 V 4/7 (called the AMSE criterion in this paper). It is a variational problem, whose solution is given by:
This result is derived from the theory developed in [18] on the optimal kernel for mode estimation, where the same variational problem appears. We give the outline of the proof in Appendix B.
In order to check the degree of goodness of a Biweight kernel in comparison with other kernels, we have calculated the criterion U 6/7 V 4/7 forvarious commonly-used kernelfunctions, ignoring their differentiability. The results are summarized in Table I . The AMSE is about 12 percent larger for a Gaussian kernel than for a Biweight kernel. An em pirical observation is thattruncated kernels such as a Triweightand an Epanechnikov in addition to a Biweight are better in terms of the AMSE criterion than a Gaussian kernel. Also, the AMSE criterion becomes larger for heavy-tailed kernels including a Laplace and a Sech, and we may conclude that heavy-tailed kernels are not good for use in the MLR.
IV. IRLS and its Convergence
A. Construction of IRLS for MLR from MM Algorithm
As mentioned in Section II, a plausible property of the MEM is that the objective function sequence {O(θ t )} given by the MEM converges no m atter what kernel is used. It would presumably be the main reason as to why the MEM has frequently been used. However, the maximization on the righthand side of (4) can explicitly be solved only when a Gaussian kernel is used. If using a non-Gaussian kernel, the M-step requires use of an additional optimization as an inner loop, such as the conventional gradient method. This may reduce computational efficiency and even suffer from convergence problem of the inner loop. In contrast, we consider in this section an IRLS-based parameter estimation method, which provides an explicit parameter update formula even when a non-Gaussian kernel is used. Although several existing works [3] , [6] , [7] using the IRLS for the MLR have not discussed its convergence properties, we clarify in this paper its convergence properties on the basis of reformulation of the IRLS based on the minorize-maximize (MM) algorithm [19] .
We first assum e that the kernel K h is symmetric about the origin. Hence, it is represented as K h (u) =k h ((u/h) 2 ) with a functionk h , called a profile of K h , where the term 'profile' is defined as follows. 
We further assume that the kernel function K h is quadratic minorizable as defined below. To that end, we first provide the definition of the minorizer.
Definition 2 (minorizer). We say that a function
Following this definition, notions concerning the quadratic m inorizability are given as follows:
Definition 3 (quadratic minorizability).
A quadratic minorizer of f (·) at u is defined as a minorizer of f (·) at u that is quadratic or constant. We call f (·) quadratically minorizable (QM) at u if it has a quadratic minorizer at u . Furthermore, when f (·) is QM at u , among quadratic minorizers of f (·) at u , the one whose vertex has the largest value is called the best quadratic minorizer of f (·) at u .
Then, one sufficientcondition thata function has a quadratic minorizer is provided as follows (see [20] for the details).
Lemma 1.
If a function f has a continuous, convex, and nonincreasing profilef with coefficient γ > 0, f is quadratically minorizable at any non-zero point. Also, the best quadratic minorizer h(·|u ) of f (·) at u 0 is
where g(u ) = γf (γu 2 ) and wheref (u ) is the minimum value among the subderivatives1 off at u .
From the viewpoints mentioned thus far, we introduce the following class of kernels for the MLR and IRLS. Although the QM kernel is m ore restrictive than the 'm odal regression kernel' defined in [7] , it includes a wide variety of practically-used kernel functions (see Table I and Figure 1 ). However, the QM kernel does not generally satisfy the conditions of Theorem 1, mainly with regard to its differentiability.
Definition 4 (QM kernel). A kernel function K h is called a QM kernel if K h is non-negative, continuous, and normalized and its profilek h is convex and non-increasing.
For the QM kernel K h , its best quadratic minorizer is represented as
where g h (u ) =ǩ h ((u /h) 2 )/h 2 when u 0, whereǩ h is the minimal value of the subderivative of the profilek h . However, for a kernel with a profile satisfying lim u↓0 dk h (u)/du −∞, g h (u ) is ill-defined at u = 0 and one cannot construct a quadratic minorizer when u is exactly equal to 0. For such a kernel, we assume that y i − θ t x i , i = 1, . . . , n, does not become exactly zero for all t. We also note that g h is nonpositive, since it is assumed that the profile of the QM kernel is non-increasing. Then, given θ t , we can constructa quadratic minorizer of the objective function (2) as
Moreover, on the basis of the stationary condition of the quadratic minorizer,
where g hit = g h (y i − θ t x i ), we construct the IRLS-based parameter update formula
or equivalently θ t+1 = (X G ht X) −1 X G ht y, where G ht is an n × n diagonal m atrix with diagonal elem ents g hit . When a Gaussian kernel is used, the IRLS (17) gives the same update formula as the MEM because of the relationship g hit ∝ p hit .
B. Convergence of IRLS for MLR
Since the IRLS is based on the MM algorithm, its ascent property and convergence can be proved from the general This theorem implies that the IRLS is superior to the MEM in that the form er allows for a variety of kernels to be practically used in the MLR with convergence guarantee.
We furtherm ore provide a stronger result stating that the IRLS with an Epanechnikov kernel converges in a finite number of iterations. The proof, detailed in Appendix C, is on the basis of the fact that the subderivative g hit takes only a finite number of values when an Epanechnikov kernel is used. 
V. Simulation Studies
The objective of the numericalexperiments described in this section is neither to com pare the MLR with other regression methods including OLS, least absolute deviation, Huber's robust regression, and so on, as in [3] , [4] , nor to try applying the MLR to real-world data. Rather, the objective is to verify our theoretical results on effects of the kernel function on the performance of the MLR.
In reference to the experiment design in [4] , we generated datasets consisting of n = 100, 200, . . . , 6400 iid samples from the heteroscedastic distribution Y = 1 + 3X 2 + (1 + 2X 2 ) with X 2 ∼ U([0, 1]) (let X = (1, X 2 ) ) and ∼ 0.5N(−1, 3 2 ) + 0.5N(1, 0.3 2 ) being independent, where U(s) is a uniform distribution with support s. Thus, the underlying conditional mode becomesm(X) = 1 + 3X 2 + (1 + 2X 2 )m ≈ 2 + 5X 2 sincē m = Mode( ) = 0.9897 . . . ≈ 1, and hence the underlying parameterθ is given byθ = (θ 1 ,θ 2 ) = (1 +m, 3 + 2m) .
We used the linear model Y = θ X, where θ = (θ 1 , θ 2 ) , and the IRLS (17) as a parameter estimation method2. We adopted the multi-startmethod with 10 points randomly drawn from U([θ 1 − 0.1,θ 1 + 0.1] × [θ 2 − 0.1,θ 2 + 0.1]) being used for the initial parameter θ 0 , in order to m itigate issues arising from the m ultim odality of an objective function. We judged 2We also experim ented the MEM using a conventional gradient m ethod in its inner loop (M-step), but it often stopped in a plateau when using non-Gaussian kernels. convergence by θ t+1 − θ t ≤ 10 −4 . We compared four different kernels:
It should be noted that the Laplace kernel is not QM at 0, but in ourexperiments, we did notencountera serious trouble caused by the update formula (17) becoming ill-defined as described in Section IV. Forthe bandwidth h = h n of the kernelfunction, we used the empirical counterpart of the optimal bandwidth in (10), on the basis of the datasets and the underlying data distribution. As an evaluation criterion of the MLR in our experiments, we adopted the MSE betweenθ n andθ, which was calculated on the basis of 1000 trials. We report the MSE and the standard deviation of the MSE in Table II .
When the sample size is the smallest, n = 100, the bestresult was obtained when the Gaussian kernel was used. However, increasing the sample size resulted in the smallest MSE when the Biweight kernelwas used. Also, the MSE with the Laplace kernel was the largest for every n. These results are in good agreem ent with the results of the asym ptotic analysis3 given in Theorem 2 and Table I .
The ranking of the calculation time of the IRLS for each kernel did not change even if the sample size n was varied. Therefore, we report the calculation times with n = 6400: the IRLS converged in 5.9, 11.5, 16.0, and 145.7 seconds from an initial point on average for the Epanechnikov, Biweight, Gaussian, and Laplace kernels, respectively. Thus, the computational efficiency with the Epanechnikov kernel, as suggested by Theorem 4, was confirmed.
VI. Conclusion
First, we have found that a Biweight kernelis optimalin the sense of minimizing the AMSE of the MLR parameterestimator (Theorem 2), via refining the theorem on the asym ptotic normality of it (Theorem 1). Truncated kernels are generally more suitable forthe MLR than heavy-tailed kernels (Table I) .
Secondly, we have analyzed the IRLS, which is applicable to a wider kernel class opposed to the MEM which gives an analytic param eter update only for a Gaussian kernel. We have provided a sufficient condition under which the objective function sequence given via the IRLS converges (Theorem 3). Moreover, we have shown that both of the objective function and parameter estimate sequences obtained 3Our analysis in Section III is based on the asymptotics concerning when the sample size n is large enough. Readers may want to know the theory for the small sample case, but there is no valid result for kernel selection in such a case, as far as we are aware of. by the IRLS converge exactly in a finite number of iterations when an Epanechnikov kernel is used (Theorem 4).
In the sim ulation, am ong those kernels investigated, the MSE under the large sample size became the smallest for a Biweight kernel and the computational efficiency of the IRLS was best for an Epanechnikov kernel, as suggested in our theorems.
From the above results, one would be able to recommend a Biweight kernel or an Epanechnikov kernel for use in the MLR; practitioners can selectthem properly according to their needs, on the basis of the findings in this paper. Additionally in order to use them, it will be reasonable to proceed with discussion in the framework of the IRLS-based parameter estim ation.
Appendix
A. Proof Outline of Theorem 1
The Taylor expansion of ∇O(θ) atθ n aroundθ is
where b n = ∇O(θ), A n = ∇ 2 O(θ * ), and where an appropriately determ ined θ * satisfying θ * −θ ≤ θ n −θ . The equation (18) impliesθ n −θ = −A −1 n b n if A n is regular. [3] has proved that A n is a consistent estimator ofÃ. Although the asym ptotic norm ality of b n has been also proved, its mean reduces to 0 due to their strong assumption h n = o(n −1/7 ). Thus, it is enough to clarify the mean of b n and requirements for the proof, under the weaker assumptions. These can be proved on the basis of the Taylorexpansion-based analysis fram ework. The regularity conditions of Theorem 1, which are same as ones given in [3] , are Also, it should be noted that [4] has shown a Gaussian case and that the sam e analysis m ethod has appeared in m ode estimation [21] , [22] , and these works are also a reference.
B. Proof Outline of Theorem 2
Theorem 2 can be proved by applying in order Theorem 1 (v), (iii), and Theorem C in [18] . The AMSE criterion U 6/7 V 4/7 is invariant of the scaling of the kernel function, so thata Biweightkernelis optimaleven if itis arbitrarily scaled. The compact support is not presumed.
C. Proof of Theorem 4
Let N = {1, . . . , n}, and I(θ) be the set of indices forwhich the argum ent y i − θ x i of K h (y i − θ x i ) is in the non-flat region of the kernel K h :
Thus, the objective function (2) is written as
and the corresponding update of the IRLS (17) becomes
where c h = 3/(4h) and we let I t to denote I(θ t ). For any θ, I(θ) is in P(N), the power set of N. We note that, given a sample set, θ t+1 depends on θ t only through I t . Thus, at most |P(N)| = 2 n different values appear in the parameter estimate sequence {θ t } as well as the sequence {O(θ t )}. Convergence of {O(θ t )} is guaranteed by Theorem 3. Since a finite number of values appear in {O(θ t )}, there exists τ such that for all t ≥ τ, O(θ t ) is a constant. In the following, we prove that {θ t } also converges at τth iteration. Introduce the best quadratic minorizer of O(θ) at θ as
The inequality (12) implies 
Since the left-hand side equals to 0, one has θ τ+1 = θ τ and consequently θ t is constant for t ≥ τ, under the additional condition that the Hessian ∝ − i ∈I τ x i x i of O(θ) at θ = θ τ is negative definite. This completes the proof. The Hessian of O(θ τ ) is written as A n in the Appendix A. Under the asymptotic situation satisfying the conditions of Theorem 1, the Hessian A n gets negative definite, and hence the latter half of Theorem 4 holds. Also, this convergence result still holds even if using the update θ t+1 = (X G ht X − I) −1 X G ht y with > 0 and an identity m atrix I. This form corresponds to a 2 -regularized version of the MLR or a technique forstabilization of inverse matrix calculation. In this case, the additional condition is not needed.
Finally, we would like to note thatthis way to prove has been similarly conducted forthe analysis [23] , [24] of the mean shift algorithm (MS), which is used formode estimation and so on. The MS also can be viewed as a MM-based optimization of a kernel-based objective function. Additionally, the relationship between the MS and the MEM for mode estimation is similar to that of the IRLS and the MEM for the MLR; the MS is more generic [25] . The MEM transforms problems that are easier to directly optim ize into harder problem s.
