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Résumé
Dans cet article, nous étudions la décomposition en ondelettes et en paquet s
d'ondelettes des processus aléatoires stationnaires au sens large . Le cadre choisi
pour l'exposition est celui de l'intégrale stochastique . Dans le cas des processu s
à bande limitée, qui sont ceux rencontrés dans la pratique, nous étudions le
comportement asymptotique des moments d'ordre 1 et 2 des suites des coefficient s
d'ondelettes, en donnant les conditions de convergence de ces suites vers de s
séquences blanches en fonction de la régularité et du niveau de décomposition . Le
lien étroit entre ces résultats et la localisation fréquentielle des paquets d'ondelette s
est analysée .
Mots clés : décomposition en paquets d' ondelettes, décomposition en ondelettes ,
processus aléatoires, processus aléatoires stationnaires au sens large, intégral e
stochastique, propriétés statistiques des coefficients d'ondelettes, localisatio n
fréquentielle des paquets d'ondelettes .
Abstract
This paper deals with wide—sense stationnary processes analysis through wavelet
and wavelet packets decomposition. This study is based on the theory of Stochastic
Integral. In the case of band—limited processes (which are those encountered a t
most from a praticai point of view), we show that the wavelet packets coefficien t
ara asymptotically uncorrelated random variables, taking into account the wavele t
packets regularity and the decomposition level . The relation between this conver-
gence toward uncorrelated random variables and the subspaces frequency local-
ization is analysed.
Key words : Wavelet packets decomposition, wavelet decomposition, random
processes, wide—sense stationnary random processes, stochastic integral, wavele t
coefficients statistical properties, wavelet packets frequency localization .
NOTATIONS F(Z)
F(N)
L 2 (R)
Ensemble des parties finies de Z
Ensemble des parties finies de N
Ensemble des fonctions numériques à valeur s
TF Transformée de Fourier danse, de carré sommable
BH Base de Hilbert f E L 2 (R)
	
fR f(x)2dx < +oc
C Corps des complexes . Soit x Et,
le conjugué de x
désigne L 2 ([0, 27r]) Ensemble des fonctions complexe s
27r-périodiques et L 2 intégrable s
R Corps des réels l 2 (Z) Ensemble des suites sur Z, à valeurs dansa' ,
Z Ensemble des entiers relatifs de
	
sommable
/
carré
N Ensemble des entiers naturels (f(n))n E l2(z) À EnEZ I f (n) I2< +00
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F (f), f
xi
désigneront la Transformée de Fourier de f
Fonction caractéristique de l'ensemble I C R
<#xE I = x i (x)=1etx I' x i (x)= 0
Soit I, un sous-ensemble de R, et A E R, on définit l'ensemble
AIparAI={Àx/xEI }
Soit I, un sous-ensemble de R, et A E R, on définit l'ensemble
I+Aparl+A= {A+x/x E I }
L 2 (R) est munie de la norme dite L 2 , définie par : f 112 =
fR f (x) i 2dx, associée au produit scalaire défini par : V(f, g) E
L2(R) x L2(R), (f tg) = fR f (x)g(x)dx
Soit V un sous-espace de L 2 (R), alors V = Clos L 2 (R) (9n /n E
Z) signifie que (9n)fEz est une base de Riesz de V, c'est-
à-dire, que quelle que soit f, élément de V, il existe une
unique suite de coefficients cn (f )) n indexée sur Z, telle que
la famille (cn (f)9n ) nez soit sommable de somme f : f =
EnEz en (f )9n, au sens de la norme L 2 .
'rk est l'opérateur retard : pour f dans L 2 (R), (Tk f)(x) = f (x—k )
D est l'opérateur de dilatation : pour f dans L 2 (R), (D f)(x) =
f
(
~2
Cet opérateur est une isométrie de L2 (R) .
1 . Introduction
Les algorithmes d'analyse du signal et de l'image par ondelette s
suscitent beaucoup d'intérêt, autant pour les améliorations tech-
niques (notamment en ce qui concerne le codage de l'information ,
la synthèse de signaux) qu'ils permettent que par les concept s
nouveaux ou la généralisation de théories plus anciennes qu'il s
apportent (filtrage demi—bande et filtres miroirs en quadrature) .
Si l'application des algorithmes de décomposition orthonormale
(algorithme de Mallat [Ma12] et paquets d'ondelettes [Mey1] ,
[Mey2], [Chui]) sur un signal s(t) ne soulève aucun problèm efRthéorique dès que le signal est d'énergie finie (Is(t)i 2 dt <
+oc), il n'en va pas de même dans le cas d'une version bruité e
x(t) = s(t) + b(t) où b(t) est un processus stationnaire au sens
large : les trajectoires d'un tel processus n'étant pas en généra l
d'énergies finies, définir le comportement d'un algorithme d e
décomposition appliqué à ce type de signal requiert certaine s
précautions théoriques .
La décomposition de processus stochastiques harmonisables au
sens de Loeve dans le cadre d'une analyse multirésolution
régulière au sens de Meyer a été décrite par P.W. Wong ([Wong]) ,
ainsi que par C . Houdré et co—auteurs ([Houdl], [Houd2]), don t
les récents travaux concernent notamment les liens théorique s
entre décomposition en ondelette et processus stochastiques sta -
tionnaires du second ordre . Ici, nous nous proposons de déter-
miner le comportement d'une décomposition arborescente de type
paquets d'ondelettes, non nécessairement régulière au sens
de l'analyse multi—résolution, lorsque celle—ci est appliquée à
un processus stochastique stationnaire au sens large, continu en
moyenne quadratique . Parmi ces processus, ceux dont la mesur e
spectrale est à support compact sont d'ailleurs parmi les plus im -
portants dans la pratique du traitement du signal . En effet, u n
signal utile s(t), perturbé par un bruit b(t), supposé stationnaire,
est, préalablement à toute numérisation, filtré par un filtre anti —
repliement respectant le théorème de Shannon en ce qui concern e
le signal s(t), de telle sorte que le signal que l'on échantillonne
est s(t) + x(t) où x(t) est le résultat du filtrage de b(t) par le filtre
anti—repliement. Le bruit x(t) est donc non seulement station-
naire, mais aussi à bande limitée (égale à la largeur de bande d u
filtre anti—repliement) . D'où l'opportunité de savoir décomposer
de tels processus .
Comme nous l'évoquions ci—dessus, aucune hypothèse de régu-
larité (au sens de l'analyse multirésolution) sur les filtres miroirs
en quadrature utilisés ne sera requise dans un premier temps . La
théorie développée se prêtera parfaitement au calcul des moment s
d'ordre 1 et 2 des variables aléatoires que sont les coefficients d' on -
delettes issus de la décomposition, et via ensuite l'adjonction d e
quelques hypothèses supplémentaires, nous pourrons détermine r
aussi le comportement asymptotique de ces moments d'ordre 1
et 2, lorsque le niveau de décomposition et la régularité des fil-
tres miroirs en quadrature croissent . Nous verrons que les résultats
obtenus sont en fait étroitement liés à la localisation fréquentielle
des paquets qui n'est hélas pas aussi prometteuse que l'intuitio n
pourrait le laisser prévoir comme le note Y . Meyer dans [Mey2] .
Venons—en à présent à l'organisation du travail .
Le paragraphe 2 est consacré à la présentation du matériel clas-
sique, nécessaire à la compréhension de la suite de l'article, e t
concernant :
— les paquets d'ondelette s
—le splitting lemma
—l'application du splitting lemma à la décomposition d'espaces d e
Hilbert séparables rapportés à une base de Riesz (dont l'espac e
des fonctions à spectre dont le support est contenu dans u n
compact fixe) .
Le paragraphe 3 aborde le problème de la décomposition d'u n
processus stationnaire en paquets d'ondelettes . Le cadre choisi
pour l'exposition est celui de l'intégrale stochastique .
Au paragraphe 4, qui constitue le coeur du travail, nous étudion s
les propriétés statistiques du premier et du second ordre de s
coefficients d'ondelettes associés à un processus stationnaire et
leur comportement asymptotique . Ce développement est l'occa-
sion d'approfondir les problèmes liés à la localisation des paquet s
d'ondelettes en identifiant les relations étroites entre cette mém é
localisation et les comportements asymptotiques des moment s
d'ordre 2 des coefficients issus de la décomposition .
Le paragraphe 5 décrit les conclusions et perspectives majeure s
issues de ce travail .
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Conze et Raugi (cf [Raul), qui obtiennent par des moyens diffé-
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résidant ici dans l'étude du comportement asymptotique que nou s
développons), et ceux de E . Séré (cf [Séré 1 ] et [Séré2]), qui précise
la localisation fréquentielle des paquets d' ondelettes selon les fil-
tres miroirs en quadrature utilisés .
Nous remercions aussi la Direction des Recherches, Étude s
Techniques (D .R.E .T.) et plus particulièrement Monsieur Rou-
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port matériel ont permis l'aboutissement de ces travaux (contra t
D.R .E .T. 92—410) .
Enfin, nous remercions l'un des experts du comité de lecture pour
ses suggestions concernant certains points techniques et la pré-
sentation du travail .
2. Filtres miroirs en quadrature, splitting
Lemma, Paquets d'ondelettes
Nous allons ici fixer les notations et hypothèses principale s
utilisées dans ce travail .
2.1. ANALYSE MULTIRÉSOLUTION
Un sous—espace U de L 2 (R) sera appelé espace d'interpolatio n
de pas 2P avec p > 0, si U est l'adhérence dans L 2 (R) du sous—
espace engendré par les translatées (T2P .k/i)kez d'une fonction p
de L 2(R), telle que la suite (T2P
. k µ) keZ soit une base hilbertienne
de U, et on notera cet espace U = ClosL2(R) (TZ P . kp/k E Z) .
La fonction t est appelée fonction d'interpolation . Les fonction s
d'interpolation que nous utiliserons dans la suite seront supposée s
réelles .
On désignera par ho et h l , deux filtres miroirs en quadratur e
de Transformées de Fourier respectives mo(w) et m i (w) et res-
pectivement associées à la fonction d'échelle cp et à l'ondelett e
orthogonale T .
Nous rappelons quelques propriétés utiles de ces fonctions :
(a) on suppose mo (0 dérivable et telle que mo(0) =
(b) l mo(0 1 2 + lmo( +7r)I2 = 2
(c) ?no(0 est non nul sur [—ir/2, 7r/2 ]
(d) mi ( ) = e Z m o ( + 7)
(e) ho(k) = (DcplTk(p) et h i (k) = (DTITk cp) où D est l'opé-
rateur de dilatation et (I) désignent le produit scalaire sur L 2 (R )
(f) / (2e) = mo (e) (e) et i / (2 ) = m i ( ) ) où (P( )
et ( ) désignent les Transformées de Fourier respectives de cp
et ‘if .
(g) cP(O _ Il fmo ( 2 /k> 1
2.2. PAQUETS D'ONDELETTE S
Un résultat fondamental : le Splitting Lemma
Nous rappelons ici, sous une forme adaptée à nos besoins, l e
classique « Splitting Lemma », dont on trouvera une version dan s
[Mey1], [Chui] et [Daub3] .
2.2.1 . Lemme (Splitting Lemma )
Soit U = C1os L 2 (R) ( T2 P . k µ/k E Z) un espace d'interpolation
de pas 2 P dont (T2P .k p)kEZ est une base de Hilbert .
Soient deux filtres miroirs en quadrature mo(w) et m i (w), de
réponses impulsionnelles respectives ho(n) et h l (n) .
Soient µ° = E ho(n)(T2P .n i) et /i' = E hl (n)(T2P .n, µ) •
n
	
n
Alors (T2p+1 k 1t°)koZ et (T2P+1 k µl)kEZ sont des bases de
Hilbert des espaces d'interpolation de pas 2 P+ l
U° = C1oS L 2 (R) (7-2P+1 k i°/k E Z)
U' = C1osL2(R) (T2P+1 k µl /k E Z)
qui sont tels que U = U° +L U' .
Pour la commodité du lecteur, nous donnerons une preuve de c e
résultat à l'annexe 1 .
Il est à noter, cela est essentiel, que les filtres miroirs en quadratur e
mo O et m lO ne sont en rien liés à la fonction p. En particulier,
on pourra décomposer l'espace Vs des fonctions f de L 2 (R )
telles que le support de F f est contenu dans [—it, 7] .
Pour f = E c k (Tk µ) E U, nous désignerons par PE f ,
k
E E {0, If, la projection orthogonale de f sur l'espace U° .
Si on désigne par c = (c k ) k et par cE = (e ) k la suite des
coefficients de f et de P Ef = E ck(Tk µ), on dispose de la rela-
k
fion c E = A(h,+ * c) où hÉ (k) = h E (—k) et A désigne l'opérateu r
de sous—échantillonnage par 2 .
Nous pouvons prendre p = cps (ps(t) = S'	~tt) ) p = 0, et
décomposer Vs .
Nous pouvons aussi, si t est une fonction de L2(R) telle que
(Tk I )kez soit une famille orthonormale (nous dirons alors qu e
p est une fonction d'interpolation orthonormale), considérer le s
suites c E 1 2 (Z) et c° E 1 2 (Z), ci E 12 (Z) déduites de c par
l'action de h(l)- et hi comme précédemment, pour engendrer de s
éléments f E U, f ° E U° et f' E U', telles que
f —
	
ek ( Tk P) ' f' =
	
e k (Tk P)
k
avec µ E _ E hE (n) ( Tn l i )
n
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2.2 .2 . Application des paquets d'ondelettes à la décom-
position d'un espace d'interpolation de pas 1
Dans la suite, la notation rP désignera un élément e p =
(r i , . . . , rP ) de {0, 1} P . On introduit alors la suite de fonction s
suivante :
/,(,EP
= E14,(k)(T2P-1
.kN-P -1 ) pour tout p E N* e t
k
E P E {0,1}P . On a alors la relatio n
(FµEP )(O = m e r, e'-')(F µEP (e) )
avec la convention 1uo = p .
Une récurrence aisée montre alors que :
p
(F µEP )O = IImEk(2k - 1 )(Fµ)(O •
k= 1
Si on introduit les espaces UEP ClosL 2 (R) 0-2P . k µEP/k E Z),
avec UEo = U de manière conventionnelle, le Splitting Lemma
permet d'écrire que, pour tout p > 1 ,
UEP = U` EP'°)
	
UEP > l )
Si f = E Ck(Tk µ) E U et c = (ck)k et en désignant par PE Pf
k
la projection orthogonale de f sur UEP nous avon s
E
ck
P
('72P-k µ)
et nous dirons que les ck' sont les coefficients de f dans s a
décomposition dans l'arborescence des UEP . Nous noterons CEP
la suite des (ctP ) k . On passe de la projection PEP f de f sur UEP
aux projections P (4'0 f de f sur U&P' E) où e E {0, 11, par l a
relation c (EP' E) = A(h,- * cP ) .
2.2 .3. Décomposition de l'espace d'interpolation de
Shannon
Nous allons maintenant décrire, selon le schéma qui précède, l a
décomposition de U = Vos . On peut prendre µ = sinc = cps
et deux filtres miroirs en quadrature mo(w) et m i (w) sans lien s
particuliers avec cps . On aura ici, puisque µ = cps = xo avec
A = [
- it, +7r] :
P
(F/iEP )0) = II mEk ( 2k-1 ) xo(~)
k=l
avec : A = [-7r, +7r] .
Mais on peut aussi choisir pour mo(w)() et m i (w) les filtre s
miroirs en quadrature associés directement à l'analyse mufti-
résolution dite de Shannon : 4 (0 et miO. La relation
V (Fvs)(2 ) = mó0)(F Ps)(
et la 27r-périodicité de mg, donnent immédiatemen t
xoo ( - 2n7r)
n
où Do = [-2,+2] .
On obtient auss i
mi (~) = e-i aE x0o ( + 7r - 2n7r )
n
= \/e
-2" E )(01 ( - 2n7r )
n
avec Di = [-7r, 2 ] U [ 2 , 7r] .
En utilisant les filtres 4 (0 et ml O, on génère une décom-
position « idéale » de l'espace Vos . Nous désignerons alors par
cps' EP les fonctions µEP lorsqu'on utilise ces filtres idéaux mg ( )
et mi (0, pour lesquelles nous avons :
p
(F(ps'EP)(e)
= ft m4k
02k-i
)xo(~)
k= 1
OÙ e P = (el, . . .,r ) E {0, 11 P .
La notation ps' EP sera réservée aux fonctions du type
lorsqu'on utilise des filtres miroirs en quadrature quelconques
et p =sine = cps , de sorte que :
p
(Fµs'EP)(e) = II mEk( 2k-i )xo(O
k= 1
Pour la suite, nous aurons besoin de connaître de façon précise,
la valeur exacte des fonctions Fcps 'EP . Cette précision technique
est donnée par le résultat suivant .
2 .2.4. Proposition
Avec les notations qui précèdent, on a, pour tout entier p E N* et
tout p-uplet fP = (E i , . . . , r) E {0,1}P , Fcps'EP = 2P' 2xAfp
où DEP est l'ensemble :
7r
	
7r
,AEP = [-aE P -
2P,
-aE P] U [ a EP, aEP +
ZP]
,
avec
i) aEP = nEP zP ,
ii) les entiers nEP E {0, . . . , 2 P -1 } étant donnés par l'algorithme
suivant :
a) pour p = 1, fP = f i = e E {0, 1] et nEP = e
b )
SiEP+1 = O
Si n E P est pair :
nEP+~ = 271,P et a4+1 =
Si nEP = 1 est impair :
n5-P+1 = 2nEP + 1 et aEP+1 = aEP + 2P+ 1
PE Pf
A
EP
7r
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Si E p+ l = 1
Si nE P est pair :
7r
nEP+1 = 2nP + 1 et aP+1 = aEP + 2 p + 1
Si npv = 1 est impair :
n4+ 1 = 2n EP + 1 et aEP +1 = aEp
Preuve : Nous omettrons la preuve de cet exercice de routine .
Remarques :
1) On dispose de la formule de récurrence :
nEP + e
n E p +l = 3nP + ep+1 — 2E
(
	
2
	 p+ 1
où E(x) désigne la partie entière de x .
2) S'il se peut que la suite nE ' n'admette pas de limite lorsque
p croît, par contre, la suite aEP admet une limite lorsque p tend
vers l'infini, pour tout E = (r i )z> 1 E {0,1}N', tout p E IV*
et avec E p = (E1, . . . , sp ) . En effet, il suffit d'observer que
arp+l — arp < 2} 1 , ce qui assure que la suite aE P est une suite
de Cauchy. Nous noterons a = lim a EP .
3) Le résultat précédent fournit la localisation fréquentielle de s
paquets d'ondelettes lorsqu'on utilise les filtres idéaux pour l a
décomposition de Us . Lorsque ce ne sont pas les filtres idéau x
qui sont utilisés pour décomposer Vos , mais des filtres miroirs e n
quadrature quelconques, le résultat précédent approxime seule -
ment la localisation fréquentielle des fonctions
lorsqu'on l'applique à un signal bruité et, en premier lieu, à
un bruit pur. Pour répondre à ces questions, nous utiliserons l a
représentation d'un tel processus sous la forme d'une intégrale de
Fourier d'une mesure stochastique orthogonale, telle qu'elle es t
décrite dans [Gui—Sko] et au sujet de laquelle nous allons faire u n
minimum de rappels en suivant cette référence .
3.1. INTÉGRALE STOCHASTIQUE ET APPLICA-
TION AUX PROCESSU S
3.1 .1 . Mesures et Intégrales Stochastiques
Soient {ft T, P}, un espace probabilisé et L2{1l,T, P} l'espace
des variables aléatoires à valeurs complexes de carré intégrable .
Soit d'autre part, un espace mesuré complet {E, B, m} tel que
B soit la tribu engendrée a(Bo) par la famille Bo des éléments
de B de mesure finie pour la mesure m, supposée positive .
On suppose que {E, B, m} est obtenu par prolongement d'un e
fonction simplement additive m, sur un anneau de parties M
associé à une application X de M dans L 2 {1l, T, P}, telle que :
(1)V A E M, X(A) E L2 {S2, T, P} et X(0) = 0
(2) V (O1, A 2 ) E M x M, O 1 n A2
	
X(0 1 U A 2 ) =
X ( A l) + X (0 2 )
(3)V (A l , A 2 ) E M x M, E[X(0 1 )X(A 2 )] = 1n(0' n A 2 )
On dit que la famille {X(A/A E Bo} est une mesure stochastique
orthogonale élémentaire et que m est sa fonction structurelle .
La classe Lo{M} des fonctions simples est constituée des fonc-
tions de E dans a' de la form e
n
p
(Ff~s'EP)(~) = 1-1 m, (0 k—1 )(Fe )(~) C kX k avec Ak E M.f = k= 1k= 1
et nous verrons que la précision de cette localisation est liée à l a
régularité des filtres miroirs en quadrature (cf paragraphe 4 .3 .3) .
3. Décomposition de processus
stochastiques stationnaires
par paquets d'ondelette s
Comme précisé dans l'introduction, nous nous proposons de don-
ner une décomposition d'un processus stochastique, stationnair e
au sens large, continu en moyenne quadratique selon une arbores -
cence du type paquets d' ondelettes comme décrit dans les section s
précédentes . Lorsque nous parlerons de «décomposition d'un
processus », nous nous plaçons du point de vue de l'ingénieur
en traitement du signal . Ayant à traiter des signaux bruités et dis-
posant d'un algorithme de décomposition selon une arborescence
en paquets d'ondelettes comme envisagée en 2 .2 .1 ., la questio n
qui se pose est de savoir comment se comporte cet algorithme
L'intégrale stochastique d'une telle fonction f de Lo{M} est l a
variable aléatoir e
I (f) = f f(O dX(i;) =
Pour deux fonctions quelconques f et g de Lo{M}, on pourra
écrire
n
f=
k=1
	
k= 1
les Ok étant disjoints 2 à 2 car M est un anneau .
Par suite
E[I(f) I(g)] = f F(e)g(~) d m(O = L c k d k •
k= 1
Désignons par L2{M} l'adhérence de Lo{M} dans
L 2{E, B, m} . L'application I s'étend en une isométrie, en -
core notée I de L 2{M} sur l'adhérence L 2 {X} de Lo{X} =
I(Lo{M}) . On écrira encore I(f) = J fO d X O pour f E
ckX(Ok) .
k= 1
ckXo k et g =
	
kXo k
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L 2 {M} et on appellera I (f) l'intégrale stochastique astique de f par
rapport à X . On a encore E[I(f) I (g)] = J fO gO d mO
pour f, g E L2 {M} = L2{E, B, m}, cette dernière égalité
traduisant la densité des fonctions simples dans L 2 {E, B, m}
comme usuellement.
Si maintenant Bo est la famille des A de B tels que m(0) es t
finie, de telle sorte que B = a(Bo), on désignera encore par X
la fonction d'ensemble de Bo dans L 2 {X } définie par
X(A) = f xA OdXO car xAO E L 2 {E,B,m} .
La fonction X ainsi prolongée vérifi e
X ( Un>1 An) =)X(An )
n> 1
avec convergence dans L 2 {51,T, P} si A n E Bo et Ai n A k = 0
pour j k ainsi que E[X (A) X (B)] = m(A n B) pour A, B E
Bo . Elle est encore appelée mesure orthogonale stochastique .
3.1 .2. Application aux processus stochastique s
Considérons à présent un processus aléatoire x(t) hilbertien
(b' t E R, x(t) E L 2 {52, T, P}), continu en moyenne quadratique ,
stationnaire au sens large (E[x(t) = mx , E[x(t)x(s)] = F(t — s)
où F est continue) . On sait alors qu'il existe une mesure m, posi-
tive et bornée sur R telle que F(t) = J it d mO (théorème de
Khintchine, m est la mesure spectrale du processus) .
Désignons par L 2 {x} l'adhérence dans L 2 {52, T, P} de l'ensem-
n
ble des variables aléatoires de la forme E ck X(tk) pour n E IV*
k= 1
et —oc < t l < t 2 < . . . < tn < oc et par L 2 {m} l'espac e
L 2 {R, B, m} . Il existe alors une mesure stochastique orthogo-
nale X sur (R, B) (où B est la tribu associée à m) associée à x(t )
de telle sorte qu'il existe une isométrie entre L 2 {m} et L2 {x}, qui
échange x(t) et e—itf, XA et X (A) et pour laquelle x(t) s'exprim e
sous forme d'une intégrale stochastique :
x(t) = fe utf d X ( O
Si f et g, deux éléments de L2{R, B, m}, définissent les va-
riables aléatoires I( f ) et I (g) de L2 {52, T, P} par I( f ) =
ff() dX(e) et I (g) = fg()dx(), on a E[I(f)I ( g )] _
ff(Og (O dm (O•
3.2 . PAQUETS D'ONDELETTES ASSOCIÉS À UNE
MESURE ORTHOGONALE STOCHASTIQU E
RELATIVEMENT À UN ESPACE D'INTER-
POLATION ET À 2 FILTRES MIROIRS EN
QUADRATURE
Ce paragraphe est consacré au résultat que voici .
3.2 .1 . Théorèm e
Soit X une mexsure stochastique orthogonale à valeurs dan s
L2 {52,T, P}, associée à la mesure structurelle positive m sup-
posée de la forme dm yOd avec 7(0 E (R) n Li (R) .
Soit U = C1os L2 (R) (Tkµ/k E Z) un espace d'interpolation de
pas 1 dont une base de Hilbert est (Tkµ)kEZ, pour E L2 (R )
donnée .
Soient mo(t)et m i (0) deux filtres miroirs en quadrature, d e
réponses impulsionnelles respectives ho (n) et h l (n) (indépen-
dants de µ) réelles .
On définit les fonctions µ-E-P de L2 (R) pour E p E {0, 11, p E 1V* ,
par µko =µet pour p > 1, par :
	
1J p =
	
hEp( k)(T2P-1 ) •
kEZ
Soient enfin les variables aléatoires hilbertiennes définies par :
c-kP = I (e i2Pkf(Fµkv)(0) où I est l'intégrale stochastique
associée aux données de X et m.
On a alors, pour tout k E Z, p E N :
~
hEP+1 (n — 2k)ckp
nEZ
la convergence ayant lieu au sens des familles sommables dan s
l'espace de Hilbert L 2 {52, T, P} .
Démonstration :
Nous allons étudier E
E
EP+1 (n — 2k)cn
nEJ
et J est une partie finie de Z.
Puisque UEP +1 C UEP (notations du paragraphe 2 .1 .), on a
T2p+1 .kµ P+1 qui est élément de UEP et qui peut donc être écrit
sous la forme :
T2P+ 1 kµ}1 =
	
(72P+1 ktt'
nEZ
Mais on dispose des égalités :
C k _
i
o u
~=P+ 1
J
,„7
J
E P+ 1
	
EP+ 1
— e k
T2pnµEP/ (T2 P nl-~EP )
( TZp+ 1 .kµEP+1 7-2PnftP ) _ ~µEP+ 1 T2P Oz-2k) µ p
=
hEp+1(n — 2k) .
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Aussi
72P+1 kµEP+1 =
	
hEP+1 (n — 2k) (7-2P nI~EP ) ,
EZ
qui donne par Transformée de Fourier et conjugaison complexe :
e02P+1
k (F/IEP+l )( ) =
	
hEP}1 (n — 2k)ei2Pn (FpP )( .
(1 )
Il vient alors, d'après les définitions :
= ekP+ ~ — E hEP+1(n — 2k)cn
nE J
=
Je02P+(FP+1 )(OdX ( )
—E hEP+1 (n — 2k) Je0 2P (F)()dx( )
nEJ
f [ei2P+1k (FbtEP+1)( )
— E
(F /14 ))( )] dX
nEJ
( )
D'après l'hypothèse faite sur la mesure structurell e
dm = 2;7, 7(04, la fonction qui figure dans cette dernière
intégrale stochastique est élément de L 2 {R, B, m} . Par
conséquent :
= ~R
ei2P+'k ~ (F µ
sP}1 )(S )
—
E hEP+i (n — 2k)ei2Pn~ (F I ~~ P ) (~ )
nEJ
et puisque y() E L°°(R), nous avons :
< 11711 —
2
JR
ei2 ' (FFtE +1 ) ( )
—
E h,,,+ ,(n — 2k ) ei2Pn ~( Fp,EP )(O
nEJ
qui peut être rendu arbitrairement petit d'après (1) . D'où l a
proposition .
Nous résumerons formellement ce résultat par la relation :
(,` P+ 1 A (hP}1 *
avec c'P = (J- ) k et où A désigne l'opérateur de sous—échantil -
lonnage par 2.
Nous allons appliquer le résultat précédent au cas d'un processu s
x(t), hilbertien, stationnaire au sens large, continu en moyenne
quadratique et de mesure spectrale dm = yOdk, avec y(e) E
L°° (R) à support contenu dans [—7r, 7d (Bande spectrale limité e
à [—7r, 7r]) . Nous pouvons écrire ce processus sous la forme
cessus et de mesure structurelle m . Nous prendrons alors ft = cps
et introduirons les variables aléatoires, pour p > 0 :
= fet2Pk (Fps,EP)(OdX(~) (p > 0) .
Si on calcule x(k) — cl °, il vient :
x(k) — ck = fezke[1 — (FcPS)(O]dX (O
puis
E[lx(k) ck 12]
	
27r f~ ~ 1 — (F (ps)(01 2y (O<
ce qui assure x(k) = ck . L'application du théorème 3 .2 .1 . perme t
alors d'énoncer (avec les notations de 3 .2 .1 .) :
3.2 .2. Théorèm e
x(t)
= où X est une mesure stochastique orthogonale associée au pro-
Soit x(t) un processus hilbertien, stationnaire au sens large ,
continu en moyenne quadratique, de mesure stochastique X ,
associée à la fonction structurelle m telle que dmO = z~ y( )de
avec 7(0) E L°°(R) à support dans [—7r, 7r] . Les variables
aléatoires hilbertiennes ck° définies par
~kP = f e22Pg (Fµs' CP)O dX( )
pour p E IV, k E Z, vérifient :
(i) ck = x(k)
	
(ii)
	
hEP +i(n — 2k)ckP
nEZ
4 . Propriétés statistiques du premier et du
second ordre des coefficients d'ondelette
d'un processus stationnaire et comporte-
ments asymptotiques
Nous retournons ici à l'étude d'un processus hilbertien x(t )
stationnaire, continu en moyenne quadratique, que l'on peut
écrire comme une intégrale stochastique x(t) = J e2t dX O, la
mesure stochastique orthogonale X étant de mesure structurell e
drnO =Za y( )d , avec yO E L°°(R) n L'(R) . La fonctio n
d corrélation de x(t) peut alors s'écrire sous la forme
r(t, s) = E[x(t)x(s)] = F(t — s) = Tri- feie(t—s)y(Ock .
Ti=
J
P+1
1rlJP+ 1r[
2
dm( )
2
d(O
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Le cas où yO est à support compact dans [—7r, 7r] n'est alors
qu'un cas particulier de ces hypothèses pour lequel, lorsque p = 0 ,
les valeurs c sont directement égales aux échantillons de bruit ,
comme nous l'avons montré au paragraphe 3 .2 .
D'après le paragraphe précédent, nous avons, pour tout p E lV :
4 .1 .3 . Cas d'un bruit blanc centré
On peut montrer, en utilisant la notion de processus généralisé ,
que les calculs précédents restent valables dans le cas d'un brui t
blanc, centré, de variance o'2 , pour lequel nous avons mx = 0 et
yO=Q2 ,d'où :
e~P+ 1 =
k
E
hEP .~ i (n – 2k)cc E[ckP ] = 0
nel
	
e t
c~P = fe 2 (F P )()dX()
E cEPCEP
	
= 0-2 1 f ea~2 P (k—1 )
[ k
	
27r J
avec
2
d~Fµ'P (O
4.1 . CALCUL DES MOMENT S
Nous allons étudier les moments d'ordre 1 et 2 des variable s
aléatoires ckP
4.1 .1 . Moment d'ordre 1 (ou moyenne )
Comme ck° = E hEP+, (n — 2k)4P converge dans
nE Z
L2{Sl,T, P}, on a :
E[4P+1]
_ ~ hEP}1(n — 2k)E[4P ]
nE Z
Pour p = 0, en = x(n) et donc E[cn] = E[x(n)] est égale à l a
moyenne du processus que nous noterons mx = E[x(t)] .
Nous obtenons alor s
E[ck1] = E hEP +1(n — 2k)E[cn° ] = mx ~ hEP +1(n — 2k) ,
nEZ
	
nEZ
soit
E[ck1 ] = mx m ,1(0)
Par une récurrence immédiate, on obtient, plus généralement :
P
E[ckP] = mx H mEb ( 0 )
j=1
En particulier, E[ck"] sera nul dès qu'il existera j E {1, . . . ,p }
tel que E i = 1 et sera non nul si et seulement si, quel que soi t
j E {1, . . . , p}, on a Ei = 0, auquel cas E[cko,o, . . .,o)] = mx 2p/2 .
4.1 .2. Moments d'ordre 2
Par définition des ck" et grâce aux propriétés d'une intégrale
stochastique, on obtient de manière immédiate :
+o o
E[ckPCIP] =
1
	
eiOP (k
— l )
27r
_00
-oc,
= Q2bk, l
puisque (T2P k p )k Z est orthonormale . Nous pouvons donc
énoncer la proposition suivante :
4 .1 .3 .1 . Proposition
La décomposition d'un bruit blanc centré conduit, à tout nivea u
de décomposition, à des séquences blanches de coefficients d'on-
delettes de même variance .
Pour la pratique, il devient maintenant intéressant de connaître l e
comportement aysmptotique de ces moments lorsque p tend vers
l'infini et lorsque le bruit n'est pas forcément blanc au départ .
4.2 . COMPORTEMENT ASYMPTOTIQUE
DES MOMENTS D'ORDRE 1
Le cas des moments d'ordre 1 est sans difficulté .
Si pour tout j E IV, E i = 0, on aura :
lim E[ck"] = +oc si mx 0
p—+o o
et
lim E[q] = 0 s1 mx = 0
tandis que, si pour un j, Ei = 1, on aura :
1ím E[ckP ] = 0
p—'+oo
4.3 . COMPORTEMENT ASYMPTOTIQUE
DES MOMENTS D'ORDRE 2
L' étude des moments d'ordre 2 est plus délicate, et nous allons tou t
d'abord étudier le cas particulier de la décomposition en ondelette ,
avant de traiter le cas général de la décomposition en paquet s
d'ondelettes . Dans les deux cas, nous aurons besoin d'hypothèses
supplémentaires .
Zy(O<FµEP ( )
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4.3.1 . Cas de la décomposition en ondelettes de l'espace
des fonctions à spectre de support compac t
Cette décomposition arborescente est le cas particulier de l a
décomposition en paquets d'ondelettes où les p-uplets EP véri-
fient, pour tout p :
soit, pour tout j appartenant à {1, . . . , p}, ej = 0
soit, pour tout j appartenant à {1, . . . ,p - 1}, Ej = 0 et E, = 1
Nous utiliserons des filtres miroirs en quadrature tels que nous le s
avons caractérisés par les relations (a) à (c) au paragraphe 2 .1 .
Comme nous nous plaçons dans le cas de la décomposition e n
ondelette de Vos , la décomposition fera intervenir les fonctions :
P
(Fµs' ' P )(O = H mo( 2k-1)xo(O ,
k= 1
dans le cas E P = (0, . . . , 0) ,
ou bien les fonctions
P — 1
(F tt s'EP )(e) = ml('2p-1) 11 mo(Ok-l )xo(O ,
k= 1
dans le cas E P = (0, . . . , 0, 1) .
Comme précédemment, nous considérons un processus hilbertien
x(t) stationnaire, continu en moyenne quadratique, que l'on peu t
écrire comme intégrale stochastique x(t) = Jei tdX(), l a
mesure stochastique orthogonale X étant de mesure structurell e
dm(e) = -2 7(e)de, avec 7(e) E L°°(R) n L 1 (R) et continu e
en 0 .
Nous savons que la corrélation des coefficients d'ondelettes est
alors donnée par la formule :
+00 {E CEP cEP =
	
eZ2P(k–C )
~ k l ~
- 27r -09
Nous aurons besoin alors du lemme suivant, dont la démonstratio n
est immédiate .
4 .3 .1 .1 . Lemme
Soit cp(t) la fonction d'échelle associée au filtre mo(e) . Sous le s
hypothèses du paragraphe 2 .1 . (relations (a) à (c)) :
C > 0, V E A, I F (p(e) I ? C .
Donc, sur A, IFcp(e)1 est non nulle . Dans le cas où
P
(Flt s'EP)(O = II mo( 2k-1 )xo(O ,
k= 1
nous pouvons alors écrire pour E A,
Comme F(p(e) = f
	
mo(2), nous obtenons :
k> 1
11 mo( 2j-1 ) Fcp () = 11 mo(e2j-1) II ~mo(2 )
j=1
	
k> 1
p
= 2P/2 11 fmo(e2j-1)
j=1
II -L m (-4- )
k> 1
Donc :
P
H mo(e2j-1 )Fcp(e) = 2P/2FçP(e2P )j=1
et pour E A, nous avons finalement
(Fµs''P )O = 2P/2F(2p) xo()F(p ( )
Si nous posons par convention
xo ()
=
0
F,p ( )
dès que n'appartient pas à A, nous pourrons écrire, pour tout
de R,
(Fµ s'EP)() = 2p/2Fco(2P) x°()
FcP(~ )
La corrélation entre coefficients d' ondelette s'exprime alors selon :
+00
	
E[c-PcEPi = 1
	
e ie2P(k-1) 2Pk t
	
27r
-oc
Après changement de variable, il vient :
E[c-PclP] = 1
J
e2C(k-I)IF<p(0I2
	
xo(2)
7(_)
g
27r
	
I Fcp (z ) I2 2P
~
Comme 'y E L°° (R) n (I), nous majorons le terme 7(2 ) par
117I1..
D'autre part, d'après le lemme 4 .3 .1 .1 ., IFcp(e)I > C > 0, et
donc, sur A, tFw(o I f < c2 . Il s'ensuit que sur A, I Fw((:))12 < ça ,
et comme par convention F	 (~) = 0, dès que e n'appartient pasv(O
à A, nous aurons aussi IFwO)I2 < é-,-, pour tout de R, de sort e
que nous aurons la majoration I
Fw((2 )12 < c2 pour tout de R .
Finalement, nous pouvons majorer la fonctio n
eIFPOI2	
Xc0p (
( 	
2P
)
)12 7( 2P )
par :
Fµs
''P () I 2
j=1
FcP(e2P ) 2	
I Fx ocP(
( ~ )
e)1
27(
'
)d
'
(Fµ s'EP )(O = 11 mo(O -1 ) Fcp(O xo(~)
FcP(O
eg'(k-
` ) I,Fp(0I2
	 xo (2)7( 6 )
I Fp( ) 1 2
	
2P
5 117II~
1
2 I F P(~)1 2 .
j=1
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La fonction majorante 11 y I1 oo c2 I Fcp(e)12 étant intégrable puisquer+oc
_
r J
	
IFcp(e) 1 2de = 1, nous pouvons appliquer le théorème
—oc
de la convergence dominée, et nous obtenons :
La corrélation entre coefficients d'ondelettes vaut alors :
+o°
= i f e7.2P(k 02 PIFT ( - 2P )1 2EP el
EP
E[ck
	
] 27r
lim E[ckPciP ]
p —'+oo
+oc
=
2 f e~~(k 1) 1 F P(~)1 2
— o °
et après changement de variable, il vient :
	 xo(e)	 y ) ,
I Fw(~) I
— o0
Xo(2P )
1F,p(
4r )12 1(21, )dS
Or,
	
XA(47, )
I Fcp(2 )12y(2p) = y(o)
puisque y(e) est continue en 0, et donc, il reste :
+o o
p
li~E[ckP c P ] = y(0) 2 J e i(k—i) 1Fcp(e)1 2 de
-cc
= y(o) 4, 1
puisque les fonctions (Tkcp)k forment une famille orthonormale .
Il en va de même dans le cas où
p— 1
(Fµs'EP)(e)
= ml(0p—i ) II mo(Ok—1)xo(O
k= 1
car cette fonction peut être écrite
+oc
f
et(k—l)1FWO12	 xo(z) y(27r
	
1 Fcp (2 )12 2 P
-00
Par les mêmes arguments que précédemment, nous pouvon s
majorer la fonctio n
eg'(k–l)IFcP(012	 Xo (2 ) y( ~ )
I Fcp(2)12 2P
par :
ei'(k-i)lFWOI2	 x° (2) (
	
<< Ilyll~1
I F(p(2 )12 y2p )
	
IFw (01 2 .c
La fonction majorante 1I yll0~ I FW(e)I 2 est intégrable puisqu e
+oc
f
FW(e)1 2 de = 1, ce qui permet d'appliquer le théorème
—oo
de la convergence dominée, pour obtenir :
+00
27r f ez ~ (k —l) l Fw (e)I 2
-00
lim
p — +o o
lim
P—,=oo
E[ckP el P ] =
hm E [c k P C I P ] =
P—>+oo
p— 1
(Fµs'EP)(e) = m1(Op—1) II mo(O k—1 )F (O F P(O
lim	 x°(4P- )
~(2p—>+o° 1 F(p()1 2 yP)d .
k= 1
pour tout élément de A . Comme précédemment,
p — 1
II mo(e2j—1 )FcP(e) = 2(p — 1)12F cp (e2 P—1) .
j=1
D'où
p— 1
m1(2p—1) Il mo(e2 k 1 ) Fcp O =
k= 1
2(P—1)12m1(e2P—r)Fcp(e2P—1) = 2P12FIP(e2P )
où'Y(t) est la fonction d'ondelette orthogonale associée à p(t) .
On a donc (Fils °E P) (e) = 2P12Fi(e2P) F~p (	 . Par convention ,
nous poserons encore
FX~P(
~°(~)) = 0 dès que n'appartient pas à 0 ,
ce qui permet d'écrire que pour tout de R :
(Fl-ts'-P)(e) = 2 P12FT el') xo(~ )Fcp(O
lim	 xo (P) 7(—)< = 7(0 )
p—+ °° I Fcp(2 )12 2P
et donc :
p
lim E[CkP cTP ] = y(o) 2~ f I F~(e)1 2de = y(o) sk,~
-oo
puisque les fonctions (TkW)k forment une famille orthonormale .
Nous résumerons les résultats concernant le cas que nous venons
d'étudier par le théorème suivant .
4 .3 .1 .2 . Théorème
Soit x(t) un processus hilbertien, stationnaire
f
asens large,
continu en moyenne quadratique, tel que x(t) = e ift dX (), où
la mesure stochastique orthogonale X est de mesure structurell e
dm(e) = 2 yOd, où y(e) E L°° (R) n L' (R), et est continu e
en 0 .
Soient mo (el) etm 1 (e) , deux filtres miroirs en quadrature vérifian t
les hypothèses (a) à (f) du paragraphe 2 .1 .
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Alors, les variables aléatoires c6P = f ei2f(F[ EP )()dX( )
associées aux p-uplets a pour lesquels Ei = 0 pour tout j
appartenant à {1, . . .,p}, ou pour lesquels on a Ei = 0 pour
tout j appartenant à {1, . . . ,p - 1} et E p = 1, sont des éléments
de L2{S2, T, P} et vérifient :
(1) ckP+ 1 =
	
> hEp+,(n - 2k)ck' (convergence dans
nE Z
L2 {1-2,T, P})
p(2)E[ck ] = mx et pour p > 1, E[ckP ] = mx
	
m Ek (0) avec
i= 1
mx = E[x(t)]
-oc
tout p > O
(4) lim E[ckP ]
p—,+oo
+oox0=0)
(5) lim E[ckPci P ] = -y(0) S k,t (6) ck = x(k) pour k E Z, S i
p —'+ oo
de plus, 'y(e) est à support compact dans [-7r, 7r] .
Remarque : ce résultat est intéressant parce qu'il ne fait pas
intervenir la régularité des filtres miroirs en quadrature mis en
jeu, alors qu'au paragraphe suivant, qui traite du cas généra l
des paquets d'ondelettes, des résultats équivalents sont obtenu s
moyennant certaines hypothèses supplémentaires concernant l a
régularité des filtres utilisés .
4.3.2 . Décomposition générale en paquets d 'ondelette s
4 .3 .2 .1 . Des hypothèses pour poursuivre l'étude des moments
d'ordre 2
La décomposition en paquets d'ondelettes concernera ici encor e
l'espace V . D'autre part, nous postulerons l'existence d'un e
suite (mN(e)), N E Z, E E {0, 1} de filtres miroirs en
quadrature tels que b' E E {0, 1} ,
lim l rnN(01 2 = I mN)1 2 (P•P) ,N -++oo
et désignerons par (hN(0) N la réponse impulsionnelle de ces
filtres .
L'annexe 2 montre que les filtres de Battle-Lemarié (présenté s
dans [Bat]) ont cette propriété . Nous introduirons l'hypothèse d e
continuité de la fonction 'yO, et nous supposerons que y(l) es t
à support dans 0 = [-ir, 7r] . Nous savons de plus que yO est
positive, réelle et bornée . Nous supposerons enfin que le processu s
x(t) est réel, de sorte que -y (0 est paire car Transformée de Fourie r
de la fonction de corrélation f'(T) du processus .
La continuité de 'y(i;) permet d'affirmer que la suite de fonctions
('yp(0)p > 0 définies par
P—1
n7r
ypW =
	
y(2p )x0,,p W
n= o
où On , p = [-(n + 1)7r/2p, -n7r/2p] U [n7r/2p, (n + 1)7r/2p]
converge uniformément vers 'y .
s, E
Lorsque nous emploierons les filtres ne (0, nous noterons µNP
et c~, k les quantités étudiées au paragraphe 3 .2 . Nous avons ic i
(FA N
s,E
' )W
= H mN( 2')(Fsas)( )
i= 1
et notre problème est d'étudier l'évolution des moments d'ordre
2 :
+o °
E[c~P ci P ] _ ~
J
eZzP k27r
—oc
en fonction de p et de N .
4 .3 .2 .2 . Comportement asymptotique des moments d'ordre 2
Nous commencerons par le lemme suivant :
4 .3 .2 .2 .1 . Lemme
2
ypWd = y 2p 6 k, O
Comme
ypOxorp = y
Cn2p'r)
XAEP (e) ,
l'intégrale à calculer est :
+oo
Ep~
	
Z 2Pk
	
(~) ~2py (n2P - 27r j e~ XEP d
-oc
Le changement de variable 2 P t --~ donne l'égalité :
+oo
2p— J ei'2Pkxo=-P ( ) d = 27r f eikdk = bk,o ,
—o0
	
2PA=P
(3) E[ckpci P ] _
+o o
1 f ei2 P (k— 1 )
z 7r (Flts'EP ) O
,2
y(o)d' pour
+o o
mx ~ mEk (0) (conventionnellement
j=1
(F1-iN P)( ) zy(e )
+oc
1
	
eie'k
27r
oc
Preuve : rappelons que (cf. 2 .2 .4. proposition )
(Fr)()
= 2p/2xorP ( )
(Fs'EP ) O
Par conséquent :
+oo
i f e z~2P k
2ar J
-oc
(F,~s Ep
(~)
+oc
1 f ypWe2 ~2Pk2pXo Ep Wck
_oc
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d'où le lemme .
Nous savons que lim n2P~7r = lim aro = a existe (même
p—++0o
	
p-,+00
si nous ne savons pas l'identifier) . Comme y est continue ,
E ><
lim 2v	 - = y(a) que nous noterons L .p- +oo
Nous allons étudier maintenant le comportement de :
+00
lim I mNOi2 = ßm6(o 12 (p .p), et, puisqu eN—>+oo
fonction (F,aN £P) () vaut
p
(FpNEP )W = II mÉ (0'1)(F(PS)(0>j= 1
Comme la
1 z~ 2n k
(Fl-IN ° )( )
2
y(O dk - LS k,o
nous en déduisons qu'àp fixé :
lim
N-,+oo
(F1N E°)( ) 'y(Odk - LSk, o
2
(FttNEP)()
2 dk
+
— 00
Nous pouvons écrire les inégalités :
+cc
1 f e ~~2P k
27r
f
+00f ei '2Pk ('Y(e) - 7p(o)
p
=
	
~N1-im~~ l rraN(Vj-1 )1 2 (FvS ) W
(définition deFµn, )
= II l mÉ (Oj-1)1 2 (F,PS)W ( p •p)j=1
_ IFcps,Ep j 2 (p .p) (proposition 2 .2 .3 . )< 127r
En appliquant la convergence dominée, nous avons donc à p fixé :
DD
lim 1 f eioP k
(N->+oo i 27r
= 0
+c
-00
(FµN~P ) (~ )
(Fe'£P W
2)
ypWde
2
1
	
.:tnP1_/~,_ S .E_ . , . .
(F‘Ps' kP)( )
2)
' yp(e) ck
+00
2
+
â~
	
e7~2Pk
1
(
S e
Fµlv~)() yp(O de - Lâk 0
2
Traitons séparément chacun des termes de la majoration .
Pour le troisième terme, nous avons, d'après le lemme 4 .3 .2 .2 .1 . ,
et uniformément par rapport à k dans Z :
+oG
1ím 1 f eil2Pk I(F Sos'EP )( )p->+oo 2ir
-00
puisque lim y ( r-or) = L .
p—> +oo
En ce qui concerne le premier terme :
+00
	
t
27r f ez'2Pk (i (S) - yp()) (FI t N P )( )
-00
27 J I -Y(e) --Yp( )1 (FPN P )( )
0
et alors la convergence uniforme de yp vers y donne :
+0 0
hm 27r f ei12Pk ('Y() - 'Yp()) (FPN°)(e )
-00
Traitons enfin le second terme . Nous avons tout d'abord
+00
27r f ez~z°k (FFtNE °)( )
-00
1 (FFt N EP )(0 1 2 - 1 (F(PS EP ) (0 1 2
On démontrerait de la même manière, qu'à p fixé ,
+oo
f
e z~2P k (
27r
-00
2)
y()d
Nous pouvons maintenant résumer cette étude dans l'énoncé qu e
voici :
4 .3 .2 .2 .2 . Théorème
Soit x(t) un processus hilbertien, stationnaire au sens large ,
continu en moyenne quadratique, tel que x(t) = fe tdx() ,
où la mesure stochastique orthogonale X est telle que sa mesur e
structurelle associée soit de la forme dmO = 2~yOd, avec
yO continue et à support dans [-gr, 7r] . Soit (mN(e)) N , E E
{0, 11, une suite de filtres miroirs en quadrature tels qu e
lim 1 mN()J 2 = I m E (S)I 2 (P . P) •N-.+0
Alors les variables aléatoires 4 ,k , définies par
eN,k = fei2Pk ~(FttNEP )(e)dX (S) ,
sont des éléments de L 2 {Sh, T, P} qui vérifient :
d~
2
d~= 0
(F~os'ko )( )
2
+00
-Yp()<
2
p(l)de = Lsk,o,
limN->+oo
2
(F1i °)( )
(Fcps'EP ( ) = 0
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(1)4' k =x(k)pourk E Z
(2) cn,
~1 = E hEP+1 (n — 2k)41, (convergence dan s
n E Z
L 2 -( 52,T, P})
7P~
(3) E[cN k ] = mx et pour p > 1, E[c~ k ] = mx 11 m Ei (0) avecj= 1
mx = E[x(t)]
4.3 .3 . Relation avec la localisation des paquets d'on-
delette s
Le terme dimensionnant dans l'estimation proposée es t
+ocf e 2e2P k27r
—oc
(F tt
	
)(C) (FPs 'EP)(C)
2)
yp(O d~
2
+cc
E
(4) E [clv,kqi] = z f e Z~2P~k a i
-o0
(F l-I N P ) (C)
2
-y (Ode pour
qui ne tend vers 0 qu'avec N, et lorsque p est fixé .
La fonction yp (C) est une fonction en escalier que nous pouvons
écrire sous la forme :
tout p > 0
+oc
— mx
~
mEj (0) (conventionnellement
j= 1
(F(Ps''P)(0) 2) y( )dC
(7) Soit a(E) = lim nt' pour chaque e E {0,1}N. Pour
r-'+0
tout 'q > 0, il existe p,n E N tel que, pour tout p > A I , il exist e
N(rl p~) E N, tel que, pour N > N(1t, pn ), on ait l'égalité de
«quasi—blancheur» :
E [cN,kcN,l] - y ( a (f))Sk , l
Remarques
1)Les relations (5), et (7) lorsque mx = 0, signifient que, lorsqu e
la résolution p croît (ou au moins est assez grande) et que l e
paramètre N croît aussi (en fonction de la résolution p), les
coefficients de la décomposition en paquets d'ondelettes tendent à
être décorrélés : la suite des variables aléatoires (c~ k ) p,N devient
« blanche » . On conçoit l'intérêt potentiel de ce résultat d'un
point de vue traitement du signal, puisque les suites aléatoire s
décorrélées possèdent, par nature, des caractéristiques statistique s
simples, commodes pour optimiser les traitements .
2) Dans le calcul précédent, sur les trois termes intervenant dan s
la majoration, deux tendent vers 0 avec p, et ce, indépendamment
de N.
Reste le terme
(5) lim E [CN,k ]N-H-oo
+ocX0 =0)
(6) lim
N-.+oo f eie2Pk ( (F~N~P )(C) 227r
—oc
= 0 (àp fixé) .
< j pour tout k,l E Z.
(n-'-P 7r
yp() —
	
y
n
2p
	
xo=P (')
vP
où v p = (v1i . . . , vp ) E
Aussi nous avons :
+oc
1 f eZe2Pk (27r
_ E y (n2P~) 2~ f ((F P )(C )
QLP
= y (
n-2
PP" )
1 f ( (FPN P )(O2~r
QEP
+ E
	
(n 2P 7r ) 27r fLP OEP
	
Q V P
sera alors d'autant plus proche de 0 que
	
fQ E P
sera proche de 1 et les termes -;.r f (FfP) (C )
Q vP
2
(Fsos'EP)(C )
(FttN P )(C) (F os' E P)(C )
2
2
(Fíi
	
) (C)
2
de
	
=
y
(tir )
	 P r
	
f (Fl-tN P )(O
DEP
+
E Y ( 2
nvP
P' )
f1LpT E p Q v P
Le terme
2
de
-Fco
27r f eZe2Pk ( (F<Ps''P)(O 2) yp(Ock
(F1z
	
)(C)
2
de
2
de proche s
2
27f f eae2Pk (
-oc
(F Ia N Er )( ) (FIPs''P )(0 2) 7p(e)<
de O .
La convergence de
2
qui ne tend vers 0 qu'avec N, et lorsque p est fixé . Ce terme est
celui qui est dimensionnant dans l'estimation proposée .
+oc
21C f
e
2e2P k (
_oc
(FpN''j'') (C) (F os ' CP)(C)
2)
yp(~)de
2
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vers 0 est donc liée à la localisation plus ou moins bonne d e
(F/IN')O dans 0A, . Cette localisation sera d'autant meilleur e
2
que
	
(F,i ) (e) d est proche de 1 .
3,4
Une condition suffisante pour espérer que le théorème 4 .3 .2 .2 .
conduise à des résultats accessibles en pratique (sans qu e
p ou N soient trop grands) est donc que les fonction s
(Fp,N~P )O soient bien localisées dans A4, c'est—à—dire qu e
, 2
â f (F t )O dK soit proche de 1 . Nous voyons donc ic i
A=p
le lien étroit entre localisation fréquentielle des paquets d'on-
delettes et comportement asymptotique des moments d'ordre 2
des coefficients d'ondelettes . La condition précédente est suf-
fisante, mais non nécessaire : la décorrélation des coefficients
d'ondelettes sera d'autant plus rapide avec p et N, qu'au départ,
la mesure spectrale de puissance sera proche d'une constante,
puisque nous savons que dans le cas idéal du bruit blanc, l a
décorrélation des coefficients d' ondelettes est assurée, même dan s
le cas d'une mauvaise localisation (en vertu de 4 .1 .3 .1 .) .
4.4 . MAJORATION DE LA LOCALISATION
FRÉQUENTIELLE ET LES MOMENTS
D'ORDRE 2
La localisation fréquentielle de la fonction (F t')O dans .=P
est quantifiée par la valeur du term e
(Fµrv4 ) (e )
que l'on souhaite la plus proche de 1 possible . L'intégrale peut
être estimée (par une somme de Riemann par exemple), mais o n
peut songer aussi à éviter une estimation grâce à une majoratio n
de l'intégrale . Cette démarche sera intéressante si les majoration s
calculées encadrent la valeur de l'intégrale de manière relative-
ment précise, ce qui peut se vérifier facilement par la simulation .
Il en vade même en ce qui concerne le théorème 4 .3 .2 .2 .2 . : y O
étant à support compact, on peut estimer E[ckPcri par une somme
de Riemann par exemple . Comme pour
(Fµ1v P )O
on peut aussi chercher à majorer
+0
E cEP c
7
P
	
1 f e 2~2P(k—I )[k c ]— 27r
-00
Au paragraphe 4 .3 .2 ., nous avons vu que le terme dimensionnan t
dans la majoration proposée et qui a conduit au théorème 4 .3 .2 .2 .2 .
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+oc
f eZ~2Pk (
-00
et on peut donc chercher à majorer ce terme de manière suffisam -
ment précise pour éviter l'estimation de l'intégrale .
A partir du moment où nous cherchons à approcher, par estimatio n
ou majoration, la valeur des intégrales mises en jeu dans le s
expressions précédentes, le raisonnement ne fera plus intervenir
le paramètre N que nous omettrons dans toute la suite, ce qui nou s
permet donc d'être plus général qu'au paragraphe précédent, et de
traiter de filtres miroirs en quadrature quelconques . Nous traiton s
alors les termes :
(Fµ1v P )(e)
et
+oc
1 f e Z 2Pk (
—oc
Nous rappelons tout d'abord la propriété fondamentale bien
connue de deux filtres miroirs en quadrature que voici (cf . [Mey l ]
et [Mey2]) .
4.4.1. Lemme
Soient MoO et Mi O deux filtres miroirs en quadrature . Pour
toute fonction f de L 2 ([0, 27r]), il existe deux fonctions u et v d e
L2 ([0, 27r]), définies de manière unique, telles qu e
f ( ) = Mo(O u ( 2 ) + Mi O v ( 2 ) .
Appliquons cette décomposition en prenant successivemen t
f = mo et f = mi où mo et mi sont deux filtres miroirs en
quadrature donnés et pour Mo O = mg O et M i (~) = miO.
Nous aurons donc mo = aomo + a ime et mi = bomg + bl
où ao, a i , bo et b i sont 7r—périodiques . On remarquera que pou
élément de 2 ], ao ( ) _ mo O . Comme, mo et mi sont
pairs en tant que Transformées de Fourier de filtres discrets réels ,
aoO est pair aussi et se définit donc entièrement à partir de s a
donnée sur [0, Z ] .
Puisque les supports de mg et de mi sont disjoints, nous avons :
( 1 ) mol 2 = Jao1 2 1141 2 + l a i 1 2 Imi l 2
(2) I m i) 2 = 1bol 2 I mó! 2 +
	
12
l m 35_ 1 2
D'après (1) et la p — 7rpériodicité de ao et de a i , on a aussi :
(3) mo( + 7r )1 2 = lao(e)1 2 mâ (+x )1 2+Iai(01 2 a mi 0 7 ) 1 2 ,
soit
(4) miO12 = lao(01 2 J mi(x)1 2 + I a i(0)1 2 I mó(S)I 2 •
La comparaison de (2) et de (4), et la disjonction des supports de
mg et de mi, donnent alors :
i 2
2
d~
(F1 rN P ) (O Z7()dii .
1
27r (Fµ1v P ) O ( FS''P)O
2)
'Yp(Ok
2
2
d~
(F ps'" )(O
2
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(5) laol2 = 11)112 et lall2 = lbol 2 .
La somme des relations (1) et (2), et l'égalité Imol2 + 1m112 = 2
donne alor s
2 = I mó (0 l 2 [lao(0l 2 +Ibo()1 2]+Imi (O1 2 [la i (0 1 2+Ib 1(~)1 2l
ce qui, compte-tenu de (5) donne finalement :
(6) lao()l2 + lai(6)12 = 1 .
Nous résumerons la décomposition de I me (e)12 par :
(7) Imjl 2 = laol 2 l mÉ l 2 + lall2 Irais' 61 2 E E {0,1} .
Comme nous disposons des relations :
2
(F l-t S'EP)W = II I mE,(Vj-1 )l 2j=1
	
1
et VE E {0,11, Ve E R ,
I mE(0l 2 = l ao(e)l 2 lm'7(61 2 + lal(0 l 2 I miE(0l 2
nous avons
(FµsEP)W
2
= II I m ,(V' -1 )1 2 (F~P s (Oj= 1
P
II
	
ç[l a o (S2'-1 )I 2 I mE (S2j 1)I 2j=1
+ l al( 2'-1 )l 2 l mi-e; (S 2j-1 )l 2 ]
Soient alors les p-uplets 9 P = (Or, . . . , 9 P ) E {0,1}P et
définissons la suite des fonctions a9j de la façon suivante : si
9j = Ej, alors aBj = ao ; et si 9j = 1 - Ej , alors aBj = a l .
Nous pouvons alors écrire :
En
on reconnaît
( FçP S'QP
	
2
= 2Px1 (o) .
les intervalles 0+ _ [nEP zP , nEP ZP + zP ], de sorte que nou s
avons :
2
	
1 J
f
d~ -
°+
Comm e
(Ftt s'EP ) ( )
nous avons aussi
P
2 de
_
~rp f H lao(e 2j-1
)1 2 de
i= 1
Dans le cadre de cette étude quantitative, la suite de l'analys e
va s'appuyer aussi sur des hypothèses concernant l'écart entr e
les filtres mo, m l , et les filtres idéaux mg, mi. Nous ferons
l'hypothèse suivante : pour tout a < 2, il existe 8(a) E ]0, 2 [ te l
que ,
i) pour tout E ]i a, 2 ], â < Iao(e)1 2 < 1 - 6(a)
ii) pour tout E [0, - a], 0 < la i (e)l2 < 6(a )
Typiquement, d'après l'allure des filtres couramment utilisé s
(Daubechies, Battle-Lemarié), nous aurons
b(a) =1 - 2lmo(2-a)l 2 .
Si nous définissons pour tout de R l'intervalle
VaO = ] - a,e+ a[ ,
les hypothèses précédentes se prolongent par symétrie et 7r -
périodicité de l ao(e)l 2 et 1(012, de sorte que nous aurons, e n
posant Ve, = U k Va (2 + kir) :
(1) si
	
E Va, 2 < lao(e)l2
< 1 - 6(a)
et
(2) si
	
E Va , 0 < la l (e) l2 < 6(a )
On a alors le résultat suivant qui vient compléter la propositio n
2 .2.3 .
4.4.2. Proposition
2
2(F
vS ( )
(F,US'EP )( ) a9j (~2j-1)
2
P--~7
jl i mé (Oj-1 (FAS ()
l
2
p
IIj=1 m
S j -
e~ (~2 (FOP S ( )
2 2
(Ff~s'EP )O
2
de(Fµs'EP ) (e )
11 pla9j (e2'-1 )I 22PXpBP (e )
P L
= 1
2
(Fç (e) (FN S'EP )( )
2
On a donc :
col
2
	
P(F
,p
sEP (S)I = E ~ la
6 P 7 =1
(e2j-1)
2
y p > 1,V v_P = (vl . . . , vP ) E {0,11 P ,
+0 = fl~=P	 1 12j
	
Dâ
.
(,p ) +nvi-l 7r
- ( ~
	
)
o ù
Comme les ensembles OvP sont symétriques, et que les fonction s
(Fµs' EP)O 2 et 1(Fcp S ' EP)O 2 sont paires, nous définissons
Ai (_vP ) = nv~ - 2n'41 (Ai E {0,1}) ,
VA E {0, 1},
	
_[)~2,(A + 1) 2] ,
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et avec la convention nvo = O.
La démonstration se fait par récurrence, ne pose pas de
difficulté particulière et est donc laissée au lecteur. A
chaque vv p = (v1i . . .,vv) E {0,1}P . Cet unique p-uple t
(A 1 (-vp ), . . . , Àp( v-p )) sera noté )(-vp ) . C'est sans difficulté que
l'on montre alors que :
(A l; n 7r) n
	
-V ] 7r
	
7r ] pour~
	
2 +
n~r - a,
2 +
n~r
	
A = 0
(Dâ +n7r) nVa = [2 +n7r, 2 +n7r+a] pour A = 1
Nous définirons alors les ensembles :
Ka o = (Da + n7r) n Va
et
K~ o = (Da + n7r) Ka o = (A -.\F + n7r) n Va
On a alors : (Dâ + n7r) = K~ o U Kâ 1 , et nous pouvons même
expliciter ces ensembles lq o et Kâ 1 , suivant que A = 0 ou que
A=1 .
7r
	
7r
	
7r
Kó o =] 2 + n7r - a, 2 + n7r] et K,;'). = [n7r, 2 + n 7r - a]
7r
	
7r
	
7rKio = [ 2 + n7r, 2 + n 7r +a[ et K11 = [ 2 + n7r + a, 7r + n7r]
Ona alors, dp> 1, b'vp = (vl, . . ., vp) E {0,1} P ,
v
	
î= P 1 1 ( +
	
vj
-170
~+P = n j=1 2j- ~aj( v_P ) + n- 7r
= nj=P KnUj-1 U KnVj- 1
~ =1 ( Àj(vp),o
	
A j(vP )
et donc
.=P 	 n Vj - 1
Av+P — U ~=P nj=1 2j-1 KAj(v), )
lorsque Lp décrit {0,1} P .
On pose
jEp,EP =
ni=p
	
KnV' 1
3 1 2i-1 A j (vp), kj
et on écrit A '-+P = U,P JvP' . Il est aisé de montrer que les J4 A
sont disjoints 2 à 2 .
Comme 0
E
= U,,JEP'P et les Jvv ' `P sont disjoints 2 à 2 ,
P
p f j=1
~E+
Nous poserons :
Jo(Ep ) _ {j E {1, . . .,p}/kj = 0} ,
J1 ( !ip ) = {j E {1, . . .,p}/kj = 1} .
On remarquera que le cardinal IJ 1 (K p ) I de J1($ ) est égal à
p . ,
= > Kj où ip = (1K1, . . . , Yop) qui peut encore être
j=1
interprété comme la distance de Hamming entre kp et le p-uple t
nul, tandis que le cardinal IJo(Ep ) I de Jo(tp) est égal àp - l p l .
Lorsque j appartient à J0 (Lp), ij = 0, 2 j-1 appartient à
Kâ-~vP) o et donc à V . Il s'ensuit alors que
2 ~
lao(e2j-1)I2
	
- 6(a) ,
puis que, pour appartenant à JEv'P,
cy-lE p l
l ao( 2' -1 )l 2
	
( 1 - S(a))P IEP I
j E Jo(i p )
Lorsque j appartient à Jl (np ), lcj = 1, e 23-1 appartient à
K+wP) 1 et n'appartient donc pas à Va . Il s'ensuit alors que
1 - 6(a) < lao(e 2 3- 1 )I 2 < 1, et pour appartenant à J=r 'LP ,
(1 - S(a)) I P I <
	
~
	
lal(e 2i-1)12 < 1
jEJI(EP )
Avec ces majorations, il vient, pour e appartenant à
p1 P ILPI(1
-
s(a))I'=PI < ~ IQO(2i -1)12 <(1 - ó(a))P-Lpl < 1 .2 j = 1
Aussi ,
f H l ao(e 2' -1 )1 2 de = E f ~ l ao(e 2'-1 )1 2 de
Q E P j-1
	
~P J E P , I-c P i= l
Ç E(1 - S(a))P-I 'P I
où IJEP'~r I est la mesure de Lebesgue de l'ensemble J41P .
De la même façon, nous aurons :
f
p
nlao(f2' 1)12< _
E j= 1
'=P
JEP 'EP
P
E f
'''P J-E P' kp 7= 1-
f P~ lao(O j-1 )I 2de
JEP'kP .7 =1
2P
> - 21P-I~pl(1 - S(a)) IEpl ,J=P 'MP
Nous pouvons résumer ces résultats par :
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4.4.3. Proposition
Si pour a < 2, il existe b(a) E ]0, [ tel que ,
i) pour tout E ]i - a, 2 ], â < lao(e) I2 < 1 - b(a)
ii) pour tout E [0, - a], 0 < la i (C)12 < 6(a )
alors
2P
D1 - S(a))P-IEP I
'=P
~)P-I~PI(1 -
b(a))
I ~ PI J£P'tsP
2
En pratique, on prendra b(a) = 1 - mo(2 - a)
Ce résultat appelle quelques commentaires .
1)On remarquera que lorsque a et 6(a) tendent vers 0, les borne s
proposées tendent vers 1 .
2) Cet encadrement de
Q E P
facilement sur ordinateur, car nous savons exprimer de manière
générale les intervalles Kâ o et Ki',I et donc nous savons facile -
ment calculer l'intersection de tels intervalles, ce qui permet
d'atteindre la valeur de 1P-P''41 . Dans le cas où EP se réduit
au vecteur nul, les remarques suivantes simplifient la tâche d u
calculateur : pour tout j appartenant à {1, . . . , p}, nous aurons
nui = O, )) i (ep ) = O, de sorte que
	
K8 , . Si
-
EP) k
n7 = O, K~'(eP) kj =]i — a, 2] et si ni = O, Ka s(; ),k,
[n7r, z + n7r - a] .
3)Les bornes proposées dépendent de E P et ceci laisse supposer (et
2
nous le vérifierons par simulation) que
	
J (Fµs 'P)(e) d e
Q£P
sera plus ou moins proche de 1 selon la valeur de eP . Il existe
donc des paquets d'ondelettes privilégiés du point de vue de leur
localisation dans les intervalles L ì' . De fait, l'intérêt de ce résultat
est en fait plus qualitatif que réellement quantitatif : comme
nous le verrons au paragraphe 5, les bornes proposées encadren t
bien la valeur de l'intégrale que nous estimerons par somme d e
Riemann, mais restent relativement imprécises ; cependant, ces
bornes qualifient bien l'influence de la régularité et du p-uplet EP
sur la localisation Fµs'~P dans z -' . Ce résultat influe directement
sur la convergence des coefficients d'ondelettes vers une séquenc e
blanche en vertu des arguments exposés au paragraphe 4 .3 .3 .
4) Par des techniques de calcul similaires à celles utilisées dans c e
paragraphe, on aboutit à une majoration des moments d'ordre 2
des coefficients d'ondelettes : le calcul en est donné à l'annexe 3 .
L'intérêt du résultat que nous obtenons est, lui aussi, qualitati f
avant tout : il montre encore une fois que le résultat dépend
de 4, mais aussi, et c'est bien naturel, de l'allure du spectre
de bruit, par l'intermédiaire des valeurs -y (Zp) lorsque n décri t
{0, . . . , 2P ' I : la convergence des coefficients d'ondelettes vers
une séquence blanche sera par exemple d'autant meilleure que sa
mesure spectrale et Fµs' EP sont localisées dans un intervalle QEP .
5)Nous avons estimé la valeur de l'intégrale
	
JQEP
grâce à un encadrement de cette valeur. Mais nous pouvon s
aussi estimer cette intégrale par une somme de Riemann . A titre
d'exemple et de vérification des résultats précédents nous avon s
réalisé les calculs suivants à partir de fonctions et de filtres miroir s
en quadrature de Battle-Lemarié .
Les figures 1 et 2 présentent respectivement les fonctions d'échelle
de Battle-Lemarié pour les régularités 4 et 10. Le tableau 1 donne
Fonction d'echelle de Battle-Lemarie
Figure 1
Fonction d'echelle de Battle-Lernarie
9 .9
0 .8
0 .7 RegWarite = 1 0
0 .6
0 .5
0 .4
0 .3
0 .2
0 .1
200 64 53
Pulsations
Figure 2
(Fµs'P) (C )JEP ''=P
2
de
2P
<
kP
(Fµs'P )(e) de se calcule trè siZ 7r
2
2
de(Ftt s'EP )(C )
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TABLEAU I .
	
Canal du paquet d'ondelettes
12
Ragularite = 4
Epsilon = [0000]
Localisation = [0 0.1963]
Valeur de rirtegrale = 0 .955 8
6
4
Canal du paquet d'ondelettes
1 4
12
Regularde = 4
Epsibn = [0110]
Localisation = [01854 0 .9817]
Valenr de l'integrale = 0.7896
6
4
2
1 0
8
0.5
	
1
	
1 .5
	
2
	
2.5
	
3
Pulsations
	k.
10
8
e P Borne Inférieure Borne Supérieure
0 0 0 0 0 .827924 0.98262 9
10 0 0 0 .827924 0.98262 9
0 10 0 0 .418146 0.84366 0
1 10 0 0 .418146 0.84366 0
0 010 0.470849 0.91314 4
1010 0.470849 0.913144
0 1 1 0 0 .470849 0.913144
1110 0.470849 0.91314 4
0 0 0 1 0 .610886 0.94788 7
10 0 1 0 .610886 0.94788 7
0 101 0.526688 0.94731 2
1 1 0 1 0.526688 0.94731 2
0 01 1 0.610886 0.94788 7
101 1 0 .610886 0.94788 7
0 1 1 1 0 .610886 0.94788 7
1111 0.610886 0.947887
- S(a))P-ILPI I JEP'EP I /a <
IlP
6 (a ) = 1 - 2l mo(2 -
a)I 2 ~
pour borne supérieure de l'intégrale
P
inf - E( 2 -I-P ! (1 - 8(a)) I P I )JEP'LPI/a < 2 '
'=P
b(a) = 1- 2 (mo(2- a) I2 ~
Les figures 3, 4, 5 et 6 présentent respectivement les fonctions
Fµs 'EP pour différentes valeurs de 4, en ce qui concerne la régu -
larité 4. Sur ces figures sont reportées les valeurs de l'intervall e
et de l'intégrale estimée par somme de Riemann . Ces fi-
gures permettent de constater la validité de l'encadrement donn é
au tableau 1, la différente localisation que l'on obtient suivan t
la valeur de eP , confirmée par la valeur estimée de l'intégrale et
aussi la forme elle-même de la fonction FµEP . Ces différentes
localisations suivent les résultats récapitulés au tableau 1 : les eP
pour lesquels la borne inférieure et la borne supérieure s'éloignen t
de 1 correspondent à des paquets d'ondelettes effectivement mal
localisés, alors que les eP pour lesquels les bornes données dans l e
tableau 1 sont relativement proches de 1 correspondent à des fonc -
tions Fµs 'E P effectivement bien localisées dans
	
. L'analyse
1
.5
	
2
	
2 .5
	
3
Pulsations
Figure 4
du tableau 1 permet donc de connaître les Fµs 'rP les mieux lo-
calisés sans avoir recours à l'estimation de l'intégrale par somm e
de Riemann .
Les figures 7 à 10 et le tableau 2 sont les équivalents des figures 3
à 6 et du tableau 1, pour la régularité 10 . On constate toujours des
estimées de la localisation différentes suivant les eP . Cependant ,
dans l'ensemble, la localisation des fonctions Fµs 'r P dans les
intervalles 3.7 est meilleures grâce à la plus forte régularité .
5. Conclusions et perspectives
Dans cet article, nous avons tout d'abord justifié mathématique -
ment la notion de décomposition de processus stationnaires du
2
les bornes de l'intégrale
	
(Fµs'4)(e) dK pour tous les
D E D
eP possibles, pour un niveau de décomposition égal à 4 (p _ 4) ,
en prenant, pour borne inférieure de l'intégrale :
r 2 p
sups`
7r
	
(
0
0 0. 5
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Canal du paquet d'ondelettes
	
Canal du paquet d'ondelettes
16 1 6
14 1 4
1 2
10
Regularite = 4
12
Regularite = 4
Epsilon = [1111 1
Localisation = [1 .963 2 .16]
10 Epsilon = [1000]
Localisation = [2 .945 3 .142]
8 Valeur de l'integrale = 0.8625 8 Valeur de integrale = 0.953 3
6 6
4 4
2
J
2
i
oo
0 .5
	
1
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2
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Figure 5
	
Figure 6
16
Canal du paquet d'ondelettes
16
Canal du paquet d'ondelettes
14 1 4
12 1 2
10
Regularite = 1 0
Epsilon = [0000] 10
Regularite = 1 0
Epsilon = [0110 ]
8
Localisation = [0 0.1963]
Valets de l'integrale = 0.9814 8
Localisation = [0.7854 0.9817 ]
Valets. de l'integrale = 0.9135
6 6
4 4
2 2
0
.5
	
1
	
1 .5
	
2
	
2 .5
	
3
Pulsations
oo oc 0.5 32 .521 .5
Pulsation s
Figure 7
	
Figure 8
second ordre selon une arborescence type paquets d'ondelettes ,
moyennant certaines hypothèses peu restrictives en pratique .
Les coefficients d'ondelettes de tels processus sont des variables
aléatoires dont nous avons donné l'expression théorique des mo-
ments d'ordre 1 et 2, puis étudié le comportement asymptotique .
Lorsque le processus est au départ à échantillons décorrélés e t
centrés (processus blanc), les coefficients d'ondelettes formen t
eux—mêmes des séquences blanches . Lorsque le processus n'est
pas un processus blanc, il apparaît alors que les séquences d e
coefficients d'ondelettes tendent vers des séquences blanches ave c
le niveau de décomposition et la régularité des filtres, mais ce s
deux paramètres ne doivent et ne peuvent pas évoluer indépen-
damment l'un de l'autre, sauf dans certains cas particuliers comm e
ceux mis en évidence au paragraphe 4 .1 .3 . pour lesquels il y a con-
vergence vers une séquence blanche indépendamment de la régu-
larité . Le fait que les séquences de coefficients d'ondelettes issue s
d'une arborescence type paquets d'ondelettes tendent vers de s
séquences blanches est a priori un résultat très intéressant, notam -
ment en traitement du signal, oû le modèle du bruit blanc est sou -
vent celui utilisé, car il est commode pour les calculs théoriques e t
conduit à des traitements relativement simples, un des exemple s
les plus marquants étant le traitement par filtre adapté . Cependant,
les résultats que nous avons obtenus doivent pondérer la portée du
résultat en ce qui concerne la décomposition générale en paquet s
d' ondelettes :
1 — la décomposition en paquets d'ondelettes conduit à de s
séquences « quasi—blanches » mais pas de manière identique pour
tous les paquets d'ondelettes, et plus précisément suivant l a
Traitement du Signal 1995 — Volume 12 - n° 5
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Canal du paquet d'ondelettes
	
Canal du paquet d'ondelette s
16 1 6
14 1 4
12 1 2
Regularite = 10 Regularite = 1 0
10
	
Epsilon = [1111 ] 10 Epsilon = [1000]
Localisation = (1 .963 2.16] Localisation = [2.945 3.142]
Valeur de l'integrale = 0 .9481 8 Valeur de l'integrale = 0 .985 1
6 6
4 4
2 2
0 0
0 0. 532 2 .50
	
0 .5
	
1 . 5
Pulsations
Figure 9
TABLEAU 2
ep Borne Inférieure Borne Supérieure
0 0 0 0 0 .917129 0.99304 1
1 0 0 0 0 .917129 0 .99304 1
0 10 0 0.559914 0.93736 7
1 10 0 0.559914 0.93736 7
0 0 1 0 0.703431 0.965204
1 0 1 0 0.703431 0.965204
0 1 1 0 0.703431 0.965204
1 1 10 0.703431 0.965204
0 0 0 1 0 .797823 0.979122
10 01 0 .797823 0.979122
0101 0.797823 0.979122
1 1 0 1 0 .797823 0 .979122
0 01 1 0 .797823 0 .979122
1011 0.797823 0 .979122
0 1 1 1 0 .797823 0 .979122
1111 0.797823 0 .979122
séquence de filtres miroirs en quadrature utilisés . Ceci provient
du fait que la valeur des moments d'ordre 2 est liée à la loca-
lisation fréquentielle des paquets d'ondelettes qui dépend de la
séquence de filtre utilisée pour analyser le signal : certaines de
ces séquences privilégient la localisation, d'autres non . C'es t
en accroissant la régularité des filtres mis en jeu que l'on peu t
accroître la localisation des paquets d'ondelettes, mais il existe
toujours des « canaux » privilégiés .
2 - la valeur des moments d'ordre 2 dépend évidemment de l'al -
lure de la densité spectrale du bruit (fonction y(i ;)) . Deux ca s
extrêmes se présentent : soit la fonction -y (0 est constante (cas du
bruit blanc) et alors la décomposition en paquets d'ondelettes con-
duit à des séquences blanches, sans même faire tendre le niveau
1 .5
	
2
	
2.5
	
3
Pulsations
Figure 1 0
de décomposition ou la régularité vers l'infini, soit la fonction
yO est très bien localisée dans un intervalle YI, , constante dan s
cet intervalle, auquel cas, les moments d'ordre 2 sont directe
-
ment liés à la localisation de la fonction Fµs'4, et suivant que
e, privilégie ou non la localisation de Fµs ' EP dans O-i', suivan t
la régularité, la séquence pourra être plus ou moins considéré e
comme « blanche » . Entre ces deux extrêmes qui théoriquemen t
conduisent aux meilleurs résultats, tout est possible, et il faut ,
conformément au théorème 4 .3 .2 .2 .2 ., augmenter le niveau de
décomposition, puis la régularité, ce qui peut conduire dans d e
nombreux cas à des régularités trop élevées pour représenter u n
réel intérêt pratique . Obtenir des séquences blanches ou quasi-
blanches issues de la décomposition en paquets d'ondelettes d e
processus aléatoires et stationnaires, est donc possible théorique -
ment, mais difficile pratiquement, suivant le type de bruit à traiter .
Bien que moins général que le théorème 4 .3 .2 .2 .2 ., le résultat
du théorème 4 .3 .1 .2 . nous semble plus intéressant car il y a
convergence vers des séquences blanches, indépendamment de
la régularité . Ce résultat conduit à des algorithmes de traitement s
permettant des blanchiements locaux, au prix d'une modulation .
L'idée est alors la suivante : pour étudier le spectre du signal
au voisinage d'une fréquence
	
nous proposons de moduler c e
signal en le multipliant pare et de le filtrer de manière à
permettre la décomposition en ondelettes du signal obtenu sui-
vant l'algorithme de Mallat. Si on choisit plusieurs fréquence s
o, l'orthogonalité est peut-être perdue, mais en contre-partie, on
échappe au cadre dyalique imposé par les paquets d'ondelettes ,
et de plus, le théorème 4 .3 .1 .2 . s'applique (pas d'intervention d e
la régularité pour faire tendre les coefficients de décomposition
vers une séquence blanche) . Ce qui nous conduit à l'utilisation
d'un formalisme proche de celui des atomes temps-fréquence et
à l' élaboration de résultats du même type que ceux développés ici .
Cet aspect de la question fait l'objet d'études actuelles et conduir a
à une prochaine publication .
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6. Annexes
A.1. SPLITTING LEMMA
Splitting Lemma : Soit U = Clos L 2 (R) (T2Pk µ/k E Z) un
espace d'interpolation de pas 2P dont (T2Pk µ)k E z est une base
de Hilbert . Soient 2 filtres miroirs en quadrature mo O et m 1 (ß) ,
de réponses impulsionnelles respectives ho(n) et h l (n) .
Soient µ° = E ho(n)( 7-2Pn µ) et µ l = > hl(n)(T2Pn µ) •
n
	
n
Alors (T2P+1kµ°)k EZ et (72P+l k µ1)k EZ sont des bases de
Hilbert des espaces d'interpolation de pas 2P+ 1
U° = CIOSL2(R) (72P +lk li°/k E Z)
et
U l = C10S L 2 (R) ( 7-2P+ l k µ l/k E Z)
qui sont tels que U = U° ®i U 1
Preuve :
Soit B = CPµ, où C est l'opérateur de contraction .
La transformée de Fourier de B es t
8 (~) = 2 —i (Fµ)(2—P ) = (DPFµ)(O 7
où D est l'opérateur de dilatation .
(Tk O) k est une famille orthonormale .
Ak,l = ( Tk O I TI e ) = (Tk CmµlrlCmµ)
= (CmT2 m k[ICmT2 m lµ )
(propriétés des opérateurs de contration et de retard) .
Donc Ak,l = (T2T^. kµlT2 m lµ) car Cm est une isométrie . Comme
(72 pkµ)k E Z est une base de Hilbert de U, Ok,l = Sk,l .
(T2P+lk µ°) k E Z et (T2p+l k µ 1 ) k E z sont des familles orthonor-
males
Nous calculons Ok,l = ( T2P +lk µ°ITZP +1 1 µ°) . En passant dans le
domaine de Fourier, grâce à l'égalité de Parseval, il vien t
+cc
Ak,l
= 2~
fe_i 2P+1_1 )l(F [L0 )(e)I 2de
.
—oc
Comme
ho(n)(T2Pnµ) ,
n=—o o
on a Fµ°(O = mo(VP)Fµ(e), et
+0
Oki =
	
f e—ig2P+1(k—i)Ir%(2P)I2IFµ(0I2d
.
Après changement de variable, on obtient
+cc
= 1 f e—i2(k—t)2—P l mo()I2 I Fµ(2—P )I 2d27r f
-00
Étant donné l'égalité e() = 2 — 2 (Fµ) (2 —P ), on obtient succes-
sivement
+oc
= 1
f
e—i2(k—l) I
mo(O I2IFB(0 1 2 d 627r
—~
27r(n+l )
i~`
27r /~
n
27r n27r
e27r ~
n 0J
Finalement
1 f27r e
i2(k—l)
Imo(e)I 227r
Comme (Th 8)k est orthonormale, on dispose de l'égalité
E IFB( + 2nrr)I2 = 1 (p .p), d'où résulte
n
/ 2,r
Ok,l = 2~ J
	
e 2~ 2(k l) l mo(~) I 2d~ .
0
Il vient alors
/ 7 r
Ok,l = â,r J e 22(k l) I mo(~)I2d~0
/ 27r
+2,r J
	
e
—<2(k—1 )Imo(~)I2d~ .
7r
Par changement de variable dans le second terme, on obtient :
7T
1
o
f e —z2(1r—i) I mo() I 2d27r
+2~
J
e
—i2(k—l)
I m o (~ + 7 ) I2d~
o
1 f e—a2(k —l) [
27r 0
f
e —ig2(k—l) de
o
(car Imo(0I 2 + Imo( + 7 )I 2 = 2)
= (5 k,1 d'où le résultat .
De la même manière, à condition de remplacer m° par m l , on
démontre que (T2p+l k ) k E Z est une famille orthonormale .
Si U° = C1osL2 (R) (T2P+1 kµ°/k E 2')
et U 1 = C1os L2(R)( T2P+1kµ 1/k E Z), U° 1 U 1 .
On calcule Ak , l = (T2P+l k 12 ° IT2P+1k A l ) .
O k ,l =
igz(k i)
I mo () 2 I FB() I 2de
Zg2(k
i) Imo(0I2 FB( + 27rn) I 2<
F9( + 27rn)I 2 dk
n
7r
Imo(~) I 2 d~ + ~ mo(~ + 7r) 2 ] dk
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Comme précédemment, il vien t
+0 0
=
27r f e a 2P+1(k i)(Fµo)(O(F/-21)()dk •
-0
Des égalités
	
E ho(n)(7-2Pnl.t) et µl = E hl(n)(T2Pnl.t), i l
n
	
n
suit que
Fµ°O = mo( 2P)FµO et F2l O = m l( 2P ) F,aO .
On obtient
+00
Ok l= 2~r f e—i2P +1(k— l)7no( '2P ) m l(~2P ) IF(/~)(~)I2d ,
—ce
et après changement de variable,
+00
1
	
-2'2(k
—i)mo(6)m 1(e) 2— P lµ( 2—P ~)I 2~k , l
= 2~
	
e
	
d .
-0
Comme
O (e) = 2 2 (Fil) ( 2—P )
+0 0
=
27r
f e —22(k i)m
o()ml()IFe()I2d ,
-0
la relation E I FO(e + 2n7r) I2 = 1 (p .p) permet d'aboutir, par l e
n
procédé précédent, à :
2vr
1f e —z2(k—t)7no(Oml(O<•27r
o
On écrit
~2(k—i)mo (~)
ml (~)d~
o 27r
+ 2~r f e—z ~ 2(k—l)mo()ml() d
7T
Par changement de variable dans le second terme, on obtient :
nf e z '2(k—i)mooml(0<
o
~
+ zn f e 22(k l)mo(Oml( + 7r )<
o
~f e—i2(k —l )
27r
o
[mo()m l (e) + mo ( + 7r)m l ( +
	
= 0
(car mo (Oml (e) + mo (~ + 7r)ml( + 7r) = 0)
On a la décomposition en somme directe orthogonale :
U=U° +L O .
U° +L U l C U est évident . Reste la réciproque . Il suffit d e
montrer une telle décomposition pour /2 : si
lt = E Ck ( T2P + 1 k l~° ) -♦-
	
dk(T2P+ 1 k /-tl ) ,
k
alors, pour f = E an T2Pn µ E U, on peut écrire
n
f = E an E[ ck (r2P (2k+fl)/2° ) ]
n
	
k
+ E an [dkr2P (2k+ fl )/2 1 ] ,
ce qui prouve que f E U° ® L U l
Montrons donc que est exactement égale à sa projection Pµ sur
U°
	
U 1 .
PP' _ E(/t I T2P+1 k l-t° )(T2P+l k )k
+ E(/-t IT2 P + 1 k P 1)(T2P+1 k pl )k
00
L'égalité /2° _ E ho(n)(r2 P n µ) implique
n=—00
0 0
T2P+1kµo =-
On en déduit que
(ltI T2P} 1 klt° )
00
_
E ho(n)bo,n +2 k
n =—oo
puisque (T2Pkµ)k Ez est orthonormale. Finalement, on a :
( T2P+1kµ °) = ho(—2k) .
Le même type de calcul conduit à (2IT2P+1k,u 1 ) = h l (—2k) .
Ainsi, Pµ vaut
Plt = E ho(—2k)(T2P+1k2°) + E h l(—2k)(T2P+ 1 k/ tl ) .
k
	
k
Les relations
00
	
00
E ho(n ) (T2 P nit ) et µl = E hl ( n) ( T2 P np, )
n= —oo
	
n= —oo
Ok,l
ho(n)(T2P(n+2k) µ) •
n=—oo
00
_
E ho(n )(µIT2P(n+2k)µ)
n= —oc
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nous permettent d'écrire
Pµ = E ho(—2k ) ho(n )(r2P(n+2k)P )
n,k
+ E h l( —2k)h l(n)(T2P(n+2k)µ )
n, k
En posant j = n + 2k dans les deux termes, il vient :
Pµ = E [E (ho(—2k)ho(j — 2k )
j
	
k
+hl(—2k)hl(j — 2k))] ( T2 P jµ)
= E A7 ( Te ij
où Ai = E (ho(—2k)ho(j — 2k) + h l (—2k)h l (j — 2k)) .
k
Or, ho(n) = (Dço rncp), où (p est la fonction d'échelle associée ,
donc : ho(—2k) = (DcpIT—2k(p) = (r2k D(pI (p) = (D704p ) et
ho(j — 2k) = ( D(p f Tj—2k (p ) = ( 72k D(p I Tj p ) = (DTk(p l rj(p ) •
De même, h l (k) = (D‘PIrk cp), où est l'ondelette orthogonale ,
donc
hl (—2k) = (DT IT_2k(p) = (Drk W I (p), h l (j — 2k)
hl(j — 2k) = (DIITj—20p) = (DTk'ITi(p ) •
On peut donc écrire :
Ai = > ((DTkso l (p )(Drk(p ITj(,o) + ( DTkWI(P)( DTk I` ITi(p ) )
k
	
\
= E ((/\(vI DTk (p) DTk(plTj(p) + (((p I DTk‘P ) DTkPITj(p)
\
I/
= E((p I DTk(P) DTk P Tj(p / + ( Dy() I DTk ‘Y) DTk T
(IDT
	
/—
	
k(p ) DTk(p + E((pI DTk xP) DTk ‘P Tj(p
\
/)
/k
	
k
On reconnaît en E((pIDTk (p) DTk(p la projection de (p sur V1 . Dek
même, on reconnaît en E(TI DTk (p) DTk T la projection de (p sur
k
w1 .
On a ainsi obtenu l'égalité
E( (p I DTk(p ) DTk(p + E((pIDTkT) DTk~ = (p ,
k
	
k
qui nous donne
Ai
—\ ~( pI DTk P) Drop +E((p 'Dm T) DTk ~ Tj(pk
	
k
_ ( p I Tj p ) =
et finalement,
Pµ = E Aj(T2 P7P) = E 6j,o(7-2Pjµ) =
D'où le résultat.
A.2 . Convergence des filtres de Battle—Lemarié vers l e
filtre idéa l
Cette annexe 2 est proposée pour la commodité du lecteur, quoiqu e
le résultat soit déjà présenté dans différentes publications don t
l'article de P.G . Lemarié (cf. [Lem]) . Un résultat équivalent en ce
qui concerne les filtres de Daubechies s'obtient aussi aisément.
Une fonction d'échelle de Battle—Lemarié de régularité m, a pour
Transformée de Fourier :
Le filtre d'échelle associé vaut alors :
	 1
E (+2n7r) 2 '°
n
u (+nvr)2„'
n
Nous poserons mo(e) = -moO et nous montrons :
lim mo(w) = mó (w) où mâ (O _/2mó (O
\
Preuve :
E (+2n7r) 2rn'
n
E (~+n) 2 ~
n
Nous savons déjà que mo(0) = 1, car la Transformée de Fourie r
de la fonction d'échelle associée vaut toujours 1 en 0 . On fera donc
l'étude pour  7r . D'autre part, moO est symétrique et 27r—
périodique. Ces remarques permettent de limiter l'étude à 10, ir[ .
Remarquons aussi, que la convergence ne peut être que presque
partout, puisque mo(ir/2) = 1/2, alors que mó(ir/2) vaut 1 o u
0 suivant le choix que l'on en fait .
Un calcul aisé amène tout d'abord à :
E1
	
(1+2n ) 2 ~
Imo(~)I 2 =
~
(1+	
e )2m 7
puisque  0 .
Nous poserons
1 1
Nm(O =E (1+ 2 ~)2m' et Dm,(~) =
	 1	
Nm(O = 1
t
+ E (1+2n)2,,
ne)
soit Im(S) = 1 + E (1+2v )2,»
nO
Nm(O = 1 + Im(O•
1
	
1
E (+2~7r)2"'
n
TjCp /
n n
(1 + n~ 2m1
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Soit O<<a<7r,
27r
I
	
I = ln l
or
a =
2+ E, où E > 0, donc l 2nj > Inl (2 + E) .
-1> I 71 I(2 +E)—1 .
Donc IIm () l < 2 (n(2+E)—1)2m
n> 1
Soit NE = sup{ 1,1/E}, alors, pour n > NE , n(2 + E) — 1 > 2n ,
donc
On écrit que :
NE
~ (n(2 +E)—1)2,n, _ E (n(2 +E)—1)2,.,.
n=l
~
E	 1	+
		
(n(2+E —1)2m ,
n=NE + 1
ce qui conduit alors à :
(n(2 + e) — 1) 2m
n>1
	
n=1
NE
Immédiatement, lim
	
1
m—>+oo1 (,(2+ E ) -1)2— = 0 .
D'autre part, grâce à l'allure de la fonction (222,,, , nous avons :
00
	
+oo
~
	
1
	
/ dx
	
1
	
1
(2n)2m —
	
(2x)2m dx = 22m (2m — 1)N2m — 1n=NE + 1
Comme nous avons choisi NE > 1 ,
On en déduit donc que lim Im (e) = 0, pour E ]0,7r[, et
m—++oo
donc :
lim Nm(e) = 1, pour E ]0, 7r[,
	
(A .1 )
m—>+oo
Étudions maintenant Dm (e) = i	 12 m(1 +n £ )
Pour
	
E ]0, ir/2[, il suffit de poser S2 = 2e, et il vient :
Dm (0 = Nm (25-2), de sorte que :
Pour
	
E ] 0, rr/2 [, lim Dm (e) = 1
	
(A .2 )
Maintenant, soit
	
E ]7r/2, 7r[, et posons 7r/2 <
	
< a < 7r . Il
vient
1
DmW (1 a' )2m + 1 + (1 + 71 )2 + In2 (1 + 1e )2m
Commençons par le troisième terme : { ' >
	
. Or,
ā
> 1
donc
ā
= 1 + E, où E > 0, donc
	
~ > n ( 1  + E )
-1> I0 1 +E)— 1
Donc
~
~
E2 (1 + ~ )2m
<
2 n—2 (n(1 + E) — 1) 2 m
1
Soit NE = sup{2, 1/E}, alors, pour n > NE , n(1 + E) — 1 > n ,
donc (n(1+E) 1) 2m <_ n 2m
—
	
—
00
	
1
n—2 (n(1 + E) — 1)2m n—2 (n(1 + E) — 1)2m +n—NE + 1
NE
De manière immédiate, lim
	
— O .
m-E+oo n =2 (n(1+E) 1)2
D' autre part, grâce à l'allure de la fonction ~2 , il vient :
J ~dx = (2m— 1)NÉ m— 1
1
Comme
oc,
~ 1lim
	
—
	 1	 — 0, lim 	 = 0
1)NÉm-m—++oo (2m - 1
(1+	
2
	 )2,m < 32 , car it < E don c
lim ( 1 2m = 01 +7r
e
Enfin, comme w < a, nous aurons :
1
	
1
(1 _ a)2m < ( 1 _ f )2m
Or 2 < a, donc E <
ā
— 1 < 1, et donc m lim
oo
(1 )2m = +oo ,
ce qui induit que 11m	 2 = +oo .in—+oo ( 1 £ ) m
En récapitulant tous ces résultats, nous avons :
Pour e E]-721 ,7r[, lim Dm (e) +oo
	
(A .3 )
En appliquant les résultats (A .l), (A.2), (A .3), on en déduit l e
résultat annoncé .
> Inl 27r
a
+1
2n7r2n7r
1
	
1
(n(2 + E) — 1) 2m — (2n)2m
NE
22m (2m — 1)NÉm— 1
lim	 1	 1	 = 0
m—>+o0
>
n 7rn7r
+
n2m
1
	
1
(n(2 + e) — 1)2m + E (2n)
n=NE +1
E n2m
n=NE + 12m
<
NE
+oo
m— oo
	
n2m
n=NE + 1
m -->+oo
416
	
Traitement du Signal 1995 — Volume 12 - n° 5
echerch e
L Décomposition d'un processus stationnaire du second ordr e
A.3. Majoration de la corrélation des coefficients d'on-
delettes
La fonction y(e) étant à support compact dans [ — 7r, 7r], on peu t
estimer E[cp cl ' ] par une somme de Riemann par exemple .
Comme pour
1
27r fy.p
on peut aussi chercher à majorer
+00
E cgP cEp - 1
	
C2e2 P (k-i )[P a ]- 27r f~
Or au paragraphe 4 .3 .2 ., nous avons vu que le terme dimension-
nant dans la majoration proposée et qui a conduit au théorèm e
4 .3 .2 .2 .2 . es t
+oo
27r
f e Zg2p k (
- 0
et on peut donc chercher à majorer ce terme de manière suf-
fisamment précise pour éviter l'estimation de l'intégrale . Nous
omettrons dans la suite le paramètre N et cherchons à majorer l e
terme
En faisant intervenir les intervalles 0+ = [n-P ZP , nEP Zp + Zp ] ,
on obtient :
SEP — Ey
(nV1r 1
f2P ) ,'V P
I(F(ps'P ) (e) I 2 -Yp(e) de
= 2 PX Lp (0), il vient finalement :
S'4
= y ( n 2P~) 7r f 1(F/14)()12 — 2 P <
°+
+ E .y	V11 1 (n2P~) •~ f (F//S Ep)(e )
Or
2 ft(F)()
	
j= 1
et d E E {0,1 }, d~ E R,
I mE(ol 2 = I ao(ol2 l m'N)12 + l a1()12 I mi E(S)I 2 .
Nous en déduisons alors :
2
de ,(F ,us'aP ) (e )
Fµs''P(S) 2y(e) de .
(Fj
	
) (e) (Fsos'EP ) (e) 2) yP(e) de .
2
1 (Fµs'4 )(e)1 2
+
2
Comme (FPs'~r)(e)
mEi (23 - (F(Ps (e)'
22
+00
27r f e2e2Pk ( (F s+P)() 2 -
- o c
Nous écrivons
(F (Ps''P ) (el) 2) yP (0 de . m E j (23 -1 )1 2 =
7P~7
71 i mÉ ( 27- 1
(e 2 j—1 )m1_E _
2 i
P
Lj~
ao ( 2i-1
2
+ al (23-1 )
+ocf
e2e2Pk
(2zr
(Fms''P ) (e)
2
- 00
(FcPs'£P)(e) < SEP
Soient alors les p-uplets Op = (B 1
,
. . . , BP ) E {0,1}P et
définissons la suite des fonctions
ae3 de la façon suivante :
siB3 = ci , alors ae , = ao ; et si O = 1 - Ej , alors ae, = a l .
Nous pouvons alors écrire :
avec (Fµs'EP (6)
2
E
	
l ao, (e 2i—1 ) 1 2 H 1mé (e27-1) 1 2 Ì(F" (e)I 2
J9 P [j=1
	
j= 1
+0
SEP
27r
f
-00
I(Ffrs''p)(e)I2 - (F (Ps'p)(e) yP(e) de
2
Comm e
où v_P = (v 1
,
. . . , vP ) E {0,1}P , nous pouvons encore écrire
(
nvP7r
2P Xovp (~ )
vP
P
En FI 1mB (e2j-1 )I 2 I (FcPS(e)I 2 , on reconnaîtj=1
(FcP s'BP (e) 2 = 2PXo_p ( .
SrEp _
	
nVP7r
	
1 /
v
~ y (	 2P ) 27r J
—p
	
O VP
1
(Fµs'EP ) (0 1 2-
1 (FcPs''P ) (0 1 2
2
	
P
E II
IaB (e 2j—1 )I22PXOBp(~ )
e p i= 1
On a donc :
-Yp(e) de
(Ftts'rp ) (e )
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II vient alors :
d~ = f 2P - I (FµP)(e)12de
A
+
2f
{1_ftIao(C231 )1 2 }dC
.i = 1
A
+
ainsi qu e
f I (FFts'vP (e)12d = 2 P f H l av, (s`2j-1 )1 2dk
7 = 1
A+
On obtient donc :
En utilisant les notions et les notations introduites au paragraph e
4 .4 ., nous posons :
(n'47r) 2 P f
2P
	
7r
A+P
pour v-P fP .
et
P
1- ~ Iao(0 j-1 )1 2 de ,j= 1
de sorte que nous pouvons réécrire : SEP = I(ep ) + > A(vvP ) .
UP 5PP
Nous pouvons aussi écrire
v
	
P
	
P
	
A(ii ) --y(
n2P~)
	
f H lav (V 2 -1)12de
	
J
	
j= 1
Nous avons déjà défini :
Jo(L) = {i E {1, . . .,p} /1cj = 0 1
et
J1 (LP ) = {j E {1, . . .,p}/1cj = 1}
Nous noterons ici 1 Jo(4) I le cardinal de Jo (1cr ) et 1J1(4) I celui
de J1(1Lp ) .
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Maintenant, posons en plus :
Io(_vP ) = {j E {1, . . .,p}/vj = Ej} ,
I1 (-vP ) _ {j E 1, . . .,p}/vj = 1 - e}
On remarquera que le cardinal II, (vr )1 de Io(vv-P ) est égal à l a
distance de Hamming entre v_P et eP que nous notons d(v-p , fi) ) ,
et quant au cardinal lI1(vP l de h ( vi ), il est encore égal à
p d(vP , fi)) •
Définissons ensuite les ensembles V (m, n) E {0,1}2 ,
Rm,n(vP , 4) = Im(UP) n Jn(I~P )
et les cardinaux de ces ensembles b' (m, n) E {0, 11 2 ,
IRm,n(vp, P)I = Card(R.m,,n(v-P, P)) .
En introduisant ces définitions, nous obtenons, que pour tout
B P , 1/ P , Lp
FI 10,,(23-1 )1 2 =
	
H
	
lav,(2 1 1 )1 2
j=1
	
j ERo,o(%,,k, )
x
	
FT
	
laU~(023-1 )1 2j ERo,i(BP , P )
X
	
H
	
10,;(0.1-1 )1 2j ER,,o(ap ,p)
x
	
II
	
la v;(C2 .1-1 )1 2
ER,,1(1P,i, )
Pourj appartenant à Ro ,o (1 ,14 P ), nous avons alors, par définition
de Ro , o (vP , 4), j élément de Io (Ep ) et de Jo (1cP ) . Il s'ensuit donc
que avj = ao et Ki = 0. Pour C appartenant à JUP'P , nous avon s
donc lave (C2j-1 )I 2 = Iao(C2j -1 )1 2 et comme Ki = 0, il vient
que C2j -1 appartient à Kn4'—1 o donc à Vue . Finalement, nou s
obtenons que dans le cas où j E R0,o(Lp, P ) ,
lav; ( 2.1-1 )1 2 = l ao(C 2 .1-1 )1 2 < 1 - S(a) .
Par conséquent, nous auron s
1-1
	
lav,(021-1)12 < (1 - 6(a))IRo,o('4, P)I (A .4)
3 ERo,o(v , ,, )
Nous procédons de même pour j appartenant à Ro , l ( vp , YuP ) . Nous
avons alors, par définition de Ro , l ( ,, 4), j élément de Io (v_P )
et de J1(1Lp ) . Ainsi, a, = ao et Ki = 1 . Pour C appartenant
à JvP' P nous avons lav, (C2j-1 )I 2 = Iao(C2j- 1 )1 2 et comme
Ki = 1, il vient que 023 -1 appartient à
	
donc à R - V .
Finalement, nous obtenons dans ce cas l à
lav,(C2j-1)I2 = I(ao(f2j-1)12 < 1 - lal(C2 j-1 )I 2 < 1 .
Par conséquent, nous aurons
~
	
lav, (0j-1)12 < 1
	
(A .5 )
j E Ro,i(UP ,LP )
1(Fµs '£ P (01 2 - 2 Pf0',,P
0+P
1
- n lao(0j-1)12 deSEP _ v ( nEP2P 7 ) 2 P— I
E
	
1= 1
a+
+
	
n VP 7r 2?'
~
7 2P
	
7f
P
f H lav (V j-1 )I 2 <
vP #=P
	
~ j= 1
~+
A(LP ) =
PH lavi (s`2j-1 )I 2dk
j=1
I(EP ) = 7 (nE~1 2p f2 P 7
A
+
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Lorsque j appartient à R 1, o(-vp , icp ), nous avons par définition
de R1,0 ( v_p , p), j élément de I 1 (_vp ) et de J0 (4çp ) . Dans ce s
conditions av i = ai et Ki = O. Pour apaprtenant à p , nous
avons donc Iav ( 2j-1 )I 2 = lai( 2j-1)12 et comme Ki = 0, on
trouve que e2 j-1 appartient à
	
(ivp) o et donc à Va . Finalement ,
on a
	
I av;( 2' -1 )1 2 = 1a 1 (4-23-1 )12 < 2 .
Il vient donc
fi
	
Iav (e27-1)12 < (1- ) I R1,0(i p , Lp ) 12
j E Rl,o(ep,5_p)
L
j= 1
Enfin, lorsque j appartient à R 1,1 (i , p ), j est élément de Il (v-p)
et de J1 ( )) et alors, nous avons, av; = a l et K i = 1 . Pour
appartenant à Jvp'!=p, Ia v; ( 2~ -1 )1 2 = lai ( 2i-1)1 2 et comme
Ki = 1, il s'ensuit que 2j-1 appartient à KK' v 1 , donc à
R - Va. Finalement, dans ce dernier cas ,
1 av;( 2 '-1 )1 2 = 1a1e7-1)12 < 8(a) .
On obtient alors la majoration suivante
f
	
Iav; ( 2i-1)12 < 6(a) IRI,1( ~p,p) I
3 E Rl,l (vp,kp )
En utilisant les relations (A .4), (A.5) et (A.6), nous avons :
f IIp av; (2 j-1)I2de
J(v1p , rc p .~
ç~(1 - 6(a))IRO,O(vpLp)I (2)I R1,0(Up,kp)I S(a)IRl l~p kp)II Jvp kp I
en posant 1 Jvp'-'sp I
		
d .
JUp'~ p
Par conséquent, nous obtenons :
A(v_p)
	
(t-)
	
E(1 — 6(a))Ro,0(vp, p )I (z)Rl,°(vp, p ) I
6(a)Rl,l(V
	
IlJv p kp
Il vient encore
	
2
	
v
p
	
n
—p,
'E A(v_p)
	
x E (1' - 2 p
v p # E p
	
Up #Ep
E(1 - 6(a))IRO,o(vp,~p)I (~)IRI,o(Up,Ep)I
	
(A.8)
!ip
6 (a)IRI,1(vp ,Lp ) I X
JVp'E,.pl )
De même,
,' 7r
	
p
1(4) = (72	
2p ) ~p f {1 - II I ao( 2 '—1 )l 2 } ck
Comme + = U k JEp' p et que les JEp ' ' sont disjoints 2 à 2 ,
— p
n~ p 7f
	
2p
I(ep)y
	
2 p
	
7C
Lorsque j appartient à Jo( p), ie = 0, 2j-1 appartient à
Ka-') o et donc à Va . Alors 2 < lao(2i -1) 12 < 1 - 6(a) ,p
	
-
	
-
et donc, pour appartenant à J1p Ei' ,
(_)IJ0( p )I <
	
H
	
lao(2j-1)12 < (1- 6(a))IJ°(p) I
jeJo(kp )
Lorsque j appartient à J1 (,c ), ni = 1, 2j 1 appartient à
K~~ ~Ūp) 1 , et n'appartient donc pas à Va, par suite
1 - 6(a) < lao(Vi-1)I21 < 1 ,
et pour appartenant à JEp ' p
(1 - 6(a))I Jl(-p)I <
	
II
	
1a1(Vj-1)12 < 1
j E Jl(!
.ip )
Ces majorations nous conduisent, pour appartenant à JEp ' p à :
p
▪
1ao(2j
- 1 )1 2j=1
< (1 - 6(a)) IJ° ( Ep)I < 1 ,
de sorte que nous aurons :
p
1- H lao (2j-1)12 < 1- (1)IJ° (L p )I (1 - 6(a)) IJ1(Lp) I
Ainsi ,
% 1
-
0+
	
j=1
_
	
1
~
JEp,kp
	
j= 1
~
E (1( 1 )1J°(E.p)1(1 - 6(a)) IJ1(Lp )1) IJEp' Lp l
On obtient :
(1
	
( 1 )IJo(~ p ) I
2
(1 - 6(a)) IJl(tAp)1 ) JEp,Lp l
(A.6 )
(A.7)
p
- II IaoO3
112}ck
j=1
(2) IJ0(!ip)1 (1 - 6(a)) IJl(p )
j=1
2 /n2p~
/
I(fp)<—y 4\	 P k
(A.9)
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En combinant (A .7) et (A .8), nous obtenons finalement :
PROPOSITION :
Si pour a < , il existe 6(a) E JO, [ tel que ,
i) pour tout E ]i — a, i], < ,a° (0 12 < 1 — S(a )
ii)pourtout E [0, —a],0 < !a l (01 2 <6(a)
alors :
f
e
2F2p k (
7
PtP
P
~) E 1
	
(z )I IJo(1.P)I (1 S a IJi(~P)I
	
IEP'~n
) E(1 . — ó (a))I R o,o(EP ,LP )I ( DIRi,o(UP ,kv ) I
~=P
a(a)I_`1,1( P ,~ P)I X , ; P'Pi l
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